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Preface
At the outset of the research that led to this book, I never envisaged its eventual form. In the 
course of a number of years the perspective changed under the influence of the many people 
involved in the project, but most of all because of the intrinsic development of ideas in my 
mind, stimulated, of course, by the ideas and suggestions of friends, colleagues and others.
Initially, this study was destined to be survey-type research, but gradually it became clear 
that much more exploration was required to really learn. Also, the ideas of researchers I had 
never heard of were brought to my attention and gradually the current form of the study 
started to take shape.
I am indebted to all the people who helped me to finish this book and I would like to extend 
my special thanks to those who supported me in the last few years, in particular Ben 
Dankbaar for his very motivating way of supervising the final stages of the dissertation. I 
would also like to thank Ger Peerbooms for correcting the most disturbing spelling errors. 
Finally, I am grateful to Cécile, my wife, who made it possible for me to focus my attention 
on the subject even after so many years. Especially these people really made the difference 
between a promising stack of pages and a finished dissertation.
To the reader.
Readers pressed for time will try to get the message of this dissertation while reading as 
little as possible. The quickest way of getting the message of this book is by reading the 
summary. For those of you who would like some more detail I would like to recommend 
chapter 1 and 9. Even more detail can be obtained by reading chapter 1, 4, 7, 8 and 9. Of 
course, reading the whole book will always be a last resort.
Thijs van Lieshout 
Utrecht, December 2001.
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Chapter 1
Information systems in an integral design context
1.1 Introduction
The concept of information is central to organizations, because organizations can only exist 
in view of the fact that people exchange 'information' (Galbraith 1973). Over the last 
decades, information systems have increasingly been introduced in organizations to support 
such exchanges. However, the introduction and use of information systems in the context of 
organizations still continues to be accompanied by various problems (Sanders 2001). Symp­
tomatic for these problems is the widespread difficulty to control project cost and through­
put time during the implementation of information systems (Sanders 2001). Moreover, the 
results envisaged by the introduction of an information system appear to be difficult to 
achieve (see, e.g., Annink et al. 1999, Downing & Clark 1999, Lycett & Paul 1999, Hornby 
et al. 1992).
The problems of controlling project cost and throughput time have been investigated fre­
quently. They have been attributed to a wide variety of causes, in brief described by 'the 
difficulty to design an information system that fits the particular organization.' These 
difficulties may have technical causes, but more frequently the cause can be found in the fit 
between the information system and the organization itself. In other words, the information 
system does not contribute to and sometimes even reduces organizational effectiveness (Lycett 
& Paul 1999, Psoinos 2000, Bingi et al. 1999, Clemons & Row 1991, Grover & Segars 1996). 
The approaches sought for solving this problem vary. An important type of attempt to solve 
this problem focuses on the development process that results in the eventual information 
system. It is assumed that by revising this process, e.g., by including the right people in the 
process or planning the process in various consecutive phases, an information system will 
result that does fit the organization under consideration. Even though the characteristics of the 
development process appear to affect the end-result (see, e.g., Adman & Warren 2000, Hornby 
et al. 1992), they do so only indirectly. They do not address the heart of the matter directly: 
there are no guidelines as to how to create a better fit between the organization and the 
information system.
Several authors have concentrated on the necessity of this second approach: designing a fit 
between an information system and the organization it is designed for (Iivari 1992, Miller
1993, Weill & Olson 1989). Others have observed that organizational change might need to 
go hand in hand with the design of an information system (e.g., Bingi et al. 1999, Agerwal & 
Tanniru 1992). Although these approaches do consider the design of the information system 
directly, they remain mainly focused on the information system itself. They therefore largely
1
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miss out on the main organizational activities, which can generally be described as trying to 
'cope with the environment'1. Furthermore, after having observed that organizations and 
information systems are related, we are seldom told what this fit should look like and when we 
are to consider a fit to have been achieved.
This is especially regrettable, because organization design, in contrast to IS-design, has 
evolved from partial and relatively ineffective designs of subsystems and aspect systems to an 
integral design of the organization as a whole. The design of the information systems lags 
behind and still is not included in such integral design. Information system design concerns a 
part or aspect of the organization and consequently a neglect of the organizational context will 
lead to suboptimization. This can in itself explain why the design of information systems is 
often difficult.
In this book, we address the design of information systems as they are embedded in the 
organization, not by fitting them to a specific given organization, but by making the design of 
information systems an integral part of designing the organization as a whole. This should 
result in explicit guidelines for the design of the information system as part of an integral 
design of more effective organizations.
This chapter will explain how information systems have been designed until now, how 
organizations are designed and how these two designs are related. With these insights, it will 
become clear why an integral approach to the design of organizations and information systems 
should be preferred. The chapter ends with an overview of the following chapters which 
explain how such an integral approach can be achieved.
1.2 The design of information systems
The design of information systems (IS-design) is the first of two major components of the 
subject to be discussed in this book. Over the years, the interpretation of what an information 
system is has changed, due to the increased insight in how especially computers can be used in 
organizations. Intuitively, we can say that any intentional combination of hardware, software 
and procedures for the exchange of data can be called an information system. In chapter 3 we 
will explore the subject of information system design in more detail. Here we will limit 
ourselves to discussing the history of information systems design that has influenced its 
definition and - more importantly - the current problems with information system design. This 
discussion will show what shortcomings in IS-design have contributed to the lack of success in 
IS-design. For the moment, this will be sufficient to combine information system design with 
the second major component of this study, the design of the organization.
1 See, for instance, Hannan & Carroll 1992, the discussions of strategy (p111) or organizational 
change (p353) in Stoner & Wankel (1978) or literature based on the general systems theory (e.g. 
Lycett & Paul 1999 and section 2.2.4 of this book)
In f o r m a t io n  sy s t e m s  i n  a n  in t e g r a l  d e s ig n  c o n t e x t
1.2.1 A historical perspective
For the purpose of this study, we will divide the history of information system design into three 
consecutive, but overlapping phases, each with a different focus (See also Porter 1986, 
Avgerou & Cornford 1993):
1. The 'initiation' phase. Due to the high number of experiments, a technology focus dominates.
2. The 'structuration' phase. The technology has been mastered to a degree and a more 
structured approach needs to be developed: A methodology focus dominates.
3. The 'maturation' phase. The IS-design process can be varied and hence an external view is 
possible. An organizational focus dominates.
Note that the various focuses do not fully exclude each other. After all, the technology as well 
as the methodology used in the IS-design is still important in many cases. We will discuss 
these phases subsequently.
1.2.1.1 The initiation phase
Traditionally, information is related to the gathering and processing of data and to the 
technology used to do this (information technology) (Davis & Olson 1985, Porter 1986). As a 
consequence of this relationship, the production of information is often dominated by the EDP- 
department2, because here people deal with the computerized information systems. According 
to Porter, these 'early data processing centers were basically job-shops with the same schedul­
ing problems as manufacturing' (Porter 1986, p 57). Hence, the design of information systems 
has its roots in the processing of (large amounts of) data (McLeod 1993). From the forties 
onward, the processing of data in a limited amount of time required a technical solution 
(O'Leary & Williams 1985). The main concern of these data processing systems was to 
generate an accurate result in a limited space of time, based on the total of the input data. 
Accuracy and speed were the main factors, which explains why the main disciplines involved 
were mathematics and, later, finance. Because of the technical problems accompanying these 
systems, also many technicians were involved in the design and the maintenance of informa­
tion systems (Lucas 1986).
The design has for a long time been dominated by the search for the optimal algorithm for a 
completely specified, often mathematical, problem of a specific organization. At best, we can 
describe this situation as 'designing information systems for a given problem', although it often 
was not so much the problem as the specification of the solution that was given (Porter 1986). 
Technology remained an important factor, also in subsequent phases, both as a determinant 
limiting the set of viable solutions and as a driving force for solutions not possible before.
1.2.1.2 The structuration phase
In the 1960s, a structured approach to the design of information systems started to develop 
(Avgerou & Cornford 1993), as the commercial use of information systems increased. This
2 Electronic Data Processing (EDP)
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resulted in a wide variety of methodologies developing in the seventies and eighties, many 
of which consider the specific features of the organization at hand.
Basically, these methodologies consist of:
- A description of phases and subphases of the project of information systems design, e.g., a 
definition phase, an implementation phase, etc.,
- A variety of tools, to be used in the various phases, e.g., flow-charts, rich-picture 
diagramming (Avison et al. 1992)
- Design practices optimizing the system to be built, given the limitations of the technology, 
e.g., how to apply Client-Server technology
- Documenting standards, e.g., describing when and how to document the design-process.
- A mechanism for communicating the methodology to system designers and
- An underlying philosophy concerning the nature of the development process (Rowley 1993, 
Avgerou & Cornford 1993).
Many methodologies contain one or more steps for the analysis of the situation. In these steps, 
the organization is considered and a specification of the system to be built deduced with help 
from various participants in the process. Mostly, the consideration of the organization extends 
to the activities involved in the use of the new information system, but little is said about 
characteristics of the organization. Because of the problems in the design of information 
systems, especially with respect to the relationship to the organization, many new 
methodologies were developed. Presently, the variety of methodologies available is 
enormous. Some examples are SDM (II), ISAC, JSD, SA/SD, SSM and ETHICS (Cameron et 
al. 1991, Plyler et al. 1994, Lundeberg 1985, Checkland 1981, Mumford & Weir 1979). 
Without too much trouble, it is possible to gather some 50+ methodologies described in 
literature (e.g., Hornby et al. 1992, Olle 1983, Sutcliffe 1991, Fitzgerald et al. 1985, van 
Eijnatten & Hoevenaars 1990). Often, in the practical use in organizations, either several 
methodologies are combined, or a specific methodology is adjusted to fit the situation at hand. 
Therefore, there are probably many hundreds or even thousands of different methodologies in 
use (Argelo et al. 1990, Avison & Wood-Harper 1991, Avison et al. 1992b, Welke et al.
1991, Wijers 1991).
Although helpful in structuring the attempts to design information systems, the enormous 
variety of methodologies has hardly contributed to the effective use of information systems 
within organizations (Benjamin & Scott Morton 1986, Fenton 1993).
1.2.1.3 The maturation phase
In the last two decades, there was a growing awareness that the design of information systems
3
Note that the term 'methodology' as it is used for the design of information systems has a meaning 
that differs significantly from the meaning attached to it in the context of strategies for doing 
scientific research (see Swanborn 1981, Verschuren 1986). In the context of scientific research, a 
methodology as discussed here would be referred to as a method.
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should be closely related to designing the organization as a whole. Following the primary focus 
of literature on designing information systems given the organization, recognition of the 
necessity for some change in the organization accompanying IS-design started to develop. This 
resulted from a perceived misfit between the organization and the information system.
We already noted that isolated design of organizational functions can lead to suboptimization. 
The nature of partial design was never so explicitly problematic as in the specific discipline of 
information systems design. It is problematic because the information system in the broadest 
sense is an aspect of every part of the organization, whereas some other disciplines, such as 
finance, consider (only) subsystems. Such subsystems can more easily be seen as distinct from 
the rest of the organization.
At first, the insight that information system design can result in suboptimization led to the 
desire for adaptation of the organization to the newly introduced information system (Robey 
1987). The introduction of information systems took (and still takes) a lot of getting-used-to 
for the (members of the) organization. The fit between organizations and their information 
systems was reviewed given this point of view. Procedures as well as people needed to be 
adjusted to the new information system (Davis & Olson 1985). A positive aspect of this change 
in perspective was that a broader recognition developed among practitioners as well as 
theorists that implementing information systems is a complex organizational change process. 
Furthermore, research was done on the impact of the introduction of information systems in the 
organization. The result of this research proved to be ambiguous (Robey 1987), suggesting for 
example that both centralizing and decentralizing effects on the organizational structure 
occurred at the introduction of an information system. This ambiguity therefore gave room to 
planned organizational change, accompanying the implementation of information systems. 
This enabled better use of the possibilities offered at the introduction of an information system. 
However, the full potential of the fit between organizations and their information systems was 
still not achieved.
The adaptation of the organization to the information system proved to be not enough to make 
this combination effective. Benjamin & Scott Morton (1986) emphasized the so-called 
'productivity paradox', which deals with the contradiction between increasing IT-investments 
and the absence of the increase in productivity that should accompany it. Taking this as a 
starting point, they argued for more extensive linkage of the use of information technology to 
the organizational strategy and thus using information technology as a strategic weapon. This 
indeed improves the use of information technology for effective operation of the organization 
in the environment, but still leaves the potential of what an organization may accomplish using 
information technology untouched. The adage 'first (re)organize, then automate' evolved to 
realize this potential. It emphasized the need for organizational changes as a response to the 
organizational environment (Warner 1987) and stressed that automating outdated 
organizations will not improve the effectiveness (Huber 1984).
Looking back, the interrelatedness of the organizational effectiveness, the organization design 
and the design of information systems should not have come as a surprise. After all, Galbraith
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exposed already in 1973 the strong relationship between environmental uncertainty, 
organization design and the concept of information. Given the influence of information 
systems on the distribution of information in the organization, we can infer that in the design of 
information systems, the flexibility of the organizational response to its environment is at 
stake.
1.2.2 Shortcomings of current IS-design
We now know that the organization design and information systems design need to be 
approached as closely related. The approach to IS-design as presented in the so-called 
maturation phase leaves us basically with one question:
How should the organization and information systems design be related?
Current approaches subscribe to the relevance of the relationship and describe, for instance, 
that modeling of organizations and information systems should be related. However, 
surprisingly little has been said about the options open to a fit between organization design 
and information systems design. Another question that remains open to debate regards the 
nature of current misfits between the organization and the information systems design. 
Some possible interpretations of a misfit are:
- The information system does not function.
- The information system does not provide the functionality needed by the organization.
- The organization does not fit the information system designed.
- The combination of information system and organization is not coherent.
- The organization is not fit to operate in its environment, let alone if this inapt behavior is 
reinforced by an information system.
- The organization and the information system are fundamentally incompatible.
- Any combination of the above.
Some of the above interpretations have already been investigated, as the preceding section 
shows. However, it is difficult to identify an interpretation, which will help answer the question 
of how the design of the organization and the design of the information system are related.
It is however clear that apart from the IS-design, the organization design is relevant too. 
Moreover, the organization design is increasingly recognized as guiding the information 
system design (Nolan 1979). Therefore, we need to know more about organization design first. 
After discussing organization design, we can return to the fit between the two.
1.3 Organization design
The classical picture of the organization shows a division of work according to functional 
areas, such as finance, production and marketing. For a long time, this basic division of work 
according to functions was accepted as given. However, such a division of work encourages a 
focus on the specific area at hand, without observing the linkages to other areas.
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Not only is the division of work in organizations done according to functions, but also is the 
research of organizations structured in a similar way, i.e., by discipline. This particular 
approach to studying organizations, where each discipline investigates specific organizational 
aspects, also reinforces the separation of different areas of research, even stronger than in 
organizations because there is no practical need to cooperate (Kuhn 1966, Ackoff 1960).
In the seventies and eighties, there was a change in the way organizations were viewed. It had 
become obvious that the separation of functional areas can have great disadvantages (De Sitter 
1994). This awareness has resulted in a more integral approach to the design of organizations. 
The relevance of integral design of organizations becomes clear in the light of the history of 
organization design. This history will be discussed first, followed by a more extensive 
discussion of the integral design of organizations in particular.
1.3.1 A historical perspective on organization design
To create some understanding of current organization design, it is necessary to have some idea 
of the evolution of organization design. The body of research concerning organization design 
has changed considerably over the years. Although many changes can be identified, three are 
of primary importance here:
1. From viewing organizations as closed to open
2. From a descriptive to a prescriptive theory of organizations
3. From partial to integral views of the organization
The trends mentioned here are interrelated, as their discussion will show.
1.3.1.1 Trend 1: From Closed to Open Organizations
Organizations were initially treated as relatively 'closed' systems, meaning that their 
environment had relatively little impact on the organization. Of course, there always was 
awareness that the environment could have an impact on the organization. For example, Gulick 
(1937) already considered the environmental influence in his discussion of the theory of 
organization but also older studies, such as Taylor (1911) and Fayol (1923), already 
considered the environmental influence (Keuning 1973). Their attention for the environment, 
however, focused mainly on the technological development and it did not in any way affect 
their thinking about organization design.
The open nature of organizations became more important throughout the years. The work of 
Burns & Stalker (1961) and Woodward (1965) are examples of research that more extensively 
takes the organizational context into account. Their work can be considered as the source of an 
approach to management studies - new at the time - known as Contingency theory (Pennings
1992, Galbraith 1973). Besides being a new view on management research, this theory broke 
with the view of 'one-best-way' of management, which was at the time quite common. The 
theory simply states that the organizational characteristics depend and should depend on the 
context of the organization. Contingency theory has evolved over the years, resulting in several
7
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different approaches to the general idea of organizational dependence on its environment 
(Drazin & v.d. Ven 1985).
In management literature, there nowadays is extensive reference to the increasing complexity 
and dynamics of the environment, which current and future organizations have to deal with 
(e.g., Huber 1984, Huber & McDaniel 1986). It is recognized that this increasing pressure 
requires new and appropriate responses from the organization. What such approaches should 
look like, however, is not very clear.
1.3.1.2 Trend 2: From Descriptive to Prescriptive Theory
Organizational research was (and to a large extent still is) of an analytical and descriptive 
nature. In other words, the status quo is analyzed and described instead of, for instance, the 
desirable state of organizations. The earlier mentioned contingency theory is a clear example 
of descriptive theory, because the intention of this type of research is to describe the current 
practice in today's organization.
Simultaneously, other approaches of a more prescriptive nature are evolving and demanded, 
due to the necessity to respond to the external environment. Extensive descriptive research 
seems to encourage prescriptive statements. After all, if descriptive findings suggest that 
certain types of organizations are more successful in a certain context than others, it is 
tempting to prescribe the more successful organizational type as the norm. As the 
understanding of the organization increased, the urge to use this insight in a prescriptive 
manner increased too, to put the acquired knowledge to use (e.g., Porter & Millar 1985, Van 
Horne 1986). In its turn, it led to the deduction of design implications and suggestions.
A problem of this type of prescriptions is that they are not based on prescriptive theory. 
Prescriptive theory concerns 'what not (yet) exists', whereas descriptive theory concerns 
currently existing practice. By inferring prescriptive theory from descriptive theory, we make 
more of what we already have, instead of devising new organizations that are inherently better 
structured than currently existing organizations (see also section 4.2).
1.3.1.3 Trend 3: From partial to integral design o f organizations
We already noted that partial views of the organization have dominated much of the 
organizational research. All disciplines in the area of organizational studies have been focused 
on their specific sector of the organization. In the study of their sector (e.g., finance, logistics 
etc.), the remainder of the organization was assumed to stay unchanged (a ceteris paribus- 
clause). This single-aspect approach to organizations has dominated the research of 
organizations for several decades, resulting in different disciplines studying the same object 
independently. Analytically, this approach can be really refreshing, because the sum total of 
views can improve the understanding of the organization. However, we already noted that 
descriptive research may result in prescriptive statements. Due to the partial nature of research, 
these statements can only lead to partial optimization of the organization.
In practice, changes in various functional areas occur simultaneously and influence each other. 
Furthermore, taking the current situation in the remainder of the organization for granted
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needlessly limits the possibilities in the design of the specific area. The shortcomings of the 
discipline-specific approach to organizational analysis and design became apparent to some as 
early as the fifties (Drucker 1954) and gained more recognition in the late seventies (e.g., 
James & Jones 1976, Tushman & Nadler 1978). The real breakthrough of this view on 
organizational studies, nevertheless, only occurred in the late eighties. As a result of this, there 
is a shift of attention to the integration of several disciplinary areas and a revival of integral or 
structural design approaches, such as the General Systems Approach (Bertalanffy 1968, de 
Leeuw 1986, Beer 1979), the sociotechnical systems approach (Taylor & Felten 1993), the 
Dutch sociotechnical systems approach (de Sitter, Den Hartog & Dankbaar 1997, de Sitter
1994, Van Eijnatten 1993), Mintzberg's configurations (1983), network theory (Powell 1990, 
Nohria & Eccles 1992), etc. Here we would like to distinguish between an integrated and an 
integral approach. Disciplines or functions can become aware of their relationship to other 
disciplines/functions or the organization in general and thus try to relate to these others. This 
relating of functions we would call an integrated approach, because the different disciplines 
serve as a starting point for the approach. An integral approach is essentially directed to the 
organization as a whole. An integral approach can, for example, use a set of design principles 
which guide the design of the organization and guarantee consistency between the different 
disciplines. These core principles will eventually affect all disciplines.
1.3.1.4 A recapitulation
The three trends in organizational studies are mutually related. Especially the discussion of 
shift from partial to integral design shows this relationship. We have seen that over the years 
there is a growing recognition of the environmental variety requiring an adequate response. 
Such a response requires guidelines for organization design of a prescriptive nature. 
Descriptive research only partly can provide us with insights necessary to formulate prescrip­
tive theory. One of the major disadvantages of current descriptive theory is that it is of a partial 
nature. Partial views of organizations used prescriptively easily lead to suboptimization. Hence 
an integral approach to organization design is preferred.
1.3.2 Integral organization design
Now that it is clear that an integral approach to organization design has distinctive advantages, 
we need to explore it some more. We will do this by returning to an early plea by Drucker for 
integral design, followed by a focus on the fundamental principles underlying the integral 
design. This discussion will lead us to the organizational structure, which constitutes the 
essence of the organization. From this organizational core, we can return to various 
organizational aspects, which in much organizational research are studied separately.
1.3.2.1 A plea by Drucker
As mentioned before, Drucker (1954) already notes the relevance of an integral approach 
(page 194) to organization design. Especially where prescriptive theory is concerned, he makes
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clear why integral design is relevant. Comparing organizational theory to road construction, he 
states:
'The manager, so to speak, wants to find out whether he should build a highway and 
from where to where. The organizational theorist discusses the relative advantages and 
limitations of cantilever and suspension bridges. Both subjects can properly be called 
"road building." Indeed, both have to be studied to build a road. But only confusion 
can result if the question what kind of road should be built is answered with a dis­
cussion of the structural stresses and strains in various types of bridge.'
The comparison of organizational theory to road construction shows the relative inadequacy of 
discipline-specific research to the holistic nature of design in practice. Although the knowledge 
gained by discipline-specific research is relevant, it does not suffice in practice. The example 
also shows that the true value of the road - as a metaphor for the organization - can be found in 
its function. In this case, the places the road connects and the capacity it has to perform this 
function are essential for the road. The partial design of aspects of the road does not address 
the essence of this function.
As a consequence of the above, Drucker starts the organization design with the external 
justification of the organization (its function). He starts with the central question: what business 
are we in? Having answered this question, he only then uses analysis of activities, decisions 
and relations to determine the organizational structure needed (Drucker 1954). Drucker in 
short describes that the driving force for organization design is located in the function of the 
organization as a whole and hence an integral design is necessary.
1.3.2.2 The essence o f integral organization design
In section 1.3.1.3 we already noted that integral organization design by definition is directed to 
the organization as a whole, but how does such integral design take place?
First of all, integral design is an act of deliberate design. Any deliberate design activity 
requires some criterion to guide the design, or it will be a random activity. In this study, 
organizations are considered open to influences of the environment. Therefore, in the design of 
organizations, the criterion for the design of that particular organization can be found in coping 
with that environment while carrying out its primary function, i.e. producing certain goods or 
services. The integral design in that case needs concern the way this primary function is 
performed, i.e. how the organization copes with its environment.
As already noted, there is extensive reference in management literature to the increasing 
complexity and dynamics of the environment. This increasing pressure requires new and 
appropriate responses from the organization. Often, the organization in its present form will 
not be capable of giving such a response, hence requiring fundamental changes involving the 
whole organization. Such a design therefore needs to address the core of the organization in a 
coherent way. The organizational structure constitutes this basis of the organization. Presently, 
many structural changes are already taking place in current organizations. The rise of new
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organizational structures, such as matrix-organizations, organizations structured in business 
units, lean organizations and learning organizations, illustrates the need for structural change 
(Galbraith 1973, Wissema 1986, MacDuffie 1992, Senge 1990, Garvin 1993).
The organizational structure depicts the organizational parts and the relatively invariable 
relationships between these parts. Consequently, the organizational structure determines how 
the different organizational aspects, functions and subsystems are interrelated. Changes in the 
organizational structure can thus have a large impact on the organization and on its perform­
ance in the context of a specific environment and strategy (Jennings & Seaman 1994, Child 
1972). The organizational structure therefore should be at the heart of the integral design. An 
integral design can thus result in the fundamental changes required in the organization: 
structural changes (Huber 1984, de Sitter 1994).
The design of the organizational structure can serve as the basis for the design of any other 
aspect of the organization. The organizational structure is thus of a great importance because it 
simultaneously enables and limits the design of any aspect of the organization. Designing 
accepting such limits as given is exactly what makes such design partial.
1.3.2.3 The role o f organizational aspects in integral design
An integral design of the organization needs to address the organizational structure. 
Simultaneously, the various functions that are usually discerned are present within the 
organization (e.g. finance, information systems support) and cannot be neglected. Moreover, 
also many aspects can be discerned in any organization (e.g., quality control, communication). 
Both functions and aspects can be found throughout the organizational structure. We can 
identify a specific aspect of the organization (e.g., quality control), but we cannot design it 
properly without considering the other aspects it is related to. Hence we need to consider the 
organizational structure as a whole. Still, the integral design of organizations needs to start 
somewhere.
Given the function of the organization in its environment, the integral design should start with 
the production structure, i.e., the distribution over people of the work to be performed in 
realizing the primary function of the organization. Directly related to this aspect of the 
organization is the control structure that is needed to realize this function. Preferably, the 
integral design starts with these two aspects of the organization, followed by the design of 
information systems, because of the importance of information for control. Similarly, any 
design decisions concerning other aspects of the organization should follow these designs. 
Because all these aspects of the organization are interdependent, it will not suffice to just 
follow this design sequence, but we need to iterate between these designs. The sequence in 
design is proposed because of the relative importance of the production and control structure. 
Due to this sequence we may expect that the number of iterations necessary will be relatively 
low (de Sitter 1994).
For the design of any aspect, the integral design will provide help exactly due to its integral 
nature. After all, the holistic nature of the design may help due to certain principles underlying
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it or other considerations that make it integral. For an integral design, such principles if not 
explicitly formulated, may be superimposed to describe the design accurately (Nolan & Croson
1995, Croson 1995).
Recapitulating, we can say that any design of an aspect system as part of an integral design 
needs to comply with the principles of the integral design by which the organizational structure 
as a whole is designed. Furthermore, the design of an aspect system requires a mutual 
adjustment with the design of other aspect systems. For the moment, we know enough about 
integral design to move on to IS-design in an integral context.
1.4 Organization design and IS-Design
Until now, we have discussed the design of information systems and organization design 
separately, because they are both important for the subject of this book. Of course, we need to 
combine both to see where the relevant problems and challenges are, which need to be 
investigated here. Therefore, we will first return to the IS-design, knowing now what integral 
organization design generally is about. Subsequently, we can focus on the problems and 
challenges accompanying integral design of organizations that does comprise the design of 
information systems.
1.4.1 IS-Design Revisited
The relevance of the design of the organization for the design of information systems is 
recognized, as we concluded in section 1.2.1.3. The same section also showed that the way the 
relationship between the organization design and the IS-design is perceived differs. Mostly, the 
integrated character of this fit is recognized. This still leaves room for many interpretations of 
the fit between the organization and the IS-design. However, from the discussion of the 
organization design above it is clear that for appropriate design, an integral approach is 
necessary. Only then can a fundamental fit between the organization and IS-design be achieved 
and the resulting combination can indeed more effectively cope with the environment. Several 
authors have already observed the need for an integral design approach (e.g., Raadt 1995, 
Hammer & Champy 1993, Van Eijnatten 1993, Van Bijsterveld 1997).
Given this perspective, information systems should not only support a (changed) organization 
facing its environment, nor should the organization be adapted to the information system. Both 
should be based on underlying design principles, which automatically result in a fit, a structural 
fit. In this way, an information system supports the changed organization and the use of 
information technology simultaneously can create new opportunities for the interaction with 
the environment and for the design of the organization. An example of such newly created 
opportunities is a specific desirable control structure, which cannot be realized without 
information technology, but suddenly is possible and should be considered in the organization
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design.
Furthermore, an integral design containing IS-design does not take current organizational 
practices as a point of reference, but explicitly refers to what not yet exists. In other words, a 
design is not just another variation of something that existed before, but an integral design can 
be fundamentally different. This further improves the possibilities of the design approach for 
coherent and successful design.
Consequently, there is reason to expect that especially an integral approach to organization 
design and information systems design will make the organization as a whole more effective. 
Furthermore, the holistic nature of integral design creates organization and IS-design that are 
fundamentally compatible. Hence, we may expect that an integral design approach will be 
superior to any other approach mentioned.
1.4.2 Problems and challenges
How IS-design should be made to fit integral organization design is another matter and until 
today still undetermined. Not only is unresolved what possibilities there are for designing 
information systems in conjunction to organizations, but also are the relationship between 
organizations and the qualities of the accompanying information system needed unclear. This 
is still true, even though much research on the subject already has been done (Iivari 1992).
The choice for an integral approach to the design of organizations and information systems 
does not by itself solve all the problems concerning the fit between the two. The integral 
approach to design does provide us with indirect guidelines for the design of the information 
system, provided that the underlying principles can be related to information systems. In other 
words, we need to choose an integral design approach fit to deal with both organization and 
information systems design.
Does an integral approach imply that present insights in the relationship between the 
organization and information systems cannot be used here? Not necessarily. We need some 
basic understanding of the relationship between organizations and information systems, 
especially where the organizational structure is concerned, because the structure is the basis for 
any integral design approach. However, note that we are mainly interested in prescriptive 
theory and less in descriptive theory, although both are not fully distinct. Hence, we are only 
interested in part of the relations identified in literature. Furthermore, because there is 
considerable pessimism about the results achieved and the amount of research still to be done, 
we cannot expect research done until now to be of much use to the prescriptive approach used 
here.
We identified the need for relating to the organizational structure. Similarly, we may expect the 
integral design advocated here to refer to the structure of information systems. However, what 
the structural characteristics of information systems are in this context is unclear.
Summarizing we can state three key problems to be solved before we can speak of integral 
design of organizations and information systems:
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1. We need an approach to integral design of organizations that is suitable for IS-design;
2. We need some understanding of the structural relationship between organization and 
information systems, and hence:
3. We need to identify the structural characteristics of information systems.
Our short exploration above, which ended with a discussion of integral design in general, 
provides us with sufficient underpinning to come to the purpose of this book in the next 
section.
1.5 Purpose of this book
Recapitulating, we can state that the urgency of research concerning the integral design of 
organizations and information systems is considerable, due to a multitude of reasons:
1. The design of information systems until now has been quite unsuccessful.
2. The research concerning the design of information systems has been quite unsuccessful.
3. There is an increasing need for organizations that respond in a flexible way to their 
environment. Information systems have an important role to play in the organizational 
responsiveness and should therefore be recognized as a design factor.
4. There is reason to believe that research until now has not sufficiently considered the 
integrated character of IS-design, hence:
5. There is a gap in the research concerning the integral design of organizations. The 
approaches to integral organization design generally lack an extensive description of how to 
design information systems (Loeffen 1997).
What is needed is an integral approach to organization design that includes the design of 
information systems. As we saw earlier, there are several approaches to integral design of 
organizations. In this book, we will choose the so-called Dutch sociotechnical design approach 
as our main approach and it will be discussed in the next chapter. As the next chapter will 
clarify, there is multitude of reasons for choosing this approach:
1. The approach considers the influence of the environment extensively and is therefore 
relevant for today's organizations.
2. The approach is thoroughly founded in general systems theory and very consistently 
deduces why an organization should be designed in a certain way.
3. It is explicitly (also) a design approach (versus (only) an analytical approach)
4. The approach has proven to be of practical use.
5. Information is a central concept in this integral design approach. This makes it easier to 
reason about the relationship between IS-design and organization design.
6. The approach recognizes the relevance of IS-design in conjunction with organization design, 
which is necessary, as we saw in the previous section. The specification of such an IS-design 
nevertheless has not taken place yet.
Therefore, the Dutch sociotechnical systems design approach seems an excellent choice as a
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framework for this study. It allows us to align organization design and information systems 
design.
Given the lack of theory even descriptively considering the relationship between organization 
design and the design of information systems and given the desirability of a prescriptive 
approach in accordance with the framework of the Dutch sociotechnical systems design, we 
can derive several objectives:
1. Gain insight in the structural relationship between organization and information systems.
2. Based on this insight, outlining guidelines for the design of information systems in the 
context of integral organization design (the Dutch sociotechnical design approach in 
particular).
3. Gain insight in current information systems design in a practical context in the light of the 
design approach developed.
This last objective has been added, because we want to know what the practical relevance is of 
the design approach.
To achieve these objectives, we need to answer various questions. To achieve our first 
objective, we need to know:
- What structural characteristics describing organizations are relevant for the integral design of 
organizations and information systems?
- What structural characteristics describing information systems are relevant for the integral 
design of organizations and information systems?
Each of these questions will be discussed in subsequent chapters 2 and 3. Chapter 2 will 
discuss the integral design approach of our choice, the Dutch sociotechnical systems design. 
This chapter will especially focus on the principles of the design approach and the structural 
characteristics relevant from this perspective in describing the various organizational types. 
Prescriptive theory will be avoided here. Similarly chapter three will discuss structural 
characteristics of information systems.
Chapter 4 will discuss design and hence is of a prescriptive nature. Of course, the findings of 
chapters 2 and 3 will help in devising statements concerning desirable design. The question to 
be answered is:
- What prescriptive statements can be inferred about the design of information systems from 
the principles of integral organization design?
At the end of this chapter, we will therefore have theoretically inferred statements on the 
design of information systems in an integral design context.
Chapter 5 to 8 will be dedicated to our last objective and hence are of an empirical nature. 
Chapter 5 will describe actual IS-designs found. We can use the structural characteristics 
identified in chapters 2 and 3 to describe practical IS-design here. In chapter 6 we will check 
whether practical design and accompanying problems are consistent with the prescriptive 
theory treated in chapter 4. Chapter 7 will describe what factors influence the extent to which
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practice follows prescriptive theory. In chapter 8 we will answer the main question to achieve 
our last objective:
- How can current IS-design be evaluated given the inferred guidelines for integral IS-design? 
This answer will come from evaluating two trends in IS-design: Enterprise Resource Planning 
and Workflow Management.
Chapter 9 will summarize the conclusions. Figure 1.1 reflects the structure of the book.
Figure 1.1 The structure of the book.
Chapter 2
Organizational structure and controllability
2.1 Introduction
As promised in the first chapter of the book, this chapter will try to answer one basic question,
i.e.: What structural characteristics describing organizations are relevant for the integral 
design o f organizations and information systems?
Integral design is no goal in itself. As we established in the previous chapter, integral design 
requires a point of reference. For organizations that are considered open to influences of the 
environment, this point of reference is the necessity to cope with this environment. Using this 
perspective, we can reason about organizations and infer properties that express the way an 
organization copes with the environment. The organizational structure is a key determinant of 
the way the organization copes with its environment, as we have seen, hence we need to be 
able to characterize organizational structures and from there infer the relevant properties for 
coping with the environment. Therefore, the chapter will have the following structure. First, we 
need some basic concepts to be able to discuss organizations at all. We need to know how to 
define organizations and how to perceive them. Systems theory is especially fit to provide such 
a basis, hence we will discuss it first. The basic concepts resulting from this discussion will 
help us to identify structural parameters. These parameters represent dimensions on which 
organizations can differ. The total set of structural parameters hence can describe a large 
variety of organizations. In this total variety, we will next identify two extreme organizational 
types for which it appears to be relevant to describe various properties related to coping with 
the environment. These organizational types and their properties will be discussed 
subsequently. Of course, the way these organizational types cope with the environment will 
have our special attention. It is here that the Dutch sociotechnical systems design approach will 
come of use, because this approach is especially fit for inferring these properties.
At the end of this chapter, we will possess a set of parameters to identify organizational 
structures and we will have an idea of the properties of various organizational structures 
described by these parameters.
With respect to the organization, the properties we inferred will suffice to move on to design of 
organizations and information systems. However, we need similar knowledge about 
information systems. Therefore, the next chapter will discuss comparable parameters for 
information systems.
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2.2 Basic concepts
Until now, we have discussed organizations rather casually. To be able to reason about 
organizations, we need to define an organization properly, as will be done in this section. For 
defining organizations and terms related to organizations properly, we will use systems theory. 
Why we use systems theory is explained in the first section. This motivation will be followed 
by some system theoretical definitions and properties of systems. These definitions will 
subsequently be related to organizations in general. Finally, we will discuss control in 
organizations, because control will appear important to performing any directed activity in 
an organizational context.
At the end of this section we should be capable of depicting organizations in general. Hence 
we will subsequently move on to defining various structural parameters to depict particular 
types of organizations.
2.2.1 Systems theory
Using the name 'General system theory', Von Bertalanffy (1968) started in 1945 a new 
attempt to unify science. This approach uses the abstract concept of 'a system' as a basic, 
context-independent building block in reasoning. Because of its context-independent character, 
it should be usable in many scientific disciplines. Before this particular approach, many 
attempts to unify science had been undertaken with little success (de Leeuw 1986). The univer­
sality of this approach has indeed led to many applications in very different sciences. The 
generality has at the same time caused many different, more specific theories to develop, all 
based on the general systems theory (Lilienfeld 1978).
The field of organizational science is among the disciplines where general systems theory 
found its application. More specific approaches, as can be found in the work of Beer 
(1979), de Leeuw (1986) and Luhmann (1984), have developed.
One of the approaches based on the general systems theory is the (Dutch) sociotechnical 
systems design. Although the general systems theory is a useful approach to the study of 
organizations, more powerful tools have been developed by the more specific approaches. 
However, we will often refer to the general systems theory and its concepts, because of the 
theory's large impact on the more specific approaches.
2.2.2 Basic system theoretical definitions
General systems theory is centered around the abstract concept of a system. A system can be 
defined as a set of interrelated elements, that exist within a boundary, in a context of other 
elements related to (elements of) the system. The elements can be anything, including other 
systems. The elements can be intangible or even remain unspecified. In the context of this 
book we will be mainly talking about social systems, i.e., systems consisting of people or other 
social systems. Systems that are derived from social systems will also be discussed. As a
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consequence, perceived at a certain level of aggregation, the social system consists of interre­
lated people, although, for a system in general this is not necessary. A relationship can be any 
(potential) exchange of signals. This exchange of signals, or communication will be the subject 
of a later section.
We can distinguish between open and closed systems, where open systems have a non-empty 
set of relations with the environment by which they can be structurally influenced by this 
environment. Closed systems cannot structurally be influenced by their environment (Katz & 
Kahn 1966, p 31, 754). Structure in this context can be defined as the particular pattern of 
relationships between elements. We speak of the internal structure, when we only consider 
elements and their relationship within a system and of the external structure, when we 
consider the elements related across the boundaries of a system.
Systems can have inputs, those signals they get from their environment, and outputs, those 
signals they transmit to their environment.
Systems can be viewed as consisting of subsystems (subsets of the system's elements and their 
relationships), aspect systems (subsets of the system's relationships and the corresponding 
elements) and phase-systems (the system in particular time frames) or any combination of the 
three mentioned (de Leeuw 1986). All three types of subsets view a system in a different way. 
These different perspectives can be used to analyze a system.
Consistent with the definitions above, a system can change over time (see also De Sitter 1973). 
In fact, systems can display a certain 'behavior' in terms of their input/output relationship 
(external behavior) and in terms of the internal realization of the external behavior (internal 
behavior). Therefore, we can ascribe choice to systems: the selection of a specific output 
according to a certain input. The specific occurrence of a choice, we will call a transforma­
tion.
The method by which the output is selected given the input is called a selection function and 
this function can change over time. Concepts such as 'knowledge' and 'models' can be part of 
the selection function. After all, they can influence the choice that occurs within a system.
Strictly speaking, a system is a theoretical concept and consequently, when related to reality, 
always represents a particular view on reality, a model of reality as imposed upon reality by an 
observer. When talking about systems, it is not necessary to specify the internal structure. Most 
often it will suffice to describe the input and output of a system (a system as black box) or 
with a discussion of, for example, the selection function.
From the above it will be clear that systems theory is indeed of a very general nature. As a 
perspective on reality it can be applied to almost anything, including organizations. As such it 
is a powerful device, as we will see in the next section, because it allows us to reason about
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system properties, using only the definitions given above. Because we can infer properties 
about systems in general, we will also be able to infer properties about specific social 
systems, such as organizations.
2.2.3 Properties of systems
We now have gathered the main components comprising systems in general. Apart from the 
elements and parts constituting systems, we can also define various concepts used to describe 
systems, which we will need to reason about systems. Beer (1979) for example defines variety 
as "the number of possible states of whatever it is whose complexity we want to measure", 
where "(...) complexity is the result of the way that systems behave and interact" (Beer 1979, p 
32). For example, it is possible to define the variety of the output of a particular system as the 
number of possible states of the output, where we first have to determine what we consider to 
be different states. Furthermore, the statement that 'the environment of organizations becomes 
increasingly complex' gains new meaning. Apparently, the way systems behave and interact in 
the environment of the organization results in an increasing number of possible states of the 
environment, as perceived by organizations. This abstract notion of complexity requires further 
explication.
Complexity is a subjective phenomenon of which variety is the measure (Beer 1979). We now 
still do not know exactly what complexity is. Intuition tells us that complexity is the degree to 
which a sense of order has disappeared. This definition is still quite vague, but it makes 
explicit that we should express complexity as much in the capacities of the observer, as in the 
qualities of the observed. Therefore, we will define complexity as the difference between the 
(insufficient?) variety of the observer and the variety of the observed.
Given the observer, we can compare the complexity 'of two systems, because the variety of the 
observer remains the same for both systems. Given a specific definition of the concept of 
'state', the relative complexity of a system will be the same for two observers. However, 
because these observers may have a different variety, the perceived complexity may differ. As 
we see in the above discussion, complexity itself is a complex concept.
The dynamics of something we will define as the rate of change in the state of that particular 
thing. Dynamics can be defined in two different ways. Given a certain variety of states, we can 
talk about the rate of change from one state to another. We can also talk of the rate of change 
in the total set of states available. This is the rate of structural change (because the number of 
states available is determined by the structure) and generally not considered to be the same as 
dynamics.
The concept of stability has been examined extensively by Ashby (1958). He distinguishes 
several types of stability and argues that systems are always only 'stable' to a certain degree. 
We will refer to stability as 'the systems ability to remain in a state of equilibrium as defined at
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a certain level of abstraction, under disturbance to a certain degree'. This equilibrium and 
degree of disturbance are defined by the beholder. As a consequence, systems are stable if, 
given a specific disturbance and depending on the beholder, they are viewed as in equilibrium. 
A system, e.g., may seem stable at a high level of abstraction, but this stability at a lower level 
of abstraction may seem utter chaos . An example of this phenomenon is that an organization 
may have some 400 employees over the years and is hence considered stable. However, 
another observer may see a complex pattern of hiring, firing and massive internal transfers and 
hence consider the same organization as instable.
We need the concept of stability to enable us to discuss the concept of flexibility. Intuitively, 
flexibility is the system's capacity to respond to extraordinary situations. Hence, flexibility 
delineates the range of choices a system has to respond to a disturbance in such a way, that a 
state of equilibrium is achieved again. Ashby (1958) expresses this intuitive notion more 
precisely in his law of requisite variety. It states that "Only variety can destroy variety" (Ashby 
1958, p 207), meaning that for the control of a system facing a certain amount of variety, at 
least a corresponding variety of measures to steer back to the state of equilibrium is needed. 
Therefore, if we require a system to become or remain stable in some way, very clear 
requirements concerning the controllability can be made explicit in terms of the variety 
needed.
When we consider a system that transforms several inputs into outputs at the same time, in a 
mutual exchange with more than one other system, the concept of 'interaction' becomes 
meaningful. Interaction occurs when these transformations are related within the system. In 
that case, a disturbance in the input of one specific transformation potentially can influence 
another transformation. This phenomenon we will call interaction. An example of occurring 
interaction is a machine that is used in an organization to produce two types of goods, e.g., 
tables and chairs. The transformations of making tables and making chairs interact in that 
machine.
A last important concept related to the general notion of systems is the 'function'. Already we 
mentioned the selection function. Consistent with the mathematical notion of function, here the 
function is also defined as an association, mapping a set of elements to a specific range. In this 
definition the implementation of the specific association is left out, which is consistent with the 
notion that a system can have a certain input/output relationship, without the internal structure 
of the system being known.
The concepts mentioned above should provide us with a general background specific enough 
to move on to organization-related concepts. Note that until now the general concepts 
introduced here have no context specific content yet (with the exception of the examples used). 
However, we should be able to explicate statements such as 'an increasingly complex and 
dynamic environment'. Because we decided that coping with the environment will serve as a
4 This general idea, by the way, is precisely what makes systems in Chaos Theory so interesting 
(Gleick 1991). The subject is, however, outside the scope of this book.
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driving force in discussing organization design, the newly introduced concepts will come in 
handy.
2.2.4 Systems and organizations
In the examples given in the previous section, we already hinted on the notion that 
organizations can be perceived as systems. But, what exactly is an organization in terms of 
the concepts mentioned above? Here, we will define an organization as 'a social system to 
which a (set of) goal(s) can be ascribed. Remember that earlier on we concluded that systems 
are a product of the particular view of an observer. The ascribed goal is part of this view and as 
such also determines the system, but it is not a characteristic o f  the system. As any system, an 
organization performs transformations of inputs into outputs. In organizations, these transfor­
mations can be referred to as production. Subsystems of the organization also perform 
transformations. Several of the transformations within the organization can together realize a 
transformation of the organization as a whole.
By defining organizations in terms of systems, we have also defined the concept 
'organizational structure'. This is consequently 'the particular pattern of relationships between 
elements of the organization', where the elements are subsystems or people.
The goals that can be ascribed to organizations are also important in the context of design. As 
we concluded earlier, we need a point of reference for the design and goals ascribed to the 
organization can serve as such a point of reference. The attribution of a goal to a system makes 
the concept of regulation and control of importance (Ashby 1958), because such a goal makes 
it possible to evaluate alternatives for the selection function and occurring transformations, by 
checking whether the selected transformation fits the specific goal at that point in time. 
Control is therefore 'coping with change' (De Sitter 1994), i.e., selecting appropriate measures 
given the situation at a certain point in time, to achieve some form of stability. Without change 
in the situation (which can include a change in goals and internal disturbances) control would 
barely be interesting. Control would, in that case, not have any dynamic properties, because it 
would be possible to determine all future selections in advance. Even when, due to previous 
choices, our choices of selections on later moments change, still all future selections would be 
determinable, as nothing unexpected will happen. Change hence is important and, after all, an 
aspect of everyday life. Control in the organizational context is closely related to the law of 
requisite variety as expressed by Ashby for systems in general. De Sitter (1989) states that the 
controllability of a system, using Ashby's law can be expressed as an (increasing) function of 
the options available for process variation divided by the required process variation (formula 
2.1). Process variation in this context refers to the choices available in performing the 
transformation.
„  ........  / available process variety \
Controllability = f  (  requisite process variety)
Formula 2.1 Ashby’s Law of requisite variety
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Until now, the concept of control in organizations was of a relatively abstract nature. Because 
of its importance for the eventual production taking place in an organization, we discuss it to a 
larger extent in the next section.
2.2.5 Organizations and 
control
In exercising control several 
functions are performed. De 
Sitter, for example, discerns 
'perception of the situation',
'partial evaluation of the 
situation', 'holistic evaluation of 
the situation', 'choice of a 
control measure' and 
'implementation of the choice' 
as steps or components that are 
part of control. Because of its recursive nature, we will call this sequence of steps the control 
loop (De Sitter 1994) (see figure 2.1). Within a specific system, these functions can be allo­
cated to several subsystems, but we can also model them as aspect-systems of that particular 
system.
Zooming in on a subsystem that realizes all these control functions, but not the actual 
realization of a particular transformation, we could say that this subsystem performs external 
control. In other words it controls a transformation outside of itself. We will speak of internal 
control, if the control is exerted on a transformation within the specific subsystem. External 
control can be particularly effective, because it enables a system to influence its inputs, making 
it easier to select a transformation that attains its goal, and it enables a system to influence the 
required output for attaining the goal.
Within an organization, many control loops can be identified, for the control of all kinds of 
subsystems. For example, in the storage room of an organization, the storage clerk may control 
his or her own work, the managing director may try to control the organization as a whole, or 
just the secretary by asking for a cup of coffee. Different control loops can be interrelated, for 
example because a loop performs specific functions used also in other loops, because a control 
loop can be modelled as a bundle of aspect specific control loops (that are related by the 
common system they control) or because one control loop is controlled by another loop. For 
example, the managing director may be involved in strategic management, but needs a cup of 
coffee first to think straight. Simultaneously, another batch of nuts and bolts is required by 
production, resulting in a request from production to storage. This control activity will be 
related to the control done by the storage clerk while collecting materials from the storage 
room.
Figure 2.1 The control loop, its basic form.
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Control is an important part of all relationships within an organization and as such important 
for the organizational structure.
2.2.6 Recapitulation and conclusion
In this section the organization was defined in systems terms. In line with this definition, the 
organizational structure, production and control were defined. Combining these definitions 
we can distinguish in the organizational structure (de Sitter 1994):
- The production structure, defined as the pattern of related operating functions
- The control structure, defined as the pattern of related control functions.
For both these structures a large variety of constellations is possible. In the next section, we 
will discuss the parameters that can be used to describe these constellations.
2.3 Structural parameters
From the previous section, it is clear that the organizational structure is determined by the 
architecture of interrelated social subsystems. This architecture both determines the 
production structure and the control structure. We can describe such an architecture by 
identifying the subsystems and the relations that are present or are missing. The structure of 
organizations has been identified frequently, using a wide variety of structural parameters. The 
relevance of such parameters is determined by the perspective used and here evaluated using 
the transformation an organization has to perform as a criterion. Each subsystem has a role to 
fulfill in this transformation and is thus related to other subsystems. According to De Sitter 
(1989), the following parameters can be considered critical to the production structure:
1. The degree of operational (versus transformational) concentration of tasks. In terms of
systems, subsystems can each either be 
focused on a subset of the possible 
transformations (transformational
concentration), where the primary 
division of the system into subsystems is 
related to classes of input/output rela­
tions, or the primary division of the 
system can be related to (a subset of) 
operations causing all transformations to 
be operationally concentrated. In other 
words, an organizational part can focus 
on a certain type product (transformation) 
or handle all types of products made, but only for some operations. This particular 
parameter is dominant for structural design (De Sitter 1994) and graphically depicted in 
figure 2.2.
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Figure 2.2 Operational versus transformational 
concentration of tasks.
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2. The degree of differentiation of tasks in 
preparatory, executing and supportive tasks. 
Apart form the actual execution part of the 
realization of a transformation, we can 
distinguish preparatory and supportive 
tasks. This parameter indicates the degree to 
which specific subsystems are dedicated to 
these tasks. For example, a team may do its 
own planning and purchasing (preparatory) 
and machine maintenance (supportive) or 
have others do these tasks.
3. The degree of specialization in functions. 
The degree to which people are allocated to 
specific, specialized tasks, instead of having 
to do a wide variety of tasks. For example, a 
person may only add a nut to each product 
or build the product as a whole.
Because the production and control 
structure are aspect systems of the organiza­
tion, we can express their relation in terms 
of related systems:
4. The degree of separation of operational 
and control tasks. A person or a system may 
or may not control its own work.
Similar to the description of the production 
structure, we can characterize the control 
structure using three parameters:
5. The degree of differentiation between 
operational, tactical and strategical control. 
Control concerning the actual activities 
(operational control) can be done by others 
than control of how things are done (tactical 
control) or control concerning what is done 
(strategical control). In that case we say the 
differentiation of control is high.
Figure 2.6 Differentiation of control.
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6. The degree of specialization in control type (e.g. quality control, logistic approach, 
personnel management). This parameter expresses whether control of aspects is distributed 
over different systems.
7. The degree of separation between consecutive control tasks (e.g. information gathering,
C
C Control task 
O Operational task 
- Distance indication
Figure 2.8 Separation of control tasks.
deciding, implementing can be done by 
different subsystems).
Any of these parameters can vary over a 
large range. Hence these parameters 
together can describe an enormous variety of organizations. For example, an organization may 
consist of teams handling different products. These teams are supported by a maintenance unit 
and preparation is done in the planning department. Within the team, people can have specific 
specialist tasks. Each team has a manager supported by a one person staff. The manager makes 
the decisions, but is not involved in the production process. This organization may have a 
relatively low operational concentration, but the differentiation of tasks is high and the special­
ization of tasks is high. Simultaneously, the separation of operational and control tasks is high, 
but, the differentiation of operational, tactical and control tasks is low. The specialization of 
control tasks may be low too, but the separation of consecutive control tasks may be quite 
high.
The parameters are not fully independent. The differentiation of control is, for instance, 
dependent on the degree of separation of operations and control: if the separation of oper­
ational and control tasks is low, differentiation of control can only be quite low too. Similarly, 
if the separation of steps in the control loop is very low, the separation of operations and 
control tasks will need to be low too.
Generally speaking, we can say that the production structure limits and enables the control 
structure. After all, the particular production structure determines what is being controlled.
The extent of such restrictions is however limited and parameters never fully determine other 
parameters, leaving many options for describing organizations existing in practice.
O r g a n iz a t io n a l  s t r u c t u r e  a n d  c o n t r o l l a b il it y
Because we now have a general idea of how organizations can be described, we can move to 
composing organizational types using these parameters.
2.4 Organizational types
In the previous section, we saw that the structural parameters can describe a large variety of 
organizations. In this large variety, we will contrast two organizational types, each with 
extreme values for all of the parameters. The first organizational type, we will refer to as the 
traditional organization. This type of organization is characterized by (see also De Sitter 
1989):
- A maximal operational concentration
- A maximal differentiation of tasks
- A maximal specialization of functions
- A maximal separation of operational and control tasks
- A maximal differentiation of control
- A maximal specialization of control
- A maximal separation between control tasks 
The exact opposite of this type of 
organization, we will refer to as the 
modern organization. Both 
organizations could also have been 
named by the first structural 
parameter, i.e., the operationally 
concentrated organization and the 
transformationally concentrated 
organization, because it is crucial for 
the overall organizational structure 
(van Hooft 1996) and because it 
suggests a continuum of 
organizations. However, the terms 
‘traditional’ and ‘modern’ are easier 
in use and also used by others (see, 
e.g., Loeffen 1997).
We have described these extreme types using the structural parameters, but these extreme 
organizational types thus remain too much of an abstract nature. A representation of a 
traditional organization is given in figure 2.9. As shown in the figure, all subunits are connect­
ed to all transformations, there is maximum differentiation as the many preparation and 
support units show. There is a high level of specialization in and between subunits. Separation 
of operational and control tasks, as well as differentiation of control is expressed in various 
management levels making decisions with varying (operational, tactical and strategical) im­
27
Figure 2.9 Traditional organization.
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pact. Specialization of control is high due to control from preparational or support units. 
Separation of control tasks is not explicitly represented in figure 2.9, but is increased by 
control traveling various management levels, where each level is involved in different control 
tasks. In figure 2.9, only the relationships between subunits are indicated. If all communication 
is represented, an unidentifiable clutter will result.
Similarly, we can depict the 
modern organization as is done 
in figure 2.10. The figure shows 
maximal transformational
concentration in the production 
structure. The absence of 
differentiation and specialization 
of tasks only is apparent when 
this organizational type is com­
pared to the traditional 
organization. Similarly, the 
absence of separation of 
operational and control tasks, 
differentiation of control and specialization of control shows by the relative autonomy units 
have, when compared to the traditional organization.
2.5 Organizational properties
What properties do the organizational types presented in the previous section have? When 
describing an organization, a perspective is necessary. After all, we have little interest in the 
color of the building the organization occupies. We already established that our main 
perspective is the way an organization copes with its environment. Using this perspective, we 
will now investigate how these organizational types behave under conditions of external 
change.
2.5.1 Controllability in an organizational context
De Sitter (1989) states that the controllability of a system, using Ashby's law can be 
expressed as an (increasing) function of the options available for process variation divided by 
the required process variation (formula 2.1). The transformation taking place within an 
organization depends on the organizational structure. In section 2.2.6, we distinguished the 
production and control structure. Controllability refers to a system as a whole and 
consequently to the organization as a whole. The general concept of controllability can be 
differentiated to the controllability of the production structure and the controllability of the 
control structure. Specifically, this law can be applied to the concept of flexibility in a
Organizational unit 
controlling itself 
Locus of control 
Existing relationship
Figure 2.10 A modern organization
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production context, defining it as an (increasing) function of the options available for variation 
of production divided by the required variation in the production process (the controllability of 
the production structure, De Sitter 1994). Furthermore, de Sitter (1989) defines controlledness 
(the controllability of the control structure, De Sitter 1994) as an (increasing) function of the 
available control information divided by the required control information. Having defined 
these concepts, it will be easier to investigate the specific properties of different organizational 
types.
2.5.2 Structure and controllability
Generally speaking, coping with the environment is handling external variety by choosing 
organizational transformations that match the external variety. For example, if an 
organization is asked to produce an orange ladder of 10 meters, the organization can choose to 
produce such a ladder as a response. How this transformation is realized will differ for various 
types of organizations. De Sitter (1994) shows by numerical examples that the requisite variety 
in the production process to match the external variety is strongly related to the combination of 
the environmental demand and organizational structure that handles the specific process (The 
production structure). (See also De Sitter 1973):
Suppose a traditional organization consists of m specialized departments (e.g. drilling, 
spraying, etc.), let's say each with k workstations. When such an organization processes n 
different products, there are for each period 2n-1 possible order-combinations of products that 
have to be produced for 
the customers. Hence, 
even for moderate values 
of n, the organization has 
to cope with a very high 
external variety. This 
external variety is further 
amplified by the internal 
organizational com­
plexity: if each product 
has to visit each 
department once, without 
further constraints, this
results for each order in m!km possible routings (even now ignoring more complex routings) 
(see figure 2.11). The variety and coordination this requires is very high (Ashby's law), but is 
less when organizational tasks are not concentrated by type of operation, but according to their 
participation in a transformation, as is the case in the modern organization.
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Suppose the transformational concentration is a little higher than the minimal level in the 
traditional organization. Suppose the transformations are realized not by one order flow but by 
two distinct flows, with each flow treating n/2 products. In that case, the external variety will 
be lower. In fact, there are 2n2-1 possible order combinations for each flow. As the comparison 
shows, the external variety decreases exponentially with the increase of the transformational 
concentration. Within the 
organization the com­
plexity will be comparably 
less. Each flow still has m 
functional departments, 
but each with k/2 stations.
Therefore, the total 
complexity decreases to 
m!(k/2)m (see figure 2.12).
As the formula representing the internal complexity shows, other structural parameters may 
also influence the internal complexity. For instance, the internal complexity will be less if 
different work stations within the flow are integrated in such a manner that the resulting 
working groups are minimally interdependent. In the integration, we can include different 
supporting units of the flow. This will reduce the number of stations within a flow, which again 
reduces the required coordination. Hence, the less the differentiation and specialization of 
tasks, the lower the internal complexity.
Until now, we have only considered the structural parameters referring to the production 
structure. As the example shows, the production structure of the modern organization will 
result in less variety to be handled within the organization. All structural parameters describing 
the production structure influence this variety. However, this is only one half of the story. After 
all, we also need to know whether the organization is capable of handling the variety. This is 
the subject of the next section.
The controllability in general also increases if the options available for process variation 
increase. The quantity of options available for process variation in its turn depends on the 
organizational structure. For instance, in the traditional organization, the separation of 
operational and control tasks by definition is maximal. As a consequence, there are no 
options for process variation available for those people realizing the transformation. Due to 
the differentiation and specialization of control, the options available for process variation 
are fragmented over various organizational subsystems. The fragmentation is further en­
hanced by a separation of control tasks. The fragmentation of control will require additional 
coordination, if controllability is to be achieved. Summarizing, we can say that for the 
traditional organization, the requisite variety of process variation is high. However, the 
options available for process variation are scattered over the organization.
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The modern organization differs on all structural parameters from the traditional organization. 
The production structure of the modern organization, enables many process variations within 
subunits. Furthermore, due to the combination of operational and control tasks, this process 
variation can also be activated. All coordination necessary for these tasks can be done within 
this subunit. The low differentiation and specialization of control facilitates this coordination, 
because all control can be done within the subunit (De Sitter 1989). The allocation of 
regulating capacity there where variance occurs (Cherns 1987), will enable the subunit to cope 
locally with the occurring variety.
Strictly speaking, the modern organization does not have more options available for process 
variation for the organization as a whole. However, we can infer that it does provide these 
options much more effectively and efficiently, than is the case for the traditional organization. 
Here we stumble across the 'controllability of control', the controlledness. Although both 
organizational types have a comparable amount of options for process variation available, they 
differ in the required control information. In the modern organization, the information is 
required locally, because control is exerted locally, whereas in the traditional organization 
control is dispersed over the organization. However, it is much easier to get the required 
control information in the local unit, because the local unit is also the source of the 
information.
We now have a general idea of the relationship between the organizational structure and 
controllability. This insight enables us to examine the variety to be handled some more. We 
will do this in the next section.
2.5.3 Dimensions of variety
What does external variety consist of? Until now, we have assumed that variety can be 
assumed to be of one universal kind, corresponding to the system theoretical notion of 
disturbance. In practice however, we may discern various types of variety that together put 
pressure on the organization as a whole or on one of the subunits. De Sitter (1994) more 
specifically states how this pressure can be made explicit. He discerns:
- The number of interfaces the system is connected to.
- The variability of communication per interface.
- The instability: the extent to which communications are of a new kind.
- Specificity of the result: the precision with which the transformation of inputs to outputs is 
specified.
- Specificity of the operations: the precision with which it is specified how the transformation 
is to be performed.
Only the first two factors mentioned here were the subject of the calculations in the previous 
section. After all, these calculations only considered current productions and their processing 
within the organization (interfaces of subsystems). The instability of communications is 
important too, because this factor describes the extent to which exceptional situations occur 
and hence the number of occasions that an exceptional response is required.
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Next, the specificity of operations describes the externally given leeway the system has in the 
internal realization. Finally, the specificity of result identifies the scope of the output that can 
be considered to be desired. For example, an organization might be confronted with various 
orders of three types of ladders, in different combinations from different customers. Thus, the 
number of interfaces and the variability are influenced. For a specific order of the orange 
ladder, a variety is required with deviating length (20.4 meters), never ordered before 
(instability). Even the exact length is specified (specificity of result) and the ladder has to be 
produced according to a very detailed ISO-9000 instruction (specificity of operations). For 
each subsystem similar but more specific pressure indicators can be deduced.
All this external variety has to be processed by an organization under consideration. How do 
the variety and structure interact in terms of the various types of variety? According to De 
Sitter, the influence of the structure differs for these types, as the subsequent discussion will 
show. Note that for the discussion of the influence of the structure we will assume there is a 
high external variety in the environment of the organization, because with little external 
variety, the differences would be less notable. Furthermore, in the context of this book this 
assumption is relevant because the need for information systems is the result of the need to 
handle variety. We will now look at the consequences of this high external variety for the 
different types of variety subsystems of the organization have to cope with.
2.5.3.1 Interface variation
Interface variation is probably the dimension of variety for which the structural effect is most 
visible. As we have seen in the previous sections, the traditional organization is characterized 
by excessive presence of interfaces within the organization, where the modern organization by 
design has few redundant interfaces. So, the more transformationally concentrated the 
organization, the less interface variation.
2.5.3.2 Variation per interface.
In the traditional organization all units are potentially coupled to all transformations. This 
implies that at one time system a and b are related because they are working on the same 
organizational transformation, and on the next moment they are not related. In the modern 
organization, the relationship between systems is much less variable, because at any moment 
they are related by a certain type of transformations.
Therefore: the more transformationally concentrated the organization, the less variation per 
interface.
2.5.3.3 Instability
The number of exceptional or new situations for interfaces as created by the environment of 
the organization as a whole is not necessarily different for various organizational types. 
However, the variety for each individual subunit has been reduced and due to the greater 
ability of modern organizations to process such variety more quickly and due to their lower 
interface variation and variation per interface, a mixture of effects will be visible:
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1. The traditional organization is in the different departments less capable of coping with 
instability. Instability is consequently not reduced but passed on to other subsystems. As a 
result of the absence of reduction of instability, within the traditional organization the absolute 
instability will be higher than in the modern organization.
2. The modern organization has in each subunit more means to cope with instability and needs 
these means less for other purposes, because in each subunit the interface variation and 
variation per interface are less present. This organizational type therefore has more opportunity 
to recognize instability. As we saw earlier in this chapter, variety is as much in the eye of the 
beholder as in the system observed. Therefore, it is especially this type of variety (the 
instability) that will get the extra attention, if attention is still available. Hence, in the modern 
organization, the relative instability, relative to other types of variety, will be higher.
As a consequence, we must conclude that the more transformationally concentrated the 
organization, the lower the absolute instability and the higher the relative instability.
2.5.3.4 Specificity o f result and operations.
The precision of the result and the operations is most often only partly given by the external 
environment of organizations. Sometimes the national or international legislation specifies 
precisely how operations are to be performed. In most cases however, some part of the 
organization itself determines the specificity of result and operations in detail. Due to the 
excessive division of labor in the traditional organization, the specificity of results and 
operations is very high. Not only is precisely prescribed what a subsystem should produce, but 
also is there most often only one way it can be produced. Due to its control structure, in the 
modern organization, the 'how' part of operations is deliberately left open to the subunits. 
Furthermore, even the specificity of the result depends on the mutual agreement of units within 
a flow.
Thus, the more transformationally concentrated the organization, the less the specificity of 
results and operations.
2.5.3.5 Conclusion
As was the case for coping with variety in general, the above discussion of various 
dimensions of external variety shows that for each dimension the organizational structure 
also influences the way this variety is handled.
2.5.4 Controllability
The flexibility and the controlledness within the organization are very much dependent on 
the organizational structure and we already discussed both in previous sections. However, we 
need to address both dimensions in detail again, on the one hand to determine their exact 
relationship and on the other hand to identify the consequences of the organizational structure 
in detail.
Generally speaking, both concepts are specific cases of controllability, as expressed by Ashby's
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law of requisite variety. This law states that controllability depends on the ratio of variety 
available and requisite variety.
From an organizational point of view, it is relevant to note that controllability can be achieved 
in various ways (Van Amelsvoort 1992, De Sitter 1994):
- Inefficiently, by providing more variety than necessary. This is of course not desirable, as 
inefficiency is costly.
- Inefficiently, by having a balance between requisite variety and available variety, but at a 
high level of variety. This again is a costly option.
- Efficiently, by having a balance between requisite and available variety at a low level of 
variety.
Knowing these options, we can start our discussion of flexibility and controlledness.
2.5.4.1 Flexibility.
As we saw earlier, flexibility is Ashby's law of requisite variety applied to process variation.
In the traditional organization, we saw that high external variety must be handled by each part 
of the organization. Consequently, for any subsystem in the organization, the requisite process 
variation is significant. Due to the specific structure of the division of labor the number of 
options for a subsystem to vary the process, for example, by switching the order of operations, 
is very low. So, if nothing is done, the flexibility of the organization is very low.
In the traditional organization, this lack of process variation must be compensated by process 
variation at a higher level in the organization. At this higher level, the scheduled operations can 
be moved or switched. So, the traditional organization can be flexible, but in any case will be 
inefficient, due to the high levels of both requisite and available process variation. 
Furthermore, because all process variation is generated high in the organization, a large control 
structure is required at the top. The complexity of the situation at this level stresses the 
problem of information loss.
Due to the specific structure of the modern organization, a large part of the redundant external 
variety is removed. Therefore, the requisite process variation for subsystems of the 
organization is relatively low. At the same time, due to the typical structure of the modern 
organization, there are many possibilities for process variation available within the task groups. 
Summarizing, the more transformationally concentrated the organization:
- The less redundant external variety,
- The less requisite process variation,
- The more process variation available at low levels in the organization and
- The higher the chances of a flexible organization at a higher level of efficiency.
2.5.4.2 Controlledness.
Options available for process variation are of no use if they cannot be used because the 
appropriate information is not available. Therefore, options available for process variation 
require a variety of control information fit for the control situation in the system performing the 
process variation.
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In the traditional organization, the number of options available for process variation at low 
levels in the organization is relatively low. Thus, the variety of control information from that 
point of view should be relatively low too. However, because every local system is potentially 
connected to every transformation, the domain for which control information is required is 
relatively large. Furthermore, the external variety for which information needs to be gathered, 
if the few options available for process variation are to be used effectively, is quite high.
At a higher level of the organization, if the organization is to be flexible, the number of options 
available for process variation needs to be very high. So, here too the variety of control 
information needs to be high. This poses high demands for the control information available, if 
there is to be controlledness. At high levels in the organization, where most control 
information is required, this causes problems: due to the separation of functions in the control 
loop and the separation of control and operational tasks, this information is hard to come by. 
Inevitably, such control will encounter information loss, due to the number of steps required in 
getting the necessary information from lower levels in the organization. Therefore, it will be 
very difficult to get the necessary information at this level of the organization.
In the modern organization, the number of options available for process variation is high when 
compared to the required options for process variation. However, due to the fact that the 
number of required options is low, the variety of options available in an absolute sense, may be 
quite low too. Thus, the required control information is quite low also. As a consequence, the 
control information available may be relatively low. However, due to the fact that control is 
done where the information is, i.e., at a low level in the organization, the control information 
should be available in abundance, assuming all data can be processed.
Summarizing, the more transformationally concentrated the organization, the less control 
information is required and the easier it is supplied.
2.6 Conclusion
In this chapter we described organizations from a system theoretical point of view. To increase 
the understanding, two extreme organizational types were introduced. Subsequently, for these 
extreme types various different properties were inferred. These properties are summarized in 
Table 2.1. Note that we assumed the presence of high external variety in the end of the 
introduction of section 2.5.3, which highlights the differences between the two types of 
structure. As the table shows, the difference in structural characteristics has a direct impact on 
the organizational properties of the two organizational types.
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Table 2.1 Properties of the traditional organization versus the modern organization.
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Properties Traditional organization Modern organization
Variety for subsystems
interface variation high low
variation per interface high low
instability
absolute: high low
relative: low high !
specificity high low
Flexibility relatively low relatively high
inefficient efficient
process variation required high low
proc. variation available relatively low relatively high
Controlledness relatively low relatively high
Information required
locally low relatively high
generally high low
Information available
locally high high
generally low low
Chapter 3
Information structure and controllability
3.1 Introduction
Just as we characterized the organizational structure in the previous chapter, we will 
characterize the information systems structure here. Again, the perspective we use to 
characterize the information systems structure is given by the purpose of the book: the 
integral design of organizations and information systems. Central question of this chapter is 
hence: What structural characteristics describing information systems are relevant for the 
integral design o f  organizations and information systems?
What structural characteristics can be used to describe information systems is far from clear. 
The ambiguity starts with the definition of an information system. To some, intuitively, an 
information system is 'something to do with computers'. Others would describe an 
information system in terms of the function such a system should have to them, for instance, 
'provide the data I need'. The structure of these two systems would differ a lot. For instance, in 
the first case, we would view the structure of the system possibly as the pattern of interrelated 
computers, whereas in the second case, we might describe the structure as the pattern of 
interrelated entities or data-elements. As these examples show, the structural characteristics 
identified in an information system strongly depend on the perspective used. Because of the 
integral perspective used in this study, we are mainly interested in structural characteristics of 
information systems that have some relevance in an organizational context. As we will see in 
this chapter, current literature is from this perspective disappointing. Not only are there few 
parameters found that describe the structure of information systems, but also are the structural 
parameters found mostly directed to information system internal characteristics that have little 
relevance from the perspective used here. Consequently, we need to define our own structural 
parameters, using the integral perspective that underlies this book. As soon as we have defined 
these parameters, we can use them to describe two extreme types of information systems, just 
as we distinguished two organizational types. Just as it was the case for organizations, we want 
to know how information systems are related to controllability. Of course, this interest is again 
determined by the particular integral perspective we are using here.
As a consequence of the similarities of the discussion of organizations in the previous chapter 
and information systems here, we will be able to combine the two in the next chapter and 
determine how their integral design should take place.
In this chapter we will first define information and information systems. Subsequently, we will 
investigate frequently used descriptive variables of information systems. These descriptive 
variables will be checked for usefulness as structural parameters in the context of integral
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organization design. It will become clear that we need to define our own structural parameters. 
Next, we will define such parameters, using the role information systems play in control of the 
organization as a starting point. These parameters will subsequently be used to describe the 
relationship between controllability and information systems.
3.2 Information systems and their structure
Before we can discuss the parameters describing the information systems structure, we need 
a clear idea of what this structure is. Identifying the information systems structure is far 
from trivial. Information and information systems are concepts that are quickly assumed to 
be common knowledge. However, in the next few sections it will become clear that this 
assumption is unjustified. Using the concept of communication, we will define information 
and information systems. Only then we will be able to discuss the information systems 
structure properly.
We will present various views on what constitutes the information systems structure and 
eventually define this structure at the end of the section. Finally, we will highlight the 
differences between the information systems structure and 'the information structure'. Due to 
the resemblance of these concepts misconceptions can easily arise. This section thus will lay 
the groundwork for subsequent sections that will discuss parameters describing the 
information systems structure.
3.2.1 The concept of information.
In the previous chapter, we already discussed that information is necessary for control. 
However, we did not define information. From the discussion it was clear that information 
can come from elsewhere, i.e., outside a system. Hence, some form of communication is 
necessary. Let us examine these concepts more thoroughly by discussing communication 
between two or more systems in general.
The exchange of a signal by two systems we will call communication. In the classical sense we 
would call one system the 'transmitter' and the other system the 'receiver' (Shannon & Weaver 
1949). The model for data processing presented by Shannon & Weaver (1949) has become the 
classical model of communication. In short, this model consists of a sender coding a message 
and transmitting the coded message over a channel of communication. Coding is hence the
Figure 3.1 The classical model as presented by Shannon & Weaver (1949).
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translation of a message to a sequence of signals suitable for the type of channel. The channel 
adds noise to the signals before they reach the receiver. The receiver decodes the coded 
message (see figure 3.1).
We will deviate from this model, because Shannon & Weaver do not question the relationship 
between a message and the meaning of that message. Furthermore, they do not distinguish 
transmission and receipt of the message as explicit actions. An adapted model, without these 
shortcomings can be found in Philips & Van Lieshout (1993). Generally speaking, Philips & 
Van Lieshout (1993) distinguish the following steps (see figure 3.2):
- Send
- Code
- Receive
- Decode
- Interpret (place the message 
in the knowledge context 
available).
Having distinguished these 
steps, it is possible to define 
information. We only speak of 
information after a message
has been interpreted by a Figure 3.2 Adapted model as presented by Philips & van
recover. Before this is the Lieshout (1993).
case, the signals are
considered to be data. Not all
data is (nor will be) information.
Note also that in figure 3.2 the perspective has changed from the communication between two 
systems to the communication(s) of a system. This change in perspective makes it possible to 
discuss the interaction of different communications within a system and the relationship 
between receipt and sending of a message for one system.
We now know what is meant by 'communication' and probably it is not too difficult to imagine 
communication between individual people. But what do the concepts mentioned above mean 
in the context of a system consisting of several subsystems? How do systems process data, in 
terms of the activities of its subsystems or individuals?
To answer these questions, it will suffice to specify how processing of data by a system, more 
specifically how any of the several activities mentioned, is related to the processing of data by 
the subsystems, because, using the recursive nature of such a definition, we eventually express 
communication in terms of communication between people.
Receiving. We will consider a message received by a system when it is received by any of its 
subsystems. After all, at that time the message is 'situated' within the system as a whole. 
Decoding by a system can be seen as the distribution of a message to for that message relevant 
subsystems, followed by further decoding by the subsystems.
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Finally, interpreting is the interpretation of the message by the subsystems and the mutual 
harmonization of meanings by the subsystems.
Coding is the collaborative translation (which is done by coordination of the codes of the 
subsystems) of the semantic message to the external technical code of the chosen channel 
types. Accordingly, sending is the selection of the external systems the signal is transmitted to. 
The term 'coordination' suggests a stronger harmonization than often takes place. We will use 
the term anyway, because no coordination is a degree of coordination too. As we see here, 
each function in the communication process within a system can consist of a large number of 
communications between subsystems. There is another dimension to the expression of 
communication by a system in terms of its subsystems, which is the added value of the system 
as a whole or, in other words, the synergy effect. Synergy may result from any of the activities 
communication consists of. Closer inspection can reveal what synergetic effects can be 
expected.
Synergy of the system does not result from the reception of the message, because reception by 
a system is directly expressed in an action by one of the subsystems. Decoding can result in 
synergy, because by choosing which subsystems the message should be distributed to (and to 
which not) added value can be achieved. Interpretation can certainly be synergetic, because it 
can consist of an active process of mutual adjustment between the several subsystems that 
cannot be achieved by any of the subsystems separately. Coding has also specific possibilities 
for synergy properties because of the coordination of the several coding activities. Sending, in 
the context of a system consisting of subsystems, has no synergetic effects, because of the 
external directedness of the individual activities the activity as a whole is composed of.
The distinction between data and information is especially important in the context of 
information systems, because information systems are generally used to process data, not 
information. Therefore, the definition of information cannot be used to define information 
systems.
3.2.2 How to define information systems
Literature provides us with a wide variety of definitions of information systems. Here we 
will give several of these definitions to create a feeling for the relevant features of 
information systems.
A first definition of an information system we will give is a typical classical definition. It is 
given by O'Leary & Williams (1985):
'The people, procedures, inputs, outputs and processing all working together to produce 
accurate and timely results'
It is referred to as classical because it fits the technical view of information systems typical of
5 'Processing' here refers to a combination of hard- and software.
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the early information systems. The definition does not state what the results should be (cars? 
more data?). Over the years the definition of information systems has evolved and 
differentiated. The context where the definition is used seems to be the strongest determinant 
of the definition chosen. For example, in Grover and Segars (1996) the term 'information 
system' mainly seems to refer to hardware, because the particular article discusses the hardware 
configuration. Others view information systems as referring mainly to ‘a coherent set of 
representations of reality made with a certain objective in mind’ (Stol 1990, p 78, 84). Of 
course, the media used for this representation, such as computers, eventually also enter the 
picture. In a context where the process of creating means to support the processing of data is 
considered, information systems can also be viewed as mainly the product of this development 
process (see Iivari 1992).
Above we have presented a few definitions that vary widely. The definition chosen by various 
authors depends on the context they need it for. A consequence of the difference in perspective 
is however that very different aspects of information systems are highlighted. Furthermore, 
several authors identify a wide variety of perspectives possible and relevant in practice. Some 
of these perspectives will be discussed in the next section. Each perspective may define an 
information system differently and hence highlight different aspects of the information system. 
The importance of this difference becomes clear when we consider the elements that constitute 
an information system. They will differ for the various perspectives. For example, the 
hardware perspective may be of no relevance to a user, but may be crucial to the system­
administrator.
Because of the relevance of the perspective used, we need to take our particular perspective 
into account. In this specific organizational context we shall define information systems as: 
"Computerized systems that are designed to facilitate coordination and control in an 
organization in the context of responding to the environment." The term ‘computerized 
system’ used here refers to a system that may (and will) include people interacting and at the 
least includes a computer.
This definition has several consequences. A first consequence is that communication is a core 
concept for these information systems, because it is a core concept for coordination (the 
mutual adjustment of systems) and control (which was defined in the previous chapter). 
Therefore, information systems have to facilitate the receipt, coding, decoding, interpretation 
and sending of data. These functions are mainly concerned with data and as we have seen, 
information is produced only after (by) the interpretation of data. Consequently, what we 
generally consider to be 'information systems' are not concerned with information at all, 
because the interpretation of data in the context of knowledge available is not an element of the 
information system. Because 'data processing systems' is not generally accepted to depict the 
system we are talking about, we will stick to the term 'information system', although the term 
'data processing system' would have been more appropriate.
A second consequence of our definition of information system is that we need to review the 
current data processing to see whether it facilitates the coordination and control as best as 
possible. The means for support will also influence the way data is processed.
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Another consequence of this definition is that process automation is not included in our study, 
nor are the manual systems that support the processing of data for the purpose mentioned. 
Manual systems are not interesting here, because such systems do not encounter all issues 
related to computerized systems: they can be viewed as simplified instances of the more 
complex systems that are computerized. Although such simplification may introduce new 
issues, we will not discuss these here. As a consequence, we will not discuss all issues related 
to the information structure. Note that the issues identified in chapter 2 are mainly concerned 
with coordination and control. It is therefore not problematic that process automation is 
excluded here.
Generally speaking, the definition is a bit unusual, but because we started off by looking at the 
exchange of signals by systems and not by considering the technical side of information 
systems, the definition is quite suitable in the context. It is consistent with, for example a more 
generally accepted definition of a management information system as given by Davis & Olson, 
although our definition excludes the features of the technical realization of information systems 
as specified by Davis & Olson and our definition is of a more functional nature:
"An integrated user-machine system for providing information to support operations, 
management and decision-making functions in an organization. The system utilizes 
computer hardware and software; manual procedures; models for analysis, planning, 
control and decision making and a database."
(Davis & Olson 1985, p. 6)
In terms of communication, the information system is either part of the communication 
channel, in the communication between several systems, where it can transform, delay or 
transfer data, or it can be viewed as another system with which it is possible to communicate 
(Vriens 1995, Beer 1979). Both views help to understand the nature of information systems. 
Furthermore, they may even help to understand the next concept, the structure of information 
systems.
3.2.3 The structure of information systems
At the beginning of this chapter, structural characteristics which can be used to describe 
information systems were identified as the objective of the chapter. What then is the 
structure of information systems? As for any system, we can identify the structure of an 
information system as the particular pattern of relationships between elements. Hence, we can 
identify the structure by studying the elements and the pattern of relationships between them. 
Unfortunately, the notion of what constitutes the structure is even more dependent on the 
perspective used than was already the case for the concept of information systems. What things 
constitute the elements of a system is far from clear. Of course the definition used does 
demarcate the options. If, for instance, our point of reference is the hardware of the 
information system, the elements may be desktop computers, servers, mainframes, hubs, 
related by cables. Given the definition of information systems chosen here, using desktop 
computers as (sole) elements is not an obvious choice because our point of reference is the
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function of the information system. However, the number of choices open to us is still high.
To clarify these options, we will introduce the information system architecture. A wide variety 
of classification schemes is used to describe an information system in terms of its architecture. 
To illustrate this variety, we will discuss some frequently used structural classifications mainly 
on the basis of two articles by Segars & Grover (1994) and Sowa & Zachman (1992). 
Subsequently, we will discuss information systems perceived according to levels of 
abstraction, product, process, perspectives of stakeholders and aspects. More classifications 
are possible, as will be discussed next. The number of classifications possible is however not 
very important. What is important is that all these classifications imply different perceptions of 
the information systems structure, making a discussion of a generally accepted structure 
impossible.
3.2.3.1 The information system at several levels o f abstraction.
For any information system, frequently several levels of abstraction are considered relevant 
(e.g., Segars & Grover 1994, Bemelmans 1991, Stol 1990, Sowa & Zachman 1992, Earl 1991, 
Davis & Olson 1985). For example, Segars and Grover (1994) distinguish between:
- The conceptual level. This is the highest level of abstraction in an information system. It is 
the level where the representation of concepts is relevant and it describes the information 
system in terms of external requirements. the conceptual level totally abstracts from the 
realization.
- The logical level. The second level considered by Segars and Grover is the logical level. On 
this level, the functions and procedures needed to satisfy the requirements are specified. This 
level specifies the system internal design, without considering physical limitations. The next 
level hence is:
- The physical level. On this level, we find the actual realization of the above levels in terms of 
computers, networks and applications.
On each level, it is possible to discuss the structure of the information system. The pattern of 
interrelated elements would however differ for each level. Furthermore, different authors will 
discuss a different number of levels. Authors may divide the logical level in several levels, 
using various types of architectures. Some of these will be discussed below.
3.2.3.2 The product dimension.
The next dimension used is again specified by Segars and Grover (1994). They distinguish 
various products in the IS-design, directly related to the levels described:
- The enterprise model: 'a high level map of organizational dynamics'. This model is directly 
related to the conceptual level according to Segars and Grover (1994).
- The information architecture, consisting of:
- The communication architecture: describes the movement of data.
- The application architecture: describing the distribution of software.
- The technology architecture: describing the distribution of hardware.
- The data architecture: describing the distribution of data
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The information architecture is related to the logical level.
- Systems. Implied here are the tangible computers.
- Networks. This refers to cables, drivers, protocols, hubs and other technical gear that 
realizes connections between computers.
- Applications. The programs derived from the sub-architectures formulated earlier.
- Databases. The realized database structures in terms of files and programs.
Systems, networks, applications and databases are related to the physical level.
The specific products described here are only one view on the products constituting 
information systems. Of the products mentioned, there is often some agreement about products 
referring to the physical layer, i.e., the systems, networks and applications. However, at higher 
levels of abstraction all kinds of products can be distinguished.
3.2.3.3 The process dimension.
This is the final dimension distinguished by Segars and Grover (1994). Although they are 
not very explicit about the categories that can be distinguished on this dimension, the 
dimension is much used. The process dimension generally refers to the (planning) steps or 
phases by which products are created. The categories that Segars and Grover (1994) 
distinguish are:
- Enterprise analysis, resulting in the enterprise model.
- Strategy to requirements transformation. From Segars and Grover (1994), it is not really clear 
whether this phase is different from the enterprise analysis.
- Logical systems design. This phase results in the information architecture as defined in 
section 3.2.3.2.
- Logical to physical transformation. Again it is unclear whether this is a phase separate from 
the previous phase.
- Systems implementation. In this phase the planning of the system is transformed to the actual 
physical elements.
Although these categories fit the various levels distinguished by Segars and Grover (1994) 
nicely, their specific categorization is not much used. Hence, the ambiguity of the phases is of 
little relevance. Traditional categories that are distinguished for the process dimension quite 
often follow the so-called waterfall m odel, e.g.:
- Definition phase
- Functional design phase
- Technical design phase
- Programming (realization) phase
- Testing phase
- Implementation phase
6 The water-fall model describes a phased system construction-and-use without any loops.
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- Use and maintenance phase (Eilers 1981).
These categories on the process dimension still fit the general sequence of products 
distinguished above on the product dimension. However, other than the traditional categoriza­
tions can be made too. For instance, categorizations that refer to prototyping or other, iterative 
phases are not directly related to the product dimension, because due to the iteration various 
phases repeatedly are related to various products (e.g., Gutierrez 1993). Consequently, the 
distinction between the product and process dimension is a useful one.
3.2.3.4 Stakeholder perspectives on information systems
Sowa and Zachman (1992) identify various perspectives on information systems and show 
how they are related to different ways of modelling:
- The planner. This is an investor, only interested in the 'executive summary of the system'.
- The owner, who will have to live with it in day to day activities and 'deals with the usability 
constraints' (Sowa & Zachman 1992, p 601)
- The designer, who deals with the design constraints: can it be represented?
- The builder similarly looks from the perspective of whether the information system can be 
realized. Compare this perspective to the perspective of the contractor in the construction 
industry.
- The subcontractor. This perspective focuses on the realization of particular components. 
Without too much difficulty we could add several more perspectives. The perspectives 
mentioned by Sowa and Zachman focus on perspectives that are generally related to the 
process dimension, or, in other words, to the phases that can be distinguished in the design. We 
could also distinguish between various perspectives on the information system that are present 
during the use of the information system. For example, we could refer to the manager, data- 
entry, customer etc. Each perspective may define an information system differently and hence 
highlight different aspects of the information system.
3.2.3.5 Aspects o f  information systems
One of the most complete categorizations of aspects of information systems is also given by 
Sowa and Zachman (1992). Often, the content of the information system is referred to as 
dividable in entities or objects on the one hand and processes or programs on the other hand 
(Date 1981). Sowa & Zachman (1992) distinguish using Zachman (1987) many more aspects. 
They use six basic ‘interrogatives’ to identify these aspects (what, how, where, who, when and 
why, Sowa & Zachman 1992, p. 600). Although the answer to these questions will differ 
depending on the level or perspective used, we can answer them generally by referring to the 
following aspects:
- Interrelated things or entities (what). Depending on the perspective, these things may vary 
from business entities, data entities to data fields .
7
A field is a reserved space, mostly of a certain number of characters and a specific format, destined
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- Processes or functions (how). Again depending on the perspective, this may refer to business 
processes to programming functions.
- Locations (where). Examples of locations may be factories or hardware systems. Links may 
for example consist of links between business locations or protocol descriptions.
- Agents (who). Again the perspective determines what can be considered the relevant agent. 
This may, for instance, be an organizational unit, a user or an identity, which is an internal 
identification of the information system. This aspect is most directly related to the organization 
using the information system.
- Time or events (when). Depending on the perspective, time mostly varies in the scope 
relevant. For instance, a business meeting may be relevant given some perspective, or a 
machine cycle may be relevant given some other perspective.
- Motivation or goals (why). Depending on the context, these may also vary from overall 
business goals to subconditions and local ends of system components.
As the descriptions of these aspects already show, all these aspects can be identified from the 
conceptual level to the physical level. An interesting facet of the classifications of Sowa and 
Zachman is that they present us with a different interpretation of what an element is and what a 
relationship is, for each different aspect and for each different perspective. Hence, the notion 
of structure becomes very much context dependent. Table 3.1, adapted from Sowa & 
Zachman (1992), illustrates this.
3.2.3.6 Other classifications
In practice, many more classification schemes can be mentioned. Such schemes may, for 
instance, refer to certain system-properties (maintainability, software reusability, software 
productivity (Bordoloi & Lee 1994) or projected life span of the system). Such properties at 
best only indirectly refer to the structure and hence will not be discussed further.
Another type of classification refers to the information system as a whole. For instance, Davis 
and Olson (1985) distinguish between:
- Transaction processing systems, representing the automation of fundamental, routine 
processing to support operations.
- Management information systems. These systems support operations, management, analysis 
and decision making functions.
- Decision support systems. These systems assist decision making 'in planning, analyzing 
alternatives, and trail and error search'. (Davis & Olson 1985, p 11).
These types of classifications refer to information system types without considering the 
information system structure. Hence they are not directly relevant here.
to be used to store certain data.
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Of course, probably many more classification schemes are used that could have been 
discussed. However, we feel that the discussion presented here provides a sufficient overview 
of the various schemes used. Furthermore, note that for many of the above classification 
dimensions, various categorizations have been presented in literature. This makes 
classification a rather arbitrary affair.
3.2.3.7 Combining the classifications presented.
Most of these classifications are interrelated. For instance, we may expect that the process of 
constructing an information system may be related to the perspective used. For instance, if we 
distinguish phases on the process dimension that follow the traditional classification of 
definition, functional design, technical design, etc., the dominant perspective will shift from 
owners and designers to builders and subcontractors respectively. Similarly, we may expect the 
relevant level to shift from the conceptual to the physical level.
Nevertheless, a wide variety of possible classifications remains and consequently, a wide 
variety o f  perceptions o f the information system structure remains too. We already noted that 
Sowa and Zachman (1992), for example, describe structures of information systems depending 
on the perspective used and the aspect under consideration in terms of different elements and 
relationships. Similarly all the classifications may influence our understanding of the informa­
tion systems structure. By now it must be clear that there is not one structure of information 
systems, but the structure under consideration depends on the particular view relevant at some 
point in time.
3.2.3.8 Recapitulating: the structure o f information systems.
Recapitulating, we can say that there is a large number of ways to identify the structure of an 
information system in terms of elements, not only depending on the definition of the concept of 
information system but also depending on the perspective used at a certain point in time. 
Although many techniques are used in practice to depict an information system, for instance, 
entity-relationship diagrams (Chen 1976, Date 1981) or object-oriented systems (e.g., 
Rumbaugh 1991), they always incorporate some perspective and neglect other aspects of 
information systems. Furthermore, the actual content of information systems may be related to 
anything in reality. For instance, entities may be draglines produced in our factory or types of 
clients or the weather in various places, if we consider that relevant.
As section 2.2.2 indicates, another possibility is to leave the elements of a system unspecified. 
For the moment, we will not specify the elements of information systems. For some of the 
classifications given above, we can however point out some classes that are more relevant than 
others. For instance, the starting point of integral design of information systems and 
organizations indicates that especially the conceptual level of information systems is relevant. 
The stakeholder perspective used will be the organizational members that will actually use the 
information system. We will not limit the aspect-dimension of information systems, because 
then we would limit ourselves to an aspect system, which is incompatible to the integral 
character of the approach used in this book.
INFORMATION STRUCTURE AND CONTROLLABILITY
As a result of the large number of interpretations of information systems structures, we may 
expect an even larger number of possible parameters, which can be used to identify different 
structural configurations. These parameters will be discussed in the next section. One concept 
relevant here remains undefined until now, the information structure. We will discuss it before 
we move on to the structural parameters describing information systems.
3.2.4 The information structure
Until now we have spoken of the structure of information systems. Apart from that, we can 
also identify a structure called the information structure. This concept refers to an aspect 
system of the organization as a whole (not to information systems), just as the production and 
control structures can be identified in the organization as a whole. The information structure 
can consequently be defined as 'the pattern of distribution of data processing functions in an 
organization' (see also Loeffen 1997). The information structure therefore has a wider scope 
than information systems, which are only concerned with the support of control and coordina­
tion and do not constitute the whole data processing function throughout the organization. 
Furthermore, manual systems are excluded in our definition of information systems, but they 
are part of the information structure. Information systems refer to a subset of the elements and 
relationships in the information structure.
Generally speaking, the production and control structure on the one hand and the information 
systems present in the organization on the other hand together largely determine what pattern 
of distribution of data processing functions is present within the organization and thus largely 
determine the information structure. Especially within departments, it will be this combination 
of factors that will influence the control situation.
We can however also look at it from another perspective. Knowing that, after the design of the 
production and control structure has taken place, the sum total of the information systems will 
largely determine the information structure, we could view the design of the information 
structure as designing the constellation of information systems in the context of the production 
and control structure. Because production and control structure serve as the context, this view 
is consistent with the current view that company-wide the use of information technology 
should be strategy related (Davis & Olson 1985).
When we talk about the information structure and information systems in the abstract, the 
difference between the two becomes trivial, because a constellation of information systems can 
also be viewed as an information system. This correspondence is most explicit in the trivial 
case where the data processing is supported throughout the organization by exactly one 
information system. The constellation of information systems in that case is equal to the 
particular information system. However, using the definitions given in section 3.2.2 and this 
section, the term 'information system' still refers to the support of coordination and control, 
where the information structure still refers to the pattern of data processing functions and 
therefore these concepts will still be different.
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Our view of the information structure as the pattern of data processing functions is not 
generally accepted. Others have explicitly identified computerized systems as essential to the 
information structure, sometimes even neglecting the function of such systems in the context of 
the organization. Bemelmans who also uses the PCI-model8, has defined what he calls the 
information infra-structure as (Bemelmans 1991):
• The technical infrastructure: computers, networks, Database-management systems, 
development methods and means.
• The data and knowledge infrastructure: the commonly used data and knowledge files.
• The application infrastructure: the commonly used application programs.
• The organizational infrastructure: the arrangement and occupation of developmental, 
systems management and advisory functions (With reference to the rest of the 
infrastructure).
This particular definition would introduce all kinds of implementational issues (e.g., 
computers, networks etc.), while it simultaneously does not emphasize the function of the 
information structure as part of the rest of the organization. Because this functional link is 
crucial to us, we will not use this definition. However, note that eventually any design of 
information systems will need to consider all the infrastructures mentioned here too.
In the rest of this book, we will mainly consider information systems and less the information 
structure as a whole because information systems most directly influence the actual control 
taking place and largely determine the information structure. However, at some point we will 
need to consider the design of the information structure too, because the holistic nature of the 
information structure in its relationship to the organization as a whole becomes important and 
statements are needed concerning the design of the information structure as a whole. The 
information structure becomes especially important when the scope of information systems 
explicitly has been limited to some part of the organization.
3.2.5 Conclusion
This section merely has been concerned with definitions of the main concepts used in this 
chapter. It turns out to be less trivial to define these concepts. The difficulties encountered start 
with the concept of information. For our purpose, we need to distinguish between data and 
information. Because information only is created after data has been decoded and interpreted, 
the term 'information system' seems a bit strange as these systems involve the manipulation of 
data. Our problems grew when we tried to define the information systems structure. The 
ambiguity involved in this definition is probably partly caused by the intangible nature of many 
aspects of information systems. Furthermore, the wide variety of people involved in the
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construction, use and maintenance of information systems enhances the definition problems. 
These problems are reflected in the wide variety of interpretations of the information systems 
structure that is present in literature.
Given the integral perspective of this study, we were able to define these concepts sufficiently, 
to consider what parameters might describe the information system structure. Still, the 
information systems structure does not refer to commonly accepted elements or their relations. 
In this respect information systems structures are of a much more abstract nature than the 
production or the control structure discussed in the previous chapter.
3.3 Characteristics of the information system structure in literature
Because of the wide variety of perspectives on information systems structures, we may expect 
to find a large number of characteristics of information systems. Consequently, we would have 
a large potential of possible parameters to describe the information systems structure. Here we 
will present the characteristics found in literature first. Next we will assess their suitability as 
parameters describing the information systems structure. This assessment will regrettably result 
in a rather negative judgement of characteristics of information systems found in literature for 
our purposes.
3.3.1 Characteristics found
Because of the wide variety of perspectives of information systems it is difficult to provide an 
overview of structural parameters used in literature. Here we will limit ourselves to discussing 
various authors who have discussed or used different characteristics of information systems. 
Together they provide us with an idea of the different characteristics that can be found.
Iivari (1992) provides us with an overview of information systems characteristics (see also 
Weill & Olson 1989). Some of these can be identified as structural (see table 3.2).
We will not discuss all these characteristics in detail. However, some general remarks are in 
place. For each of these categories, Iivari names various characteristics found in literature. 
These characteristics vary from processing delay times to database scope. Furthermore, when 
compared to the various levels distinguished by Segars and Grover (1994), they mainly 
concern the logical and physical level and few are relevant on the conceptual level. The 
characteristics tend to focus on the product dimension, describing the resulting architecture.
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Table 3.2 Characteristics of information systems as identified by Iivari (1992, p 10-11) 
grouped in various categories.
Category tSteatc1 Characteristic
Database Complexity Territory, Scope, amount
Integration
Centralization
Completeness
Information reference, source 
Preciseness and accuracy
Time-orientation Frequency and delay of collecting
Storage period
Reports Complexity Variability, special reports 
Mode of presentation, decision aids 
Time value reference 
Relevance
Time-orientation Frequency and delay of reporting
Distribution delay, timeliness 
Period reference 
Lifetime of report type
Processing Complexity Program Origin
Operations (aggregation, analysis)
Time-orientation Processing delay, timeliness
Ordering delay/response time
Formalization Degree of formalization
Formula-based vs. subjective performance evaluation style 
Statistical reporting vs. standard operating rules or operating 
budget
Equivocality/media richness 
Quantitative versus qualitative information
Applications Decision-making versus information processing application 
Decisional versus procedural 
Independent versus interdependent.
Hardware architecture Topological architecture, Centralization of hardware
Iivari mentions no characteristics on the process dimension. However, the process dimension 
appears to be a fruitful source of structural parameters in literature (e.g., Fichman & Kemerer 
1992, Fitzgerald et al. 1985, Gutierrez 1993). An example of an article expressing process 
dimensions that bear some relevance to the eventual structure of the information system, is 
given by Fichman & Kemerer (1992). They compare eleven analysis and/or design methodol­
ogies to each other using two sets of eleven and ten characteristics respectively (see table 3.3). 
The characteristics used in the comparison 'represent the superset of dimensions supported by 
the individual methodologies' (p. 29). This approach to the comparison of methodologies is not 
uncommon (Olle 1983, Sutcliffe 1991). Other characteristics are used to differentiate 
methodologies, especially in the literature comparing various methodologies, for example:
In f o r m a t io n  st r u c t u r e  a n d  c o n t r o l l a b il it y
complexity of the methodology, formalism, user familiarity, data definitions, procedural logic, 
phases supported by the methodology, etc. (Cameron et al. 1991, Fitzgerald et al. 1985, 
Fichman & Kemerer 1992, Sutcliffe 1991, Tse & Pong 1991).
On the conceptual level, some characteristics that refer directly to the structure of an 
information system can be found in literature. For example, the degree of modularity of a 
system can be interpreted as such a characteristic. Modularity here refers to the extent to which 
a system is divided into subsystems where the number of relationships within such a subsystem 
(module) is relatively high when compared to the number of relationships between modules. 
With some difficulty, more characteristics can be identified that are applicable on the 
conceptual level. For example, the degree of formalization and the variability of reports may 
be considered such characteristics. However, generally speaking, the number of characteristics 
referring to the conceptual level of information systems is low.
There are various authors who used classifications of the structure of information systems men­
tioned in the previous section as a characteristic. For instance, Short (1991), using Zachman 
(1987) and Brandl (1991), distinguishes between the process, data and control orientation 
(aspect dimension) of methodologies (the process-dimension). The relative attention given by
Table 3.3 Characteristics identified by Fichman & Kemerer to compare methodologies for
analysis_anddesignofinformationsystems(Fichman&Kemerer.i992i^i20.&25)^^^-^^—
Methodology Support of
Analysis Identification/classification of entities
General-to-specific and Whole-to-part relationship
Other entity-relationships
Attributes of entities
Large-scale model partitioning
States and Transitions
Detailed logic for functions/services
Top-down decomposition of functions
End-to-end processing sequences
Identification of exclusive services
Entity communication
Design Hierarchy of modules 
Data definitions 
Procedural logic
End-to-end processing sequences 
Object States and Transitions 
Definition of classes and inheritance 
Other class relationships 
Assignment of operations/services to classes 
Detailed definition of operations/services 
Message connections
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the methodology to these three components differs and characterizes the particular method­
ology, according to Short. Short bases this characterization on the observation by Brandl that 
information systems can be characterized by a certain emphasis on focus on process, data or 
control. These aspect dimensions therefore also indirectly characterize the information system.
Recapitulating, there are many parameters used to characterize information systems. Some 
describe the information system components, others describe the tools used in the process of 
creating the information system, or characterize the process itself.
Parameters directly referring to the structure of an information system do this most explicitly 
on the physical level, by characterizing the hardware used. There are some parameters 
referring to the conceptual level of information systems, but this type of parameters is rare. 
Until now there is no structured set of parameters describing the options open to the conceptual 
design of information systems. Unlike the situation found for organizations, there are no 
generally accepted parameters for information systems.
3.3.2 Problems of structural parameters found.
Knowing what kind of structural parameters can be found in literature, we must consider them 
for use in the particular context of integral design of organizations and information systems. 
Clearly, there is a wide variety of structural parameters to choose from in this particular 
context. Furthermore, we can adapt our definition of the information systems structure to our 
needs, using the various perspectives described earlier. The structural parameters used can be 
chosen to fit this particular conception of structure. However, as may have already become 
clear from the discussion of these parameters, there may be some disadvantages to using the 
parameters available here.
To investigate whether currently available structural parameters would fit our purposes, we 
will first formulate several criteria. Next, we will assess the extent to which the structural 
parameters found meet these criteria.
3.3.2.1 Criteria fo r structural parameters used.
To identify the structural parameters we can use here a set of criteria may be useful:
- Structural parameters should fit an integral perspective. This first criterion that is relevant in 
this context is specified by the nature of this particular study. From our discussion of the 
information systems structure, it was already clear that the particular perspective is important. 
This fit implies that parameters need to:
- Relate to an organizational context, and
- Describe structure at a sufficiently high level of abstraction.
This last condition is important because at a high level of abstraction not the internal 
realization is dominant, but the external manifestation of the information system. This external 
manifestation is most important in practical use of information systems, because this external 
manifestation corresponds to the input/output relationship of the system, in other words its
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function. This function describes the relationship between the IS and the organization.
- The set of structural parameters should in some way be coherent. As our general discussion 
of the information systems structure shows, there is a wide variety of perspectives on 
information systems possible. Potentially, such wide variety may result in a similar variety of 
structural parameters from each different perspective. In that case all these parameters will in 
fact refer to different conceptions of the information systems structure and hence they will not 
be coherent. This inhibits a meaningful combination of parameters.
- The structural parameters should be generally accepted. If possible, there should be some 
consensus on the parameters used, as this would increase the chances of future relevance of the 
parameters.
- A stable set. The parameters used should in some way be stable: not only should they refer to 
aspects of the information systems that have some meaning over a period of time, but also 
should these parameters themselves remain significant over time. Hence they should for 
example not refer to specific technology that is dependent on the fashion of the day.
- More or less complete. A last criterion could be that the set of parameters covers the 
structural variation of information systems, given a certain perspective. It is of course difficult 
to establish whether a set is complete, unless the particular perspective used indicates that 
completeness is plausible.
In the next section, we will check the extent to which currently available parameters can be 
found that satisfy the above criteria.
3.3.2.2 Satisfying the criteria.
With the structural parameters presented earlier it is difficult to meet the criteria mentioned in 
the previous section.
We will start with the first criterion, i.e., the need to fit the integral perspective. Although many 
parameters have been mentioned, they tend to be focused only on a subset of the information 
systems structure. For example, parameters are present describing the process dimension and 
various parameters are present describing the logical and physical level of information 
systems. Relatively absent are parameters describing the conceptual level of information 
systems, whereas this is the level most relevant from our particular integral perspective, 
because of the relatively high level of abstraction. Furthermore, parameters presented tend to 
refer to information system internal traits, with little relevance for the organizational context. 
With reference to the second criterion, the structural parameters presented seem to lack coher­
ence. The parameters do not refer to different dimensions of some common structure. 
Additionally, the parameters until now can not be considered describing the information 
systems structure in some generally accepted way. There are some exceptions to this 
disadvantage (e.g., the hardware structure). Causes for the lack of coherence and general 
acceptance of parameters can be found in the absence of some common perception of 
information systems elements and relationships and the absence of a shared objective when 
identifying such parameters.
This problem increases the higher the level of abstraction. On the conceptual level there are
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few parameters and there is little consensus on them.
There may be a good reason for the lack of structural parameters referring to the conceptual 
level. A major cause can be that we do not know what is going to be modeled. Because an 
information system may contain models of virtually anything (from a model of a dragline to a 
model of a chicken-farm), we do not know what kind of model structure we can refer to that 
supports the decision-making in a specific organizational context.
Some parameters may be relatively stable. However, the criterion of stability is not of primary 
importance, because stable parameters describing non-relevant features of information systems 
cannot be used for depicting the information systems structure. Finally, completeness is the last 
criterion, also only truly relevant when the other criteria are met.
3.3.3 Conclusion
Although there are many disadvantages to using currently available structural parameters, it 
would still be theoretically possible to select several. These parameters would represent a part 
of the information systems structure. However, we will need to use these parameters in 
combination with the structural parameters describing the production and control structure. 
Hence, the parameters describing the information systems structure need to fit an integral 
design. Given the currently available parameters, this will be almost impossible, especially if 
coherence is also strived for.
Consequently, it may be wise to look outside the set of currently available structural 
parameters. We need some way to identify parameters that fit an organizational context and 
provide us with a relatively coherent view of the information systems structure. It will probably 
be difficult to satisfy all formulated criteria at once. In the next section we will try to elaborate 
upon a perspective that should help in creating a coherent view of the information systems 
structure.
3.4 Control and information systems.
We have established that some problems accompany the use of structural parameters 
available to describe information systems. Due to these problems, we need to review what 
approach should be taken to formulating parameters describing the information systems 
structure. We need to use our integral perspective to organizations and information systems to 
describe the structure.
In the previous chapter, we have learnt that the production structure limits and simultaneously 
enables the control structure. It does this because the production structure determines what is 
to be controlled. The control structure tells us how it is controlled. Although we can discuss 
characteristics of the control structure separate from the production structure, the control itself 
is only meaningful in the context of the production structure.
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A similar relationship exists between the control 
structure and the information structure: the 
control structure limits and simultaneously 
enables the information structure. This is the 
case, because the control structure determines 
what information is needed. The information 
structure determines how this information is 
acquired, in other words, what data is processed 
to get the necessary information. Figure 3.3 
shows the relationships present. As the figure 
shows, the control structure is the linking pin 
between the production structure and the 
information structure. Hence, if we want to 
express parameters describing the structure of 
information systems that fit an integral approach 
to the design of organizations, we should take 
control as a starting point. Using the criteria 
formulated in section 3.3.2.1, we can identify 
several advantages to such an approach:
1. The parameters used should fit the integral design approach. This is of course the underlying 
presumption to this particular approach of discerning structural parameters. Therefore, we may 
expect that the parameters will fit the organizational context and will have sufficient level of 
abstraction.
2. The set of structural parameters should in some way be coherent. Because we are connecting 
the structural parameters directly to control, we can use control models to create a coherent set 
of parameters. Thus this criterion is met.
3. The parameters should be generally accepted. Whether this criterion will be met remains to 
be seen. By using already available models of control, the general acceptance may be 
enhanced.
4. The set of structural parameters should be stable. Again, the proposed approach should 
guarantee this. The relevance of the structural parameters over time is increased by using the 
context where information is needed (the control situation) as a reference point.
5. The set of parameters should be more or less complete. Whether any set of parameters is 
complete, depends on the context we refer to. Again this remains to be seen and is difficult to 
establish. However, given that the perspective for identifying parameters is the same as the 
perspective of the context the parameters are used in, we may expect the resulting set to be 
relatively complete.
Figure 3.3 The control structure serves as 
the linking pin between the production and 
information structure
From this short investigation of the criteria we used earlier, it seems suitable too to use control 
as the perspective for identifying structural parameters. In the next section we will describe an
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actual control perspective fit to identify parameters that describe the structure of information 
systems.
3.4.1 Devising a perspective for identifying parameters.
We need parameters that describe the structural aspects of information systems in a control 
situation. What is relevant of a control situation for the processing of data?
Here, we will introduce a model of control that focuses on control as a black-box . This model 
highlights aspects that inherently are relevant to control. An information system intends to 
support control. This black-box model of control, therefore, indirectly introduces a perspective 
on relevant aspects of the information systems structure.
The control loop describes what steps in control one can discern, as far as they have a function 
in the control structure and in relation to the production structure. As we have seen, control is 
'coping with change', which suggests deliberate, directed action. When depicting control 
systemically, separate from the 
system controlled (i.e., as an 
aspect system), we thus get a pic­
ture as shown in figure 3.4. Of 
course, our system has input, 
consisting of data, and output, 
consisting of control measures, 
compatible with our control 
loop. Within the system, a 
transformation takes place: data 
is processed, which results in 
control measures. Because control is possibly deliberate and directed, a (set of) goal(s) can 
guide the systemic selection function in the selection of control measures. Such a selection 
function can use the data available, or the selection can be totally random. In the former case, 
the selection function, therefore, relates data, a (set of) goal(s) and control measures. While 
discussing control, we will call this possible relation a model. However, we cannot exclude 
totally random selection functions.
Note that in order to discuss these aspects of control, we did not have to specify how control 
takes place, only what systemic characteristics it has. All these aspects can serve as our basis 
for identifying structural parameters of information systems.
Data to 
processed
Limited 
processing 
capacity
Control measureo
î î Î
Model of the controlled
Figure 3.4 Control depicted as a system, combined with 
the conditions for effective control.
9
The aspects introduced here are far from random. Although they can directly be inferred when 
inspecting the control loop, they were already explicated by, e.g., De Leeuw (1986) in his conditions 
for effective control.
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3.4.2 Structural parameters for information systems
By deriving the consequences the black box model for control for the information systems 
structure, we can identify several structural parameters, directly related to the aspects men­
tioned in the model. We will discuss these aspects and their consequences subsequently. Note 
that these structural parameters describe the structure of the information system as it is 
revealed externally and not the internal structure. The external structure is also the structure 
that is relevant during control. The systems structure on the conceptual level does not make 
direct claims concerning the internal realization of this structure. It does however limit and 
enable the options for this internal realization.
3.4.2.1 Goal(s)
Control may be exerted in many contexts to achieve a wide variety of goals. For achieving any 
of these goals, the use of a particular information system may be relevant. In other words, the 
information system needs to provide adequate data processing support, in accordance with 
each of these goals. Often we will see in practice that for the purpose of the information 
system, the wide variety of goals is reduced to a common denominator, or a common goal is 
superimposed upon the variety of goals. This will permit the same data processing facilities to 
be provided to support control in all the situations involved. A disadvantage of this approach is 
that the unique qualities of each control situation are not represented in the information system. 
Alternatively, an information system may be structured according to the variety of goals. 
Consequently, any (set of) goals will be supported with specific data processing means fit to 
the particular goal. At the conceptual level, we can hence distinguish our first structural 
parameter:
1. The degree of differentiation according to goals in the information system structure.
3.4.2.2 Models.
Similar to the goals that can be distinguished, for various control situations a multitude of 
models of the situation to be controlled may be distinguished. Entities that are considered 
relevant in these situations can be accumulated to a lowest common multiple. In this way, all 
control situations can be supported using the same model represented in the information 
system, although some entities will not be used in practice. As an opposite realization, an 
information system may be structured to support different models for different control 
situations. Our second structural parameter hence is:
2. The degree of differentiation of the information system in relation to models used in control. 
Note that we do not know what is modeled. Already we mentioned entities that may be 
represented in the information system, but we do not know what entities. This structural 
parameter only describes the structure of an information system from a control perspective.
3.4.2.3 Data
The data available from the system to be controlled and from its environment contains the
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variety necessary for control. Most often the quantitative variety of the data is much greater 
than needed. However, the data not necessarily contains qualitatively the specific variety that is 
needed. Furthermore, the data may not be presented in a way that facilitates its processing. 
Moreover, the data can also be contradictory to the model used. The structural capabilities of 
information systems can reflect this to some degree. First of all, we can characterize the 
capabilities of the information system in reflecting the data inputted into the information 
system and processed. This data is different from the data that exits the information system. 
The structural capabilities in this domain can be expressed by two structural parameters:
3 a. The degree of flexibility in data processing (processing variety)
3b. The variety of presentation means (output variety)
3.4.2.4 Control measures
The information system is just a subsystem of the total system performing control. Hence, the 
output of the information system is different from the output of the system performing control. 
This latter output consists of control measures, which are supported to a certain degree by an 
information system.
There are two types of control measures for which we should distinguish in the light of the 
processing of data. In chapter two, we already mentioned the distinction between internal and 
external control. Whether the control is directed to the internal system or the external systems 
can make a great difference for the processing of data. The difference in the system to be 
controlled (internally versus externally) results in a different set of control measures to be 
applicable and other data to be important.
What makes external control different from internal control? When controlling externally, the 
internal activities of a system are relevant for the external control of another system in the 
environment. In other words, the internal control loop and the external control loop interact. 
As we have seen in the previous chapter, interaction of two or more transformations causes 
disturbances of one transformation to have an effect on the other transformation . Knowing 
that one transformation can affect another transformation, we can use one transformation to 
realize another transformation and no longer we take the environment of the latter 
transformation as a given. By selecting within classes of internally functionally equivalent 
control measures, we introduce options for external control for the mutual adjustment with 
other systems. In other words, a different internal realization for a function can be used to 
provide control measures in external control, apart from control measures that are already 
available. These control measures are internally functionally equivalent. An example of such a 
different realization is, for instance, switching the morning batch with the afternoon batch. 
Internally there may be no difference, but externally this can be very important, e.g., because 
of the used resources.
10 You could even say that in the distinction between external and internal control, interaction is the 
purpose: External control facilitates the achievement of a goal of internal control.
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Because such a view on the internal system is the counterpart of the view normally used for 
internal control, where functionally equivalent variety is reduced, the difference between 
internal and external control is very relevant. This results in the first structural parameter 
inferred from the control measures:
4a. The extent to which both internal and external control are supported.
Control measures are ultimately not limited to influencing the internal realizations of 
transformations or the mutual adjustment with the external environment. When the control 
situation appears to be ineffective, one of the control measures can be the reviewing of the 
control situation itself. We can use such a measure whenever the latitude in the given control 
situation is insufficient or such latitude might not suffice in the near future. Strictly speaking, 
control measures that change the control situation itself create the dynamics of the control 
situation, changing the way all other conditions for effective control are enacted. At this point, 
the control situation we are discussing has shifted to a higher level of abstraction, e.g., to the 
level where the ultimate goal of 'coping with change' reigns. An example of such a shift to a 
higher level of abstraction can be found in organizations facing a crisis. Such a crisis may 
suspend the usual rules guiding control and may make room for exceptional control measures, 
such as downsizing.
Restraining from applying such control measures reviewing the control situation will result in a 
greater dependence of our system of reference on systems in the environment. After all, lack of 
control in a certain domain, increases the variety in that domain because the uncontrolled 
output generates variety that needs to be controlled in another way. This increase in variety can 
influence the controllability as a whole, resulting in decrease of the number of choices in the 
realization of transformations. Dependence of the environment increases, because fewer 
transformations are available to satisfy the goals of the system as a whole.
The consequences of a situation, where the control itself is reviewed, for the requisite variety 
of the processing capacity are unclear. After all, in such a situation the goal and model are 
being reconsidered. Due to the lack of clarity of goals and models, the gathering of data 
probably becomes highly unstructured. As a result of this, data processing capacity should be 
able to represent all kinds of data and do so flexibly too.
The dynamics of the control situation can result in a revision of the current enactment of the 
conditions for effective control. Simultaneously, the revision of the control situation can be 
supported by data processing in such a context by the degree to which the information system 
can be changed in a similar manner. This results in the final structural parameter of the 
information system:
4b. The degree of readiness for change of the IS.
Note that in section 3.4.2 we have only discussed the external structure of the information 
system, not the internal structure.
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3.5 Information systems types
Now that we know what structural parameters are important we can start describing the 
information systems structure using these parameters. One archetype of information systems is 
the typical legacy system. This type of system is mainly built from one central perspective. 
From this perspective, all relevant elements are gathered in one all-comprising model. Due to a 
focus on recording data, instead of on decision support, there are few, underdeveloped tools 
available to compose queries. The design of the system leaves little room for the recording of 
non-standard data. Few presentation means are available. Often only textual presentations are 
possible and sometimes only paper-based presentation means are present. No differentiation to 
different control perspectives is possible. These systems are often quite old. As a consequence, 
there is little knowledge about their internal structure (their internal realization) and mainte­
nance is hence difficult. The systems can be characterized as static. A summary of this type is 
given by:
- One goal
- One, all comprising model
- Minimal flexibility
- Minimal presentation means
- One control mode supported
- Minimal options for system change
Our second extreme type of information system is the direct opposite to the type we just 
presented. It is characterized by:
- Maximal differentiation according to goals
- Maximal differentiation of the information systems in relation to different models
- Maximal flexibility in data processing
- Maximal presentation features available
- Maximal support of control modes
- Maximal readiness for change.
Note that the degree to which the system is characterized to support control depends on the 
first place on the control situations it should support. The flexibility described hence is the 
flexibility given the control situation and for the maximal number of presentation features 
available the maximum depends on the control situation.
3.6 Information systems properties.
As was the case for organizations, the properties of the information system depend on the 
perspective used. We will also use the perspective of controllability here to examine 
information systems properties.
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3.6.1 Controllability of information systems
An information system has no properties relevant to organizations outside the organizational 
context. Hence we can discuss what controllability means for an information system and how 
controllability can be interpreted, but we cannot deduce what information systems will 
inherently result in a better controllability. Especially, because we are not discussing the extent 
to which the information system can be controlled, but the contribution of the information 
system to the controllability of the organization.
3.6.2 The concept of informedness
Two applications of the concept of controllability were respectively given in the context of the 
production structure and the control structure: flexibility and controlledness. These concepts 
are based on Ashby's law of requisite variety. As stated, starting with the variety from the 
environment, we can determine the requisite variety in the production process. The concept of 
flexibility states that the available process variety is comparable to this requisite variety. 
Providing this variety requires variety of control information. The concept of controlledness 
states subsequently that the variety of control information available should be comparable.
As we have seen, the processing of data, resulting in available control information, has until 
now been undervalued as a factor, even though it is crucial to the availability of control 
information. The application of controllability in the context of the information structure 
should do justice to this crucial role and explicitly describe the requirements controlledness 
poses for the processing of data. Hence, here we introduce the concept of 'informedness' (or 
controllability of the information structure). Informedness is defined to be:
An increasing function of the available variety in data processing capacity divided by 
the requisite variety in data processing capacity (see formula 3.1). Figure 3.5 shows an 
example of such a possible relationship.
(available varie ty o f data processing capacity \  requisite varie ty o f data processing capacity /
Formula 3.1 The concept of informedness.
The requisite variety in data processing capacity is determined by the production and control 
structure. The control structure provides information on process variation. This information 
matches the required information to a certain degree. In this examination of the control 
structure, we assume for the moment that the processing capacity of data is sufficient to 
provide the information. We now can explicitly formulate this assumption as a requirement by 
referring to 'informedness'. We can discuss the informedness by searching for a match between 
the available and the requisite variety of the data processing capacity. If we can find such a 
match, it will make the organization more effective (Tushman & Nadler 1978).
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In our discussion of the variety of data 
processing capacity, generally speaking, the 
quantity of the data processing capacity is 
not of primary importance, but the quality 
of the data processing capacity is important. 
The quality of data processing capacity can 
be expressed in terms of available variety, 
as matched to the specific types of 
processing variety required in all the present 
control loops. In other words, we can 
specify types of required variety of process­
ing capacity and the available variety 
should match these types.
relationship between informedness and the 
ratio between available and requisite variety of 
data processing capacity.
3.6.3 Information systems structure and controllability
The contribution of an information system with a specific structure to the informedness 
depends on the context. Because this is the case, we can infer that some information systems - 
fitting the particular context better - will contribute more to the informedness than others. How 
information systems can be made to fit organizations, is the subject of the next chapter.
3.7 Conclusion
Our attempt to identify structural parameters for information systems confronts us with some 
problems. Not only does the definition of an information system appear to depend on the point 
of reference, but also the elements discerned within an information system and the structure. 
Hence, it is difficult to speak of the structure of an information system, from that perspective. 
Having fixed our point of reference, it becomes easier to discuss the structure of an 
information system.
Similarly, controllability in the context of information systems should not be viewed as a 
property of information systems, but as a property of information systems in combination with 
a particular organization.
Chapter 4
Integral design of controllable organizations and 
information systems
4.1 Introduction
Until now, we have discussed the structural parameters that describe the production and 
control structure on the one hand and the information systems on the other hand. Furthermore, 
we have investigated the relationship between different structures - as expressed in the 
structural parameters - and controllability. We now can take this description one step further 
and infer prescriptive measures that should result in an increase of the controllability of the 
organization. For the design of the production and control structure, several authors have 
already inferred such measures. These measures will be presented before we come to the main 
subject of this chapter. What has not yet been inferred is a set of measures concerning the 
design of information systems to increase controllability. In this chapter, statements concerning 
this particular type of design of information systems will be our primary concern. In short, we 
will be answering the following question: What prescriptive statements can be inferred about 
the design o f  information systems in the context o f  integral organization design?
This core question contains various elements that need to be elaborated, before the question 
can be answered. The previous chapters have been of a descriptive nature. Here we intend to 
design organizations and their information systems and hence this chapter will be of a 
prescriptive nature. The consequences of this change in stance will be discussed in the first 
section. Subsequently, we need to elaborate upon the context of integral organization design 
before we can discuss the design of information systems. Hence we will describe how the 
production and control structure can be designed to increase controllability. From there, we 
can infer the consequences of such design for the processing of data and hence for the design 
of information systems. These consequences will of course be expressed in terms of the 
information systems structure. The prescriptive statements will therefore relate the structural 
parameters of information systems directly to the organizational structure. Finally, we will 
discuss the realization of such an information systems structure. As we already know from the 
previous chapter, the structural parameters of the information system describe its structure on 
the conceptual level. However, for an implementation of such a system it is necessary to know 
how such a structure can be realized on the logical and physical level.
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4.2 Design
According to Cross (1993), design and (descriptive or analytical) science have been at odds 
already for a long time. Although, because of this, the discussion on their relationship in 
several disciplines may not progress as much as it used too, in the field of organization studies 
the discussion is still very lively. Knowing its history, we can only take a modest stance in 
discussing the relationship between design and science in this section. Nevertheless, for this 
specific study, we will try to add to the understanding of research concerning design.
Using a design approach, first of all implies that reality is considered, at least partly, 'makable' 
and structured to a certain degree, assuming of course there is such a thing as a 'reality'. This 
reality is therefore considered controllable and control implies perception of reality: we choose 
our measures when influencing our reality according to the idea we have of their effect. 
Consequently, we possess and maintain a model according to which we select our measures 
and which we adapt using signals from our environment.
Referring to the above, the approach chosen can be characterized as having definitely 
positivistic properties. These are, however, combined with certain interpretative traits. 'Reality' 
as it is observed has clearly subjective elements. Consequently, we could speak of multiple 
realities, depending on context and beholder, although we will assume that those multiple 
realities have corresponding elements. These multiple realities are the imperfect models of the 
reality, which nobody can perceive perfectly. The perceived reality is subject to interpretation. 
Additionally, we will assume people are subject to bounded rationality, which further obscures 
the representation they have of reality (Simon 1979, Wood & Wood-Harper 1993).
It is now useful to make a small excursion to the concept of design. What is design in essence? 
According to De Jong (1992), in reality we can distinguish between possible and impossible 
situations. The set of possible situations can be divided into a set of probable situations and 
improbable situations. The probable situations we can try to predict. We can design all 
possible situations. Hence, design is the deliberate creation of something that was not there 
before.
Furthermore, there is a set of desirable situations. This set contains both possible and imposs­
ible situations, and both probable and improbable situations (see figure 4.1). Any design that 
we prefer over other designs such that we will attempt to realize it, belongs to the desirable 
situations. Of course, design in practice is only interested in possible situations. Moreover, of 
these situations, those that are desirable and probable are less interesting in so far that they will 
probably occur anyway. A design approach, therefore, is mainly focused on the avoidance of 
the probable, but undesirable situations and the creation of the improbable but desirable 
situations (De Jong 1992).
In t e g r a l  d e s ig n  o f  c o n t r o l l a b l e  o r g a n iz a t io n s  a n d  in f o r m a t io n  s y s t e m s
Relating this particular view to 
reality, we can only conclude 
that design research is 
problematic, because the 
likelihood that a specific 
situation to be designed already 
exists somewhere else is small 
and hence it is difficult to learn 
about a specific design directly 
from examples already existing 
in practice. However, we can 
theorize about desirable non­
existent situations and hence 
infer what this type of situation should look like. This will be the approach chosen here. Given 
the preparations of the previous chapters, we can reason about desirable situations and infer 
what a desirable integral organization design should look like. Note that such reasoning should 
result in a theoretical prescription of such a design. Furthermore, it follows from the above that 
the existence of the prescribed design may in fact be unlikely. The practical relevance of this 
reasoning will be the subject of later chapters.
4.3 The design of the production and control structure.
Both the theoretical reasoning about the design of the production and control structure, and the 
practical implementation of such guidelines have been discussed at length in the literature on 
the Dutch Sociotechnical design approach. For instance, De Sitter describes how organizations 
can be designed to improve their controllability. With respect to this design, two major 
components have been discussed (De Sitter 1994):
1. Rules describing the sequence of design activities.
2. Strategies or guidelines describing how to improve controllability.
Both subjects will subsequently be discussed here briefly, to serve as the integral design 
context necessary for the design of information systems.
4.3.1 Sequence of organization design
The designs of the production structure, the control structure and the information structure are 
interrelated. Hence, the design of each structure will affect each of the other structures. 
Because not all the structures can be designed at the same time, some sequence needs to be 
followed. However this sequence needs to do justice to the existing relationships between the 
structures. Consequently, the design of the organization will be of an iterative nature. Given
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this iterative nature, we can choose a design sequence that reduces the number of iterations to a 
minimum.
A. Subsequently design the production, control and information structure.
Already we noted that the control structure depends to a large extent on the production 
structure and the information structure is meaningless without the control structure. Hence, the 
organization design should start with the production structure. This structure enables and 
limits the control structure, which should be designed next. Subsequently, the information 
structure can be designed in such a way that 
the control structure is supported maximally.
Because of the reciprocity of the dependence 
of structures on each other, we can then 
return to the production and control structure 
and make adjustments where needed (see 
figure 4.2).
The design of the organization should not be 
restricted beforehand. After all, this might 
unnecessarily limit the options for 
organization design, due to false 
assumptions about these options. Physical 
limitations that eventually appear to limit the 
design may be introduced later on in the design process. In a following iteration, these 
limitations may cause some adjustments in the ideal organization design.
De Sitter (1994) describes several other sequence rules:
B. First design the ideal situation, adjust later for feasibility.
This is important because otherwise there may be a tendency to design probable instead of 
desirable situations. Furthermore, some limitations that seem to be present in advance may 
disappear due to the design effort.
C. Design the production structure outside-in.
By designing the production structure outside-in, starting with the function of the organization, 
a maximum number of options can be created in the design. Only then the various strategies 
for the design of the production structure that will be presented in section 4.3.2 are meaningful.
D. Design the control structure starting at the lowest level.
Because control needs to be integrated with production tasks whenever possible, it is necessary 
to start with local control and only move upward if local control of certain aspects is 
impossible. Thus control is minimally separated from operational tasks. This sequencing rule is 
also a design strategy, as we will see later.
Design Design Design
of the of the o f the
production 1------- ^ control 1------- ^ information
structure structure structure
Figure 4.2 The sequence of steps in 
designing an organization.
E. The design of the production structure precedes the choice of the process technicalities.
The choice of tools or machines may needlessly limit the options in organization design. 
Hence commitment to specific tools or machines should be delayed as much as possible (de 
Sitter 1994).
This concludes the overview of the main sequencing rules. Of course there may be other rules 
facilitating the design of the organization, as our discussion of the design strategies will show. 
They are however of less importance here (see e.g. De Sitter 1994).
4.3.2 Strategies for organization design
Knowing the effect of specific changes in the organizational structure on its controllability, we 
can devise strategies for redesign of organizations to improve controllability. With these strate­
gies, a traditional organization will be redesigned to a modern organization. This is of course a 
direct consequence of the effective and efficient controllability of the modern organization. De 
Sitter (1989) presents several strategies for the redesign of the production structure:
- Parallellization
- Segmentation
- Creating (semi) autonomous workgroups
Having designed the production structure, we can continue by designing the control structure. 
Again various design strategies are available to improve controllability:
- Allocating control loops bottom-up.
- Joining control loops
- Designing external control as interaction.
All the strategies mentioned above will be discussed below. This discussion will be followed 
by some practical limitations, which may hinder an optimal organization design.
4.3.2.1 Parallellization
After having determined the source(s) of external variety of a specific organization, we can 
start redesigning the traditional organization by dividing the external variety in cohesive 
chunks, probably large enough to justify separate handling of the variety. Next we design 
separate processes (flows) serving the specific chunk of external variety. Such a process is 
executed by a separate constellation of workstations, performing all necessary tasks for the 
specific chunk (compare this to Beer 1979). This strategy is called parallellization (De Sitter 
1994).
Parallellization is done to reduce interference between different flows. Because of this, it is 
also important to try to make the designed flows as homogenous as possible. Having a large 
number of very different patterns of production on a smaller scale, of course, is not an 
optimal situation for parallel flows.
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4.3.2.2 Segmentation
Next, for each process we can group workstations to segments, minimizing the amount of 
coordination between segments and maximizing the coordination within segments (hierarchy 
principle of Simon (1969)). Each segment has its own preparation functions and its own 
support functions whenever possible, because shared preparation and support are a source of 
interaction that increases the complexity. Tasks and the capacities performing these tasks are 
thus clustered by maximal common interdependence and interrelatedness of the 
transformations performed.
4.3.2.3 Creating (semi)autonomous work groups
The creation of autonomous work groups both further integrates the tasks available within a 
segment and increases the control options. Further integration of tasks occurs because within 
the group more people can perform several specific tasks, instead of performing only one task 
and this further reduces coordination problems. At the same time, this strategy increases the 
possibilities for regulation, because the combination of tasks facilitates the invention of 
alternative realizations of the total transformation that the group performs. Generally, the 
internal structure of the autonomous work group remains unspecified, so as not to limit the 
options for coping with external variety (Kuipers 1989). Alternatively, conditions are specified 
that increase the group effectiveness. For instance, an autonomous work group should consist 
of preferably eight to twelve persons (Kuipers 1989). De Sitter (1994) explicitly suggests 
several internal structures for the autonomous work group. Often, the principle of 'self-design' 
is attributed to autonomous work groups, explicitly indicating that not only operational 
decisions are part of the domain of such a group, but also decisions concerning the design of 
the group. Additionally, explicit self-design is desirable when regarded from a change 
perspective, because empowering the group makes them aware of their options (Hoogerwerf 
1998).
From here we focus on the design of the control structure. The design of the control structure 
also consists of several steps, as we will see below. It is paramount that the design of the 
production structure precedes the design of the control structure, because the production 
structure limits and enables the design of the control structure, both to a certain extent. This 
becomes apparent when we consider what has to be controlled when the organization as a 
whole tries to cope with the external variety. Van Amelsvoort (1992) studied the 
sociotechnical design of the control structure extensively and expanded upon the work of De 
Sitter. Using De Sitter's work, he describes the following strategies:
4.3.2.4 Allocation o f control loops: bottom-up.
After the initial design11 of the production structure we can now focus on the regulation,
11 Note that due to the iteration between the designs of the production, control and information 
structure the design is not finished until all parts have been completed.
where controlledness is the leading principle for the design of the control structure. Because 
data concerning production is available and least distorted, where the production actually takes 
place, regulation should take place there also. So, preferably, the whole control loop is 
allocated to the smallest subsystem. 'Preferably', because not all coordination is confined to the 
boundaries of the smallest subsystems. Following the allocation of control loops at the lowest 
level, the individual workstation, we now try to allocate control loops to the next level. This is 
of course the level of the autonomous work group. The next level of allocation should be the 
level of the 'operational group', where several group leaders of autonomous work groups within 
the total flow deliberate jointly with some specialists and control matters exceeding the group 
level. On macro level finally the last control loops are allocated.
In practice, the allocation of control loops is an iterative activity: at first it is done roughly, for 
segments versus the total flows. Later it is done in detail, but always bottom-up (De Sitter 
1994). Note that this strategy would not at all be effective if parallellization and segmentation 
had not preceded it: in that case almost nothing could have been controlled at a low level, 
because of the strong interdependencies that would be present between the operationally 
concentrated departments.
4.3.2.5 Joining control loops
A second strategy for the design of the control structure is concerned with integral control. 
Control loops could be separated per aspect, separated for operational, tactical and strategical 
control or separated in the sequence of tasks within the control loop. All these separate loops 
should be integrated at the lowest possible level in time and space. This again facilitates the 
tuning of the information available to the required information and hence the controlledness.
4.3.2.6Designing external control as interactions and limiting the control timeframe 
After the allocation of the several control loops to the smallest subsystems, a need for mutual 
adjustment remains. This mutual adjustment should not be made by hierarchical referral 
(Galbraith 1973), but by interaction between the regulators (De Sitter 1994). This encourages 
the search for mutually beneficial solutions and is more effective.
Furthermore, the joining of control loops of aspects can be limited to any relevant timeframe: 
usually, beyond a certain timeframe integration of aspects has lost all relevance because 
planning in advance for such a long time is too much subject to disturbances. Here we can let 
efficiency in control dominate (De Sitter 1994).
4.3.2.7 Practical limitations
Due to all kinds of causes (indivisible capacities, a structural transformation in process, local 
factors etc.) organizations in practice will be transformationally concentrated only to a certain 
degree. After the ideal organization design has been devised, we can adjust it to fit unavoidable 
limitations. Note, however, that some of these restrictions can still be lifted by a proper design 
of the information structure. Hence the organization design should not be limited too soon.
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Thinking about the design of the production and control structure has shown considerable 
progress over the last decades. The strategies and sequencing rules presented in this section 
show that the production and control structure can be designed in considerable detail to 
improve the controllability of organizations. The considerations that guide the design of the 
production and control structure can help us in fitting a proper design of the information 
structure to the integral design of organizations.
4.4 Relating organization design and information systems design
We already concluded that the support of data processing by information systems is directly 
related to control and communication. However, to be able to design information systems 
properly, we need to know more about how different control situations differ in terms of the 
aspects relevant for information systems. In the previous chapter we identified the aspects of 
the black-box model as the linking pins between control and information systems. In the next 
section, it will become clear that the aspects of control identified in the previous chapter can 
serve as conditions for effective control. Here we will investigate the impact of different 
organizational types on the fulfillment of the conditions for effective control. This investigation 
will show that the control context as expressed in the aspects of the black box model is very 
different in both types of organizations (traditional and modern). Hence, the required support 
by information systems will be different. How the support by information systems should differ 
will, however, be the subject of the next section.
4.4.1 The black-box model and conditions for effective control.
Totally random selection functions in control are most often not very effective in 'coping with
change'. With De Leeuw (1986), we therefore want to specify conditions for effective control,
12based on our knowledge of control as a black box (figure 3.4) :
1. There has to be a (set of) goal(s)/objective(s). When controlling, we try to cope with 
change. As such, this is an objective. For control to be effective, we need some method for 
evaluation of the control, to be able to know whether we are coping with change. The presence 
of a goal satisfies this need. Such goals can be implicit or vague, but a (set of) goal(s) is 
necessary. Also, such goals may change and the criteria on which it is decided whether the goal 
has been met may change too. Coping with change is as much a solitary journey of survival as 
an agreement with the environment. Persuading the environment to accept different criteria for
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12 De Leeuw (1986) discusses the conditions for effective control extensively. Our short discussion is 
mainly based on his work.
success fits into this view. From now on, we will talk about this condition as 'a goal' being 
required, although we know there may be more goals, even to a degree contradictory.
2. When control takes place, a model of the entity to be controlled is necessary. This condition 
follows from the above: totally random selections are undesirable. We need a means to predict 
the eventual evaluation of a measure in relation to the attainment of our goal. Our model may 
be incorrect, incomplete and even contradictory. If so, the model will probably be adjusted 
over time.
3. Data about the current state and environment of the system to be controlled is necessary. As 
we already saw, control can be viewed as a specific form of processing data, transforming data 
into control measures. To be able to control a system, however, data concerning the system 
and its environment is necessary, first of all, to detect (possible) change. Furthermore, data is 
required to make the evaluation of control measures possible. After all, it is this change we 
want to cope with using the control measures.
4. Another requirement is the presence of sufficient data processing capacity. If the incoming 
data cannot be sufficiently processed, input and output of the system are in effect only partly 
related. Therefore, our control will not be effective. We will elaborate on this condition later in 
this chapter, because data processing is at the heart of IS-design.
5. A final requirement is the presence of sufficient variety of control measures. This last 
condition is concerned with the output of the system for control. Using Ashby's law of requisite 
variety, we can see that the variety of the state of the system to be controlled has to be matched 
by a comparable variety to make control possible. Because the control measures are the only 
means of influence of the system, they should comprise this variety. These control measures 
can be applied in the internal system as well as externally. In the latter case they can influence 
the acceptability of transformations or even result in a reconsideration of the goals.
The five conditions specified here are necessary, but not (necessarily) sufficient (De Leeuw 
1986). Furthermore, they are mutually dependent and dynamic, as the discussion of the control 
measures clearly shows.
An aspect of control is the processing of data. As we have seen, any particular limitation in the 
processing of data can be problematic for effective control. However, in the literature on the 
design of the control structure data processing as such is not explored extensively. Because the 
capacity of data processing is an important condition for effective control, we would like to 
know how to support it best.
4.4.2 Fulfilling conditions for effective control.
Because the design of the production and control structure determines how the organization 
copes with external variety, where the organization copes with variety and how and where 
control takes place, it also strongly affects the way the conditions for effective control are 
fulfilled. Furthermore, the conditions for effective control bring together the various other
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dimensions mentioned in chapter 2 for a specific control situation. We will discuss each 
condition here separately.
4.4.2.1 Goal(s)
For any specific control situation, the relevant goal is determined by the organization, in 
particular by the goal of the organization and the organizational structure set up to reach that 
goal. In other words, the goal is determined by the organizational transformations to be 
performed and the distribution of transformations over subsystems that together accomplish the 
organizational transformations. This organizational goal is essentially what should be reached 
and should thus guide other transformations.
The ideal type modern organization is divided into subunits focused on specific parallel flows 
performing an independent transformation. These flows are again subdivided into segments 
again performing a complete transformation. Such a complete transformation contributes 
directly to attaining one or more of the goals of the organization as a whole. All these 
transformations performed are relatively homogeneous internally and relatively different from 
each other. Therefore, each unit will have different goals in performing their transformations, 
resulting in a high differentiation of goals between the various subunits. Within a unit, the goal 
is focused and relatively narrow.
In the ideal type traditional organization every unit is connected to every transformation. Thus, 
the units, in this respect, differ very little from each other. The tasks they have to perform are 
related to the goal of the organization as a whole. Within all transformations, subunits may 
perform a specific function or operation, where these operations are highly interdependent in 
attaining the transformation. Although it is possible to relate the goal of the specific unit to the 
performance of this function, instead of to the transformations performed by the organization 
as a whole, this is not desirable: only the interacting functions can result in the desired 
transformation and this is ultimately what should be achieved. The goals of several units are 
therefore relatively broad (because related to all transformations) and differ little between units 
(because all units are related to all transformations). Goals can be limited to functions 
performed, but because of the strong relation with other functions, this will lead to myopia and 
sub-optimization of so-called 'displaced goals' (De Sitter 1994). Therefore, goals of subunits in 
the traditional organization should be directly related to the organizational goals.
Summarizing, we can state that the more transformationally concentrated the organization, the 
more diverse and more specific goals should be in the control in local parts of the organiz­
ation.
4.4.2.2 Model
The model of the organization as a whole comprises every transformation performed and the 
environment relevant for each transformation. As we know, for effective control the actual 
model present for this control is related to the goal. Furthermore, the model represents the link 
between incoming data and the control measures. In terms of variety, a system can model 
certain categories of variety better than others, e.g., the number of interfaces and the variety
per interface can be modeled relatively easily. Also, the specificity can be modeled to a certain 
degree. The degree of instability can be modeled, but the actual instability cannot: by defini­
tion this type of variety is new. Hence, a model will anticipate certain categories of data and 
relate them to control measures.
In the modern organization, in every subunit the models for control should be related to the 
particular goal and thus to the particular transformation taking place. Therefore, the models 
will differ in the various subunits, where every model of each subsystem to be controlled is 
adjusted to this particular transformation. Within each unit, if no further differentiation accord­
ing to transformations is present, such a model will be relatively homogenous.
For the traditional organization, goals are broad and control is related to all transformations at 
once, for every unit. Therefore the model will be homogeneous for all units (and very complex 
too). Differentiation between models according to the various functions is possible, but 
because the various functions are highly interrelated, such differentiation will probably lead to 
suboptimization. Furthermore, it will increase the focus on each particular operation, losing 
sight of the transformation to be performed by the organization as a whole (e.g., the order). At 
a higher level in the traditional organization, where most decisions are made, it is even more 
important for the model to comprise the transformations as a whole. As said, the actual 
flexibility of the organization is present only at this higher level.
So, the more transformationally concentrated the organization, the more diverse and more 
specific models should be in the control in local parts of the organization.
4.4.23 Data
Whether sufficient data is available and what data is needed was discussed to an extent when 
controlledness was discussed. In that particular discussion, we spoke of the control 
information. As we already know, the difference between information and data is that the 
former is the result of processing the latter. So, assuming data processing is not an actual 
problem, we could say the requirement of sufficient data and requirement of sufficient 
information are comparable.
What type of data is actually required and what type of data is available? Firstly, the data 
required in the different types of organizations is closely related to the variety to be handled by 
the various (sub)systems. This is illuminated by the concepts of flexibility and controlledness. 
Secondly, the required data is related to the control measures available. If a system has certain 
control measures available, the effect of these control measures must be evaluated on the basis 
of the data gathered. So, the system’s flexibility raises the demand for data in controlling. An 
example of this type of data is the result in terms of lead-time of a product of switching the 
order of two operations in processing a certain external variety.
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Finally, the internal variety a 
system can generate, as far as it is 
not a part of the variety used as 
control measures, or controlled in 
another way, also determines the 
data required. An example of this 
latter type of data is 'a machine 
breakdown'. Figure 4.3 shows the 
various types of data. We now 
have three types of data that are 
required and of course all three 
must be matched by data that 
actually is available. The amount of data required and whether this data is actually available 
depends on the organizational structure.
The relationship between the first type of data (related to the external variety) and the 
organizational structure has been covered in our discussion of 'external variety' in section 2.5 
and 2.6. The derived qualities of the variety to be processed in the different types of organiz­
ations listed there are valid here too. The other two types of data (concerning control measures 
and internal variety) as related to the organizational structure will be discussed here.
In the traditional organization, the amount of data needed for each subsystem is relatively low, 
due to the relative absence of control measures: you do not need to know what you cannot 
influence anyway. Furthermore, data on the variety internally generated by the subsystem 
needs to be available but cannot be controlled either. Of course, a relatively high amount of 
data is still needed, due to the high external variety. Much data is also available on the particu­
lar operations performed, but this data is not really needed for the purposes of control, again 
because there are relatively little means for control.
Given the three types of data that are required, we can say that the amount of data needed for 
the traditional organization at the highest level in the organization is extremely high. First of 
all, the external variety to be handled there is very high. Additionally, the variety to be 
processed due to the control measures available is high, because at this level in the 
organization we can choose between a great variety of routings. Finally, the internally 
generated variety, as far as it is not already comprised in the control measures, is high, because 
subsystems are incapable of reducing internally generated disturbances themselves. As we saw 
when we discussed the controlledness of this type of organization, relatively little data is 
available at this level in the organization.
In the modern organization the external variety is of a different nature. In the subsystems 
interface variation, variation per interface and specificity are low and instability is relatively 
high (see section 2.6). Data on this variety is required and available. As a result, little external 
variety is present at high levels in the organization and therefore little data is needed. The 
number of control measures locally is relatively high, requiring much data on the effect of 
control measures. Additionally, internal disturbances can be controlled and data on these
be gathered.
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disturbances is required and available.
Summarizing, we can say that our previous discussion of the types of variety and of the 
concept of controlledness as related to the organizational structure, although less specific, 
generally covers the discussion on data required and available in the two types of organization.
4.4.2.4 Control measures
The required and available control measures have been most explicitly subject of the 
discussion on the construction of the production structure and the concept of flexibility. 
Therefore, we will not discuss this subject further here.
4.4.2.5 Data processing capacity
Whether there is enough data processing capacity is also dependent on the type of 
organizational structure, as we have already discussed at length. The type of organizational 
structure enables or hinders data processing without information loss. Any data processing 
strategies by themselves however are unguided and therefore need the context of control. Only 
when we know the type of data to be processed and more particular the variety to be 
processed, do we know how to actually shape our data processing.
Apart from the basic structural deliberations at the beginning of this chapter, the typical 
character of the control structure plays its part in the structural guidance of data processing. 
For example, where data and the human processor are not separated, processing will be easier. 
Furthermore, whether enough capacity is available also depends on the amount of data to be 
processed and thus on the variety to be processed by a system. However, the capacity is also 
dependent on the information systems available. Because the design of information systems is 
the subject of this book, we cannot specify in advance in what organizational type this 
condition of sufficient data processing capacity will be better satisfied in the end. Of course, 
we will come back to this subject in the rest of this chapter.
4.4.3 Conclusion and overview
As the discussion in this section shows, there is a match between the types of external variety 
and the design principles on the one hand and the conditions for effective control on the other 
hand. Therefore, we can regroup the structural consequences for the requisite and available 
variety from section 2.6 to these conditions for effective control, as shown in table 4.1. Note 
that in section 2.6 we assumed relatively high external variety to be present to highlight the 
differences between the traditional and modern organization. This assumption is made here 
too.
The data processing capacity in particular is partly determined by the production and control 
structure, but also very much dependent on the way the information structure is shaped. We are 
now ready to relate data processing to the organizational structure.
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Table 4.1 An overview of the consequences of different types of variety interacting with the 
organizational structure, grouped according to the conditions for effective control.
Characteristics Traditional organization Modern organization
Goals few, broad diverse, specific
Models few, general, diverse, specific, relatively
complex simple
Variety
interface variation high low
variation per interface high low
specificity high low
Data
Controlledness relatively low relatively high
Information required
locally low relatively high
generally high low
Information available
locally high high
generally low low
Additional variety 
instability
absolute: high low
relative: low high !
control measure related low high
internally generated not reduced locally reduced
Control Measures
flexibility relatively low relatively high
inefficient efficient
process variation required high low
proc. variation available relatively low relatively high
Data processing capacity
production & control structure low high
incl. information structure ? ?
4.5 IS-design and the organizational structure
We now have a clear view of the relationship between the production and control structure on
the one hand, and the conditions for effective control on the other hand. Hence, time has come 
to elaborate upon the one condition left to investigate further, i.e., the data processing capacity. 
Already we mentioned that some data processing is assumed and required and this data 
processing capacity will somehow have to be provided for. Here we will use the 'concept of 
informedness' introduced in chapter 3 to determine how the controllability can be improved. 
First of all, from the concept of informedness some general consequences for data processing 
in different organizational contexts can be inferred. After all, due to the specific production 
and control structure the options for the design of the information structure are limited. Hence, 
it will be more or less difficult to improve controllability.
The concept of informedness describes the balance between the required data processing 
capacity and the available data processing capacity. In this section we will therefore first 
discuss how to design information systems in such a way that the data processing capacity 
required is not needlessly increased. Next we will discuss the options open to increase the data 
processing capacity available.
The discussion in this section will provide us with a general idea of the design of information 
systems for various organizational types. In the next chapter, we will discuss the realization of 
these general ideas.
4.5.1 Consequences of the concept of informedness in general.
That the design of the production structure and the control structure should take precedence 
over the design of the information structure is important, because a traditional organization is 
not well equipped to cope with the external variety. Hence, the redesign of the traditional 
organization should be considered first. When confronted with high external variety, this type 
of organization will characteristically have problems with coordinating and arranging a 
response matching the variety. Although an information system should be able to support 
coordination for this type of organization, this requisite variety is fundamentally more difficult 
to match. Hence, often a mismatch between the requisite and the available variety will be 
present in the production and control structure. The very high demands made for the data 
processing capacity, very much higher than is the case for modern organizations, make a match 
between the requisite and available variety of data processing capacity much more difficult. 
Additionally, if anything, the introduction of an information system in the traditional 
organization will point out that the actual problem is not primarily located in the processing of 
data.
The requisite variety of process variation and information in the modern organization, on 
the other hand, is low and the information needed is present where it is needed. As a 
consequence, data processing should be less of a problem in the modern organization and 
information systems are less needed. So, if an information system is needed, it is likely that 
an information system can bridge the gap in data processing. Therefore:
Statement O1.
I f  the informedness is too low, the more operationally concentrated the organization is,
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the more difficult it will be to have an information system help in coping with the external 
variety.
As we noted already, people dealing with an operation as a part of a total transformation in a 
traditional organization will have great difficulty in understanding their function in the process 
as a whole. When building an information system for several functions, it is to be expected that 
an IS-designer will have similar difficulties. After all, as a relative outsider, he or she will have 
to deal with the total complexity of each function and their combination. When the system is 
built for one function, still the coordination (interfacing) with other functions will be difficult 
and he or she still faces the total external variety, as does every other member of an 
operationally concentrated department. Thus:
Statement O2.
The more operationally concentrated the organization is, the more difficult it is for the IS- 
designer to get an overview o f the total system to be designed.
In the operationally concentrated structure, the main difficulty is coordinating several 
operations or functions, whereas such coordination is relatively easy in the modern 
organization. The design of information systems in the context of the traditional organization 
will suffer from similar difficulties:
Statement O3.
The more operationally concentrated the organization is, the more difficult the mutual adjust­
ment o f  different functions in the IS-design.
So, although We could apply the general concept of informedness to the traditional 
organization in an attempt to increase the responsiveness of the organization, we can infer 
that the design of its production and control structure will not result in a match of the 
requisite and available process variation and of the requisite and available information. This 
by itself already prohibits an adequate response of the organization to its environment if the 
external variety is high.
Furthermore, because of the specific design of the traditional organization, a large amount of 
information available on processing variation is necessary. If the information available on 
processing variation is increased as much as possible, by a particular design of the control 
structure, this will cause a large requisite variety of data processing capacity.
Due to the complexity of the situation, it will be difficult to provide variety of data processing 
capacity that meets this requisite variety. This difficulty will have its effect later on, when we 
discuss measures to increase the available data processing capacity. In the particular situation 
of the traditional organization, it will be difficult to find measures that can cope with this 
complexity.
4.5.2 The requisite variety of processing capacity.
The idea of requisite variety of processing capacity stems from the more general notion that 
data processing should fit the control situation. This is by itself a specific case of the idea that
information systems, representing part of the data processing, should fit the situation they are 
designed for. However, this general idea does not provide us with explicit guidelines on what 
data processing capacity is needed. Taken more literally, the idea of 'fitting the particular 
control situation' implies that the data processing should fit the way the other conditions for 
effective control are fulfilled. The various conditions for effective control can naturally not be 
seen as fully independent. A model cannot be useful in a particular control situation if it is not 
related to the goal(s) of control. The goal, together with the possible states of the system to be 
controlled, also determines what can be considered a sufficient available variety of control 
measures. After all, formally, we want as many control measures as needed to bring the system 
from any state it is in to a desired state. Furthermore, the model determines what data is 
potentially useful, because, as we have seen, the ability to interpret depends on already 
knowledge available. The data on the system to be controlled is also closely related to the 
control measures, because the ability to select appropriate control measures depends on the 
variety as represented in the data. For the processing of data, combined with the other 
conditions for effective control, we can state similar relationships, indicating how data process­
ing capacity should fit these conditions. Because these relationships clarify the requisite variety 
of data processing capacity, we will investigate them further.
4.5.2.1 The goal in control and data processing
Just as the model of the system to be controlled is related to the goal in control, the data 
processing capacity is also related to this goal. Data concerning the system to be controlled 
needs to be processed in such a way that the status of the system in terms o f the achievement o f  
the goal becomes clear (Humble et al. 1992). If our goal is, for example, to produce five chairs 
of a certain type, most important data is whether this goal already has been achieved. 
Furthermore, we would like to know the status of several chairs in process. It is obviously less 
important to know how the tables in the neighboring unit are doing. Although often the goals 
of the various people involved in the design of an information system are collected at the 
beginning of the design process (e.g., Avison et al. 1992), they are rarely the focus of design. 
Often, one goal is selected to represent all possible goals of people involved, thereby ignoring 
deviating types of control. In general, in the design of information systems, such goals are 
neglected (Van de Ven 1993, p286).
In our example of chairs and tables, such neglect is created by grouping the goals of all units to 
the goal of 'making furniture' and by decomposing the processing of data, for example, 
according to the several operations of making furniture, such as sawing and painting. Such 
restructuring would obscure the overview of the status of the chairs in process.
4.5.2.2 The model in control and data processing
However wrong the model used in control might be, it still is used to determine the effect of 
potential control measures available. Therefore, it is vital that the processing of data fits this 
model. Furthermore, we cannot know beforehand whether our model is correct. The 
relationship between the model in control and data processing becomes even clearer, when we
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recollect that the data itself should fit the model. Of course, it is essential that, after data has 
been processed, this relationship still holds. This, however, does not mean that data or data 
processing needs to be consistent with the model. If data is available that is inconsistent with 
the model, we want to know about it, so our model can be adjusted (De Leeuw 1986, p112). 
Models themselves are related to the specific control situation in question, so, for the same 
system to be controlled, different types of control may result in different models. For instance, 
the table-production unit might see our chair unit as 'a spare capacity to use when one of our 
machines breaks down', while we in our unit see it as 'five subunits producing chairs with 
certain characteristics'. Even when at a certain place and time our goals are equal, say for 
example when we represent our unit at a higher level where the collective goal is 'making a 
profit in the furniture business', we still might see our unit different from others.
The way data is processed will differ according to the view of the system to be controlled.
4.5.2.3 Data and data processing.
In an organizational context the data, which needs to be processed, can be analyzed from 
different perspectives. It can be analyzed by looking at the source of the data, or by the type of 
data, for instance, the different types of variety it contains. We know that for any 
organizational (sub)system data can be created in its environment or within the system to be 
controlled, but this distinction does not seem to highlight essential characteristics of data 
relevant to its processing. Whatever form the data is presented in, the processing should not 
lose essential variety (Beer 1979). As said, this variety can also be contradictory to the model. 
Furthermore, data may be inconsistent and incomplete. Data processing fitting the data is 
probably the most difficult to fulfill, because we can never know in advance what variety we 
will have to cope with. So, data processing must be prepared to process all kinds of variety. 
Although this statement is of foremost importance in the design of information systems, 
because it is of course the data that is being processed, it is of a very general nature. As we 
saw in the previous section, variety can be divided into a whole range of categories. These 
categories express the types of variety the system is confronted with and the amount of data 
that is to be processed in a certain span of time.
First of all, the processing of data should fit the various interfaces and the variety per interface. 
Data processing can provide this fit in our example by permitting, e.g., classification of chair 
types according to height, color, model or fabric, related to the various clients. The processing 
of such data also depends on the specificity of both the result and the operations. If the data 
processing fits the model, obvious categories of variety will be covered. Most difficult, howev­
er, is the processing of instability, i.e., those characteristics that are new and consequently not 
formalized. In our example such instability could be, for instance, a special chair with a hole in 
the middle, with a longer seat or needing special operations and deviating lead times. 
Especially such demands require that the data processing is flexible itself. This implies that 
data processing is capable of handling instability not processed in a standard fashion, both in 
terms of representing data while processing it (the input side) as in terms of representing data 
when presenting it (the output side). The latter is important because data processing done or
supported by information systems always implies that at some point data has to be conveyed 
from the supporting system to the human data processor. If no information loss is to occur, the 
variety of this transfer should be equal to the variety of the input. Whether the transfer satisfies 
this demand, depends mostly on the quality of presentation by such an information system.
The particular strategies used to satisfy this requirement are subject of section 4.5.4, 'The 
available variety of processing capacity'.
4.5.2.4 Control measures and data processing.
The explicit inspection of the relationship between the control measures on the one hand and 
data processing on the other hand does not add a great deal, because in many ways the 
previous sections have dealt with this relationship indirectly. Generally, the model serves as an 
intermediate for the data processing and the control measures, because data processing that fits 
the model should automatically be able to represent the control measures. Additionally, the 
data represents the outcomes of the control measures. The two different types of control we 
distinguished in chapter 3, we also need to distinguish here, because of their very different 
effect in the processing of data. Whether the control is directed to the internal system or the 
external systems should make a great difference for the processing of data. What makes 
external control different from internal control and why external control is not just another 
control loop' was discussed in chapter 3. As we saw there, key issues in distinguishing the 
control situation for internal control and external control are:
• The difference in the system to be controlled results in a different set of control measures 
to be applicable and other data to be important.
• External control will most often interact with internal control: the result of external 
control sets the conditions for internal control.
• This interaction can be used to extend the set of control measures in external control, by 
using functionally equivalent internal situations as external control options.
• Functional equivalence which can be used externally is in the typical (internal) control 
situations normally hidden, instead of exploited.
To illustrate the above, we will use our chairs and tables example. When we are part of the 
chairs division and the tables division is part of the external control situation of our division, 
we need a model, control measures and data of that particular system, because it is a different 
system from the system we are controlling when performing internal control. Not only that, but 
suddenly our view of our own system might change. For example, we might view as relevant 
within our chairs division the different sets of machine capacity we can offer to the tables 
division that will leave the current output of our own unit unchanged. Offering this machine 
capacity might just be the control measure we are looking for in attaining our goal of external 
control, for instance, if the tables division is willing to do a trade-off because they desperately 
need this capacity. Internally, such an offer will have a limited effect, because it leaves the 
output of the unit unchanged.
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It is especially this different view on otherwise functionally equivalent internal situations, 
which puts additional demands on the data processing capacity. It requires that the same 
variety, which may be reduced in one control situation, is to be highlighted in another 
situation.
In chapter 3 another perspective on different types of control measures was distinguished, 
where control measures are used to revise the control situation itself. In that chapter we 
noted that:
• Revision of the control situation creates the dynamics of the control situation.
• Revision of the control situation is a shift of control to a higher level of abstraction.
• Revision of the control situation will revise goal and model in the control situation.
As a result:
• Data gathering aimed to support this revision is highly unstructured and
• Data gathering to support control given a goal and model needs to be revised.
In the external control situation, there will more often be a different power balance (i.e., a 
lack of control measures), requiring control measures that review the control situation itself.
How the specific processing of data in this revision process may differ from data processing 
on other situations can be made more explicit. In our attempt to infer the data processing 
needed, we will focus on the situation where a system, which we will refer to as our system of 
reference, is greatly dependent on systems in the environment. This dependence may be 
assumed because an ineffective control situation led to the review of the control situation itself. 
Therefore, in order to resolve the ineffective control situation, the system now depends on 
these other systems.
The situation where the system is highly dependent on its environment is best described by a 
negotiation situation. For this type of situation, there is something to be learnt from others, who 
studied for example low-high negotiations, or group negotiations (Kickert 1991).
Negotiations
As we already noted in the discussion of the difference between internal and external control, 
whenever interaction occurs, we can generate extra control measures by using the internal 
leeway and search for functionally equivalent options in other domains. These options can 
result in changes in the domain where control is difficult and thus facilitate control. Control 
can at this meta-level be viewed as the alignment of partially conflicting goals.
A negotiation situation is often characterized by a gathering of delegates deliberating with each 
other, while they each represent other groups in the deliberation. This representation generates 
exactly the type of interaction between internal control (within the group) and external control 
(between delegates) described above. Therefore, the choice between internal functionally 
equivalent options in one group to attain the goals in another is a strategy that can be applied 
here.
Furthermore, often in negotiation situations additional, mainly procedural strategies are used.
Control measures of this type that can be used are (compare to Koningsveld & Mertens 1986):
- The encouragement of collective negotiations: emphasizing that the search for a desirable 
situation should be done by the different participants together. This strategy is especially fit for 
situations where the negotiating parties have unspecific, partly conflicting goals. Cooperation 
can enhance the search for mutually beneficial solutions.
- The encouragement of strategic negotiations: by this strategy competition is encouraged, 
which can be useful given a collective goal.
- Progressing according to a specific sequence of steps in the mutual adjustment, beneficial to 
attaining the goals, or determining deadlines before the actual negotiations start. (Such 
measures relate to the control of negotiations as a phase system (Kickert 1991)).
- Making specific strategies used by several parties explicit, if they are obstructing the attaining 
of a goal.
- Threats with measures in another realm.
- Searching for package deals, where the mutual adjustment in aspect systems is combined 
(Klijn & Teisman 1992, Kickert 1991).
Apart from these procedural measures, another type of control measure in this case would be 
setting constraints, because a direct influence on the outcome is difficult.
The situation of ineffective control thus seems characterized by indirect or procedural control 
measures and a flexible starting point for the control situation, due to the uncertainties present. 
The consequences of such an approach for information systems can vary. Based on the above, 
three considerations can be specified:
1. The requisite variety of various parties involved in the mutual adjustment process by 
negotiation can be fitted together. This should result in collective data processing 
synchronized with individual data processing done by the several systems.
2. Data processing can support handling procedural (meta) variety in the mutual adjustment.
3. Apart from the regular data to be processed, the range of possibilities available, as defined
by collective goals and the constraints and assumptions present, should be made explicit. 
In this way the data processing allows for more maneuvering space by providing for the 
possibility to drop constraints and/or assumptions.
Finally, the (result of the) dynamics of the control situation require that not only instability can 
be processed but that the assumptions underlying the current data processing function itself are 
subject to change.
Whether control measures that revise the current control situation are present in the specific 
control situation, depends of course on the design of the production and control structure.
4.5.2.5 Conclusion
In this section, we investigated the relationship between the consequences of the organizational 
structure and data processing. The concept of informedness made clear that the organizational 
structure creates demands for the variety of the data processing capacity. Using this concept,
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we could directly derive three statements concerning the organizational structure and IS-design 
in general as treated in section 4.5.1.
In chapter 3, the conditions for effective control served as a framework for the definition of the 
information systems structure from an organizational perspective. The conditions for effective 
control could be used in this section too, to specify the demands made by the organizational 
structure. This resulted in a description of data processing from the perspective of the 
organization design.
Now, it is only a small step to the design of information systems that support control in specific 
organizational structures. After all, we only need to differentiate the demands made for the two 
extreme organizational types described earlier. Additionally, note that this section only 
considered the requisite variety of the data processing capacity, which is only half of the 
concept of informedness. Explicit strategies to increase the available variety of data processing 
capacity have not yet been discussed. Both topics will be discussed in subsequent sections.
4.5.3 Requisite variety specified per organizational type
Recapitulating, we now know how the traditional organization and the modern organization 
differ in terms of the conditions for effective control. Additionally, we know what 
requirements the conditions for effective control pose for the data processing capacity in 
particular. Combining these two, we should be able to infer the relationship between the 
organizational structure on the one hand and the data processing capacity on the other hand. Of 
course, relating the IS-design to the organizational types needs to start with the requisite 
variety of data processing capacity. This capacity is required by the specific production and 
control structure as elaborated in section 3.6. In section 4.5.4, we will discuss the available 
variety of data processing capacity.
Specifying the requisite variety of data processing per organizational type is fairly 
straightforward, due to the work done in the previous sections. Here we only need to specify 
the relationship between the dimensions of control and the requisite variety of data processing 
in section 4.5.2, using the inferred differences in variety per organizational type as treated in 
section 4.4.
In this section we will discuss these various dimensions of control, for which the conditions for 
effective control were used as a framework and discuss them one by one.
4.5.3.1 Goals
Using Table 4.1, we know that modern organizations have more diverse and more specific 
goals in the control at local parts of the organization. We also know that the data processing 
should reflect these goals, which results in the following statement:
Statement R1
The more transformationally concentrated the organization is, the more attention the IS- 
design should give to diverse, more specific goals in local parts o f the organization.
Such a view should result in different approaches for different units, versus one uniform
approach. As the goals of various units differ more, different data is dominant and thus at the 
center of the design. An example of such differing units can be found in a fictitious two-unit 
factory, where one unit produces for the low end market (uses a cost focus) and the other unit 
on the high end (uses a quality focus). Even when the data gathered by the two units is the 
same or when initially their products are equal, the key factors for control will differ. In the 
first unit, the composition of the price needs to be more explicit and in the second unit, the 
quality margins and the customer feedback are emphasized. Even when both units say that both 
cost and quality are important, the difference will be obvious and should be so in the design of 
an information system.
4.5.3.2 Models
Likewise, we can conclude for the models of the situation that are present locally, that the 
modern organization ideally will have more diverse and specific models locally. Data 
processing should fit the models used in a control situation and thus:
Statement R2
The more transformationally concentrated the organization is, the more attention the IS- 
design should give to diverse, local models o f  the external variety.
The difference in goals in our cost/quality example above may eventually lead to different 
models. When in the particular example we would choose for a more complex, uniform model 
for different units, for each unit such a model would consist of various meaningless categories. 
For example, when a cost strategy is relevant, the quality related field: "favorite parking space 
of customer" might not be relevant. In practice the presence of meaningless categories will 
lead to pollution of databases, because there will be a temptation to use such categories for 
other purposes. This problem adds to the unnecessary complexity that will inherently be 
introduced by such a model.
4.5.3.3 Data
The situation concerning the data to be processed is a bit more complex. Of course the data 
comprises the variety represented in the model used in the particular control situation, resulting 
in the statement R2 mentioned above. Additionally, also the instability needs to be processed. 
As we already concluded earlier, in the absolute sense, the instability in the traditional 
organization is higher. However, relatively speaking, the modern organization will be capable 
of perceiving more instability and controlling it. Such instability requires flexibility in the data 
processing and variety in the interaction and presentation of data to the human data processor. 
Therefore:
Statement R3a
The more transformationally concentrated the organization is, the greater the need for 
flexibility in the processing o f data in the IS-design.
Statement R3b
The more transformationally concentrated the organization is, the more carefully attention 
should be given to the way data is presented to the human data processor.
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A possible approach to support statement R3a would be to introduce free text fields in a 
database, to provide for means to represent additional variety, or to explicitly provide for a 
parallel, non-automated flow of data.
Statement R3b can be facilitated by enabling users to confront various data categories or, e.g., 
by allowing graphical representation.
4.5.3.4 Control measures
In discussing the relationship between control measures and data processing, we mentioned 
that we should distinguish between internal control and external control, because different 
control measures apply in these domains. Hence data available needs to be processed in a 
different way. Furthermore, we noted that we need to be able to revise the assumptions upon 
which the current data processing is built. This is necessary as a result of the continuing 
changes created by applying control measures influencing the control situation as a whole.
In the traditional organization, the control measures locally are almost non-existent, both 
internally and externally. In the modern organization, however, the internal control measures 
are dominantly present. Furthermore, the external control measures are indeed of a totally 
different nature, compared to the internal measures. The difference between internal and 
external control exists due to the autonomy of local units. Moreover, in the modern 
organization, the possibilities of revising the relationship with the environment, resulting in a 
different control situation are much bigger than in the traditional organization. Due to the 
relatively strict boundaries present in the traditional organization the latitude for revision is 
low. In the modern organization these boundaries can be revised by the local units on each side 
of the boundary. Thus:
Statement R4a
The more transformationally concentrated the organization is, the greater the difference 
between inter-unit and intra-unit coordination in the IS-design. 
and:
Statement R4b.
The more transformationally concentrated the organization is, the greater the need for 
detection o f  changes in assumptions underlying current IS.
To be able to detect such changes in assumptions, the assumptions at least have to be made 
explicit. Assumptions made in the design of an IS often remain implicit, despite our efforts to 
do things otherwise. By brainstorming about the assumptions made, we at least can make as 
many as possible explicit. By focusing on the function of the IS within the organization, taking 
the organization as a starting point, we can try to evade undesirable assumptions. Finally, if 
assumptions are made more explicit by means of the tools used, we also can further this 
statement.
4.5.3.5 Conclusion
Control requires data processing fitting the control situation. The conditions for effective 
control make it very clear what requirements in general terms should be fulfilled.
When control is very problematic, dependence on external systems and uncertainty increase 
and thus the complexity of the situation increases. Whenever possible, the processing of data 
should be able to keep up with the changes in control that result from this situation. The 
dilemma between structuring (freezing) and flexibility reveals itself once again (Jansen & 
Jägers 1992). It all boils down to structuring that which is least subject to change and at the 
same time keeping an open mind for change even in those realms.
Generally speaking, data processing for the traditional organization should be of a more 
general nature to satisfy the needs present locally. Additionally, data processing should stress 
the variety implicit in the different types of transformations. Data processing in the modern 
organization can be much more specific for various organizational parts and help to identify 
the instability related to every individual transformation. So, even when we are able to infer 
some very general statements on the requirements of control for data processing, these 
requirements can be met in very different ways.
This concludes our discussion of the requisite variety of data processing capacity. Because the 
requisite and available variety are each other’s counterpart, at several points in this section we 
already referred to increasing the available variety in data processing capacity. We will next 
discuss this subject extensively.
4.5.4 The available variety of processing capacity.
Available variety should match the requisite variety and specific measures to increase the 
variety available are therefore only indirectly related to the specific organizational structure. 
The organizational structure will only partly guide the design of measures increasing the 
variety available. Increasing the available variety of data processing capacity is an option, 
whereas our discussion of the requisite variety implies the presence of requirements. 
Therefore, in this section we will rather be discussing strategies and as opposed to statements 
in the previous section. However, due to the integral approach chosen here, there are general 
principles that will guide the inference of strategies to increase the variety available.
Because increasing the capacity of data processing available is about optimizing the data 
processing functions, given the requisite variety, we will focus here on our data processing 
model (DP-model) as presented in the previous chapter. First, however, we have to determine 
the relationship between the 
information system and the data 
processor. Figure 4.4 sketches 
the information system in the 
DP-model, positioning the 
information system in the 
channel of the DP-model (Vriens 
1995). For the individual person 
processing data, it is clear that 
the information system cannot be
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part of any function within the data processor itself. For an organization or parts thereof in 
general however, each data processing function consists of several communications within the 
organization, for which the information system certainly can serve a purpose. When discussing 
each separate function, we will also consider composite systems.
Essentially, increasing the data processing capacity available, using information systems, is 
about supporting the following functions of the data processor:
- receiving,
- decoding,
- interpreting,
- coding and
- sending,
in a network situation. Note however, that information systems are part of the channel in the 
data processing model. As a result, any effect on these functions stems from modification of 
the signal in this channel and therefore it is likely that any measure to influence one function 
can also influence the other functions. For instance, if receipt and sending are blocked, support 
of the other functions becomes irrelevant and if interpretation is facilitated, the code used to 
facilitate this can be so complex that decoding is hindered. It should be possible however to 
choose measures without unwanted side effects (e.g., by not changing the code when 
supporting interpretation, or facilitating decoding simultaneously.
Here, we will discuss the support of the various processing functions. After all, an information 
system can provide its support best if it supports directly the data processing itself.
4.5.4.1 Support o f  receipt and sending o f data.
The support of the receipt of data can take several different forms. A first approach would be 
the use of information systems for an abstraction in place and time, permitting persons not at 
the location of the sender or not on the time of the transmission to receive the particular data 
(Vriens 1995). Systems that primarily give this type of support are, for instance, E-mail, 
archives, logs or messengers. These systems are, however, out of the scope of this study 
because of their simplicity. The abstractions these systems perform can be recognized in other 
systems we will discuss.
Furthermore, information systems can increase the receipt of data by simply not blocking this 
particular data. Such a suggestion seems almost trivial, but in many automated systems the 
'structuring' of data by selection is seen as of prime importance and thus the loss of information 
can occur. Another approach to the structuring of data would be to transform instead of select 
data. In this way the proper emphasis can be given to the really important data (specific data 
can be highlighted) without actual information loss. This particular form of support will be the 
subject of the two following sections.
When systems are perceived in the context of a larger network of systems, the data processing 
model that accompanies this situation is more complicated. This more complicated model does 
not result in additional consequences for the type of support. The parallel flow of data does not 
have any coding independent or interpretation independent characteristics, certainly not when
INTEGRAL DESIGN OF CONTROLLABLE ORGANIZATIONS AND INFORMATION SYSTEMS 
we ignore abstractions of time and place in this context.
Until now, we have discussed the receipt of data in particular, leaving the sending of data. 
Sending and receiving, however, are two sides of the same coin. By sending, the sender 
pursues the receipt of data by a particular system. The transformation of data as opposed to the 
selection of data facilitates the actual communication taking place and therefore facilitates both 
the sending and the receipt of data.
4.5.4.2 Support o f  the coding and decoding o f data.
Support of coding and decoding of data is more dependent on contextual factors (included in, 
e.g., the code). Hence, it is more difficult than the support of receipt and sending of data. As an 
extension of the ideas presented above, decoding can be supported by transforming data in 
such a way that data can be coded and decoded more efficiently. The sender codes the data and 
simultaneously partly determines how efficiently the data can be decoded. Hence, there is a 
clear connection between the support of coding and decoding. A support tool for (de)coding 
therefore is primarily concerned with recoding, i.e., the translation of the message to a 
different, more suitable code. Recoding will permit the transmitted data to be coded in an 
efficient format for coding and the received data to be in an efficient format for decoding. 
Recoding should of course be done without loss of information.
In terms of automated systems, 
this means that data should be 
presented differently or arranged 
differently (for example by 
creating a zoom-in function, see 
figure 4.5). In terms of mathe­
matics, recoding is the applica­
tion of a function to the data.
Such a function may be partial.
From the previous section it fol­
lows, however, that the total 
range of the functions available 
should be isomorphic to the 
original set of data to avoid loss 
of information.
Due to the network character of 
the flows of data, the nature of 
the recoding activity can differ 
for each system from which data 
is decoded. For each system, for example, the recoding could stress those things that can differ 
independently of other systems.
A second possibility to support (de)coding of data is offering facilities to translate parallelism 
to a sequential iterative digestion of data. Parallelism here refers to the synchronous decoding
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of signals from the environment of a system, as shown in figure 4.4. Such facilities should help 
in the search for a sequential digestion that does justice to the mutual dependencies between 
flows of data. Thus, these facilities would be consistent with the network perspective used 
here.
Finally, recoding can be used to stress those strictly parallel elements in the flow of data, 
enabling a directed search for combined solutions in the process of mutual adjustment between 
systems.
The facilities mentioned above, can be offered both in the stage of coding and in the stage of 
decoding of data. In the coding stage automated functions can facilitate in a simple fashion the 
efficient coding of a specific message, even by sometimes adding additional code in the coding 
process (a kind of 'shorthand'). In the process of decoding, these same facilities enable a fast 
translation of data to an internal representation.
4.5.4.3 Support o f  interpretation
The interpretation of data is, as we have seen, the positioning of data in the context of an 
existing frame of reference. Theoretically, this activity can be supported by representing parts 
of this frame of reference externally. At the same time, there is a certain risk to such a 
representation, because the variety to be represented in that case, is not just the variety of the 
incoming data. The variety of the already present knowledge also needs to be represented. 
Interpretation in so far as it is represented externally should not be forced upon the interpreter. 
In practice, such an interpreting system each time shows a lack of sufficient variety (Clancey
1993). The cause of this lack of variety can be found mainly in the inability of information 
systems to represent human knowledge in general.
If this restriction is accounted for, interpretation can actually be supported by at least 
describing the contours of the frame of reference. As a consequence, it should be possible to at 
least give an indication of the way new data could fit the present frame of reference. 
Furthermore, for specific parts of this frame of reference precise models could be possible. It is 
of prime importance however that creating the impression of completeness of such a model is 
avoided.
Furthermore, interpretation is also positioning data in a frame of reference, in order to be able 
to adjust the framework itself. Therefore, the representation of any models in information 
systems should be adaptable. Because the full complexity of interpretation is contained in this 
adaptation, the actual adaptation cannot be fully automated.
At the same time, interpretation can lead to the selection of messages to be sent. Here also the 
complexity of interpretation is exposed, again suggesting that the actual decision principally 
cannot be made by the supporting environment. Of course partial interpretations are possible, 
greatly improving the efficiency of the process of interpretation.
Apart from the previous constraints, it follows from the model for data processing, that the 
frame of reference represented is specific to the data processor. Hence, the means for support
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Finally, the disentanglement of the various flows of data to some form of sequential 
processing, as already indicated previously, is especially for the interpretation activity a useful 
operation. The perceived complexity of the flows of data after all depends heavily on the 
complexity of the already present frame of reference of a system. The disentangling therefore 
can also be done in the interpretation. For the existing frame of reference, it is useful to search 
for strictly parallel and potentially sequential or iterative requirements for mutual adjustment.
4.5.4.4 Synergy
Apart from the general systems view on the support of the various activities performed when 
processing data, we need to know how such support can be related to the subsystems of a 
system of reference. In other words, we need to know how the subsystems are supported that 
perform the various actions, which together comprise the data processing function on a higher 
level of abstraction. As we saw in the previous chapter, there are, generally speaking, three 
synergetic effects. These effects are the distribution of data as an element of the common 
decoding by subsystems, the harmonization o f interpretations and the coordination o f  coding 
activities between subsystems. These activities can be actively supported. Often, organizations 
are already structured in such a way that such activities are facilitated. Consider, for instance, 
the operational group, as discussed in section 4.3. In this group, several task groups are 
represented. Such meetings simplify the distribution of data for mutual adjustment of 
subsystems.
The distribution function can be supported by supporting the choice of who gets what data, 
using a distribution model. The same kind of model can be used in the mutual adjustment in 
the interpretation. The synergy in the interpretation can be further increased by representing 
common knowledge by use of models. Knowing that specific knowledge is common can 
further enhance mutual adjustment.
The coordination of coding activities can be supported by the introduction of certain standards, 
a common language or the 'shorthand' introduced above.
Note that the processing of data by a system is more than the interpretation of data in a 
framework that is common to the various subsystems. A view on processing of data that is 
limited to a common framework would minimize the processing capacity of a system to less 
than the capacity of any of its subsystems.
4.5.4.5 Summarizing the strategies mentioned
Increasing the processing capacity available by use of information systems can have many 
manifestations, only partly dependent on the type of organization supported. In general we can
13 Of course, the frame of reference of various data processors will show much overlap, especially 
when such data processors process data concerning the same objects or in similar contexts.
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deduce several measures to increase the variety of data processing capacity available:
Strategy 1
Not ignoring data or not obstructing the access to and processing o f certain data will increase 
the data processing capacity.
Strategy 2
Transforming data (instead of selecting data), possibly including the delay or movement of 
data will increase the data processing capacity.
Strategy 3
Perceiving the transforming o f  data as the recoding o f  data results in the reframing o f data for 
the appropriate context and increases the data processing capacity.
Strategy 4
In a network situation special emphasis can be given to independent, sequentially dependent 
or parallel data.
Strategy 5
By modeling for a specific relationship, the interpretation o f a processor can be supported. 
This modeling is the external representation o f processor specific and limited knowledge. 
This model should be adaptable (see section 4.5.4.3).
Strategy 6
Creating options for the structuring of the distribution of data in a system can support the 
decoding o f data in a systems context.
Strategy 7
Creating options for the structuring of the distribution of data in a system can support the 
mutual adjustment of subsystems.
Strategy 8
By emphasizing common knowledge harmonization can be supported.
Strategy 9
By use o f coding standards and templates the efficiency o f coordination can be supported.
The nature of this set of strategies is such that they claim a possibility, as opposed to the 
previously introduced statements that claim a requirement. Therefore, strictly speaking, these 
strategies are supported if one case is found where the suggested measure is applied. The range 
of situations where these statements may be applicable grows, if more cases can be found. 
Multiple cases supporting the strategy also increase the validity of the observation.
4.5.4.6 Relation between the organizational structure and strategies for increasing data 
processing variety.
All of the strategies presented to increase the available variety of data processing capacity are 
options. In other words, an organization can choose to use these strategies to improve on the 
available variety in data processing capacity. Of these strategies, the strategies that are 
concerned with a network of systems will be easier and more effective in a modern organiz­
ation. It is the specific structure of this type of organization that permits the use of synergy 
between subsystems (de Sitter 1994). Such an organization permits distribution of data and
mutual adjustment in harmonization there, where most variety is processed: in the semi- 
autonomous task group. In the case of the modern organization, we might expect a direct effect 
of the organizational structure combined with the particular strategy on the available data 
processing capacity.
However, it is not established that the strategies concerning the increase of the available data 
processing capacity will not have some effect in the context of the traditional organization as 
well. In a relatively stable environment, some of these strategies could just provide the data 
processing capacity needed to manage incoming variety.
Please recall the general statements O1-3, which concerned the relationship between the 
organizational structure and any design of information systems. Statement O1 expressed that 
IS-design - and therefore the strategies mentioned here - will probably be more effective in the 
context of a modern organization.
We will not specify more explicit relationships between the organizational structure on the one 
hand and the strategies on the other hand. The reason for this choice is twofold. Firstly, the 
statements O1-3 cover all strategies at once, reducing the need for explicit statements. 
Secondly, organizations are free to choose between various strategies to increase the available 
variety of data processing capacity, which makes it difficult to find such relationships.
4.5.5 Conclusion
We now have set of statements and strategies on IS-design. The statements concern IS- 
design as it is related to organization design. All these statements refer to the function data 
processing has in the organizational context, as opposed to the technical solution that would 
provide for such a function. Deliberately, this realization of the function has not been the 
starting point of our discussion, because such a view would result in a too limited scope of 
the study. After all, such a view most likely results in a focus on technical features of and 
differences between various solutions.
The strategies describe the options open to organizations to increase the available variety of 
processing capacity. Again these are of a very abstract nature and fully independent of the 
chosen realization.
Even though such abstraction may help to focus on the core characteristics of information 
systems, the resulting statements and strategies will be of limited practical use. The next 
section will help to translate the statements and strategies to actual realizations of information 
systems.
4.6 Realization
One of the objectives of this book is to present guidelines to the design of information 
systems in the context of integral organization design. In the previous sections, we have 
learnt that on the one hand various prescriptive statements can be inferred about the design
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of information systems in the context of specific organizational structures, and on the other 
hand we have inferred how the available variety of data processing capacity can be 
increased by specific support of data processing functions. All this prescription however is 
of a very abstract nature and does not answer the question of how to design information 
systems satisfactorily. In this section we will come to more practical guidelines. In section
4.6.1 and 4.6.2 we will subsequently elaborate on each prescriptive statement and strategy 
inferred earlier. This will show directly the relationship between the statements and 
strategies on the one hand and (partial) choices in information systems design on the other. 
Note that still these translations will be relatively independent of the technology chosen. 
Although where possible examples using concrete technology will be given, the rate of 
change in information technology is still such that guidelines including technology 
directives would be outdated on the printing date of this book.
In section 4.6.3, these fragmented guidelines are reorganized to a coherent approach to 
information systems design as part of an integral organization design. This approach aims to 
support practitioners in integral organization design in their specific organizational context. 
The theory presented here is of a prescriptive nature, but it has been developed iteratively 
during and using the empirical work presented in the chapters 5 to 7. For reasons of clarity, 
we have chosen to present the developed theory and our empirical research separately.
4.6.1 Translation of statements.
The translation of the statements from the previous section 4.5 to more concrete guidelines will 
show that specific realizations can add to the translation of more than one statement. Apart 
from the need for a sequence in the design, this is another reason to restructure the practical 
guidelines to a coherent approach in section 4.6.3.
4.6.1.1 Attention for diversity o f  goals.
Fulfilling the statement referring to the attention for the diversity of goals can be done by just 
paying attention to such diversity in the context of a modern organization. Thus, local units 
that are different enough to have different goals, which should be the reason for 
parallellization, should 'own' their information system. We can think of six different ways of 
dealing with the diversity of goals, of which the first five indeed take account of the diversity 
to some extent. The different approaches are presented here in the order of the degree that they 
increase the differentiation according to goals14:
14Please note that the various approaches do not exclude each other. For example, cloned systems may be 
combined with locally controlled systems, thus providing for the static and dynamic differences between 
units.
1. Fully independent systems. Creating 
independent systems, which may communicate to 
a certain extent, does the most justice to the 
diversity of local goals because each system can 
be tailored best to the local situation. Designing 
fully independent systems is historically often 
done. However, it is most often referred to as 
risky because of a too high isolation of such 
systems. In the modern organization, these risks 
may be limited because of the autonomous nature 
of subunits. If various systems need to communi­
cate, the complexity of interfacing such systems,
nevertheless, is high. If external routine 
coordination is still relatively high, this may result 
in another approach called:
2. Cloned systems. Starting with a system for one 
unit, such a system may be 'cloned' to fit another 
unit. The approach may be repeated and result in 
several, slightly different systems, stemming from 
one 'parent' system. Such a system will do justice 
to many local variations, but the central core will 
allow for interaction between various systems. An 
additional advantage of such an approach is that 
mutual learning between local units in the IS- 
design is encouraged. By using so-called 
'templates' (see, e.g., Hofman & Rockart
1994) this process can be supported. When 
using templates, certain general programs are 
developed that each time can be fine-tuned to 
the particular situation, using parameters or 
ad-hoc changes15. This approach is especially 
suited for various parallel flows producing 
different but similar products.
3. Locally controlled systems. Even if there is 
an initial uniformity in the system, the local 
unit can control the development of an 
information system in later stages. Thus, the
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Locally controlled systems example: Different 
distribution centers are organized around an 
administrative core. Because all centers need 
tracking software, barcode scanning, 
warehousing functionality, communication 
facilities to the administrative core etc. the 
information systems could be very similar, 
even though they each had their own 
requirements for the regional markets and 
local management. Initially, there were many 
change requests, because of a too uniform 
start. This gradually improved.
Cloned systems example: In a project 
based organization most of the work is 
done in large projects spanning several 
months to more than a year. Information 
support for each project is grouped in a 
project specific IT environment, which at 
the start of the project is generated using a 
standard template. This environment is 
then tailored to the specific project needs.
Fully independent systems example: In an 
insurance company, the life insurance 
division and the damage insurance division 
historically have fully independent systems. 
Within the life insurance division different 
products or product flows have different 
independent systems. Some of these 
systems are not interfaced to other systems 
at all: Even monthly consolidation is done 
manually. As a result, these systems can 
remain relatively simple.
15 So templates in this context does not just refer to fill-in forms, but may include IS-functions, IS- 
procedures, IS-objects, screen styles, queries, interface definitions etc. etc.
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unit is allowed to tailor the system to its 
needs. This approach is similar to the 
previous one, but initially the various local 
systems can be more similar. Such system 
growth may be controlled by allowing for 
several local increments as extensions of the 
original system. This approach allows for a 
dynamic support of diverse goals.
4. System differentiation. Within a mostly 
uniform system, various views are 
specifically developed for each local unit.
Thus, virtually different systems are created.
Optionally, these views can also be provided 
to other local units. In practice, such a 
system consists physically of one datamodel, which provides the integral nature of the system, 
but due to the so-called 'views', for each local unit the information system can be fine-tuned 
(Nissenbaum 1994, Date 1981). Such a differentiation may be extended to specific facilities 
available only to specific organizational units.
5. Uniform information systems, but with tools for 
local differentiation. When using this particular 
type of system, the diversity of local goals is not 
translated to a diversity of various systems but to 
diversity of systems use. The demarcation 
between the two types of systems is however 
difficult, especially because what in one system 
belongs to the system design, may in a next system 
be considered a feature of an unchanged system.
6. A fully uniform information system. This system 
is characterized by no differentiation to different 
goals at all. The system will have the same 
functionality throughout the organization. Hence 
various organizational parts are not considered to 
have specific properties worth a representation in 
the information system. A disadvantage of such a 
system is that it will consequently not support 
specific properties of organizational units. An 
advantage would be that the system does not 
require differentiated maintenance and people 
moving in the organization need no additional 
education to use the information system in their 
new workplace.
Uniform, locally differentiated tools 
example: In the case of a large paper 
publisher, one advertisement system was 
launched for the administration of all 
customers and sales. Each newspaper 
could for example use local query, 
reporting tools and spreadsheets to extend 
on the system functionality.
Uniform systems example: To support the 
management of many regional yards, one 
common system was developed. 
Important drivers for the design of this 
system were a need felt at the top of the 
organization for increased standardization 
and control. The system found quite some 
resistance in the local yards, because it 
was felt to be inadequate to represent 
local needs.
A system differentiation example: A 
commodity trading company consisting of 
different parts trading different commodities 
uses one central system for their trading 
administration. All units use the same 
reference data for stock locations, currency 
rates etc, but define their own products, 
contracts etc. using the same datamodel. They 
have all functionality in common, except for 
trade specific reports, but users perceive their 
system as fully separate. The functionality is at 
the outset tuned to their specific needs using 
system parameters.
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The different system types 
are graphically represented 
in figure 4.6
A precondition for the design 
paying attention to the 
diversity in local goals is the 
involvement of
representatives of these 
various diverse goals in the 
IS-design, because otherwise 
it will be difficult to capture 
the variety of each local goal. 
The nature of such 
involvement may however 
differ.
4.6.1.2 Attention for the 
diversity in models 
Because the model is such a 
central element in both 
information systems design 
and the control loop, we will 
discuss three ways of paying attention to the diversity of models:
1. We will link to the different system structures discussed in the previous section.
2. We will discuss methods that enhance the attention to local models.
3. We will describe how different degrees of structuring of data can help to take care of 
diversity of models.
As already noted, the attention for diversity in local goals is very much related to the diversity 
of local models. Diversity of local models after all is one way of paying attention to a diversity 
of local goals. The realizations mentioned for paying attention to the diversity of goals will 
increase the diversity of models too. In particular, the following guidelines enable diverse 
models:
1. Fully independent systems. For fully independent systems models can be designed 
separately paying maximally attention to local needs.
2. Cloned systems. In the cloning process, models of information systems that are cloned can 
be adapted to local needs.
3. Locally controlled systems. The ability of locally controlled systems to tailor the information 
system to local needs can extend to the local model.
4. System differentiation. A uniform system that is equipped with specific views on a common 
data model can to some extent still support diversity of models, as long as all relevant local
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aspects are involved in the general model.
Representing the local models present in modern organizations depends much more on an 
adequate modeling process than representation of local goals. It is difficult to represent all the 
diversity in local models and hence the structure of the design process becomes more 
important, which is why methods that can structure this process become more important. For 
example, the IS-design process may be characterized as:
- Evolutionary development. A new information system is allowed to evolve simultaneously on 
basic design level, detailed design level, technical realization and implementation (Wieringa
1995). Unwanted consequences of, for example, the basic design for the implementation are 
thus quickly spotted and can easily be corrected.
- Incremental development. A system is developed in parts, each done in short development 
processes, or increments (Van der Zee 1993). A model can consequently be improved and 
extended repeatedly, without giving up a structured IS-design process.
- Prototyping. This approach advocates a quick translation (and dirty, according to some) of 
specified functionality to implementation (Gutierrez 1993). This approach enables direct 
hands-on feedback on the design, again facilitating better models.
Thus, we make sure all the components and their relations in the local models are represented 
adequately and to the locally required level of detail. However, even then not all diversity will 
be represented, requiring means to adjust and specify additional local deviations. An 
authorization structure is not an adequate strategy, because of the limitations it puts on the 
support by information systems, while our aim is to extend this support. Such an authorization 
structure may however be required if high risks are involved.
The third way to pay attention to the diversity in local models is to use different degrees of 
structuring data. Let us for the moment assume that we have not chosen to build fully indepen­
dent systems as a response to the diversity of local goals. Given this assumption, we can 
discern various means for building diverse local models:
1. Permitting locally owned parts in a central model, accompanied by several competencies to 
manipulate and change such data.
2. Permitting locally added elements to a central core model.
3. Supplying specific room in a central model to define local data.
4. Using free-text fields, to enable all kinds of comments or unstructured data.
5. Providing for non-automated data interchange, additional to automated modeling.
All these means may be combined in constructing a model. The result is a model graphically 
depicted as an onion (figure 4.7). In this figure all elements but the central core can be directly 
influenced locally. Furthermore, even the central core is designed after considering local needs 
and is hence indirectly influenced by the local units. Note, however, that there is a drawback to 
maximizing the support of exceptions. The more capacity a model has for local representa­
tion, the less structured the data will be. For example, free text fields are capable of handling 
all kinds of data, but this data will be poorly structured. On the other hand, additional local 
elements are more formalized and therefore less capable of representing local variety, but the
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data will be better structured 
permitting more manipulation (e.g., 
selection and aggregation) of this 
data. The onion as sketched in 
figure 4.7 may grow by expanding 
the central core or the inner layers.
In other words, data that is initially 
represented for example in free text 
form, may later on, when its 
structure is better known, be 
represented by adding elements to 
the core model.
Of course, building fully independent systems is an option here too. From a designer's point of 
view, when considering the model construction, this option is less interesting, but such systems 
are very much capable of taking care of the diversity of local models.
4.6.1.3 Attention for flexibility in data processing
To improve upon the systems flexibility, as required by the modern organization, contradictory 
demands are put forward. On the one hand, as already argued in the previous section, a flexible 
information system requires the admission of unstructured data. On the other hand, flexible 
data processing requires numerous means to manipulate data. However, this requires the data 
to be structured and formalized to a certain degree, to be able to group data elements, cross­
examine or confront various sources of data.
The solution seems to lie in the growth of the model described in the previous section: by 
permitting data represented in the outer layers of the onion to be formalized as soon as it has 
stabilized, the use of tools for manipulating data will become easier. Furthermore, more 
advanced tools can be used for the unstructured data types.
Flexibility can be increased by a considerable integration of data, which will enable unlimited 
combination of data. Note however, that maximum flexibility can only be attained if the scope 
of the information system is limited and hence the complexity reduced. Otherwise, the 
proposed integration will increase the complexity beyond control. Limiting the scope of the IS 
can only remain unpunished if the organization is reorganized to a modern organization, 
because only then the limited scope will still fit the control situation.
The use of additional tools especially designed for the manipulation of data appears to be 
another possibility. The effectiveness of such tools increases if they are better integrated in the 
information system, because then they can consider the specific properties of the data and 
fewer operations are needed to obtain information.
Flexibility is an often-mentioned systems characteristic in literature. Often, flexibility in that 
context, however, refers to the flexibility of design tools (see e.g., Van Es & Post 1996) and 
not to flexibility in the data processing itself. Furthermore, regrettably little has been published
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on the means available to enhance flexibility of data processing. Luckily, we can always refer 
to the general notion of flexibility as described by De Sitter (1994). Flexibility is then 
expressed in the available variety given the requisite variety. Of course, this notion of 
flexibility is also applicable for data processing and fits the concept of informedness presented 
in chapter 3 too. Consistent with this view is also the finding of Goodwin (1987), who noted 
that increased flexibility can impair ease of use, particularly for novice users (see also Davis 
1989). This can be explained as novice users having to cope with a variety of control 
measures, which they first have to learn to control16.
Guidelines to improve the flexibility in data processing are also strongly related to the 
guidelines that are used to improve the presentation of data.
4.6.1.4 Attention for presentation o f data
In discussing the attention for presentation of data, two elements are highlighted. First, the 
element of Human-Computer Interaction (HCI) and the large body of literature on this subject 
is discussed. Next, the characteristics of the development process relevant to the presentation 
of data will be discussed. Because presentation of data is the last link in the chain of support by 
information systems, its quality is very much determined by the other realization choices made. 
We will, therefore, refer also to the measures for increasing the available variety of data 
processing.
Because the presentation of data is the last step in IS-support, the value of a specific 
presentation is as much dependent on the user involved as it is on the rest of the system. It is 
the human-computer interaction that is relevant here. We can therefore suggest general 
measures that could improve the presentation, but the actual presentation is a context specific 
issue between designer and user. Hence characteristics of the IS-design process are very 
important here too. Other research already describes task-dependent factors influencing the 
presentation required, e.g., Vessey (1994). Furthermore, the Human-Computer Interaction
17(HCI) literature contributes to the improvement of presentational characteristics. Although 
many guidelines for the presentation of data can be found in this literature, we will summarize 
the important measures found in practice. In the analysis of the cases presented in the chapters
5 to 7, we found:
1. The on-screen confrontation of data. Data that belongs together, or groups of data that are 
each other’s counterparts are best presented simultaneously.
16 For novice users especially the available variety of the information system needs to be coped with. The 
higher the available variety the more difficult it will be to cope with it and hence the less easy the system 
will be considered to use. Note, however, that this line of reasoning neglects the increase of flexibility 
possible by reduction of the required variety.
17 See, for instance, 'the international journal of human-computer interaction', 'the international journal of 
human-computer studies', 'Human-computer interaction' and 'Interacting with computers'.
2. Feedback. Every step in the data processing chain can result in information loss. By using 
presentation mechanisms for direct feedback, such loss can be limited (see also Humble et. al. 
1992). Feedback is important throughout sociotechnical design. It could be expected that it 
was found here too.
3. The data transfer can be improved by various manipulation techniques. For example, by 
introducing a sorting order, aggregation or temporary selection of data as means to manipulate 
presented data, the data transfer can be improved. Such measures improve the efficiency of 
data transfer and therefore indirectly the effectiveness.
The measures presented here are not specific to the modern organization. However, due to the 
increased importance of control at lower levels in the organization, these measures are 
increasingly important at these lower levels too. In literature, managerial information is 
generally considered a separate kind of information when compared to operational 
information. Managerial information concerns a wide range of process variables and decisions 
with more risks and greater impact. Therefore, graphical presentation and selection are 
increasingly important, because this increases the likelihood of creating insight and thus 
information (Vessey 1994). Because of the typical structure of the modern organization, such 
information is needed at lower levels in the organization and hence the presentation features 
too.
As already noted, paying attention to the presentation of data in the IS-design requires attention 
for other contextual variables, here called process characteristics. Because of the relative 
importance of presentational aspects to the IS-design, these aspects need to be considered early 
in the development, not as a final aspect or left to the next increment. The look and feel of the 
information system in later stages of the development process depend on the early 
consideration and hence the success of the final information system. Whether such presentation 
characteristics will fit the organization, also depends on the users' expectations concerning 
these characteristics and therefore on the previous computer experience (Marshall & Byrd 
1998). Of course, this experience can (and needs to) be influenced by using training during 
implementation and by the support of users. The experience required can be influenced by the 
IS-design. For instance, less experience may be needed if the presentation and selection 
facilities are prestructured guiding the inexperienced user. This may, however, restrict the 
flexibility of the system unnecessarily.
If previous computer experience of users involves more advanced systems than the one under 
consideration, this experience can serve as a hindrance to the introduction of less advanced 
presentation systems. Initially, it will be difficult to compensate less advanced presentation by 
improved functionality of the system. This is again a result of the look and feel of the system 
depending on presentational issues. Too advanced systems may be similarly problematic for 
inexperienced users.
4.6.1.5 Attention for the difference between inter- and intra-unit coordination
The difference between intra- and inter-unit coordination in the IS-design can be accomplished
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by a change of perspective from internally critical variables to externally critical variables as 
was discussed at the beginning of this chapter. Translating this to a more practical guideline 
could be done by suggesting to do a design of an information system with the external 
perspective in mind, instead of the internal perspective. However, This would not do justice to 
the need for some kind of collective data processing with other units. Also, it does not address 
the IS-support for coordination on a meta-level as is often necessary in inter-unit negotiations. 
Finally, in section 4.5 we noted that specifying the range of options open in any negotiation 
would be useful and this may be supported by information systems too.
Communication and collective data processing.
A practical measure used is to exchange specific data by means of an information system with 
the intention to create some common ground. Because such computer-based exchanges of data 
require a high degree of formalization, they are best realized in an already available 
programming environment and fit for developing such changes .
In many applications, the technical realization serves as a bottleneck for the computer-based 
exchange of data (Tweney 1998). It is for a good reason that complex communication 
protocols exist, consisting of standards on various levels of abstraction that have been created 
and agreed upon with great effort (Tannenbaum 1988). Interfacing between each pair of 
application standards is a new problem to be solved and often no semantic agreements of 
concepts are involved (Ariens 1994). EDI (Electronic Data Interchange, see Dankbaar 1991,
1994) efforts have been trying to standardize on a semantic level with little result. For instance, 
in the construction industry standardization on product ordering would be useful. However, 
even standardization of the ordering of sand resulted in an enormous number of products and 
characteristics. This type of complexity problems is typical for EDI (see, e.g., ARTB 1994). 
Projects involving much synchronization of systems are known to be difficult (Tweney 1998), 
both because of the complexity of the matter and because of the interests involved in the 
exchange. Hence, the required exchange needs to be designed and considered with great care 
and by reducing the scope of the exchange, the complexity might just be reduced to 
manageable proportions. Although this type of problem is not specific too the inter-unit 
coordination, it is more likely to be problematic here because this coordination involves the
18 One of such environments is a workflow management (WfM) system. These systems distinguish 
between the overall process and the individual tasks.
19 The OSI-reference model is much used in this context. It consists of seven layers of communication, 
with the physical level as the lowest level. All of these layers can be considered technical, i.e., not 
involving the semantic of the exchange (see Dankbaar & Tulder 1989). Since the beginning of the 
Internet era more protocols have seen the light of day. Directly related to the internet are HTML and 
XML (See e.g. http://www.w3.org). Protocols for communication to backend systems are, for instance, 
ODBC, MQSeries and SOAP (www.microsoft.com, Wackerow 1999).
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complexity of at least two units 
already.
Keeping the above in mind we can 
continue designing the IS-support for 
inter-unit coordination. For this type 
of support we can choose from five 
different scenarios for support.
Figure 4.8 sketches the various pos­
sibilities for IS-support :
1. No specific support, different from 
internal coordination. If little 
coordination is required that is addi­
tionally of a simple nature this may 
be the solution required.
2. Specific support meant for 
external coordination is provided.
Here a different view on the internal 
data is provided, but no technical 
link is present: support is only used 
within the unit.
3. External coordination is supported 
by creating the option of viewing each other’s position. IS-support of each unit is not linked, 
but support across the inter-unit coordination boundary is present. A typical example of this 
type of support can be found in E-procurement sites. Here the supplier can access the site of 
the customer via the internet and partake in a tender. Sometimes the customer can also look 
into the suppliers system at the same time for pricing information, delivery schedules etc. Both 
will use browsers on the internet, but no direct link between the supplier system and the 
customer system exists.
4. The external coordination is supported by a technically realized link (interface). This type of 
solution will have to cope with the standardization problems discussed above.
5. The external coordination is supported by a common information system.
This last option requires in the modern organization that the various local units are mutually 
screened off, to support the identity and a sense of responsibility for each unit. Furthermore, 
such partitioning can enhance the negotiations between organizational units. The five different 
approaches can sometimes be combined. For example, specific support for external coordi­
20 Although the accompanying figure suggests symmetric two-party coordination, symmetry is not 
necessarily present, nor need the situation be limited to two parties.
inter-unit coordination by: 1. no additional support, 2. 
different from internal, 3. crossed, 4. technical link 
and 5. common systems.
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nation (option 2) may be combined with a 
common information system (option 5).
Meta level coordination.
Because inter-unit coordination surpasses 
local interests, a whole new power game is 
created, requiring measures as already 
hinted on in section 4.5. For instance, we 
can direct the negotiations to a 
collaborative mode of operations, provide 
for a procedure to achieve the coordination 
etc. Even with such measures, the 
coordination effort will be difficult, 
especially when a high degree of 
formalization is required. With reference to 
the IS-design, this puts forward additional 
requirements for the IS-organization (the 
part of the organization concerned with 
development, implementation and 
maintenance of information systems), 
because its specific structure will determine the process of mutual adjustment between various 
units. Depending on the local situation, the following IS-organizations were developed in the 
cases studied (see figure 4.9):
1- Differentiating in the IS-design for independent organizational units, but centrally 
developing the information system.
In a modern organization, this implies that several versions of the same system or just of 
the software are developed.
2- Indirectly representing work flows in the IS-design-function.
This solution differs from the first because not only the system, but also part of the 
development team is differentiated to each part of the organization, and thus the de­
velopment team includes representatives of the organizational parts.
3- Deconcentrating people of the IS-function to the independent organizational units.
Not only are parts of the organization represented in the IS-function, but also are the 
representatives physically located in the independent organizational units.
4- Designing for work flows independently.
In this IS-organization design each independent organizational unit is considered to be a 
different environment for system design. Of course, code-reuse of previously designed, 
comparable systems is possible (and encouraged). The design-team as a whole is 
temporary part of the independent unit.
5- Self-design by independent organizational units.
In this case, the IS-function is an integrated part of the independent unit. This option
organization. Option 4 shows a temporary 
allocation of the design team all other 
allocations are permanent.
requires a lot of specialist knowledge in the local unit and will probably only work for 
simple parts of the units tasks. In the single case where this approach was found, it was 
only applied to fully automated parts of the process and at the time of the design the team 
was supported by external knowledge (people). It did actually improve the potential of the 
team for continuous improvement.
Of course, not only does the need for coordination between various local units determine the 
choice of IS-organization, but certainly also the required representation of units in the IS- 
design project. Furthermore, the IS-organization chosen from the options presented here can 
vary for each level of aggregation. For example, we can promote self-design per parallel flow, 
but only differentiate the IS-design within such a flow for semi-autonomous task groups and 
not extend the self-design to these groups.
Another perspective on the difference between intra and inter-unit coordination results from 
looking at an individual unit. For a unit trying to support coordination with other units, three 
basic situations can be present:
1. Dependence. Although the unit needs IS-support for its external coordination, it has no 
power over external units and depends on their goodwill. E.g., a supplier wishes that its 
customers order using an information system, but customers do not benefit.
2. Mutual dependence. IS-support of coordination between units favors all units involved 
equally, e.g., because all units benefit financially. In the above example, e.g., the customer may 
receive goods faster because of such coordination and hence does benefit (equally).
3. Dominance. The unit under consideration needs IS-support and can force other units to 
implement such support. E.g., if in the above example the supplier has the monopoly on certain 
goods, such power may be present.
Mutual dependence creates the most motivation for the exchange of data because all involved 
will benefit from the IS-support. If this benefit is perceived, the acceptance will be optimal. 
Situation 1 and 3 should therefore if possible be transformed to the situation of mutual 
dependence.
A next difference that can be found is in the type of coordination required between local units. 
We can distinguish here the operational, tactical and strategic level. In a modern organization, 
coordination may take place between organizational units at all levels. The nature of IS- 
support on the various levels, however, is different. On the operational level, simple data 
exchange may frequently take place and, due to the structure, with few organizational units. 
Only units within the same flow require such coordination. On a higher level of aggregation, 
the data will be more complex, unstructured and infrequent in nature. Due to the loosely 
coupled nature of units, such data needs less integration of information systems and unit 
specific support may suffice.
Specifying the range o f possibilities
How the range of options available is specified in the inter-unit coordination and how this is
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best supported is difficult to say 
because of the usually unstructured 
nature of this coordination.
To improve our understanding of what 
we actually want, let us first assume a 
very structured coordination. Suppose 
x variables span our solution space and 
Y constraints determine which part of 
the total space belongs to the viable 
solutions. In a very structured problem 
situation we can now define different 
goal functions (see figure 4.10). For 
this type of problem we can use linear 
programming to decide on the most 
viable solution. Hardly realistic for the 
types of problems at hand, but it shows 
how a representation of the problem 
space can help to solve the problem.
Let us now gradually move on to less structured decision situations and consider
• Our variables are not ordinal, let alone rationally scalable. Removing this assumption 
does not really create a problem. For x variables we can define the solution space by 
combining all possible states of the variables. If ki is the number of states for variable i, 
then k  * k2 ... * kx is the total number of combinations in the solution space.
• We cannot make the constraints explicit. This problem can be solved with a structured 
walk-through of the solution space. In the case that our variables are nominal by nature, 
we can systematically evaluate all combinations.
• We do not know what our variables are. Now things are becoming tricky. Gradually we 
are entering the arena of highly unstructured problems also found when discovering 
knowledge (see also Vriens 1998, Philips & Vriens 1999, and Hendriks & Vriens 1999). 
One of the tactics used there is to superimpose certain variables to help analyze the 
problem. For instance, we can use the steps in the production process as an aid in the 
problem analyses.
• We cannot relate the goals of the different units, they are just ‘different’. In this case we 
can resort to describing the characteristics of the desirable end-situation.
example. The grayed area represents the 
solution space. The goal function is optimized: 
it intersects the solution space at its most 
optimal point.
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To illustrate where this can lead to, look 
at the matrix shown in figure 4.11 used 
for knowledge mapping (van Lieshout 
1998). This matrix can be used to 
analyze what states of the super­
imposed variable (the steps in the 
production process) influence which 
characteristics o f the desirable end- 
result.
Because the type of support for the 
inter-unit coordination will heavily 
depend on the assumptions typical inter­
unit coordination for a specific will 
satisfy, it is difficult to describe 
concrete IS-support. Of course, there 
are various different tools for linear 
programming on the market, but they will be rarely of help for the inter-unit coordination. 
More is to be expected of:
• Brainstorming aids
• Matrix like combinations of variables, to just show that there may be more combinations 
possible than the obvious choice.
• Graphical mapping of relationships uncovered using e.g., the knowledge-mapping matrix 
o f figure 4.11.
Summarizing, supporting the inter-unit coordination when compared to intra-unit coordination 
generally requires a different approach to IS-support. The support of inter-unit coordination is 
often problematic due to technical problems as well as problems with the coordination itself. 
Measures presented here for the inter-unit coordination involve:
- A careful design of the IS-organization,
- Considering, and if possible, influencing the balance between the parties involved,
- Choosing the type of IS-support, ranging from very loose coupling to common information 
systems
- Differentiating for the level of aggregation the coordination is supported.
- Introducing tools to extend the options considered.
Given the organizational structure and the problems accompanying IS-support of inter-unit 
coordination, loosely coupled IS-support is preferred, sometimes even uncoupled. In any case, 
the nature of the support of inter-unit coordination needs to be handled separately from the 
intra-unit coordination.
4.6.1.6 Attention for system change.
In section 4.5, we hypothesized that attention for system change could be given by making the
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built-in assumptions in the IS-design explicit. However, there is still much to be gained when 
the built-in assumptions o f the information system are taken into account at design time, 
because the need for such attention is only in a few cases acknowledged. Such attention for 
built-in assumptions can be realized in a variety o f  ways and on different levels o f abstraction. 
On each level of abstraction other assumptions of what remains unchanged are made. For 
example, at the lowest level of abstraction, the system as it is built is assumed to remain 
unchanged and all change has to be dealt with using the systems inherent flexibility. Because 
there are several levels o f abstraction relevant, ultimately the systems change is related to 
systems flexibility on the one hand and on the other hand to the organization of coping with 
systems change. The four levels we distinguish here are:
1. Flexibility of the system itself. The more flexible the system is, the better it can deal with 
environmental changes and hence redesign of the system is less needed.
2. Designing for change. Assuming that a future change of the system is necessary, the design 
of the system can be done in such a way that changes have a relatively minor impact on the 
system. For instance, by using parameters in the design that allow for a range of settings, 
changes are facilitated. Similarly, modular design can limit the scope of the influence of a 
change on the system. Even the structure of the main process, as represented in the system, 
may be represented in a flexible way. Thus, sequence changes are enabled, without 
restructuring the total system. Most important, a system should not be all comprising: not all 
changing elements can be formalized, even if in static form such formalization seems possible.
3. Choosing the programming environment for change. Prior to the actual design, the choice of 
the programming environment will influence the options for flexible design on the one hand 
and the possibilities for simple changes on the other. The use of object-oriented programming 
environments or, for instance, templates seems to help later modifications.
4. Choosing the maintenance structure, i.e., the organizational aspect system doing the IS 
maintenance. The choice o f the maintenance structure is directly related to the IS-organization 
as described in the previous section. The maintenance structure will directly influence the 
responsiveness of the system to external changes: the more centralized the maintenance 
structure, the slower the response. This again pleads for the allocation of responsibility for the 
systems change where the changes take place: within the teams. Hence, the system should, if 
possible, be designed mostly by the teams themselves21.
Note that there may be a trade-off between the different levels of coping with system change. 
After all, building an intrinsically more flexible system can increase its complexity, which in its 
turn makes it more difficult to maintain.
As a last point, please remember that systems change is as much a question of priority as is 
any other change or innovation related activity and it should be treated as such. After all, the
21 Note that designing the system does not mean building it, even though this is sometimes possible 
too. Designing it implies a felt ownership (Land & Hirschheim 1983).
information system is just one of many tools and in any particular case changing it to fit its 
context may be more or less important than other changes.
4.6.1.7 Finally
This concludes our overview of the guidelines resulting from the investigation of the 
statements of section 4.5. As the above discussion shows, a large variety of guidelines can be 
formulated that help to realize these statements.
4.6.2 Translation of strategies
In the previous section several theoretically relevant strategies were mentioned, some very 
simple and others with a bit more to it. We will discuss the realization of these strategies here 
also in the light of our experience with the 33 cases which will be presented in chapters 5 to 7. 
These cases provide us with examples o f the use o f the strategies, contextual factors 
influencing their applicability, as well as practical guidelines of how to apply these strategies. 
We will first discuss the strategies concerning obstruction and transformation in general. Next, 
we will discuss the parallel versus sequential provision of data and the distribution of data, 
because these strategies seem to deserve a more prominent role due to their significance in the 
cases. Finally, language and coding issues are discussed. Throughout the cases, they are 
already recognized as important and they are minded in the design process too. Hence, the 
relative importance here has diminished because language and coding issues represent a 
resolved issue in IS-design.
4.6.2.1 Obstruction and transformation.
The first strategy introduced in section 4.5 is the option not to obstruct data. Realization of 
not obstructing data is simple: give everybody access to all data. In practice the obstruction 
and transformation of data are thought to be two sides of the same coin because the risk of 
information overload is always lurking in the dark. The issue here is therefore how to avoid 
both obstruction and overload.
To understand the relationship between obstruction and overload, we need to focus on three 
different aspects of this relationship: Access, Awareness and Receipt.
1. Access: I am allowed to have the data. Having access to data does not imply having the 
data. Obstruction is directly related to access, not to receipt. Access implies that when I 
see the need to receive the data, I am able to get it.
2. Awareness: I know the data exists. Whether I have access to the data or not, I may be 
aware o f its existence. This is an intermediate step between Access and Receipt. It is 
metadata on the data and very important to the avoidance of overload. It is also a non­
trivial state as so-called search-engines have discovered, because awareness of data I do 
not have access to can be advantageous and can create strange situations22.
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3. Receipt: I have the data. The concept of “overload” is related to the actual receipt of the 
data.
Now that we have distinguished these aspects we can discuss the practical decisions to be
made from this perspective:
1. ‘Need to know’ and ‘nice to know’. Information systems are often designed on a need to 
know basis. In practice this means that the access to data is set in such a way that I only 
have access to it on a need to know basis. However, data which I really need to know, I 
must have and therefore receive. Data based on the ‘nice to know’ principle I could either 
receive, or be aware of, depending on the risk of overload. Both principles should have 
nothing to do with access rights: after all, my needs and interests will change and I will 
therefore need access to other data in a short time.
2. Presentation and transformation. In earlier discussions we pointed out that grouping, 
emphasis and sorting are important to avoid overload. In the context o f this discussion we 
can reinterpret this: these mechanisms can help to raise data to the level of awareness, 
while avoiding the actual receipt o f data. For example, presenting an overview of 
quotations to customers sorted by date or customer will suggest to me -  even when I only 
see 1-1-1998 to 13-2-1998 - that I will be able to see the quotations of 1-11-2001 in the 
same overview. So, my awareness is raised, using a simple sorting mechanism. By sorting 
this same list descending, I will see the quotations of today and last week, while being 
aware o f older quotations. This may further improve the emphasis o f such a presentation 
to my tasks at hand.
3. Task and unit dependence. Transformations of data we discuss here may not be concerned 
with the context of interpretation, but these transformations themselves should depend on 
the context. In the cases discussed in chapter 5 to 7 little difference has been found 
between various units, in the way transformation and recoding is done. The particular 
frame o f reference is more reflected in the data, than in the transformation used. As a 
determinant for the transformation o f the data, the task to be performed is more important 
than the unit the transformation is performed in. There is, for instance, a clear difference 
in the form data is needed between tasks concerning the mutation of data or tasks using 
data in the decision making process. This orientation on tasks is in itself not wrong, but 
depending on the goals and models we would expect also a stronger differentiation 
according to the organizational units.
4. Ability to change. Apart from that, it is the ability to change the representation o f data that 
is considered important, because the need for data is a dynamic phenomenon.
The strategy to recode and transform data is o f a very abstract nature and hence can be recog­
nized in several of the more specific guidelines presented in this section. Guidelines for
containing the text “dismissal notice” a reference to a document named “Letter to be sent to Thijs van 
Lieshout” to which I don’t have access. This awareness immediately will trigger me, even though I 
don’t have the contents of the letter.
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example influencing the presentation of data also transform the data.
4.6.2.2 Parallel versus sequential data
The discussion on parallel versus sequential data hinges on the semantic relationships between 
different data. Choices made in the way data is processed should match two underlying 
principles:
1.1. Sequential processing of data is easier, because the intrinsic complexity of data is lower.
1.2. Parallel processing of data is sometimes necessary, because data is mutually related. 
Ignoring these relationships creates myopia and should be avoided.
Intuitively these principles drive IS-design in practice. In addition to them, the practitioner is 
confronted with:
• Limitations in the amount of data that physically can be put on a screen.
• The need for efficiency in the handling of data.
The parallel or sequential handling of specific data appears to be an important aspect in the 
IS-design in practice. This is revealed by the attention given to the way data is related and 
grouped when it is presented to the user. In the IS design practice there are more and more 
language elements which help to structure data such that parallel processing becomes easier 
and at the same time sequential processing becomes possible without loosing the context of 
data. Examples o f  the pictographic language used are23:
• The use of tabs. These tabs suggest the presence of more data on the subject mentioned 
on the tab, even though this data is not visible.
• The use of (nested) menu structures. These are shown by a bar, where the user 
understands the expansion possibilities
• The use of expand/collapse arrows,
• The use of buttons
• The use of links (hypertext, etc), suggesting related, but not present information.
• The use of color to indicate related information.
• The use of boxes, borders and bars to indicate the context.
What is considered complex is in the eye of the beholder. Figure 4.12 illustrates this with an 
example o f a screenshot, which in practice is not considered too complex, whereas the 
reader of this book might consider this screen far too complex and is confirmed in this 
opinion by the analysis of the number of pictographic elements. After all, it shows the sheer 
number o f these elements. However precisely due to the structure o f these elements and the 
use of different context areas, parts of this screen can be processed sequentially. Large 
numbers o f seemingly independent items o f data on the screen are often considered too
23 The rise of the world wide web has introduced a whole new range of these language elements, because 
on many sites a meaningful overview of complete organizations needs to be given, which can be both 
understood by people completely unfamiliar with the company and used by people looking for very 
specific data. The hyperlinks that are at the heart of the world wide web is one of these language 
elements.
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complex, as is expressed by the following quotation from one of the interviews:
'We have one guideline: that is, you should not show more than needed at that particular 
moment. This is sensible, because we don't want to define screens, nuclear-power-plant- 
control screens is what they call them, containing a bulk of information, that isn't needed: a 
lot of dead weight.'
From the perspective used in this book we can add some guidelines and considerations 
concerning the parallel versus sequential processing of data.
1. The analysis involves both a complexity and a time dimension. The data provided to 
the user should be limited to the data needed both at a certain point in time and in a 
particular combination. Because in most cases not all data needed can be provided at 
once, some sequence of presentation is automatically introduced. Sequential presenta-
Figure 4.12 Example of a screenshot analysis of a screen as it is currently found in practice. 
The ovals/circles indicate the presence of additional related information in the specific 
(sub)context. The rectangles indicate links to related information and triangles indicate 
actions which can be performed.
tion should not be too rigid or it may obstruct flexible use of the information system.
2. Group data according to the object of transformation. Whether data needs to be 
processed in parallel or sequentially depends on the meaning of the data. The meaning 
of the data determines what data is mutually related and what data is not. In a modern 
organization data gets meaning in the context of the transformation that is to be 
performed and it would therefore be very strange to ignore the variety encompassed in 
the data as it is related to the transformation. In practice there still is a tendency to use a 
functional analysis as the basis for system design and, consequently, data is grouped 
according to the operations performed and processed by operation. The result can be 
that functional myopia is introduced. Parallel processing of transformation related data 
can be done by grouping data related to the object of transformation. This is for 
example a customer or a product. The need for grouping data related to the object of 
transformation is most clear in the situation where an employee needs to deal with 
customers at a service desk: the sequence and relation of issues the customer raises is 
difficult to structure up front in terms of the operations involved.
3. Use physical boundaries as separators. In choosing which data is processed 
sequentially, physically unsurpassable boundaries are a good demarcation criterion. 
The physical boundary will make it less likely that data needs to be processed in 
parallel. An example of such a boundary is that goods first need to be loaded on the 
ship before it sails. Data and data processing functions related to the activity of loading 
of goods on a ship can therefore be separated from data and data processing functions 
related to the sailing of the ship.
4. Consider the difference between Formal and informal interaction. A special caveat in 
this context is the difference between the formal and informal semantics of data. 
Because there may be quite some difference between the formal and informal way of 
working, the processing of data needs to consider this, or the eventual system will not 
be useful. a formal sequence is nevertheless sometimes used in practice to force a 
certain sequence of actions.
5. Use fixed and flexible parts in data processing. When data is processed sequentially, it 
is still possible to relate this processing in time by using a fixed and flexible part in the 
processing. The fixed part should guarantee continuity. We can, for example, specify 
basic data fixed at the top of the screen and fill the remainder of the screen with one 
object part at a time.
6. Transformation and coding are complementary to parallel processing of data. On a 
complex screen, the information system may help in digesting the data by filling in the 
gaps and point out the relevant parts. Thus, the transformation of data and parallel 
presentation of data may be complementary. Additionally from the above discussion we 
already know that all kinds of language elements are used and can be used to help 
combine different data-elements and stress relationships present.
Considerations concerning parallel and sequenced grouping of data are closely related to the
model of the situation people have in their head, but also to the capacity of people to process
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data. Thus, it is not only important what data appears on the screen on a given point in time, 
but also how the presentation of data is structured. For example, the menu structure that gives 
access to underlying data may be simple or multi-layered, where the latter requires more 
processing capacity of the user than the former. The selection of data - given the data available
- may be structured or unstructured in the IS-design influencing the processing capacity in a 
similar way.
Summarizing, parallel or sequential structuring of data can enhance data processing if data is 
grouped according to objects, product or type of customer. Division of data in fragments can 
be done first according to physical boundaries and additionally for example according to 
preferred sequence of activities or external interactions or priority. If the physical boundaries 
do not determine the grouping, the difference between formal and informal sequences needs to 
be regarded carefully. Finally, transformation of data and language elements can help to 
increase the parallel processing capacity.
A good choice in the parallel or sequential processing of data can improve the overall data 
processing and the efficiency of data processing in particular.
4.6.2.3 Distribution o f data: the data structure
In order to explain the relationship between the obstruction of data and data overload, we 
discussed that there is a difference between having access to data, being aware of its 
existence and actually receiving data. Whether a person or an organizational part has access 
to data, is aware of data or has the data itself is determined by the distribution of data. 
Access to data is determined by a passive component of the distribution structure: the 
authorization structure. Active distribution, which determines awareness and receipt, is 
related to:
- The production and control structure
- Physical flows within the organization
- Technical distribution between information systems
- Interest maps of people and organizational parts
In this section, we will first discuss the types of 'distribution structures'. Next we will describe 
some practical considerations for the design of a particular distribution of data.
Authorization structures.
An authorization structure determines what data is accessible to whom. This type of 
distribution structure is very common in practice and at the same time very problematic, 
because a too strict authorization structure has large disadvantages as we noted in section
4.6.2.1. The larger the influence of such a structure the more rigid the system becomes, 
because an authorization structure essentially does not support distribution, but it will only 
limit specific distribution. Therefore, if the complexity permits it, integral access to all the data 
can be favored, with some specific exceptions:
1. Authorization may be necessary as a means of coordination. For example, Work-in-
progress which cannot be accessed temporarily by others than the person working with 
the data. Authorization here can prevent double work and synchronization problems.
2. High-risk access. Access to very high-risk data can be limited because the risk of having 
access outweighs the advantages in the use of the data. This is not the same as, for 
instance, introducing separation of functions from an accounting point of view. In 
practice the risk is considered too high far to easily and the cost of missing an 
opportunity because the data was not available are rarely calculated24.
Such integral access is especially useful within a semi-autonomous team for reasons of 
flexibility.
If the authorization structure is purely functional, the system will enforce separation between 
various operations, which, from an accounting point of view, may be desirable, but often 
alternatives to this kind of access control can be created. An explicit authorization structure 
may be accompanied by further formalization, but this need not be the case.
Data distribution and production and control structure.
The link between what data is needed where in the organization in relation to the production 
and control structure was already discussed extensively. Taking this as a starting point, how 
can the distribution of data be designed in more detail? Translated back to the theoretical 
notions introduced in the beginning of this chapter, distribution of data is needed if an imbal­
ance exists between the variety to be processed and the variety available to handle the 
incoming variety. Hence, within the system under consideration, we can try using the 
sociotechnical redesign strategies to reduce the requisite variety to be handled and increase the
25available variety, taking the design of the production structure one step further :
1. By parallellizing various processes: even though persons cannot be allocated more 
specifically to types of processes, the processes themselves can be unraveled and made explicit 
within the structure of data distribution. This may reduce the interference, even if there is some 
interference between processes because one person handles various processes. Hence the 
design of the information system may support this reduction of interference between processes, 
by distributing data accordingly.
2. By segmentation of processes. Within each process, further structuring can be done 
unpunished, if similar to the organizational structuring tasks are grouped according to their 
relationships, but more important, using natural boundaries! All production systems have 
tasks that must precede each other or at least be separated and, similarly, such tasks are present
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Janssen (1998).
25 To put the above in perspective again: In chapter three we concluded that a strategy to increase the 
available variety is to devise a distribution structure that coordinates the processing of data by the 
subsystems. For this coordination between subsystems however the law of requisite variety is applicable 
again.
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in (accompanying) administrative processes. Unavoidable authorization separations can be 
used as such boundaries. Such boundaries can be used to group tasks and also the supporting 
data.
3. By integration of tasks. The tasks that are grouped after segmentation may be integrated as 
far as possible.
An important constraint to the distribution of data, is that such a distribution should be used to 
support tasks but not limit them. Therefore, when performing a certain task, demarcated by 
'natural' boundaries team member X needs to be provided with specific data fitting this task, 
but should, whenever possible, not be confined to this data. Permitting such exceptions 
increases available variety of team members.
A typical example of an information system where the design of the distribution of data should 
in any case get much attention is a Workflow management system, for more detail see chapter
8.
Physical flows.
Systems involving a logistic flow of physical products are apt to have some form of 
corresponding distribution of data. The distribution structure can be characterized by:
• Topology. Distribution of data may be centralized to a certain extent, to be able to 
synchronize data interchange, sort the data for the appropriate destinations and 
redistribute it. Direct distribution is less dependent on the central processor and more 
efficient. In many cases the centralization of data distribution is not problematic, because 
the distribution of data is in any case much faster than the physical distribution.
• Match to the physical flow of goods. An advantage may be that the data flow can be 
matched to the product flow. This creates a means for checking whether data and product 
still correspond. Other facilities, concerning the specific characteristics of the location, 
may be added too. For example, the size of the total storage space or the size occupied 
already by that particular type of product may be important. Note however that the 
distribution of data need not match the physical distribution at all.
Technical distribution between information systems
For the data distribution - as it is perceived by users - the technical distribution of the data 
essentially is not relevant. After all, especially since the enormous growth of wide area 
networks and the use of the internet, the location of data on any system is hardly of interest, as 
long as it is taken care of. Having said that, in some cases, it is profitable to consider 
distribution of data in a technical sense. First of all, if multiple information systems are 
involved, interfacing between these systems becomes an issue, as we have noted elsewhere. 
Secondly, especially if most of the process-steps can be handled automatically and only some 
approval is needed of various people in the organization, the design of such a structure in the 
technical sense is important, because the conditions under which further distribution can take
place become part of the technical design: these conditions need to be specified in advance 
and implemented.
Interest maps o f  people and organizational parts.
Until now we have focused on the distribution of relatively structured data related primarily to 
the production process. However, in addition to the distribution of this type of data, we can 
also discuss the distribution of unstructured data (see van Lieshout (1998)). This data by 
definition moves right across all organizational boundaries, mostly related to the interests of 
people and of organizational parts. An example of this type of data is the news that a new 
innovation on laser stabilization has taken place, as it travels within a CD production plant. 
Although mostly out of the scope of this book, distribution of this type of data will be related 
to the interest profile of people. Information systems can be used to route data from identified 
sources (the internet, company-wide data bases, Reuters etc) to people who according to their 
interest profile would like to receive this data (see van Lieshout (1998)).
Some practical design considerations.
Distribution of data is not always considered explicitly. If it is considered, the organization 
should set the criteria for the distribution of data needed and not vice versa. Sometimes it is the 
data available that determines who gets which data: if the data is not already present, no effort 
is made to get it. If the organization sets such criteria, it can be quite labor-intensive to do so. 
Especially where feedback on the achievements is concerned, giving the distribution of data 
some thought can be worthwhile, because this can generally greatly influence the incentive felt 
to improve. Distribution of team results to other, similar teams may, for example, increase 
competition (see e.g. Barua et al. 1995, Barker 1993).
Also, the distribution of data may be considered after an integral approach to IS-design is used 
and the system is already implemented. Considering the distribution beforehand, however, 
seems most effective, because this may limit the information overload to the greatest extent 
and similarly the effort of selecting the correct data at a certain point in time. This approach is 
less effective if the current organizational distribution is copied directly to the information 
system, because the new IS may create new possibilities for distribution of data.
Another possibility to consider the distribution of data is not to structure the distribution of 
data up front, but to support the human distributing of data.
Considering the distribution of data in the IS-design seems to be important to the extent that 
organizations already feel the need to model it explicitly, to enable the modification of such 
distribution in maintenance or even by users.
4.6.2.4Language considerations
Language and coding issues arise in the problem definition stage of information systems 
development, in translating the organizational concepts to the information system and in the 
coordination between organizational units.
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Due to the high degree of formalization that usually accompanies information systems, 
coding decisions and choosing definitions already are important issues in the IS-design. 
First of all, many discussions concerning such definitions take place at the design time and 
the synchronization that takes place during such discussions is generally considered to be 
important for the future progression of the IS-design process. Furthermore, the success of 
the IS-design also depends heavily on the attention given to coding and language in the 
training and instruction sessions. Jargon that is already in use within the organization or 
sector of business both can be an obstruction to the implementation of new definitions and 
coding agreements, and can be an advantage, depending on the usefulness of such existing 
definitions (does the current product definition match the way the product is defined for the 
new information system?). Such definitions may also result from previous information 
systems, although some changes most often are necessary. Additionally, such definition 
changes can demarcate an organizational change.
Computer jargon can be deadly for the IS-design and too little attention for coding and 
language issues in this respect can hinder the acceptance of the system. This jargon is more 
persistent than usually is discovered in the development process. Especially in the translation 
of business concepts to concepts used for the information system one-on-one translation is 
easily assumed to be possible. However, e.g., a function in the business context is something 
completely different from a function in the information systems context26. We will come back 
to this subject later on, because the scientific discussion on the relationship between 
organizations and information systems also suffers from this miscommunication.
Furthermore, the coding and language issues are most important for later manipulation of data. 
For example, if it is not described what categories are used for what quality failures, the 
categories will be meaningless: the category ‘grave errors’ may even show overlap with the 
category ‘minor issues’ due to interpretation problems of what we consider a ‘grave error’.
Coding and language belong to the very basics of IS-design and still a detailed agreement on 
concepts is needed. Hence, it is especially this aspect that can make inter-unit coordination 
supported by information systems so very difficult, because it is difficult to reach an agreement 
on definitions across boundaries of units.
Systems crossing national boundaries are even more frequently confronted with language 
problems, not only because different national languages are involved: in that case concepts are 
always translated and one is aware of the problems this involves. The problem increases when 
the same language is used, because then understanding is presupposed. E.g., a classification 
such as ‘medium-size business’ will mean something completely different in the USA or in 
The Netherlands.
Furthermore, the use of definitions may differ for the various organizational units, not just 
because they serve different countries, but also because of different goals (e.g., a difference
26 To name a few other confusing concepts: Task, activity, procedure, process, object, product, 
template, workflow, system, routine, relationship, etc.
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Recapitulating, the definition of concepts should be done with care; concepts require 
translation across the border of the business domain to the IS-domain and in the coordination 
between different organizational units. This becomes even more relevant when considering 
that there are several examples of IS-designs among the investigated cases where faulty 
definitions later resulted in large quantities of manual corrections. From the previous sections 
it is also clear that a well-considered choice of coding can enhance the processing of data 
enormously.
4.6.2.5 Finally
This concludes our attempt to accumulate practically relevant guidelines. Until now, the 
theoretical inference and the empirical material have generally guided our description of the 
guidelines. From a design point of view, another arrangement of guidelines is probably more 
viable and hence in the next section we will focus on the creation of such an overview.
4.6.3 Arranging the guidelines.
To organize the guidelines discussed above, we will here use a distinction between the 
superstructure and the process support. The superstructure involves the considerations for the 
design of the information structure at a high level of aggregation. The superstructure depends 
on the organization design regarding the interrelated parallel flows, segments and teams and 
sets the constraints and preconditions for the IS-design. In other words, the superstructure 
determines the outline of the information structure. The actual process design of (demarcated 
and coherent segments of) a parallel flow specifies the content of the information system 
design. This part of the design of the information structure is called the process support and it 
also depends on the individual and time and place determined situational characteristics.
From the description given here, it is immediately clear that a strict demarcation between the 
superstructure and process support is difficult. However, the distinction seems viable and will 
be used to further structure the approach to our IS-design. By first investigating the 
superstructure the outline of the information system will be given and by next elaborating upon 
the process characteristics the particulars of the information system will become visible. Other 
studies have also shown that similar distinctions fit practical use (Wijers 1991).
274.6.3.1 The superstructure in the IS-design
As already noted, the superstructure sets the preconditions and constraints for the IS-design. It
27 Some of the strategies mentioned here may be considered to belong to the information management. 
This should not come as a surprise, because information management is also concerned with the design 
of the information structure. This information structure is however here our main concern and other 
aspects of information management, e.g., IT-strategy are not primarily subject of our discussion.
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does this by specifying the various organizational units and their mutual positions and 
relations. This does not imply, however, that there are no other factors influencing the IS- 
design at this level of aggregation. If these additional factors are known, the consequences for 
the IS-design can be narrowed down to more specific options in each step of the design 
process. An overview of the steps in designing the superstructure is given in figure 4.13.
1.1. Pay attention to the diversity of goals.
Attention for the diversity of goals is the primary consideration in designing the superstructure, 
because it is mostly related to the first level of decomposition of the organization into business 
units or parallel flows. Paying attention to this diversity results in the following practical steps:
a. Check whether the diversity of goals is reflected in the information structure.
b. Depending on the circumstances, any (combination) of the discussed approaches can be 
applied:
- Fully independent systems corresponding to these goals
- Cloned systems
- Locally controlled systems
- System differentiation
- Uniform information systems with tools for local differentiation.
1.2. Check that diversity of models is taken care of.
At this level, where we are mainly concerned with criteria, constraints and demarcation, it will 
suffice to check whether the diversity of local models is tended to. Further elaboration of the 
guidelines mentioned may wait until the support of actual processes is considered, because 
these guidelines require that an initial demarcation of the system has taken place. The related 
approaches to the process of IS-development however can be selected.
1.3. Check that system change is taken care of.
Whether information systems consider explicitly the contextual changes that may influence the 
information system should already at this stage be a consideration.
1.4. Pay attention to Intra- and inter-unit coordination.
Tending to the difference in intra- and inter-unit coordination directly fits the superstructure, 
because it considers the relationships between relatively independent organizational units. 
Hence these steps are applicable:
a. Check whether the difference between inter- and intra-unit coordination is supported by the 
IS-design.
b. Restructure if necessary dependence, mutual dependence or dominance relationships, either 
directly, or by creating lateral structures or relationships. Such structures or relationships may 
be present only during the IS-design and thus be of a temporary nature.
c. Devise the type of relationship in terms of:
- Non-supported
- Specific internal support for external coordination
- Specific support for external parties
- Technical interfacing
- Common information systems
Of course, the approach chosen here depends on the choices made when considering the 
diversity of goals of the various units in terms of IS-design.
1.5. Consider not computer-based solutions.
We now also need to reconsider whether computer-based solutions are necessary at all or 
can be avoided. Not using computers to support the processing of data may also be 
advantageous.
The guidelines discussed until now directly influence the design of the information structure. 
However, as concluded in section 4.6.1 and 4.6.2, several conditions exist that indirectly 
influence the IS-design. The choices that can be made to set these conditions should be part of 
the design of the superstructure. This results in the following guidelines:
1.6. Choose a design of the IS-organization.
The design of the IS-organization even may precede the several of the guidelines directly 
influencing the IS-design. From previous discussions we know that we can consider:
- A centralized IS-organization with differentiated IS-design per organizational unit
- Representation of flows in the IS-organization,
- Deconcentration of people to independent units,
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- Temporarily decentralized IS-design,
- Self-design.
These options can be considered at various levels in the organization.
1.7. Choose a design approach.
At this level we can already determine what type of approach in the IS-development process 
is used:
- An evolutionary approach
- An incremental systems design and/or
- Prototyping techniques.
However, such choices are not likely to be made at this level if the IS-organization is 
decentralized. In that case, differentiation of these choices may occur for each decentralized 
part.
1.8. Consider whether IS-design can be done by the users themselves, within the semi- 
autonomous teams.
Any task allocated to the semi-autonomous team creates the biggest learning effect, the 
highest buy-in and results in the lowest loss in translation of the production and control 
structure to the information system.
The result of the guidelines applied here should result in the demarcation of information 
systems to be designed, as far as their relationship to the organizational structure is concerned. 
Note that the above guidelines do not constitute a complete set: the intention is to build upon 
previously devised methodologies, without formulating the umpteenth methodology. Anyhow, 
the result should be that the collection of processes to be supported by a future information 
system is identified and the preconditions for such a design are met. At this point it may be 
beneficial to review the design of the production and control structure in the light of the 
superstructure design. Hence, we can move on to the actual support of the business processes.
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4.6.3.2 Process support by the IS-design.
Static
1. Model
2. Distribution of data
jP '\\°
3. Flexibility
4. System change
Overall
8. 80/20-rule of system design
9. Attention for language and coding
10. Decision support instead of automation
Feedback to organization design
External
5. Presentation
6. Parallel/sequential
7. Non-obstruction
Figure 4.14 Overview of guidelines that can be used in the design of process support.
The support of business processes is concerned with a focused, coherent set of activities to be 
performed in some coordinated way. An overview of the guidelines used for process support is 
sketched in figure 4.14. A process is focused, because of the modern organization design: 
processes would otherwise be put in parallel to each other. Therefore, for any process, we may 
assume that some kind of specific goal may be identified. Furthermore, the data modeling can 
already be limited to the scope of the process under consideration. If such a process transcends 
various organizational boundaries, still a differentiation of models may be relevant and, 
similarly, the difference between inter- and intra-unit coordination. The modeling was 
indicated to be very important to the IS-design and the difference between inter- and intra-unit 
coordination has been discussed sufficiently in the previous section. We will start with con­
sidering the guidelines associated with modeling.
Internal IS-structuring
2.1 Create models to support the business process.
To achieve adequate modeling, we already mentioned:
- Locally owned parts of a central model
- Locally added elements to a central core model
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- Specific room for the definition of local data
- Free text fields
- Non-automated data interchange
Modeling was theoretically already stressed as very important for the process support and in 
practice the same emphasis was given. Hence it should have a corresponding role in the 
development process.
2.2 Design the distribution of data.
Simultaneous to determining what needs to be modeled, we can specify how data is to be 
processed. To determine the distribution of data, we can use the approach of sociotechnical 
systems design:
- Parallellization
- Segmentation, and
- Integration of tasks.
Tending to the distribution of unstructured data by creating interest profiles would fit here too.
Together, the modeling and distribution of data determine the content of the information 
system support both statically and dynamically, but not how this support itself can be changed.
Dynamic IS-properties
2.3 Facilitate flexibility and system change.
The modeling guidelines also indirectly determine the system’s flexibility. If the system is 
to support business processes for a period of time, the model needs to evolve. In other 
words, unstructured data needs to be structured if possible, to allow for manipulation of 
data. Hence, flexibility is strongly related to system change. For the support of processes, 
we can specify more in detail the requirements for system change. To do this, we should 
make built-in assumptions as explicit as possible and determine what system changes are 
facilitated by:
- The systems flexibility itself
- The ease of changes to be built into in the system design
- The programming environment
- The maintenance structure. This structure of course needs to fit the overall structure of the IS- 
organization as decided upon previously for the superstructure.
External IS-structuring
2.4 Improve the presentation of data.
In supporting organizational processes, we concluded that several measures could improve 
the presentation of data:
- On-screen confrontation of data.
- Direct feedback on actions by a user.
- Provision of measures for data manipulation, such as sorting, aggregation and temporary 
selection.
- Graphical presentation of data at lower levels in the organization, especially for relational 
data.
Presentation of data should be considered early in the design process. Directly related to the 
presentation of data is the support of the parallel and sequential processing of data.
2.5 Structure the data to support the parallel and sequential processing of data.
Similar to the distribution of data, the structuring of data for parallel or sequential processing 
can improve the data processing capacity. Furthermore such structuring should fit the 
distribution of data and the persons under consideration.
- Group according to objects, products or customer types.
- Fragment according to physical boundaries, sequence of interactions, activities and priority.
2.6 Check for obstruction of data processing.
As a check on the IS-design we need to consider whether the design needlessly obstructs the 
processing of data.
Overall considerations
2.7 Apply the 80/20-rule to formalization.
For different structural parameters of the IS-design the degree of formalization was an issue. 
The discussion on the flexibility built into the structure of the model is a good example of this. 
In the cases investigated for chapters 5 to 7 the conflicting demands for flexibility and 
structuration frequently were an issue. Throughout the whole design process, the various 
requirements for structured process support and built-in flexibility should be weighted against 
the cost of solutions chosen. The 80/20-rule normally applied in the context of production 
analysis and planning (see Hill 1983, Rampersad 2001), applied here, states that 80% of the 
variety can be handled by 20% of the effort, whereas 20% of the variety will require 80% of 
the effort in the IS-design. The 80/20-rule teaches us that even on a sub-element level there 
may be a large difference in the benefit/cost ratio for various solutions.
2.8 Consider the language and coding used.
Language considerations are important throughout the whole design process with a special 
interest in:
c. The definition phase and training phase
d. The translation of organizational concepts to the information system context and
e. The coordination between organizational units.
Although this guideline fits our theoretical consideration and although it appears to have 
practical relevance too, it hardly needs to be mentioned, because already language 
considerations are an important component in current IS-designs.
2.9 Check that decisions are not automated but supported.
The awareness that decisions should be supported and not automated is mainly important 
for the support of organizational processes. In discussing the superstructure, the degree to 
which decisions are automated may however be an important criterion for further 
elaboration and/or acceptance of the information structure.
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Finally, before the design is implemented and most often long before that point is reached, 
feedback is needed to the organization design to utilize new opportunities created by the 
information system design.
4.6.4 Finally
The aim of this section was to translate the statements and strategies of section 4.5 to more 
practical guidelines. As shown, there are indeed more concrete guidelines possible that 
allow for a realization of the prescriptive statements and strategies of section 4.5. 
Regrettably, these guidelines at some points still may be more abstract than the average 
practitioner would want them, but this is unavoidable, because these guidelines abstract 
from the specific organizational context the practitioner is faced with.
As this section shows, the realization of the statements and strategies is not limited to an 
incoherent set of guidelines, but the guidelines can be grouped to a relatively coherent 
approach to information systems design.
4.7 Conclusion
Nolan already stated that the applications portfolio "mirrors" the organization and the 
information flows in the company (Nolan 1979), although he seemed to be referring mainly to 
traditional organizations. For the modern organization, the information structure and specific 
information systems also generally reflect the organization design. However, the information 
structure will not coincide with the organizational structure, because different criteria rule the 
information system design. For example, the information system is less bound by restrictions 
of place and time than the organization itself. Especially because of such characteristics, the 
guidelines expressed above can result in an enhancement of the production and control 
structure, as was the intention of the information systems design.
Chapter 5
Information systems design in practice
5.1 Introduction
In the previous chapters normative statements concerning the design of information systems 
in an integral organizational context have been developed. Hence our second goal, as it was 
stated in the introduction, has been achieved. Chapter 5 to 8 are dedicated to our last 
objective as formulated in the introduction to this book, i.e.,
3. Gain insight in information systems design in a practical context in the light of the 
design approach developed.
In this chapter, the various aspects of information systems design in practice are described 
using the structural parameters for organizations and information systems as defined in 
previous chapters. Building on this description, Chapters 6 and 7 will use the cases 
described in this chapter to confront the prescriptive statements of chapter 4 with practice 
and to better understand how the prescribed IS-design can be realized. The approach to 
studying practical IS-design chosen will be discussed first. This discussion is followed by a 
discussion of the findings.
5.2 Approach to studying practical IS-design
In choosing our approach to our empirical study, we have many options. The option chosen 
depends on various factors, such as the object studied and the objective of the study. Having 
chosen our approach, we can identify what data will be collected exactly and how this data 
can be analyzed to achieve our objective. In this section we will hence discuss:
1. Our motivation: what do we want to achieve with gathering data?
2. Our research strategy: how do we go about gathering this data?
3. Our data to be gathered: what data will we actually gather?
4. Data analysis: how can the data gathered be made to fit our objective?
Together, these subjects should clarify the nature and relevance of the findings presented in 
the next section.
5.2.1 Motivation.
Gaining insight in practical information systems design given the prescriptive theory 
developed in the previous chapters is no easy task. After all, why do we refer to practical
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design if we already know what considerations should guide the design of information 
systems? The relevance of practical findings can only be limited, because practical design 
either will or will not fit the prescribed design considerations. In both cases, the prescription 
will not be confirmed nor rejected. After all, we already derived the prescriptive design 
theoretically and hence the prescriptive design is inherently right (given the paradigmatic 
assumptions) and not falsifiable by any finding. Incorrectly designed information systems 
will only lead to the conclusion that there is still room for improvement in practical design. 
The difficulty of interpreting empirical findings is typical for the approach chosen here. 
First of all, the prescriptive as opposed to predictive nature of the statements determines that 
they are not directly related to practice: the statements are not about what is, but about what 
should be. Furthermore, the choice to derive such statements from a theoretical framework 
as has been done in chapter 4 makes these statements inherently valid given the assumptions 
of the theoretical, sociotechnical framework.
What then is there to be learned from practical designs so that our insight is increased?
1. We can learn the extent to which the design guidelines inferred from theory are already 
used in practice.
2. As an extension of (1), we can learn the extent to which such guidelines are not applied 
spontaneously and hence require a theory-based approach to systems design.
3. We can learn by what mechanism in practice the particular organizational structure can 
result in the application of specific guidelines.
4. We can learn how these guidelines can be implemented in practice.
5. We can learn about flaws or gaps in our theoretical derivation of guidelines. Practical 
cases can highlight factors that we missed or point out relationships that were ignored. 
Thus, studying actual information systems design stimulates theoretical reflection.
As the above considerations show, there are two sides to studying actual information 
systems design in this context. First of all, we want to survey the variety of information 
system designs, e.g., with respect to the types of information system designs found in 
various organizational contexts. Secondly and more importantly, we want to explore, e.g., 
the practical implementations of the guidelines set out in the previous chapter. Preferably, 
our exploration should result in an overview of the range of practical implementations and 
the mechanisms that have led to these implementations. The survey and exploration aspects 
are related.
Surveying and exploring however are notoriously difficult to combine (Morgan 1983). A 
good survey involves many cases representing a wide variety of (in this case) organizations. 
A good exploration should result in a detailed account of information systems design and 
the factors influencing this design, and most importantly should be open to unexpected and 
unstructured data that increase the insight. For reasons of practicality, the depth of a survey 
is mostly limited and, similarly, for an exploration the number of cases is limited.
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In accordance with the type of information needed in survey research and exploratory 
research, the former type of study is mostly of a quantitative nature and the latter is 
normally of a qualitative nature. Furthermore, the former type of research at the onset of the 
investigation starts with a set of hypotheses, whereas the latter type is generally of a totally 
open nature, trying to formulate hypotheses. Note however that although the dichotomy 
sketched here is much used, each aspect of the study is an explicit choice and hence we find 
all kinds of other combinations in literature too (e.g., a qualitative study starting with a set 
of hypotheses, see Yin 1989).
Because our study has both an exploratory and a survey side to it, we need to choose the 
research strategy with care. Moreover, because there are many suggestions in literature that 
some types of mainly quantitative research are less successful (e.g., Schoonhoven 1981, 
Miller 1981, Iivari 1992, Pennings 1987), we need to take even more care. In the next 
section, we will discuss the research strategy chosen
5.2.2 Research strategy
Above we discussed various aspects relevant to the research strategy, to which we will 
return subsequently, when we discuss the choices made for this particular study. The 
particular research strategy chosen here aims to make sure that all information needed to 
satisfy the objective of the study is represented in the dataset. Hence, we will first discuss 
the nature of the material that has been gathered. Next, we will discuss the nature of the 
sources for such data. Following our general description of the sources of data, we will 
discuss the methods that were used to collect the data needed for this study. Finally, we can 
move on to the operationalization of the dimensions that describe information systems 
design in an organizational context.
5.2.2.1 Nature o f the data gathered
Because of the exploratory side of the study, which among others should result in 
highlighting factors that determine the IS-design, the study is basically of a qualitative 
nature. This will allow for an in-depth analysis of the way information systems are designed 
in practice and of the specific organization that serves as the context for the IS-design. As a 
consequence, the number of cases needs to be limited, because otherwise the feasibility of 
the study would be reduced too much due to time constraints and limitations of resources. 
The unstandardized nature of the data permits us to incorporate all kinds of situational 
factors in the study and to investigate relationships between dimensions as they are found in 
particular cases, without having to assume the presence of these relations due to found 
covariation, as is often done in quantitative studies (Swanborn 1981).
5.2.2.2 Sources o f  data.
Data concerning the design of information systems has been gathered by face-to-face semi­
open interviews of key-participants of each project. Hence, the unit of analysis is - strictly
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speaking - a project and not an organization. Most organizations only participate in the 
investigation with one project. If more than one project in one organization was evaluated, 
these projects would result in information systems for different parts of the organization. 
Therefore, the production and control structure relevant as the context of investigated 
projects can differ within an organization as well.
To do justice to the survey character of the study, 33 cases were investigated in the study. 
We chose for a stratified selection of organizations with more than 100 employees. This 
minimum of 100 employees is imposed because we want to consider organizational 
structure. With fewer employees this would become increasingly difficult. The cases are 
stratified for the economic sectors as identified by the Dutch chamber of commerce. 
Likewise, it is important that the information system design investigated here shows a 
sufficient spread in the type of organizational activities that are supported. However, no 
reference data was found to match the IS-design investigated with (see section 5.3.1).
Apart from the stratification, a second strategy was chosen to assure that the investigated 
cases would give a satisfactory account of IS-design in practice, viz. the consultation of 
some system-builders, who had been involved in the design of some of the IS-designs we 
investigated. They were able to compare the IS-design projects with the total range of 
projects they had handled before.
5.2.2.3 Methods.
Gathering the necessary data occurred in various steps. The study started with a pilot in one 
organization. This pilot was followed by approaching a large number of organizations. The 
organizations willing to participate were subsequently investigated. When saturation started 
to occur (see the end of this section) and a balanced sample of organizations was attained 
the gathering of data stopped.
Pilot.
To check the line of questioning used and whether the selection of respondents within the 
organization was correct, a pilot study was done for three projects in one organization. In 
this particular setting, we considered:
- Whether alterations in the line of questioning or additional questions were needed. It 
appeared that the framework of questions (see section 5.2.3) used was sufficient to get 
most of the data required. The line of questioning remained almost unchanged.
- Whether it would suffice to interview one key person. If political factors are an 
important determinant for the research outcome, it may be necessary to interview 
various people participating in the project. However, the pilot study showed that 
interviewing additional people was unnecessary. Even in the very political setting of this 
particular pilot organization interviewing several people regarding the same project did 
not add to the insight into that project. The guarantee of confidentiality enabled 
participants to share information on the course of the project. Their key role made it 
possible to get all data at once. In the remainder of the cases it was occasionally needed
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to interview an additional person to get all the data required.
The pilot showed that the research design was sufficiently reliable.
Selection o f cases.
The selection of cases was done by contacting organizations which already had a 
relationship with the university. This relationship was generally not associated to the 
construction of an information system. All organizations that rejected participation in the 
study were asked for the reason they didn't participate, to ensure that no bias was introduced 
by non-response. Of the 65 organizations approached, 35 were willing to participate, the 
first 30 of which were involved in this study, including the pilot-organization. This totaled 
to 33 projects or cases.
The main investigation.
Following the pilot study, the other projects involved in this study were evaluated. All 
respondents were interviewed after the information system had been implemented. In one 
case, the system was not in use long enough to determine the effect of the information 
system in the organization. This effect was established later by phone.
The interviews all started with open questions about the general impression of the 
respondents concerning the project, problems that occurred and their causes. Gradually 
during the interview the questions focused on structural parameters. All interviews were 
recorded and later fully typed. This resulted in some 900 pages of text, which served as the 
basis for all further analysis.
To avoid biases due to the type of questioning, all questions were open and referred to one 
particular topic, not to a relationship of topics. Referring directly to relations between the 
organizational structure and the IS-design was avoided, because respondents easily relate 
these concepts, without some common understanding of what is meant by these concepts. 
Follow-up questions were asked especially to have respondents explicate their statement, 
preferably in terms of examples or facts from the IS-design project, also to avoid socially 
desirable answers.
Although all projects had some characteristics specific to the particular setting of the 
project, during the interviews saturation of the dataset occurred: the last interviews 
contributed few new viewpoints on the practical design of information systems. Although 
the number of cases was limited, there is reason to believe that some degree of overview 
was obtained.
5.2.2.4 Finally
Until now, we have mainly focused on the procedural aspects of investigating information 
systems design. Clearly, it is the content that is of primary importance. The content of the 
data gathered will be discussed in the next section.
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5.2.3 Data actually searched for
At the beginning of the chapter, we noted that we want to gain insight in information 
systems design in an organizational context. As a consequence, it will be necessary to 
collect data concerning the structural parameters. Furthermore, to put the particular design 
into perspective, it will be necessary to have some idea of the success of the particular 
information systems design. The success expected and obtained by designing an information 
system in a particular way explicates motivation and highlights the causes of specific 
choices in the information systems design. However, to gain insight in how the information 
systems design took place that will not suffice either. After all, when discussing the 
information systems structure, we already noted that our particular perspective on 
information systems is only one of many perspectives possible. Because in literature fairly 
much attention has been given to the process dimension of information systems 
development as an important factor for the final information system (Weill & Olson 1989) 
and its success in a particular organizational context, we need to investigate this too. 
Furthermore, to rule out or at the least take into account the effects of various contextual 
factors, we also need to investigate these. For example, the external variety in the 
environment of the organization may be expected to influence the information systems 
design. Furthermore, the specific setting for the information systems design in terms of the 
number of stakeholders, the degree of technical innovation accompanying the information 
systems design may be expected to influence its eventual effect. In short, five groups of 
variables were investigated:
1. The organizational structure.
2. The project setting.
3. The information systems structure.
4. The information systems development process.
5. The project success (effect).
The order given above is also the order used in the interviews. These specific subjects were 
preceded by some general questions regarding the project name, the role of the participant 
in the organization and the project and the moment or period of implementation of the 
system. These questions were also used to break the ice. Next, the respondent was asked to 
give some idea of what the project was like, what problems had occurred, what the causes of 
these problems were and whether there were specific problems concerning the design of the 
system or the development process. The motivation for this line of questioning is twofold. 
Firstly, the questions are of such a general nature that little or no bias is introduced and 
secondly, it appeared that problems serve as an excellent starting point for describing cause 
and effect of design decisions. Following this general introduction various more specific 
subjects were examined. Each of the groups of variables mentioned above will be discussed 
subsequently.
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5.2.3.1 The organizational structure.
For the organizational structure the structural parameters were used in the analysis to 
describe the organization. Data about the organizational structure is gathered using again 
various questions starting from very general to very specific:
1. How would you typify the organization for which the system is built?
2. What is characteristic for this organization?
3. How is work structured in this organization? and
4. How is this organization managed?
In this way, the respondent can as much as possible give his or her own account of the 
organization. If it appeared impossible to determine the structural parameters for the 
organization on the basis of this account, more specific follow-up questions were asked for 
question number 3 and 4.
5.2.3.2 The project setting.
The operationalization of the project setting requires some more clarification as this subject 
was not discussed before. According to Andersen et al. (1988), the project success can be 
predicted by establishing the situation relevant for the information systems design in terms 
of:
1. Its complexity and
2. The degree of change pursued.
This complexity is expressed in terms of
- The number of stakeholders involved in the project,
- The problem situation the information system is intended to handle,
- The cultural setting (here expressed in the readiness for or aversion to a system 
implementation),
- The organizational stability, and
- The information intensity of the production structure.
The extent of the changes accompanying the project is expressed in terms of:
- The technological innovation,
- The organizational innovation, and
- The time available for change.
Various of the factors mentioned above were also mentioned by other authors. Because 
these specific factors did not constitute the core of the study respondents were asked to 
characterize the 'as-is' situation present at the outset of the project. Next, they were asked to 
explicate the extent of the changes accompanying the project. If necessary, because the 
respondent provided too little data, more specific questions were asked concerning the 
factors identified by Andersen et al. (1988). Additionally, the organizational environment 
was examined for the amount of external variety. Although Andersen et al. (1988) men­
tioned the stability and information intensity of the process, these factors were here 
represented by the variety of the environment and an examination of the complexity of the 
problem situation respectively.
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5.2.3.3 The information systems structure.
Similar to the organizational structure, the information systems structure was determined 
using the structural parameters. Again the line of questioning started with general questions, 
later focusing on specific dimensions. The first question would be:
How do you describe the method used?
- Regarding the information systems design?
- Regarding the development process?
From there the interview would focus on aspects of the information system that were 
emphasized or ignored in the answer. The emphasis in the questions was on the method 
used, because we wanted to uncover those aspects that were considered in the design of the 
information system, even if they were later discarded for other (practical) reasons. 
Furthermore, in this way again it becomes clear what factors determined the information 
systems design. For this reason, several of the strategies were included in the evaluation,
i.e.:
- Coding and decoding aspects, as represented by the attention given in the design process 
to language issues, choice of expressions used, and concept definition.
- Choice versus replacement of decision making by the information system
- The attention to parallel or sequential processing of data
- The attention to distribution of data
5.2.3.4 The information systems development process.
Because of the importance of the process by which the information system is developed to 
the eventual success of the information system, various aspects of the development process 
were examined for each project. Typically, the process of information system design is 
fitted to some kind of organizational policy concerning information systems. The project 
may or may not have explicit objectives. Projects may differ in the extent to which the 
various stakeholders participate in the project. Of these stakeholders, the eventual users and 
management are considered most important. The projects may be planned in some kind of 
phases and planning may or may not be monitored and evaluated. Furthermore, projects 
may differ in the extent to which the project organization is more or less explicit. Finally, 
within the project some kind of project culture may be stimulated. All these aspects are 
considered to influence the project success (Andersen et al. 1988, Amoako-Gyampah & 
White 1993, Clancey 1993, Land & Hirschheim 1983). Hence, they are also taken into 
account in this study. Again the respondent is asked to characterize the development process 
of the information system and if necessary, several dimensions were examined in the 
interview.
5.2.3.5 The project success.
A final major component discussed with the respondent is the project success. Often, the 
project success will have been discussed at the beginning of the interview, because most
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respondents start their evaluation of the project by giving the main results. At this point in 
the interview the project success is examined in more detail.
As noted earlier, the attraction or desirability of a situation is an important aspect of design. 
Hence, we need a clear understanding of what a desirable situation is in this specific 
context. The success of a specific design is, after all, dependent on the specific situation. To 
be more precise, given a certain objective, success can be defined as 'the degree in which 
the specific goal has been met.' In practice, however, the success of information systems 
design in the context of an organization has been defined in very different ways, for 
example, by looking at the level of satisfaction of participants in the process or by recording 
the organizational success as a whole (Amoako-Gyampah & White 1993, Raymond et al.
1995). In general, the use of indicators for the success of an IS-design seems an arbitrary 
activity. A review of literature on this subject (Iivari 1992), suggests that the total variation 
indeed extends from internal satisfaction about the design of information systems to the 
organizational performance on the stock market. Sometimes several indicators are used at 
the same time, where it is unclear which one is preferred and why (Pasmore et al. 1982). 
Furthermore, there has been little structured research on the type of success-indicators to be 
applied.
In our definition of success given above, there is a strong relationship to a specific goal. An 
organization, though, can have a set of goals. Moreover, it is possible to define goals for 
any subsystem or even subsubsystem. This also explains the multitude of success measures 
used in practice, because the choice of any of these goals to relate the measure of success to 
is random.
Recapitulating, a system consisting of interrelated subsystems, where for every (sub)system 
it is possible to define a goal, has a multitude of possible success measures. In practice we 
see a multitude of success factors being used. An obvious suggestion for the combination of 
these two facts would be to state that the measures for success in practice are related to 
different (sub)systems: both to different systems on a certain level of aggregation and to 
different levels of aggregation. Organizational performance as a measure for success, for 
example, is related to the highest level of success of the organization as a system, whereas 
the satisfaction of participants in a design-project can be considered as success on a very 
low level of aggregation. When asked, most organizations would indicate that 
'organizational performance' is an ultimate goal and hence best reflects the desired situation. 
The other side of the matter is, however, that we do not know for sure whether this measure 
for success is related to our design intervention, because the effect of an intervention in a 
specific subsystem might be completely outstripped by the effects of events in other 
subsystems or by the interaction of various subsystems and the environment. A measure 
such as the satisfaction of the participants in the design process is much more closely related 
to the actual intervention intended in the design, but this measure is less evidently linked to 
the desired situation of the organization as a whole.
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As said, we need an indication of success and preferably a meaningful one, consistent with 
the approach taken in this study and, therefore, related to the actions that accompany a 
specific design as well as to the desired situation. This has led to the introduction of a 
layered concept of success (see figure 5.1).
As the figure shows, every subsystem (or phase system) is part of a larger system and hence 
the measures for success 
on different levels of 
aggregation are
interrelated. An action at 
the lowest level of 
aggregation can be 
evaluated at every 
higher level,
incorporating the effect 
of ever more intervening 
variables. Drucker’s 
(1967) and Checkland’s
& Scholes’ (1990) work 
may provide an 
interpretation of these 
levels that can be used 
to structure our layered approach. Using their work, we can define a sequence of results as: 
Efficacy: The extent to which the IS-development resulted in the intended IS (figure 5.1, 2). 
Efficiency: The extent to which the IS improves upon the minimal use of resources for the 
organizational transformation (figure 5.1, 3).
Effectiveness: The extent to which goals are achieved in the interaction with the 
environment (figure 5.1, 4).
Efficacy can thus be related to the internal transformations of the smallest subsystem 
incorporating the action. Efficiency is thus related to this system in interaction with other 
subsystems of the organization and effectiveness is related to the interaction of the total 
organization with its environment. The first level of aggregation, as depicted in figure 5.1, 
expresses the satisfaction about the process of design (development). If necessary, other 
levels can be added. In the case of specifying success for a particular organization it is 
possible to use other levels of success or additional levels of success, although the set 
specified above seems rather complete. Furthermore, this set is generally recognized and 
can be used in multiple contexts.
Success now is the combination of the degree of result at every level and the extent to which 
these results, in terms of levels of aggregation, are influenced. As the above clearly shows, 
success is a multi-dimensional concept. In the case of one specific project, these dimensions 
can be weighted, to give an overall impression of the project.
System Success measure
IS developm ent phase
Phase system  o f
IS
Subsystem  o f
IS
O rganization
IS in organizational context
Subsystem  of
(IS in organization) 
in environm ent
1. Satisfaction about 
the process
2. E fficacy
3. E ffic iency
4. E ffectiveness
Figure 5.1 Success in a systems context.
In f o r m a t io n  sy s t e m s  d e s ig n  i n  p r a c t ic e
In this context, various levels of success were elaborated by asking the respondent a series 
of questions that gradually extend the scope for which the influence of the information 
system design is assessed. Typically, first the respondent would be asked how he or she 
evaluates the project and whether the information system operates as expected (efficacy). 
Subsequently the interviewer and interviewee would discuss:
To what extent is the system being used?
Was the project worth the effort?
To what extent have the formal project goals concerning time, budget or service level been 
achieved?
Finally, some questions concerning visible results would be asked to check the extent to 
which the pay-off is tangible:
What has improved?
What concrete results can you mention?
These basic questions usually were sufficient to get detailed insight in the gains and losses 
involved in the project.
5.2.3.6 Finally
The interview was closed with a variety of questions. Just as the introductory questions 
these questions would be directed to the project as a whole, e.g.:
Which moments do you consider crucial to the project?
What decisions were made during the project, which have influenced the eventual design to 
a large extent?
What events during the project do you consider typical for this organization?
Given the subject of the interview, what did I forget to ask? etc.
These questions served as a last check and most often resulted in a review of points 
mentioned earlier.
5.2.4 Data analysis
Due to the open nature of the questions, the resulting data represents a large variety of 
information. However, this also results in highly unstructured data. Hence, it is difficult to 
interpret the data. For the purpose of describing IS-designs in practice some structuring is 
needed. To be able to grasp the data, we will use various data analysis techniques.
1. To get a quick overview of the data, all cases were rated by the author on the variables 
discussed above. This will result in indicative numbers of what cases have been involved in 
the study.
2. To investigate the cases in more depth, qualitative analysis techniques were used. The 
analysis done here can serve as a basis for further analysis in the next chapters.
Both analysis techniques will now be discussed subsequently.
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5.2.4.1 Rating the cases.
To give an impression of the variety of cases investigated, variables describing the 
organizational structure, the project context, the information systems structure, the 
information system development and the project success were rated on a five-point scale, 
using the interviews as a basis for the rating. Hence, each variable obtained a value for 
almost all cases (in some cases, it appeared to be impossible to rate some variables due to 
lack of sufficient data). For no variable the number of missing cases exceeded 1. In the 
analysis, the variables where examined for the traditional organization and the modern 
organization separately as well as for all cases together. Finally, again to increase the insight 
in the variety of cases, the possible correlation of variables was investigated.
The rating of cases was done only after all the data had been collected and analyzed 
qualitatively. The results serve merely as an indication of the material collected and no tests 
concerning reliability were performed. The results of this examination will be presented in 
the next section.
5.2.4.2 Qualitative analysis o f  data
An often-used approach to qualitative data analysis, is the so called 'constant comparative 
method' as described by Glaser & Strauss (1967), which leads to so called 'grounded 
theory'. The constant comparative method is an explorative approach. Its aim is to let theory 
emerge inductively from the empirical data present and avoid pre-given theory. It achieves 
this aim by letting certain concepts emerge from the data available, mostly text. Such 
concepts can be 'flooded', using this text, meaning that text related to this concept adds 
meaning to it until the concept is fully defined (Miles & Huberman 1984). The approach 
propagated by Miles & Huberman is to divide the text available into so-called scenes, 
coherent segments of text. These scenes are subsequently coded. The codes provide a brief 
characterization of the text in each scene. By grouping the scenes according to codes, we 
can get a general impression of the full richness of the topics referred to by each code, 
constantly adding and changing the insights in the topic until no further change occurs. 
Subsequently, these codes can be grouped and combined into concepts, finally resulting in 
an overview of what is going on. Such an overview may be given in text, optionally 
enriched by adding graphs or tables explaining the situation further (Miles & Huberman 
1984; Swanborn 1981).
Two main problems of using only this approach here would be that, firstly, in this research 
the starting point in the analysis is formed by a set of structural parameters and it is not 
totally open, as the constant comparative method requires. Secondly, we are focusing on 
relations between concepts and to a lesser extent on the concepts themselves. This actually 
creates a rather large difference with the common method of constant comparison, mainly 
because there is large difference in paradigmatic approach. Although Glaser & Strauss 
acknowledge that even in a fully inductive approach a researcher never will start without 
any ideas up front, shaping his or her view of the world, the method of constant comparison 
stays essentially inductive. According to some, the method is even naively inductive
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(Swanborn 1981), because the approach does not allow for falsification. When this method 
is used as an exploratory approach, this drawback does not have to be a real problem. What 
we need, however, is an approach that confronts theory with reality and at least allows for 
some falsification, for adjustment of views and hence for learning. By using a coding 
scheme that was also used to pre-structure the interviews and expanding from there, we can 
use the theory developed in chapter 4 to our advantage and simultaneously explore the data 
available.
The actual coding process started with the coding of the interviews done in the pilot study. 
The material of this study was coded by two persons separately. Comparison of the coded 
material revealed only minor differences in coding, suggesting that a relatively 
unambiguous coding technique was used. Thus, we may assume that the coding can be 
replicated to some extent and the subjective interpretation of the coding person has 
relatively little influence. In the coding of these first three interviews a rapid extension of 
the coding scheme took place. Starting with 41 codes from our theoretical framework, the 
scheme extended to 135 codes. This rapid extension continued in the next few interviews 
quickly reaching some 230 codes. In the later interviews saturation started to set in. Finally 
some 315 codes were used to code the 34 interviews. Almost all interviews added codes, 
but the later interviews to be coded only added context specific codes, i.e., referring to 
factors typical for the organization and not found elsewhere. Many of the codes added are a 
more specific differentiation of codes already present. In the final stages of the coding, 
several codes were removed again, because of typing errors, unintended duplications and 
irrelevance. Finally, the first interviews coded were reviewed to check whether the coding 
should change now that the extensive final coding scheme was used. Some of the codes that 
had been developed in later interviews were added, but too few to continue the process after 
having revised the first 4 interviews. The coding process resulted in some 3400 text 
fragments with some 8000 codes. The material is ready for further description and analysis.
5.2.5 Conclusion
In this section, the research strategy and method were examined in some detail. We can now 
give some indication of the variety of cases investigated and of the relationships that exist in 
practice. The indication of the variety of cases can first be described by examining the 
organizations approached to participate in the study. By comparing our selection to 
population indicators, we can obtain some idea of bias introduced in this selection. 
Secondly, by examining the values of the variables investigated in this study, we should get 
some idea of the dispersion of these variables for the sample.
To investigate the relationships present in the material we can use the qualitative material as 
it is coded.
The results of applying this research strategy are presented in the next section.
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In this section we will describe information systems design in some detail. As suggested by 
the research strategy, we will first describe what cases have been selected in the light of the 
total population and next we will describe the variety of IS-designs that was found for each 
group of variables investigated. Subsequently, we will discuss the organizational structure, 
the project setting, the information systems structure, the information systems development 
and the project success.
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5.3 Findings
5.3.1 Selection of cases
Apart from the methods used, the 
reliability and validity of the 
results of this study depend on the 
quality of the data. Therefore, we 
need to describe the investigated 
cases in terms of how they 
represent organizations in general, 
in the Netherlands, and 
worldwide. To further add to the 
understanding and the assessment 
of the cases, the various types of 
IS-design will be described too. 
Aim of this section is to provide 
an idea of the material used. This 
will make it easier to form an 
opinion about the usefulness of 
the cases for this study and to start 
developing some feeling for the 
material.
Table 5.1 Relative percentage of shares of organizations 
with more than 100 employees in sectors of the economy, 
compared to the number of investigated cases per sector, 
excluding 3 organizations at different levels of government. 
Correlation: .90. Source: Dutch Chamber of Commerce 
(1994).
Sector Relative
percentage
Number 
of cases
Agriculture 0,7 % 1
Mining 0,5 % 0
Industry 41,1 % 11
Construction 2,4 % 1
Energy 10,8 % 1
Retail 10,2 % 2
Wholesale 4,4 % 0
Transportation 10,5 % 3
Commercial services 15,5 % 6
Special services 3,8 % 2
Total, excluding 100 % 27
government
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At the beginning of the study, a 
stratified sample was taken from 
the sectors of Dutch business, as 
far as organizations larger than 
100 persons were concerned.
Table 5.1 shows what sectors 
there are and how the 30 
participating organizations fit into 
the stratification. By correlating 
the actual distribution of busi­
nesses in the population with the 
distribution over sectors in our 
sample, a general idea can be ob­
tained of the match of the various 
sectors in the sample to the Dutch 
sectors of business (r=.90). As 
table 5.1 shows, this match is 
quite good. However, our sample 
represents Dutch business and this 
significantly differs from the international business community. For example, it is known 
that in the Netherlands relatively many people work in transport and trade, whereas fewer 
people work in industry compared to other industrialized countries (see also table 5.2). 
However, it was not investigated whether these differences are significant. Furthermore, for 
instance, the national culture as represented in the sample of organizations in the Nether­
lands will differ from organizations worldwide. According to Hofstede (1991) the Dutch 
national culture, e.g., can be typified as very feminine (i.e., cooperation and certainty are as 
important as competitiveness, challenge and promotion). On this dimension it is comparable 
to Denmark but differs a lot from almost all other countries. Dutch culture is considered 
individualistic, not to the extent the USA is individualistic, but much more than Asian coun­
tries. Dutch uncertainty avoidance can be typified as moderately comparable to the USA 
and Great Britain but as much lower than France and Belgium (Hofstede 1991). Similar 
comparisons can be made on other cultural dimensions. The influence of cultural dimen­
sions has not been investigated in this study, but such dimensions are known to be of influ­
ence on the acceptance of organizational structures (Hofstede 1991). Similar differences 
might be expected in the design of information systems. E.g., in cultures that are very 
collectivistic one might expect more problems in the acceptance of a high differentiation in 
local models or goals. Translation of this research to other countries should therefore be 
done with care and the results of the study cannot be applied directly in other countries.
Table 5.2 Comparison of representation of people work­
ing in Dutch and European sectors of business. Source: 
EC Statistics Spring 1993 (EC 1995).
Sector Relative percentage
European^^Dutch
Agriculture 2,1% 1,7%
Energy 1,2% 0,7%
Mining 0,6% 0,2%
Industry 25,2% 18,8%
Construction 7,1% 5,8%
Wholesale/retail 13,2% 16,2%
Food services 5,2% 2,8%
Transportation 6,7% 7,0%
Commercial service 8,8% 12,6%
Other services 29,9% 34,2%
(including govern-
ment)
Total 100,0% 100,0%
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Table 5.3 Reasons for (not) participating in the study, if 
possible accompanied by an indication by the respondent of 
the relationship between the refusal to participate and their 
current IS. The total number of organizations is 65.
No IS to evaluate 11
Of the 65 organizations 
approached, 35 were willing to 
participate. Of these only the first 
30 were involved in this study, 
including the pilot-organization, 
to avoid misrepresentation. Of the 
30 participating organizations, 
two had three and two projects to 
evaluate respectively, totaling to 
33 projects or cases. Such a 
sample would not be very large 
for a survey with quantitative 
data, but, given the type of data 
collection, it is relatively large.
To further avoid misrepresenta­
tion the non-response has been 
investigated. Of the 30 not willing 
to participate, 11 had no IS- 
design to evaluate. In only one 
case was the refusal related to the IS as is indicated in table 5.3. As indicated in this table, 
various other reasons were given for not participating. Due to the fact that we were able to 
investigate our non response, we can be confident that the cases represent the population 
and no bias has been introduced here. The organizations were approached because students 
had been in contact with them on a previous occasion for another purpose, which was not 
related to this particular investigation.
IS available, but no relation to the refusal 
to participate in the study
4
IS available and related to the refusal to 1
participate in the study
Refused to participate due to lack of time 2
Will participate later 4
Dead contact/contact not to be traced 5
Other 8
Participating 30
Table 5.4 provides insight in the type of informa­
tion systems involved. As shown, various types of 
systems are represented. The selection of cases was 
not biased beforehand for these types of 
information systems.
Type of systems28 no.
Functional systems 13
Strategic systems 2
Semi-integrated systems 11
Integrated process systems 7
28 Functional systems aim to support a specific organizational function, such as finance or marketing. 
Strategic systems are aimed to support decision making of top management. Semi- integrated systems 
aim to support several functions throughout the production process. Integrated process systems aim to 
support complete production processes.
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A first important part of the findings to discuss is the 
organizational structure. A quick overview of the 
structure of the organizations where the projects were 
located is shown in table 5.5. The categorization of 
organizations is based on an evaluation of the 
qualitative material. The grouping as presented in this 
table can be polarized a bit more, such that two 
distinct groups are identified: traditional and modern 
organizations. This polarization will dominate the rest 
of this discussion. Occasionally, we will also refer to 
the other organizational types presented here. There 
are great differences within the groups of organiz­
ations in terms of the type of work, complexity of 
tasks and type of product (see also table 5.1). Con­
sidering the organizational structure, the sample is not 
random, but balanced as to make a good comparison 
of different types of organizational structures possible. 
Because the organizational structure was investigated 
in detail, using the structural parameters discussed 
earlier, we can zoom in on these more specific dimensions. Figure 5.2 gives an overview of 
the structural parameters of the production and control structure for each of the cases. In 
this overview the two groups of organizations, traditional and modern, are presented 
expressed in the various parameters. Furthermore, the figure provides us with an overview 
of the total set of organizations. Note however, that the 5-point scale assessments for each 
of the parameters is only a tentative rating by the investigator on the basis of the qualitative 
material. The overview presented here provides us merely with an indication.
Figure 5.2 shows that some parameters serve as better indicators than others for judging 
whether an organization is considered a modern organization or not. The difference in 
variation of the parameters stems from a variety of reasons, e.g., the theoretical relevance, 
the degree to which they can be influenced by other organizational characteristics, the 
practical relevance and measurability. First of all, the degree of transformational concen­
tration of tasks is of primary theoretical importance, because of the large reduction of 
complexity that can be attained when the transformational concentration is increased. 
However, it is not decisive: large organizations with a divisionalized form (Mintzberg 1983) 
suggest some parallellization has taken place, but if the various divisions are large and 
permit much further parallellization than currently is the case, the transformational 
concentration at a higher level in the organization is relatively unimportant.
The next important dimension is the separation of operations and control. If people doing 
the actual work cannot be responsible for their work and control their actions, much of the
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5.3.2 Organizational structure
Table 5.5 Organizational structure as 
found for the projects evaluated.
Traditional 12
changing from traditional 
into modern
4
In between traditional and 
modern
2
Changing from modern into 
traditional
2
Modern, but project in 
centralized support staff
2
Modern 11
Total number of projects 33
Ch a p t e r  5
Operational concentration 
Differentiation of operations 
Specialization of operations
Separation o f operational and control 
tasks
Specialization in control
D ifferentiation in control
Separation o f control tasks
High 1
h
High
b
High
h
High
h
High
h
High
h
High
^  Average score for group o f traditional organizations (n=15) 
^  Average score fo r group o f modern organizations (n=18)
^  Average score fo r all organizations (n=33)
D ifference indicator fo r averages
5 Low 
Low 
Low 
Low 
Low 
Low
Low
4
Figure 5.2 Overview of the parameters describing the organizational structure.
sociotechnical redesign potential has been left unused. Specialization in functions is 
important too. It is, however, also very much dependent on the level of skills needed and 
therefore sometimes somewhat less useful as an indicator for the type of organizational 
structure. The same goes for the differentiation of operations. More important here is the 
relative specialization and differentiation, relative to what is considered possible in the 
given situation.
The differentiation of control is dependent on the rate of separation of operations and 
control: only if the separation of operational and control tasks is low, can differentiation of 
control be quite low too. Unification (as opposed to separation) of functions in the control 
loop is important for learning, especially from a theoretical point of view. However, in 
practice it is difficult to determine whether separation is present and to what degree. 
Furthermore, the various parameters interact and thus they should ideally be viewed 
together. Therefore, after having discussed the findings related to each separate parameter, 
we will only refer to the two extreme organizational types when discussing the other 
variables investigated.
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5.3.2.1 Operational/transformational concentration.
Operational concentration
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organizations
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Relative frequency
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0
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0,7 -
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4 5
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0,8
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0,3
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0,1
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4 32 3
Figure 5.3 Operational/Transformational concentration of tasks depicted per organizational
type-
As our overview of the structural parameters already showed, the degree of operational 
concentration is a strong indicator for the overall type of organization. Figure 5.3 shows the 
difference in some more detail by explicating the spread on this particular variable for the 
two extreme types of organization separately.
For the category of traditional organizations, a criterion is rarely used for the identification 
of parallel flows. In some cases, there are parallel flows, but they each handle all incoming 
variety: the criterion for the split in parallel flows is chosen on other grounds than sources 
of variety, such as physical location or shifts. For very large organizations, there may be 
various divisions responsible for specific product groups, but ignoring the potential for 
parallellization within such divisions. For the organizations changing into modern 
organizations, this potential is recognized in half of these organizations. The other half is 
integrating functions to a larger extent, reducing the operational concentration, but other 
criteria for the division of work have not yet developed. The organizations in between and 
changing into a traditional organization also make little use of parallel flows, although 
subunits focused on specific market segments may be considered as such because the 
particular market segment does have some specific variety to be handled and operational 
concentration may be less dominant.
For the modern organizations, with or without operationally concentrated support staff, 
parallel flows are mostly recognized. However, some organizations have only few options 
to parallellize. Furthermore, of the organizations with a centralized support staff (see table 
5.5), this staff is not transformationally concentrated.
Generally, creating parallel flows is not the primary aim of traditional organizations, either 
because they are limited by practical considerations, or because the option has not occurred 
to them.
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Specialization of operations
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Figure 5.4 Specialization of operations depicted per organizational type.
5.3.2.2 Specialization o f operations
Figure 5.4 shows how the traditional organization and the modern organization differ for the 
degree of specialization of operations. As the figure shows, the differences are quite large. 
Splitting various tasks into small components is often done and further encouraged by 
existing operational concentration. Therefore, the organizations indicated to be 
'operationally concentrated' may have extreme specialization and very repetitive tasks as a 
result. Specialization of operations may even exist, even though it could have been 
eliminated using the newly introduced information system. One respondent gives the 
following example:
"A simple example: [suppose] I receive a new purchasing price, I have the new system 
here and I could change it myself: I am responsible for the article file. It has been 
arranged however in such a way that I need to write the price on a scrap of paper, give 
that to a lady who will enter the price into the system and that is a waste: if I entered 
9.75 myself it would have been finished."
Specialization of operations decreases the more transformationally concentrated the 
organization is. However, if the organization is characterized by high levels of skills 
required to perform specific operations, the specialization may persist for a long time. 
Especially the centralized staff units for modern organizations appear to be characterized by 
a high level of skills required and hence by specialization of operations.
5.3.2.3 Differentiation o f operations
Figure 5.5 indicates how the differentiation of operations differs for the two organizational 
types distinguished in our sample. Again, the difference on this variable is significant.
Our qualitative analysis shows that the number of supportive or preparatory organizational 
units depends on a number of factors, apart from explicit choice for the organization design.
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Figure 5.5 Differentiation of operations depicted per organizational type.
For instance, the overall size of the organization may determine for traditional organizations 
whether they decide to create differentiated units, or just appoint individual specialists in the 
organization. Another consideration would be to centralize such specialists to the level 
where separate support units are feasible. Size is an important moderating variable here. 
Where planning is concerned, the current complexity of the interacting departments 
combined with the product structure determines its necessity as a separate unit. As can be 
expected, the same is valid for modern organizations, but to a lesser extent because the 
complexity of interacting departments is lower. Even for the traditional organizations, there 
is some shift visible to more autonomous work-units.
Also, history may influence the current number and size of support units. Especially for 
modern organizations, the already existing support units may persist long after the main
Figure 5.6 Separation of operational and control tasks per organizational type.
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processes have been changed to modern organizations.
Finally, the level of skills and the knowledge involved in the process is an important 
determinant. If growth of the knowledge present in the organization is needed, a separate 
support staff may provide the critical mass required, both in the traditional and modern 
organization. For this same reason, the support staff may be operationally concentrated: 
sources of external variety directly related to the required knowledge prevail over the 
sources of external variety that are market related. Other solutions, where people of the 
support units are positioned in a matrix structure or are fully decentralized also occur. 
Because reducing the support staff and moving these tasks to local units is often one of the 
last steps in the redesign process, several modern organizations are still engaged in doing 
so.
5.3.2.4 Separation o f operational and control tasks.
Figure 5.6 shows the different ratings of operationally concentrated and modern 
organizations in our sample. Separation of operational and control tasks serves as an 
important indicator for the overall type of organizational structure. Firstly, because for a 
useful combination of operations and their control, the control of these operations must be 
meaningful, i.e., the integration of tasks needs to be sufficient to have a choice in the way a 
complete task is performed. As such, it also indicates the overall degree of integration of the 
organization. Secondly, the integration of tasks will become much more meaningful when 
the control is passed on to the person performing the task.
There are few moderating variables. The only directly moderating variable found here is the 
amount of risk involved in the primary process. Such a risk of decisions made in the main 
operational process may be related to the survival of the organization, which may hinder 
decentralization of control directly. The amount of know-how involved in the process may 
result both in decentralization of control, because the control should be where the 
knowledge is and in centralization of control in specialist support staff, for the same 
reasons.
All traditional organizations have a rather strong separation of operational and control tasks 
and the modern organizations do not. For the types of organizations in between, it may 
differ: (de)centralizing control is a much used measure in changing the organization from 
one extreme type into another, although it is not always used as one of the primary 
measures.
5.3.2.5 Differentiation in control
Differentiation in control shows little difference in the average ratings for the traditional and 
modern organizations as shown in figure 5.2. The difference in the spread of the variable for 
these organizational types is shown figure 5.7. The most common approach to differenti­
ation in control in practice is to assign operational, tactical and strategic decision making to 
subsequent levels of control.
Size is of course important for the degree of differentiation of control that is possible. When
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Figure 5.7 Differentiation of control depicted per organizational type.
an organization is relatively small, tactical and strategic decision-making often appear to 
end up at the highest level in the traditional organization. In some modern organizations, all 
differentiation in control may be absent, because local autonomous task groups are involved 
in all types of decisions. This is, however, rare.
Another reason, for differentiation in control to be low is that all decisions are made at the 
highest level. When this is the case, the organization is mostly very operationally 
concentrated, due to the large accompanying separation of operational and control tasks. 
Differentiation of control has therefore no linear relationship with the type of organizational 
structure (See figure 5.8). The scores in figure 5.7 have been corrected for this last effect: 
organizations where all decisions were made at the highest level were rated high on 
differentiation of control.
5.3.2.6 Specialization in 
control
The difference in specialization 
in control for our two 
organizational types is 
presented in figure 5.9. Spe­
cialization in control occurs in 
one of two ways: either the 
management is done by a team 
of specialist managers, each 
focusing on an aspect of the 
operations, or part of the 
control has been delegated to a 
support staff focusing on organizational structure and the differentiation of control.
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Figure 5.9 Specialization of control depicted per organizational type.
certain aspects. In both situations specialization in control is high, because people per­
forming operational tasks are accountable to several people with different viewpoints. 
Specialization in control is a relatively weak determinant of the type of organizational struc­
ture. Especially if the management team is capable of functioning as a coherent system, 
synchronizing control before it is exercised, the specialization in control is difficult to 
establish. If considerable power is located in support units, this does seem to influence day- 
to day operations a lot. This type of control therefore is quickly changed to a more advisory 
position of support units when the organization changes into a more modern organizational 
structure.
5.3.2.7 Separation o f control tasks
Finally, the separation of control tasks is presented in figure 5.10. On average the separation 
of control tasks does not differ much for the two organizational types.
From qualitative analysis it follows that any separation between operational and control 
tasks generally increases the separation between perception and decision making, and 
decision making and implementation. Differentiation in control determines also the degree 
to which the separation of control tasks may differ for various types of issues. There are 
however several other factors that influence the degree to which these tasks are separated. 
For instance, participation in decision-making may reduce the separation, information 
systems that support communication between various departments, may slightly reduce 
separation of control tasks. Feedback mechanisms may improve the integration of control 
tasks, and the most important effect of this integration: learning. Due to the strong 
relationship between the separation of control tasks and the other dimensions, it is to be 
expected that organizations that according to the other dimensions are modern 
organizations, will have little separation of control tasks.
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Figure 5.10 Separation between control tasks depicted per organizational type.
Indirectly, size and also the amount of know-how needed in the process may influence the 
separation of control tasks.
5.3.2.8 Conclusion 
Recapitulating, one could say 
that there are various factors 
that influence the organizational 
structure, as expressed in terms 
of the structural parameters.
Nevertheless, the structural 
parameters as a set seem to 
describe the organizational 
structure for the cases involved 
in this study accurately. The 
various parameters are however 
not fully independent and 
therefore, the combination of 
the structural parameters is preferred as an indicator of the structure. There is however no 
direct relationship between the parameters either. Therefore, sketched in two dimensions, 
for any combination of parameters the dispersion of organizations will probably look like 
the area shown in figure 5.11.
5.3.3 Project setting
Above, we identified several variables describing the setting of the project. These variables
Differentiation
High
Low
Low High
Specialization
Figure 5.11 A suggestive dispersion of organizational 
structures as expressed in the structural parameters. The 
chosen dimensions are illustrative.
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were all discussed in 
the various inter­
views and 
subsequently rated 
on a five-point scale 
by the investigator 
to give an impres­
sion of the range of 
project settings. An 
overview of these 
variables is given in 
figure 5.12. Again, 
the variable aver­
ages are indicated 
for the two structural 
types. This time
however, the organizational type generally does not seem to have a serious impact on the 
rating of the variables in the project setting. An exception is the variety in the organizational 
environment and the degree of organizational innovation. Both are significantly different for 
the two organizational types (t-test, p<0.05, see also section 5.3.3.4 and 5.3.3.6).
The different variables will now be discussed subsequently. We will not discuss all vari­
ables in depth, because although they are related to structural considerations, they are not at 
the heart of the subject of the book.
5.3.3.1 Number o f stakeholders.
The spread of the number of stakeholders is given in figure 5.13. The indication of the num­
ber of stakeholders given here is based on the judgement of the respondent. Typically, the
respondent would be asked whether he 
considered the number of different 
stakeholders involved in the project high or 
not. Based on the answer, the rating is 
determined. As a result of using the 
respondents’ judgement, the number will 
depend on the particular context. If the 
organization is used to designing information 
systems for one stakeholder, a project 
involving three stakeholders may be judged to 
have a high number of stakeholders, whereas 
the same number may in another context be 
Figure 5.13 The spread of the number of judged as extremely low. As figure 5.13 
stakeholders. shows, there is quite a large spread in the
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Figure 5.12 Averages of variables describing the project setting.
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relative number of stakeholders identified 
by the respondents. Therefore, the com­
plexity of the project context differs based 
on this variable.
A qualitative analysis shows that the 
number of stakeholders identified is 
closely related to the stakeholders 
eventually participating in the project. As 
may have been expected, the number of 
stakeholders is also related to the next 
variable, the complexity of the problem 
situation.
5.3.3.2 The complexity o f the problem 
situation.
Figure 5.14 provides an overview of the complexity of the problem situation as judged by 
the respondents. On average, this complexity is considered to be quite high. The complexity 
of the problem situation is identified by the number of users and departments affected by the 
information system and the scope and the degree of detail of the subject elaborated. In 
absolute terms this may vary from a few users for which data with a limited scope needs to 
be processed, to several hundreds of users spanning various companies involved in different 
fields of business. The extent to which exceptions are expected to be handled by the system 
may increase the complexity even more. We already mentioned that this variable is related 
to the previous one. As we will later see, in the data set this is explicated by a correlation 
between the two variables of r=.59 (p<.001).
5.3.3.3 Aversion to system imple­
mentation.
The aversion to system implementation is 
graphically represented in figure 5.15.
Although the aversion to system 
implementation is somewhat less for 
projects in modern organizations, the dif­
ference is small.
The aversion was investigated by asking 
questions concerning the extent to which 
users were or management was looking 
forward to the new information system.
Furthermore, questions were asked 
concerning the anxiety with which people
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Figure 5.15 Aversion to system imple­
mentation at the outset of the project.
Figure 5.14 The complexity of the problem 
situation for the total set of organizations 
investigated.
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Figure 5.16 Organizational innovation accompanying the project represented per 
organizational type.
anticipated the new information system.
Generally speaking, the aversion to the new information system was not very high. The 
motivation given for this by some of the respondents was that most organizations were 
already accustomed to information systems in general, which made the acceptance of the 
new system easier. There were however some exceptions to this rule: in some organizations 
some users were prepared to throw the hardware out of the window as an act of rejection of 
the new information system.
5.3.3.4 Organizational innovation.
Because in the introduction of section 5.3.3 we already noted a considerable difference 
between the organizational innovation in the traditional and the modern organization, figure 
5.16 shows them separately.
Respondents were asked to judge the organizational innovation that accompanied the 
introduction of the information system. The subject was mostly introduced together with the 
subject of technological innovation, to create a clear conceptual contrast. If necessary 
additional questions were asked to determine whether the actual work in the organization 
had changed.
A quantitative analysis shows that organizational innovation also seems to be related to the 
changes in the organizational environment (r=.48, p=.002). This appears to be backed up by 
the qualitative analysis. Environmental change induces organizational change.
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5.3.3.5 Technological innovation.
The technological innovation is not found 
to be related to the organizational type.
Figure 5.17 shows the spread of 
technological innovation accompanying the 
projects. Innovations were considered to 
take place if the technology used by the 
organization was new to the organization.
For example, the respondent may consider 
the technological innovation high if project 
was the first project involving fourth 
generation programming languages.
Qualitative analysis shows that 
technological innovation seems to be 
related to organizational innovation.
Technological innovation frequently 
induces changes in the way people work. Furthermore, some support of organizational 
changes requires innovative technical solutions. As a consequence, technical limitations 
may hinder organizational changes, either directly or indirectly because some changes 
require too much time or are too expensive to realize.
5.3.3.6 Variety in the organizational environment.
The last variable indicative for the project setting is the variety in organizational environ­
ment. The difference between the operationally concentrated and modern organizations is 
shown in figure 5.18. This variable shows a large spread too. Several relationships that exist 
have been discussed already. Qualitative data also shows that variety in the environment re-
Technological innovation
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Figure 5.17 The degree of technological 
innovation accompanying the project.
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Figure 5.19 Overview of the information systems structure.
suits in organizational changes. Modern organizations seem to recognize this variety better 
and appear to be somewhat more capable of having the information system reflect the 
variety.
5.3.3.7 Conclusion.
There is a large variety of cases represented in the sample, judging by the variables that 
describe the project setting. If these variables play a role in the relationship between the 
organizational structure and the information systems structure, the variety of cases should 
make it possible for these relations to be found in the qualitative analysis. Of course, the 
numbers presented above are only useful as a first indication of the type of material present.
5.3.4 Information systems structure.
An overview of the scores for the structural parameters of the information systems structure 
is given in figure 5.19. As the figure shows, the transformational concentration according to 
goals and of models is considerably higher for modern organizations. For the other vari­
ables, this difference seems to be absent. We will discuss the various parameters subse­
quently.
5.3.4.1 The transformational concentration according to goals.
Figure 5.20 provides us with an overview of the transformational concentration according to 
goals in the IS-design for the two organizational types. For these types, there still is a wide
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Figure 5.20 Transformational concentration according to goals for different organizational 
types.
spread of options for the attention given to a diversity of local goals.
The rating is based on the judgement of the respondent, who would express the extent to 
which diverse local goals are considered in the design of the information system. Responses 
varied between for example:
"Ultimately there is one goal: a good automated purchasing system." 
and explanations of how various local goals were elaborated in the design of the 
information system. If transformational concentration according to goals was high often the 
reason for paying attention to diverse goals was mentioned. For instance, differences in 
product, customers or production process may influence the extent to which attention was 
paid to diverse local goals.
The quantitative analysis shows that the transformational concentration according to goals is
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F ig u re  5.21 Transformational concentration of models for different organizational types.
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negatively correlated to the complexity of the problem situation (r=-.39, p=.013) and 
correlated to the stakeholder participation (r=.32, p=.034). Furthermore, the 
transformational concentration according to goals is correlated to several of the other 
parameters describing the information systems structure. A qualitative analysis very often 
supports these findings. The qualitative analysis shows a more differentiated picture where 
the complexity of the problem situation is concerned. Although a very complex situation 
may make it difficult to discern various goals, it frequently also leads to the necessity to 
discern such goals, to reduce complexity. In addition to the quantitative findings, the 
qualitative analysis reveals that the transformational concentration according to goals and 
the transformational concentration of models are closely related.
5.3.4.2 The transformational concentration o f models.
Similar to the previous structural parameter, figure 5.21 shows the spread of cases for the 
transformational concentration of models for two different types of organizations. Again the 
spread of the transformational concentration of models is high, ranging from one 
organization-wide model to models specific to each local situation.
The transformational concentration of models is a key variable according to both the quan­
titative and qualitative analysis. This variable is related to many of the other parameters 
describing the information systems structure. The degree of transformational concentration 
of models was often mentioned in the context of problems that occurred or related to the 
overall effect without directed questions referring to the degree of transformational 
concentration of models.
5.3.4.3 The degree o f flexibility in data processing.
Figure 5.22 shows the difference between flexibility as assessed for the operationally
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Figure 5.23 Variety in presentation means for different organizational types.
concentrated and modern organization. On average, the two organizations do not differ, 
although the distribution of flexibility seems quite different. In the traditional organizations 
there are many organizations for which the flexibility in data processing is rated quite high. 
In the modern organizations the flexibility as rated by the respondents varies more. 
Correlating this variable with the number of stakeholders, the complexity of the problem 
situation and the variety in the environment shows a negative correlation in each case 
(respectively, r=-.42, r=-.31, r=-.39 (.007<p<.041)). From the qualitative analysis, it follows 
that flexibility tends to increase the complexity of the final system, as do these contextual 
variables, which may explain this correlation.
5.3.4.4 The variety o f presentation means.
In figure 5.23 the variety of presentation means is shown. The figure indicates that there is 
no difference between both types of organizations regarding the variety of presentation 
means. The variety of presentation means is closely related to the flexibility. The correlation 
between the two scores is r=.63 (p<.001).
The variety of presentation means is also similar in its behavior to the degree of flexibility 
in data processing: as the complexity of the problem situation increases the variety in 
presentation means tends to decrease. Response concerning the presentation varied from 
totally prestructured presentation to presentation options which can be fully determined by 
users. Presentation may be textual or graphical, on paper or manipulable.
5.3.4.5 The degree o f support o f  various control modes.
The support for various control modes was established by asking the respondent whether 
and how existing external coordination and relationships between departments were 
considered in the IS-design. The rating of the cases on degree of support of various control 
modes shows that this variable differs little for the two types of organizations. We already
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saw that the averages of both organizational types on this parameter differ little and the pro­
files, as figure 5.24 shows, are also quite similar.
Correlation of this variable with other variables only shows some correlation with the 
transformational concentration of goals (r=.38, p<.05) and with flexibility in data 
processing (r=.33, p<.05). Qualitative analysis shows that the type of relationship existing 
with other departments or units may differ and furthermore the type of support varies. 
Especially the extent to which existing external coordination results in system integration of 
the systems used by the coordinating units varies. Such integration of systems appears to 
cause extensive technical problems.
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Figure 5.24. The degree of support for various modes of control for different 
organizational types
5.3.4.6 The degree o f readiness fo r change o f the IS.
The readiness for change is the last parameter discussed here. Again, figure 5.25 shows 
there is little difference between traditional organizations and modern organizations. 
Correlation of the various parameters of the information systems structure shows the extent 
to which this parameter is related to other parameters describing the structure 
(differentiation of models: r=.45 p<.01, flexibility in data processing: r=.53 p<. 001 and the 
variety of presentation means: r=.48 p<.01). Furthermore, the quantitative analysis suggests 
that the readiness for change of the information system is negatively related to the 
complexity of the project setting (r=-.52, p<.001). The qualitative analysis shows that 
especially the readiness for change and the flexibility in data processing are related. Further­
more, the qualitative analysis shows that in practice readiness for change is closely related 
to the extent to which the system is expected to be capable of following changes in the 
technology, more than in the organization.
INFORMATION SYSTEMS DESIGN IN PRACTICE
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Figure 5.25 The degree of readiness for change of the information system for different 
organizational types.
5.3.4.7 Conclusion
The data presented here concerning the information systems structure shows that there is 
quite a difference for the various parameters in the extent to which they covary with the 
organizational structure. Furthermore, the description shows that underneath the quantitative 
data, there is a rich set of existing qualitative relationships that can explain or enhance the 
quantitative data.
Finally, both types of organizations vary for the parameters describing the information 
systems structure. Hence, the dataset seems to encompass various types of organizations. 
Because the variables presented in this section are at the heart of this study, they will return 
in subsequent chapters.
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Figure 5.26 Overview of information systems development dimensions.
163
CHAPTER 5
The various dimensions that are gathered under the heading of information systems 
development are frequently mentioned 
in literature. For several of these 
dimensions this was visible in the results 
measured. An overview of the dimen­
sions measured is given in figure 5.26 
Again there is no significant difference 
between the two organizational types for 
the different variables. We will discuss 
each variable separately.
5.3.5.1 Fit o f  project goals to IT-policy 
The formulation of project goals is 
common throughout the organization 
and the idea that they should fit an 
overall IT-policy is wide-spread too.
There is on the whole little variation for this variable, although some respondents indicate 
that project goals were not explicated or fit to the IT-policy (see figure 5.27).
5.3.5.2 Stakeholder participation
Due to a multitude of possible stakeholders, stakeholder participation is a more-dimensional 
variable. Although the need for participation of users is generally recognized, their 
participation in the information system development is sometimes overlooked. This 
accounts for most low rating cases on 
this dimension (see figure 5.28). In other 
cases management or external parties 
may cause a low rating.
5.3.5.3 Amount o f project planning 
Figure 5.29 provides an overview of the 
ratings for the amount of project plan­
ning.
For the amount of project planning there 
is some indication that traditional 
organizations plan more. This may 
however be an indirect result of the fact 
that more complex problem situations 
occur more frequently in traditional
5.3.5 Information systems development.
Figure 5.28 Stakeholder participation in the 
project
Figure 5.27 The fit of the project goals to the 
organizational IT-policy.
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Figure 5.29 The degree of project planning in 
the project
organizations and this type of project 
requires more extensive planning. 
Project planning and the complexity of 
the problem situation correlate 
significantly (r=.62, p<.001). A complex 
situation, with many stakeholders and a 
high aversion to system implementation 
seems related to the degree the project is 
planned.
5.3.5.4 Degree o f project organization. 
The degree of project organization is 
spread evenly for both types of 
organizations (see figure 5.30). If we 
have a closer look, the degree of project 
organization shows a pattern similar to 
project planning: if the situation is more 
complex the degree of project 
organization is higher and more 
elaborate structures exist. Especially the 
number of stakeholders is related to the 
project organization, although the 
relations found are not very strong, 
indicating many other factors relevant 
(r=.50, p=.002).
5.3.5.5 Extent o f project culture 
Our final variable represented in the Figure 5.30 The degree of project organization 
information systems development is the in the project 
extent of project culture. An overview of
the scores for all organizations combined is given in figure 5.31 The figure indicates that 
there are essentially two kinds of projects: those that pay attention to the project culture and 
those that do not. There is no clear relationship between this variable and other variables. 
There is a negative correlation between the project culture and the degree of technological 
innovation (r=-.48, p=.003). However, this does not seem based on any causal relationship.
5.3.5.6 Conclusion
Except for the project goals fitting the overall IT-policy, the variables describing the 
information systems development cover the range of possible variety. Furthermore, the data 
suggests that the information system development is fitted to the specific project setting. 
Nevertheless, the variation of these variables allows for these variables serving as
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moderating variables in the relationship 
between the organizational structure and 
the information systems structure.
5.3.6 Project success
The range of projects sorted according 
to the overall success of the project 
varies as much as the other dimensions.
The project success is represented in 
figure 5.32. The project success 
displayed here is an aggregation of all
the different aspects involved in the IS- ^ „, _  , . , ,
, . . . • Figure 5.31 The extent to which there was a
design project as it was summarized by
project culture in the project.
the respondents. Although 
many of these aspects were 
discussed with the 
respondents, a display of the 
variety of these results would 
add little to our understanding.
The various aspects will be 
discussed in the rest of this 
book, when appropriate.
There is a quite strong link 
between the project success 
and the readiness for change of 
the information system (r=.54, 
p<.001). Of course, there are 
many more factors that influence the project success. However, the type of organization 
does not seem to influence the overall project success directly.
5.3.7 Relationships between variables.
Table 5.6 gives an overview of the correlations between the variables rated for the various 
projects. Because correlations is a much used indicator for empirical relationships, it is used 
here to provide some insight in the material. Note however that on top of the fact that our 
scores serve merely as an indicator, the five-point scales used here to assess the variables do 
not satisfy the assumption that all variables are distributed normally. All in all, the 
descriptions above of these correlations in relation to the qualitative findings should provide 
more insight in the actual relationships present.
Figure 5.32 The overall project success
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This concludes our overall description of the IS-design projects studied on the major 
dimensions investigated. The quantitative ratings given to these projects resulted in an 
overview of all the projects. On several dimensions there were significant differences 
between IS-design projects in operationally concentrated and modern organizations. 
Furthermore, the data show that a wide variety of projects has been investigated, although 
some of the dimensions regarding the information system development process show little 
variety (e.g., the fit of project goals to the IT-policy is generally accepted).
5.4 Conclusion
Table 5.6 Pairwise correlation of all variables described.
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OP_TR .75** .61** .70** .58** .33 -.33 .36 . .50*
DIFFOP .75** .70** .64** .70** .48* .51* -.34 .35 . .34
SPECOP .61** .70** .69** .68** .51* -.40 .40
SEPOPCON .70** .64** .69** .53** .32 .36 .39
DIFFCON .58** .70** .68** .53** .35
SPECCON .33 .48* .32 .37 -.37 -.48*
SEPCON .51* .51* .36 .35 .37 -.35
NOSTAKE .59**
COMPLEX -.34 -.40 -.37 -.35 .59** .35
AVERSION -.33 -.48* .35 .41* .
ORGINN .36 .35 .40 .39 . .48*
TECHINN .41*
ENVIRON .50* .34 .48*
GOALS .30 .37 .34 .33 .31 -.39
MODELS
FLEXIB -.42* -.31 . -.39
PRESENT -.32 -.40
MODES -.37 -.52**
ISCHANGE
POLICY .30 .35
PARTICI .37 .36
PLANNING .62** .43*
PROJORG -.35 .50* .46* .35
PROJCULT .33 8*.4
SUCCESS
(Table 5.6 continued on next page.)
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Table 5.6 continued.
OP_TR
DIFFOP .30 .30
SPECOP .37 .37
SEPOPCON .34 .36
DIFFCON .33 .35
SPECCON . -.35
SEPCON .31
NOSTAKE -.42* -.32 -.37 . .50*
COMPLEX -.39 -.31 -.40 -.52** .62** .46*
AVERSION .43* .35
ORGINN
TECHINN
ENVIRON -.40
GOALS .44* .38 .32
MODELS .37 .46* .45* .35 .38 . .33
FLEXIB .37 .63** .53** .33 .48*
PRESENT .44* .46* .63** .48* .51*
MODES .45* .53** .48* .45*
ISCHANGE .38 .33
POLICY .35 .43* .42*
PARTICI .32 .38 .48* .51* .45*
PLANNING .43* .63**
PROJORG .33 .42* .63**
PROJCULT .39
SUCCESS .31 .39 .39 .54** .37
33
39
37
Minimum pairwise N of cases: 32 1 -tailed Signif: * - .01 ** - .001
All significance levels < .05
Legend:
O rganizational structure Inform ation system s structure.
OP_TR Operational/transformational concentration. GOALS The transformational concentration according to
DIFFOP Differentiation of operations goals.
SPECOP Specialization of operations MODELS The transformational concentration of models.
SEPOPCON Separation of operational and control tasks. FLEXIB The degree of flexibility in data processing.
DIFFCON Differentiation in control PRESENT The variety of presentation means.
SPECCON Specialization in control MODES The degree of support of various control modes.
SEPCON Separation of control tasks ISCHANGE The degree of readiness for change of the IS.
P roject setting Inform ation system s developm ent.
NOSTAKE Number of stakeholders. POLICY Fit of project goals to IT-policy
COMPLEX The complexity of the problem situation. PARTICI Stakeholder participation
AVERSION Aversion to system implementation. PLANNING Amount of project planning
ORGINN Organizational innovation. PROJORG Degree of project organization.
TECHINN Technological innovation. PROJCULT Extent of project culture
ENVIRON Variety in the organizational environment.
SUCCESS P roject success
Chapter 6
Confrontation of theoretical notions with practice.
6.1 Introduction
In the previous chapters, we have discussed the theory and practice of information systems 
design separately. The results of our theoretical discussion in chapter 4 were threefold: 
predictive statements directly derived from the concept of informedness, prescriptive 
statements for information systems design related to the requisite variety of data processing 
capacity and strategies which can be used to increase the data processing capacity available. 
In chapter 5 we concentrated on existing organizations and the information systems design 
found there. Both chapters have very different perspectives on information systems design, 
which hinders a fruitful confrontation of theory and practice. In this chapter, we will 
nevertheless try to confront the theory presented in chapter 4 with the practice of chapter 5 
for all three different results. Of the three, the prescriptive statements for information 
systems design in the context of integral design of the organization are the most important, 
because integral design after all is the purpose of this book. However, they are also the most 
troublesome in the confrontation aimed for here. We will try to discuss them in such a way 
that the gap between theoretical prescription and practical design becomes clear. Insight in 
this gap will help to better understand the practical relevance of the prescriptive theory 
developed in chapter 4. Other things we can learn from practice, such as what factors 
determine the applicability of the prescriptive theory, or the mechanism by which the 
organizational structure and the information systems design are related are left to the next 
chapter.
We will discuss the confrontation of predictive theory, the prescriptive theory and the 
strategies with practice separately. For each of the three types of theory, we will first discuss 
the relevance of practice to the theory of chapter 4. Next, we will argue what findings are 
theoretically expected before we will look at our findings. Subsequently, we will review the 
findings from this perspective and finally, we will interpret and discuss the extent to which 
the findings deviate from our expectations.
6.2 Confrontation of predictive statements and practice
Obviously, our predictive statements pretend to predict what is happening in practice. There 
may be moderating variables however causing deviations in specific cases, just as this is the 
case with any predictive statement, which is tested in practice (Swanborn 1981). Because
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we have used a qualitative analysis technique, we can identify these moderating variables 
and describe the practical realization of the predictive statement.
6.2.1 Empirical point of reference.
Table 6.1 shows the expectations deduced from the statements of chapter 4 per 
organizational archetype. Because the organizational archetypes are extremes, the 
expectations are extreme too.
Table 6.1 Expectations for the three predictive statements explicated per organizational 
Ä _______________ ___________________________________________________
Expectation Traditional organization Modern organization
Help of IS design in 
coping with external 
variety
IS will not help and it will reveal an 
organizational problem
IS will help
IS-designer overview Getting an overview of the process is 
very difficult
Getting an overview of the 
process is relatively easy
Mutual adjustment of 
functions
Mutual adjustment of functions is 
very difficult
Mutual adjustment of functions 
is relatively easy
6.2.2 Actual observations interpreted in the light of the expectations.
Table 6.2 shows a short summary of the findings per organizational archetype and per 
predictive statement. Note that although the organizations studied show a spread on all of 
the parameters describing the organizational structure, we have chosen to group them 
according to the two organizational archetypes, the traditional and modern organization. As 
a result it should be easier to read the findings. Of course the grouping of the organizations 
is consistent throughout the book (see also subsection 5.3.2).
Each cell starts with an overall assessment for the statement in this type of organization. 
This assessment is followed by a qualification of this assessment.
6.2.3 Confrontation of expectations and findings.
Table 6.3 matches the findings of the previous section to the expectations of section 6.2.2. 
Table 6.3 shows that the expectations are generally matched, but that there are exceptions. 
The most prominent exception is the difficulty to get an overview of the system to be built 
for modern organizations. This is caused by the tendency to build information systems for 
the organization as a whole, which reintroduces its full complexity in the IS-design. It 
therefore is not surprising that the problems of getting an overview are reintroduced.
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Table6.2Qualitativefindings-E£££^dictiv£-statem£nLsE£c^edE£i-2£ganizati2naL^p£^_
Finding Traditional organization Modern organization
Help of IS design in 
coping with external 
variety
IS often does not support the 
handling of more external variety 
than before. Processing speed is 
gained sometimes at the cost of 
handling more variety. If  more variety 
can be handled in data processing, 
this does not imply the products can 
be made (there is insufficient 
flexibility of the production process).
In general IS helps to handle 
more variety than before. More 
sources of variety are discerned 
and more variety of existing 
sources is recognized. In several 
cases the IS is not designed to 
cope with external variety and 
consequently hardly helps at all.
IS-designer overview Getting an overview of the process 
for which the system is built is often 
very difficult. The design often 
depends on one or two key persons 
with this knowledge.
Getting an overview of the 
process for which the system is 
built is often very difficult, 
especially if the system spans 
several organizational units.
Mutual adjustment of 
functions
Mutual adjustment is difficult. The IS 
designer often is the only person with 
a complete picture of the mutual 
adjustments of functions, others only 
know their part of the process and 
care little for the rest of the process.
Mutual adjustment of functions 
is hardly a problem. Considering 
sufficient detail is a problem and 
depends on the participation of 
relevant people.
T able6.3E xten t.to .w i£ühe.pediciv£ ..stat£m nt£ae.£2tifd .inp2£ti£e,
Expectation Traditional organization Modern organization
Help of IS design in 
coping with external 
variety
Mostly as expected, the IS does not 
help in coping with external 
variety, with the minor difference 
that the IS can help in the data 
processing of variety
As expected, the IS helps to handle 
more variety than before.
IS-designer overview As expected, getting an overview of 
the process for which the system is 
built is often very difficult
Contrary to expectation, here 
getting an overview of the process 
for which the system is built is 
often very difficult. This problem 
can be reduced by designing for 
specific parallel flows separately
Mutual adjustment of 
functions
As expected, mutual adjustment is 
difficult.
Mostly as expected, mutual 
adjustment of functions is hardly a 
problem. However, considering 
sufficient detail is.
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The main goal of this book is a (prescriptive) design approach to the design of information 
systems in the context of integral organization design. Therefore, we can say that the 
prescriptive statements of chapter 4 constitute the core of this book and consequently, we 
are most interested in a confrontation of this part of the theory with practice. However as 
section 4.2 argues, such a confrontation is inherently problematic. Subsection 6.3.1 will 
therefore discuss the relationship between prescription and practice extensively. Because 
there are lessons to be learnt from a confrontation of prescriptive theory with practice, the 
subsequent subsections will describe the expectations and findings and what we may learn 
from them.
6.3.1 Expected findings based on prescriptive theory.
Prescriptive theory does not need to have a direct relationship to any description of practice 
as road accident statistics show. Even though drivers are advised (‘prescribed’) to drive 
carefully, many drivers carry out breathtaking maneuvers that will never be considered 
"careful driving" and some pay with their lives.
Just as the advice "drive carefully" does not say anything about the actual driving taking 
place on today's roads, realistically we may expect IS-design practice to differ from our 
prescription. Similarly, just as not every reckless driver will have an accident, deviating 
from the prescribed theory does not necessarily mean that the results of the IS-design will 
be bad. Sometimes reckless driving may even accidentally save lives because we are 
rushing somebody to the hospital and correspondingly, there may be circumstances for 
which a deviation of the prescribed theory will pay off.
Consequently, basing ourselves on prescriptive theory, we cannot expect findings consistent 
with the prescription nor can we expect failure because of deviation from the prescriptive 
theory in any particular case.
This section investigates what we may expect. It does this by first examining the relation­
ship between prescriptive theory and its operationalization. This examination is followed by 
a reflection on the relationship between prescriptive theory and effect. Finally, we will 
discuss the relationship between prescriptive theory and traditional organizations separately, 
because these organizations do not fit prescriptive theory of organizations. Hence we need 
to consider their role in examining the practical value of prescriptive IS-design.
6.3.1.1 Operationalization o f prescriptive theory.
The analogy of IS-design and driving cars should warn us for too presumptuous 
assumptions about the extent to which prescriptive theory will be followed in practice. 
However, in some cases, some aspects of prescriptive theory may be followed, for instance:
- In practice, the prescriptive theory may be discovered. Just as some drivers discover that 
keeping your distance to the car in front of you contributes to careful driving, IS-
6.3 Confrontation of prescriptive statements and practice
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designers may discover ways to fit IS-design to overall integral design. Furthermore,
- Practice may follow prescriptive theory because the prescription has been revealed to 
the practitioner. Just as drivers can be educated, IS-designers can be educated.
- Practice may follow prescriptive theory by accident. Although the practitioner does not 
know it, practical activities coincide with theory.
- Practice may follow prescriptive theory because it is in fact the only option open to 
practitioners. In that case prescriptive theory will also be descriptive.
Similarly, the prescriptive theory may not be followed because:
- Practitioners are not familiar with the theory.
- Practitioners have historically done things differently.
- Practitioners do not feel an incentive to change.
- In specific instances there are factors that suggest other behavior.
The considerations mentioned above make a confrontation of prescriptive theory with 
practice difficult. However, the confrontation is far from impossible. Given these 
considerations we may deduce a more general view on IS-design. The expectation 
concerning our findings, given the prescriptive theory, is that:
1. Concerning some statements, prescription will be followed because of lack of 
alternatives. This is the case when the only option open to practitioners is to follow the 
theory. As a consequence, these statements can be treated as if they were descriptive.
2. For many of the structural parameters, the findings will be widely dispersed. The 
considerations listed above both explain why prescriptive theory may be followed and 
why practical IS-design will deviate from prescriptive theory. Each individual 
organization may differ in this respect. Consequently, the total set of organizations will 
be widely dispersed on many of the structural parameters of IS-design.
3. The confirmation of prescription by the findings will differ for the various aspects. If 
practice follows prescription by accident or because it has been found to be of use, we 
may not expect this to be the case for every aspect of the IS-design. As a consequence, 
there is little chance of a truly integral design, where the various aspects of the IS-design 
are harmonized, unless someone has already developed the same theory.
A consequence of the above considerations is that we need to investigate the various aspects 
of IS-design separately. Furthermore, we can analyze the extent to which prescriptive theory 
has already penetrated practical IS-design. However, there are more issues to be considered 
when investigating prescriptive theory, such as how success is related to prescriptive theory.
6.3.1.2 Prescription and effect (success).
As we noted in the introduction of section 6.3.1, following prescription does not necessarily 
lead to success, nor does success indicate that prescription has been followed. There is no 
one-on-one deterministic relationship between prescription and success as the example of 
driving advice illustrated. Furthermore, theoretically, we have already shown in chapter 5 
that many other factors may influence the success measured in any practical context. This is
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the case, because success can be measured in many different ways, on different levels in the 
organization and hence this success will depend on different aspects of the organization. 
Consequently, it can be difficult to directly relate the success of IS-design, in this case, in an 
empirical way to prescriptive theory. After all, in each case different factors may interfere 
with the relationship between the IS-design and the success measure. Furthermore, even if 
such factors are excluded we are not sure of finding such a relationship. This makes it 
difficult to investigate this relationship.
On average, generalizing over large numbers of cases, we may statistically expect a 
somewhat higher success rate of organizations that follow the prescriptive theory than of 
organizations that do not follow it. However, it may be difficult to uncover a significant 
effect, especially because some of the interfering factors are known to have a major impact 
on the project success. On the basis of cause and effect analysis, we may expect that such 
success can be related to following prescriptive theory in a more explicit way and that other 
factors can be excluded more easily. We may expect this especially the case in our study, 
where the empirical material is very rich and -  therefore - the number of investigated cases 
is relatively low for survey type research.
As a consequence of the above, we may expect a difference in the success of the project as 
explained by different statements, because different statements are influenced by different 
factors. Furthermore, historically, there may be more experience with the realization of the 
prescriptions expressed by some statements, resulting in a higher success rate.
Recapitulating, we may expect a small effect for the relationship between prescription and 
success. Furthermore, we may expect a large variety in the project success as a result of and 
accompanied by a wide spread of factors contributing to what is considered to be the project 
success. Additionally, the interpretation of what comprises the project success will differ a 
lot for different projects. Finally, we may expect a very different success finding for each of 
the statements investigated as a result of different factors intervening with different 
statements.
A description of the influence of different factors on the success of the IS-design will be left 
to the next chapter. In this chapter we will focus on the success that has actually been found.
6.3.1.3 Prescription and traditional organizations
So far, we have used prescriptive theory about IS-design in sociotechnically designed 
organizations. Consequently, a confrontation of theory with practical IS-design in 
sociotechnically redesigned organizations is relatively easy. In practice however we find 
many traditional organizations. How can IS-design in this type of organization be 
confronted with theory? Again, we may expect a mixture of effects to occur. What we 
expect to find depends on the exact relationship that exists between the traditional 
organization and the IS-design measures and the relationship that is assumed to exist.
We expect that the IS-design measures intended for the modern organization will not be 
effective in the case of the traditional organization and therefore they are not prescribed. In
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other words the sociotechnical design of the production and control structure on the one 
hand and the information structure on the other are mostly of a complementary nature. 
However, in practice practitioners - at least for some statements - may have quite different 
ideas. It may very well be that the IS-design is expected to have supplementary effect, in 
other words, the proper IS-design replaces the need for organizational restructuring or at 
least disguises this need for organizational change. If that is the case, we may in effect find 
IS-design characteristics prescribed for modern organizations in traditional organizations. 
The effect on project success found depends on whether the statement under consideration 
shows only a complementary effect or may also show a supplementary effect. Here we 
assume that this supplementary effect is unlikely, because our measures for reduction of the 
requisite variety are very much related to the organizational structure. Furthermore, as a 
direct result of general sociotechnical theory, we may expect little supplementary effect, 
because an incorrect organization design has exponential effect on the resulting complexity 
of the control situation. Such exponential effect is difficult to compensate.
6.3.1.4 Conclusion
The expected results of the study show a diverse picture. The prescriptive statements of our 
theoretical chapter create a clear point of reference. However, there is a wide variety of 
reasons to expect practical IS-design to either follow prescription or to deviate from the 
prescription. Furthermore, both following and deviating from the prescription may lead to 
success. Consequently, we may expect our findings to differ for different statements and 
also we may expect widely dispersed findings for each of the statements.
Above we sketched the various factors that complicate the empirical investigation of 
prescriptive theory. However, in the actual confrontation of prescriptive statements with 
practice, we will start with keeping things simple: the initial statements will serve as our 
point of reference and hence will be reviewed in the next section. Using these statements, 
we will investigate the findings. At the end of the section we will return to the expectations 
discussed above and reflect on their value.
6.3.2 Empirical point of reference.
In the following sections the prescriptive statements will be investigated and from that 
investigation, we will conclude what expectations appear to be correct. Table 6.4 presents 
an overview of the relationship between the organizational archetypes and the structural 
parameters describing the IS design as they are investigated in this study.
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IS structural 
parameters
Traditional organizations Modern organizations
Local goals Focus on 1 overall goal guiding 
the IS-design
Differentiation according to local 
goals in the IS-design.
Local models One comprehensive, uniform 
model
Differentiation of models in the 
IS-design fitting different parallel 
flows and teams.
Flexibility Relatively little flexibility is aimed 
at in the IS-design
Attention for flexibility is 
relatively high
Presentation Variety of presentation need not be 
subject of consideration
Variety of presentation means is 
explicitly subject of consideration 
in the IS-design.
Control modes No differentiation between inter- 
and intra unit coordination in the 
IS-design
inter-unit coordination is con­
sidered to be separate from intra­
unit coordination in the IS- 
design.
System change Readiness for change is not 
considered in the IS-design.
Organizational change is 
anticipated in the IS-design.
In the table the archetypical organizations are linked to the extremes for each structural 
parameter of the IS-design. Each of the cells in Table 6.4 now can be related to the findings 
on the specific structural parameter for that organizational archetype.
6.3.3 Actual observations interpreted in the light of the expectations.
In the previous chapter, the findings concerning the structural parameters of the 
organizational structure and the information systems structure have been described. Here 
these findings will be interpreted in terms of their deviation from the prescribed theory. 
Table 6.5 provides an overview of these findings and deviations. Note that an interpretation 
of such deviations is only possible with a qualitative analysis of the data, because a 
quantitative analysis will show the deviation itself but not the cause of the deviation. In the 
table an elaboration is given of the statements in terms of their realization. This realization 
matches partly the realizations sketched in section 4.6. As we already noted, the content of 
section 4.6 was developed iteratively using the empirical material, so the match is by no 
means coincidental.
Generally speaking, we can say that the complexity of the system at the moment of the
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introduction of the system is important for the options open in the design. This complexity 
is determined by the requirements of the problem situation, decisions made in the 
development process etc. If the system tends to become too complex, ‘extensions’ such as 
differentiation in the design, presentation and flexibility are dropped. If the initial design is 
simple, more aspects of the required data processing can be considered in practice. In 
chapter 7 we will elaborate on this theme.
Table 6.5 Qualitative scores per structural parameter of the information system specified
perorganizationaltyEe____________________________________________________
IS structural 
parameters
Traditional organizations Modern organizations
Local goals Uniform systems with sometimes 
local adaptations are possible for 
divisions of the organization. If some 
kind of local units exists, the problem 
of uniform systems is evident. Some­
times a functional differentiation 
exists.
A variety of systems ranging from 
uniform systems, functionally differen­
tiated systems to cloned or even ab­
sence of information systems. Differ­
entiation according to local goals is 
present.
Local models Uniform systems are occasionally 
adapted to represent locally deviating 
models. Some adaptations may be 
user specific on a need-to-know basis 
('authorization'). Existing differentia­
tion of goals has consequences for 
differentiation of models.
Specific teams may design their own 
models, which are later fitted to the 
overall model. The tighter this fit, the 
more complex the system. Even the 
level of detail of the data may be fitted 
to local needs. Absence of diversity ac­
cording to goals limits the differ­
entiation of models.
Flexibility Shortly after systems introduction, 
flexibility is often low, to reduce the 
complexity of the system to be built. 
Later the flexibility may increase. 
Uniformity can hinder flexibility to a 
large extent.
Systems that are differentiated accord­
ing to goals and models appear to be 
potentially more flexible in their day- 
to-day support.
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Presentation Presentation is largely of a pre-struc- 
tured textual nature. Often it is not 
directly fit for support of control. 
Variety of presentation is also fre­
quently added after initial realization, 
to reduce system complexity, 
although simple presentational as­
pects are considered in early stages of 
the design too.
Presentation may be graphical, sorted 
and aggregated if necessary. Avail­
ability of tools is important for presen­
tation. Relevance of presentation means 
is perceived for lower levels in the 
organization too.
Control
modes
External control modes are consid­
ered with respect to other organiza­
tions, not so much between units 
within the organization. Data transfer 
using interfaces is considered a key 
problem area
Besides relationships with clients, also 
inter-unit coordination is considered to 
be separate from intra-unit coor­
dination. Although the difference be­
tween these two types of coordination 
is perceived, most coordination takes 
place on the level of data-exchange. 
The full potential remains unused.
System
change
Readiness for change is considered 
mainly relevant because of expected 
changes in technology. Surprisingly, 
some systems are already considered 
outdated at their introduction.
Organizational change is anticipated 
although technical changes are con­
sidered a more important factor to take 
into account.
6.3.4 Confrontation of expectations and findings
As shown in table 6.6, the findings deviate from the prescribed theory. This was however 
expected. What conclusions may be drawn from this deviation? Generally speaking, from 
table 6.6 we can learn two main lessons:
1. For almost all statements the prescription is in some cases already followed and
therefore the theoretical design may serve as a good foundation for future design.
2. The full potential of the theoretical design is not yet realized. As a consequence
practice can still benefit from the theory developed here.
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IS structural 
parameters
Traditional organizations Modern organizations
Local goals Mostly as prescribed, this type of 
organizations has little differentiation 
according to local goals. Some 
divisionalized organizations are an 
exception to this rule.
As prescribed, this type of 
organizations significantly shows more 
differentiation according to local goals. 
However, the full potential is not 
realized.
Local models As prescribed, the differentiation of 
models is low. However, people often 
only see a small part of the total 
transformations they are part of, 
because that is what they are 
authorized to see.
Various organizations differentiate 
models for various units. Again the full 
potential is not realized.
Flexibility Uniformity of systems hinders 
flexibility. This flexibility is at least 
initially low as prescribed.
Flexibility of the information system 
can be high as prescribed, but only if 
additional conditions are met as a result 
of which the overall system complexity 
is limited.
Presentation Variety in presentation means is 
mostly low as was suggested by the 
statements, although, at a high level 
in the organization often more means 
are available.
The variety of presentation means is 
high, as was prescribed.
Control
modes
Although support of external control 
is considered for traditional 
organizations, this mainly concerns 
control outside the organization with 
respect to data transfer. Hence, as 
prescribed, the control between units 
is not significantly different from 
coordination within organizational 
units
Although the prescribed possibilities 
for a different control mode between 
organizational units are recognized, 
they remain unused.
System
change
Readiness for system change is 
considered important but as expected, 
assumptions underlying the 
information system are mostly 
considered to be absent.
As prescribed, there is some readiness 
for system changes. However, 
technology changes seem to dominate. 
Many of the options open to creating 
such readiness are unused.
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Applying the strategies to increase the variety of data processing available is only done to 
match the requisite variety. If the variety available is sufficient, the strategies do not need to 
be applied and they are therefore optional. Apart from that, there may be other strategies to 
increase the available variety not investigated here. As a consequence, we need not find 
these strategies in practice.
What then may we expect when looking at practical IS-design as far as the strategies are 
concerned? The strategies have been found by examining communication between systems. 
As such they are related to specific aspects of communication and are aimed to address 
issues concerning the available variety related to that aspect. These issues may exist in 
practice and finding them would indicate that the strategies may be relevant to increase the 
variety available.
Apart from that, although the strategies need not be applied, they can be applied. If they 
have been applied, it would show that these strategies do have practical relevance.
For each strategy we therefore expect:
1. The issue the strategy addresses is identified by practitioners
2. There is a case where the strategy is applied.
Table 6.7 describes what the issue per strategy would be.
6.4 Confrontation of strategies and practice
Table^TJssuesfbrttestrategiespesented.in.Siapter.i,
Strategy Issue to be identified
Non-obstruction Restricting the access to data has a negative impact on the variety of 
data processing.
Transformation of data 
instead of selection o f data
Selection of data hinders the processing of variety
Reframing to context Uniform presentation of data independent of the context hinders the 
processing of variety.
Sequential versus parallel 
processing
The sequential or parallel processing of data influences the variety 
that can be processed.
Knowledge representation as 
interpretation support
The representation of knowledge can help to support the 
interpretation of data and therefore the processing of variety.
Distribution model as 
decoding
The way data is distributed influences the decoding of data and thus 
the variety that can be processed.
Distribution model for 
mutual adjustment
The way data is distributed influences coordination between 
subsystems and thus the variety that can be processed.
Knowledge harmonization Absence of common knowledge hampers coordination and therefore 
the processing of variety.
Coding standards Disagreement on coding standards creates miscommunication and 
decreases the processing of variety.
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6.4.1 Actual observations interpreted in the light of the expectations.
Table 6.8 shows per strategy whether the issue the strategy addresses was recognized in 
practice and whether the strategy itself was found in practice.
Table6.8^indingsfor.the.strategies.pe££nt£di2.££aEt£r.4i
Strategy Issue identified Strategy found
Non-obstruction The issue is identified, but only in two 
or three cases. Most often access 
restriction was perceived as a tool to 
implement security measures and the 
accounting principle of functional 
separation.
Yes, in two cases non-obstruction was a 
company policy. In some cases access 
was not an issue and defaulted to non­
obstruction.
Transformation of 
data instead of 
selection of data
In some cases transforming data instead 
of selecting it was identified as a need, 
but mostly related to different functions
Transformation of data was 
implemented as an ability to transform 
data, instead of presenting different 
transformations of the same data to 
different people.
Reframing to 
context
In some cases reframing was considered 
necessary related to different functions
Reframing of data was implemented as 
an ability to transform data, instead of 
presenting different reframing of the 
same data for different people.
Sequential versus
parallel
processing
The issue is identified. In several cases 
parallel or sequential processing was a 
key issue in the presentation of data and 
a problem if not considered carefully
Presentation grouping data around 
objects, fixed and flexible screen parts, 
use of physical boundaries as a criterion 
for sequencing.
Knowledge 
representation as 
interpretation 
support
Knowledge representation is considered 
an issue in a few cases, mainly because 
a sufficiently high level of knowledge 
currently was not considered to be 
present in parts of the organization.
Context related presentation of decision 
rules, semi-automatic processing of 
routine decisions
Distribution 
model as decoding
Distribution is often considered 
relevant, especially related to access 
rights and physical flows of goods.
Only applied to match the access rights 
and physical flow of goods.
Distribution 
model for mutual 
adjustment
The issue is identified, mainly for 
coordination of physical flows of goods
Only applied to match the physical flow 
of goods.
Knowledge
harmonization
Not identified -
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The issue is in many cases found to be 
an important issue in the definition 
stage, in some also on the translation 
from organization to information system 
and in the coordination between units.
Most applied as a strategy in the 
definition stage and in training sessions. 
Found also in the coordination between 
units.
6.4.2 Confrontation of expectations and findings.
Confrontation of the expectations and findings regarding the strategies shows that the issues 
the strategies address are in most cases recognized (see table 6.9). Only for the strategy of 
knowledge harmonization, contrary to our expectations, the respondents did not identify the 
issue at all. However, if the study was repeated, the issue might well be identified, because 
the awareness of the role knowledge plays in the organization has grown significantly over 
the last years since the data was gathered (Amidon 1996).
Even though the issue was identified in many cases, the application of the strategies 
mentioned was widely dispersed for the strategies for sequential versus parallel processing, 
knowledge representation as interpretation support, the use of distribution models and 
coding standards. These strategies were realized in different ways. The strategies for non­
obstruction, transformation instead of selection and reframing to context require a more 
active promotion among practitioners if they are to be used.
Table6.^Conclusions.fromconfronting.expectationsregardingihLstrategies.^2dfïndings;,
Strategy Conclusion
Non-obstruction Viable, but not much used strategy. The number of cases the 
issue is recognized does not suggest much spontaneous future 
use.
Transformation o f data instead 
o f selection of data
Viable, but not much used strategy. The number of cases the 
issue is recognized does not suggest much spontaneous future 
use.
Reframing to context Viable, but not much used strategy. The number of cases the 
issue is recognized does not suggest much spontaneous future 
use.
Sequential versus parallel 
processing
Parallel versus sequential processing of data is definitely an issue 
and strategy implementations in this area can be of help in the 
processing of data
Knowledge representation as 
interpretation support
This strategy shows much potential
Distribution model as decoding Very viable strategy. Issue is recognized and quite some potential 
in implementing strategies in this area
Distribution model for mutual 
adjustment
Very viable strategy. Issue is recognized and quite some potential 
in implementing strategies in this area
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Strategy Conclusion
Knowledge harmonization According to data, no or little potential.
Coding standards Widely recognized issue for which strategies have been 
implemented. Most potential in the area of translation between 
organization and IS.
6.5 Conclusion
As was expected, there is a deviation between, on the one hand, the theoretical predictions 
and prescriptions and strategies and, on the other hand, the practical findings. In the 
previous sections several causes for these deviations were already identified:
1. With respect to the predictions discussed in section 6.2 the main issue was that IS-
designs are not (yet) designed to match the organizational structure.
2. This IS-design was the subject of the remaining theory and section 6.3.2 already
discussed why prescriptions are not necessarily found in practice. A key factor in 
practice seems to be that practitioners are unaware of their options in reducing the 
requisite variety and increasing the variety of data processing capacity available. 
However, we want to analyze the deviations in more depth. We will do so in the next 
chapter.
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Factors influencing practical IS-designs
7.1 Introduction
From chapter 6 we know that in practice the actual IS-designs often deviate from the 
desirable IS-design. The one question the previous chapter leaves us with is: Why? The 
answer to that question has already been given from a theoretical point of view: De Jong 
notes that the desirable situation does not need to coincide with the probable situation (De 
Jong 1992). However, such an answer is of a relatively abstract nature and again the why- 
question can be asked. Here we will try to answer that question from a practical viewpoint. 
The practical question is not a totally open question, because in the design of our study of 
practice we have already anticipated many factors (see chapter 5). From the analysis of the 
data and from existing literature we know that these factors indeed influence the design of 
the information system. For instance, the extent to which stakeholders participate in the IS- 
design project influences its outcome according to various authors (Amoako-Gyampah & 
White 1993, Clancey 1993, Land & Hirschheim 1983). Many other factors can be pointed 
out both in literature and in any concrete practical situation. An example of the latter type of 
factor may be that in one particular case the change of the project manager at a crucial stage 
in the project severely impacts the outcome of the project.
In many project specific situations it is difficult to specify the exact contribution of all these 
factors. In the discussion of this chapter the contribution of each factor to the project 
complexity and its controllability as a whole will prove to be binding for all these factors. 
Using the concept of complexity as a key, we will show how these factors can be related to 
each other and to the project outcome in a coherent way. The project complexity as a whole 
should be matched by the means available to manage complexity in the project, if the 
project is to remain controllable. Furthermore, the complexity of the information systems 
design also contributes to the project complexity. As a consequence, the concept of com­
plexity is very useful to relate both the structural design parameters of the IS-design and 
additional factors influencing the project.
To enable this coherent overview at the end of this chapter, the chapter will first of all 
provide an overview of the influence of these additional factors as found in this study. It 
will quickly become clear that many such factors exist. Moreover, these factors appear to be 
related to some extent which complicates the study of their influence. Furthermore, due to 
the large number of factors that can be identified, it is difficult to keep an overview. In this 
stage already, the crucial role of the concept of complexity will emerge.
We have chosen to discuss the factors in groups. The factors have been grouped according
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to the type of factor. For each factor it is discussed how it may typically influence the IS- 
design.
Subsequently, the factors are related in some more detail to each other and the 
organizational and information systems structure parameters. Binding factor will be the 
concept of complexity.
7.2 The various factors found
In chapter 5 many factors were anticipated. They were systematically investigated and 
subsequently described in detail. From chapter 5 we know, for instance, that there was quite 
a considerable spread in the number of stakeholders in the various projects, according to the 
judgement of the respondents. We also know that this factor was found to correlate to the 
complexity of the problem situation. Due to the fact that these factors were investigated 
systematically it was possible to describe them for the total set of cases. Here it is the 
intention to focus on their relationships to other factors and to relate them to the central 
question of why actual IS-designs deviate from theoretical designs by describing how they 
influence the IS-design. The qualitative analysis technique described in section 5.2.4 makes 
this possible.
Apart from the above we will also describe which additional factors were found to influence 
the IS-design in some cases.
For each factor we will show, if possible, that its relationship to the project controllability 
played an important part in its overall influence on the project and its eventual result.
7.2.1 Process characteristics
In the design of the study the development process characteristics were anticipated as 
relevant factors in the IS-design. Based on other studies (mainly Andersen et al. 1988) this 
study distinguishes between:
- The fit of project goals to an IT-policy
- The stakeholder participation in the project
- The amount of project planning in the IT-project
- The degree of project organization
- The extent of the project culture
These factors are theoretically relevant because paying attention to these factors (e.g., the 
project organization and planning) is thought to improve the control of the project.
In the analysis of chapter five it was apparent that these factors are not only mutually related 
to a degree but also are related to the organizational structure and to the IS-design variables. 
Especially the stakeholder participation appears to be a key factor, because it is related to 
many variables in the study.
If we examine the role of process characteristics in more detail, we find that these factors
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both fulfill a role as intermediate factors between the organizational structure and the IS- 
design and as independent influences of both the IS-design and the eventual success of the 
project. The latter effect confirms findings of other research (see e.g., Amoako-Gyampah & 
White 1993, Raymond et al. 1995).
For each factor we will discuss the different ways it contributed to the IS-design that was 
realized.
7.2.1.1 The f i t  o f project goals to an IT-policy.
If project goals fit the IT-policy, additional leverage for the goal is created and 
consequently the effect aimed for by the project goal is enhanced. This is the case for both 
positive and negative effects of the project goal.
The project goal chosen is in practice an important determinant for the extent to which the 
IS-design matches the organizational structure, for two main reasons:
1. If the IS-design factors and the way they relate to the organizational structure are 
represented in the project goals, this may facilitate the IS-design.
2. Specific goals (e.g., uniformity across organizational units, identical replacement of an 
existing system) may hinder the IS-design in fitting the organizational structure.
Because the project goal chosen can both have a positive and negative impact, it is 
important the project goal is first set correctly so as to match the prescriptive statements. If 
it then matches the IT policy, or can be made to match the IT policy, the positive effect of 
the project goals is enhanced.
The fit of the project goals to the IT-policy therefore indeed increases the means available 
to control the IS-design project.
7.2.1.2 Stakeholder participation.
The role of 'stakeholder participation', as an intermediate factor between the organizational 
structure and the IS-design parameters, is most clear if differentiation of goals or models is 
sought. By having different participants from different organizational units participate in the 
IS-design, their different perspectives are represented in the design. This tends to increase 
the differentiation according to goals and models. Similarly, if it is the intention to represent 
different goals and models of various organizational units in the IS-design, this will be done 
more successfully by having different stakeholders participate in the IS-development. 
Stakeholder participation is however also important in the attention given to the 
presentation of data and the attention to flexibility. Due to the relationship of presentation to 
perception, only stakeholders are fully capable of specifying the presentation required. The 
reasoning behind the relationship between stakeholder participation and flexibility in the 
processing of data develops along similar lines. Only the stakeholders themselves are 
capable of grasping the full variety of the situations they have to cope with. As a 
consequence, the representation of the organizational structure in the IS-design can be 
realized by the participation of the various stakeholders taking care of the representation of
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the flexibility they need.
Stakeholder participation appears again to be important in the distinction between intra and 
inter-unit coordination. This is partly due to an indirect effect of presentational issues: the 
difference between inter- and intra-unit coordination is often expressed in a difference 
between the way specific data is presented. As we noted earlier, such presentational issues 
are best dealt with in direct contact with the stakeholders. Furthermore, the specific needs 
for inter-unit coordination are most often not formalized requiring the participation of 
relevant stakeholders to realize a good representation of the organizational structure in the 
IS-design.
Finally, stakeholder participation is an important intermediate factor between the 
organizational structure and the attention to system change. This appears to be the result of 
the fact that too little stakeholder participation results in implicit and invalid assumptions 
being built into the IS-design.
Overall, stakeholder participation is an important instrument to increase the control of the 
outcome of the IS-design project.
7.2.1.3 The amount ofproject planning in the IT-project.
Project planning does have some influence on the relationship between the organization and 
the IS-design, if the planning leaves room for attention to the various IS-design 
characteristics. The qualitative analysis shows that the differentiation between intra and 
inter-unit coordination is often moved to a second increment of the IS-design. Conse­
quently, especially this aspect is influenced by project planning. Compared to the other 
factors, the influence of project planning on the relationship between the organizational 
structure and IS-design characteristics however is minor.
As a general control measure, planning is thought by the respondents to contribute to the 
control of the project.
7.2.1.4 The degree o f project organization
Project organization is important in detailing the various models incorporated in the 
information system. Representatives in, e.g., a project team, determine how the various 
organizational parts are represented in the information system and subsequently for example 
a working group structure can guarantee that these aspects are detailed properly. If the 
project organization is not designed properly, especially with respect to the way it fits the 
rest of the organization, the differentiation of models can be disturbed significantly, because 
all detail will end in the steering committee, which often has too little time and too little 
knowledge of the subject to deal with the detail properly.
Finally, in its turn, the project organization is an important driving force for the other 
aspects of the development process. It indirectly contributes to the project result.
7.2.1.5 The extent o f the project culture
The project culture is mentioned various times as a factor standing between the day-to-day
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business and the IS-design. The extent to which various people contribute to the IS-design 
depends on the extent to which they feel part of the design team. This in its turn depends on 
the match they see between their department and the intended end result of the project. If 
the information system helps them to attain their department goal they are more willing to 
participate and this is more frequently the case for modern organizations, because they have 
a clearer business goal to attain, often spanning the whole IS-design.
Encouraging the development of a project culture is rarely used as an explicit instrument to 
manage the IS-design project.
7.2.1.6 Conclusion
The process characteristics discussed above mainly serve as instruments to increase the 
variety of control measures. This is the result of the fact that they can be used to control the 
project complexity of the IS-design project. Especially stakeholder participation appears to 
be an important factor in this respect. The extent to which they contribute depends very 
much on the specific situation of the IS-design project (e.g., scope of the project, 
complexity of the problem situation, the specific organizational culture etc.).
7.2.2 Project specific context
At the onset of this study various project specific contextual factors were anticipated. They 
are relevant because they influence the way the IS-design project is set up and develops. In 
short these factors are:
- The number of stakeholders involved in the project,
- The complexity of the problem situation,
- The aversion to a system implementation,
- The organizational innovation, and
- The technological innovation,
- The variety in the organizational environment.
Building on the description in chapter 5 we will here discuss the relevance of these factors 
for the IS-design.
7.2.2.1 The number o f stakeholders involved in the project
The number of stakeholders is frequently indicated to increase project complexity and 
consequently inhibiting proper care of IS-design aspects relevant in the organizational 
context. For instance, one particular respondent indicated that a high number of 
stakeholders directly influenced the quality of the programming code, because of increased 
complexity. This in turn decreased the readiness for systems change. Similarly, multiple 
stakeholders posing different demands decrease the options open to attend to the difference 
between intra and inter-unit coordination. Furthermore, large numbers of stakeholders 
create a tendency to find some kind of compromise that does not satisfy any of the 
stakeholders (this can be interpreted as an improper way of reducing the project
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complexity). This last problem can be resolved by differentiation in the system, by having 
the stakeholders participate directly in the system design and/or by narrowing the scope of 
the information system.
7.2.2.2 The complexity o f the problem situation
The complexity of the problem situation is a key determinant for the choices in the IS- 
design. It serves mostly as a contextual factor, but occasionally too high an increase of the 
complexity of the project and too little opportunity to attend to IS-design factors may result 
in a redefinition of the problem situation. This in its turn may reduce the complexity.
If the situation is grasped better, this may result in the inclusion of more considerations such 
as the differentiation of the model or differentiation according to goals. Vice versa, 
demands put forward by different organizational units that need to be combined in one 
information system may increase the perceived complexity of the problem situation already 
at the onset of the system design.
Theoretically, the organizational structure indirectly influences the complexity of the 
problem situation to a large extent, because it determines what is considered to belong to 
the scope of the information system and what is not. At the same time however, it is striking 
to see that in the analysis of the problem situation, frequently the activities performed in the 
organization are viewed as fully disconnected from the organizational structure. Hence tasks 
are not viewed in the organizational context but regrouped in the information system. This 
results in a relative independence of the complexity of the problem situation from the 
organizational structure as perceived in practice.
7.2.2.3 The aversion to a system implementation
The aversion to a system implementation is an important factor to the IS-design. This factor 
ranges from acceptance, via indifference to resistance. The neutral 'indifference' state is not 
as neutral to IS-design as it appears. Indifference to the new information system increases 
the likelihood that participants do not provide the information needed for the IS-design 
because they do not care. This is especially the case for external participants on which the 
IS-design project depends. This may impact both the differentiation according to models 
and the difference between inter and intra-unit coordination.
An additional way in which the aversion to system implementation may influence the 
relationship between the organizational structure and IS-design is that this aversion also can 
represent the difficulty different people feel with the speed of the changes accompanying the 
introduction of the information system. As a consequence, the IS-design is limited by the 
learning abilities of the organization. It should not exceed these capabilities or the 
organization will not be able to follow, no matter how clever the IS-design may be. If 
learning capacity is a serious constraint this will further stress the importance of the 
system’s capacity to support change.
Finally, there is also clear feedback from the IS-design to the aversion to system 
implementation. Especially if the local needs are not taken into account sufficiently and the
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benefit to local organizational units is not clear enough, the aversion to the system 
implementation will grow. Therefore, a fit between the organizational structure and IS- 
design may benefit the systems implementation.
7.2.2.4 The organizational innovation
The organizational innovation describes the dynamics of the organizational structure in 
addition to the static description of the organizational structure used to relate the 
organizational structure and the IS-design. Hence, there exists a close relationship to the 
organizational structure, but is this factor also related to the IS-design? The quantitative 
description and its analysis in chapter 5 shows no clear correlation and hence it seems that 
the organizational innovation does not play any role of importance. The opposite is however 
true according to a more qualitative analysis. Although the organizational innovation is not 
an important factor for the differentiation according to goals or models and though it plays a 
minor role for the flexibility, it is of considerable importance for some of the other factors. 
The organizational innovation is a very relevant factor for the relationship between the 
organizational structure and the variety of presentation. That organizational innovation was 
found to be relevant for this relationship is mainly due to organizational changes aimed at 
increasing the support of the current organization for using presentation facilities in order to 
increase the effectiveness of the presentation facilities. For many people, the use of 
presentation facilities is the most direct link to the information system and it requires 
knowledge of the use of information systems. Many people perceive this as a significant 
change of their daily activities and consequently as organizational innovation.
Organizational innovation also accompanies the attention for a difference in intra- and inter­
unit data processing. The sheer complexity of realizing especially the inter-unit coordination 
creates the need for many changes in the organization during the IS-design. Especially in 
the traditional organization, the new coordination means are used for further integration of 
tasks across various units resulting in changes in the IS-design.
Organizational innovation as a contextual factor has a strong influence on the relationship 
between the organizational structure and the system change.
This can be explained by the need for the system change to have sufficient capacity to 
follow potential future organizational changes.
Due to the fact that technical changes were considered the main cause why systems age and 
finally become obsolete, some of the respondents denied the relationship between organiza­
tional change and systems change. Nevertheless, part of the systems change is the result of 
organizational changes, even though this is not very often recognized as such, as was 
described above. The other way around the relationship is valid too, where systems change 
results in organizational changes and the system serves as the booster of such changes.
The role of organizational innovation in the relationship between organizational structure 
and IS-design is a complex one.
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7.2.2.5 Technological innovation.
Technological innovation has little or no relevant direct role to play in the relationship 
between the organizational structure and the IS-design. Although the amount of 
technological innovation does seem to have some general influence on the IS-design that 
can be realized, it is not specifically related to the organizational structure. There is 
however a close relationship to the complexity of the system as a whole: technological 
innovation increases the complexity of the project and as this complexity needs to remain 
limited if the project is to remain under control, increased technological innovation implies 
that the complexity of the solution chosen in the IS-design should be reduced. 
Simultaneously, a technologically innovative solution is often chosen to create options 
which were not present before and as such, it will occasionally also facilitate the project.
7.2.2.6 The variety in the organizational environment.
The variety in the organizational environment is a significant factor affecting the 
relationship between the organizational structure and the IS-design as a contextual factor. 
This factor is difficult to influence and therefore this factor has no role to play as a control 
variable.
The influence of external variety on the relationship between the organizational structure 
and IS-design is expressed in the explicit wish of various organizations to create a 
combination of both that is capable of responding to external pressures, most often specified 
in customer demand. External variety is frequently an important factor in the choice to build 
a new information system.
Note that the relevant external variety is also subject to individual perception. It is not only 
the change in external variety that induces a review of the IS-design, but also changes in its 
perception. Furthermore, combinations of organizational structures and IS-design 
sometimes induce a different perception of the external variety. As such, the external variety 
is not a fully independent factor nor fully belonging to the context.
The influence of external variety is most noticeable where the required flexibility of the 
system is mentioned explicitly and consequently, it is the flexibility which is found to be 
lacking if the IS-design does not meet the external variety. The differentiation of models is 
however also increased, given such external pressures, to enable specific organizational 
parts to handle specific external variety.
The existence of external variety contributes in any case to the project complexity.
7.2.2.7 Conclusion.
The factors describing the project context all significantly influence the complexity that 
needs to be dealt with in the project. Technological innovation can also be used to increase 
the variety of control measures available. This factor therefore shows a double effect. Most 
factors can be influenced. In other words, a less complex project context can be chosen.
The factors in the project-specific context mainly have an overall contribution to the project 
complexity and to a lesser extent relate to specific IS-design parameters.
191
Ch a p t e r  7
Due to the interviewing technique used, this study can distinguish various other factors that 
initially were no part of the research setup. During the study, many additional factors 
emerged, some of which were typically situational and others were significant for several 
organizations. For instance, one specific organization, which had to cope with many 
changes in the project management, mentioned this as an important factor. This factor 
would be coded differently when analyzing the interview-text. Even when the different 
codes were grouped, this factor stood out as independent of any of the other factors 
mentioned. A typical factor not part of the research design, but mentioned in several 
interviews was the 'make or buy' decision. The outcome of the decision to buy a software 
package available or to fully design the information system from scratch was considered 
important to the IS-design. It was found in several interviews and in the analysis could not 
be grouped with factors in the initial research design.
Here we will discuss those factors that appear to be relevant in several instances and in the 
future may emerge as relevant factors in other projects.
The additional factors to be discussed here have been grouped according to the areas 
already used in the research design.
7.2.3.1 Factors related to the project setting
The context of the project consists of many factors. For instance, there may have been a 
major take-over by the organization influencing the project or the CEO fell ill for a month at 
the beginning of the project. Such factors are mostly limited to one specific organization 
and however relevant and influential in the course of the project, were not of a sufficiently 
general nature to be discussed here. Factors found more frequently were:
Make-or-buy decision
When asked for decisions that had a major impact on the IS-design project, what was 
frequently mentioned was the decision to either buy an existing software package or make 
an information system from scratch. The fit of the IS-design to the organization was 
influenced significantly by this decision. On the one hand because existing software may be 
limited in the options available to adjust the IS-design to the organization’s needs. On the 
other hand, building information systems from scratch could make the realization of the IS- 
design too complex to incorporate all desired IS-design characteristics. Although this was a 
major factor, both as a contextual and an intermediate factor, there is no consistent 
unidirectional influence on the relationship between the organizational structure and the IS- 
design.
System replacement or new system
Similar to the make-or-buy decision, whether the information system implemented was a
7.2.3 Additional factors
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replacement of an existing system or a new information system proved to be a significant 
factor not accounted for in the research design. If the IS-design under consideration was a 
replacement of an existing system, this experience would result in a reduction of the 
complexity experienced (functionality present in the existing system was after all much 
easier to grasp) and more explicit requirements from the organizational members, often 
expressed as changes of the current system.
As a result, the complexity of the eventual system could be higher and more tailored to the 
organizational needs, creating a better fit with the organization. The effect can be compared 
to the iterative design of a system: at each iterative step the system will come closer to the 
exact needs of the organization.
The specific organizational strategy
The organizational strategy can serve as a contextual factor with respect to the fit of the IS- 
design to the organizational structure. In the material studied basically two effects were 
visible:
1. The organizational strategy determines which environmental factors are relevant to the 
organization and consequently in the IS-design. The strategy determines the 
organizational perspective (static effect).
2. The organizational strategy changes very often and the organizational structure reflects 
this. The IS-design chosen should anticipate such changes (dynamic effect).
Both effects were found. Of course, for the strategic information systems the first effect was 
most predominant.
Limitations
For almost all organizations there were limitations to the IS-design, specific to the particular 
organization. Such limitation could result from the organizational history, e.g., technology 
bought previously limiting the IS-design options, current business transactions, for example, 
a current decrease in profit resulted in a delay in the system implementation. The list of 
possible causes of these limitations is virtually endless and an exhaustive list is impossible. 
The important lesson to be learnt is that each IS-design needs to take factors causing 
limitations into account, no matter how irrelevant they may seem to be for the general 
design, because they increase the complexity of the project.
7.2.3.2 Factors related to the organizational structure
In the total set of interviews, apart from the structure parameters, various additional 
descriptions were used to characterize the organizational structure. Although some can be 
expressed in terms of the structural parameters, they are worth mentioning because they 
express the intermediate constructs identified between the organizational structure and the 
IS-design by the respondents.
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organizational archetypes
The first (group of) factor(s) is named organizational archetypes, because mostly 
respondents in this case referred to or assumed that they were referring to a typical 
constellation of structural characteristics causing a specific IS-design to appear. For 
instance, characteristics that were frequently mentioned were the bureaucracy, the matrix 
organization, a flat organization, a ‘typical manufacturer’ or a ‘typical family business’. 
Whereas the bureaucracy is described relatively consistently as what we called the 
traditional organization, ‘typical family business’ was used to describe structurally very 
different organizations, with the common characteristic that several family members held 
key positions in the organization.
Because of the confusing effect the use of these organizational archetypes might have, in 
each case the archetypes referred to were reduced to the structural parameters. The actual 
effects found have been described before, and are consequently not discussed here any 
further.
Difference between the formal and informal situation
As far as the organizational structure is concerned, the difference between the formal and 
informal situation was relevant in many cases. Formally, an organization may consist of a 
multitude of hierarchical layers, while in effect (informally) only two layers are relevant. 
Consequently the formal description in terms of the structural parameters would be very 
different from the informal situation. In the analysis, the actual day-to-day situation was 
used as a reference. So, although the factor is relevant, it has been corrected in the study.
The specific IS-organization
A last relevant factor is the IS-organization. The IS-organization refers to the specific part 
of the organization responsible for the creation and maintenance of information systems. 
This factor is relevant both as a contextual and intermediate factor. The existing IS- 
organization influences the representation of the organizational structure in the eventual IS- 
design. For instance, further decentralization of he IS-organization results in closer contact 
with the actual work being performed and consequently further differentiation according to 
goals. Similarly, a specific organizational structure will stimulate the creation of a consistent 
IS-organization and in its turn this will influence the eventual IS-design.
In various projects (cases) it was found that the redesign of the IS-organization was used as 
a deliberate method to influence the IS-design.
Conclusion.
The study confirms that the structural parameters are generally sufficient to describe the 
organizational structure. If the structural parameters are used to describe the actual (instead 
of the formal) organization, these parameters will do. However, the IS-organization needs to 
be considered in some more detail, as it is an important factor. Therefore it was already
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incorporated in section 4.6. All factors mentioned here influence the complexity of the 
project.
7.2.3.3 Factors related to the IS-design
Although this particular study focuses on the structural dimensions determined in the IS- 
design, various other factors proved to be relevant in the IS-design. These factors served as 
intermediate and sometimes as contextual factors in the relationship between the 
organizational structure and the IS-design. The factors found are generally of two types: 
factors related to the implementation of the information system (the elaboration of the initial 
specification and design to a functioning information system) and factors describing 
specially emphasized aspects of the information system. Related to the implementation are 
for example, the formal design methodology used, the type of programming approach used 
and the implementation as a central corporate system. Attention for the eventual speed and 
response time, attention for management decision support and attention for standardization 
are aspects with special emphasis. We will discuss these factors subsequently.
The formal design methodology used
The formal design methodology used frequently had a considerable effect on the amount of 
effort required to realize a specific IS-design. For instance, using an incremental approach 
to the realization of the information system (a step-by step expansion of a small core) could 
enable a first specific IS-design for one team with subsequent expansions to other teams in 
the organization. Thus, in a fairly simple way, a system differentiated according to goals 
and models can be developed.
The opposite effect was found too. By using an incremental method in a different way, 
initially a standardized nucleus was developed throughout the organization, without any of 
the differentiation needed.
As a consequence, a proper choice of the formal method used can considerably decrease the 
overall complexity of the information system implemented.
Simultaneously, another effect was found. The introduction of a new formal design 
methodology could increase the project complexity dramatically. As a result, other 
complexity increasing features were impossible to realize. Therefore the change in the 
formal design methodology has a negative effect on the fit between the organizational 
structure and accompanying information system.
Type o f  programming approach used
Similar to the formal design methodology used, two main effects were found. Firstly, the 
programming approach could potentially increase and decrease the complexity of the 
system realization. For example, in various cases the object oriented approach enabled 
better structuring of the information system and served as a powerful tool in the systems 
design.
Secondly, changes in the programming approach resulted in increases of the complexity.
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Initially, the full potential of such tools was not realized and due to inexperience ineffective 
realization choices were made. A direct effect of such a change therefore was found in a 
temporary decrease in the programmers’ productivity and an increased maintenance load of 
such a system.
Implementation as a central corporate system
Implementing an information system as a central corporate system refers to the technical 
realization of the information system. In theory, a central corporate system can be just as 
differentiated according to goals and models as any other technical realization. In practice 
however, the choice for a central corporate system induces standardization across various 
business units and thus limits the effect of the organizational structure on the structural 
parameters of the information system.
Indirectly, the use of a corporate system requires a higher security level. This induces 
restriction of access to information and consequently a stricter separation of information 
according to a person’s function.
As a consequence of the above, implementation of the information system as a central 
corporate system influences the relationship between the organizational structure and the 
structural parameters negatively.
Attention for eventual system speed and response time
Given the advance in technology one might have expected that the system speed and 
response time needed little or no consideration. However, this factor still serves as a 
precondition to many of the other characteristics of information systems: without an 
acceptable response time of the information system other features lose their value.
Therefore, during the realization of information systems still considerable attention is given 
to the system speed and response time. This results in the exclusion of various heavy-duty 
solutions and thus limits the options open to the system designers. Complex system 
realizations, involving much company wide data are therefore difficult to realize. As such 
this factor puts limitations on the information support of information systems, especially if 
they are not differentiated according to goals and models. Thus, this factor enhances the 
effect of not differentiating in that it will be even more difficult to acquire information 
tailored to the situation.
Attention for management decision support
The attention for management decision support implicitly suggests a separation between 
operational and control tasks, because otherwise management decision support would not be 
directed to a separate group. If specific management information is required, in practice this 
refers to aggregated information needed to control part of the organization.
The attention for management decision support serves as an important intermediate factor to 
the relationship between organizational structure and the attention for presentation. 
Frequently, creating an IS-design capable of supporting the operational control of the
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production process is the first concern. Management decision support, which is viewed as 
non-operational, is initially omitted from the IS-design and added in later stages. Only for 
so-called strategic information systems the attention for management decision support is of 
such importance that attention to presentation of data becomes more important.
The attention to management decision support also affects the organizational structural 
variables. It has been found to result in a power redistribution in the organization and 
subsequent changes in the separation between control and operational tasks. As a 
consequence, the IS-design would be required to facilitate the presentation of data at 
different levels in the organization.
Attention for standardization.
In the design of information systems it was found that very often standardization of 
procedures in using the system was an important objective. For instance, several different 
information systems may be replaced by one to increase standardization across different 
organizational units. Attention for standardization in the IS-design would stress the impor­
tance of the general case and decrease the attention for the exception. Thus, local units are 
encouraged not to focus on different external variety. As a consequence, less attention for 
differentiation according to goals and models took place.
A different way of striving for standardization would be to focus on standardization of skills 
(everybody should be able to learn how to use the information system in different 
organizational units rather quickly). This would not have the effect found above.
Focus on standardization of output was also found. However, this was realized by 
standardization of procedures.
Conclusion
The factors mentioned are very different in nature. They have in common that they 
influence the complexity of the IS-design by making demands for the eventual information 
system. The formal design methodology and programming approach serve as an exception, 
because they can also be used as means of control for the project.
7.2.3.4 Factors related to the development process
During the development process of an information system al kinds of small and large factors 
will influence the way information systems are designed. Coincidence and sheer (bad) luck 
are among them. The relevance of factors differs in the course of the project. To focus on 
the factors that appeared to be most relevant in this study we should mention:
1. The specific phases in the planning, especially the conversion and realization phase.
2. Focus on a deadline.
3. Process method, of which the evolutionary approach and SDM deserve separate 
mentioning.
4. The moment of system launch (introduction)
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Focus on specific planning phases.
Various phases of the project were identified as crucial to the way the information system 
was implemented. Almost all phases you may expect to be distinguished were mentioned. 
For example, the structuring in the functional design phase created expectations of how 
things would be done in the near future. If the time gap is considerable, the IS-design does 
no longer represent the production structure and modifications are needed. Similarly the 
technical design phase would be mentioned as crucial to the way the eventual system would 
function because the choices made in that phase would limit the eventual options consid­
erably.
Of all phases, two phases deserve to be mentioned explicitly. These are the conversion of 
the old information system to the new and the system realization. The conversion is 
systematically underestimated due to the fact that previous data processing is expected to 
have been orderly. The preparation of the conversion and the conversion itself prove that 
this is not the case. Sometimes this was the first time the system designers discovered that 
the new system deserved to be more flexible to allow the processing of more varied data.
The second phase, the realization, is of influence as it is frequently entered too hastily. As a 
consequence, the information system is sometimes insufficiently thought through in detail. 
This can result in a system of a too general nature.
Focus on deadline
Focus on deadlines in effect results in very goal oriented IS-design. This can have two main 
effects. On the one hand, if any of the IS-design parameters are tied to explicit deadlines 
they are given much more attention. On the other hand, if there are explicit deadlines 
connected to overall system design, this helps to finish the information system on time but at 
the cost of various aspects such as flexibility and presentational characteristics.
Process method
In most cases a structured process method is used during the information systems design 
consisting of various demarcated phases. Alternatively more iterative or prototyping 
methods are used in the development of the information system. According to various 
respondents, the choice of method should fit the overall type of the information systems 
design. If a uniform information system is required with little differentiation of models and 
with a focus on formalization of procedures, a structured development method as opposed 
to the iterative or prototyping method is considered best suited.
Similarly more iterative prototyping methods are best fit to design information systems, 
which do fit a differentiation of models.
Therefore, the process method is a clear intermediate factor in the way the organizational 
structure influences the information systems design.
The system launch
The launch of the information system is frequently mentioned as an important moment for
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the project as a whole, but only of little relevance as an intermediate or contextual factor.
In the case of attention to system change, it is considered important, as this is mostly the 
moment that actual maintenance should start. Furthermore, it is an important moment for 
users as this is the moment of change where the flexibility (or absence of it) is seen best. 
Therefore, it is also the moment determining changes in the initial information system to 
accommodate the needs of specific organizational units with respect to flexibility. For actual 
differentiation according to models it is often too late.
Conclusion.
The last group of factors related to the development process are barely related to each other. 
In practice these factors are to some extent used to guide the development process and to 
achieve the end-result. These factors therefore can contribute to the controllability of the 
project and in practice were found to contribute in such a way. To some extent the system 
launch is an exception to this rule. Its importance is more that it is the moment of truth and a 
moment of transfer to continuous maintenance. To a lesser extent it can serve as a means to 
project control.
This finishes our description of the individual factors found and their relationship to the 
project complexity. In the next section we will discuss these findings.
7.3 Discussion
The integral design of organizations and their information systems can be considered a 
production process just like building houses or processing toxic waste. Although there are 
major differences between these processes, there are also significant similarities from a 
sociotechnical point of view. All processes are, for instance, goal oriented and in this 
context, it is important that all these processes represent a control situation: to achieve the 
goals in the production process, various external sources of variety need to be dealt with 
and various means are available to do so. In other words, we can apply the law of requisite 
variety to an IS-design project.
When we apply the law of requisite variety in this context, we see that the variety to be 
controlled may consist of demands put forward by stakeholders of the project, or by 
requirements in the particular situation for any information system that is to be designed. 
Similarly, in the IS-design project there will be several measures available, which can be 
used to cope with the variety in the project. For instance, powerful computer programming 
languages can be used to model complex problems in the information system. Also, the 
project team may use its negotiating skills to reach an agreement with different 
stakeholders.
IS-design projects will differ in the extent to which they are controllable. Highly complex 
projects with little means of coping with this complexity are unlikely to become successful. 
This is a direct consequence of the imbalance between the requisite variety and the available
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variety of the control measures, just as in any other control situation. Similarly, the more the 
requisite variety is unmatched by the available variety, the greater the chances of an 
uncontrollable project and therefore of failure. Just as it is the case for other production 
processes, the controllability of the IS-design project even serves as a key mechanism. Even 
more so, IS-design projects frequently bring together many aspects and parts of the 
organization. As a result the imbalance between the requisite variety and the available 
variety may be easily reached.
In this chapter as well as in the previous chapters we have seen many factors, which in 
practice influence the development process of information systems and their eventual 
success. Apart from the organizational structure and IS design variables, the following list 
of factors (and some more) have been discussed:
Process related factors: Project specific context:
- The fit of project goals to an IT-policy - The number of stakeholders involved in the
- The stakeholder participation in the project,
project - The complexity of the problem situation,
- The amount of project planning in the IT- - The aversion to system implementation,
project - The organizational innovation, and
- The degree of project organization - The technological innovation,
- The extent of the project culture - The variety in the organizational 
environment.
Many other, less significant factors:
- Make or buy decision - Attention for eventual system speed and
- System replacement or new system response time
- The specific organizational strategy - Attention for management decision support
- Specific situational limitations - Attention for standardization.
- Organizational archetypes - Focus on specific phases in the planning,
- Difference between the formal and informal especially the conversion and realization
situation phase.
- The specific IS-organization - Focus on a deadline.
- The formal design methodology used - Process method, of which the evolutionary
- Type of programming approach used approach and SDM deserve separate
- Implementation as a central corporate system mentioning.
- The moment of system launch (introduction)
In addition to these factors, there are various project specific factors, which may influence 
the course and end result of the project.
The influence of all of the factors mentioned above on the course of some or even most of 
the IS design project is not a matter of much dispute. Some of the factors mentioned above 
appear to be more relevant to many projects than others and some factors will even have
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been crucial to several IS-design projects.
Simultaneously however, many projects for which individual factors were very dominant 
did not show a significant change of the end-result. Moreover, the analysis of failure and 
success did always show a large complex of factors. Given the number of factors already 
presented here and in other publications, it is probably not very useful to extend the search 
to include even more factors.
What is striking in the discussion above is that almost all factors are directly related to the 
controllability of the project, either because they increase the project complexity or because 
they increase the means available for control. For instance, the type of programming 
approach used determines the complexity (and therefore the controllability) of the 
realization of the information system. The attention for eventual system speed and response 
time has a similar effect.
This may at the same time explain why these factors cannot be related directly to the 
success or failure of the project. Even though these factors may increase the project 
complexity, this only becomes a problem when the project complexity reaches the critical 
threshold of the matching means available for control. Moreover, this threshold, again 
depending on other factors, may be different for different projects. For example, it may be 
that the number of stakeholders is high, but the project is of such a simple nature when other 
factors are taken into account that project management can use all means available to 
coordinate with all these different stakeholders.
So, the factors mentioned above increase the project complexity and only when the total 
complexity reaches the critical threshold, do problems occur. If we now look at the integral 
approach to organization and information systems design, we can draw the conclusion that 
such an approach by definition takes so many factors into account that the critical threshold 
for the project complexity is easily reached. Even though the use of an integral design 
approach is theoretically clearly desirable, its application may be difficult in practice and 
this can be shown using the same theoretical framework. However, the fact that application 
is difficult does not imply that such an application is impossible. In fact, we can use the 
theoretical framework to deduce measures, which can make the application of the integral 
design approach easier. Let us first try and set up a scenario describing a typical project, 
based upon the experiences in the various projects.
7.3.1 The project management of IS-design projects and the control of complexity.
The idea that a critical threshold exists which limits the controllability of an IS-design 
project is not new. In fact many project managers have an excellent feeling for avoiding the 
hazard of projects littered with pitfalls and traps, which ultimately can no longer be avoided. 
Some project managers may even use small checklists to check the risks involved in a 
particular project. Thus they are warned in an early stage for projects that should be 
avoided.
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Let us suppose the project manager of an example project starts a project that he or she 
thinks is controllable. As the project goes along, it becomes clear that some aspects of the 
problem situation were ignored initially and the information system needs to be more 
complicated than expected. In order to get all the information needed for this design, more 
departments need to participate in the project. Next, the process supported by the IS appears 
to deviate more from the current situation than was estimated initially and more rigorous 
organizational changes are required. As a result the resistance to the design is higher. At this 
point, the project will start to get out of control: the project manager feels the deadline 
and/or budget will be exceeded or the intended system can no longer be built. The project 
team tries to make the best of it and decides that the invoicing process will be left out of the 
system for the time being, and it is assumed all shifts in the factory work in the same way. 
This sequence of events will repeat itself a few more times during the project. Eventually, 
the result is that the deadline and budget are still exceeded and the first version of the 
system barely supports the most basic functions in the production process. However, that 
will be solved in the next extension of the system, already planned for in the next two 
months.
Because no one can consider all factors in advance, new factors will arise as a project goes 
along, which will make the project more complex. Sometimes these factors do not cause 
problems. However, at some point the project complexity will exceed the critical threshold 
mentioned. The project starts getting out of control. Whatever the initial planning and 
situation analysis, at this point there is usually a lack of criteria to determine what needs to 
be changed to make the project a success and regain control. In most cases maximum effort 
is put into the project and given the limitations the participants just try to make the best of 
it. Sometimes the initial set-up of the project is changed and often part of the complexity is 
neglected, hoping falsely that the complexity will disappear by itself. Occasionally it is said 
that the production process is in fact just a combination of elementary tasks and if these 
elementary tasks are built into the information system, the production process as a whole 
will probably be supported as well. That such neglect of complexity is erroneous can be 
illustrated by a simple example, e.g., knitting: knitting is the continuous repetition of 
inserting the needle, looping the yarn, pulling it back and sliding off the stitch. However, 
anybody capable of performing these simple actions is not always a good knitter. Moreover, 
knitting is relatively easy when compared to most production processes.
So, to increase the controllability of the IS-design project, means are used which will 
probably influence the extent to which the final information system will support the 
organization in coping with its environment.
In other words, most actions in our example project are aimed at ending the project in time, 
but do not bring back control in such a way that the chances of a success (measured in terms 
of organizational effectiveness) increase.
This is especially worrying, given that we have inferred that the organization design and the 
information systems design should show a close match.
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The previous section ended with the conclusion that, apart from all kinds of design 
considerations, in the design of the organization and the information systems an IS-design 
project needs to consider the controllability of the IS-design project itself. The initial 
outline of the integral design may be perfect, but if the IS-design project is incapable of 
realizing it, all is lost. Whether the intended integral design can be realized hinges on this 
project controllability as the concept of project controllability seems to unify almost all 
factors influencing the outcome IS-design project.
The above observation is simple in nature and may even have been expected, in view of the 
fact that the design of an information system is a production process and like many other 
such processes needs to be controlled. However simple, the observation has significant 
consequences. Here we will try to derive what these consequences may be.
7.3.2.1 Design o f the project management control situation.
In the previous discussion it has also become clear that the project manager may not 
respond adequately to a project getting out of control. Given that almost all factors 
influencing the outcome of the IS-design project are related to the project control, we may 
need to investigate this further by working out how this controllability then can be 
improved. From the theoretical considerations presented in chapter 2 we know that a control 
situation can be improved by either reducing the requisite variety or increasing the variety 
available for control, given the purpose of control.
First and foremost we therefore need to establish the purpose of control. Given the context 
of this book, the purpose of the IS-design project should be 'contributing to the effectiveness 
of the organization in the marketplace.' It is necessary to establish the purpose of control 
because the purpose determines which (project) complexity needs to be dealt with and 
which complexity is redundant. The above purpose is not chosen at random. Although the 
purpose applies to almost all IS-design projects, more importantly it is the start of the 
integral design approach. However, even if more specific derived goals have been 
formulated, such as ‘the integration of various existing systems’ or ‘the acceptance of the 
new IT-infrastructure’, even then the above general purpose functions as the overall goal of 
the project. Derived goals can create additional preconditions to the project in general and 
more specifically to the complexity that may be reduced, but they do not touch the core of 
the organization.
7.3.2.2 Applying the law o f requisite variety to these factors
Now that the purpose of control has been established we can start increasing the project 
controllability. So, let us have a look at the law of requisite variety when applied to IS- 
design projects. In short, controllability (C) of the project can be expressed as:
7.3.2 Theoretical elaboration
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Available variety of project control measures \ 
C_F( Requisite variety of project control measures
Formula 7.1 Law of requisite variety applied to IS-design projects.
In this formula the available variety of project control measures is mainly determined by the 
process characteristics and some additional factors we discussed. The requisite variety of 
project control measures is determined by the project specific context, the organizational 
structure, the IS-design parameters and some other additional factors. How each factor 
influences the available or requisite variety was already discussed in section 7.2. This 
formula and the relationship between the factors and the available and requisite variety of 
project control measures is only tentative: it does not list the specific factors or the weights 
attached to them. Furthermore, some of the additional factors cannot directly be interpreted 
as a variable. The variables referred to above should be interpreted as ‘the extent to which 
the presence of the factor contributes to the available or requisite variety’. Applying the 
formula to a specific project, the controllability could for example be increased by using 
proven technology. As a result the degree of technological innovation will be low. This 
factor is part of the project specific context, which influences the requisite variety of project 
control measures. A reduction of the degree of technological innovation results in a 
reduction of the requisite variety of project control measures and therefore increases the 
controllability of the project.
According to the theory presented in chapter 2, we can now do two things: either reduce the 
requisite project variety or increase the variety available for control. The formula directly 
shows that increasing controllability of the project cannot only be done by changing the 
process characteristics. It is important to emphasize this because such a vast body of 
literature focuses only on these process characteristics (Weill & Olson 1989, Iivari et 
al.2000).
7.3.2.3 Reducing requisite variety.
Not all requisite variety can be reduced. Of the above factors that influence the project 
complexity some contribute directly to the purpose of the IT-project. It is therefore 
beneficial not to reduce these factors. Given that the IT-project needs to contribute to the 
effectiveness of the organization, we can first determine the factors influencing the 
achievement of the purpose directly.
From the previous chapters we know that the law of requisite variety guides the 
organization design. Moreover, we know that the organization is much more likely to be 
effective if designed sociotechnically. Note that the same factors that guide the organization 
design have been incorporated in the project complexity. Because the aim of the IS-design 
project is to increase the organizational effectiveness, the organization design always will be 
leading. We already know from that perspective to:
- Decrease operational concentration
- Decrease differentiation of operations
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etc.
Note that the reduction of complexity in the organization design should simultaneously 
reduce the project complexity. So, also in this context this particular complexity is 
unnecessary. Note however that the organizational redesign will increase the contextual 
factor 'organizational innovation' and will therefore indirectly decrease the controllability of 
the project too.
Because the IS-design parameters contribute directly to the controllability of the organiza­
tion, we cannot reduce them: the complexity is necessary.
The variety of the context often will be redundant: frequently there are ways at the onset of 
the IS-design project to limit the problem situation or the number of stakeholders. 
Furthermore, also the technological innovation accompanying the project may be limited. 
Because the organizational innovation is dependent on changes in the other factors, the 
options to reduce the variety here may be limited.
Having redesigned the organization to a modern form will allow some further reduction of 
the requisite variety: due to the relative independence of parallel processes the initial scope 
of the project can be reduced to one of the parallel flows or even one team, which reduces 
the number of stakeholders and the complexity of the problem situation. Such 
implementation trajectories have already been suggested in previous chapters too.
7.3.2.4 Increasing the variety o f control measures available.
We have first focused on reducing the requisite variety because all redundant variety that is 
eliminated does not need to be controlled. Of course, in this context we can also increase 
the variety of control measures available. As the formula shows, process characteristics, 
such as a well-structured project organization and planning, involvement of the stakeholders 
and, for instance, the use of appropriate methods can increase the controllability. Similarly, 
trying to decrease the number of situation dependent limitations can have such an effect. 
However, project managers are already familiar with such measures and these measures are 
already used to a large extent in practice. Therefore, we will not discuss them here in detail. 
One remark will be in place here. What is considered a good project organization or 
planning may in fact not be an optimal project organization or planning at all. Again using 
the sociotechnical design measures we can come up with a significantly different project 
organization or planning than is frequently suggested. For instance, SDM (see Eilers 1981) 
is a development methodology consisting of strict phases with different people participating 
in these phases. Sociotechnically it can be typified as 'operationally concentrated,' which 
immediately suggests a redesign.
7.3.2.5 Consequences o f this approach
In practice various incidental examples of IS-design projects can already be found which 
work (or not) because of the measures worked out above. For instance, some IS-design 
projects are started with the information systems design for one of the teams in the
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organization, even though it is the intention to eventually involve the whole organization. 
Translated to the factors used in this study, complexity is reduced by temporarily reducing 
the number of stakeholders and the complexity of the situation. Where organizational teams 
operate relatively independently (such as in a sociotechnically redesigned organization) 
such reduction is harmless. In this initial phase all means available for control can be used 
for the complexity of the information systems design. When subsequently in the second 
phase of the project a second team is added, the complexity grows as a result of the 
increasing number of stakeholders and the increased problem complexity. However, 
because it is the second phase, the degree of technological innovation has been reduced 
(there is experience with the technology as a result of the first phase). All in all, the project 
therefore is still manageable.
Another example of such a strategy is prototyping. By using a prototyping strategy the 
acceptance of the new information system increases and this positively influences the 
controllability of the project.
Furthermore, the use of the law of requisite variety in the context of IS-design projects also 
explains the occurrence of the mythical man-month. The mythical man-month is the 
phenomenon were, given a time constraint and given that the project is expected to be 
overdue, the project manager will get more people involved to be able to finish the project 
in time. However, this additional number of people (man-months) only adds to the project 
complexity (number of participants), making the project even more difficult to control and 
therefore the project will only be more overdue than it already was.
Applying the law of requisite variety like this also suggests measures that are not often 
found in practice. It was already mentioned that the reduction of the organizational com­
plexity can contribute to the controllability of IT-projects. This suggests a reorganization 
prior to an IT-design. In practice however it is frequently found that functions, which were 
carefully integrated during the reorganization, are isolated again in the analysis of the IT- 
project. As a result, the IT-project is automatically increasing its own complexity 
unnecessarily. The effect can be illustrated with an example.
An insurance company had just integrated its tasks. As a consequence, the production 
process only consisted of five steps and the flexibility of handling insurance policies 
increased significantly. At the introduction of a workflow management system, these tasks 
were split up in 34 simple actions, which were related in a process flow. As a result all 
existing interdependencies needed to be described for the system, which increased the 
complexity. Moreover, the increase in organizational flexibility was nullified.
The small checklists, which project managers use to estimate the project risk, as mentioned 
in the previous section can be considered as more or less complete reflections of our 
formula. It expands such lists and indicates how such a list can be used to increase the 
project control and decrease the project complexity without any problem.
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7.3.2.6 Influence
The above suggestions can theoretically be used to achieve the desired results in 
information systems design. Will they be used for this purpose? Given the impact of earlier 
articles and books about the causes of failure of IS-design projects we have to be 
pessimistic about these chances. The above formula could have such an influence since the 
law of requisite variety already is used in general management too. Most IT-personnel will 
require extra education in this area. Given that the Dutch sociotechnical approach already 
exists for some decades and given that the effects on general management are only now 
beginning to show, we may conclude that it will be difficult the achieve such influence. 
Furthermore, IT-personnel is mostly responsible for IT-projects, but the scope of such 
projects is easily limited to the design of the information system itself. As a consequence, 
many of the factors that determine project controllability, are outside of the realm of 
influence of the project management.
7.3.3 Conclusion
The various factors identified in this study as indirectly influencing the relationship between 
the organizational structure on the one hand and the information systems structure on the 
other mostly seem to be related to the project complexity. Considering this mutual 
relationship, it is useful to use the law of requisite variety in the context of project 
management. All of a sudden, all these factors become interrelated. Moreover, explicit 
choices become available in the way a project is set up and managed. These choices were 
made implicitly in the past or not considered at all. With the concept of controllability it 
should become easier to achieve project goals and contribute to the success of the 
organization within given time and budget constraints.
Potentially therefore, the application of the law of requisite variety in the project manage­
ment of IS-design projects can make a significant contribution. Especially in the context of 
integral design projects, this model can be useful, because such projects are regularly 
characterized by a high degree of complexity. In that case, knowing what complexity to 
reduce, what complexity to keep and how to manage this complexity is of primary 
importance.
Explicit deliberation about how to increase the controllability is already one of the ways in 
which project management can be improved, given that the current tendency is to decrease 
complexity in undesirable ways. In the practice of many current IS-design projects however, 
it may be quite difficult to apply the above model, mainly because many of the factors 
mentioned are difficult for the project management to influence.
The success of IS-design projects may therefore depend on a redesign of the way change 
processes in many organizations take place.
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Let us return to the question asked at the beginning of this chapter: why do the actual IS- 
designs in practice often deviate from the desirable IS-design?
If we lift this question to a higher level of abstraction, the question might be easier to 
answer. If we look at the discussion of the concept of design in De Jong (1992) as discussed 
in chapter 4 we can rephrase the question like this:
Why does the actual situation deviate from the desirable situation? Using De Jong’s theory 
the answer is simple: because the desirable situation in this case is not a likely situation. If 
we dig a little deeper, we can answer the question as follows:
1. The desirable situation may be unknown to the designer who therefore does not attempt 
to realize it.
2. The desirable situation is unlikely and either impossible to achieve or there is no 
implementation path known to achieve it.
For the present situation, it is therefore important to know what constitutes a desirable IS- 
design, and given that such an IS-design does not belong to the likely IS-designs (after all, 
otherwise we would have found it more often), we need to show how such an IS-design can 
be achieved.
We already know that the proposed IS-design does not belong to the impossible situations 
or we would not have been able to describe possible realizations.
Given our discussion of project complexity, the design of the organization and of its 
information system, it is clear that the road to the desirable IS-design can be paved. The two 
answers given above show that this can be done first of all, by explaining to practitioners 
what such a design should look like. After all, striving for this design should reduce the 
project complexity and this in itself should make the IS development process more feasible. 
Secondly, and essentially the main contribution of this chapter, the knowledge of the factors 
contributing to and reducing the project complexity as a whole can be used to realize viable 
IS-designs more easily.
7.4 Overall conclusion.
Chapter 8
Application of inferred notions to current trends
8.1 Introduction.
Many will consider the previous chapters to be of a rather abstract nature. Especially when 
running a business, the question may rise what the consequences of the theory presented 
here are for the information system that is about to be implemented. Even though it is not 
possible to discuss the consequences of theory for every specific practical case, insight may 
be increased by discussing two recent trends: Workflow Management and Enterprise 
Resource Planning.
Novices to these trends might think we are referring to organizational trends, but many will 
directly think of the introduction of specific types of information systems.
These trends have been chosen for that reason: both trends indicate a close link between the 
organizational activities and processes and the information technology supporting them. 
Additionally, both trends suggest that they incorporate complete production processes 
within organizations (as opposed to function specific information systems) and could 
potentially present an integral view of organizations.
In this chapter, the aim is to discuss these trends in the light of the theory of the previous 
chapters. First we will therefore recapitulate this part of the theory and present it as the 
evaluating framework. Both trends are rather specific on the one hand and on the other hand 
they are typical trends in the sense that many people read different things in them, fitting 
their own perspective. Following the framework, we therefore need to define each trend and 
describe its main characteristics. Subsequently, the evaluation of these systems in practice is 
addressed.
This then serves as the basis for the evaluation of the trend in the context of this book.
8.2 How to proceed
In chapter 4 a practical approach to the use of the theory was presented. The approach 
distinguishes between the 'superstructure' and the 'process support.' Because it is the most 
practical guideline presented in this book, it will be used in this chapter to evaluate the two 
trends.
Note that the practical approach of chapter 4 presents many options to the realization of 
abstract concepts such as 'attention to diversity of goals' or 'attention to diversity of models.'
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Normally using the described practical approach in the context of one particular 
organization would imply the conscious choice of one of the options given, for each 
situation of choice. In other words, the complex of multiple options of the practical 
approach is reduced to one specific realization in all organizational parts.
When evaluating a trend however, there cannot be an evaluation of one particular choice. 
Most likely, the space spanned by the options presented in our practical approach will be 
limited by choices made a priori by the particular trend.
What is interesting, is:
1. The extent to which a trend limits the solution space to those options which theoretically 
are considered most desirable.
2. Alternatively, the extent to which a trend may force the organization away from the 
solutions preferred in chapter 4.
Depending on the emphasis the trend places, the evaluation will be positive (1) or negative
(2).
8.2.1 Dimensions for the evaluation.
In chapter 4 the practical approach was presented as a set of options of which some are 
more desirable than others. Consequently, in this evaluation we will ask ourselves in the 
first place for each dimension whether these options are available given the particular trend. 
This question is of primary importance, because its answer determines to what extent the 
trend is compatible with the approach presented in this book. As a refinement to this first 
question and an extension in case no particular options are described, the emphasis of the 
trend is important. In essence we ask whether the implementation of the described approach 
is still possible given the trend.
Furthermore, note that the practical approach described in chapter 4 assumes that a 
sociotechnical structure of the organization is already in place and as a consequence, the 
same assumption is valid for the evaluation below.
The evaluation structure follows the division in 'superstructure' and 'process support' used in 
chapter 4.
The super structure. The basic questions
1.1. Diversity of goals. Does the trend allow for:
- Fully independent systems corresponding to these goals
- Cloned systems
- Locally controlled systems
- System differentiation
- Uniform information systems with tools for local differentiation. 
or focus on fully uniform information systems?
1.2. Diversity in models. Is diversity in models a probability?
1.3.System change Is contextual change considered by the trend after implementation?
A p p l ic a t io n  o f  in f e r r e d  n o t io n s  to  c u r r e n t  tr e n d s
a. Is there attention for this difference?
b. Are dependence, mutual dependence and dominance relations 
considered and restructured?
c. Are different types of support such as:
- Non-supported
- Specific internal support for external coordination
- Specific support for external parties
- Technical interfacing
- Common information systems
Allowed for?________________________________________________
1.5. Are computer-based solutions necessary or can they be avoided?29________________________
1.6. Does the trend allow for different IS-organizations?____________________________________
1.7. Can different types of design approaches be used?______________________________________
1 8 .C a n ^ S -d e s ig n ^ e ^ n o c a te d jo ^ h e ^ s e rs J :h e m s e lv e s ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Process support The basic questions
2.1. Models Do the systems in the particular trend allow for:
- Locally owned parts of a central model
- Locally added elements to a central core model
- Specific room for the definition of local data
- Free text fields
- Non-automated data interchange?
2.2. Can sociotechnical strategies for the distribution of data be applied to these types of systems?
2.3. Flexibility and 
system change
Do information systems in this trend allow for:
- The system’s flexibility itself
- The ease of changes to be built into in the system design
- A programming environment supporting change
- A maintenance structure supporting change and fitting the overall 
structure of the IS-organization as decided upon previously for the 
superstructure.
2.4. Presentation Are information systems in this trend capable of presenting data such 
that:
- On-screen confrontation is possible
- Direct feedback occurs
- Manipulation is possible
- Graphical presentation is possible low in the organization
- Restructuring is possible
2.5. Do information systems developed through this trend unnecessarily obstruct data processing?
29 Non-computer-based solutions are not considered here and therefore this check for the superstructure 
is skipped.
1.4. Intra- and inter-unit 
coordination
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For a detailed description of the dimensions mentioned here, please refer to chapter 4, 
which discusses them at length. The questions are directly based on the approach discussed 
in section 4.6.3.
8.2.2 Evaluation approach.
The above theory will be used as dimensions along which the trends will be evaluated 
question by question. The trends are taken as defined in the beginning of the discussion of 
ERP and WfM. It is clear that interpretations of ERP and WfM may differ, but here it is not 
the intention to give an exhaustive description of the two trends, but to illustrate how the 
theory presented in this book can be used to reflect upon and possibly enhance such trends. 
The result of the evaluation is therefore mainly expressed as the extent to which the theory 
can be used for the purpose of evaluation.
8.3 Enterprise Resource planning (ERP) packages.
Before the evaluation of ERP systems can start, first agreement is required on what ERP 
systems are. There are many companies, which state that their main product is an Enterprise 
Resource Planning product without defining the concept. These products show significant 
differences, which makes a definition and description of ERP systems even more important.
8.3.1 Definition and description of ERP systems
There are some articles and books regarding the subject of Enterprise Resource planning or 
ERP systems that help to define ERP (systems). To mention some of the definitions they 
use:
(1) 'Taking information from every business function, it [ERP Systems] is a tool that assists 
employees and managers to plan, monitor and control the entire business.' (Bragg 1997)
This definition positions ERP Systems as a kind of a management and coordination tool 
building upon business functions. The next definition expands this thought:
(2) 'A multi-module application to help an organization manage important parts of its 
business. (..) Typically an ERP system uses or is integrated with a relational database 
system' (Jacobbi 1998)
It includes the chosen technical realization, whereas the third definition completely ignores 
this practical elaboration:
(3) 'Enterprise resource planning is a systematic method of dynamically balancing and 
optimizing resources of a company' (Stenbeck 1998)
The last definition emphasizes the technical realization, while ignoring the management and 
coordination aspects of the first definition:
(4) 'ERP is a concept covering all business applications' (Peoplesoft, Klaver 1998)
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This last definition does not describe most common ideas about ERP, but does illustrate the 
variety of ideas about ERP. Dirkx and van Heeswijk (1999) also stress the wide variety of 
definitions that are used and point out both the IT background of the concept and the 
consequences of its implementation.
From these different sources, the following definition for an Enterprise Resource Planning 
system or package has been composed:
'A company-wide integrated software system supporting all or most business functions.'
Such packages would typically support planning, purchasing, production, sales, distribution 
and finance (Kramer & Langerveld 1999). This definition both emphasizes the enterprise- 
wide character of business support and the technical realization accompanying it.
ERP systems are implemented to achieve the following results (Annink et al. 1999):
- Fundamental process improvements throughout the value chain.
- Integral support by management information of all processes.
- Replacement of legacy systems resulting in higher flexibility and lower IT life-cycle cost.
To be able to cope with the enormous scope of these systems, the systems are normally 
modular by nature. Historically, ERP systems can be composed of different products, which 
are combined as modules of one system. As a result 'integrated' is in practice probably a 
better designation than 'integral'. ERP systems are said to have evolved from inventory 
control packages and Material Resource Planning (hence the strong emphasis on planning). 
Gradually, these systems were expanded to include all kinds of different areas. Not all ERP 
packages have evolved from the MRP area and as a result different suppliers will emphasize 
different business functions.
Suppliers of ERP packages claim to serve many types of businesses and as a consequence 
ERP Systems must have a rich functionality to support all kinds of production systems, 
product types, market conventions and financial constructions to name some of the elements 
adding complexity to the product. Especially in the global arena, the requirements may also 
differ for different countries, again increasing the complexity of these systems.
In addition to the business demands posed, ERP systems also need to be able to cope with 
different technical environments: different hardware platforms, networks and IT topologies 
(centralized, decentralized) (McMillan 1999). Technically the integrated character of ERP 
systems is realized by a common database, resulting in different parts of the organization 
sharing the same information.
The bigger players in this market are SAP, Oracle, Peoplesoft, JD Eduards and BAAN, 
although Peoplesoft mainly focuses on the Human Resource Management aspect of these 
systems (Klaver 1998). Some claim that there are 350+ suppliers of ERP systems (Stenbeck
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1998), although this will probably depend on the definition used. Many of these suppliers 
only focus on ERP-systems for niche markets.
8.3.2 Consequences of this definition.
ERP systems tend to include more and more functions as a response to market demands. 
These systems are supposed to include a maximum number of functions supporting all 
aspects of the business, in different types of markets, in different countries using different 
types of infrastructure. ERP systems are complex systems.
Parameterization
ERP systems are standard packages, which need to be parameterized for the particular 
organization. From the multitude of options available within the package, those options 
need to be selected that fit the particular environment the ERP system is implemented in. 
For example, Organizations producing discrete products need to deselect options available 
for continuous flow products. Parameters need to be set fitting the local tax rules, etc., etc 
(see also Dankbaar 1998).
Because ERP systems are becoming more and more complex, ERP suppliers have created 
business models fitting certain types of businesses. Parameterization is already set to the 
most common way of handling the business in a certain business sector (Dankbaar 1998).
Use.
Any organization using ERP systems will only use part of the wide variety of functions, 
often only a small part because the remainder of the package is just not useful for the 
particular business. Sometimes just a few modules are implemented and other parts of the 
business were already supported differently.
Customization
Yet, part of the required functionality may not be present in the ERP system, in which case 
customization of the package is necessary. Sometimes organization specific modules need 
to be built or extensions of existing modules are necessary.
Authorization
Given that the required functionality is present, ERP systems need to be configured for the 
authorization structure, which will provide the specific organizational members with the 
access rights fitting his/her organizational role. Authorization is considered important, for 
instance, because accountancy requires a functional separation and for reasons of security. 
In other cases information is only provided on a need-to-know basis.
Structure
The modular structure of ERP system usually determines the grouping of the functions
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available: if the system consists of a production planning module, a parts handling module, 
a cost calculation module etc., users will find the production planning functions in one part 
of the system and parts handling functions in another. As a result, if within a certain process 
different functions are performed, users need to switch screens quite frequently30.
8.3.3 Typical IS-design process for ERP-packages.
ERP systems are different from other information systems, which are introduced in an 
organization, because they usually rely heavily on an existing software package. As a 
consequence, this introduction is mostly not considered to be an IS-design, but more an IS- 
implementation, even though additional IS-design may be required.
1- Product (package) selection
The implementation starts with a package selection. This selection will take place on the 
basis of a specification of requirements. Several suppliers and their products are evaluated 
and a choice is made.
2- Customization
For instance, if the chosen package is capable of supporting 80% of the crucial business 
functions, customization is considered next. Whether customization will take place depends 
on the cost-benefit analysis of such changes. Small companies may not be able to afford 
customization. Those who customize run the risk of being unable to implement future 
versions of the package, because their customization is not suited for these versions. 
Sometimes additional analysis needs to precede customization, because it is not clear what 
the exact customization should look like. Customization can be considered a small version 
of IS-design in itself.
3- Actual implementation
For the standard package parameterization is required. This does not only require a 
thorough knowledge of the organization, but also of the options available in the package. As 
we mentioned earlier, several ERP systems suppliers use reference models to start with the 
implementation. One of the reasons for doing so is that the parameterization in practice 
takes too much time. But even then documents such as invoices, contracts, order- 
acknowledgements and reports must either be accepted as produced by the system or 
tailored.
The choices made in this phase can have far-reaching consequences. If, for instance, the
30 Note that a change is visible in this respect: In some packages, the user-interface shows more and more 
process oriented presentations, where the tasks are visible as steps in a process. However, a relatively 
recent innovation, such as ‘My SAP’ illustrates how this characterization is still valid.
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level of aggregation (the mapping of, e.g., company, division and department level of the 
organization to the equivalent level in the ERP package) is not chosen correctly, additional 
customization may be required to make the package fit the organization.
Typically, just as for other IS-designs, these phases are followed by a training and 
conversion phase. In the training phase users are trained to use the new information system. 
In the conversion phase data from old information systems is converted to the new ERP- 
system.
4- Link to control systems of the production process
Although ERP systems are intended to cover all essential business functions, there often 
remain various very specific information systems to which an interface is required. For 
instance, systems used to control the production process generate information that can be 
processed directly by the ERP system. These interfaces typically need to be built separately 
and are quite complex.
8.3.4 Evaluation of these types of packages in practice
The implementation of ERP systems does have its unintended side effects in practice. 
Below several of these are discussed.
- Duration and cost
As said before, ERP systems implementations tend to take too long. A potentially flexible 
response to the market aimed for by implementing this type of IS is lost as a result. Also, the 
accompanying investment is difficult to control (Annink et al. 1999). The Standish Group 
according to a report of Booz-Allen and Hamilton (1999) shows that only a few years ago 
the average cost overrun of ERP implementations was 178 % and the schedule was 
exceeded by 230 %, while planned functionality fell 59 % short. This same source indicates 
that 55 % of the projects showed an overrun, while 35 % was cancelled. This leaves only 10 
% finishing without overruns.
- Aging of the development environment
Due to the complexity of ERP systems and the amount of time required to realize such 
systems the developers of ERP systems themselves have to cope with a considerable time to 
market. Therefore, the development environment chosen at the outset of the ERP-package 
development will be considerably aged by the time the ERP package has matured. Recent 
innovations will therefore not be present in these systems (Wortmann, at the ERP and 
Beyond conference, Utrecht, The Netherlands 1999).
- The strictly modular design of ERP systems encourages the separation of tasks.
Although the modular design of ERP systems helps to control the complexity of the system
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itself, the integration of these modules is not always adequate. The modular design is not 
just a technical issue: users are confronted with the separation of the system in different 
sections. Consequently, they also need to switch between the different functions at least, if 
these functions are not performed by different people. As a result the integration of ERP 
systems, which should be a strength of these systems is a more virtual characteristic than 
desirable. A quote from Breedvelt-Schouten et al. (1999) sums this up nicely:
"ERP systems are still very much based on a Tayloristic view of the world. Their current 
architectures reflect the assumption that the complete set of work in the organization can be 
split up in atomic units of work (tasks, handled by an individual) which do not interact 
during execution."
- Organizations are adapted to fit the ERP system.
The extent to which organizations need to be changed to use the ERP-system will differ. 
Small changes cannot be avoided. Changes in numbering technique of documents are an 
example, but do not have a structural effect. More influential is the choice of the level of 
aggregation for organizational parts to match structures in the system or the regrouping of 
tasks to match modules in the system. Some functions can also be centralized or 
decentralized to fit the system (e.g. relations-management). Of course ERP systems can also 
allow for the long-wanted change that could not be realized before. The idea of buying the 
Best-practices along with the ERP package suggests that the organization changes to fit the 
ERP system and not the other way around.
- The information-function is centralized.
Due to the fact that ERP systems are meant to span the whole enterprise, they are often 
relatively large, when compared to other types of systems. They are for the same reason 
hard to control in parts of the organization.
8.3.5 Comments given the theory presented
A first remark about ERP systems concerns the assumption in the evaluation framework of 
section 8.2 that a modern organizational structure is already in place when implementing an 
ERP. This is rarely the case in practice and Enterprise Resource Planning will not stimulate 
such an organizational structure. In fact, organizational redesign is not an issue for ERP, 
except when changes are needed to suit the implementation of an ERP system. If a structure 
is considered, it is mainly a traditional one.
Below the questions of the evaluation framework have been answered.
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The super structure.
1.1. Diversity of goals.
Do ERP systems allow for:
- Fully independent systems corresponding to 
these goals
- Cloned systems
- Locally controlled systems
- System differentiation
- Uniform information systems with tools for 
local differentiation.
or focus on fully uniform information systems?
Due to the Enterprise-wide character of these 
systems, they tend to aim for uniform 
company-wide information systems with one 
central goal. Fully independent systems for 
parts of the organization are rare, except if 
parts of the organization are considered to be 
separate enterprises. Cloned systems and 
locally controlled systems are not encouraged 
either.
1.2. Diversity in models.
Is diversity in models a probability?
One common data model is considered to be 
essential to ERP-systems, according to some 
definitions, so on a technical level the answer 
is No. However, the use of industry models in 
the implementation suggests more 
differentiation on the conceptual level. 
Multiple industry models are usually not used 
within one organization.
The modular focus of models makes it difficult 
to adapt models used to the particular part of 
the organization.
1.3. System change
Is contextual change considered by ERP after 
implementation?
Due to the size of these systems, changes tend 
to lag behind. If changes in the ERP package 
are required, many organizations are dependent 
on new releases of the software.
1.4. Intra- and inter-unit coordination
a. Is there attention for this difference?
b. Are dependence, mutual dependence and 
dominance relations considered and 
restructured?
c. Are different types of support such as:
- Non-supported
- Specific internal support for external 
coordination
- Specific support for external parties
- Technical interfacing
- Common information systems 
Allowed for?
The view on the organization tends to be 
enterprise-wide. Differentiation in what is 
perceived is caused by authorization and not so 
much the need for inter-unit coordination. ERP 
systems which consider different types of 
dependencies and a differentiation in the 
support of such dependencies are not known to 
me. New developments in the area of supply 
chain management can result in these types of 
support.
1.5. Are computer-based solutions necessary or Non-computer-based solutions are not
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can they be avoided? considered here and therefore this check for the 
superstructure is skipped.
1.6. Do ERP systems allow for different IS- 
organizations?
ERP systems tend to centralize the IS- 
organization, again due to its enterprise-wide 
nature.
1.7. Can different types of design approaches 
be used?
ERP systems are quite specific. Customization 
of these packages however is not limited to a 
specific approach.
1.8. Can IS-design be allocated to the users 
themselves?
No. The level of expertise required for the 
implementation of ERP systems is too high and 
the scope too wide.
Process support
2.1. Do ERP systems allow for:
- Locally owned parts of a central model
- Locally added elements to a central core 
model
- Specific room for the definition of local data
- Free text fields
- Non-automated data interchange?
In the customization of ERP systems, 
additional fields can be introduced to fit the 
needs of parts of the organization. However, 
these types of differentiation are usually prob­
lematic for several reasons:
1. extensions like this are often applied to the 
whole organization. Parts of the organization 
which have no use for the extension are expect­
ed just not to use them, which makes the user 
interface more complex than necessary.
2. Fields are available or unavailable. The type 
(degree of structuring) can rarely be chosen.
For example, products can often be chosen 
from a drop-down list. Organizations requiring 
a free-text field for products will have a 
problem, because packages are designed to 
check for the consistency of this entry. Similar 
problems can occur for all types of data. The 
dynamic adaptation of the degree of structuring 
is not heard of.
2.2. Can sociotechnical strategies for the 
distribution of data be applied to these types of 
systems?
No. The modular structure of the system and 
the width of its scope generally inhibits 
restructuring.
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2.3. Do ERP systems allow for:
- The system’s flexibility itself
- The ease of changes to be built into in the 
system design
- A programming environment supporting 
change
- A maintenance structure supporting change 
and fitting the overall structure of the IS- 
organization as decided upon previously for the 
superstructure.
ERP systems are flexible in the sense that they 
support many types of businesses. They are 
inflexible for a specific business of a company. 
Changes can be implemented easily as long as 
they are accounted for by other businesses and 
therefore already part of the package. Package 
changes are difficult to implement. The 
programming environment is usually relatively 
outdated, which inhibits change to some extent. 
Maintenance is done by the supplier of the 
package and usually not part of the (internal) 
IS-organization.
2.4. Are ERP systems capable of presenting 
data such that:
- On-screen confrontation is possible
- Direct feedback occurs
- Manipulation is possible
- Graphical presentation is possible low in the 
organization
- Restructuring is possible
These characteristics will depend on the 
specific ERP-package. The ERP-concept does 
not inhibit these types of presentation. Note 
however that older programming environments 
have difficulty in presenting data graphically. 
Also, stiff demands with respect to the 
presentation of data can create performance 
problems for the ERP system. They are 
therefore often not present on lower levels in 
the organization.
2.5. Do ERP systems unnecessarily obstruct 
data processing?
The authorization structure of ERP systems is 
often based on 'need-to-know'. This is however 
not necessarily an ERP systems characteristic.
ERP systems in general do not enhance a modern design of organizations. However, this 
type of information system does have more options for the support of modern organizations 
than are used in practice. The design suggestions of Chapter 4 may therefore significantly 
improve today's ERP systems as they are used by modern organizations. How this can be 
done is subject of the next section.
8.3.6 Conditions for a successful implementation.
There are of course situations and circumstances, which make the chances of a successful 
ERP systems implementation significantly higher.
1. Meeting the precondition.
In the above discussion we mentioned several times that the evaluation assumes the 
presence of a modern organization before implementation of the information system. The 
presence of this type of organization reduces the need for support by information systems.
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The introduction of any system, including an ERP-system should be facilitated in this way. 
In practice, however, examples have been found where the ERP-system was thrown out of 
the organization because it had become obsolete after a redesign.
2. The selected ERP-package and the organization are a tight fit from the start.
Supposing the ERP-package selection is preceded by a careful analysis of requirements of 
the organization based on the theory presented here, it might be that the ERP-package meets 
these requirements almost perfectly and compromise is (almost) absent. Especially ERP- 
packages focusing on niche-markets have the opportunity to invest in package variety used 
within organizations (as opposed to between organizations). As a result these packages are 
more likely, to meet these demands to a large extent.
3. Tailoring of the ERP-system is possible and becomes a part of the package.
In the case that any system can be adapted to the organizational situation, important 
disadvantages mentioned above can be by-passed. In case that the changes become part of 
the package the problem of maintaining the changes is by-passed too.
It is however not likely that ERP-systems suppliers will make such changes to a large 
extent, because the complexity of the resulting package simply will become too large.
4. The ERP-system becomes the least bad of the options.
If, for example, an organization is incapable of developing (part of) an information system, 
there is no alternative but to implement outside packages. ERP-systems offer an alternative 
to doing nothing and may improve business performance where needed.
Some disadvantages are hard to avoid in many situations, but they might be preferable to 
the disadvantages of some other solutions in some contexts. There just is no one best 
solution for all situations.
8.3.7 Alternative approach(es).
Alternative approaches to the design and implementation of ERP-systems solving all 
problems may be hard to find because we have rejected one of the starting points of the 
trend, that one package is suitable for the entire organization, for all or large groups of 
organizations. ERP-systems will therefore never meet the requirements we have set for 
them, given that we reject their starting point, but significant improvement of the design and 
implementation of ERP-systems is possible.
Successful ERP-systems should reduce complexity as a starting point. This can be done in 
different ways. Simultaneously the process variety available can be expanded.
1. Redesign of the organization to a modern organization.
A first way of reducing complexity is the redesign of the organization the ERP-system is 
implemented in. As we said before, the redesign of the organization to a modern
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2. Process oriented ERP.
ERP systems now cover the total organization function by function. ERP packages 
themselves are therefore suited for a sociotechnical redesign.
This can be done by restructuring ERP-packages such that a more process oriented structure 
results, which covers the total trajectory from idea to customer satisfaction, however, not for 
all organizational external variety at the same time.
This again should result in reduced complexity. ERP systems can in that way more easily 
distinguish between different business goals and models. Also, the IS-organization can be 
decentralized in certain respects.
3. Splitting up process support and superstructure.
Different ways of processing data are present in the organization, especially where within- 
process and between-process information processing is concerned. Within processes it is the 
support of the day-to-day process activities that is primarily required. The superstructure in 
IS-design focuses on the various organizational units and their mutual positions and relations 
and is therefore much more related to the between-process information processing. By 
distinguishing between these two sources of variety (for software implementers) complexity 
of the system design can be reduced.
4. Investing in more complex ways of data manipulation.
In different contexts, different degrees of formalization of data are possible. By investing in 
the processing of these different types of data the variety available can be increased. This 
would leave room for different types of modeling for different (parts of) organizations in 
different periods of time (compare to the onion-model presented in section 4.6).
5. Focus, focus, focus.
A last strategy to reduce complexity for ERP systems is to focus the package on niche- 
markets. For the implementation of an ERP-package for any organization the reduction of 
complexity of the package is simply achieved by cutting away all extensions not needed for 
their business. These extensions will be less the more focused the product is for their 
business.
6. Opt for the right implementation choices.
Of course, where the ERP-package leaves room for making the choices fitting a modern 
organization, such choices should be made. From the evaluation above we know that special 
attention can be paid to the presentation of data (point 2.4 of the evaluation). Also, the 
authorization structure can be chosen in such a way that data processing is not needlessly 
obstructed (point 2.5 of the evaluation)
organization makes implementation easier and reduces the demands for the ERP system.
Note that the problematic characteristics of ERP systems resulting from point 1.3 of the 
evaluation (changes tend to lag behind) and point 1.8 (Level of expertise required for the 
implementation of ERP systems is too high) are very difficult if not impossible to by-pass.
8.4 Workflow management.
Workflow management is a better-defined concept than Enterprise Resource Planning. This 
is caused by the global coordination of the Workflow Management Council (WFMC). This 
council defines and standardizes efforts in the Workflow Management arena. Note though 
that generally it is difficult to distinguish workflow management from workflow 
management systems, because the former is often used as shorthand for the latter. This suits 
us fine, because here we are not reviewing Workflow Management without systems 
implementation anyway.
8.4.1 Definition and description of WfM systems
According to the glossary of the Workflow Management Coalition of November 1994 a 
workflow management system is:
'A system that completely defines, manages and executes workflow processes through the 
execution of software whose order of execution is driven by a computer representation of 
the workflow process logic.'
In this definition, a workflow process can be defined as:
' The computerized facilitation or automated component of a process.'
A process in this context is:
' A coordinated (parallel and/or serial) set of process activities that are connected in order to 
achieve a common goal. A process activity may be a manual process activity and/or a 
workflow process activity.'
The Workflow Management coalition meticulously elaborates the concept of Workflow 
Management systems and the elaboration continues beyond the above. This is necessary 
because WfM systems automate a large part of the relationship between actors and 
activities.
Joosten (1995) defines WfM as '[the support of] a system of activities related by means of a 
trigger relationship', where a trigger is 'an event that can be observed through an object and 
starts the performance of an activity'.
Both definitions are too extensive for our purposes. Here we will use the following 
definitions:
Workflow Management (WfM) is the control of and coordination between tasks belonging 
to one business process.
Workflow Management (WfM) systems are a type of information system aimed to support
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business processes, concentrating on the coordination between tasks (Carlsen 1995, Soles 
1994). Most often, such tasks are already supported separately by various existing 
functional information systems. The WfM-system will 'only' provide for the communication 
between tasks and the control tasks needed to control the process as a coherent entity, where 
each task is still supported by the separate information systems. In such cases, the WfM- 
system needs to clean up after each task has been performed and prepare for the next task. 
Therefore, it needs to consider all options of the information system supporting the specific 
task (and its errors too). Alternatively, the WfM-system can be built on top of such systems, 
using the data stored in these functional systems, but the performance of tasks themselves is 
directly supported by the workflow management system.
A business process in this context can be defined as: 'a coordinated and coherent set of 
activities that a goal can be ascribed to'31. In the practical use of the term, the scope of such 
a process differs a lot, e.g., from the process of ordering nuts and bolts, to organization- 
wide processes entailing all activities essential to creating the product. In the context of 
modern organizations, the latter interpretation is preferred, because its fits the notion of 
transformation best.
Given the definitions above, WfM-systems involve:
- The goal of the process that is supported;
- The activities that are performed;
- The way these activities are coordinated and related;
- The support of the activities and their coordination.
Intentionally or unintentionally, WfM-systems will always affect these four elements. For 
the support of the activities and their coordination, the relationship with WfM-systems is 
immediately clear, as this is the main purpose of WfM-systems. For the other elements, 
WfM may create new opportunities or limit the options available.
8.4.2 Consequences of this definition
Because of their objective, WfM-systems need to:
- Specify the process in terms of its activities and provide means to influence the process.
- Provide means to define transitions between activities.
- Enable the elicitation of data concerning the process as a whole, for instance, throughput­
time, delays, slack and overall status.
- Permit the specification of the activities.
- Allow for the manipulation of process instances separately.
These requirements are reflected in the tools that help implement such systems. For
31 Here we deviate from the definition given by, e.g., Joosten (1995), who defines a process as a set of 
activities. Here the coherence and coordination is considered essential. Furthermore, for the design of a 
process a criterion is required, hence the goal is introduced.
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instance, most often there is a process-definition store, an instance store and an event-store 
(Joosten 1995). Based on these stores, several applications provide the required functions. 
Until now, we have discussed the general process characteristics of WfM-systems. 
Simultaneously, it is recognized that the activities comprising such processes have to be 
performed by people who may be involved in various (instances of) processes. In other 
words, where the actual people are involved, the (instances of) processes interfere with each 
other. Figure 8.1 shows a person who performs tasks both in process type A and process
Figure 8.1 Example of an individual participating in various activities belonging to several 
processes, where these activities may interfere with each other.
type B. The figure shows three different task instances for process type A, for two different 
tasks and one task instance for process type B. These task instances come together in the 
inbox of this person and the person needs to decide what he or she will do first. The details 
of the task instances should not be mixed up and switching from one task to the other may 
be necessary. In other words, the instances of the processes these tasks belong to interfere. 
WfM-systems often provide means to control this interference, by sorting and/or prioritizing 
activities. The extent to which various processes interfere with each other depends on the 
distribution of work over people, and the organizational structure in general.
Within the total of tools to construct WfM-systems there is a great variety of systems. Not 
all of the characteristics described can be found in all tools. Furthermore, these tools may 
vary in the extent that they are theoretically grounded or fit actual context. However, 
Workflow Management systems have sufficiently matured to be considered in this book.
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The typical IS-design process for WfM-systems is quite different from other types of 
systems, due to the fact that the model of the business process is such an explicit part of the 
system. Typically, the following steps can be found for the design of WfM systems:
1- Description of current processes
Where other information systems designs start with a specification of requirements, the 
design of a WfM system starts with a description of current processes within the 
organization. Instead of focusing on detailed specifications of activities performed with the 
eventual system, the focus is on the general process in terms of interrelated activities. 
Activities are described in general descriptions, where their function for the process as a 
whole is important. Duration of an activity is considered an important parameter, because of 
the next step:
2- Simulation of current processes to find bottlenecks
The process description in the first step is done in sufficient detail to know which steps are 
performed in what order to achieve process completion. Different sequences and their 
frequency are known, allowing for simulation of the process. Statistical distributions are 
assigned to order acceptance, order routing, activity duration, to reflect real life variance. 
Simulation will show what bottlenecks there are.
3- Regrouping of paths and splitting of tracks to remove bottlenecks
The current process is redesigned based on the above simulation results. Based on the 
simulation one process can be split into two or task sequences can be changed. This step is 
important for the final workflow and for the workflow system, because the system will 
enforce this process design.
4- Balancing of workload using simulation results
Now fine-tuning of the redesigned process can take place: it is decided which tasks are 
performed and how the orders are distributed over members of the team responsible for 
performing these tasks. Most WfM systems allow for a dynamic rebalancing of work as 
soon as the system is in place.
5- Programming of tasks in restructured situation
The programming of support of the individual activities in the process also needs to take 
place. Each activity in the workflow depends on other activities to finish, requires specific 
information from these activities, processes this information in a certain way and needs to 
deliver specific results for subsequent tasks (input, transformation, output). Workflow 
management systems focus initially on the interface of activities (output-input), although the
8.4.3 Typical IS-design process for WfM-systems.
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transformation itself can also be subject of design.
Testing and implementation of these systems differs technically from other types of systems 
in that integration with legacy-systems is very important. Furthermore, due to the explicit 
process design, the way of working in the organization can change significantly and 
therefore requires a lot of attention during implementation.
8.4.4 Evaluation of WfM in practice
Just as ERP systems appear to have specific effects in practice, for WfM also specific 
consequences have been found.
- WfM systems for administrative processes
WfM systems are best suited for administrative, non-physical processes. WfM systems are 
in practice often accompanied by document imaging systems (DIS). DIS scan paper 
documents, which allows a completely electronic handling of the process. This joint 
implementation of WfM and DIS is however not necessary.
- WfM systems fit structured processes.
WfM systems are to be used when explicit tasks can be defined, because this allows the 
process structuring typical of WfM. WfM systems still have difficulty managing exceptions 
and complex processes and, according to Van Tol (2000), workflow management systems 
tend to be too inflexible in practice. (van Tol 2000).
- WfM-systems implementation often shows unclear project goals and too little focus. 
According to Versteegen (2000), the lack of consideration of the project goals and the ill- 
defined goals themselves are a major cause for 70 percent of WfM projects to fail. For 
workflow management projects, very different goals are possible. To name a few that 
according to Deurvorst (1995) are mentioned by suppliers of WfM-tools:
- Improvement of the quality of processes as experienced by the customer
- Increasing the productivity of employees
- More control of document flows
- Increased insight of the process for management purposes
- Quicker response to changes in the environment
- Shortening of the throughput time
- Cost control.
Apart from these goals, various indirect targets such as internal communication, vertical 
integration with customers and suppliers, standard operating procedures and document 
storage are mentioned. It is striking that users of workflow-management tools mention these 
secondary, mostly internally oriented targets. Joosten et al. (1994) note in an investigation 
of twelve companies that document storage and process control are the most important
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-WfM systems can introduce ‘Big Brother’
Witte & Noordam (1995) and Joosten et al. (1994) suggest that the direct insight the WfM 
system can give in the functioning of all employees may introduce the ‘Big-brother-is- 
watching-you-philosophy’. This is a threat to the implementation of Workflow management, 
but, according to Witte & Noordam, can also have a positive effect because it makes 
differences in workload visible.
8.4.5 Comments given the theory presented.
First of all, workflow management is different from enterprise resource planning in the 
respect that redesign of the method of working is an explicit consideration when 
implementing these systems. Note though, that although a business process may be 
structured differently, this does not imply that the organizational units performing the tasks 
supported by the new information system are regrouped. It might be the case that the 
organizational structure remains as is, but that the relationships belonging to the same 
business process spanning organizational units are emphasized in the design. 
Simultaneously, it is said that organizational members need not see this relationship (after 
all, the system takes care of everything). As a result, the tasks performed for the process are 
the right tasks (controlled by the system) but they do not make sense to the person 
performing them.
Sociotechnical redesign of the organization is not a prerequisite at all.
reasons for the implementation of a workflow management system.
The super structure.
1.1. Diversity of goals.
Does WfM allow for:
- Fully independent systems corresponding to 
these goals
- Cloned systems
- Locally controlled systems
- System differentiation
- Uniform information systems with tools for 
local differentiation.
or focus on fully uniform information systems?
Workflow management systems do not make 
specific demands. They tend to be goal 
oriented with respect to business processes, but 
depending on the definition of the process, can 
still be limited to functional areas. Often 
Workflow management systems integrate 
legacy systems to large enterprise-wide 
systems. However, this need not be the case. 
All options mentioned are possible.
1.2. Diversity in models.
Is diversity in models a probability?
Again, diversity of models is an option in 
workflow management.
1.3.System change
Is contextual change considered by WfM after 
implementation?
Yes, partly. Workflow management systems are 
designed to cope with change. Changes of 
workload, but also changes in process
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implementation? structure, to the extent that orders processed 
using the old structure can exist parallel to 
orders processed according to the new 
structure. So, even transitions are easy. 
Limitations are found in changes of the tasks 
themselves. If tasks change, WfM systems are 
much less capable of following such changes.
1.4. Intra- and inter-unit coordination
a. Is there attention for this difference?
b. Are dependence, mutual dependence and 
dominance relations considered and 
restructured?
c. Are different types of support such as:
- Non-supported
- Specific internal support for external 
coordination
- Specific support for external parties
- Technical interfacing
- Common information systems 
Allowed for?
This type of support is possible, although not 
necessarily present. Most WfM systems 
distinguish different levels of aggregation: 
support of day-to-day business versus support 
of management and process coordination. Also, 
coordination can be part of the process design, 
or just present by a trigger ('Do something') 
allowing for maximum flexibility in the design. 
Again, this is an option that is available.
1.5. Are computer-based solutions necessary or 
can they be avoided?
Non-computer-based solutions are not 
considered here and therefore this check for the 
superstructure is skipped.
1.6. Does WfM allow for different IS- 
organizations?
Yes.
1.7. Can different types of design approaches 
be used?
Yes, they can be used, although they need to be 
fitted to the system characteristics. Both very 
deterministic and prototyping or evolutionary 
methods are possible, although the latter seem 
to be preferred (Van Lieshout 1995)
1.8. Can IS-design be allocated to the users 
themselves?
Probably not. The technology required for the 
interfacing of tasks is too difficult. However, 
the graphical process design, which is usually 
present at the outset of the design process, is 
very much suited for user involvement.
Process support
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2.1. Do WfM-systems allow for:
- Locally owned parts of a central model
- Locally added elements to a central core 
model
- Specific room for the definition of local data
- Free text fields
- Non-automated data interchange?
Yes. The transitions between the different tasks 
allow for translations from one model to the 
other. It will depend largely on the elaboration 
of the WfM-system.
2.2. Can sociotechnical strategies for the 
distribution of data be applied to these types of 
systems?
Yes definitely. The explicit structural design at 
the outset of the IS-design is very well suited 
for this. Note however, that choices made here 
are crucial to the match between the 
organizational structure and the IT supporting 
it.
2.3. Do WfM-systems allow for:
- The system’s flexibility itself
- The ease of changes to be built into in the 
system design
- A programming environment supporting 
change
- A maintenance structure supporting change 
and fitting the overall structure of the IS- 
organization as decided upon previously for the 
superstructure.
WfM systems allow for the design of flexible 
systems, but for very inflexible systems too as 
practical implementations show. At the level of 
interrelated tasks, changes seem to be relatively 
easy, although restructuring needs to be 
supported by the nature of the tasks32. The 
programming environment is quite flexible and 
will depend on the programming environment 
used for the individual tasks.
The choice of the maintenance structure is free.
2.4. Are information systems in this trend 
capable of presenting data such that:
- On-screen confrontation is possible
- Direct feedback occurs
- Manipulation is possible
- Graphical presentation is possible low in the 
organization
- Restructuring is possible
In essence the answer is yes. It will depend on 
the way the tasks have been designed and the 
type of interface to legacy systems. If  legacy 
systems are shielded off, the software used to 
do this shielding can be used to realize these 
possibilities.
2.5. Do information systems developed through 
this trend unnecessarily obstruct data 
processing?
Possibly. It will depend on the level of detail 
with which the workflow has been elaborated. 
The workflow can become very rigid.
WfM-systems provide means for process control that can be used in very different ways.
32 Tasks have a specific output and require a specific input. Restructuring the sequence of tasks can result 
in the absence of a match between the output of any task with the input of the subsequent task.
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WfM-systems are, for instance, used to balance the production process in a traditional 
organization (Witte 1995). One such system was recommended because it could reduce the 
cycle-time of tasks to ten seconds. Others (e.g., Roos & Bruss in White & Fisher 1994) 
stress the use of workflow management in self-managing teams. Roos & Bruss (1994) also 
directly refer to sociotechnical redesign. Therefore, WfM-systems seem to be applicable in 
various organizational contexts. Furthermore, because workflow management makes the 
business process explicit, it allows for design of this process and hence the system design is 
closely related to the organization design.
This is an advantage of WfM-systems over other systems. Although the process-approach 
has been used earlier in systems design, a better name for such previous approaches would 
be the activity approach, because processes are mainly examined to find the activities they 
consist of (Soles 1994). For WfM-systems, the business process is at the core of its design.
8.4.6 Suggested changes and conditions
WfM systems have the potential for design according to the theory presented here. 
However, to realize this potential, significant changes are necessary, here combined into one 
comprehensive approach. In order to get WfM-systems that meet the theoretical demands, a 
three step approach is proposed here:
1. Determining the project goal.
2. Designing the structure of the WfM-system.
3. Designing the tasks.
Additionally, specific considerations are added to facilitate the design. In addition to the 
three steps, some of these considerations will be discussed.
8.4.6.1 Determining the project goal.
The prominence of this first step is typical for the type of system we are considering here, 
because in practice it appears to be unclear what the project goal should be for Workflow 
Management systems (see our discussion in section 8.4.3).
As noted in chapter 4, the diversity of goals for local organizational units is considered 
important. This type of goal is however not the type of goal we are talking about here, 
because these goals are the goals of the business and not of the project. The project goals 
may be very different from the organizational goals, although they are often influenced by 
and related to these goals, as could be expected. Because in modern organizations the actual 
process goal is strongly related to serving internal or external clients, it is beneficial to let 
the project goal fit the needs of these customers, for instance, by choosing as a main project 
goal the decrease of the throughput time of an order or a more flexible response to customer 
demand. In this way, the project can add much more directly to the organizational goals and 
can create external project relevance. Modern organizations are designed to respond to 
external variety and as such, the choice of these project goals should be obvious. However, 
having such goals guide the IS-design appears to be less obvious than expected.
231
Ch a p t e r  8
Uniformity of operating procedures is a very common goal for IS-design, but a 
disadvantage of such a goal is that it does not adequately represent what is externally 
relevant. After all, in most cases it is not the uniformity of operating procedures that is 
relevant externally, but a uniform service level. This latter goal can indicate - for different 
groups of customers - that uniform operating procedures are totally out of the question. 
Uniformity can in some cases be meaningful, but only when there is a third party (e.g., 
legislative) that requires such uniformity. In this particular case, it may be relevant to 
redefine the core processes. Uniformity of operating procedures is hardly compatible with 
the attention for the diversity of local goals that is required.
A second important aspect of selecting the project goal is to select a goal related to the 
entire process. After all, it is only then that justice is done to the perspective of the process 
as an entity. This view does permit the division of the process in separate tasks, but the 
intention should be to have the various people performing certain tasks to view their role in 
the entire process, avoiding suboptimization and emphasizing the effectiveness of the entire 
process. Again, this is consistent with the prevailing views for the design of modern 
organizations, because coping with external variety is a major determinant and hence it is 
likely that this particular structure will be supported best by the new information system. 
Together with these main project goals, various additional goals and constraints may be 
applicable. Only then, do goals such as 'more control of the document flow', 'applying 
document imaging systems' etc. become relevant.
8.4.6.2 Designing the structure o f the WfM-system.
Design of the structure of a WfM-system is deciding how the data is to be distributed within 
the organization. Simultaneously, in organizational terms it is equal to process design, 
because it is not the organizational structure that is designed but the organizational 
processes that are subject of the design. However, as already noted when we discussed the 
theoretical notion of the distribution of data, there are striking resemblances between the 
sociotechnical design of organizations and the design of information systems and WFM- 
systems in particular.
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Starting point for the design is the general description of the process or processes the design 
involves, creating a vague idea of the situation. An example of such a description of a
Recruitment process
Figure 8.2 Sample design of a Workflow Management process. For the modeling of the 
process Petri-net theory is often used (see, e.g., van der Aalst & van Hee 1997, van der 
Aalst et al 1995).
recruitment process in this case is given in figure 8.2. Starting with such a description, 
various approaches are possible. To contrast the approach chosen here, compare it to the 
typical approach sketched in section 8.4.3. If all kinds of exceptional situations are modeled 
in the process instead of in the tasks, the resulting process will become extremely complex. 
This typical approach has two disadvantages:
1. The very complex process is adjusted a little and some bottlenecks are resolved, but the 
process is not reviewed fundamentally, even though possibly less complex and better 
alternatives are available. As we already know, a high complexity of a process is 
undesirable and hence such reconsideration is called for.
2. Adjustments are easily limited to the restructuring of the sequence of tasks. The particular 
division of the process in separate tasks is no longer subject to reconsideration, even though
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such changes (e.g., combining two tasks into one) may have a considerable impact on the 
process effectiveness. Because automation will always formalize the operating procedures 
to a degree, this could become problematic.
Because of these disadvantages, we are compelled to use our alternative approach, using the 
strategies of parallellization, segmentation and integration we already know from the Dutch 
sociotechnical systems design:
Parallellization.
Workflow Management systems are very suitable for the design of parallel33 processes, 
because the structure of the process is made explicit and is easily adaptable. Hence a 
tailored process is designed easily and generic processes are easily adapted to the specific 
situation. Similarly, generic task structures, suitable for the common situation, can be 
tailored locally. Especially if tasks represent a coherent and meaningful set of activities, 
using object-oriented languages these tasks can be designed as objects. Such common 
objects can be 'inherited' by a process and subsequently tailored. Although fully 
independent design of processes or tasks in processes is of course also an option, the 
situation sketched above has the advantage that software maintenance can be easier. 
Whether maintenance will be easier does, however, depend on the amount of communality 
in separate processes. Furthermore local changes are easy too, because changes can be made 
without consequences for similar processes.
Segmentation.
Within the parallel processes that are distinguished in the previous step, we can demarcate 
segments according to natural boundaries that exist in each process. Just as a chair requires 
to be sawed before it is glued, workflow management processes have natural boundaries 
too. For instance, natural boundaries may exist, because such a process is directly related to 
physical boundaries in the production process of a chair. Similarly, distance between people 
performing tasks may be such a boundary. Furthermore, segments may be distinguished 
because the absence of demarcation involves too large a risk (e.g., the authorization of large 
amounts of money in a bank). Preferably, such segments are chosen in such a way that one 
or a few people are responsible for the tasks performed in the segment.
Supportive tasks that are also present within an autonomous team can also be incorporated 
in such a segment. Such tasks may, for instance, extend to performing specific checks or the 
registration or administration of specific activities. Also data-providing tasks can be built 
into the segment. In the final design some of these tasks can be automated or accelerated. 
Inspection tasks also can be allocated to the segment that includes the other tasks. If risks
33 In this particular context, it is necessary to point out that parallel processes do not imply synchronized 
processes, but only similar processes.
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are high, in the end the workflow management system can check whether the person 
performing the inspection is different from the one performing the work to be inspected. 
Thus maximum flexibility is created, because the inspection can be done by any member of 
the team. Furthermore, some inspection tasks can be avoided, because the knowledge about 
the subject is represented within the system, facilitating the performance of the task to such 
an extent that inspection is no longer needed. Finally, some simple inspections can be 
omitted because they can be easily automated.
Data-providing tasks within a segment can be realized by supplying specific search engines, 
which will enable persons performing other tasks within the segment to provide for their 
own data. This brings us to the next strategy for structural design.
Integration o f  tasks.
Flexibility is increased by the integration of tasks within a segment and not hindered by the 
separation of tasks in different segments, because of the already existing natural boundaries. 
By integrating tasks, the user can determine the sequence of actions within the newly 
formed task and the flexibility needs not to be formalized by complex process structures. If 
the integration of tasks is impossible, putting tasks in parallel needs to be considered, as this 
will increase flexibility, because the choice of which task is done first remains open (see fig­
ure 8.3).
Consequences for the organ­
izational structure.
At this point in the IS-design, 
we can already deduce its 
consequences for the organ­
izational structure. Although we 
may assume that the orga­
nizational structure and the IS- 
design should fit each other in 
general, when looking specifi­
cally, it becomes clear that the 
above design may create 
additional possibilities for 
parallellization of flows and more integration of tasks than was assumed possible. This can 
enable the formation of teams comprising a larger part of a flow and with more supportive 
tasks remaining within the team. In this way, the organizational structure may become more 
transformationally concentrated. If the original organization design was done without 
considering possible technological limitations, such reconsideration may not be necessary, 
as the IS-support was already anticipated. Some changes in the (intended) organizational 
structure may however be necessary because technological limitations have emerged that 
were not considered in such a design.
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Figure 8.4 The current process graphically depicted.
F ig u re  8 .5  Parallellization of the initial process.
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A practical example34
A Chamber of Commerce cooperates with various local governments in its region in the 
promotion of the local industrial zones, hoping that new companies will settle there. The 
cooperation consists of jointly exploiting buildings and other facilities that can be used by 
new companies at reduced rates. Companies that notify the Chamber of Commerce of their 
intentions to settle need to meet a few requirements before the local government will 
consider them for the reduced rate facilities. If the conditions are met and a location is 
selected, the Chamber of Commerce will help with the exact arrangements and facilities. 
The particular administrative process is divided over various organizations (1 Chamber and 
several local governments). The current process is depicted in figure 8.4.
Parallellization of this process could, for instance, result in two separate flows for starting 
businesses on the one hand and existing business on the other (figure 8.5). A change in the 
organizational structure executing the tasks in the process, grouping everyone involved in 
the process in one team, may not be feasible because these people are spread over various 
organizations. Within the Chamber of Commerce, it is possible to appoint one or a few
34 The example given here, although referring to existing organizations is entirely a product of my 
imagination.
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responsible person(s), performing all tasks.
Segmentation would here result in three segments: two at the Chamber and one for (each) 
local government (see figure 8.6). After the segmentation, the tasks need to be selected that 
can be integrated (figure 8.7 ). The final result is sketched in figure 8.8. If the steps de­
scribed above result in a process without structure, i.e., containing only one task, it may be 
wise to reconsider whether Workflow Management was the correct choice for supporting 
the particular process.
8.4.6.3 Designing the tasks.
The next step in the design of the Workflow Management system is the design of the 
individual tasks. Integration of tasks has made the individual tasks more complex, but the 
benefit is that more flexibility has resulted. Within a task the degrees of freedom can be 
maximized. After all, the essential limitations can be found between the tasks and not within 
them. The increase of the degrees of freedom (variety available) can decrease the 
complexity of the IS-design, because the number of constraints to be programmed can be 
reduced (which is often a complicating factor in the realization). Because the absence of 
constraints can be a major change in the company policy, the implications for the organiz­
ation of such a stance in the IS-design can be large. However, it is important to consider that 
the IS-design is not intended to constrain the users, but to support them instead. Workflow
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process that is maximally flexible.
Management tools offer built-in support facilities too. For instance, Staffware35 enables the 
coloring of mandatory fields with red (Note that the mandatory character of such a field 
may be unnecessarily restrictive).
The strategy used in the case, 
where in each task the data 
concerning other tasks is 
available if needed, can 
generally be used elsewhere 
too: such data can be 
accessible but not prominently 
present. Furthermore, it can be 
useful to adapt the presenta­
tion of such data to the task at 
hand. An example is given in 
figure 8.9. Here, for someone
35 Staffware is a product by the Staffware corporation.
B udget o verv iew
Budget Last year Used This year
A 400.000 375.201 1
B 420.000 431.599
C 380.000 383.200
D 200.000 190.348
Budget overview  in num ber o f cases
.  H nn n: L
F ig u re  8 .9  Different ways of presenting data.
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who determines the next year’s budgets, last year's data is presented in a spreadsheet, 
whereas somebody else may require the number of cases this budget represents in the form 
of a histogram.
Exceptions
Exceptions are usually the main problem for formalized computer-based systems in the 
support of business processes. Almost all business processes have such exceptions and this 
explains again our previous attention for variety occurring in the processes. These 
exceptions are also important in the design of tasks as not all exceptions can be formalized 
or the task would be unnecessary complex. If a Workflow management system is built in 
increments, it is important to resist formalizing too much detail especially in the first 
increment. The core of the system should be based on stable components. Hence, it is 
important to distinguish essentials from side issues. Too much detail in the early stages of 
the project will result in redundant effort. The 'growth' of the model as described in section 
4.6 (and see figure 4.7: The onion model) can play a major part in the development of the 
system.
Management information
The information provided to management as a separate category of users is a neglected 
subject in this book, but most often it is an explicit part of WfM systems design. An 
important reason for this is that the separation of operational and control tasks is low in the 
modern organization and hence managerial information is just another component of the 
total information required for control. However, in practice often some separation of 
operational and control tasks exists and in the context of the practical design of an 
information system we cannot ignore this. The typical organizational structure of the 
modern organization does have consequences for the type of data supplied to management. 
After all, control that has been delegated to a team is only of secondary importance to 
management. Therefore, in the modern organization, more emphasis can be put on the 
management by objectives. The data provided to management should reflect this.
In the IS-design, the consequence can be that a drill-down in the data to the level of the 
individual is generally unnecessary and additionally damaging to the feeling of 
responsibility at that particular level. Aggregated but nevertheless detailed data concerning 
the company as a whole or an entire process can be useful36. Similar data concerning 
individuals can be important for this individual or his or her team, if it improves the 
controllability of the process.
36 An example of such data is the spread of the number of floppies used by customers in different 
processes for supplying data electronically: detailed information indicating what customer groups require 
additional effort to have them supply data electronically, but not directly related to individual 
performance.
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Most often the WfM-tool used can support the production of management data because total 
processes are comprised in the tool.
8.4.7 Finally
WFM systems show a lot of potential for the realization of the theoretical suggestions from 
chapter 4. The comprehensive approach to WfM systems design presented in the previous 
section shows how this potential can be realized. Simultaneously it overcomes most of the 
practical difficulties too. For instance, the problems related to the project goal are an 
explicit part of this approach and the inflexibility found in practice is handled by the 
sociotechnical design in the approach. Supplemented with the changes suggested here WfM 
can become a powerful tool within integral design.
8.5 Conclusion
We have shown how the theory presented in this book can be applied to very different 
trends in information systems design. Although the suggestions for changes and 
improvements for these trends vary, they do have a common core in the approach to IS- 
design presented in section 4.6. Furthermore, the theory allows for an evaluation both when 
the limitations of a trend are accepted as given and when the evaluation is allowed to go 
beyond these limitations.
Note, however, that an evaluation as presented here can never be completely fair to the 
trends under consideration. The trends evolve constantly and consequently limitations are 
resolved and gaps in its realization are filled.
One particular recent development worth mentioning is that ERP-systems are combined 
with WfM nowadays. BAAN, for instance, includes software from COSA, one of the 
leading WfM packages.
However, this does not influence (limit) the usefulness of the theory presented here.
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Conclusions
9.1 Introduction
Designing information systems is managing complexity. This is the theme pervading this 
book. As a general theme it is in itself less interesting. What is interesting is the fact that the 
management of complexity is so dominantly present in so many aspects of designing 
information systems. Especially because modern organizations, one of the two 
organizational archetypes that serve as a leitmotif in this book, are very well equipped to 
manage external variety. Moreover, they are designed to reduce unnecessary complexity. 
Therefore, one would expect that these organizations would be capable of managing 
complexity in the realm of designing information systems too. Furthermore, one would 
expect that their specific organizational structure can be used in the reduction of complexity 
of the information system being constructed.
In the past eight chapters, we have seen that theoretical expectations about practical design 
of information systems do not always come true. Even quite basic assumptions made in 
practice may need a careful revision. In this chapter we will recapitulate what has been 
learnt about such design and its underlying assumptions. This will bring us back to the 
initial questions asked and goals posed at the outset of the book. We started out with the 
main objective:
- Formulate explicit guidelines for the design of information systems as part of the 
organization design, for which the following more detailed goals were set:
1. Gain insight in the structural relationship between organization and information systems.
2. Based on this insight, outline guidelines for the design of information systems in the 
context of integral organization design (the Dutch sociotechnical design approach in 
particular).
3. Gain insight in current information systems design in a practical context in the light of the 
design approach developed.
In our recapitulation we will start with the underlying assumptions and starting points. Next 
we will focus on the information systems structure. This is followed by the insights about 
how design of information systems should take place in an integral context. Finally the 
lessons concerning the practical design and development process are discussed.
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Before information systems structure is discussed, we will discuss what it means to talk of 
structure of information systems in the context of an organization and, therefore, of the 
relationship between computers and formalization, which in itself creates structure.
9.2.1 Computers and formalization.
Computerization always contributes to formalization. In designing information systems you 
need to decide what data is stored or not, and in what specific form (will it be a string of 
twenty characters or a number of three digits?), what relationships exist (can a student do 
multiple courses at the same time? can a shipment consist of multiple orders?) and what 
restrictions apply (are multiple colors allowed for this product or not?). In structuring the 
information system, choices that are made are fixed for the long term. After all, many things 
cannot be changed easily in information systems, e.g., because such changes impact large 
parts of the system. Some changes take months.
A direct consequence of the above is that it is very important to consider carefully in the 
design of information systems what is fixed and what not, and to fix those things that are 
relatively indifferent to change. In that respect the design of information systems is similar 
to the design of organizational structures. They should also be chosen in such a way that 
they last for some time. In other words, just like organizational structures, information 
systems structures should preferably not have to be changed at every minor change in the 
environment.
9.2.2 Information systems and structure
The fact that an information system structure can be discerned is hardly an issue of dispute. 
Designers of information systems do nothing but construct structures (using entity 
relationship diagrams, flow-charts, etc.) on various levels of abstraction. In the modular 
design of information systems interfaces are built between these modules and on a more 
detailed level interrelated objects are created. Information systems can therefore be defined 
as systems with internal structure. The issue is therefore not whether information systems 
have a structure, but whether they have structural characteristics, which are relevant to 
organizations.
Given the formalizing effects of computerization and consequently the need to choose the 
fixation in the design of information systems carefully, we could ask whether these choices 
are in some way relevant to the organization using the information system. In other words, 
do these information systems have a structure which needs to be designed to fit the 
organization, or can they be designed independently of the organizational structure)?
Robey (1987), Psionos et al. (2000) and Bjorn-Andersen et al. (1986) show that there exists 
a (non-deterministic) relationship between the way information systems are designed and
9.2 Assumptions and starting points.
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the structure of the organization. Depending on the information systems design chosen, the 
organizations investigated appear to become different (Robey 1987). There is theoretical 
support for this relationship too. For one thing, information systems influence the 
communication between people and the several parts of organizations and therefore the 
relationships that exist between them. A simple illustration of the influence of the 
introduction of specific information systems is that information can be distributed from 
person A to person B, whereas so far these persons have never communicated. Apparently, 
information systems can introduce new relationships.
Similarly, the introduction of an information system can terminate existing relationships. 
For instance, some registration processes used to require communication by person C with 
person D, where the recently introduced information system now requires person C to 
process its data automatically, after which it is routed to E. The design choices in an 
information system can strongly influence the organization, making it likely that the 
information system has structural characteristics relevant to the organization.
One could say that the range of options available for structuring information systems is 
comparable to the range of options available for structuring organizations (chapter 3). The 
structure that is identified for an information system depends as was said before on the 
perspective used. It appears that the choices made in designing organizations do not at the 
same time specify the information system. On the contrary, almost all these choices can be 
made again and therefore need to be made again. In the previous example the commu­
nication between C, D and E is changed completely. Often such changes will happen 
because the designer of an information system decides these changes may be convenient for 
the information system structure, instead of introducing a new communication structure on 
purpose. By making these choices explicitly, the influence of the information system on the 
organizational structure can be determined beforehand.
9.2.3 The fit of organizations and information systems
The extent to which organizations and information systems are mutually adjusted is highly 
overestimated. This follows both from practical experience, as described in chapters 5 and
6, which show regularly occurring misfit and from the difference in perspective of the 
organization designer and information systems designer. Typically, for instance, an 
information systems designer will do an activity analysis and will then design an 
information system based on this analysis. Because the information systems designer 
investigates the activities and the relationships existing between activities and the way a 
user perceives reality, the organization designer will get the impression that the fit with the 
organization is guaranteed. After all: the activities have been carefully investigated. In 
practice, however, the information systems designer will perceive the organization as a 
bundle of interrelated activities (actions), which can be grouped and sorted at will. He or 
she disregards the organizational structure present. The criterion for grouping these
C o n c l u sio n s
activities is to build an information system, which is as efficient as possible in supporting 
these activities. Because the information systems designer has a comparable set of choices 
in structuring the support of activities as the organization designer, the choices made for the 
information systems design can differ fundamentally from the choices in organization 
design. From the perspective of programming efficiency, it may be more useful to 
operationally concentrate activities. Even when parallel flows are the basis for the systems 
design, the information systems designer need not opt for integration of tasks. 
Notwithstanding the efficiency these choices may bring in building the information system, 
they may be a disaster for a modern organization, because the problems, which were 
avoided by the organization design, are reintroduced by the information systems design.
Note also that in the above paragraph, when the information systems designer refers to 
activities, he/she is actually talking about the support of activities, thus abstracting from the 
actors involved. This again fuels the miscommunication between the organization designer 
and information systems designer.
The main cause, however, of overestimating the fit between the organization and 
information system is that the designer of the structure of information systems is rarely 
involved in the core processes of the organization and he/she will therefore look for design 
criteria in other areas (for instance: what is easy to program? what reduces the complexity 
of the design process? (chapter 7)).
Misfit is common and therefore there is a clear need for guidelines for the design of the 
structure of information systems as it is related to the organizational structure. Nevertheless, 
until now there are few or no guidelines at all (see, e.g., Loeffen (1997)).
To summarize the above, there is a design problem. Structural design is required where in 
practice such design often is missing. It is however unclear how such design should be 
realized.
9.3 Information systems structure
Structure, the particular pattern of relationships between elements of a system, exists in the 
eye of the beholder. In organizational sciences it is easy and obvious to see people as the 
smallest indivisible element of organizational structures, optionally supplemented by 
artifacts37. Structures in that case exist of mutually related systems, which eventually consist 
of people. For information systems the identification of elements that constitute a structure
37 There are some exceptions in literature. It is, for instance, possible to see communication relationships 
between people as a smallest indivisible unit (see for an example of an application Martens and 
Riesewijk 1990, based on Luhmann 1984).
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is a less obvious choice. After all, there is no such thing as an obvious smallest visible unit, 
except perhaps the physical computer equipment, one of the worst choices for structural 
design in this context (see also chapter 3). Here we are discussing the structure of 
information systems relevant to organizations. An information system expressed in 
computer components is not necessarily relevant however, because there is no direct 
relationship between these related components and the functionality of the information 
system in the organization. There is even quite a lot of emphasis these days on the design of 
platform (read as: equipment) independent design of information systems.
Given that structure is a subjective notion, a perspective can be chosen. The very fact that 
we are looking at information systems as they are related to the organization, in itself 
justifies that our perspective on the structure of information systems is determined by the 
role of information systems in the organization. There is however an even more important 
reason to let the organization determine the view on the structure of information systems. 
After all, the organization determines the function of information systems and therefore 
justifies their existence.
Expanding on this thought, the structure of information systems -relevant for the 
organization- should be expressed in terms of the way it supports control activities. From 
this perspective elements can be identified, but only from this perspective. Whether these 
elements consist of related data, functions, objects, roles etc. is no longer relevant.
This does not necessarily imply there exists a one-to-one relationship between, on the one 
hand, the structural elements of the organization (e.g., a person in control) and, on the other 
hand, the structural elements of the information system (e.g., support for a specific control 
activity). After all, parts of an organization can perform various (parts of) control tasks and 
complete tasks can be spread out over many organizational units.
Note that the decision about demarcation between the elements in an information system we 
just took is actually the decision of the designer. Although the structural link between 
organization and information system does not directly determine the eventual information 
system, the decision does influence the perspective used when creating the information 
system, which will influence the eventual design to a great extent.
Simultaneously however it fuels the earlier mentioned confusion of tongues existing 
between organization designers and information systems designers: organization designers 
consider tasks to be that what the organization or a part of the organization does, whereas 
the information systems designer usually refers to the support or the registration of the 
actual activities (see figure 9.1).
C o n c l u sio n s
The basis for the design 
choice to link the structure 
of the information system to 
the way control is supported 
can be found in chapter 3, 
where other choices for the 
perception of structure are 
ruled out. From subsequent 
chapters we learn that this 
perception is a useful one.
Having reviewed what 
constitutes the structure of 
information systems and 
how this structure should be 
perceived, we can now turn 
to the design of information 
systems.
9.4 Information systems design
Modern organizations (as defined in chapter 2) have less need for information systems to 
support them. After all, modern organizations are designed with the intention to be able to 
deal with the variety in their external environment. Due to the specific structuring of these 
organizations in parallel flows, each flow will process exponentially less variety, when 
compared to a traditional organization. Moreover, modern organizations have been 
structured in such a way that they are much better able to cope with the remaining variety. 
The primary aim of information systems is to facilitate the processing of data in the 
organization. The data, which is processed in an organization, is directly related to the 
variety, which an organization has to process: data holds this variety. Less variety therefore 
results automatically in data that can be processed more easily and therefore in less need for 
support by information systems.
Within semi-autonomous teams it can be easily seen that the need for support by 
information systems decreases. The jobs within the team are easy to oversee. It is a priori 
clear what products will be produced for the upcoming period. Because the team has a 
better picture of the overall production process, it is better known where the bottlenecks are 
and where future bottlenecks can be expected. Typically, this is the type of information for 
which other organizations would use information systems.
At some point in time however, the amount of variety to be processed may increase also for 
modern organizations to such a level that information systems cannot be missed. The time
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Supposing that this is the case, it will be relatively easy to design an information system in a 
modern organization. Again this is a direct consequence of the fundamentals of 
sociotechnical design. Due to the sociotechnical design there is a better controllability of the 
production process. As a consequence, there exists a better overview of the production 
process also at lower levels in the organization. As a result, it will be easier to support the 
control of this process using information systems. The design of information systems for 
other types of organizations is characterized by a difficult process of mutual adjustment of 
departments and functions. These functions do not have insight in each other’s work, which 
makes it more difficult to design an information system, which will support the actual 
production process. It is even possible that the expert in information technology (IT-expert)
- who is involved in building the information system - is the only one who has a detailed 
overview of the whole process.
In modern organizations such problems of mutual adjustment in the design of an 
information system will be less frequent, because the production process is less fragmented 
and in addition individual parts are less dependent of each other.
When we look at the form this design should take, we can specify several guidelines. First 
of all, information systems in modern organizations should respect the specific character of 
the organizational units (such as the parallel flows and semi-autonomous teams) (see 
chapter 4).
This guideline is less obvious than it seems. In the design of information systems designers 
often look for common goals for organizational units and sometimes uniformity of the 
information systems for the total organization is an explicit goal. This is based on past 
experiences. In the past islands of automation where created in different parts of the 
organization. On these islands of automation, all organizational parts would automate 
independently. As a result, a quilt of different types of information systems would be 
created, which would be unable to communicate with each other. Furthermore, when such a 
wide variety of information systems exists in an organization, maintenance is quite a 
burden.
Our sociotechnical perspective, however, brings us a different set of values. Modern 
organizations are designed to cope with external variety in the best possible way and 
therefore information systems must follow. The consequence may be in practice that 
information systems for parallel flows or even for semi-autonomous teams are developed 
independently. A direct advantage of this approach is that such information systems are 
fully aimed at processing the variety of the specific flow and of the specific team. 
Uniformity of the information systems support could even reduce the positive effects of the 
sociotechnical redesign of the production structure and the control structure. After all, 
uniformity of the information systems support, for instance, over different product flows, 
will cause all external variety to be processed using this one (type of) information system.
to process all data without the support of information systems may simply be lacking.
CONCLUSIONS
Because all this variety is combined, this variety will be exponentially larger. The danger 
will be that some of this variety will be skipped, because otherwise the complexity of the 
information system will become too high and it will be impossible to build this information 
system.
Note that the modern organization is designed to reduce the required exchange of 
information between flows, while the variety processed within flows and especially within 
teams can be quite high. Therefore, even when information systems of different 
organizational units are relatively independent, we are not creating new islands of 
automation: the communication between organizational units is just of a totally different 
nature.
At the time of construction of an information system, it can be advantageous to focus 
specifically on different, relatively independent parts of the modern organization. After all, 
just as in the case of designing organizations, here too it is true that when an information 
system is specifically designed to cope with a part of the variety (e.g., as found in products), 
the variety to be processed is lower and the resulting system can be much simpler. In that 
case it is not necessary for the design to include a large variety of product combinations, 
which is dealt with by other parallel flows. Because such a system is simpler, it is easier to 
maintain and less expensive. Furthermore, there are no additional dependencies between 
different parts of the organization introduced by the information system, which - from a 
perspective of the design of the production structure - are unnecessary and therefore 
undesirable. This also will have a positive effect on the maintainability of the information 
system.
The most important effect is, however, that the information system will better fit the day-to- 
day production and control in the organization and therefore the system will do what it is 
built for: support the processing of data.
It is relatively easy to say that information systems should follow the organizational 
structure, but more concrete guidelines are possible:
1. Let the diversity of the different organizational parts show in the way the information 
system is built.
2. Let the diversity of the different organizational parts show in the representation of reality 
(information modeling) in the system.
The first guideline (1) prescribes that the different goals of the organizational parts are 
explicitly incorporated in the way they are supported with information systems. For 
example, an organization may distinguish two parallel flows, where one of these flows 
focuses on quality products and the other flow on price fighting products. This type of 
difference can - even if on the face of it the two products are the same - result in a very 
different need for information or lead to very different interpretations of the same data.
The second guideline (2) prescribes that the different perspectives on reality should be 
found directly in the information system. An insurance company can for example have a
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flow for the processing of damage insurance and a flow for the processing of life insurance 
products. Although in both cases policies are processed, the data models will be very 
different.
In many cases if guideline (1) is followed, guideline (2) will be followed too, because 
different representations of reality often will fit different organizational goals. However, this 
is not necessarily the case: a quality oriented flow, for instance, may use exactly the same 
model of reality as the price fighters, but with different norms.
In a modern organization a layered data structure is needed, where the various layers differ 
in the extent of formalization (Chapter 4). Formalization of data has great advantages for an 
information system. The more data has been formalized, the more structured data will be 
and the more easily this data can be manipulated. Information systems are rarely installed 
just to store data. Manipulation of data (such as sorting, selection and aggregation of data) 
is usually essential to the functioning of the system. Formalization is therefore in many 
cases important to the information systems designer. A low degree of formalization of data 
has advantages too. When data is only slightly formalized, it is easy to register unstructured 
data, such as plain text.
Varying the degree of formalization will enable you to have sufficient freedom in 
registering unstructured data while at the same time the more formalized data can be used to 
do all kinds of manipulation, such as the aggregation, selection and sorting we mentioned 
earlier.
The nucleus of a layered system can consist of data the nature of which even in the long 
term will hardly be subject to debate. This data can be formalized maximally. As it becomes 
less clear how data can or will be represented, the degree of formalization will decrease. 
More formalized data is, for example, the product dimensions in centimeters. It is easy to 
sort products based on size or to select them based on volume. Less formalized data is, for 
instance, the textual description of what additional desires a specific customer has regarding 
the product ordered.
After a while, the insight in the nature of specific data, which was considered unstructured 
until then, may grow. Additional formalization at that point is possible. Similarly, certain 
formalization of data may be questioned. Modern organizations will therefore have a great 
need for information systems that can be adapted.
If an organization is to cope with external variety, as any modern organization clearly is, it 
should not limit the flexibility available for semi-autonomous teams unnecessarily. Because 
any information system introduces formalization, the risk will always be that this 
formalization limits flexibility (unintentionally even). Additionally, after designing an 
organization in such a way that it can restructure itself to meet the demands of the 
environment, it would be foolish to introduce at the same time limitations in the information 
systems, which are similar to the limitations just removed by the organization design.
CONCLUSIONS
The adaptability of information systems can be increased in several ways (see section 4.6):
1. By making the assumptions in the information systems explicit. This will make it easier to 
check whether the assumptions are still valid. If the assumptions are no longer valid this can 
trigger the change of the information system.
2. By having teams build and maintain their information systems themselves. Just as teams 
are capable of performing other supportive tasks themselves, they are often very capable of 
performing these tasks related to an information system.
3. By distinguishing different levels of change, thus anticipating certain types of changes, 
which then can be implemented faster.
4. Of course more traditional measures, such as choosing a programming environment that 
is more suited to change can be important too.
Also, the support provided by information systems in a modern organization to information 
exchange within teams will be very different from the support provided to information 
exchanges between teams (chapter 4). This follows directly from the fact that the nature of 
the data used within teams is very different from the nature of the data relevant between 
teams. Within a team the data that is relevant mostly refers directly to the tasks performed 
as part of the production process. This data therefore concerns the state of the products, 
tools or tasks. This data is useful, because it will help the team to achieve its goals.
Data regarding the goals themselves is relevant between teams. When teams interact, 
especially the otherwise ignored variety of options for realizing the products that satisfy the 
goals is relevant. After all, this variety can be used in the mutual adjustment (negotiation) 
process with other teams, because this variety can be very important to other teams.
The variety of presentation required for a modern organization is higher, especially on the 
shop floor. Traditionally, different ways of presenting data are present at a high level in the 
organization. So-called "decision support systems" are mainly available for upper 
management. This picture fits the traditional organization where all decisions of any 
relevance are referred to higher levels in the organization. In a modern organization such 
decisions will more often be made at lower levels in the organization. The information 
systems support therefore needs to be adapted to this situation. This implies that especially 
at lower levels in the organization it must be possible to graphically confront data from 
various sources and to generate reports suitable for decentralized decision-making. Note, 
however, that because decisions are made where the problems arise, the need for informa­
tion systems support decreases: there is less loss of important information because it is no 
longer necessary to pass this information on to higher levels in the organization.
Note that in a modern organization automating decision-making (literally replacing human 
activities by the computer) would be a mistake. In essence an information system is a 
machine. An information system can only choose from alternatives, which have initially 
been entered into the system by the programmer. Because an information system designed
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for the modern organization aims to process the external variety in the best possible way, 
automation of decision-making would block this goal needlessly. A human decision maker 
is capable of identifying the one exception to the rule and thus deviating from the options 
generally used to choose from. A computer is incapable of doing so. A computer can 
support this process by presenting the preferred option, enabling the human decision maker 
to deviate as needed.
9.4.1 Designing this type of information system
Can an information system satisfying the requirements discussed above be designed? The 
answer to this question is yes. To prove this, it would be best to present a complete array of 
tools and techniques, which would make such a realization possible. One could think of 
different things that have been discussed in previous chapters:
1. Different approaches to designing these systems
2. Different ways to differentiate models.
3. A differentiated model for the formalization of data.
4. Specific strategies to design the IS-function.
5. Different ways IT can support the business.
Section 4.6 presents a detailed approach to the design of information systems that satisfy the 
requirements and most aspects of this approach have been found in practice.
However, knowing that such systems can be designed does not imply that they are designed 
in practice. The full potential of the guidelines presented here has not been realized by far 
(see chapter 5 and 6).
9.5 Information systems design process
Just as it is the case for the design of the production and control structure, for the 
information structure of a modern organization the structuring of the development process is 
as important as the design characteristics themselves (see also chapter 7). In the Dutch 
sociotechnical design tradition a lot of attention is paid to the design of the organization by 
the employees themselves. For the design of information systems in general international 
sociotechnical design approaches have emphasized the structuring of the design process. 
The work of Enid Mumford can serve as a good example (see Mumford & Weir (1979)). It 
is therefore evident that this process should get the attention it deserves. Furthermore, our 
evaluation of the design of information systems showed that the degree to which the above 
guidelines are followed depends to a great extent on the involvement of the employees in 
the design process. They are after all the only ones who fully understand the variety of the 
production process and therefore they are ultimately the only ones capable of deciding
whether the final information system will provide the support to the control tasks as initially 
intended.
Apart from the above more general ideas about the importance of the information systems 
design process, we can also look at this process as a sociotechnical production process. First 
and foremost, this would mean analyzing the external variety the development of an 
information system as a project is confronted with and subsequently comparing this variety 
to the variety available. In chapter 7 this is done in some detail and most importantly it 
follows that the complexity of the design process of an information system is proportional to 
the product of the organizational complexity and the complexity of structure of the intended 
information system. This complexity can be managed, in other words it can be reduced. 
This finding deserves some emphasis, because the variety available of control measures 
(such as involving end users or not) tends to draw most of the attention in literature. By 
addressing the reduction of the requisite variety theoretically new possibilities can be 
created.
Note however at the same time that - at least initially - this focus of attention is less present 
in practice. Project managers tend to feel that the project complexity is too great to handle 
and on those grounds may decide to abandon a project before even starting it. However, 
once a project is started they too tend to use only a subset of the measures available to make 
a project more manageable. As indicated in chapter 7, the easiest way to make a project 
more manageable may involve the undesirable reduction of the fit of the information system 
to the organization.
Thus, in all of the above scenarios, the overall complexity of the design process is the 
eventual limiting factor, because the project needs to remain controllable. Because the 
choices made for information systems design also can contribute to this complexity, the 
degree to which the information system can be made to fit the organization depends on the 
resulting overall complexity of the design process.
9.6 Application
In the effort to come to an integral design of the organization and its information system, a 
few things deserve particular attention. The first thing is the use and usefulness of any 
guidelines presented. Referring to the model of De Jong presented in chapter 4, we can say 
that a desirable information systems design is by no means a probable systems design, but 
neither an impossible systems design (Chapter 5, 6 and 7). Extending this, it means that the 
guidelines presented are necessary and can be used to make the desirable information 
systems design reality.
Application of the findings in a specific organization is a different matter. Basically there 
are two routes to application: the application of theory is possible both by applying the 
guidelines in concrete design situations in organizations and by adapting and reviewing
CONCLUSIONS
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existing information systems design approaches (see e.g., chapter 8). The information 
systems design approaches, which have been adapted or reviewed using the theory 
presented here, can be combined successfully with the sociotechnical design of 
organizations. So we can design information systems in a sociotechnical way without 
discarding the complete variety of design approaches for information systems. This is 
important because these approaches represent the body of knowledge created for the design 
of information systems in general.
9.7 Finally
Coming back to the goals we set ourselves to gain insight, outline guidelines and learn about 
the application of these guidelines, we can summarize what we have learnt in a few points. 
Before coming to the design guidelines, we learnt that:
• Information systems have characteristics relevant to organizations.
• The range of structural choices for information systems is comparable to the range of 
structural choices for organizations.
• The extent to which organizations and information systems are mutually adjusted is highly 
overestimated.
• The need for guidelines is clear, but so far there are only few guidelines.
The design problem indicated by these points requires guidelines that affect the information 
systems structure, where:
• Structure exists in the eye of the beholder.
• The perspective on the structure of information systems is determined by their role in the 
organization.
• The structure of information systems relevant to the organization should be expressed in 
terms of the mutually related elements as they support control activities.
About the design of information systems we have inferred many detailed guidelines, of 
which the main points are:
• Modern organizations have less need for information systems than traditional 
organizations.
• In modern organizations it is easier to design information systems.
• Information systems in modern organizations should respect the specific character of the 
organizational units (such as the parallel flows and semi-autonomous teams).
• In a modern organization a layered data structure is needed, where the various layers 
differ in the extent of formalization.
• Modern organizations require information systems that are easier to adapt.
• The support provided by information systems in a modern organization to information 
exchange within teams should be very different from the support provided to information 
exchanges between teams.
CONCLUSIONS
• The variety of presentation required for a modern organization is higher, especially on the 
shop floor.
• In a modern organization automating decision-making (literally replacing human activities 
by the computer) would be a mistake.
Regarding the application of the guidelines we can state that:
• An information system that meets the above requirements can be built.
• A desirable information system is by no means a probable information system, but not 
necessarily an impossible information system either.
• The full potential of the guidelines presented here has not been realized by far.
• Application of theory is possible both by applying the guidelines in concrete design 
situations in organizations and by adapting and reviewing existing information systems 
design approaches.
• Just as it is the case for the design of the production and control structure, for the 
information structure of a modern organization the structuring of the development process 
is as important as the design characteristics themselves.
• The complexity of the design process of an information system is proportional to the 
product of the organizational complexity and the complexity of structure of the intended 
information system.
• The overall complexity of the design process is the eventual limiting factor for the 
information systems design.
So indeed, designing information systems is managing complexity, both in the design of the
information systems and in the process of creating the information system. By simplifying
information systems designs and the project situation in which they are built where it is
permitted, modern organizations can be made more effective.
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Summary (Dutch)
Eenvoudig en effectief
Het ontwerpen van informatiesystemen voor moderne organisaties.
De relevantie van het integraal ontwerp van organisaties en hun informatiesystemen wordt 
door velen erkend. Hoe een dergelijk ontwerp zou moeten plaatsvinden en hoe de 
organisatie en haar informatiesysteem op elkaar zouden moeten worden afgestemd is echter 
nog steeds onduidelijk. Niet alleen is nog onduidelijk welke mogelijkheden er zijn om 
organisaties en hun informatiesystemen op elkaar af te stemmen, maar zelfs is onduidelijk 
welke structurele eigenschappen van informatiesystemen daarvoor relevant zijn, ondanks 
dat er al het nodige onderzoek op dit vlak is verricht. De voorliggende studie bevat de 
resultaten van een onderzoek gericht op het formuleren van richtlijnen die integraal ontwerp 
mogelijk maken, waarbij we de Nederlandse sociotechnische ontwerpbenadering als basis 
gebruiken. Voor het onderzoek zijn de volgende doelen geformuleerd:
1. Inzicht verkrijgen in de structurele relatie tussen organisaties en informatiesystemen.
2. Op basis van dit inzicht ontwerprichtlijnen formuleren voor het ontwerpen van 
informatiesystemen in de context van integraal organisatieontwerp.
3. Inzicht verkrijgen in ontwerp van informatiesystemen in de praktijk, gegeven de hier 
ontwikkelde benadering.
Structuur
Om meer inzicht te krijgen in de structurele relatie tussen organisaties en informatiesystemen 
worden twee archetypen beschreven aan de hand van de structuurparameters die in de 
sociotechniek gebruikt worden om organisaties te beschrijven. Deze archetypen, de 
traditionele organisatie en de moderne organisatie, dienen als uitgangspunt voor de verdere 
uitwerking, waarbij de moderne organisatie op sociotechnische leest geschoeid is en de 
traditionele organisatie daar een sterk contrast mee vormt.
Wanneer ook voor informatiesystemen geprobeerd wordt aan de hand van structuurparameters 
archetypen te definiëren, dan blijkt dat niet zo gemakkelijk: Hoewel aan informatiesystemen 
onmiskenbaar structuur kan worden toegeschreven, kan dit op zoveel manieren gebeuren dat 
niet direct duidelijk is hoe dit in deze context zou moeten. De kwestie is daarom niet of 
informatiesystemen structuur kennen, maar of ze voor organisaties relevante structurele 
eigenschappen hebben. Dat informatiesystemen dergelijke eigenschappen hebben, blijkt 
echter uit het feit dat, afhankelijk van het gekozen ontwerp van het informatiesysteem, de 
structuur van de organisatie zich in de praktijk anders ontwikkelt. Ook zijn er theoretische 
argumenten voor deze stelling. Zo beïnvloeden informatiesystemen de communicatie tussen
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personen en organisatieonderdelen en daarmee de onderlinge relaties. De ontwerpkeuzen 
die gemaakt worden voor een informatiesysteem kunnen de organisatiestructuur dus sterk 
beïnvloeden.
De structurele keuzeruimte in het vormgeven van informatiesystemen is zelfs vergelijkbaar 
met de keuzeruimte in het vormgeven van organisatiestructuren (Hoofdstuk 3). Het blijkt 
namelijk dat de ontwerpkeuzen die zijn gemaakt bij het vormgeven van een organisatie het 
informatiesysteem niet predetermineren. In tegendeel, al deze keuzen kunnen bij het 
ontwerp van het informatiesysteem opnieuw worden gemaakt en moeten daarom ook 
opnieuw worden gemaakt. Door de keuzen in deze situaties expliciet te maken, wordt de 
invloed op de organisatiestructuur determineerbaar. De mate waarin organisatie en 
informatiesysteem als vanzelf op elkaar worden afgestemd, wordt echter schromelijk 
overschat. (Hoofdstuk 3, 4, 5 en 6). Dit blijkt uit de praktijk, waar toch regelmatig een 
‘misfit’ voorkomt.
Er zijn dus vele perspectieven mogelijk op de structuur van informatiesystemen en de 
structuur van organisaties heeft geen determinerende invloed op deze structuur. We kunnen 
dus zelf een perspectief kiezen. Omdat hier naar de relatie met de organisatie gekeken 
wordt, ligt het voor de hand om de organisatie ook bepalend te laten zijn voor het 
perspectief op de structuur van informatiesystemen. Een fundamenteler reden om dat 
perspectief te kiezen, is dat de functie van het informatiesysteem (verwerking van gegevens) 
ook ingegeven is door de organisatie en het informatiesysteem dus daaraan zijn 
bestaansrecht ontleent. We richten ons daarbij in het bijzonder op de informatiesystemen 
die ingezet worden ter ondersteuning van de besturing van de organisatie (een 
organisatiefunctie) en bijvoorbeeld niet op informatiesystemen die bepaalde uitvoerende 
processen automatiseren.
De voor de organisatie relevante structuur van informatiesystemen moet dus worden 
uitgedrukt in termen van de onderling samenhangende elementen zoals ze een eenheid 
vormen bij de ondersteuning van de besturingsactiviteiten. (Hoofdstuk 3). Vanuit de 
besturing van de organisatie kunnen we nu eisen gaan stellen aan de gegevensverwerking 
door het informatiesysteem. Om de rol van gegevensverwerking in de besturing van 
organisaties uit te drukken, maken we gebruik van het nieuw geïntroduceerde begrip 
“geïnformeerdheid” (informedness). De mate van geïnformeerdheid is uit te drukken als de 
verhouding tussen de beschikbare variëteit van de gegevensverwerkingcapaciteit en de 
vereiste variëteit van de gegevensverwerkingcapaciteit. Indien een informatiesysteem de 
organisatie adequaat moet ondersteunen dan dienen de beschikbare en vereiste variëteit van 
de gegevensverwerkingscapaciteit op elkaar te zijn afgestemd. Door het ontwerp van het 
informatiesysteem kan de vereiste variëteit worden gereduceerd en de beschikbare variëteit 
worden vergroot, waardoor deze afstemming tot stand komt.
Ontwerp van informatiesystemen
In deze dissertatie blijkt dat het omgaan met complexiteit en variëteit de crux vormt voor 
het ontwerp van informatiesystemen. Dit is op zich niet nieuw, maar interessant is dat het in 
zoveel aspecten van het ontwerpen van informatiesystemen terugkomt. Het is vooral ook
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interessant omdat moderne organisaties, een van de twee organisatiearchetypen die in dit 
boek als een rode draad fungeren, juist ontworpen zijn om met externe variëteit om te gaan 
en om onnodige complexiteit te reduceren. De consequentie hiervan is dat moderne 
organisaties minder behoefte hebben aan informatiesystemen (Hoofdstuk 2 en 4). Door de 
specifieke inrichting van de moderne organisatie in parallelle stromen verwerkt elke stroom 
exponentieel minder variëteit dan onderdelen van een traditionele organisatie. Bovendien 
zijn moderne organisaties zo ingericht dat die variëteit veel gemakkelijker verwerkt kan 
worden. Informatiesystemen zijn bedoeld om het verwerken van gegevens gemakkelijker te 
maken. De gegevens die verwerkt moeten worden in een organisatie hangen direct samen 
met de variëteit die een organisatie moet verwerken: de gegevens herbergen deze variëteit. 
Minder variëteit resulteert dus automatisch in gemakkelijker te verwerken gegevens en dus 
in minder behoefte aan ondersteuning door informatiesystemen.
Op zeker moment kan echter ook in de moderne organisatie de variëteit die verwerkt moet 
worden dusdanig zijn dat informatiesystemen onontbeerlijk zijn. De tijd kan gewoon 
ontbreken om de gegevens te verwerken zonder ondersteuning van informatiesystemen. In 
moderne organisaties is het gelukkig gemakkelijker om informatiesystemen te ontwerpen 
dan in traditionele organisaties (Hoofdstuk 4). Dit is een rechtstreeks gevolg van de 
uitgangspunten die aan de structuur van een moderne organisatie ten grondslag liggen. Door 
het sociotechnisch ontwerp is er een betere beheersbaarheid van het produktieproces. 
Bijgevolg is er ook meer inzicht - ook op een laag niveau in de organisatie - in het gehele 
produktie proces. Dit heeft als resultaat dat de besturing van dit proces beter te 
ondersteunen is met informatievoorziening. Het ontwikkelen van informatiesystemen voor 
traditionele organisaties wordt gekenmerkt door een moeizaam proces van afstemming van 
verschillende afdelingen en functies. Deze functies hebben geen inzicht in elkaars werk en 
dat maakt het nog moeilijker om een informatiesysteem vorm te geven dat het 
produktieproces ondersteunt. In moderne organisaties doen dergelijke afstemmings­
problemen zich veel minder voor omdat elk produktieproces uit minder schakels bestaat die 
bovendien in mindere mate van elkaar afhankelijk zijn.
Uit de eis van voldoende geïnformeerdheid zijn ook specifiekere richtlijnen te destilleren. 
Zo moeten informatiesystemen in moderne organisaties de specifieke eigenheid van 
organisatie eenheden (zoals stromen en semi-autonome teams) respecteren (Hoofdstuk 4). 
Bij het ontwerpen van informatiesystemen wordt vaak gezocht naar gemeenschappelijke 
doeleinden en soms is uniformiteit van informatiesystemen voor de organisatie als geheel 
een expliciet doel. Moderne organisaties zijn echter ontworpen om maximaal te kunnen 
beantwoorden aan de externe variëteit en dus moeten informatiesystemen hierin volgen. Dit 
kan in praktijk betekenen dat de informatie voorziening voor parallelle stromen of zelfs 
semi-autonome teams afzonderlijk wordt ingericht. Dit heeft als direct voordeel dat 
informatiesystemen ook specifiek zijn gericht op het verwerken van variëteit die eigen is 
aan de specifieke stroom of aan het specifieke team. Sterker nog, uniformering van de
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informatievoorziening kan de positieve effecten van het sociotechnisch herontwerp van de 
produktiestructuur en de besturingsstructuur deels teniet doen.
Ook ten tijde van de bouw van informatiesystemen kan het voordelen hebben de informa­
tievoorziening specifiek op verschillende organisatie-delen te richten. Immers, ook hier 
geldt dat wanneer een informatiesysteem ontwikkeld wordt om een deel van de produkten af 
te handelen, het systeem als geheel eenvoudiger kan zijn. Bij het ontwerp hoeft dan geen 
rekening te worden gehouden met een grote variëteit aan produkt-combinaties met de 
produkten die door andere stromen worden afgehandeld. Omdat een dergelijk systeem 
eenvoudiger is, is het ook gemakkelijker te onderhouden en minder duur. Bovendien 
ontstaan er niet alsnog allerhande afhankelijkheden tussen verschillende organisatie­
onderdelen, die - uit oogpunt van het ontwerp van de produktiestructuur - niet nodig zijn. 
Ook dit heeft weer een positief effect op de onderhoudbaarheid van het systeem.
Het belangrijkst is echter dat het informatiesysteem beter aansluit bij de produktie en 
besturing zoals die dagelijks plaatsvindt en dus doet waar het voor gemaakt is: de 
verwerking van gegevens ondersteunen.
In een moderne organisatie wordt een gelaagde gegevensstructuur voorgestaan, waarbij de 
lagen variëren in de mate van formalisatie (Hoofdstuk 4). Het formaliseren van gegevens 
heeft voor informatiesystemen grote voordelen. Hoe meer de gegevens geformaliseerd zijn, 
des te meer zijn ze gestructureerd en des te beter zijn ze te manipuleren. Een lage graad van 
formalisatie van gegevens heeft echter ook voordelen. Bij weinig formalisatie is het gemak­
kelijk ongestructureerde gegevens zoals teksten te registreren.
Variatie in de mate van formalisatie maakt het mogelijk voldoende vrijheid te geven bij het 
vastleggen van gegevens die ongestructureerd zijn, terwijl beter geformaliseerde gegevens 
wel allerhande bewerkingen mogelijk maken, zoals aggregeren, selecteren en ordenen. De 
kern van het systeem kan dan gevormd worden door die gegevens waarvan de aard ook op 
lange termijn nauwelijks ter discussie staat. Deze gegevens kunnen sterk geformaliseerd 
worden. Naarmate het minder duidelijk is welke vorm gegevens kunnen hebben, kan de 
formalisatiegraad afnemen.
In de loop van de tijd kan blijken dat meer inzicht ontstaat in de aard van de gegevens die 
tot nu toe als ongestructureerd werden opgevat. Verdere formalisatie is dan mogelijk. 
Evenzo kan de formalisatie van bepaalde gegevens ter discussie komen staan.
In moderne organisaties is grote behoefte aan veranderbare informatiesystemen (Hoofdstuk 
4). In kunnen spelen op verandering vereist dat de speelruimte voor taakgroepen niet 
onnodig beperkt wordt. Doordat informatiesystemen formalisatie met zich mee brengen is 
het risico aanwezig dat zij de speelruimte die in een taakgroep bestaat onnodig beperken. 
Na een organisatie zo te hebben ontworpen dat deze zichzelf kan herontwerpen om de 
veranderingen in de omgeving te volgen, is het onverstandig om deze belemmeringen 
vervolgens wel in informatiesystemen in te bouwen.
In een moderne organisatie is de ondersteuning die informatiesystemen bieden voor de 
uitwisseling van gegevens binnen taakgroepen wezenlijk anders dan de ondersteuning van
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gegevensuitwisseling tussen taakgroepen (Hoofdstuk 4). Dit is een rechtstreeks gevolg van 
het feit dat de aard van de gegevens die binnen taakgroepen gebruikt worden, anders is dan 
de aard van de gegevens die tussen taakgroepen relevant zijn.
Binnen een taakgroep zijn met name gegevens van belang die rechtstreeks betrekking 
hebben op de taken die er worden uitgevoerd in het kader van het produktieproces. 
Gegevens betreffen dus vaak de toestand van produkten, hulpmiddelen of taken. Deze 
gegevens zijn nuttig, omdat ze helpen bij het behalen van de normen die aan een taakgroep 
zijn gesteld. Gechargeerd kun je zeggen dat verschillen tussen produkten zijn niet relevant 
zolang produkten maar aan de normen voldoen.
Tussen taakgroepen zijn gegevens met betrekking tot de normen zelf van belang. Wanneer 
taakgroepen interacteren, zijn juist gegevens van belang die de variatie aan mogelijkheden 
betreffen van produkten die aan de norm voldoen. Immers, die variatie kan worden ingezet 
in de afstemming met andere taakgroepen.
De variatie aan presentatiemogelijkheden die vereist is voor een sociotechnisch ontworpen 
informatiesysteem is hoger en dan vooral op de werkvloer (Hoofdstuk 4). In een moderne 
organisatie zullen veel beslissingen, zoals die traditioneel hoog in de organisatie worden 
genomen juist laag in de organisatie worden genomen en de informatievoorziening moet 
hierop worden aangepast: juist laag in de organisatie betekent dit dat diverse databronnen 
grafisch tegen elkaar moeten kunnen worden afgezet en overzichten moeten kunnen worden 
gegenereerd die passen bij de ruimere beslissingsbevoegdheden. Let wel: juist omdat dit 
type beslissingen nu worden genomen daar waar de problemen zich voor doen is in het 
algemeen de informatiebehoefte lager: er treedt minder verlies op van belangrijke 
informatie omdat deze niet meer van hiërarchisch niveau naar niveau hoeft te worden 
doorgegeven.
In een moderne organisatie is letterlijke automatisering in de besluitvorming (vervanging 
van menselijk handelen door de computer) uit den boze (Hoofdstuk 4). In essentie is een 
informatiesysteem een machine. Bijgevolg kan een informatiesysteem bij de keuze uit een 
aantal alternatieven nooit meer opties afwegen dan er in eerste instantie door de 
programmeur zijn ingestopt. Omdat de moderne organisatie beoogt zo goed mogelijk 
externe variëteit te verwerken zou letterlijke automatisering onnodig deze doelstelling 
belemmeren. Een menselijke beslisser is in staat om die ene uitzondering te signaleren en zo 
af te wijken van de opties die standaard gekozen worden. Een computer kan dat niet. Wel 
kan de computer ondersteunen door de voorkeurs optie te presenteren, waar een menselijke 
beslisser dan naar behoefte van kan afwijken.
Naast de hier gegeven aanwijzingen voor het ontwerp van informatiesystemen zijn er ook 
nog tal van strategieën denkbaar die de beschikbare variëteit van de 
gegevensverwerkingscapaciteit vergroten. Bijvoorbeeld door de toegang tot data niet te 
blokkeren, door gegevens te transformeren in plaats van te selecteren of door gegevens te
distribueren en parallelle versus sequentiele verwerking te ondersteunen in een 
netwerkcontext kan de varieteit van de gegevensverwerking van personen of delen van de 
organisatie worden vergroot. De strategieën, die in detail worden uitgewerkt in Hoofdstuk 4 
zijn bedoeld om rechtstreeks in te grijpen in het proces van gegevensverwerking zoals dat 
bij mensen en organisatieonderdelen plaatsvindt.
De relatie tot de praktijk.
Een informatiesysteem dat voldoet aan de richtlijnen is te ontwerpen, zoals mag blijken uit 
de gedetailleerde ontwerpbenadering geschetst in hoofdstuk 4, maar het volledige potentieel 
van de hier voorgestane ontwerpaanwijzingen is in de praktijk echter nog lang niet 
gerealiseerd (Hoofdstuk 5, 6 en 7). Uit de confrontatie van de theorie van het ontwerpen 
van informatiesystemen met de praktijk blijkt dat de informatiesystemen inderdaad niet 
worden ontworpen in relatie tot de organisatie structuur. Bovendien zijn ontwerpers zich 
niet bewust van de mogelijkheden die zij hebben in het reduceren van de vereiste variëteit 
en het vergroten van de beschikbare variëteit van de gegevensverwerkingscapaciteit. Een 
nadere analyse in Hoofdstuk 7 leert dat ook het ontwikkelproces van het informatiesysteem 
een rol speelt in de afwijking van het voorgeschreven informatiesysteemontwerp. Net als 
voor het ontwerp van de produktie en besturingsstructuur geldt voor de informatiestructuur 
van de moderne organisatie dat de inrichting van het proces van ontwikkelen zeker zo 
belangrijk is als de ontwerpeigenschappen zelf. In de Nederlandse sociotechniek wordt veel 
aandacht besteed aan het ontwerpen van de organisatie door medewerkers zelf. Voor het 
ontwerpen van informatiesystemen in het algemeen geldt dat sociotechnici van oudsher veel 
aandacht hebben voor de inrichting van het ontwerpproces. Enid Mumford is hiervan een 
belangrijke exponent. Het ligt dus voor de hand dat het ontwerpproces de aandacht krijgt 
die het verdient.
Ook blijkt bij de evaluatie van ontwerpen van informatiesystemen in de praktijk dat de mate 
waarin aan de bovenstaande richtlijnen tegemoet wordt gekomen ook in belangrijke mate 
afhangt van de mate waarin de medewerkers afdoende betrokken zijn in het ontwerpproces. 
Zij zijn immers de enigen die volledig zicht hebben op de variëteit van het produktieproces 
en dus uiteindelijk de enigen die kunnen beoordelen of het informatiesysteem de 
ondersteuning zal bieden voor de besturingsstructuur die beoogd was.
Daarnaast geldt dat complexiteit van het ontwerpproces van een informatiesysteem 
evenredig is met de organisatorische complexiteit en de complexiteit van de structuur van 
het beoogde informatiesysteem (Hoofdstuk 7). Dit is belangrijk omdat de complexiteit van 
het ontwerpproces uiteindelijk de beperkende factor is voor de mate waarin het 
informatiesysteem aansluit bij de organisatie (Hoofdstuk 7). Door op de juiste manier in te 
grijpen in het complex van variabelen rond het ontwikkelen van een informatiesysteem, is 
een succesvol integraal ontwerp van organisatie en informatiesysteem wèl haalbaar.
Toepassing
Wenselijk informatiesysteem-ontwerp is nog geen waarschijnlijk systeemontwerp, maar ook 
geen onmogelijk systeemontwerp. (Hoofdstuk 5,6. 7). Toepassing van theorie is mogelijk
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zowel door gebruik van richtlijnen in concrete bedrijfssituaties, als door aanpassing of 
herziening van bestaande IS-ontwerpbenaderingen, zoals dit bijvoorbeeld wordt gedaan 
voor Enterprise Resource Planning (ERP) systemen en Workflow Management (WfM) 
systemen in hoofdstuk 8. Met gebruik van de gegeven richtlijnen kunnen bestaande IS- 
ontwerpbenaderingen worden aangepast of herzien en vervolgens succesvol worden gecom­
bineerd met sociotechnisch herontwerp van organisaties. Zonder de volledige variëteit aan 
ontwerpbenaderingen voor informatiesystemen over boord te zetten is het dus op een 
eenvoudige manier mogelijk informatiesystemen te ontwerpen die moderne organisaties 
effectiever maken.
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