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Summary This article proposes an alternative methodology to estimate impulse response
functions without imposing parametric restrictions. The impulse responses are estimated by
regressing the series of interest on estimated innovations, which are the residuals obtained from
a prior-stage ‘long autoregression.’ We establish the consistency and asymptotic normality of
the proposed estimator.
The proposed estimator is closely related to the estimator of Jorda` (2005, American
Economic Review 95, 161–182). Our large sample analysis, as a byproduct, establishes the
asymptotic equivalence between Jorda`’s estimator and our estimator, and provides justifications
for the statistical inference method used in Jorda` (2005).
Key word: Local projection.
1. INTRODUCTION
The conventional method of estimating the impulse response function (IRF) of a univariate
time series is often to fit a pth-order autoregression (AR) model to the series, and calculate
the coefficients of the MA(∞) representation of the estimated AR(p) model. This conventional
approach is appropriate if the purpose of the study is to investigate how a shock to a series
propagates given the model employed by the researcher; it is likely not, if we are instead interested
in the true dynamics of the underlying process. The reasons are as follows. With small samples,
the autoregression specification used to model a series is typically parsimonious and likely
misspecified, in the sense that the AR(p) model is not the exact representation of the process
under study. Although a parsimonious AR model is often sufficient for one-step prediction, the
estimation of IRF by extrapolating the parsimonious AR model will typically impose smooth
decay in the estimated IRF. This is not an appealing feature of an IRF estimator, as it excludes
potentially higher-order dynamics of the underlying process. As the parsimonious AR model is
likely misspecified, the IRF obtained by extrapolating the fitted AR model is also likely to be
prone to model misspecification.
In this article, we propose an alternative approach to impulse response estimation. The
proposed estimator requires only a simple procedure: regress the data Y t on the estimated
innovation at lag k to estimate the impulse response at horizon k. The estimated innovations
C© Royal Economic Society 2007. Published by Blackwell Publishing Ltd, 9600 Garsington Road, Oxford OX4 2DQ, UK and 350 Main
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are obtained in a prior stage by a ‘long autoregression’ that fits an AR(p) model to the data, where
p is suitably chosen for one-step prediction of the series (despite what its name may suggest, the
long autoregression does not necessarily take a large lag order). The robustness of the proposed
estimator to model misspecification is expected on two grounds. First, it uses the AR(p) model
only in estimating the true innovations. It does not impose any direct parametric restrictions
on the IRF. Second, it estimates the impulse response at horizon k by directly regressing Yt on
the estimated innovation at lag k without any extrapolation. Although the AR(p) model fitted to
the process {Yt} in the first stage is likely misspecified, the fitted residuals can be expected to
approximate the true innovations well provided the AR(p) model performs reasonably well in the
one-step prediction.
We study the large sample behaviour of the proposed estimator in a nonparametric setup, where
the lag order of the AR model used in the first stage grows slowly to infinity. This setup reflects
the fact that we can afford to employ larger AR models with larger sample sizes. We establish the
consistency and asymptotic normality of the proposed estimator. These results provide the basis
for statistical inference of the true impulse responses. Although both the conventional and the
proposed estimators are consistent under such a setup, the two estimators are likely to perform
very differently in small samples when parsimonious models are used.
In constructing the proposed impulse response estimator, we use a long autoregression in
the first stage to estimate the unobservable innovations. This idea is not new and can be traced
back to the seminal paper by Durbin (1960). As the likelihood function of an ARMA model is
highly nonlinear, due to the MA component of the model, the numerical search of the maximum
likelihood estimator is computationally burdensome and sometimes unreliable. In Durbin (1960),
the estimated residuals from a first-stage long autoregression are used to replace the unobservable
innovations to avoid this difficulty. Hannan and Rissanen (1982, 1983), Hannan and Kavalieris
(1984) and Poskitt (1987) later extend Durbin’s approach to estimating ARMA models with
unknown, finite lag orders. Recognize, however, that the long autoregression is used in our article
in a different way from the literature following Durbin (1960). In Durbin’s approach, an ARMA
model is fitted in the one-step prediction setup, once the unobservable innovations are replaced
with the fitted residuals. One could calculate the estimates of the impulse responses based on the
ARMA model estimated in this way. The resulting estimator of the impulse responses involves
extrapolation, and it is therefore as vulnerable to misspecification as the conventional estimator
described earlier. On the contrary, our estimator of the impulse response at horizon k directly seeks
how Yt is related to the innovation at lag k in the k-step prediction setup without any extrapolation.
The recent literature on impulse response estimation has focused on the refinement of the
conventional method described above, maintaining the assumption of correct model specification.
A main issue in this literature is how to deal with the small-sample bias of the conventional
estimator when the series under study is highly persistent. A number of modifications over the
conventional method have been proposed to attain a smaller bias (and a confidence interval with
the right coverage). Hansen (1999), Kilian (1998), Sims and Zha (1999) and Rossi (2005), among
others, belong to this category. Our article is distinct from this literature in that we do not presume
the model to be correctly specified and that our objective is to develop an impulse response
estimator that is robust to model misspecification.
Wright (1999) evaluates a ‘frequency domain approach’ proposed by Bhansali (1976) against
the conventional method. Although this frequency domain approach presents another alternative
to impulse response estimation, it is difficult to extend the technique to the multivariate case,
as admitted in Wright (1999). On the contrary, it is straightforward to extend our proposed
C© Royal Economic Society 2007
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methodology to the multivariate case. We discuss how to extend our methodology to the
multivariate case at the end of the article.
Jorda` (2005) independently proposes an alternative impulse response estimator that addresses
the same concern of model misspecification. His approach involves estimating a regression model
of k-step prediction separately for each k = 1, 2, . . . and extracts the impulse response at each
horizon from the corresponding k-step estimated regression function. Much in the same spirit
as our proposed estimator, Jorda`’s approach imposes no parametric restriction on the impulse
responses and thus allows nonlinear relationships between the impulses and the responses. With
simple algebra, one can show that Jorda`’s method, when using a k-step prediction model that is
linear in the past values, is equivalent to applying our two-stage method, with the last k observations
discarded in the first stage. We hereafter call this estimator the Jorda` estimator. Because the effect of
the discarded k observations on the estimated impulse response becomes negligible as the sample
size grows large, the Jorda` estimator can be expected to share similar large sample properties as
our estimator. In our large sample analysis, we allow up to k last observations to be discarded
in the first stage. This general setup includes the Jorda` estimator and our estimator as special
cases, and by establishing the consistency and asymptotic normality of the resulting impulse
response estimator, also demonstrates the asymptotic equivalence between the Jorda` estimator
and our estimator. As Jorda` (2005) comes short of proving the large sample properties of the
Jorda` estimator, the asymptotic distribution established in this article provides justifications for
the statistical inference method used in Jorda` (2005).
The rest of the article is organized as follows. In Section 2, we review the conventional
practice of impulse response estimation. In Section 3, we formulate the proposed impulse response
estimator and establish its consistency and asymptotic normality, which are also applicable to the
Jorda` estimator. Final remarks are given in Section 4. The proofs of lemmas and theorems are
provided in the Appendix.
2. CONVENTIONAL ESTIMATOR
Throughout this article, limits are taken along the sequence of sample sizes (denoted n) growing
to infinity, unless otherwise indicated. Let N denote the set of all natural numbers, Z the set of all
integers, R the set of all real numbers and C the set of all complex numbers. Also, let D be the
unit disk in C. In this article, we consider processes that satisfy the following assumption:
Assumption 1 {Yt }t∈Z is a univariate, fourth-order stationary process on a probability space
(,F, P), with a mean μ and a positive variance such that the Wold decomposition of {Zt :=
Yt − μ}t∈Z has no deterministic component. That is, Zt =
∑∞
j=0 ψ jt− j , t ∈ Z, where {t }t∈Z is a
zero-mean white noise process, and ψ0, ψ1, ψ2, . . . are real constants with ψ0 = 1. The sequence
{ψj : j = 0, 1, 2, . . .} is absolutely summable and satisfies the condition that  : D → C vanishes
nowhere on D, where (z) := ∑∞j=0 ψ j z j , z ∈ D.
Note that the Wold decomposition theorem (e.g., Brockwell and Davis 1991, Theorem 5.7.1,
pp. 187–189) only guarantees {ψj} to be square-summable. The absolute summability imposed
on {ψj} in Assumption 1 is a stronger condition. The MA(∞) representation of Yt given by the
Wold decomposition,
Yt = μ +
∞∑
j=0
ψ jt− j , t ∈ Z, (1)
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is invertible under Assumption 1, because  vanishes nowhere on D. By the basic properties of
analytic functions, there exists an absolutely summable sequence {φ j ∈ R} j∈N such that (z)−1 =
1 − ∑∞j=1 φ j z j , for each z ∈ D. Using this series {φj}, we can write Yt as
Yt = μ +
∞∑
j=1
φ j (Yt− j − μ) + t = α +
∞∑
j=1
φ j Yt− j + t , t ∈ Z, (2)
where α := μ(1 − ∑∞j=1 φ j ).
The impulse response of the time series {Yt} at horizon k is ψk in equation (1). It can be
interpreted as the marginal effect of a unit shock at time t − k on Yt . Finding the IRF of {Yt} in
(1) requires fitting an infinite number of parameters (ψ1, ψ2, . . .) or (φ1, φ2, . . .) to the data. With
a finite number of observations on {Yt}, this is infeasible. Instead, an AR(pn) model is usually
used to approximate the process, where the finite lag order pn is potentially dependent on the
sample size n. The coefficients of the MA(∞) representation of the AR(pn) model are the basis
for the conventional impulse response estimation. Often, the OLS method is used to estimate the
AR(pn) model, and the conventional estimator of the IRF of {Yt} at horizon k is the coefficient
of the MA(∞) representation of the estimated AR(pn) model at lag k.
Remark. If one desires to define the impulse response at horizon k to be the response of
E[Yt+k |Yt , Yt−1, . . .] to the shock at time t, the framework introduced above needs to be adjusted
by requiring in Assumption 1 that {t ,Ft }t∈Z be a martingale difference process, where {Ft }t∈Z
is a nondecreasing σ -field adapted to {Yt}, so that E [t | Yt−1, Yt−2, . . .] = 0.
3. ESTIMATOR USING LONG AUTOREGRESSION
In this section, we formulate our proposed impulse response estimator and examine its large sample
properties. Consider estimating the impulse response at lag k. Because {t} is a zero-mean white
noise process, it is straightforward to verify that
cov[−k, Y0]
var[−k]
= E[−kY0]
E
[
2−k
] = ψk .
That is, ψk is the slope in the population regression of Y0 on −k . If {t} were observable,
a natural way to estimate ψk would be to regress Yt on t−k by the OLS method. However,
{t} is unobservable. Thus, we approximate the unobservable t by the fitted residuals in the
OLS regression of Yt on Xn,t := (Yt−1, . . . , Yt−pn )′ with intercept. Though it is natural to use all
available observations for this purpose, we allow the OLS regression of Yt on Xn,t to discard the last
l observations (0 ≤ l ≤ k) to include Jorda`’s (2005) estimator in our framework as a special case.
Let ˆdln and ˆβln denote the intercept and slope estimators, respectively, in the OLS regression of Yt on
Xn,t (t = pn + 1, pn + 2, . . . , n − l), and write ˆln,t := Yt − ˆdln − X ′n,t ˆβln (t = pn + 1, . . . , n − l).
In the second stage, we obtain the estimator ˆψ ln,k of the impulse response at horizon k by the OLS
regression of Yt on the estimated residual ˆln,t−k at lag k with intercept (t = pn + k + 1, pn + k +
2, . . . , n). Because this approach apparently requires that the sample size be larger than k, we
consider only sample sizes in the set N := {n ∈ N : n > k}.
If we discard the last k observations in the first stage in our estimation framework (l =
k), the sample average of the regressor in the second stage, ˆln,t−k (t = pn + k + 1, . . . , n), is
zero. It follows that ˆψkn,k is equal to the OLS estimator in the regression of Yt on ˆln,t−k without
C© Royal Economic Society 2007
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intercept, which is further equal to the slope for Yt−k in the OLS regression of Yt on Yt−k and
Xn,t−k = (Yt−k−1, . . . , Yt−k−pn )′ with intercept (see e.g. section 2.4 of Davidson and MacKinnon
(2004), in particular, (2.38) and (2.39)). Thus, ˆψkn,k is numerically equivalent to the Jorda` estimator
obtained by taking the ‘local projection’ of Yt on Yt−k, Yt−k−1, . . . , Yt−k−pn .
Note that in the proposed method, ψk is estimated by the simple regression of Yt on ˆln,t−k .
If we instead regress Yt on ˆln,t−1, ˆln,t−2, . . . , ˆln,t−q (for some q ∈ N) to jointly estimate ψ1, ψ2,
. . . , ψq , the estimator is the same as the estimator of the MA(q) model using the approach
taken in Durbin (1960), Hannan and Rissanen (1982, 1983), Hannan and Kavalieris (1984)
and Poskitt (1987). Despite its similarity to our estimator in its appearance, the estimator that
regresses Yt on ˆln,t−1, ˆln,t−2, . . . , ˆln,t−q depends on the AR model as much as the conventional
impulse response estimator does. To appreciate this point, recall that ˆln,t is a linear combination of
Yt , Yt−1, . . . , Yt−pn . The regression of Yt on ˆln,t−1, ˆln,t−2, . . . , ˆln,t−q is equivalent to the regression
of Yt on Yt−1, Yt−2, . . . , Yt−q−pn with q free parameters corresponding to ψ1, ψ2, . . ., ψq . Thus,
the impulse response estimator using the regression of Yt on ˆln,t−1, ˆln,t−2, . . . , ˆln,t−q can be
viewed as being calculated from the coefficients of the AR model (with pn restrictions on the
parameters) fitted for one-step prediction, which is similar to the extrapolation method used by
the conventional estimator.
Let dn and βn denote the intercept and the slope vector in the population regression of Y 0
on Xn,0. Define Un,t := Yt − dn − X ′n,t βn for each t ∈ Z and each n ∈ N. Then, the population
counterpart of the proposed estimator is the slope in the population regression of Y 0 on Un,−k .
Let ¯ψn,k denote this population coefficient. Decompose the error of ˆψ ln,k in estimating the true
impulse response ψk into two components:
ˆψ ln,k − ψk =
(
ˆψ ln,k − ¯ψn,k
) + ( ¯ψn,k − ψk), n ∈ N. (3)
The first term on the right-hand side of equation (3) can be regarded as the error of ˆψ ln,k in
estimating ¯ψn,k given the AR(pn) model, and the second term can be viewed as the deviation of
¯ψn,k from the true impulse response ψk as a result of model misspecification in the first stage. We
examine the large sample behaviour of { ˆψ ln,k}n∈N by inspecting the behaviour of these two terms,
respectively.
The size of ¯ψn,k − ψk is closely related to how well Un,0 approximates 0. The next lemma
gives the convergence rate of the distance between Un,0 and 0.
Lemma 1 Suppose that Assumption 1 holds and that pn → ∞. Then ‖Un,0 − 0‖2 =
O(∑∞j=pn+1 |φ j |) = o(1) as n → ∞, where ‖ · ‖2 denotes the L2-norm.
It is straightforward to show that ¯ψn,k − ψk has the same convergence rate as ‖Un,0 − 0‖2.
Theorem 1 Suppose that Assumption 1 holds and that pn → ∞. Then ¯ψn,k − ψk =
O(∑∞j=pn+1 |φ j |) = o(1) as n → ∞.
Next, we study the large sample behaviour of ˆψ ln,k − ¯ψn,k . Assumption 1 has a few
important implications for this purpose. First, the absolute summability of {ψj : j = 0, 1,
2, . . .} imposes restriction on the memory property of the process that the autocovariances of
{Yt} be absolutely summable, and guarantees the existence of the spectral density f and the
finiteness of ¯f2 := supv∈[−π,π ] f (v). Second, the invertibility of  on the unit disk implies that
¯f1 := infv∈[−π,π ] f (v) > 0. Note that all eigenvalues of the covariance matrix of (Y 1, Y 2, . . . ,
Yn) will fall between 2π ¯f1 and 2π ¯f2 for each n ∈ N (see Brockwell and Davis 1991, Prop. 4.5.3,
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pp. 137–138). In studying the large sample behaviour of ˆψ ln,k − ¯ψn,k , we impose two additional
assumptions.
Assumption 2
∑∞
τ1=−∞
∑∞
τ2=−∞
∑∞
τ3=−∞ |κ4(0, τ1, τ2, τ3)| < ∞, where the fourth-order
cumulants of (Yt1 , Yt2 , Yt3 , Yt4 ) is denoted by κ4(t1, t2, t3, t4) for each (t1, t2, t3, t4) ∈ Z4.
Assumption 3 k and l are integers such that 0 ≤ l ≤ k, and {pn}n∈N is a sequence of positive
integers diverging to infinity and satisfying the condition that pn < n − l for each n ∈ N and that
p2n/n → 0.
Like the absolute summability of the autocovariances of {Yt}, the absolute summability of the
fourth-order cumulants imposed in Assumption 2 can be regarded as restrictions on the memory
property of {Yt}, as discussed in Andrews (1991, pp. 823–824). Assumption 3, on the other hand,
controls how fast the lag order of the AR model grows to infinity in the first-stage regression.
Theorem 2 Suppose that Assumptions 1–3 hold. Then for each k ∈ N,
ˆψ ln,k − ¯ψn,k =
n+k−l∑
t=pn+k+1
sln,t + oP
(
pn/n1/2
)
(4)
=
n+k∑
t=pn+k+1
s0n,t + oP
(
pn/n1/2
)
(5)
= OP
(
pn/n1/2
)
as n → ∞, (6)
where
sln,t := E[U 2n,0]−1
(
1t≤n
(
n − pn − k
)−1Un,t−k(Zt − ¯ψn,kUn,t−k)
−(n − pn − l)−1Un,t−k(Xn,t−k − μepn )′θn,k+1),
t = pn + k + 1, . . . , n + k − l, n ∈ N; epn is the pn × 1 vector of ones; θn,k+1 :=
var[Xn,0]−1cov[Xn,0, Yk], n ∈ N and 1A is the indicator function that equals one if and only if
condition A holds.
The Jorda` estimator ˆψkn,k and our estimator ˆψ0n,k differ only by the last k observations in the
first-stage regression. This difference should become negligible as the sample size grows large.
The equality in (5) verifies that this intuition is correct in the sense that the two estimators are
asymptotically equivalent to the first-order approximation.
The consistency of { ˆψ ln,k}n∈N for ψk follows immediately from Theorems 1 and 2.
Corollary 1 Suppose that Assumptions 1–3 hold. Then ˆψ ln,k → ψk prob-P.
The asymptotic normality of { ˆψ ln,k} can be established based on Theorem 2. Recall that pn
tends to infinity. Thus, sln,t depends on more variables at longer lags as n increases. This means
that the decay of the memory in the double array {sln,t} is not uniform in n, which is required by
typical central limit theorems. To avoid this difficulty, we rewrite (4) as
ˆψ ln,k − ¯ψn,k =
	(n−l−pn )/pn
∑
t=1
ζ ln,t + oP
(
pn/n1/2
)
as n → ∞,
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where ζ ln,t :=
∑((t+1)pn+k)∧(n+k−l)
τ=tpn+k+1 s
l
n,τ (t = 1, 2, . . . , 	(n − l − pn)/pn
, n ∈ N), a ∧ b denotes
the smaller one of the two real numbers a and b, and 	 a
 denotes the minimum integer no smaller
than the real number a. This expression is useful, because, unlike sln,t , the variables which ζ ln,t
depends on directly appear elsewhere only in ζ ln,t−1. This makes it possible to establish the uniform
memory decay for {ζ ln,t}. The ‘sample size’ 	(n − l − pn)/pn
, on the other hand, still grows to
infinity as n tends to infinity by Assumption 3. Thus, we can expect {ζ ln,t} to obey the central
limit theorem. Write
Bln := var
[
n+k−l∑
t=pn+k+1
sln,t
]
= var
[	(n−l−pn )/pn
∑
t=1
ζ ln,t
]
, n ∈ N.
By Lemma A.2, it is straightforward to verify that Bln = O(p2n /n) and that
sup
{(
n/p3/2n
)∥∥ζ ln,t∥∥2 : t = 1, 2, . . . , 	(n − l − pn)/pn
, n ∈ N} < ∞. (7)
We need stronger conditions to establish the asymptotic normality of ˆψ ln,k − ¯ψn,k .
Assumption 4
(a) {Yt }t∈N is a strong mixing process of size − r/(r − 2) for some r > 2.
(b) sup{(n/p3/2n )‖ζ ln,t‖r : t = 1, 2, . . . , 	(n − l − pn)/pn
, n ∈ N} < ∞, where r is as in
(a), and ‖ · ‖r denotes the Lr -norm.
(c) {(p2n/n)−1 Bln : n ∈ N} is uniformly positive.
In Assumption 4, condition (a) regulates the basic memory property of {Yt}. Condition (b)
is the Lr -counterpart of (7) and condition (c) rules out the possibility that (p2n /n)−1 Bln shrinks
towards zero.
Theorem 3 Suppose that Assumptions 1–4 hold. Then
Bln
−1/2(
ˆψ ln,k − ¯ψn,k
) A∼ N(0, 1) as n → ∞.
Theorem 3 gives the asymptotic normality of the proposed estimator centred about ¯ψn,k instead of
ψk . Nevertheless, we can replace ¯ψn,k with ψk in the asymptotic normality result if ¯ψn,k − ψk =
o(pn/n1/2). By Theorem 1, this holds under the following assumption.
Assumption 5
∑∞
j=pn+1 |φ j | = o
(
pn/n1/2
)
.
A sufficient condition for Assumption 5 is that
∑∞
j=1 j q |φ j | < ∞ and n = O(p2(1+q)n ) for some
real number q > 0.
Corollary 2 Suppose that Assumptions 1–5 hold. Then
Bln
−1/2(
ˆψ ln,k − ψk
) A∼ N(0, 1) as n → ∞.
To estimate Bln in Corollary 2, we propose the following estimation procedure. In the first
step, we compute the sample analogue of sln,t by
sˆln,t :=
1
σˆ ln
2
(
1t≤n(n − pn − k)−1ˆln,t−k
(
Yt − cˆln,k − ˆψ ln,k ˆln,t−k
)
− (n − pn − l)−1ˆln,t−k
(
Xn,t−k − ¯Xln
)′
ˆθ ln,k+1
)
,
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t = pn + k + 1, . . . , n + k − l, n ∈ N, where σˆ ln2 := (n − pn − l)−1
∑n−l
t=pn+1 ˆ
l
n,t
2, cˆln,k is the
intercept estimator in the second stage (so that Yt − cˆln,k − ˆψ ln,k ˆln,t−k is the fitted residual
in the second stage), ¯Xln := (n − pn − l)−1
∑n−l
t=pn+1 Xn,t = (n − pn − l)−1
∑n+k−l
t=pn+k+1 Xn,t−k
and ˆθ ln,k+1 is the OLS slope estimator in the regression of Yt on Xn,t−k with intercept using
the observations over t = pn + k + 1, . . . , n − l. We then apply the heteroskedasticity
autocorrelation consistent estimator such as those of Andrews (1991) and Newey and West (1994)
to {sˆln,t : t = pn + k + 1, . . . , n} to estimate Bln.
For the Jorda` estimator (l = k), t runs from pn + 1 to n − k, and cˆkn,k = ¯Y kn := (n − pn −
k)−1 ∑n−kt=pn+1 Yt . Thus, sˆkn,t can be written as
sˆkn,t =
1
σˆ kn
2 (n − pn − k)−1ˆkn,t−k
((
Yt − ¯Y kn −
(
Xn,t−k − ¯Xkn
)′
ˆθ kn,k+1
) − ˆψkn,k ˆkn,t−k),
t = pn + k + 1, . . . , n, n ∈ N. Note that (Yt − ¯Y kn − (Xn,t−k − ¯Xkn)′ ˆθ kn,k+1) is the residual in the
OLS regression of Yt on Xn,t−k with intercept. Also, recall that ˆkn,t−k is the residual in the
OLS regression of Yt−k on Xn,t−k with intercept and that ˆψkn,k is the coefficient for Yt−k in
the OLS regression of Yt on Yt−k and Xn,t−k with intercept. It follows by the Frisch–Waugh–
Lovell Theorem (Theorem 2.1 Davidson and MacKinnon 2004) that ((Yt − ¯Y kn − (Xn,t−k −
¯Xkn)′ ˆθ kn,k+1) − ˆψkn,k ˆkn,t−k) is equal to the fitted residual in the OLS regression of Yt on Yt−k and
Xn,t−k with intercept. Using this fact and the formula for the inversion of partitioned matrices
(p. 11 Magnus and Neudecker 1988), we can show that sˆkn,t is equal to the second element in the
vector ⎛
⎜⎝(n − pn − k)−1 n∑
t=pn+k+1
⎛
⎜⎝
1
Yt−k
Xn,t−k
⎞
⎟⎠ ( 1 Yt−k X ′n,t−k )
⎞
⎟⎠
−1
×
⎛
⎜⎝
1
Yt−k
Xn,t−k
⎞
⎟⎠ ((Yt − ¯Y kn − (Xn,t−k − ¯Xkn)′ ˆθ kn,k+1) − ˆψkn,k ˆkn,t−k).
The above vector is the (generalized) score for the tth observation in the OLS regression of Yt on
1, Yt−k and Xn,t−k , and its second element corresponds to regressor Yt−k . Thus, the estimator of
Bkn proposed above coincides with the asymptotic variance estimator suggested by Jorda` (2005).
As Jorda` (2005) comes short of proving the large sample properties of the Jorda` estimator, the
large sample results established here, as a byproduct, justify the statistical inference procedure of
Jorda` (2005) for the univariate case.
4. CONCLUDING REMARKS
The estimation method proposed in this article can be generalized to the impulse response analysis
for multivariate series. For example, to obtain the robust impulse response estimates in a vector
autoregression (VAR) framework, we can obtain the estimated vector of residuals by running
OLS, and then regress the vector of variables on the vector of residuals at lag k to obtain the
square matrix of impulse responses of the variables to the (unorthogonalized) residuals at lag k.
The resulting estimator is again related to the one considered by Jorda` in a similar manner.
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APPENDIX: PROOFS OF LEMMAS AND THEOREMS
We begin by defining some notations and making notes of some mathematical results that will be used
repeatedly in the following proof. First, for each real vector x, let |x | denote the Euclidean norm of x and
for each m × n real matrix A, let |A| denote the norm of the linear operator x → Ax : Rn → Rm , i.e.,
|A| := sup{|Ax | : |x | = 1, x ∈ Rn}. Note that if A is an arbitrary m × n real matrix and x an arbitrary n × 1
real vector with length one, then the ith element of the vector Ax is no greater in magnitude than the product
of the length of the ith row of A and the length of x by the Cauchy–Schwarz inequality. Thus, we have that
|Ax | ≤ (tr(AA′))1/2. It follows that |A| ≤ (tr(AA′))1/2. Note also that |A| is equal to the square root of the
maximum eigenvalue of AA′. Therefore, when A is symmetric, |A| is equal to the maximum of the absolute
values of A’s eigenvalues. When a random square matrix  is possibly singular for some realizations, we use
the Moore–Penrose inverse, denoted by +, to avoid undefined inverse for some realizations. Throughout
this Appendix, for a sequence of random matrices {An} (where the dimension of An possibly depends on
n), we write An = OP (bn) if |An| = OP (bn) and An = oP (bn) if |An| = oP (bn). For a sequence of nonrandom
matrices, we apply the same rule using the Landau symbols, O(·) and o(·).
Under Assumption 1, let γ denote the autocovariance function of {Yt}, i.e., γ (τ ) := cov [Y 0, Y τ ]
for each τ ∈ Z. If in addition Assumption 3 holds, write Wn,t := Xn,t − E[Xn,0] (t ∈ Z, n ∈ N) and n :=
var[Xn,0] = E[Wn,0W ′n,0] (n ∈ N). Also, let βn denote the slope vector in the population regression of Yt on
Xn,t with intercept, i.e.,
βn := −1n cov[Xn,0, Y0] = −1n (γ (1), γ (2), . . . , γ (pn))′, n ∈ N. (A.1)
The residuals in the first-stage autoregression are denoted ˆln,pn+1, . . . , ˆ
l
n,n−l .
In analyzing the second-stage regression, we use the following symbols:
¯Y ln := (n − pn − l)−1
n−l∑
t=pn+1
Yt , ˜Yn := (n − pn − k)−1
n−k∑
t=pn+1
Yt = ¯Y kn ,
¯Zln := (n − pn − l)−1
n−l∑
t=pn+1
Zt , ˜Zn := (n − pn − k)−1
n−k∑
t=pn+1
Zt = ¯Zkn,
¯W ln := (n − pn − l)−1
n−l∑
t=pn+1
Wn,t , ˜Wn := (n − pn − k)−1
n−k∑
t=pn+1
Wn,t = ¯W kn ,
˜Un := (n − pn − k)−1
n−k∑
t=pn+1
Un,t , ˜ln := (n − pn − k)−1
n−k∑
t=pn+1
ˆln,t ,
and
ˆln := (n − pn − l)−1
n−l∑
t=pn+1
(
Xn,t − ¯Xln
)(
Xn,t − ¯Xln
)′
, n ∈ N.
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Given these, we can express the first-stage slope estimator in the regression of Yt on Xn,t with intercept
as
ˆβ ln = ˆln+(n − pn − l)−1
n−l∑
t=pn+1
(
Xn,t − ¯Xln
)(
Yt − ¯Y ln
)
= ˆln+(n − pn − l)−1
n−l∑
t=pn+1
(
Wn,t − ¯W ln
)(
Zt − ¯Zln
)
= ˆln+
(
(n − pn − l)−1
n−l∑
t=pn+1
Wn,t Zt − ¯W ln ¯Zln
)
, n ∈ N.
(A.2)
Note that
ˆln = (n − pn − l)−1
n−l∑
t=pn+1
(
Wn,t − ¯W ln
)(
Wn,t − ¯W ln
)′
= (n − pn − l)−1
n−l∑
t=pn+1
Wn,t W ′n,t − ¯W ln ¯W ln ′, n ∈ N.
Proof of Lemma 1. Let Fn,t :=
∑pn
j=1 φ j Zt− j , t ∈ Z, n ∈ N, and F∗t :=
∑∞
j=1 φ j Zt− j , t ∈ Z. Moreover, let
{{βn, j } j∈N}n∈N be a double array of real numbers such that for each n ∈ N and each j = 1, 2, . . . , pn , βn, j
is the jth element of βn , while for each n ∈ N and each j = pn + 1, pn + 2, . . . , βn, j = 0. Then, the desired
result of Lemma 1 follows from the fact that
‖Un,0 − 0‖2 = ‖(Z0 − W ′n,0βn) − (Z0 − F∗0 )‖2 = ‖F∗0 − W ′n,0βn‖2 ≤ ‖F∗0 − Fn,0‖2
=
∥∥∥∥∥
∞∑
j=pn+1
φ j Z j
∥∥∥∥∥
2
≤
∞∑
j=pn+1
|φ j | ‖Z j‖2 = ‖Z0‖2
∞∑
j=pn+1
|φ j |,
where the first inequality follows from the fact that W′n,0 βn is the MSE-best linear predictor of F∗0 in terms
of Z−1, Z−2, . . . , Z−pn .
Proof of Theorem 1. By definition of ¯ψn,k , we obtain that
| ¯ψn,k − ψk | =
∣∣∣∣ 〈Un,−k, Y0〉‖Un,0‖22 −
〈−k, Y0〉
‖0‖22
∣∣∣∣
= 1‖Un,0‖22‖0‖22
∣∣∣‖0‖22〈Un,−k − −k, Y0〉 − (‖Un,0‖22 − ‖0‖22)〈−k, Y0〉∣∣∣
≤ 1‖Un,0‖22‖0‖22
(
‖0‖22 |〈Un,−k − −k, Y0〉| +
(
‖Un,0‖22 − ‖0‖22
)
|〈−k, Y0〉|
)
.
Applying the Cauchy–Schwarz inequality to both terms on the right-hand side yields that
| ¯ψn,k − ψk | ≤ 1‖Un,0‖22‖0‖22
(
‖0‖22‖Y0‖2‖Un,−k − −k‖2 + ‖0‖2‖Y0‖2
(
‖Un,0‖22 − ‖0‖22
))
.
The right-hand of this inequality is O(‖Un,0 − 0‖2) because ‖Un,−k − −k ‖2 = ‖Un,0 − 0‖2 and
‖Un,0‖22 − ‖0‖22 = (‖Un,0‖2 + ‖0‖2)(‖Un,0‖2 − ‖0‖2). Given this, the desired result therefore follows by
Lemma 1. 
To prove Theorem 2, we use Lemmas A.1–A.5 stated below.
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Lemma A.1 Suppose that Assumption 1 holds. Then
(a) sup{|(γ (τ1), γ (τ1 + 1), . . . , γ (τ2))| : τ1 ∈ Z, τ2 ∈ Z, τ2 ≥ τ1} < ∞.
(b) For each m ∈ Z, {|θn,m |}n∈N is bounded, where θn,m := −1n E[Wn,1 Zm], n ∈ N; in particular, {|βn| =
|θn,1|}n∈N is bounded.
Proof of Lemma A.1. For each (τ1, τ2) ∈ Z2 such that τ 1 ≤ τ 2,
|(γ (τ1), γ (τ1 + 1), . . . , γ (τ2))| ≤
τ2∑
τ=τ1
|γ (τ )| ≤
∞∑
τ=−∞
|γ (τ )| < ∞,
where the last inequality follows from Assumption 1. This establishes claim (a).
For (b), note that
|θn,m | = |−1n (γ (m), γ (m + 1), . . . , γ (m + pn − 1))′|
≤ |−1n | |(γ (m), γ (m + 1), . . . , γ (m + pn − 1))′| .
In the above inequality, the first factor on the right-hand side is no larger than the maximum eigenvalue of
−1n , which is dominated by (2π ¯f1)−1, and the second factor is bounded uniformly in n ∈ N by (a) of the
current lemma. The desired result therefore follows. 
Lemma A.2 Suppose that Assumptions 1 and 2 hold. Let
A :=
∞∑
τ=−∞
|γ (τ )| + 2
∞∑
τ=−∞
γ (τ )2 +
∞∑
τ1=−∞
∞∑
τ2=−∞
∞∑
τ3=−∞
|κ4(0, τ1, τ2, τ3)|.
Then for each pair of integers t1 and t2 such that t1 < t2,
var
[
(t2 − t1)−1/2
t2∑
t=t1+1
Zt
]
≤ A, (A.3)
and
var
[
(t2 − t1)−1/2
t2∑
t=t1+1
Zt Zt+m
]
≤ A, m ∈ Z. (A.4)
Proof of Lemma A.2. We can prove (A.3) by showing that the left-hand side of the inequality is bounded
by
∑(t2−t1−1)
τ=−(t2−t1−1) |γ (τ )|, which is dominated by A. For (A.4), we use a well-known equality condition that
relates the fourth cross moments of Zt ’s to γ and κ (Hannan 1973, p. 23). By this equality condition, it
can be established that the left-hand side of (A.4) is dominated by ∑t2−t1−1τ=−(t2−t1−1)(γ (τ )2 + |γ (τ + m)γ (τ −
m)| + |κ4(0, m, τ, τ + m)|), which is further dominated by A. The details of the proof are available from the
authors upon request. 
Lemma A.3 Suppose that Assumptions 1 and 2 hold. Let {tn,1}n∈N and {tn,2}n∈N be sequences of integers
such that for each n ∈ N, tn,1 < tn,2. Also, let {pn}n∈N be a sequence of natural numbers. Then the following
conditions hold.
(a) |(tn,2 − tn,1)−1
∑tn,2
t=tn,1+1 Zt | = OP (1/(tn,2 − tn,1)1/2).
(b) |(tn,2 − tn,1)−1
∑tn,2
t=tn,1+1 Wn,t | = OP (p1/2n /(tn,2 − tn,1)1/2).
(c) |(tn,2 − tn,1)−1
∑tn,2
t=tn,1+1 Un,t | = OP (p1/2n /(tn,2 − tn,1)1/2).
(d) |(tn,2 − tn,1)−1
∑tn,2
t=tn,1+1 Wn,t W
′
n,t − n| = OP (pn/(tn,2 − tn,1)1/2).
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(e) If in addition {p2n/(tn,2 − tn,1)}n∈N is bounded,∣∣∣∣∣(tn,2 − tn,1)−1
tn,2∑
t=tn,1+1
Wn,t W ′n,t
∣∣∣∣∣ = OP (1).
(f) For each m ∈ Z,∣∣∣∣∣(tn,2 − tn,1)−1
tn,2∑
t=tn,1+1
Wn,t−m Zt − E[Wn,−m Z0]
∣∣∣∣∣ = OP (p1/2n /(tn,2 − tn,1)1/2).
(g)
∣∣∣(tn,2 − tn,1)−1 ∑tn,2t=tn,1+1 Wn,tUn,t
∣∣∣ = OP (pn/(tn,2 − tn,1)1/2).
(h) For each m ∈ Z,∣∣∣∣∣(tn,2 − tn,1)−1
tn,2∑
t=tn,1+1
Zt−mUn,t − E[Z−mUn,0]
∣∣∣∣∣ = OP (p1/2n /(tn,2 − tn,1)1/2).
(i) For each m ∈ Z,∣∣∣∣∣(tn,2 − tn,1)−1
tn,2∑
t=tn,1+1
Un,t−mUn,t − E[Un,−mUn,0]
∣∣∣∣∣ = OP (pn/(tn,2 − tn,1)1/2).
Proof of Lemma A.3. Each of the above equalities can be established by first deriving the rate of convergence
for the second moment of the expression on the left-hand side and then applying Lemma A.2. The details of
the proof are available upon request. 
Lemma A.4 Suppose that Assumptions 1–3 hold. Then
(a) | ˆln − n| = OP (pn/n1/2).
(b) The minimum eigenvalue of ˆln is no less than π ¯f1 with a probability approaching one, and
| ˆln+| = OP (1).
(c) | ˆln+ − −1n | = OP (pn/n1/2).
Proof of Lemma A.4. The results are derived by using Lemma A.3. The details of the proof are available
upon request. 
Lemma A.5 Suppose that Assumptions 1–3 hold. Then
ˆβ ln − βn = −1n (n − pn − l)−1
n−l∑
t=pn+1
Wn,tUn,t + oP (pn/n1/2) = OP (pn/n1/2).
Proof of Lemma A.5. By substituting Zt = W ′n,t β + Un,t in (A.2), we obtain that
ˆβ ln = ˆln+ ˆlnβn + ˆln+ (n − pn − l)−1
n−l∑
t=pn+1
(
Wn,t − ¯W ln
)(
Un,t − ¯Uln
)
, n ∈ N.
Because P[ ˆln+ ˆlnβn − βn = 0] ≥ P[det ˆln = 0] → 1 (Lemma A.4(b)), { ˆln+ ˆlnβn − βn}n∈N conve-
rges in probability to zero at an arbitrary fast rate; in particular it is oP (pn/n1/2). Given this, we have
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that
ˆβ ln − βn = ˆln+(n − pn − l)−1
n−l∑
t=pn+1
(
Wn,t − ¯W ln
)(
Un,t − ¯Uln
)
+ oP (pn/n1/2)
= ˆln+
(
(n − pn − l)−1
n−l∑
t=pn+1
Wn,tUn,t − ¯W ln ¯Uln
)
+ oP (pn/n1/2), n ∈ N.
Application of Lemmas A.3(b)(c)(g) and A.4(a), together with the boundedness of |−1n |, establishes the
desired result.
Proof of Theorem 2. We first examine how the average of (ˆln,t−k − ˜ln)2 and that of(
ˆln,t−k − ˜ln
)(
(Zt − ˜Zn) − ¯ψn,k
(
ˆln,t−k − ˜ln
))
(A.5)
behaves in large samples. We will then use the derived results to establish the desired equalities (4)–(6).
Writing the fitted residual ˆln,t in the ‘deviation form’, we have that
ˆln,t =
(
Yt − ¯Y ln
)
−
(
Xn,t − ¯Xln
)′
ˆβ ln
=
(
Zt − ¯Zln
)
−
(
Wn,t − ¯W ln
)′
ˆβ ln, t = pn + 1, . . . , n − l, n ∈ N.
Substituting Zt = W′n,tβn + Un,t and ¯Zln = ¯W ln ′βn + ¯Uln yields that
ˆln,t =
(
Un,t − ¯Uln
)
−
(
Wn,t − ¯W ln
)′(
ˆβ ln − βn
)
, t = pn + 1, . . . , n − l, n ∈ N.
Subtracting the corresponding averages taken over t = pn + 1, . . . , n − k from both sides, we obtain that
ˆln,t − ˜ln = Un,t − W ′n,t
(
ˆβ ln − βn
)
+ r ln, t = pn + 1, . . . , n − l, n ∈ N, (A.6)
where
r ln := − ˜Un + ˜W ′n
(
ˆβ ln − βn
)
, n ∈ N.
By Lemmas A.3(b)(c) and A.5, r ln = OP (p1/2n /n1/2).
Given (A.6), the sample average of (ˆln,t−k − ˜ln)2 can be written as
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2
= (n − pn − k)−1
n∑
t=pn+k+1
U 2n,t−k
+
(
ˆβ ln − βn
)′
(n − pn − k)−1
n∑
t=pn+k+1
Wn,t−k W ′n,t−k
(
ˆβ ln − βn
)
+ r ln 2
−2(n − pn − k)−1
n∑
t=pn+k+1
Un,t−k W ′n,t−k
(
ˆβ ln − βn
)
+ 2 ˜Unrln − 2r ln ˜W ′n
(
ˆβ ln − βn
)
,
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n ∈ N. Application of Lemmas A.3 and A.5 to each term on the right-hand side of this equality establishes
that
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2
= E
[
U 2n,0
]
+ oP (1). (A.7)
Note that {E[U 2n,0] = ‖Un,0‖22}n∈N converges to E [20] = ‖0‖22 > 0, because {‖Un,0 − 0‖2}n∈N converges to
zero by Lemma 1. It follows that
P
[
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2
> 0
]
→ 1. (A.8)
Next, we examine the behaviour of the average of (A.5). By (A.6), we have that
(Zt − ˜Zn) − ¯ψn,k
(
ˆln,t−k − ˜ln
)
=
(
Zt − ¯ψn,kUn,t−k
)
+ ¯ψn,k W ′n,t−k
(
ˆβ ln − βn
)
− ˜Zn − ¯ψn,kr ln,
t = pn + k + 1, . . . , n, n ∈ N. Substituting (A.6) and the above equality into (A.5) and taking the sample
average of the resulting expression yields that
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)((
Zt − ˜Zn
)
− ¯ψn,k
(
ˆln,t−k − ˜ln
))
= (n − pn − k)−1
n∑
t=pn+k+1
Un,t−k
(
Zt − ¯ψn,kUn,t−k
)
+ ¯ψn,k (n − pn − k)−1
n∑
t=pn+k+1
Un,t−k W ′n,t−k
(
ˆβ ln − βn
)
− ( ¯ψn,kr ln + ˜Zn) ˜Un
−(n − pn − k)−1
n∑
t=pn+k+1
Zt W ′n,t−k
(
ˆβ ln − βn
)
+ ¯ψn,k(n − pn − k)−1
n∑
t=pn+k+1
Un,t−k W ′n,t−k
(
ˆβ ln − βn
)
− ¯ψn,k
(
ˆβ ln − βn
)′
(n − pn − k)−1
n∑
t=pn+k+1
Wn,t−k W ′n,t−k
(
ˆβ ln − βn
)
+
(
¯ψn,kr
l
n + ˜Zn
)
˜W ′n
(
ˆβ ln − βn
)
+ r ln ˜Zn − ¯ψn,kr ln ˜Un + ¯ψn,kr ln ˜W ′n
(
ˆβ ln − βn
)
−
(
¯ψn,kr
l
n + ˜Zn
)
r ln, t = pn + k + 1, . . . , n, n ∈ N.
Application of Lemmas A.3 and A.5 to each term on the right-hand side of the above equality establishes
that
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)((
Zt − ˜Zn
)
− ¯ψn,k
(
ˆln,t−k − ˜ln
))
= (n − pn − k)−1
n∑
t=pn+k+1
Un,t−k
(
Zt − ¯ψn,kUn,t−k
)
+E[Z0W ′n,−k]
(
ˆβ ln − βn
)
+ oP
(
pn/n1/2
)
. (A.9)
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Note that the first term on the right-hand side of the above equality has a zero mean and is thus equal to
(n − pn − k)−1
n∑
t=pn+k+1
Un,t−k(Zt − ¯ψn,kUn,t−k) − E[Un,t−k
(
Zt − ¯ψn,kUn,t−k
)]
=
(
(n − pn − k)−1
n∑
t=pn+k+1
Un,t−k Zt − E
[
Un,−k Z0
])
− ¯ψn,k
(
(n − pn − k)−1
n∑
t=pn+k+1
U 2n,t−k − E
[
U 2n,0
])
= OP
(
pn/n1/2
) (A.10)
by Lemma A.3(h)(i) and Theorem 1. The second term of (A.9) is also OP (pn/n1/2) by Lemma A.5 and by
the fact that |E[Z0W ′n,−k]| = |(γ (k + 1), γ (k + 2), . . . , γ (k + pn))| is bounded uniformly in n ∈ N (Lemma
A.1(a)).
We now examine the behaviour of ˆψ ln,k using (A.7)–(A.10). Writing the OLS slope estimator ˆψ ln,k in the
second stage in the ‘deviation form’ and using the fact that Yt − ˜Yn = Zt − ˜Zn yields that for each n ∈ N,
ˆψ ln,k =
(
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2)+
× (n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)(
Zt − ˜Zn
)
.
Using the identity Zt = ¯ψn,k ˆln,t−k + (Zt − ¯ψn,k ˆln,t−k) on the right-hand side of the above equality and the
fact that
⎧⎨
⎩
(
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2)+
×
(
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2)
− 1
⎫⎬
⎭
n∈N
converges to zero in probability at an arbitrary fast rate (in particular, it is oP (pn/n1/2)) from (A.8), we obtain
that
ˆψ ln,k − ¯ψn,k =
(
(n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)2)+
× (n − pn − k)−1
n∑
t=pn+k+1
(
ˆln,t−k − ˜ln
)(
(Zt − ˜Zn)
− ¯ψn,k
(
ˆln,t−k − ˜ln
))
+ oP (pn/n1/2).
By (A.7) and the convergence of {E[U 2n,0]}n∈N to E [20] > 0, application of the Slutsky theorem shows that
the first factor on the right-hand side of the above equality is equal to E [U 2n,0]−1 + o P (1). Combining this
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fact with (A.9) and (A.10) gives
ˆψ ln,k − ¯ψn,k = E[U 2n,0]−1
×
(
(n − pn − k)−1
n∑
t=pn+k+1
Un,t−k(Zt − ¯ψn,kUn,t−k) + E[Z0W ′n,−k]( ˆβ ln − βn)
)
+ oP (pn/n1/2).
Applying Lemma A.5 to ˆβ ln − βn establishes (4) of Theorem 2.
To show (5), note that subtracting (4) from (5) yields
E[U 2n,0]−1
⎛
⎝ l
n − pn − l l
−1
n∑
t=n−l+1
Un,t W ′n,t
−
(
1 − n − pn
n − pn − l
)
(n − pn)−1
n∑
t=pn+1
Un,t W ′n,t
⎞
⎠θn,k+1 + oP (pn/n1/2).
Evaluating the order of magnitude of the first term using Lemma A.2 and using the fact that {E[U 2n,0]}n∈N
converges to E [20] > 0 establish the desired result. Finally, (6) is established by applying Lemma A.2 to
(5). 
Proof of Theorem 3. Define
Vn,t := (Y(t−1)pn+1, Y(t−1)pn+2, . . . , Ytpn∧n), t = 1, 2, . . . , pn, n ∈ N.
Also, write
F t2n,t1 := σ (Vn,t1 , Vn,t1+1, . . . , Vn,t2 ), t1 ≤ t2, (t1, t2) ∈ Z2, n ∈ N
and
F tn,−∞ := σ (. . . , Vn,t−2, Vn,t−1, Vn,t ), t ∈ Z, n ∈ N.
Then, it is straightforward to verify the following: (a) The double array {Vn,t} is a strong mixing process
of size − r/(r − 2); (b) Bln−1/2 ζ ln,t is measurable-F tn,−∞ for each t = 1, 2, . . . , 	 n/pn 
 and each n ∈ N;
(c) Bln−1/2 ζ ln,t is measurable-F t−mn,t−m for each m ≥ (pn + k)/pn, t ∈ Z, n ∈ N, so that {{Bln−1/2ζ ln,t }t∈Z :
n ∈ N} is near epoch dependent on {Vn,t} of size −1; (d) If we set νn := (pn/n)1/2, then it follows that
supn,t ‖Bln−1/2ζ ln,t/νn‖r < ∞, where ‖ · ‖R denotes the Lr -norm. The sequence {νn} satisfies the condition
that supn	n/pn
ν2n < ∞. Given these, we can apply Corollary 24.7 of Davidson (1994, p. 387) to {ζ ln,t}
(setting cn,t = νn in the corollary), and the desired result follows.
Proof of Corollary 2. Note that
Bln
−1/2
(
ˆψ ln,k − ψk
)
= Bln−1/2
(
ˆψ ln,k − ¯ψn,k
)
+ Bln−1/2
(
¯ψn,k − ψk
)
, n ∈ N.
The second term on the right-hand side of this equality can be rewritten as
Bln
−1/2( ¯ψn,k − ψk) =
((
p2n/n
)−1
Bln
)−1/2(
pn/n1/2
)−1(
¯ψn,k − ψk
)
.
Because ((p2n /n)−1 Bln)−1/2 = O(1) by Assumption 4(c), and (pn/n1/2)−1( ¯ψn,k − ψk) = o(1) by Assumption
5, the desired result follows from Theorem 3 by the asymptotic equivalence lemma. 
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