We study structures equipped with generic predicates and/or automorphisms, and show that in many cases we obtain simple theories. We also show that a bounded PAC field (possibly imperfect) is simple.
Shelah's classification theory program one could assume that any theory one was dealing with was stable. Sometimes, theories produced by Robinson's methods turned out to be stable (such as algebraically closed or differentially closed fields). However, the method, in its most basic form, produces unstable theories. For example, if 9 consists of a single binary relation R, and X is the class of _Y-structures where R is symmetric, then the class of existentially closed members of X is axiomatizable, and the unique countable model is the random graph which is unstable. However, the random graph satisfies another property introduced by Shelah, namely simplicity. In recent works of Kim [6] and Kim-Pillay [7] , it was shown that almost all the dimension-theoretic machinery of stability theory (namely forking) is valid in the context of simple theories. So in the notion of simple theories, we find in a sense a unification of the theory of generic structures with the theory of forking.
In Section 2, we fix a complete theory T which has quantifier elimination in a language 9. We adjoin a new n-ary predicate symbol P to get a language 9,~. Under some mild assumptions on T, we show that T has a model companion Tp say, in 2~ (namely the class of existentially closed models of T in the language 9,~ is axiomatizable, and Tp, the "model companion", is the corresponding theory). The mild assumption is a uniform bound on definable families of finite sets. This is valid in many contexts, such as when T is o-minimal. We give an "almost" quantifier-elimination result for Tp. If T is simple, we show that Tp is simple.
In Section 3, we do something similar, but adjoining now to 2 a symbol B for an automorphism of a model of T. The question of when the existentially closed structures are axiomatizable is rather more problematic. But we nevertheless show that if the model companion G exists, and T is stable, then again 5 is simple. The prototype for our results is the special case where T is the theory of algebraically closed fields, which was studied by Chatzidakis and Hrushovski [l] .
Section 4 is rather different in spirit from the rest of the paper. In [5] , Hrushovski studied the model theory of perfect PAC fields with small Galois group. In fact he worked at a rather greater level of generality, namely bounded PAC substructures of strongly minimal sets. In any case the outcome was a good dimension theory for definable sets, which in particular yielded simplicity of the theory. Here we study PAC fields with small Galois group, which may be imperfect. We obtain an "almost" quantifier elimination, as well as simplicity of the theory. The methods used are however field-theoretic rather than model-theoretic. Our results beg the question of finding a model-theoretic generalisation: bounded PAC substructures of stable structures. We thank the referee for his comments, and also Ingo Kraus for pointing out an inaccuracy in an earlier version.
Review of simple theories
We now say a few words about simple theories.
Definitions.
Let T be a complete theory. We work in a big saturated model C of T. Let A C B and let p(x) be a complete type over B.
(1) If C is the image of B under some automorphism of C we denote by pc the corresponding image of p(x).
(2) We say that p(x) forks ouer A if there is some A-indiscernible sequence (B, :
i < 8) of realizations of tp(B/A) such that U{ pi; (x) : i <co} is inconsistent.
(3) T is .simple if for any complete type p(x) over a set B, there is some subset A of B, of cardinality at most that of T, such that p(x) does not fork over A.
(4) T is supersimple if for any complete type p(x) over a set B, there is a finite subset A of B such that p(x) does not fork over A.
1.2. Extending earlier work of Shelah [13] , Kim in [6] proves that if T is simple then nonforking has nice properties.
Theorem [6] . Let T he a complete simple theory.
(
1) For any p(x) E S(A) and B 2 A, there is q(x) E S(B) extending p(x) such that y does not ,fork over A. (2) tp(ajB) does not .fork over A c B #for all tuples b from B, tp(b.!A tia) does not fork over A. (3) For any A 2 B 2 C and a, tp(a/C) does not fork over A $ tp(a/C) does not ,firrk over B and tp(a/B) does not fork over A.

In [7]
, an additional characteristic property is proved for simple theories. This is the "Independence Theorem over a Model".
Theorem [7]. Let T be a simple theory, M a model of T, A 2 M, B 2 M such that tp(A/B) does not fork over M. Assume that p(x) E S(M) and pi(x), p2(x) are non-.fbrking extensions of p over A, B, respectively. Then there is a nonforking extension q(x) E S(A U B) of p(x) which extends PI(X) u
Pz(Xl
1.4.
The reason we say this is characteristic is that in [7] it is also shown that these properties characterise simple theories and forking. More precisely: This is the result we use to show that certain theories we obtain are simple. In each case the independence notion will come in some way from nonforking in an underlying stable theory, and (l)-(3) will be immediate. So the main work will be in proving the Independence Theorem. In all cases, we actually prove the Independence Theorem over algebraically closed sets. Although we do not discuss this issue, it actually shows that Lascar strong type coincides with strong type in the simple theories we construct (see [7] for details). Also, all our proofs can be modified to yield direct proofs that the given notions of independence are precisely nonforking as defined above.
Model companion of the theory of models of a stable theory with an additional unary predicate
In this section we study the problem of adding a generic unary predicate symbol to models of a complete theory. Throughout this section, T is a complete theory in the language 9, in which it admits elimination of quantifiers. We also assume that 9 contains a unary predicate symbol S, and we let 55'~ be the language 9 augmented by a unary predicate symbol P. Let T 0,~ the theory in the language 9~ axiomatised by T U {VxP(x) + S(x)}. Note that we allow for S to be the whole universe. We will show that if T eliminates the quantifier 3", then G,J has a model companion. In fact, this condition is also necessary, see 2.11. Recall that T eliminates the quantifier 3" if for every formula cp(x, j) E 9, x a variable and j a tuple of variables, the set of tuples b in a model A4 of T such that rp(M,b)=d,f{a~MIM~cp(a,b)} IS infinite, is definable. By compactness, this is equivalent to the existence of an integer N = N(q) such that for every model A4 of T and tuple ?J from M, the set q(x,b) is either finite of size less than or equal to N, or infinite. In general, the formulas 3°oxi30cx~(p(x~,x~,j) and 3m~230i7~~~(~i,~2,j) are not equivalent modulo T.
Convention. Until 2.11 we will assume that T eliminates the quantifier 3"O.
Definitions.
Let M be a saturated model of T, C a small subset of M, a = (al,. . . , a,) a tuple of elements of M, and cp(Z) a formula defined with parameters in C.
(1) We define the algebraic dimension of 5 over C, a-dim(Z/C), to be the maximal length of a sequence j(i) of positive integers <n such that Uj(l) srMC>, aj(i)~aCl(C,aj(l),...,aj(i-I)).
(2) We set a-dim(qo(Z)) = sup{a-dim(E/C) /M /= q(i)}.
Lemma. Let M /= T, cp(X, j) an Y-formula and d un integer. Then the set (6 )
a-dim( cp(F, b)) = d} is d&zable.
Proof. Let X = (x1,. . . ,xn), and let S, be the group of permutations of the set { 1.. . , IT}. Then for each i<n, the set {a ( a-dim(cp'(,?,a,&)) =d} is finite, and therefore contained in acl (&) . By compactness, there is a formula @(z,j), such that for every i the set defined by t,P(z,&) is finite (or empty), and contains
Let B(X,j) be the formula y(X,.f)~ /jlGrGn -~,V(x~,j).
Claim. Let a= (a,, . ,a,,) satisfying cp(x,b) and such that an acl(&) = B. Then Cr satisfies 0(X, b).
Indeed, for each i the set of realisations of $'(z,b) is contained in acl(b). Our assumption implies that no ai satisfies $'(z,b), and therefore that a satisfies O(,?.h).
We are now ready to prove the Lemma. We have two cases. Proof. We will first show that every model of TOJ embeds in a model of Tp,s. Since This shows that every model of TO,S embeds in a model of Tp,s. Assume now that (M, P) is a model of Tp,s, and let rl/(X, c') be a quantifier-free Yp-formula which has a solution in some extension (N,P) of (M,P). Then $(X,2) is equivalent to a disjunction of formulas of the form Proof. A standard argument gives the left to right implication. Assume now that the right hand side of the equivalence holds. Without loss of generality, we may assume that A = aclr(A), and that P n A = Q n A. We may also assume that M n N = A.
Let E be a model of T containing M and N, and define R on E so that it extends P and Q. Then 
FJ E aclr(a).
Proof.
(1) and (2) are obvious.
For (3) assume that a$aclr(A).
Choose a realisation a' of tpr(a/aclr(A)) such that aclr(A,a')nM =aclr(A).
Let N be a model of T containing M and a'. We can then extend P to N so that the P'p-structures aclr(A,a ) and aclr(A,a') are isomorphic by an isomorphism which sends a to a' and leaves aclT(A) fixed. Then (N,P) embeds in a model of Tp,s in which a and a' realise the same type over aclr(A). This shows that tp(a/A ) is not algebraic. [f T is stable, the same is true over any set E algebraically closed in T'q.
Proof. By simplicity (or stability) of T, we may find C independent from (a,&) over
E, which realises tpr(Fl/acl(E, a)) U tpr(&/acl(E, b)).
We are given P = PO on acl(E,&b). Extend PO to P, on acl(E,&F) so that F realises
tp(Fl/acl(E,G)), and to P2 on acl(E, h,?) so that C realises tp(&/acl(E,?i)), and P2 extends also PI n acl(E, F).
From the independence of a, b, C over E, we deduce that acl (E, 5, b) 
rl acl(E,~?, C) = acl(E, a), acl(E, a, 6) n acl(E, 6, C) = acf(E, b), and acl(E, a, C) n acl(E, 6, C) = acl(E, 5).
This implies that PO, PI and PZ are compatible. If we define
Corollary. If T is simple (supersimple)
then so is every completion ef'Tp,s.
Proof. Our notion of independence comes from the independence in the sense of the simple theory T, and it satisfies the independence theorem. Hence, our notion of nonindependence satisfies the hypotheses of Theorem 1.4, which shows that it coincides with forking. In particular, given a tuple a and sets A 2 B, tp(a/B) forks over A if and only if tpr(a/B) forks over A. Hence, any complete theory extending Tp,s is simple if T is simple, and supersimple if T is supersimple.
Elimination of imaginaries (T stable). [f T (weakly) eliminates imaginaries, so does every completion of Tp,s.
Proof. Let e E (M, P)"q + Tp,s. We want to find a tuple a EM equi-algebraic (in (M,P)eq) with e over MO. In this proof, we will denote by acleq(A) the algebraic closure of the set A in the structure (M,P)e4, and by acl(A) the algebraic closure of A in the structure M. Note that by weak elimination of imaginaries for M, every type over acl(A) is stationary. We will use the following basic properties of the fundamental order on types in stable theories (see e. 
> fO tpr(c/ucl( C, a, b)). Choose d realising tp(c/acl(C, 6)
) and independent from a over
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acl( C, h). Then d satisfies (*), J'(d) = e and d E Q; we have tpr(c/ucl(C,a,b)) df, tpr(c/acl(C,b)) = tpr(d/ac/(C.b))-f,, tpr (d/rrcl( C.U. h)).
Our (C, a, b) ) is its non-forking extension, they are equal.
We have shown: c is independent from a over Ch. But, c' is also independent from h over Ca; by weak elimination of imaginaries, this implies that c' is independent from
This shows that given e, we can find a and h in Q, independent over C. with ,f'(u) = ,f'(h) = e; the same is true for any imaginary element e' realising tp(e/C). Hence we can find c E Q independent from a, with f(c) # e. We now apply the independence theorem to cl realising tp(c/aclgY(C,a)), and to c2 realising tp(a;'acle4(C, b)), and get a contradiction. Hence the function ,f' is constant on the set Q. which implies that e is definable over c'.
Assume now that A4 eliminates strongly imaginaries, and let h code the set of conjugates of LI over e. Then h and e are equidefinable.
2.10. We will see that under very weak hypotheses. the theory Tp.3 has the independence property.
Proposition. Assume thut in some model M c?f'T thrrc arc tuples a. b \l'ith crcl(a, h) r-1 S sf ocl( a) U d(b).
Then T p,s has thr indqwndrnce prqwrt~~. 
Proof. Our hypothesis implies that neither of
T' U { Vxcp(x, a, b, ) +P(x)liEI}U{Vx
~(X,(I,b,)--)1P(s)li~l}
Proposition. Let T he any complete theory udwzitting qucrnt~f~er-elin7ination itz !?, und assume thut TO,J has a model-companion. Then ,fkr every ,fi~mulu cp(x. y) such that cp(x, j) + S(x), the set of tuplrs 6 in a model M of T ,such that q(A4, i) is infinite, is definable.
Proof. Assume this is not the case, and choose a model A4 of T, and a sequence &,, i E N. of tuples in M, such that for each i the set cp(M, &,) is finite of size greater than i. Choose an existentially closed model (N,P) of T0.s such that A4 C P. Let ti be a non-principal ultrafilter on N. We claim that NV is not existentially closed. Indeed, let 7, = (g,),. Then cp(N", b) is infinite, and contained in P. But (N'l/, P" ) embeds in (1) Proposition 2.11 shows that elimination of the quantifier 3" is the weakest assumption we need to make on T for Tp,s to exist.
(2) We can equally well work in T eq. Associating in the canonical way a first-order structure to the structure Meq, we may let the unary predicate symbol S range over various sorts (or sets of sorts). Thus for instance, consider the theory T of pure infinite We could also consider for S the set of (ordered) pairs of elements of M. Then Tp,s encodes the theory of the generic directed graph.
A third example is the random bipartite graph: we consider a structure with two unary predicates symbols P and Q, and S = P x Q.
(3) O-minimal structures eliminate the quantifier 3". Thus if T is a complete theory of an o-minimal structure then Tp exists, and satisfies all results up to (2.7). However, T and Tp are not simple. Analogous results hold for complete theories having all their models weakly o-minimal.
One can also show that if T is the complete theory of an o-minimal structure A4
(we will assume that < is a dense linear ordering on M), and S is a sort, then Teq eliminates the quantifier 3" on the sort S. We explain this below.
We have a definable equivalence relation E on Mk, and a formula cp(X, j), X a k-tuple, such that T + (cp(X, j) A E(f,_Z)) -+ &Z, j). We want to bound the size of the finite sets of the form { [a]~ 1 cp(cZ, b)} when 8 varies. Since a-dim is definable, we may assume that for some n, for all b, if M + 3 q(X, b) then a-dim(cp(& b) = n.
Observe also that a-dim coincides with the dimension as defined in o-minimal structures. Let us fix b, and assume that E has only finitely many classes in cp(X,&). By dimension theory, some of these classes must have dimension n, and the union of those of dimension <II has dimension <n. Thus we can use the following result.
Theorem (Pillay [lo] ). Let X &Mk be dejinable in an o-minimal structure A4, and let E be a dejinable equivalence relation on X. Assume that dirn(X)=n. Then X has only jinitely many E-equivalence classes of dimension n.
By compactness, the number of such equivalence classes on the sets cp(Z,6) is uniformly bounded in 5. We can therefore apply induction to the set of elements 5 satisfying cp(Z, b) and such that dim([Z]E) <n.
(4) Finally, observe that by (2.6)(3), if T eliminates the quantifier 30°, then so does Tp. Thus the procedure can be repeated, and we can add a second generic predicate symbol. Or, more simply, the proofs can be easily generalised to many predicate symbols.
Model companion of models with an automorphism
Throughout this section, we fix a complete theory T with the PAPA (defined below).
We assume for convenience that T admits elimination of quantifiers in the language d%. We work in Teq. In particular, the algebraic and definable that T is stable, we then show various results, among them the simplicity of G. For convenience, we will also assume that the theory T is countable (in the uncountable case, the notion of tit-generic has to be replaced by / Tlf-generic; one obtains similar results). have the PAPA (see [9] ).
Definition. Let CJ EA&(M).
We say that 0 is Nt-generic if the following holds: for all countable algebraically 3.4. Properties of N,-generic automorphisms when T has the PAPA. We refer to [9] for the proofs. if TA exists, then every model of TA is elementarily equivalent to some (N, z) with r Ni-generic.
We assume that TA exists.
Let (MO, ao) be a model of G. By (3.4.1), there is a model Ni of T containing M, and an Ni-generic automorphism ri of Ni extending ao. Since G is the model companion of To, (MO, ao)+i (Ni, TI ).
Hence there is an elementary extension (Ml, ai ) of (MO, ao) which contains (Ni, ri). Proceed in this way, and build inductively an increasing chain of models of TO, with each Ni a model of T and ri an Ni-generic automorphism of Ni, and (M,ai)+(Mi+i,a,+i ) for i>O. Taking the union of this chain, we obtain a model (M, a), which is an elementary extension of (MO, 00) and of (Ni, ~1) (by 3.4.2). Hence
NO, aoH(N, 51).
Assume now that T' is model-complete, and let (M, a) be an existentially closed model of TO. By 3.
4.1, there is (N,r) k T' containing (M,a). Since (M, a) is existentially closed, every V'3 sentence true in (N, r) is true in (M, a). Hence (M, a) b T'
because T' is model-complete. 
Lemma. acl,(A) is the algebraic closure of A.
Proof. Clearly, all elements of acl,(A) are algebraic over A. Let d E U., algebraic over A = acl,(A). By 3.5(2), there is e E acZ(A,d) such that qftp(e/A) k @(d/A). Thus, replacing d by e-a(e)-.^ ok(e), we may assume that the formula isolating tp(d,'A )
is of the form q(x, (T(X)), with cp(x, y) an Z-formula with parameters in A. Let k t N be the number of conjugates of d over A, and consider the following set of formulas:
where 2 is a collection of formulas expressing a(tpr(xo,. ,xk/A)) = tpr(yo.. , 1'~ "4):
for each $(x0,. . ,xa,z) E L? and tuple a E A, 2 contains the formula $(x0.. . ,,Q, u) ++ vQO,...,Yk,~(~)). 
Our assumption on tp(d/A) implies that T U DiugY~(A)
U
,xk, -JO,. , _vk) + V,,,, c,Gt x~=x,. This shows that tpr(d/A)
is algebraic, and therefore that d E A.
Terminology (7' stahlc). Let A, B, E be subsets of a model (M. a) of r,. We say that A and B are independent owr E, if the sets ucl,(E, A) and ucl,(E, B) are independent over U/,,(E) in the sense of the model A4 of T, that is, if tpT(uL.1,(EA)llrr,l,(EB)) does not fork over UC/,(E).
From its definition, it is clear that independence is transitive, symmetric. has a local character, and that "non-forking" extensions always exist. In order to show that r, is simple, it will therefore suffice to show the independence theorem:
Theorem (T stable). Let (E, o) k TO. Assume that a, 6, Cl and Cl ure independent OWP E, and thut ?I und & reulise the sume type owr E. Then there is u C independent jiiom (a,&) over E und rrulising tp(C, Jucl,(E, a)) U tp($ucl,(E, 6)).
Proof. We replace a by A = ucl,(E, ?i), 6 by B = ucl,(E, 6), 27, by C = ucl,(E, Cl ) and (I by Cz = ucl,(E,&). We work in a big model U of T. Since E + T and T is stable, C realises tpT( Cz/B).
We are given cr on ucl,(A,B) and ucl,(A,C) (and therefore on dclr(ucl,(A, B), ucl,(A,C))), and we wish to extend it to uc1,(.4, B, C) so that C realises tp(Cz,B). Note that, because A =0(A), B=o(B)
and C = a(C), the algebraic closures in the sense of r, of the sets A U B, A U C, B U C and A U B U C coincide with the algebraic closures of these sets in the sense of T.
Define (~2 on ucl~(B,C) so that 02 extends g on B and C, and C realises tp(CzjB).
This is possible since B and C are independent over E, and tp(Cz/E) = tp( Ci'E).
We need to show that ci U 02 is an elementary map. 
Claim. dclT(uclr(A, B),ucZT(A, C)) TI ucl~(B, C) = dclT(B, C) Let c( E dclr(uclr(A, B),uclT(A, C)) f'acl~(B, C); choose tuples Cz E A, g E B, i: E C, and tuples /I E ucl~(5,8), y E uclr(G, E) such that a E dclr(&, b, E, /I, ;I). Let q(x, II
Corollary. Assume that T is strongly minimal and acl(0) is infinite. Then every completion of TA weakly eliminates imaginaries. If T eliminates imaginaries, so does every completion of TA.
Proof. Similar to the proof of 2.9 (replacing acl by acl,) noting that every algebraically closed set is a model of T, and applying (3.7).
Proposition. Assume that there is a model M of T, and tuples a, b such that aclr(M, a, b) # dclr(aclr(M, a), aclr(M, b)). Then TA has the independence property.
Proof. Let 
(iii) for all tuples a, b,c, RM(tp(ab/c)) = RM(tp(a/bc)) + RM(tp(b/c))
. The axioms will say: whenever U is a set of Morley rank n degree 1, and V is a definable subset of U x a(U) of Morley rank n + m and degree 1, the projections of V on each of U, a(U) have Morley rank n, and the fibres of each of these projections all have Morley rank m, then there is a such that (a, o(a)) E V.
(3) If T is a complete o-stable theory of modules, then also 7'~ exists (although T may have infinite Morley rank, so is not covered by (2)).
For instance, let us take for T a complete theory of a left R-module, and assume that T is w-stable. If (M, a) k To, then (M, a) can be viewed simply as an R[a, a-']-module.
In particular it is stable. We refer to Prest's book [12] for results on modules.
Recall that a pp-formula cp(x,y) (x,y tuples of variables) is a formula of the form 3z Ax+Bz = y, where A and B are matrices with their coefficients in R. The pp-formula cp(x,O) defines a subgroup of some power of M, which is in general not a submodule if R is not commutative. Observe that cp(x, 0) has no parameters. Every definable subset of M" is a boolean combination of cosets of pp-definable subgroups. The module M is w-stable if and only if every descending chain of pp-definable subgroups of M is finite. Given a pp-definable subgroup N of M", we say it is connected if it has no proper pp-definable subgroup of finite index; it then has Morley degree 1.
The main point is that we have pp-elimination of quantifiers, and so every definable set (with parameters) is a Boolean combination of cosets of connected pp-definable (over 0) subgroups. Also (and this is crucial) if G is a connected pp-definable subgroup which projects onto a pp-definable subgroup H (both defined over 0) then any realisation of the generic type of G over some set A of parameters, projects to the generic type of H over A. The axioms for TA will say: given connected ppsubgroups G,H over 0 such that G <H x H and G projects onto H both ways, then whenever X is a translate of H and Y is a translate of G contained in X x a(X)
and & is a proper pp-definable subset of X, then there is a such that (a, a(a)) EX but a$?X,. As we saw above, any completion of TA is stable. By Corollary 3.8 it is also superstable. We will now show that there are few quantifier-free types.
Let , a(a) , . . . ,
a"(a)/A), and tp,(b/A,a'(b), i>O) does not fork over {A, o(b), . . ., o"(b)}, then qftp(b/A) = qftp(a/A). Because T is s-stable, this shows that the number of quantifierfree types over
In general, one does not have o-stability. For instance, assume that for every prime p in an infinite set P, the p-torsion of M is finite non-trivial. Then saturated models of T have elements of infinite order.
Let a EM be a non-algebraic element of infinite order, which is the generic of a connected pp-definable subgroup N of M; for p E P, the equation py = pa has a finite number ( > 1) of solutions, which implies (by superstability) that pa is also a generic of N, and therefore realises the same type as a. Hence the equation py = a has a finite number ( > 1) of solutions for p E P. Let T' be the completion of TA obtained by letting cr be the identity on acl (8) . Then, for any subset I of P, the type =x + 4Y> # Y I P 6 P\4 is consistent. Which shows that T' is not o-stable.
On the other hand, it is fairly easy to construct examples where any completion of TA is w-stable. 
Bounded PAC fields
Throughout this section, 9 is the language of rings. In [5] , Hrushovski showed that any complete theory of perfect PAC field with small Galois group is simple, and in fact supersimple. Supersimplicity implies that the rank based on forking (called SUrank) is well-defined, and has the same properties as the ordinary U-rank. A standard argument then shows that a supersimple field K must be perfect and have small Galois group, see e.g. [l 11.
In this section, we will show that the assumption of perfectness can be dropped in Hrushovski's result. This gives examples of simple unstable fields which are not supersimple.
Definitions.
(1) A field F is PAC if every (absolutely irreducible) variety V defined over F has an F-rational point. Equivalently, if whenever L is a regular extension of F and R C L is a finitely generated subalgebra of L, there is an F-algebra
(2) Let F be a field of characteristic p >O. Then F P is a subfield of F, isomorphic to F via the isomorphism x H xp. Thus F is naturally an FP-vector space. We say that B C F is a p-basis for F, if the set M of all monomials in B of the form b;'" h:"' with bl,....b, E B and O<i(l),...,i(n)dp-1, is a basis of the FP-vector space F.
The size of B is called the degree of imperfection of F.
(3) We say that the field F is bounded if F has finitely many separably algebraic extensions of degree IZ for all n > 1. i=O Note that these functions depend on the field F, and that the above properties define them uniquely. We will refer to them as: "the R-functions defined on F". Consider the language YJ, = B U {ii,, 1 n E N, 0 di < p"}, and let SCF,,d be the theory obtained by adjoining to SCF, axioms expressing the defining properties of the functions Ai,,. Then SCF,,i is complete and eliminates quantifiers but does not eliminate imaginaries [2] .
Facts. Let F be u field, FS its separable closure, and E a subjield of F. Then (1) A p-basis for F is u p-basis for F". The ?b-functions of FS extend those of F. (2) F is a separable extension of E if and only if a p-basis of E extends to a p-basis of F, if and only tf E is closed under the A-functions of F.
PAC fields.
We will use the following results.
(1) and (2) are due to Cherlin, van den Dries, Macintyre, (3) to Ax, (4) to Roquette, and (5) to Fried.
Theorem. Let E and F be separable extensions of a jield L.
(1)
(Theorem 18.6 in [4] (2) . To show the last assertion, reason as in case 1 and find a purely inseparable extension F' of L such that B is a p-basis of F * Then F 4 F *
G(E) ---f G(L) and G(F) -+ G(L
Proposition. Let F be a PAC field, let E be a subfield of F such that F is a regular extension of E. Then E is algebraically closed in the sense of Th(F ).
Proof. The regularity assumption on F implies that F is a separable extension of E and that the restriction map G(F) ---f G(E) is onto. Let Fl be an E-isomorphic copy of F, linearly disjoint from F over E. Then F" and F,S are linearly disjoint over E".
Fix an Es-isomorphism q : F" --f Ft such that q(F) = F,, and let @: G(F, ) --+ G(F) be the induced isomorphism of profinite groups. Then @ commutes with the restriction maps to G(E).
Since F' and Ft are linearly disjoint over ES, Qal(FS~/FF~) is the fibered product of G(F) and G(Fl) over G(E), i.e.,
Let H = {(Q(T), r) ( z E G(4)).
Then H can be identified with a closed subgroup of
%al(F"F~/FF ), and the restriction maps H ----t G(F) and H -+ G(F,) are isomorphisms.
In particular, the subfield L of Fsy fixed by H is a regular extension of both F and Ei.
Fix a p-basis of E, and extend it to a p-basis B of F; let Bl = q(B). Then BU B1 is a p-basis of L. 
Corollary. If E C F, then acI(E) is obtained by closing E under the l-functions of F and taking the relative (jield-theoretic)
algebraic closure in F.
4.6. We fix a complete theory T of a bounded PAC field F. For each n > 1, let N(n) be the degree over F of the Galois extension composite of all Galois extensions of 
Proof. (2) By 4.2(2) F is a separable extension of E.
Each polynomial XN@) + c,J(,,-~X~(~)-' + . . . + C,,O is irreducible over E, and therefore defines an extension E,, of E of degree N(n). Since F /= T,, we know that FE,, is Galois over F, and contains all Galois extensions of F of degree n. From ES n F = E, we deduce that E, is a Galois extension of E of degree N(n), containing all Galois extensions of E of degree n.
This shows that ESF =FS and therefore that the restriction map: G(F)+ G(E) is an isomorphism.
Let L be a model of T, containing E. Then L is a separable extension of E, since the ;l-functions of L extend those of E. For n > 1, the polynomial XN(") + and ucl(EB) are linearly disjoint over UC/(E).
Theorem (The Independence theorem). Let E c F k T(, let a, b. ci,c: br tup1e.s c?f clcmrnts of'F. independent over E, und ussume thut tp(cI.'trc/(E)) = tp(cz/ucl( E)) cmtl E and F have the same degree e qf imperfection. Then there is a tuple c indt~poxlerzt fi~mz (u, h) over E. and realising tp(cl;ucl(Eu))
u tp(q/acl(Eh)).
Proof. We assume F very saturated, and work in F'. We also assume that E = WI(E). is an isomorphism. Let L be the subfield of (ABC)' fixed by Gt; then it is a regular extension of C?, ucl(AB). acl (AC) and E. Hence it embeds in a model N of T,,. By 4.6 (2) , cl realises tp(cl l'ocl(Ea)) U tp(q/acl(Eb)).
