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Resumen: En este art´ıculo presentamos compendium, una herramienta de generacio´n
de resu´menes de textos modular. Esta herramienta se compone de un mo´dulo central con
cinco etapas bien diferenciadas: i) ana´lisis lingu¨´ıstico; ii) deteccio´n de redundancia; iii) iden-
tificacio´n del to´pico; iv) deteccio´n de relevancia; y v) generacio´n del resumen, y una serie
de mo´dulos adicionales que permiten incrementar las funcionalidades de la herramienta per-
mitiendo la generacio´n de distintos tipos de resu´menes, como por ejemplo orientados a un
tema concreto. Realizamos una evaluacio´n exhaustiva en dos dominios distintos (noticias de
prensa y documentos sobre lugares tur´ısticos) y analizamos diferentes tipos de resu´menes ge-
nerados con compendium (mono-documento, multi-documento, gene´ricos y orientados a un
tema). Adema´s, comparamos nuestro sistema con otros sistemas de generacio´n de resu´me-
nes actuales. Los resultados que se obtienen demuestran que la herramienta compendium es
capaz de generar resu´menes competitivos para los distintos tipos de resu´menes propuestos.
Palabras clave: Procesamiento del Lenguaje Natural, Generacio´n de resu´menes de textos
Abstract: This paper presents compendium, a modular text summarization tool. On
the one hand, it consists of a core module, which comprises five distinct stages: i) linguistic
analysis; ii) redundancy detection; iii) topic identification; iv) relevance detection; and v)
summary generation. On the other hand, it integrates additional modules, with the purpose
of increasing the capabilities of the text summarization tool, thus allowing the generation
of different types of summaries, such as query-focused summaries. An exhaustive evaluation
has been carried out in two domains (newswire and tourist places) in order to analyze the
summaries generated with compendium (single-document, multi-document, generic, and
query-focused). Moreover, a comparison between our tool and other summarizers is also
performed. The results obtained show that compendium is able to generate competitive
summaries for the different types of summaries proposed.
Keywords: Natural Language Processing, Text Summarization
1. Introduccio´n
La generacio´n de resu´menes no es una ta-
rea nueva, ya que los primeros intentos de
producir resu´menes automa´ticos se llevaron a
cabo a finales de los an˜os 50 (Luhn, 1958). Sin
embargo, ha experimentado una gran evolu-
cio´n en la u´ltima de´cada, sobre todo desde
el ra´pido crecimiento de Internet. La gran
cantidad de informacio´n disponible en forma-
to electro´nico crece de manera exponencial,
dando lugar a millones de documentos cuya
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magnitud dificulta en gran medida su mane-
jo. Debido a esto, la generacio´n de resu´me-
nes es de gran utilidad en el desarrollo de
herramientas de Procesamiento del Lenguaje
Natural (PLN) puesto que permite procesar
grandes volu´menes de informacio´n y presen-
tarla de forma resumida y sencilla, de modo
que ofrezca al usuario, o a otras tareas de
PLN, la posibilidad de gestionar la informa-
cio´n requerida ma´s eficientemente.
Segu´n la Real Academia Espan˜ola (RAE),
“resumir” es “reducir a te´rminos breves y
precisos, o considerar tan solo y repetir abre-
viadamente lo esencial de un asunto o mate-
ria” (DRAE, 22a edicio´n). De esta definicio´n
se deduce que un resumen, si es elaborado co-
rrectamente, puede servir como sustituto del
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documento completo y ahorrar as´ı, el traba-
jo de leerlo en su totalidad. La realizacio´n de
un resumen requiere la lectura del documen-
to en cuestio´n, saber extraer los conceptos e
informacio´n ma´s relevante y finalmente, re-
escribir toda esa informacio´n de manera que
se obtenga un texto de menor taman˜o que
el original. Esto no es un proceso inmediato,
sino que requiere tiempo y esfuerzo por par-
te de las personas que efectu´en el resumen.
En cambio, la obtencio´n de dichos resu´menes
de forma automa´tica implicar´ıa que apenas
bastar´ıan pocos segundos para resumir gran-
des cantidades de documentos. Ante los mi-
llones de documentos existentes en la web,
supondr´ıa una gran ventaja disponer de este
tipo herramientas automa´ticas.
En este art´ıculo se presenta compen-
dium como una herramienta de generacio´n
de resu´menes modular, que es capaz de ge-
nerar resu´menes extractivos (seleccio´n de
las frases ma´s importantes) de uno (mono-
documento) o varios documentos (multi-
documento), as´ı como tambie´n resu´menes
gene´ricos u orientados a un determinado te-
ma. El sistema presentado se compone de di-
ferentes etapas, que se explicara´n ma´s adelan-
te, y gracias a su arquitectura flexible, se pue-
den an˜adir nuevos mo´dulos para incrementar
las funcionalidades del mismo. Los resultados
obtenidos demuestran que los resu´menes ge-
nerados con compendium son competitivos
con respecto a otros sistemas de generacio´n
de resu´menes existentes en la actualidad.
El resto del art´ıculo esta´ estructurado de
la siguiente manera: la seccio´n 2 presenta un
breve estado de la cuestio´n. La seccio´n 3 des-
cribe compendium, junto con los diferentes
mo´dulos que lo componen. A continuacio´n,
la seccio´n 4 muestra la evaluacio´n del siste-
ma y los resultados obtenidos. Finalmente, la
seccio´n 5 presenta las conclusiones y trabajos
futuros.
2. Estado de la cuestio´n
En la actualidad, se pueden adoptar di-
versos enfoques para generar resu´menes de
forma automa´tica. Estos enfoques incluyen
desde te´cnicas estad´ısticas, como la frecuen-
cia de las palabras (Lloret y Palomar, 2009),
hasta te´cnicas basadas en el ana´lisis del dis-
curso (Louis, Joshi, y Nenkova, 2010), pasan-
do tambie´n por algoritmos basados en grafos
(Plaza, Dı´az, y Gerva´s, 2008) o de aprendiza-
je automa´tico (Schilder y Kondadadi, 2008).
En lo que respecta a sistemas de gene-
racio´n de resu´menes, uno de los ma´s cono-
cidos es el sistema MEAD (Radev, Blair-
Goldensohn, y Zhang, 2001), que es capaz de
producir resu´menes extractivos tanto mono-
como multi-documento, basa´ndose en las si-
guientes fuentes de conocimiento: posicio´n de
la frase, solapamiento de una frase con res-
pecto a la primera, y medidas para calcular
la similitud de una oracio´n respecto a la ora-
cio´n que constituye el centro de un clu´ster
(centroide). Las frases que forman parte del
resumen final se seleccionan en base al resul-
tado de combinar linealmente las caracter´ısti-
cas previamente expuestas. Otro sistema que
tambie´n se basa en la extraccio´n y combi-
nacio´n de caracter´ısticas estad´ısticas (tf-idf),
posicionales y de similitud, como por ejemplo
la similitud de las frases con respecto al tema
que queramos extraer, es SUMMA (Saggion,
2008). Ambos sistemas tratan en problema
de la redundancia con medidas basadas en el
ca´lculo de la similitud del coseno. El sistema
propuesto por (Steinberger et al., 2007), di-
sen˜ado especialmente para mono-documento,
propone el uso de Latent Semantic Analysis
para determinar los temas ma´s importantes
de un documento combinado con informa-
cio´n le´xica y resolucio´n de la ana´fora. Summ-
Graph (Plaza, Dı´az, y Gerva´s, 2008) es un
me´todo basado en grafos sema´nticos que es
capaz de identificar las frases ma´s importan-
tes de un documento, y extraerlas, analizando
previamente los conceptos que componen las
frases del documento y las relaciones entre
ellos.
Nuestro sistema, compendium, se dife-
rencia principalmente de los sistemas ante-
riormente citados en dos aspectos: i) integra
un mo´dulo espec´ıfico para tratar el problema
de la redundancia, basado en la implicacio´n
textual, que va ma´s alla´ del co´mputo de la
similitud le´xica entre oraciones; y ii) adema´s
de emplear caracter´ısticas estad´ısticas, utili-
za fuentes de informacio´n basadas en teor´ıas
lingu¨´ısticas y cognitivas. En la siguiente sec-
cio´n se explica de forma detallada el sistema
y cada una de las etapas que lo componen.
3. Arquitectura de COMPENDIUM
compendium es una herramienta modu-
lar, capaz de producir distintos tipos de
resu´menes de textos. Como entrada puede re-
cibir uno o ma´s documentos (mono- o multi-
documento) y como salida, puede producir


















Figura 1: Arquitectura general de compendium.
resu´menes gene´ricos u orientados a un te-
ma en concreto. El objetivo de los resu´me-
nes generados es que proporcionen al usuario
las ideas ma´s importantes de los correspon-
dientes documentos fuente, y por lo tanto se
pretende que estos resu´menes sean informa-
tivos. Finalmente, es importante destacar el
hecho de que, por el momento, compendium
ha sido desarrollado y evaluado so´lo para el
ingle´s, lo cual no quita que no se pueda adap-
tar y probar para otros idiomas, como el cas-
tellano. Esto queda pendiente para investiga-
ciones futuras.
En el proceso de generacio´n de resu´menes
que proponemos se pueden distinguir dos ti-
pos de mo´dulos. Por un lado, el nu´cleo de
la herramienta (mo´dulo central) esta´ forma-
do por cinco etapas, a partir de las cuales
se producen extractos gene´ricos. Por otro la-
do, los mo´dulos adicionales se proponen con
el objetivo de incrementar las funcionalida-
des de compendium, para producir tipos
de resu´menes concretos, como por ejemplo
resu´menes orientados a un tema concreto.
Cada uno de estos mo´dulos a su vez contiene
una serie de etapas, dependiendo del objetivo
que se persiga.
La figura 1 muestra la arquitectura ge-
neral de compendium, do´nde la parte cen-
tral representa el nu´cleo de la herramien-
ta, mientras que los procesos enmarcados en
recta´ngulos con bordes discontinuos se refie-
ren a los mo´dulos adicionales. Como se ob-
serva en la figura, por el momento solamente
se ha desarrollado el mo´dulo de similitud con
la pregunta.
A continuacio´n se hace una distincio´n en-
tre las etapas que integran el nu´cleo de la
herramienta y las que se consideran adicio-
nales, y se explica con detenimiento cada una
de ellas.
3.1. Nu´cleo de COMPENDIUM
Las etapas que forman el nu´cleo central de
compendium son: i) ana´lisis lingu¨´ıstico; ii)
deteccio´n de redundancia; iii) identificacio´n
del to´pico; iv) deteccio´n de relevancia; y v)
generacio´n del resumen.
3.1.1. Ana´lisis lingu¨´ıstico
En esta etapa se realiza un preprocesado
ba´sico del texto o de los textos de entrada,
que consiste en:
Segmentacio´n de oraciones. El texto
de entrada se segmenta en oraciones1, ya
que esta es la unidad que vamos a con-
siderar para generar el resumen.
Segmentar en tokens. Adema´s de seg-
mentar el texto de entrada en frases,
tambie´n debemos segmentarlo en to-
kens2 para poder luego calcular la fre-
cuencia de aparicio´n de cada uno, o bien
1http://duc.nist.gov/duc2004/software/
2http://cogcomp.cs.illinois.edu/page/tools view/8
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distinguir si se trata de una stop word o
no.
Realizar stemming. Este proceso nos
permitira´ obtener la ra´ız de una pala-
bra3.
Identificacio´n de stop words. Este
proceso nos permitira´ descartar palabras
que carecen de informacio´n sema´ntica,
como art´ıculos, preposiciones, etc., que
no son necesarias para determinar la re-
levancia de una oracio´n en el texto. Para
poder identificarlas correctamente, nos
basamos en una lista predefinida de stop
words para el ingle´s4.
3.1.2. Deteccio´n de redundancia
El objetivo de esta fase es detectar y eli-
minar la informacio´n redundante de un do-
cumento, para evitar as´ı que el resumen con-
tenga informacio´n repetida. Para lograr este
objetivo, nos basamos en un mo´dulo de re-
conocimiento de la implicacio´n textual (TE)
(Ferra´ndez-Esca´mez, 2009), que nos indicara´,
dadas dos oraciones si una se puede deducir
de la otra. Este sistema se basa en el co´mpu-
to de un conjunto de medidas le´xicas (como
por ejemplo, distancia de Leveshtein, Smith-
Waterman, similitud del coseno), sinta´cticas
(a´rboles de dependencia) y sema´nticas basa-
das en WordNet 3.0 5, aplicando un clasifica-
dor SVM con el objetivo de tomar la decisio´n
final.
La idea principal realtiva al uso de la im-
plicacio´n textual en tareas automa´ticas de
resu´menes siguiendo el enfoque propuesto, re-
side en conseguir un conjunto preliminar de
oraciones formado por aque´llas que no tienen
relacio´n de implicacio´n con ninguna otra fra-
se del documento. La identificacio´n de dichas
relaciones de implicacio´n ayudan a que el re-
sumen final contenga la menor redundancia
posible.
El siguiente ejemplo ilustra co´mo aplica-
mos esta te´cnica para evitar que el resumen
contenga informacio´n repetida. Partiendo del
siguiente conjunto de frases:
S1 S2 S3 S4 S5 S6
para obtener aquellas que no son redun-





de implicacio´n entre ellas, de la siguiente
manera:
FrasesNoRedundantes = {S1}
FrasesNoRedundantes −→ implica −→ S2 ⇒ NO
FrasesNoRedundantes = {S1, S2}
FrasesNoRedundantes −→ implica −→ S3 ⇒ NO
FrasesNoRedundantes = {S1, S2, S3}
FrasesNoRedundantes −→ implica −→ S4 ⇒ SI
FrasesNoRedundantes = {S1, S2, S3}
FrasesNoRedundantes −→ implica −→ S5 ⇒ SI
FrasesNoRedundantes = {S1, S2, S3}
FrasesNoRedundantes −→ implica −→ S6 ⇒ NO
FrasesNoRedundantes = {S1, S2, S3, S6}
Finalmente, obtenemos un conjunto de
frases (S1, S2, S3, S6) no redundantes forma-
do por las frases que no son implicadas entre
s´ı.
3.1.3. Identificacio´n del to´pico
A pesar de que la frecuencia de las pala-
bras fue de las primeras te´cnicas en utilizarse
para generar resu´menes de forma automa´ti-
ca (Luhn, 1958), todav´ıa se sigue utilizando,
ya que es una te´cnica sencilla de aplicar que
obtiene muy buenos resultados.
Por lo tanto, usamos la frecuencia de las
palabras para obtener el tema o temas prin-
cipales de un documento, de tal manera que
las palabras con mayor frecuencia en un do-
cumento (sin tener en cuenta las stop words,
que han sido previamente eliminadas) indi-
can cua´les son los to´picos ma´s importantes
del mismo.
3.1.4. Deteccio´n de relevancia
Esta etapa se encarga de asignar un peso a
cada oracio´n del documento, en funcio´n de su
relevancia. Este peso se calcula combinando
la frecuencia de cada te´rmino obtenido en la
etapa anterior con el Principio de la Cantidad
de Codificacio´n (Givo´n, 1990).
Este principio es de origen lingu¨´ıstico-
cognitivo y establece que mientras ma´s im-
portante es la informacio´n, ma´s prominente,
ma´s evidente y larga sera´ el medio de codifi-
cacio´n que la represente. Esto significa que un
elemento encargado de presentar una deter-
minada informacio´n en un texto, recibira´ una
codificacio´n que sera´ ma´s o menos larga, en
funcio´n del grado de relevancia que tenga di-
cha informacio´n en el texto. En cambio, si se
trata de informacio´n menos importante, e´sta
se codificara´ con menor peso le´xico. En (Ji,
2007), se ha demostrado que este principio se
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cumple en textos escritos y adema´s, esta´ di-
rectamente relacionado con otro principio de
cara´cter cognitivo, que es el Principio de la
cantidad, la atencio´n y la memoria (Givo´n,
1990), cuyas premisas son: (1) la codifica-
cio´n ma´s prominente y distinta atraera´ ma´s
la atencio´n del receptor, y (2) la informacio´n
que atrae ma´s la atencio´n se memoriza, al-
macena y recupera de forma ma´s eficiente.
Como unidad de codificacio´n, decidimos
seleccionar los sintagmas nominales, puesto
que son capaces de contener ma´s o menos in-
formacio´n segu´n lo que se quiera transmitir,
al poder incorporar modificadores (determi-
nantes, adjetivos, nombres, o incluso cla´usu-
las de relativo) que permiten aclarar y dar
ma´s informacio´n sobre un determinado sus-
tantivo.
Nuestra hipo´tesis de trabajo al utilizar es-
te principio es que las oraciones que conten-
gan sintagmas nominales ma´s largos forma-
dos por las palabras que constituyen el tema
principal del documento, hara´n que dichas
frases reciban mayor peso para ser seleccio-
nadas y formar parte del resumen final.
Para identificar los sintagmas nominales
de una frase, utilizamos la herramienta Ba-
seNP Chunker6. Una vez que ya tenemos los
sintagmas nominales identificados en las fra-
ses de los documentos, cada una de las frase
se clasificara´ en funcio´n de un ra´nking obte-








rsi = representa la relevancia de la oracio´n i,
#NPi = nu´mero de sintagmas nominales que
la oracio´n i contiene,
tfw = frecuencia de la palabra w que perte-
nece al sintagma nominal NP.
3.1.5. Generacio´n del resumen
El objetivo de esta fase es generar un resu-
men de una determinada longitud en nu´me-
ro de palabras. En esta fase, podemos distin-
guir entre dos tipos de resu´menes: resu´menes
gene´ricos (compendiumE), que contienen la
informacio´n ma´s relevante de un documento
y resu´menes orientados a un tema concreto
(compendiumQE), que deben contener sola-
mente la informacio´n ma´s importante relacio-
nada con ese tema.
6ftp://ftp.cis.upenn.edu/pub/chunker/
Resu´menes gene´ricos
(COMPENDIUME). Una vez cal-
culada la relevancia de cada frase de
los documentos, las frases cuyo valor
de relevancia sea mayor sera´n seleccio-
nadas para pertenecer al resumen final
hasta alcanzar la longitud de resumen
deseada.
Resu´menes orientados a un to´pico
(COMPENDIUMQE). Para generar es-
te tipo de resu´menes, tenemos que tener
en cuenta, adema´s de la etapa de detec-
cio´n de redundancia, el mo´dulo adidio-
nal de similitud con la pregunta (Seccio´n
3.2.1). Una vez obtenidos estos dos valo-
res, se combinara´n mediante la fo´rmu-
la 2, donde β puede obtener valores que
oscilen entre 0 y 1, dependiendo de si
se quiere dar ma´s importancia a la rele-
vancia de la frase o a la similitud con la
pregunta. Las frases que obtengan ma-
yor puntuacio´n sera´n las que seleccionen
para formar el resumen final.
Scsi = (1 + β
2)
rsi ∗ qSimsi
β2 ∗ rsi + qSimsi
(2)
donde:
Scsi = es la puntuacio´n final para la frase i,
rsi = es la relevancia de la frase i,
qSimsi = es la similitud entre la pregunta
(o tema) y la frase i.
3.2. Etapas adicionales
Para poder generar resu´menes orientados
a un tema en concreto integramos una etapa
adicional (similitud con la pregunta) que nos
permite identificar que´ frases del documento
tratan sobre dicho tema.
3.2.1. Similitud con la pregunta
Previamente a la ejecucio´n de las etapas
que componen el nu´cleo central de compen-
dium y que nos permiten eliminar la informa-
cio´n redundante, identificar los temas princi-
pales del documento y seleccionar la informa-
cio´n ma´s relevante, establecemos esta etapa
para determinar que´ frases esta´n relacionadas
con una pregunta o tema inicial (por ejemplo,
“lugares de intere´s para visitar en Alicante”)
que se proporciona junto con los documentos
a resumir.
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La similitud de cada una de las frases del
documento con respecto a la pregunta se cal-
cula usando la medida del coseno que esta´ im-
plementada en el herramienta Text Simila-
rity7.
Con el objetivo de dar mayor cobertura
a la hora de encontrar frases similares a la
pregunta proporcionada, resolvemos la ana´fo-
ra utilizando la herramienta JavaRap8. Esto
puede ayudar a que la medida de similitud
utilizada (en nuestro caso, el coseno) sea ma´s
precisa a la hora de identificar frases similares
con la pregunta. Por ejemplo, si la pregunta
es “Euston Railway Station” y una de las fra-
ses es “It is located in London”, si no resolve-
mos la ana´fora para esta frase, la fo´rmula del
coseno no detectara´ ningu´n tipo de similitud
entre estas dos frases.
Por tanto, el peso que se corresponde con
la similitud entre las frases y la pregunta se
calcula de acuerdo a la fo´rmula 3:
qSimsi = SimCoseno(Si, P ) (3)
donde:
SimdCoseno(Si, P ) = es la similitud calcula-
da en base al coseno entre la frase Si y la pregunta
P.
4. Evaluacio´n de COMPENDIUM
Para evaluar los resu´menes generados
con compendium utilizamos la herramien-
ta ROUGE9 (Lin, 2004). Esta herramienta,
muy utilizada para la evaluacio´n automa´tica
de resu´menes, permite obtener los valores de
precisio´n, cobertura y F-medida, para dife-
rentes niveles de solapamiento entre distintos
resu´menes, siempre y cuando dispongamos de
resu´menes de referencia. En este trabajo so´la-
mente mostraremos los valores obtenidos pa-
ra la cobertura que nos permitira´n comparar-
nos con otros sistemas. Las medidas ROUGE
que usaremos para nuestra evaluacio´n com-
prenden ROUGE-1 y ROUGE-2, que deter-
minan la cobertura basada en unigramas y
bigramas, respectivamente, entre el resumen
candidato y el resumen (o resu´menes) mo-
delo; ROUGE-L, que se basa en obtener la
subsecuencia comu´n ma´s larga, consecutiva o
no, entre dos textos y ROUGE-SU4, que per-





resumen automa´tico y uno de referencia, per-
mitiendo un nu´mero de palabras entre ellos
no superior a cuatro.
Concretamente, compendium se ha eva-
luado sobre un conjunto de documentos, que
pertenecen a dos dominios distintos: noti-
cias de prensa y documentos sobre lugares
de intere´s tur´ıstico. Para primer dominio se
han utilizado los datos de las competicio-
nes DUC10 de las ediciones del 2002, 2003,
y 2004. Por otro lado, para los documentos
sobre lugares tur´ısiticos se ha usado el cor-







DUC 2002 59 567 630
DUC 2003 30 298 669
DUC 2004 50 500 601
Lugares tur´ısticos 308 3.080 690
Cuadro 1: Propiedades de los corpus utiliza-
dos.
El cuadro 1 muestra a modo de resumen el
nu´mero de clu´sters y documentos para cada
conjunto de datos, as´ı como tambie´n la lon-
gitud media de los documentos en nu´mero de
palabras.
En los siguientes apartados se muestran
los resultados obtenidos junto con una discu-
sio´n de los mismos.
4.1. Noticias de prensa
Como ya se ha comentado anteriormente,
para evaluar compendium sobre este tipo de
documentos, usamos los datos proporciona-
dos en las conferencias DUC. Estos documen-
tos nos permitira´n evaluar compendiumE
para la generacio´n de resu´menes gene´ricos
mono- y multi-documento. Adema´s, estos
corpus contienen resu´menes modelo elabo-
rados por expertos humanos, que sera´n los
que utilicemos para evaluar nuestro siste-
ma. Siguiendo las mismas gu´ıas que en dicha
competicio´n, generamos resu´menes gene´ricos
mono-documento y multi-documento de 100
palabras cada uno.
El cuadro 2 muestra el valor de la cober-
tura para distintas me´tricas de ROUGE ob-
tenidas para compendiumE evaluado sobre
el corpus de resu´menes mono-documento de
las conferencias DUC 2002. En el mismo cua-
dro se observa los resultados obtenidos para
10http://www-nlpir.nist.gov/projects/duc/data.html
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Mono-documento (DUC 2002)
ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU4
compendiumE 0,46008 0,20431 0,41744 0,22399
Mejor stma. DUC 0,42776 0,21769 0,38645 0,17315
Lead 0,41132 0,21075 0,37535 0,16604
Random 0,29963 0,11095 0,09004 0,27951
Cuadro 2: Resultados de compendiumE para resu´menes mono-documento.
compendiumE en comparacio´n con otros sis-
temas de resu´menes (el que mejores resulta-
dos obtuvo en dicha edicio´n del DUC y dos
baselines: Lead, seleccionando las n primeras
frases del documento, y Random, seleccionan-
do frases aleatoriamente).
De manera ana´loga, el cuadro 3 muestra
los resultados obtenidos para la tarea multi-
documento de las ediciones DUC 2002, DUC
2003 y DUC 2004.
Multi-documento (DUC 2002, 2003 y 2004)
ROUGE-1 2002 2003 2004
compendiumE 0,30341 0,29355 0,31362
Mejor stma. DUC 0,35151 0,37980 0,38232
Lead 0,22771 0,20967 0,31293
Random 0,27131 0,27559 0,29680
Cuadro 3: Resultados de compendiumE para
resu´menes multi-documento.
Como se observa, los resu´menes mono-
documento obtienen mejores resultados
(46% para ROUGE-1) que los multi-
documento (30% de media). Para mono-
documento, compendiumE mejora en todas
las medidas ROUGE evaluadas (excepto
para ROUGE-2) sobre el resto de resu´me-
nes comparados. El incremento de mejora
obtenido es de un 10% de media con res-
pecto al mejor sistema que participo´ en
DUC 2002 y de un 14% de media sobre
Lead. Por otra parte, para los resu´menes
multi-documento, compendiumE mejora los
resultados obtenidos por los baselines Lead y
Random en un 26% y 8%, respectivamente,
promediando los resultados para las tres edi-
ciones del DUC. Sin embargo, los resu´menes
multi-documento generados no superan los
resultados de los mejores sistemas en ningu-
na de estas ediciones. La tarea de generacio´n
de resu´menes multi-documento es ma´s dif´ıcil
de abordar que la tarea mono-documento.
Para el caso de resu´menes multi-documento,
compendium no emplea ninguna te´cnica
espec´ıfica, sino que considera todos los
documentos de entrada como uno solo. Esta
limitacio´n la solventaremos en trabajos futu-
ros, a partir del ana´lisis de otras estrategias
ma´s apropiadas para abordar la tarea de
generacio´n de resu´menes multi-documento.
4.2. Documentos sobre lugares
tur´ısticos
Para evaluar compendium sobre este do-
minio, usamos el corpus creado por (Aker y
Gaizauskas, 2010) que contiene 308 ima´genes
que representan a diferentes lugares o mo-
mumentos del mundo (por ejemplo, el Big
Ben). Cada lugar esta´ asociado con 10 do-
cumentos recuperados de Internet. Adema´s,
al igual que el dominio period´ıstico, dispo-
nemos de 932 resu´menes manuales en total
(hasta un ma´ximo de cuatro para cada lu-
gar) de unas 200 palabras aproximadamen-
te cada uno. Utilizando este corpus gene-
ramos resu´menes multi-documento gene´ricos
y orientados a un tema11 con el objetivo
de comparar primero las versiones gene´ricas
y orientadas a un tema concreto de com-
pendium para este escenario de evaluacio´n
concreto (compendiumE y compendiumQE ,
respectivamente). Posteriormente, se compa-
rara´n los mejores resultados con otros siste-
mas.
El cuadro 4 muestra el valor de la co-
bertura obtenida para compendium para
las me´tricas ROUGE-1 (R-1), ROUGE-2 (R-
2), ROUGE-L (R-L) y ROUGE-SU4 (R-
SU4). De estos resultados se puede con-
cluir que los resu´menes orientados a un tema
(compendiumQE) son ma´s apropiados en es-
te caso que los resu´menes gene´ricos, ya que
los resultados para compendiumQE mejoran
en un 3% y adema´s esta mejora es estad´ısti-
camente significativa (test de Wilcoxon).
Los resultados obtenidos son lo´gicos, pues-
to que los resu´menes orientados a un tema
contendra´n informacio´n relacionada con el lu-
11Como tema consideramos el nombre del lugar de
intere´s.
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R-1 R-2 R-L R-SU4
compendiumE 0,35875 0,08551 0,33083 0,13371
compendiumQE 0,36298* 0,08864* 0,33551* 0,13892*
Cuadro 4: Evaluacio´n de compendiumE y compendiumQE en el dominio de lugares tur´ısticos.
gar tur´ıstico, que es lo que nos interesa. Aho-
ra vamos a comparar los resultados obteni-
dos con compendiumQE con otros enfoques
para la generacio´n de resu´menes. Concreta-
mente, los sistemas que utilizamos para esta
comparacio´n son: SUMMA (Saggion, 2008)
que combina caracter´ısticas estad´ısticas, po-
sicionales y de similitud, y un enfoque basado
en modelos de lenguaje propuesto por (Aker
y Gaizauskas, 2009)12. Adicionalmente, gene-
ramos un baseline, que extrae como resumen
las primeras 200 palabras del art´ıculo de la
Wikipedia correspondiente a un lugar.
R-1 R-2 R-L R-SU4
Wikipedia 0,357 0,096 0,329 0,142
compendiumQE 0,363 0,089 0,336 0,139
Modelos lenguaje - 0,071 - 0,119
SUMMA 0,298 0,066 0,273 0,110
Cuadro 5: Comparacio´n de los resultados ob-
tenidos por compendiumQE con otros siste-
mas.
Los resultados obtenidos demuestran que
compendiumQE se comporta mejor que el
enfoque basado en modelos de lenguaje y
SUMMA, incrementando los resultados en un
21% y 27% para estos dos sistemas respec-
tivamente. Por el contrario, ninguno de los
sistemas de generacio´n de resu´menes consi-
gue superar los resultados obtenidos utili-
zando las 200 primeras palabras de la Wi-
kipedia para las me´tricas R-2 y R-SU4. Es-
to se debe a que estos resu´menes considera-
dos como baseline son dif´ıciles de superar,
debido principalmente a que estos art´ıculos
han sido creados por humanos, y adema´s en
las primeras l´ıneas, la informacio´n que con-
tienen esta´ directamente relacionada con el
to´pico. Aun as´ı, es importante remarcar que
compendiumQE supera a la Wikipedia en las
me´tricas R-1 y R-L. Para el resto de me´tri-
cas evaluadas, los resultados obtenidos con
compendiumQE son muy prometedores, so-
bre todo para la me´trica R-SU4, que es bas-
12Para este enfoque so´lo disponemos de los resulta-
dos para ROUGE-2 y ROUGE-SU4
tante similar al resultado obtenido por Wi-
kipedia. Al igual que ocurr´ıa con las noti-
cias de prensa, para generar resu´menes multi-
documento no utilizamos ninguna te´cnica so-
fisticada, con lo que mejorando este aspecto
de compendium, se espera que los resulta-
dos mejoren y logren superar los resultados
de la Wikipedia para todas las me´tricas de
ROUGE.
5. Conclusio´n y trabajo futuro
En este art´ıculo se ha presentado una he-
rramienta para la generacio´n de resu´menes,
compendium. Se trata de un sistema modu-
lar, que permite la incorporacio´n de etapas
y mo´dulos espec´ıficos para generar distintos
tipos de resu´menes, manteniendo el mismo
nu´cleo central del sistema. Adema´s, otra de
las novedades es la incorporacio´n de una eta-
pa espec´ıfica para identificar y eliminar la in-
formacio´n redundante basada en la resolucio´n
de la implicacion´ textual, as´ı como tambie´n
te´cnicas basadas en principios lingu¨´ısticos y
cognitivos para detectar oraciones relevantes
en los documentos. La evaluacio´n del siste-
ma en dos dominios distintos y para diferen-
tes tipos de resu´menes demuestra que com-
pendium obtiene resultados competitivos, si
bien es necesario mejorar algunos aspectos.
Por lo tanto, como trabajo futuro a corto pla-
zo nos planteamos investigar en te´cnicas que
permitan la generacio´n de mejores resu´me-
nes multi-documento. A medio y largo pla-
zo, nuestro objetivo sera´ enriquecer compen-
dium para que sea posible generar otros tipos
de resu´menes, como por ejemplo resu´menes
subjetivos o incluso resu´menes abstractivos,
y para otros idiomas como el castellano.
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