Abstract: Land cover (LC) products, derived primarily from satellite spectral imagery, are essential inputs for environmental studies because LC is a critical driver of processes involved in hydrology, ecology, and climatology, among others. However, existing LC products each have different temporal and spatial resolutions and different LC classes that rarely provide the detail required by these studies. Using multiple existing LC products, we implement our Spatiotemporal Categorical Map Fusion (SCaMF) methodology over a large region of the Rocky Mountains (RM), encompassing sections of six states, to create a new LC product, SCaMF-RM. To do this, we must adapt SCaMF to address the prediction of LC in large space-time regions that present nonstationarities, and we add more flexibility in the LC classifications of the predicted product. SCaMF-RM is produced at two high spatial resolutions, 30 and 50 m, and a yearly frequency for the 30-year period 1983-2012. When multiple products are available in time, we illustrate how SCaMF-RM captures relevant information from the different LC products and improves upon flaws observed in other products. Future work needed includes an exhaustive validation not only of SCaMF-RM but also of all input LC products.
Introduction
Land cover (LC) is a critical feature of the environment because the study of different processes and cycles, such as water and carbon, in a changing environment often requires a detailed characterization of this environment in space and time [1] [2] [3] [4] . Both natural processes and human activities cause short-and long-term changes in LC, and they have a direct influence on biogeochemical cycling, hydrologic processes, soil erosion, ecological community composition, ecosystem productivity, and rainfall patterns [5] [6] [7] [8] [9] [10] . Foody [2] , Fry et al. [7] , and Gao et al. [3] have found that the impact on the environment produced by LC alterations is equal to or greater than that produced by climate change. Therefore, a comprehensive LC characterization over space and through time is pivotal for research involved in the understanding of how a changing LC influences different processes, such as the carbon cycle [3, 4, 11, 12] .
The development of remote sensing technologies, extraction and processing methodologies, and steadily improving computational capacity have resulted in increased availability of LC products [1, 2, [13] [14] [15] . LC products are thematic maps depicting different LC classes, developed from an algorithmic classification of satellite imagery, which is often supported by the inclusion of ancillary a flexible LC classification and to address large scale nonstationarities. Section 2.4.1 summarizes the computational changes that optimize the implementation of SCaMF. In Section 2.4.2, we test some simplifications in the characterization of the spatial and temporal dependences of the classes in each LC product that minimize computational requirements. Section 2.4.3 presents a novel clustering approach wherein the region of interest is divided into sub-domains with the goal of integrating the large scale spatial variability modifications introduced in Section 2.3 with a computationally efficient method. Section 3 presents the fused LC product of the Rocky Mountains created at 30-and 50-meter resolutions and a yearly frequency for the period 1983-2012, and Section 4 discusses the strengths and weaknesses of the product. We conclude in Section 5.
Materials and Methods
In this section we describe the relevance of the selected region of interest and the LC products used as the inputs to SCaMF. We also introduce the original framework from SCaMF and describe the proposed modifications to address the prediction of LC in large space-time regions that present nonstationarities and to further its flexibility by allowing a more detailed LC classification in the predicted LC product. Finally, we present some considerations regarding the implementation of SCaMF in a large space-time region intended to minimize computational resource requirements when these resources are limited.
Region of Interest
Our proposed methodology can be applied at different spatial scales and in different regions. We focus here on a region encompassing the Rocky Mountains (RM) primarily in Colorado and northern New Mexico, but that also includes portions of the states of Arizona, Utah, and Wyoming, as shown in Figure 1 . The RM are one of the most important mountainous regions in the world because they have a considerably high ratio of water demand with respect to water availability [43] , have a high ecosystem diversity [44] , and are a global sink for atmospheric carbon [45] . Additionally, in recent decades the RM have suffered various disturbances including unprecedented beetle infestations [46, 47] , water pollution [48, 49] , wildfires, and harvesting [50, 51] . Thus, a detailed characterization of the LC in the RM over numerous years is important for an accurate analysis of the effects of a changing environment on different processes, such as the water, carbon, and biogeochemical cycles [1] [2] [3] [4] .
A LC map of the region of interest for a given year covers 300,019 km 2 and has 176,578,480 cells at a 50-m resolution and 490,537,686 cells at a 30-m resolution. At this large spatial scale, nonstationarities in the spatial distribution and behavior of each LC are significant, e.g., the central region is dominated by forest, while the western region is mainly shrubland, and some localized sub-regions are highly developed. In addition, we observed substantial changes in the strength of the spatial dependences for each LC class across the 13 validation tiles. Spatial and/or temporal independence in a given LC class and at a given distance in space and/or time implies that any two pixels are uncorrelated. Independence tends to increase as the distance between pixels/cells increases. For example, validation tiles in the mountainous section of the region of interest have strong spatial dependence for the forested LC classes, while these classes have a considerably weaker spatial dependence in the plains, where grasses dominate. Consequently, we divide the region of interest into 330 tiles with the size originally used for the proof of concept by Rodríguez-Jeangros et al. [36] for four sub-domains (see Figure 1) . [36] as a proof of concept, are used in Section 2.4.2 to test simplifications that minimize computational requirements. The maroon-hatched tiles represent validation units used in Section 2.4.3 to select the best approach to address large-scale spatial variability and nonstationarities.
Land Cover Datasets
There are a large variety of land cover products, such as the Global Land Cover Characterization Data Base [52] and the Global Land Cover 2000 [53] . Nevertheless, not all of them are detailed enough spatially (i.e., their spatial resolution is coarse-~1 km or coarser) to be applied in environmental studies at a regional scale [13, 18] . Therefore, we use six LC products that include the region of interest and have a fine/moderate spatial resolution (i.e., 500 m or finer): National Land Cover Dataset 1992, hereafter referred to as NLCD92 [18, 54] ; National Land Cover Dataset, hereafter referred to as NLCD [7, 14, 55] ; Collection 5 Moderate Resolution Imaging Spectroradiometer Global Land Cover Type, hereafter referred to as MODIS [6, 56] ; Enhanced Historical Land-Use and Land-Cover Data Sets of the USGS, hereafter referred to as Historical-USGS [57, 58] ; USGS Conterminous United States Projected Land-Use/Land-Cover Mosaics, referred to as BC-USGS (BC from BackCasting) [59] [60] [61] [62] [63] ; and LANDFIRE Existing Vegetation Cover, hereafter referred to as LF [64] . These products are all derived from satellite imagery from different sources and have undergone different classification algorithms, sometimes including ancillary data such as surveying records. Rodríguez-Jeangros et al. [36] provide a more detailed description of the six LC products. Figure 2 summarizes the spatial and temporal coverages of the products used in this study along with other features such as their spacetime resolution and the number of categories in their LC classification. Figure 2 shows that the products with the finest spatial resolution tend to have a poor temporal coverage, while the products with a coarser spatial resolution tend to have a better temporal coverage. Our goal is to merge the strengths of each LC product into one ultimate LC product. [36] as a proof of concept, are used in Section 2.4.2 to test simplifications that minimize computational requirements. The maroon-hatched tiles represent validation units used in Section 2.4.3 to select the best approach to address large-scale spatial variability and nonstationarities.
There are a large variety of land cover products, such as the Global Land Cover Characterization Data Base [52] and the Global Land Cover 2000 [53] . Nevertheless, not all of them are detailed enough spatially (i.e., their spatial resolution is coarse-~1 km or coarser) to be applied in environmental studies at a regional scale [13, 18] . Therefore, we use six LC products that include the region of interest and have a fine/moderate spatial resolution (i.e., 500 m or finer): National Land Cover Dataset 1992, hereafter referred to as NLCD92 [18, 54] ; National Land Cover Dataset, hereafter referred to as NLCD [7, 14, 55] ; Collection 5 Moderate Resolution Imaging Spectroradiometer Global Land Cover Type, hereafter referred to as MODIS [6, 56] ; Enhanced Historical Land-Use and Land-Cover Data Sets of the USGS, hereafter referred to as Historical-USGS [57, 58] ; USGS Conterminous United States Projected Land-Use/Land-Cover Mosaics, referred to as BC-USGS (BC from BackCasting) [59] [60] [61] [62] [63] ; and LANDFIRE Existing Vegetation Cover, hereafter referred to as LF [64] . These products are all derived from satellite imagery from different sources and have undergone different classification algorithms, sometimes including ancillary data such as surveying records. Rodríguez-Jeangros et al. [36] provide a more detailed description of the six LC products. Figure 2 summarizes the spatial and temporal coverages of the products used in this study along with other features such as their space-time resolution and the number of categories in their LC classification. Figure 2 shows that the products with the finest spatial resolution tend to have a poor temporal coverage, while the products with a coarser spatial resolution tend to have a better temporal coverage. Our goal is to merge the strengths of each LC product into one ultimate LC product.
Figure 2.
The timeline presents the temporal coverage and map frequency of the six LC products used in this study. The maps show their corresponding spatial coverage, the squares represent a proportional depiction of their spatial resolution, and the circles give the number of LC classes in each product. Notice that all of the products have a yearly temporal resolution except for Historical-USGS, which has one LC map representative of a 15-year period.
SCaMF Methodology and Proposed Modifications
In this section, we introduce SCaMF and describe some improvements to the methodology designed to increase its flexibility regarding the set of predicted LC classes and to address the prediction of LC in large space-time regions that include nonstationarities. For instance, SCaMF originally used temporal ranges, the distance in time at which each LC class achieves independence, to drive the temporal prediction weights with the purpose of avoiding the underestimation of the least abundant classes. In contrast to the original version of SCaMF, here we use the temporal ranges of dependence to guide the evolution of the predicted LC over time and use other improvements to address the underestimation of the least abundant classes. These additions also include a spatial resolution penalty for each LC product and a new distance metric used in the prediction. In the remainder of this article, the units of all temporal variables are in years, and the units of all spatial variables are in meters, unless otherwise stated.
The first step in the implementation of SCaMF is to reconcile or reclassify all the = 6 LC products into a common set, ℳ, of LC classes (see Figure 1 ). The Anderson categorization system for land cover in the United States represents an effort to standardize the land cover categories depicted in maps [54] . Although the Anderson categorization scheme has not been implemented in all LC products of the United States, the categories in LC products are usually based on the Anderson categorization scheme, which also represents a first step for standardization in accuracy assessment because assessments from different products need to be based on equivalent categories to be comparable [65, 66] . In this case, our reconciliation ensures that the definitions of all analogous categories from different products are equivalent and exclusive. Additionally, the majority of the products have a classification structured around the original Anderson scheme, thereby reducing ambiguity in the reconciliation. Initially, we start with the same |ℳ| = 9 classes used by Rodríguez-Jeangros et al. [36] : Open Water, Perennial Ice/Snow, Developed, Barren, Forest, Shrubland, Herbaceous, Agricultural, and Wetland. These classes are present in every LC product and thus are exclusive. The second step involves the construction of an estimator of LC class at a space-time location, ( , ), by estimating the probability of observing LC class , with = , , … , |ℳ| , at that location. This estimated probability is given by Figure 2 . The timeline presents the temporal coverage and map frequency of the six LC products used in this study. The maps show their corresponding spatial coverage, the squares represent a proportional depiction of their spatial resolution, and the circles give the number of LC classes in each product.
Notice that all of the products have a yearly temporal resolution except for Historical-USGS, which has one LC map representative of a 15-year period.
The first step in the implementation of SCaMF is to reconcile or reclassify all the P = 6 LC products into a common set, M, of LC classes (see Figure 1 ). The Anderson categorization system for land cover in the United States represents an effort to standardize the land cover categories depicted in maps [54] . Although the Anderson categorization scheme has not been implemented in all LC products of the United States, the categories in LC products are usually based on the Anderson categorization scheme, which also represents a first step for standardization in accuracy assessment because assessments from different products need to be based on equivalent categories to be comparable [65, 66] . In this case, our reconciliation ensures that the definitions of all analogous categories from different products are equivalent and exclusive. Additionally, the majority of the products have a classification structured around the original Anderson scheme, thereby reducing ambiguity in the reconciliation. Initially, we start with the same |M| = 9 classes used by Rodríguez-Jeangros et al. [36] : Open Water, Perennial Ice/Snow, Developed, Barren, Forest, Shrubland, Herbaceous, Agricultural, and Wetland. These classes are present in every LC product and thus are exclusive. The second step involves the construction of Remote Sens. 2017, 9, 1015 6 of 27 an estimator of LC class at a space-time location, (s 0 , t 0 ), by estimating the probability of observing LC class c m , with c m = m 1 , m 2 , . . . , m |M| , at that location. This estimated probability is given bŷ
where Z(s 0 , t 0 ) is the LC class being predicted at (s 0 , t 0 ); Z p (s, t) is the LC class at (s, t) for product p, with p ∈ {1, . . . , P}; λ c m is a weight that decreases as the spatial distance, s i − s 0 , and/or the temporal distance, t i − t 0 , increases, and it is described in detail in Equations (4)- (8); B p is the set of all grid centers in product p such that the weight λ c m (s i − s 0 , t i − t 0 ) exceeds a threshold value (where is set to 0.001 in the rest of this article); l p is the spatial resolution of product p; and I is an indicator function that returns a value of 1 if the clause it evaluates is true and 0 otherwise. Equation (1) can be interpreted as a weighted average of neighboring grid cells across all LC products whose LC class matches the proposed class. The estimated LC class,Ẑ m (s 0 , t 0 ), also known as the "hard classification" at (s 0 , t 0 ), corresponds to the class c m with the maximum value ofP(Z(s 0 , t 0 ) = c m ) across all c m . We add the spatial resolution, l p , into the probability estimation proposed by Rodríguez-Jeangros et al. [36] to account for the increased uncertainty in the LC products with coarser spatial resolutions. In the ideal case of a spatially continuous product with l p = 0, there would be complete certainty about the classification provided by the product at every location. However, as the spatial resolution decreases, the area of a cell that corresponds to LC classes that differ from the class it has received during classification tends to increase [30] . Therefore, products with a larger spatial resolution receive a smaller weight in Equation (1). The estimator proposed by Rodríguez-Jeangros et al. [36] was limited to the set M of LC classes, which corresponds to the LC classes that are present in the LC classification of all p products. Hereafter, we will refer to these as mother classes. Based on the goal of fusing the strengths of each LC product into a single LC product, it would be ideal to extend the classification in the predicted maps beyond M, so we introduce the option of reclassifying any of the LC classes in M into more detailed classes. However, not all of the products contain the LC classes needed for the additional classification of mother classes. Hence, we introduce a step to construct a second estimator of LC class in set D at a space-time location, (s 0 , t 0 ), based on the estimation of the probability of observing LC class c d , 
where ( , ) is the LC class being predicted at ( , ); ( , ) is the LC class at ( , ) for product , with ∈ 1, … , ; is a weight that decreases as the spatial distance, − , and/or the temporal distance, − , increases, and it is described in detail in Equations (4)- (8); ℬ is the set of all grid centers in product such that the weight ( − , − ) exceeds a threshold value (where is set to 0.001 in the rest of this article); is the spatial resolution of product ; and is an indicator function that returns a value of 1 if the clause it evaluates is true and 0 otherwise. Equation (1) can be interpreted as a weighted average of neighboring grid cells across all LC products whose LC class matches the proposed class. The estimated LC class, ( , ), also known as the "hard classification" at ( , ), corresponds to the class with the maximum value of ( ( , ) = ) across all . We add the spatial resolution, , into the probability estimation proposed by Rodríguez-Jeangros et al. [36] to account for the increased uncertainty in the LC products with coarser spatial resolutions. In the ideal case of a spatially continuous product with = 0, there would be complete certainty about the classification provided by the product at every location. However, as the spatial resolution decreases, the area of a cell that corresponds to LC classes that differ from the class it has received during classification tends to increase [30] . Therefore, products with a larger spatial resolution receive a smaller weight in Equation (1). The estimator proposed by Rodríguez-Jeangros et al. [36] was limited to the set ℳ of LC classes, which corresponds to the LC classes that are present in the LC classification of all products. Hereafter, we will refer to these as mother classes. Based on the goal of fusing the strengths of each LC product into a single LC product, it would be ideal to extend the classification in the predicted maps beyond ℳ, so we introduce the option of reclassifying any of the LC classes in ℳ into more detailed classes. However, not all of the products contain the LC classes needed for the additional classification of mother classes. Hence, we introduce a step to construct a second estimator of LC class in set at a space-time location, ( , ), based on the estimation of the probability of observing LC class , with = , , … , | | , at that location given that ( , ) = . This estimated probability is given by
where the set is not limited to the common classes across all products and only requires that each of the ∈ classes, referred to as a daughter class, is present in at least one of the products. is a weight that decreases as the spatial distance, − , and/or the temporal distance, − , increase, and it is described in detail in Equations (4)- (8) . Figure 3 shows the set used in this project and how each of the mother classes is mapped to at least one daughter class, and therefore |ℳ| ≤ | |. Specifically, all of the mother classes map to identical daughter classes, except for (1) Developed, which maps to Developed-Low Intensity and Developed-Medium/High Intensity; (2) Forest, which maps to Forest-Deciduous, Forest-Evergreen, and Forest-Mixed; (3) Agricultural, which maps to Agricultural-Pasture and Agricultural-Crops; and (4) Wetland, which maps to WetlandHerbaceous and Wetland-Woody. We denote as the set of products that contain class ; for instance, for class Wetland-Woody includes the products NLCD, NLCD92, BC-USGS, and MODIS; while for class Forest-Evergreen contains the products NLCD, NLCD92, BC-USGS, Historical-USGS, and MODIS. The additional detail provided by the daughter classes is beneficial for different types of research. For instance, analyses of bark beetle infestations may benefit from a differentiation between evergreen and deciduous forest; similarly, hydrologic analyses in urban areas may perform more accurate water and energy balances by differentiating between urbanization intensities, and it may be of interest for ecological analyses to differentiate between types of wetlands because existing biomes change in transitional zones between upland and aquatic ecosystems depending on the existing vegetation. Equation (2) can be understood as a weighted average of (2) where the set D is not limited to the common classes across all products and only requires that each of the c d ∈ D classes, referred to as a daughter class, is present in at least one of the products. λ c d is a weight that decreases as the spatial distance, s i − s 0 , and/or the temporal distance, t i − t 0 , increase, and it is described in detail in Equations (4)- (8) . Figure 3 shows the set D used in this project and how each of the mother classes is mapped to at least one daughter class, and therefore |M| ≤ |D|. Specifically, all of the mother classes map to identical daughter classes, except for (1) Developed, which maps to Developed-Low Intensity and Developed-Medium/High Intensity; (2) Forest, which maps to Forest-Deciduous, Forest-Evergreen, and Forest-Mixed; (3) Agricultural, which maps to Agricultural-Pasture and Agricultural-Crops; and (4) Wetland, which maps to Wetland-Herbaceous and Wetland-Woody. We denote P d as the set of products that contain class c d ; for instance, P d for class Wetland-Woody includes the products NLCD, NLCD92, BC-USGS, and MODIS; while P d for class Forest-Evergreen contains the products NLCD, NLCD92, BC-USGS, Historical-USGS, and MODIS. The additional detail provided by the daughter classes is beneficial for different types of research. For instance, analyses of bark beetle infestations may benefit from a differentiation between evergreen and deciduous forest; similarly, hydrologic analyses in urban areas may perform more accurate water and energy balances by differentiating between urbanization intensities, and it may be of interest for ecological analyses to differentiate between types of wetlands because existing biomes change in transitional zones between upland and aquatic ecosystems depending on the existing vegetation. Equation (2) can be understood as a weighted average of neighboring grid cells across all LC products whose LC class matches the proposed daughter class and whose estimated mother class corresponds to c m .
Remote Sens. 2017, 9, 1015 7 of 27 neighboring grid cells across all LC products whose LC class matches the proposed daughter class and whose estimated mother class corresponds to . Figure 3 . Set ℳ contains the LC classes that are common to all the LC products while set contains more detailed classes, and each of the ∈ classes is only required to be present in one of the products. The classes in ℳ are used for the probability estimator from Equation (1) and are referred to as mother classes, while the classes in are used for the probability estimator from Equation (2) and are referred to as daughter classes. Notice that each mother class relates to at least one daughter class, and therefore |ℳ| ≤ | |.
contains the classes used for the predicted maps in this project.
With the estimators from Equations (1) and (2), it is possible to predict the daughter LC class used in the predicted map, ( , ), which corresponds the class with the maximum value of ( ( , ) = ∩ ( , ) = ). This joint probability estimator is calculated as follows:
The weights in Equations (1) and (2), ( − , − ) , with equal to or representing mother and daughter classes, respectively, indicate the contribution of the th observation of product into a parametrization based on the distance of ( , ) to ( , ), where is the spatial location from the cell with centroid from product with the shortest Euclidean distance to
. Figure 4 presents a conceptual diagram for with respect to different possible locations of . Notice that = when lies within the cell with centroid from product . Thus, the weights are
where
and The classes in M are used for the probability estimator from Equation (1) and are referred to as mother classes, while the classes in D are used for the probability estimator from Equation (2) and are referred to as daughter classes. Notice that each mother class relates to at least one daughter class, and therefore |M| ≤ |D|. D contains the classes used for the predicted maps in this project.
With the estimators from Equations (1) and (2), it is possible to predict the daughter LC class used in the predicted map,Ẑ d (s 0 , t 0 ), which corresponds the class c d with the maximum value of
This joint probability estimator is calculated as follows:
The weights in Equations (1) and (2), λ c y (s i − s 0 , t i − t 0 ), with y equal to m or d representing mother and daughter classes, respectively, indicate the contribution of the ith observation of product p into a parametrization based on the distance of s i , t i to (s 0 , t 0 ), where s i is the spatial location from the cell with centroid s i from product p with the shortest Euclidean distance to s 0 . Figure 4 presents a conceptual diagram for s i with respect to different possible locations of s 0 . Notice that s 0 = s i when s 0 lies within the cell with centroid s i from product p. Thus, the weights are
where is the spatial location within the cell with centroid from product with the shortest Euclidean distance to .
Originally, the methodology proposed by Rodríguez-Jeangros et al. [36] did not include , and the spatial distance was simply calculated as − . Now, we compute the distance from to a cell with centroid based on the distance between and because when lies within the cell with centroid , the likelihood of having the same LC class as is constant, and it does not increase as gets closer to . The reason is that the spatial resolution of LC products is limited by the capabilities of the sensors that provide the spectral data, and therefore, the spectrum of each cell/pixel represents the average of the region covered by the cell/pixel and does not provide information about the spatial distribution of the pixel within the spectrum [2, 16, 30] . For example, a pixel may contain a pond in its centroid surrounded by grasses that correspond to the majority of the area in the pixel. The pixel being classified as Herbaceous does not imply that the probability of observing grasses at increases as we get closer to its centroid, in fact, based on such an example, it would decrease.
We denote a point in time as a bivariate vector in Equations (4) The weights , and , control the spatial weights and are computed as follows:
for = 1, 2, and where the spatial range , is the distance at which a given LC class, , achieves spatial independence; represents the sill; and determines the slope of the function for Originally, the methodology proposed by Rodríguez-Jeangros et al. [36] did not include s i , and the spatial distance was simply calculated as s i − s 0 . Now, we compute the distance from s 0 to a cell with centroid s i based on the distance between s 0 and s i because when s 0 lies within the cell with centroid s i , the likelihood of s 0 having the same LC class as s i is constant, and it does not increase as s 0 gets closer to s i . The reason is that the spatial resolution of LC products is limited by the capabilities of the sensors that provide the spectral data, and therefore, the spectrum of each cell/pixel represents the average of the region covered by the cell/pixel and does not provide information about the spatial distribution of the pixel within the spectrum [2, 16, 30] . For example, a pixel may contain a pond in its centroid surrounded by grasses that correspond to the majority of the area in the pixel. The pixel being classified as Herbaceous does not imply that the probability of observing grasses at s 0 increases as we get closer to its centroid, in fact, based on such an example, it would decrease.
We denote a point in time as a bivariate vector in Equations (4)- (6), i.e., t 0 = (t 0 , t 0 ), and (5) and (6) The weights λ 1,c y and λ 2,c y control the spatial weights and are computed as follows:
for l = 1, 2, and where the spatial range r l,c y is the distance at which a given LC class, c y , achieves spatial independence; α max represents the sill; and α slope determines the slope of the function for small ranges because the derivative of λ l,c y with respect to r l,c y goes to (α max /α slope ) as r l,c y → 0. λ l,c y are asymptotically proportional to r l,c y such that LC classes with larger spatial ranges, which tend to be the most abundant classes, have a more peaked bivariate Gaussian distribution (see Equation (5)) that uses fewer spatial neighbors during prediction. Conversely, the least abundant LC classes have a less peaked Gaussian distribution and will use more spatial neighbors during prediction. Therefore, Equation (7) helps to account for the underestimation of the least abundant LC classes observed in previous methodologies [42] , while avoiding the assignment of negligible weights to classes with large spatial ranges by having a sill at α max .
λ 3,c y and λ 4,c y control the temporal weights in the past and future, respectively, and are set inversely proportional to the temporal ranges:
for l = 3, 4, and where the temporal range r l,c y is the distance at which a given LC class, c y , achieves temporal independence. Rodríguez-Jeangros et al. [36] originally set the weights λ 3,c y and λ 4,c y directly proportional to the temporal ranges to address the underestimation of the least abundant LC classes. Upon expanding the temporal and spatial domain of the fused LC product, we found that the formulation in Equation (7) addresses this issue, and the inversely proportional formulation from Equation (8) better models temporal transitions observed in the LC. When a LC class has a large temporal range, its transitions over time tend to be much slower than a LC class with a small temporal dependence (i.e., short temporal range). Consequently, large temporal ranges produce small values of λ l,c y in Equation (8), which in turn produce a less peaked Gaussian distribution in Equation (6) , resulting in larger weights of temporal neighbors during prediction, and, therefore, slower LC transitions over time. The opposite holds for LC classes with short temporal ranges. The spatial and temporal ranges are obtained from data-driven semivariograms and autocorrelation functions for each LC class, as described in detail by Rodríguez-Jeangros et al. [36] . There are some isolated cases in whichP
These cases take place when none of the neighbors with locations (s i , t i ) ∈ B p in products p ∈ P d , of the cell located at (s 0 , t 0 ) have a daughter class that is associated with the initial mother class estimated from Equation (1), i.e.,Ẑ m (s 0 , t 0 ) = c m . This phenomenon occurs, for example, when the estimated mother class at location (s 0 , t 0 ) is c m = Forest, and the maximum probabilityP(Z(s 0 , t 0 ) = c m ) in Equation (1) is dominated by neighbors (s i , t i ) ∈ B p from product p = LF, which does not have the respective daughter classes. This can also occur in a domain tile where Forest is one of the most abundant classes, and (s 0 , t 0 ) is the location of a cell where the LC transitions from Forest to another class. Then, whenP Z d (s 0 , t 0 ) = c d Ẑ m (s 0 , t 0 ) = c m is estimated from Equation (2) to determine if c d corresponds to Forest-Deciduous, Forest-Evergreen, or Forest-Mixed, none of the available products in P d , which correspond to all products except LF, provide a neighbor (s i , t i ) ∈ B p of (s 0 , t 0 ) with these three daughter classes. This is caused by a very low number of spatial neighbors with a weight, λ c d (s i − s 0 , t i − t 0 ), that exceeds a threshold value because abundant LC classes, such as Forest in this example, tend to have larger spatial ranges that produce peaked Gaussian distributions in Equation (5) .
These cases correspond to less than 0.005% of the cells, and to address them, we calculate the proportion of each daughter class in the predicted domain tile for all cells that represent a transition from one class to another, defined as cells for which at least one of its eight immediate spatial neighbors has a different predicted daughter class. We use these proportions, denoted by a c d , as a proxy in the estimation ofẐ d (s 0 , t 0 ) in these cases. Specifically, we predict LC classẐ d (s 0 , t 0 ) given that Z m (s 0 , t 0 ) = c m as a random realization of a daughter class c d , where the realization probability is Finally, we estimate the model parameters, θ = α max , α slope , β , by finding the set of values that maximize the following objective function:
where a p (θ) is the individual agreement between the predicted map and LC product p, l p is the spatial resolution of product p, and u p is a weight that represents how many maps product p has and how distant they are in time with respect to t 0 . If there is perfect agreement between the predicted map and all the products, Q(θ) = 1, and perfect disagreement results in Q(θ) = 0. Although, Q(θ) is bound between 0 and 1, it can only have a value of 1 if all the products have a perfect agreement among them. Equation (10) 
where ( ) is the individual agreement between the predicted map and LC product , is the spatial resolution of product , and is a weight that represents how many maps product has and how distant they are in time with respect to . If there is perfect agreement between the predicted map and all the products, ( ) = 1 , and perfect disagreement results in ( ) = 0 . Although, ( ) is bound between 0 and 1, it can only have a value of 1 if all the products have a perfect agreement among them. Equation (10) defines ( ) as a weighted average of the fraction of cells in the predicted map that have the same class as their nearest neighbor in product across time, specified as
with , (ℎ) = | | . ⋅ , ⋅ |ℎ| ≤ , , and where , is the predicted daughter class of the cell with centroid , in the predicted map given the parameters ; , is the predicted mother class of the cell with centroid , in the predicted map given the parameters ; is the number of cells in the predicted map with , = ; , is the nearest spatial neighbor in product to , in year ; ℎ = − is the temporal distance between the product map and the predicted map;
is the set of the years for which |ℎ| ≤ , , where = 3 if ℎ < 0 and = 4 if ℎ > 0; ( ) is the corresponding mother class of the daughter class , e.g., (
Forest if is Forest-Evergreen; and is the set of classes from product . Therefore, ( ) represents a weighted average of the fraction of cells in the prediction map that have the same class as their nearest neighbor in a given product across time. The main term of the summation in Equation (10) compares the predicted daughter class , with the class of its nearest neighbor in product ; however, if does not contain this daughter class, then the comparison is performed using the corresponding predicted mother class , . Equation (11) defines as a weight that varies each year such that if the map being compared to the prediction map is in the same year, then the corresponding weight is 1. As the year of the comparison map gets farther away in time, the weight given to the agreement at that point in space diminishes, as follows:
Large-Scale Considerations
In this section we present the parallel computing implementation of SCaMF and describe how to minimize computational requirements in the characterization of the spatial and temporal dependences in the LC products. We also partition the region of interest into sections with similar landscape features with the goal of addressing large-scale spatial variability.
Computational Implementation
Due to the computational requirements of the methodology, we implement it in C++ using the Message Passing Interface (MPI) libraries to perform parallel computations on hundreds of processors. We use eight to 128 IBM iDataPlex dx360 M4 nodes from the Yellowstone supercomputer [67] . Each node consists of 16 processors and has 32 GB of memory. In the original parallel implementation from Rodríguez-Jeangros et al. [36] , one of the processors had to be designated as 
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. Equation (11) defines as a weight that varies each year such that if the map being compared to the prediction map is in the same year, then the corresponding weight is 1. As the year of the comparison map gets farther away in time, the weight given to the agreement at that point in space diminishes, as follows:
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Large-Scale Considerations
In this section we present the parallel computing implementation of SCaMF and describe how to minimize computational requirements in the characterization of the spatial and temporal dependences
in the LC products. We also partition the region of interest into sections with similar landscape features with the goal of addressing large-scale spatial variability.
Computational Implementation
Due to the computational requirements of the methodology, we implement it in C++ using the Message Passing Interface (MPI) libraries to perform parallel computations on hundreds of processors. We use eight to 128 IBM iDataPlex dx360 M4 nodes from the Yellowstone supercomputer [67] . Each node consists of 16 processors and has 32 GB of memory. In the original parallel implementation from Rodríguez-Jeangros et al. [36] , one of the processors had to be designated as the manager processor to receive all the processed data and to write it into the predicted map. Although slightly inefficient, this implementation was used because the Geospatial Data Abstraction Library (GDAL), used to read and write the data from and into the maps [68] , did not support MPI I/O. Therefore, we modified the parallel implementation such that GDAL was used only to read the data from the LC products, and the predicted maps could be created using an MPI I/O framework. As shown in Figure 5 , the use of MPI I/O allows all of the processors to write their results simultaneously into the same file, making the manager processor unnecessary and considerably improving computational efficiency. The prediction of a single tile (see Figure 1 ) takes between 30 and 120 seconds when running in 32 nodes (512 processors), and it scales almost linearly between eight and 128 nodes.
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Although slightly inefficient, this implementation was used because the Geospatial Data Abstraction Library (GDAL), used to read and write the data from and into the maps [68] , did not support MPI I/O. Therefore, we modified the parallel implementation such that GDAL was used only to read the data from the LC products, and the predicted maps could be created using an MPI I/O framework. As shown in Figure 5 , the use of MPI I/O allows all of the processors to write their results simultaneously into the same file, making the manager processor unnecessary and considerably improving computational efficiency. The prediction of a single tile (see Figure 1 ) takes between 30 and 120 seconds when running in 32 nodes (512 processors), and it scales almost linearly between eight and 128 nodes. 
Simplifications in the Characterization of the Spatial and Temporal Dependences
Not only is the prediction portion of SCaMF computationally intensive, but the spatiotemporal characterization of the LC is as well. We use semivariograms and autocorrelation functions to estimate the data-driven ranges, which are distances at which a given LC class achieves independence in space or time. For instance, the estimation of the semivariograms for each LC class in a domain tile (see Figure 1 ) involves iterating through all the cells in the products and through all the neighbors of the cell across products: a tile in 2001 has | | = 14 classes, includes 3,154,061 cells from the products, and each cell is compared to 3,154,060 neighboring cells, producing 1.4 × 10 computations. Therefore, to save computational time, we first test if assigning daughter classes with the ranges from its corresponding mother class, i.e., , = , ( ) would produce analogous results. For this specific project, this approach would involve computing semivariogram and autocorrelation functions for |ℳ| = 9 LC classes instead of | | = 14 LC classes. The simplification reduces the number of computations by approximately one order of magnitude to 8.9 × 10 . Table 1 contrasts the results of this simplification with respect to the base scenario of characterizing all daughter classes by optimizing in the four domain tiles used by Rodríguez-Jeangros et al. [36] (see Figure 1 ) and comparing the optimal ( ) obtained in each of the cases.
Although the predicted maps using calculated ranges for all | | = 14 classes tended to produce a slightly higher value of ( ), the optimal parameters were the same in 87.5% of the cases and had similar magnitudes in all cases. Additionally, the maximum improvement in ( ) obtained from calculating the ranges for all daughter classes independently instead of substituting the ranges from daughter classes with the ranges from its mother class was merely 0.027%, and the average 
Not only is the prediction portion of SCaMF computationally intensive, but the spatiotemporal characterization of the LC is as well. We use semivariograms and autocorrelation functions to estimate the data-driven ranges, which are distances at which a given LC class achieves independence in space or time. For instance, the estimation of the semivariograms for each LC class in a domain tile (see Figure 1 ) involves iterating through all the cells in the products and through all the neighbors of the cell across products: a tile in 2001 has |D| = 14 classes, includes 3,154,061 cells from the products, and each cell is compared to 3,154,060 neighboring cells, producing 1.4 × 10 14 computations. Therefore, to save computational time, we first test if assigning daughter classes with the ranges from its corresponding mother class, i.e., r l,c d = r l,m(c d ) would produce analogous results. For this specific project, this approach would involve computing semivariogram and autocorrelation functions for |M| = 9 LC classes instead of |D| = 14 LC classes. The simplification reduces the number of computations by approximately one order of magnitude to 8.9 × 10 13 . Table 1 contrasts the results of this simplification with respect to the base scenario of characterizing all daughter classes by optimizing θ in the four domain tiles used by Rodríguez-Jeangros et al. [36] (see Figure 1 ) and comparing the optimal Q(θ) obtained in each of the cases.
Although the predicted maps using calculated ranges for all |D| = 14 classes tended to produce a slightly higher value of Q(θ), the optimal parameters were the same in 87.5% of the cases and had similar magnitudes in all cases. Additionally, the maximum improvement in Q(θ) obtained from calculating the ranges for all daughter classes independently instead of substituting the ranges from daughter classes with the ranges from its mother class was merely 0.027%, and the average improvement was 0.0097%. Therefore, in the remainder of this article, we substitute the ranges from daughter classes with the ranges from its mother class. This reduces the computational time used for the spatiotemporal dependence characterization by 30.3%. Table 1 . Comparison of the optimal parameters and agreement, Q(θ) , in the four domain tiles used by Rodríguez-Jeangros et al. [36] (see Figure 1 ) based on two different cases for prediction: (a) apply the spatial range from the mother class to its daughter classes, and (b) calculate the dependence ranges independently for each daughter class. Due to the dependence of Q(θ) on the ranges, the comparison is presented for both cases: when Q(θ) is calculated using the approximation r l,c d = r l,m(c d ) and when it is calculated using the ranges from all the daughter classes. The bolded Q(θ) represents the highest value for a given domain and given case of ranges used for the calculation of the agreement.
Remote Sens. 2017, 9, 1015 12 of 27 Table 1 . Comparison of the optimal parameters and agreement, ( ), in the four domain tiles used by Rodríguez-Jeangros et al. [36] (see Figure 1 ) based on two different cases for prediction: (a) apply the spatial range from the mother class to its daughter classes, and (b) calculate the dependence ranges independently for each daughter class. Due to the dependence of ( ) on the ranges, the comparison is presented for both cases: when ( ) is calculated using the approximation , = , and when it is calculated using the ranges from all the daughter classes. The bolded ( ) represents the highest value for a given domain and given case of ranges used for the calculation of the agreement. 
Ranges

Domain Clustering
We address the nonstationarities present in the region of interest, ℛ, by dividing it into = 1, 2, … , 330 domain tiles (see Figure 1) , where each tile, , may have distinct space-time dependence ranges and model parameters. Notice that ⋃ = ℛ and ∩ = ∅ ∀ , = 1, 2, … , 330 ∧ ≠
. The large number of tiles and the available computational resources are prohibitive for the characterization of the spatial dependence and the parameter optimization in every tile. Consequently, we cluster the domain tiles into groups of tiles with similar features, for which a common set of spatial ranges and optimal parameters is assumed to be adequate. A first level of clustering is performed based on landscape heterogeneities, and then, each of the tile groups obtained from the first clustering level undergo a second level of clustering based on LC class abundances. We select a set, ⊂ ℛ, of 13 validation tiles , with = 1, 28, 48, 101, 103, 127, 169, 172, 178, 190, 215, 224, 302, to represent a diverse variety of tiles with respect to the abundance and distribution of the LC classes in ℛ (see Figure 1) . We use to inform and assess the performance of the clustering approach.
To inform the first level of clustering, different landscape metrics are calculated for each of the 330 tiles using FRAGSTATS [69] . These landscape metrics are based on partitioning each tile into LC patches. A patch is a set of all adjacent cells that share the same LC class. Based on all the patches within each tile, the following landscape metrics for each tile are calculated:
• Largest Patch Index ( ): Area of the largest patch divided by the area of the domain tile.
We address the nonstationarities present in the region of interest, R, by dividing it into η = 1, 2, . . . , 330 domain tiles (see Figure 1) , where each tile, τ η , may have distinct space-time dependence ranges and model parameters. Notice that U 330 η=1 τ η = R and τ υ ∩ τ ν = ∅ ∀ υ, ν = 1, 2, . . . , 330 ∧ υ = ν. The large number of tiles and the available computational resources are prohibitive for the characterization of the spatial dependence and the parameter optimization in every tile. Consequently, we cluster the domain tiles into groups of tiles with similar features, for which a common set of spatial ranges and optimal parameters is assumed to be adequate. A first level of clustering is performed based on landscape heterogeneities, and then, each of the tile groups obtained from the first clustering level undergo a second level of clustering based on LC class abundances. We select a set, V ⊂ R, of 13 validation tiles τ ξ , with ξ = 1, 28, 48, 101, 103, 127, 169, 172, 178, 190, 215, 224, 302, to represent a diverse variety of tiles with respect to the abundance and distribution of the LC classes in R (see Figure 1) . We use V to inform and assess the performance of the clustering approach.
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• Largest Patch Index (LPI): Area of the largest patch divided by the area of the domain tile.
•
Edge Density (ED): Ratio between the sum of the length of all patch edges and the domain tile area.
Additionally, we use the following features of each of the patches in each tile to calculate different statistics:
• Patch Area (PA): Area covered by a specific patch.
• Patch Gyrate (PG): Mean distance among all cells in a specific patch.
• Patch Shape (PS): Ratio between the perimeter of a specific patch and 4 √ PA.
• Patch Contiguity (PC): Average contiguity value among all cells in a specific patch. A cell has a contiguity value of 1 if its class is the same as the class of all its adjacent cells and 0 otherwise.
The statistics calculated based on the patch features are: (1) the mean (mn), (2) the area weighted mean (awm) with PA as the weighing factor, (3) the median (md), (4) the range of variation (rv), i.e., the difference between the maximum and minimum values, and (5) the standard deviation (sd).
Consequently, there are 22 features calculated from the LC products that we use to inform the first level of clustering: LPI, ED, PA mn , PA awm , PA md , PA rv , PA sd , PG mn , PG awm , PG md , PG rv , PG sd , PS mn , PS awm , PS md , PS rv , PS sd , PC mn , PC awm , PC md , PC rv , and PC sd . We cluster the tiles in R for all combinations of size two to five of these 22 features (627 combinations) and for q = 3, 4, . . . , 10 clusters, resulting in 5016 clusterings. We limit the minimum number of features used for clustering to two in order to include at least one landscape metric related to the size of the patches (e.g., ED or PA) and one related to the form of the patches (e.g., PG or PS). We limit the maximum number of features used for clustering to five because the proportion of number of tiles to number of clusters (ratio of sample size to number of variables) must provide sufficient degrees of freedom to estimate the means and covariance matrices in the clustering model. The maximum number of features was also limited to avoid redundant information. For example, the landscape metrics PG, PS, and PC tend to be redundant because they quantify how elongated or compact a patch is. Similarly, statistics such as mn and awm, or rv and sd could be redundant depending on the distribution and sizes of the patches in a tile. We limit the number of clusters q to also maximize the degrees of freedom left in the clustering model and to have first level clusters with a reasonable number of tiles available for the second level of clustering. Each clustering is computed using the expectation maximization algorithm initialized by hierarchical clustering for a spherical and equal-volume Gaussian mixture model [70] [71] [72] [73] . We calculate the Bayesian Information Criterion (BIC) in each case, and Figure 6 presents the 0.5% of the clusterings (26) that produced the best BICs; these corresponded to only four feature combinations: PA awm , PG awm , PA mn , PG mn , ED, PC awm , and LPI, PA awm .
For each of these four feature combinations that produced the top 0.5% BICs, we select the minimum number of clusters at which the value of BIC approximately levels off: q PA awm ,PG awm = 8, q PA mn ,PG mn = 9, q ED,PC awm = 10, and q LPI, PA awm = 10 (see Figure 6 ). The selection of one of these four combinations of features and number of clusters is then based on how well these four clusterings approximate the spatial ranges in the validation domains. We quantify this approximation of the spatial ranges in the validation domains with the statistic presented in Equation (12) , which is a variation of Wilks' Lambda that represents the proportion of variance among dependent variables explained by the clustering model [74, 75] . Thus, a smaller value of W γ is preferred.
Remote Sens. 2017, 9, 1015 14 of 27 where q γ is the selected number of clusters in the feature combination γ = PA awm , PG awm , PA mn , PG mn , ED, PC awm , or LPI, PA awm ; ρ i is the subset of V that includes the validation domain tiles τ j that are in cluster i; r i,j = r 1,m 1 , . . . , r 1,m |M| , r 2,m 1 , . . . , r 2,m |M| is an 18 × 1 vector containing the spatial ranges for τ j ; r i is an 18 × 1 vector containing the average spatial ranges across the validation domain tiles in ρ i ; and r is an 18 × 1 vector containing the average spatial ranges across all |V | = 13 validation domain tiles.
clusters (ratio of sample size to number of variables) must provide sufficient degrees of freedom to estimate the means and covariance matrices in the clustering model. The maximum number of features was also limited to avoid redundant information. For example, the landscape metrics , , and tend to be redundant because they quantify how elongated or compact a patch is. Similarly, statistics such as and , or and could be redundant depending on the distribution and sizes of the patches in a tile. We limit the number of clusters to also maximize the degrees of freedom left in the clustering model and to have first level clusters with a reasonable number of tiles available for the second level of clustering. Each clustering is computed using the expectation maximization algorithm initialized by hierarchical clustering for a spherical and equalvolume Gaussian mixture model [70] [71] [72] [73] . We calculate the Bayesian Information Criterion ( ) in each case, and Figure 6 presents the 0.5% of the clusterings (26) that produced the best s; these corresponded to only four feature combinations: 〈 , 〉, 〈 , 〉, 〈 , 〉, and 〈 , 〉. For each of these four feature combinations that produced the top 0.5% s, we select the minimum number of clusters at which the value of approximately levels off: 〈 , 〉 = 8, 〈 , 〉 = 9, 〈 , 〉 = 10, and 〈 , 〉 = 10 (see Figure 6 ). The selection of one of these four combinations of features and number of clusters is then based on how well these four The statistic W γ is not directly comparable across the four clusterings, γ, because each has a different number of clusters, q γ . As q γ increases, the likelihood of τ j ⊂ V to be the only validation domain tile in a cluster also increases, and therefore the value of W γ is automatically reduced. Consequently, we construct four sets of 10,000 random clusterings, with each random clustering, γ r , having the corresponding q γ number of clusters. To generate a random cluster, γ r , we take the following steps: (1) sequentially assign the number of tiles in each cluster from a discrete uniform random distribution bounded between 1 and the maximum number of tiles such that the remaining clusters can all receive at least one tile, and (2) randomly distribute the tiles in R to the slots assigned to each cluster in the previous step. We compute W γ r for each random clustering, and Table 2 summarizes the percentage of W γ r that are greater than the observed W γ . The clustering based on the feature combination PA awm , PG awm with q γ = 8 clusters has the best performance compared to the other three clustering approaches (see Table 2 ), and therefore, it is selected as the first level of clustering. Following the first level of clustering, which is based on the landscape heterogeneities associated with the size and shape of LC patches, we perform a second level of clustering using LC class abundances as the clustering features. We cluster each of the first level clusters into v = 2, . . . , ϑ sub-clusters, and we select the number of sub-clusters that produces the maximum BIC, denoted by v max(BIC) . For each v we include 〈 , 〉 10 52.00%
Following the first level of clustering, which is based on the landscape heterogeneities associated with the size and shape of LC patches, we perform a second level of clustering using LC class abundances as the clustering features. We cluster each of the first level clusters into = 2, … , subclusters, and we select the number of sub-clusters that produces the maximum , denoted by ( ) . For each we include features corresponding to the maximum number of abundances from the LC mother classes such that at least one degree of freedom is left in the Gaussian mixture model [70, 71] . We limit to a maximum value of |ℳ| − 1 = 8 because if it is greater than |ℳ| − 1, it would produce perfect collinearity among the features because the sum of all |ℳ| = 9 LC abundances is always 1.
is the maximum number of sub-clusters such that ≥ 2. 2, 3, 3, and 3 second-level sub-clusters, respectively. Therefore, ℛ is divided into 37 second-level clusters, ℂ , with = 1, … , 37. All domain tiles within a given cluster are assigned the spatial ranges and parameters of a center domain tile, which is the tile with the LC abundances that are the most features corresponding to the maximum number of abundances from the LC mother classes such that at least one degree of freedom is left in the Gaussian mixture model [70, 71] . We limit Following the first level of clustering, which is based on the landscape heterogeneities associated ith the size and shape of LC patches, we perform a second level of clustering using LC class undances as the clustering features. We cluster each of the first level clusters into = 2, … , subusters, and we select the number of sub-clusters that produces the maximum , denoted by ( ) . For each we include features corresponding to the maximum number of abundances om the LC mother classes such that at least one degree of freedom is left in the Gaussian mixture odel [70, 71] . We limit to a maximum value of |ℳ| − 1 = 8 because if it is greater than |ℳ| − 1, would produce perfect collinearity among the features because the sum of all |ℳ| = 9 LC undances is always 1.
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is the maximum number of sub-clusters such that ≥ 2. , 3, 3, and 3 second-level sub-clusters, respectively. Therefore, ℛ is divided into 37 second-level lusters, ℂ , with = 1, … , 37. All domain tiles within a given cluster are assigned the spatial ranges nd parameters of a center domain tile, which is the tile with the LC abundances that are the most most abundant classes in the corresponding first-level cluster. The q γ = 8 first-level clusters contain 74, 79, 14, 64, 6, 29, 30 , and 34 domain tiles; and 8, 8, 3, 7, 2, 3, 3, and 3 second-level sub-clusters, respectively. Therefore, R is divided into 37 second-level clusters, C ς , with ς = 1, . . . , 37. All domain tiles within a given cluster are assigned the spatial ranges and parameters of a center domain tile, which is the tile with the LC abundances that are the most similar to the LC abundances in C ς . Specifically, the center domain has the minimum value of We assess the performance of SCaMF using the clustering approach by comparing the results obtained using clustering with the results of spatially characterizing and optimizing all | | = 13 validation domain tiles. We also compare the clustering approach with two estimation approaches used as control scenarios. The first control approach consists of assigning the mean value of the spatial ranges and parameters from the 37 center domain tiles to all tiles in ℛ. The second control approach requires performing spatial interpolation to estimate the spatial ranges and parameters in all tiles in ℛ based on the spatial ranges and parameters from the 37 center domain tiles. It is not possible to perform kriging because the semivariograms of the spatial ranges and parameters from the 37 center domain tiles do not present spatial dependence. Therefore, the second control approach is based on Inverse Distance Weighted (IDW) interpolation of the spatial ranges and optimized parameters. We assess the performance of SCaMF using the clustering approach by comparing the results obtained using clustering with the results of spatially characterizing and optimizing all |V | = 13 validation domain tiles. We also compare the clustering approach with two estimation approaches used as control scenarios. The first control approach consists of assigning the mean value of the spatial ranges and parameters from the 37 center domain tiles to all tiles in R. The second control approach requires performing spatial interpolation to estimate the spatial ranges and parameters in all tiles in R based on the spatial ranges and parameters from the 37 center domain tiles. It is not possible to perform kriging because the semivariograms of the spatial ranges and parameters from the 37 center domain tiles do not present spatial dependence. Therefore, the second control approach is based on Inverse Distance Weighted (IDW) interpolation of the spatial ranges and optimized parameters. Figure 8 shows how characterizing the spatial ranges and optimizing the model parameters for each tile produces the best values of Q(θ). However, these values are only 0.075% better than the ones obtained with the clustering approach. Furthermore, the clustering approach outperforms the two control approaches. Thus, we use the clustering approach for the production of the high spatial and temporal resolution LC product. All tiles being spatially characterized and optimized separately would increase the use of computational resources by an order of magnitude with respect to the clustering approach. 
Results
In this section we present the fused LC product of the Rocky Mountains produced at 30-and 50-meter resolutions and a yearly frequency for the 30-year period 1983-2012. As described earlier, we have modified SCaMF to address the prediction of LC in large space-time regions that present nonstationarities and to broaden its flexibility by allowing more specific LC classifications in the predicted LC product. Additionally, the methodology described in Section 2.3 also addresses other issues that would have arisen from the extension of the original version of SCaMF [36] to predict daughter classes without: (a) the inclusion of in Equations (1) and (2); (b) the use of in Equation (5); (c) the inverse proportionality between the temporal ranges and , in Equation (8); and (d) the use of as a proxy in the estimation of ( , ) for the cases when ( , ) = | ( , ) = = 0 for all ∈ . Figure 9 summarizes these issues by comparing SCaMF with and without the proposed modifications described in Section 2.3. For example, each time that the location of the prediction cell, ( , ), perfectly aligns with the location of a cell from one of the products, ( , ) , this cell would control ( , ) by receiving a disproportionately large weight regardless of the existence of several other neighboring cells ( , ) ∈ ℬ with a different LC class. The equally distanced cells classified as Forest-Evergreen within a Shrubland region illustrates this phenomenon in Figure 9a . Similarly, Figure 9a demonstrates how there are cases when ( , ) = | ( , ) = = 0 for all ∈ that prohibit the final prediction of a specific class when the proposed modifications are ignored, represented by black cells. Figure 9b illustrates 
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Because the region of interest has been spatially discretized into domain tiles with different ranges and parameters, the LC prediction in ℛ would produce unrealistic spatial LC transitions at the edges of the domain tiles without employing some spatial smoothing. Consequently, we use Equation (13) to calculate the value of the parameters in the matrices used in Equations (5) and (6), , and , , for the prediction at location as a weighted average of the elements corresponding to the 16 domain tiles closest to and shown in Figure 10 , computed as follows:
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where , , for = 1, 2, 3, 4, represents the parameters of the matrices used in Equations (5) and (6) for the prediction of a cell located at ; is the set of the 16 domain tiles, , closest to (see Figure 10) ; is a parameter that controls the weights; is the location of the centroid from domain tile ; and , , for = 1, 2, 3, 4, represents the parameters calculated using the ranges from domain tile in Equations (7) and (8) . (13), τ ζ , whose centroids, s τ ζ , are the closest to the cell where the LC is predicted, s 0 . The color scale represents the weight of each τ ζ in Equation (13) for the optimal value of where , , for = 1, 2, 3, 4, represents the parameters of the matrices used in Equations (5) and (6) for the prediction of a cell located at ; is the set of the 16 domain tiles, , closest to (see Figure 10) ; is a parameter that controls the weights; is the location of the centroid from domain tile ; and , , for = 1, 2, 3, 4, represents the parameters calculated using the ranges from domain tile in Equations (7) and (8) . The weights in Equation (13), exp − − , correspond to the kernel of a Gaussian distribution whose strength depends on . We calibrated the value of to maximize the agreement, ( ), of the predicted maps with respect to all = 6 LC products in the entire region of interest, obtaining a value of = 8 × 10 . We implement SCaMF over ℛ to produce an LC product with high spatial and temporal resolution over a period of 30 years that fuses the LC products described in Section 2.2. Figure 11 presents the fused product, and we refer to it as SCaMF-RM to denote the methodology and region of interest. SCaMF-RM combines the strengths of the NLCD, NLCD92, LF, Historical-USGS, MODIS, and BC-USGS products while minimizing their incongruences by using a weighted spatiotemporal scheme. For example, it captures the vegetation dynamics in the region during the period 1997-1998 using information from BC-USGS, such as an increased proportion of cells classified as Shrubland and Forest, while avoiding drastic temporal transitions in the predicted maps that are present in the input products (e.g., BC-USGS contrasted to MODIS). These years presented above average SCaMF-RM combines the strengths of the NLCD, NLCD92, LF, Historical-USGS, MODIS, and BC-USGS products while minimizing their incongruences by using a weighted spatiotemporal scheme. For example, it captures the vegetation dynamics in the region during the period 1997-1998 using information from BC-USGS, such as an increased proportion of cells classified as Shrubland and Forest, while avoiding drastic temporal transitions in the predicted maps that are present in the input products (e.g., BC-USGS contrasted to MODIS). These years presented above average precipitation due to a strong El Niño Southern Oscillation [44, [77] [78] [79] . The fused product also demonstrates the progressive increase in urbanization and agricultural land use that the region has undergone in the last three decades [80] [81] [82] [83] [84] . Furthermore, SCaMF-RM depicts strong oscillations in forest coverage during the last two decades, which could be associated with disturbances, such as bark beetle infestations and fires, and with areas where vegetation re-growth has followed abrupt and gradual progressions [85] [86] [87] [88] [89] [90] [91] . For example, Figure 12 depicts LC changes associated with eight wildfires that occurred in the region of interest and ignited between 2000 and 2012. In these cases, the classes tend to transition from Forest-Evergreen before the fire to Shrubland or Forest-Mixed after the fire [92, 93] . These vegetation transitions are compared to an independent estimation of the burned areas from the Monitoring Trends and Burn Severity (MTBS) project [92, 93] . and gradual progressions [85] [86] [87] [88] [89] [90] [91] . For example, Figure 12 depicts LC changes associated with eight wildfires that occurred in the region of interest and ignited between 2000 and 2012. In these cases, the classes tend to transition from Forest-Evergreen before the fire to Shrubland or Forest-Mixed after the fire [92, 93] . These vegetation transitions are compared to an independent estimation of the burned areas from the Monitoring Trends and Burn Severity (MTBS) project [92, 93] . 
Discussion
SCaMF-RM represents the only LC product of the RM with a high spatial resolution, a long temporal duration, and a high temporal frequency (see Figure 2) . Additionally, it has an LC classification that not only includes the common LC classes among existing products, but also detailed classes that are relevant for different fields, including hydrology, climatology, and ecology [2, 3, 36] . SCaMF-RM is publicly available at http://hdl.handle.net/11124/170731 [76] and can be used to inform and support environmental studies in the Rocky Mountains. The yearly maps are available at two different spatial resolutions, 30 and 50 m, and have a Tagged Image File Format (abbreviated TIFF or TIF) and an Albers equal-area conic projection, and they correspond to the hard classification of the LC in the region of interest during 1983-2012. The computing requirement associated with predicting a map in at 30-m resolution (ranging from 3400 to 5500 core-hours per map) is approximately 40% more than the one associated with a 50-m resolution (ranging from 2100 to 3200 core-hours per map).
The next step for SCaMF-RM is a rigorous validation, and while this is an extremely important task, it is also immense, for the reasons we discuss here. Ideally, such a validation would be based on the comparison of SCaMF-RM to manually classified aerial and/or satellite imagery. Due to the temporal and spatial extent of SCaMF-RM, it would be necessary to perform this comparison for a subset of space-time regions included in the domain of SCaMF-RM, and the availability of data for earlier years can represent an additional challenge. The selection of this subset is not trivial because in addition to being based on a random sampling scheme, it is also necessary to carefully design the sampling algorithm to include representative regions of the domain for different LC abundances and distributions, while minimizing the introduced bias [2, 30] . Furthermore, this manual classification is a time consuming process performed by experts that have undergone extensive training.
The accuracy of SCAMF-RM should also be compared with its input products, requiring a validation of each input product since previous validation approaches differ substantially across products. Typically, the accuracy assessment of LC maps is based on the confusion matrix ( ), also referred as the error or contingency matrix. Different accuracy metrics such as the overall accuracy, the user's and producer's accuracy, and the kappa coefficient ( ) can be derived from . Because represents an improvement in the overall accuracy that adjusts for the possibility of correctly classifying some of the cells by random chance, is a commonly reported metric. However, the use of for accuracy assessment has been questioned because of its non-probabilistic nature, and because the random chance of agreement is overestimated [2, 4, 33] . Consequently, new approaches 
SCaMF-RM represents the only LC product of the RM with a high spatial resolution, a long temporal duration, and a high temporal frequency (see Figure 2) . Additionally, it has an LC classification that not only includes the common LC classes among existing products, but also detailed classes that are relevant for different fields, including hydrology, climatology, and ecology [2, 3, 36] . SCaMF-RM is publicly available at http://hdl.handle.net/11124/170731 [76] and can be used to inform and support environmental studies in the Rocky Mountains. The yearly maps are available at two different spatial resolutions, 30 and 50 m, and have a Tagged Image File Format (abbreviated TIFF or TIF) and an Albers equal-area conic projection, and they correspond to the hard classification of the LC in the region of interest during 1983-2012. The computing requirement associated with predicting a map in D at 30-m resolution (ranging from 3400 to 5500 core-hours per map) is approximately 40% more than the one associated with a 50-m resolution (ranging from 2100 to 3200 core-hours per map).
The accuracy of SCAMF-RM should also be compared with its input products, requiring a validation of each input product since previous validation approaches differ substantially across products. Typically, the accuracy assessment of LC maps is based on the confusion matrix (C), also referred as the error or contingency matrix. Different accuracy metrics such as the overall accuracy, the user's and producer's accuracy, and the kappa coefficient (κ) can be derived from C. Because κ represents an improvement in the overall accuracy that adjusts for the possibility of correctly classifying some of the cells by random chance, κ is a commonly reported metric. However, the use of κ for accuracy assessment has been questioned because of its non-probabilistic nature, and because the random chance of agreement is overestimated [2, 4, 33] . Consequently, new approaches have been proposed, based on (i) the difference between the number of cells with a given category in an LC map and the number of cells with that category in a reference dataset or (ii) the minimum number of cell pairs for which the flipping of their locations in an LC map would maximize the spatial agreement between the LC map and a reference dataset [33] .
The accuracy report of an LC product should include at least C and, if possible, the metrics derived from it with the purpose of facilitating inter-product comparison. Yet in many cases, the accuracy reports do not include C [34] . Furthermore, the knowledge of C and the associated metrics is insufficient to objectively compare different LC products [2, 30] . First, the confusion matrix approximation is based on the assumption that within a given cell there is only one LC category; however, the spatial resolution of the map affects its accuracy because a larger cell (assigned with a single category in the map) is likely to contain multiple categories in reality [2, 16, 30, 94] . Similarly, this approximation does not account for the relative importance of misclassification errors. For example, the misclassification of similar categories (e.g., wetland and water) is less important than the misclassification of dissimilar categories (e.g., evergreen forest and water) [2, 11] . Consequently, the resulting confusion matrix also depends on the selected categorization of the LC map [2, 30] .
The source of the data used as a reference in the accuracy assessment also has a considerable impact on the results [2] . In some cases, the accuracy assessment is based solely on a cross validation procedure while in others a reference dataset is created from the interpretation of high-resolution satellite images or aerial photography [11] . The reference datasets are assumed to be an accurate representation of reality, but they also contain error [32, 95] . The reference datasets are usually obtained for a small fraction of the spatial domain due to the resources associated with the acquisition and interpretation of imagery from the land surface. There is no consensus about the sample size required for the reference dataset, nor for the sample design followed to obtain it (e.g., random or clustered in space) [2] . Consequently, objective comparison of the accuracy from different LC products is not possible when the reference validation datasets differ. Finally, current accuracy assessments do not include a representation of the spatial variation of the map accuracy or uncertainty, which is a common need of the users of LC maps [2] .
From the six LC products used as inputs in this project, only three products-NLCD92, NLCD, and MODIS-have accuracy assessments [6, 8, 65, 66] . Furthermore, these accuracy assessments have been separate studies developed years after the publication of the original products, demonstrating the complexity of assessing a single product. Here we have only presented specific qualitative examples, namely vegetation responses to the ENSO event of 1997-1998, forest dynamics associated with disturbances such as fires and bark beetle infestations, and rapid urbanization. We found that SCaMF-RM integrates the LC products while minimizing the incongruences observed in some input products, such as unrealistic LC transitions in LF between 2008 and 2012. The results of a future validation would not only allow us to quantify the accuracy of SCaMF-RM and its comparison across products, but would also allow us to determine if there are other features besides spatial resolution that could be included in the SCaMF methodology to represent the quality of each product in Equations (1), (2) and (9) . SCaMF does have limitations. As a fusion methodology, it is not able to minimize or remove problems in cases when only a single product is available for a long time period. Nonetheless, this is not the case when the time period has a similar magnitude as the ranges of temporal dependence in the LC classes (as is the case here for the beginning of the 30-year period), and other products are within this timespan. In this instance, the SCaMF predictions remove problems from the products, even when they are isolated in time, by borrowing information from neighboring products in time.
While the primary motivation of this work is to produce a large-scale and high-resolution LC product in space and time, the proposed version and computational implementation of SCaMF can also be applied to other geospatial categorical data or in fields where the synthesis of multiple images with different spatial and/or temporal resolutions is needed, such as medical imaging [96] [97] [98] . If only a single LC product is available or suitable for a specific application, SCaMF can be applied to downor up-scale the spatial and temporal resolution of the product. Similarly, it may be of interest to implement SCaMF for the prediction of LC in different regions. To these ends, we aim to further optimize the computational implementation of SCaMF to make it available for users lacking access to supercomputing resources. A promising option is the use of shared memory parallelism, which would allow its execution in graphical processing units, readily available in modern personal computers.
Conclusions
LC products are essential inputs for many studies, including hydrological, climatological, and ecological. However, their resolution in space and/or time, their temporal duration, and their LC classification are often inadequate for long-term studies. Moreover, the selection of a single LC product is not trivial because the reported accuracy statistics are not comparable across products. Hence, we use the Spatiotemporal Categorical Map Fusion (SCaMF) methodology to fuse six LC products into one high spatiotemporal resolution product over the Rocky Mountains (RM), and we name the fused product SCaMF-RM.
We introduce some modifications to the original SCaMF for two purposes. First, we added a second step in the estimation of probabilities of LC occurrence to produce a more detailed set of LC classes. The first version of SCaMF used a set of classes that were included in all products, while the modified version allows any LC classification insofar as each of the classes of interest is present in at least one of the products. Second, SCaMF is modified with the purpose of addressing the prediction of LC over large space-time regions that present nonstationarities. These changes include a spatial resolution penalty for each LC product, a new distance metric, and temporal ranges of dependence guiding the evolution of the predicted LC over time. We optimize the parallel computational implementation of SCaMF to make it suitable for LC prediction over large-scale spatiotemporal domains.
To further address the nonstationarity of the LC classes over space, the region of interest is partitioned into 330 domain tiles, each of which may have its own unique spatiotemporal characterization and model parameters. The large number of tiles and the available computational resources are prohibitive for the characterization of the spatial dependence and the parameter optimization in every tile. Consequently, we cluster the domain tiles into groups of tiles with similar landscape features and then apply a common set of spatial ranges and optimal parameters to all tiles in a given cluster. We use the clustering scheme to produce the fused LC product, SCaMF-RM, at 30-and 50-m resolutions and a yearly frequency for the period 1983-2012. SCaMF-RM appears to preserve the strengths of its constituent products while filtering out known flaws of individual products, but rigorous additional validation is needed to fully quantify the accuracy of SCaMF-RM.
