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1. Introduction and notations
Throughout this paper, R denotes a commutative ring with an identity
element, A = (aij ) a (m × n)-matrix with entries in R and ϕA :Rn → Rm the
homomorphism ofR-modules defined by ϕA(x)=A.x. The rank of A, rankR(A),
is the largest nonnegative integer s such that Is(A) = (0), where Is(A) is the ideal
of R generated by all the (s × s)-minors of A. We put I (A) = Is(A), where
s = rankR(A).
This paper is motivated by the question: What makes the complex
(C): Rp
ϕB−→ Rn ϕA−→ Rm
exact?
When I (A) = I (B) = R the complex (C) is exact if and only if rankR(A)+
rankR(B)= n. When ϕB is injective (i.e., Ip(B) is a faithful ideal) a criterion for
the exactness of (C) is given in [1], for the noetherian case, and in [10, p. 193],
for the general case. In [2, Theorem 2.1] it is proved that if (C) is exact then
Rad(I (A))⊆ Rad(I (B)).
Suppose that R[T ] is an integrally closed ring and rankR(A)= n− 1. First we
prove that Ker(ϕA) is isomorphic to an ideal constructed starting from In−1(A).
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As a consequence a structure result is obtained for the second syzygy ideals over
an integrally closed domain. The exactness of (C) is characterized in terms of
In−1(A) and I1(B). In particular, when A is an square matrix, one has a criterion
for the exactness of the complex
Rn
ϕA∗−→Rn ϕA−→Rn,
where A∗ is the matrix of cofactors of A. Finally we give a sufficient condition,
that in some cases is also necessary, for the exactness of the periodic complex
· · · −→ Rn ϕA−→Rn ϕA∗−→Rn ϕA−→Rn −→ · · · .
1.1. Notations and terminology
(1) Recall that the ring R is called integrally closed if every element of T(R)
which is integral over R belong to R, where T (R) denotes the total quotient ring
of R. In [3] it is characterized, in terms of systems of linear equations over R,
when R and R[T ] are integrally closed.
(2) Let (S) :A.x = b be a system of linear equations over R. We denote by
(A | b ) the augmented matrix of (S) (i.e., the (m× (n+ 1))-matrix obtained from
A by adding the column b). We denote by I∗r (A | b ) the ideal generated by those
r × r subdeterminants of (A | b ) which are not subdeterminants of A. So we have
Ir (A | b )= Ir (A)+ I∗r (A | b ).
Note that for λ ∈ R one has I∗r (A | λ.b )= λ.I∗r (A | b ) and if the system (S)
has a solution in R then I∗r (A | b )⊆ Ir (A).
(3) Let a be an ideal of R and M an R-module. We denote by grR{a,M} the
classical grade of a on M (i.e. the upper bound of the lengths of all R-sequences
on M composed of elements of a. The true grade or polynomial grade of a on M ,
see [10, Chapter 5], is defined by
GrR{a,M} = lim
n→∞ grR[T1,T2,...,Tn]
{
a.R[T1, T2, . . . , Tn],M[T1, T2, . . . , Tn]
}
.
Note that GrR{a,M} = GrR[T1,T2,...,Tn]{a.R[T1, T2, . . . , Tn],M[T1, T2, . . . , Tn]}
for each n and when M is a finitely generated R-module over a noetherian
ring R then grR{a,M} = GrR{a,M}. Finally for the special case M = R we put
GrR{a} = GrR{a,M}.
2. Results
Let A = (aij ) be a (m × n)-matrix with entries in R such that rankR(A) =
n− 1. If aj is the j th column of A we denote by Aj the (m× (n− 1))-matrix
Aj = (a1|a2| . . . |aj−1|aj+1| . . . |an)
(i.e., Aj is the matrix obtained from A by leaving out the j th column).
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Assume that In−1(Aj) is nonzero. Let α = (α1, . . . , αn)t be an element of Rn
such that A.α = 0 (i.e., α ∈ Ker(ϕA)). Then (α1, . . . , αj−1, αj+1, . . . , αn) ∈ Rn−1
is a solution of the system
(Sj ): Ajx =−αj .aj .
Therefore In−1(Aj ) = In−1(Aj | αj .aj ), where (Aj | αj .aj ) is the augmented
matrix of (Sj ). Since
In−1(Aj | αj .aj ) = In−1(Aj )+
∑
k =j
αj In−1(Ak)
= In−1(Aj )+ αj
∑
k =j
In−1(Ak),
it follows that
αj
∑
k =j
In−1(Ak)⊆ In−1(Aj)
and hence
αj In−1(A)= αj
∑
k
In−1(Ak)⊆ In−1(Aj ).
We denote by fj the homomorphism
fj : Ker(ϕA) →
(
In−1(Aj ) : In−1(A)
)
,
α → αj .
Proposition 1. Let R be a commutative ring such that the polynomial ring R[T ]
is integrally closed. If GrR{In−1(Aj )} 1 then fj is an isomorphism.
Proof. Let λ ∈ (In−1(Aj ) : In−1(A)). The system of linear equations
(S): Ajx = λ.aj
satisfies
In(Aj | λ.aj )= λ.In(Aj | aj )= λ.In(A)= (0)
and
In−1(Aj | λ.aj ) = In−1(Aj )+
∑
k =j
λ.In−1(Ak)
⊆ In−1(Aj )+ λIn−1(A)⊆ In−1(Aj ).
By [3, Theorem 3.6] the system (S) has a unique solution (λ1, . . . , λj−1, λj+1,
. . . , λn)
t in R. Therefore λ= (−λ1, . . . ,−λj−1, λ,−λj+1, . . . ,−λn)t ∈ Ker(ϕA)
and, by uniqueness of (λ1, . . . , λj−1, λj+1, . . . , λn)t, the assignment
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gj :
(
In−1(Aj ) : In−1(A)
) → Ker(ϕA),
λ → λ
is an homomorphism. It is clear that gj is the inverse of fj . ✷
Corollary 2. Let R be an integrally closed domain and let A be an (m×n)-matrix
with rankR(A)= n− 1. Then Ker(ϕA) is isomorphic to (In−1(Aj ) : In−1(A)) for
each j with 1 j  n such that rankR(Aj )= n− 1.
Theorem 3. Let R be an integrally closed domain and let I be a nonzero ideal
of R. The following statements are equivalent:
(i) I is a second syzygy.
(ii) There exists a ((n−1)×n)-matrix A of rank n−1 such that I is isomorphic
to (d : In−1(A)) where d is a (n− 1)× (n− 1) minor of A.
(iii) There exists a finitely generated ideal a of R such that I is isomorphic to
(a : a) where a is a nonzero element of a.
Proof. First we prove that (i) implies (ii). Suppose that I is a second syzygy and
consider an exact sequence
0−→ I−→ Rn ϕ−→Rm.
Let B = (bij ) be the (m× n)-matrix of ϕ relative to the standard bases. Since the
sequence of finite T (R)-vector spaces
0−→ I⊗ T (R)−→Rn ⊗ T (R) ϕ⊗ Id−−−→ Rm ⊗ T (R)
is exact, it follows that rankR(B)= n− 1. If
d = det


bi1,j1 bi1,j2 · · · bi1,jn−1
bi2,j1 bi2,j2 · · · bi2,jn−1
...
...
...
bin−1,j1 bin−1,j2 · · · bin−1,jn−1

 = 0,
then the ((n− 1)× n)-submatrix
B ′ =


bi1,1 bi1,2 · · · bi1,n
bi2,1 bi2,2 · · · bi2,n
...
...
...
bin−1,1 bin−1,2 · · · bin−1,n

 ,
satisfies Ker(ϕB ′)= Ker(ϕ). Statement (ii) is consequence of Corollary 2.
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We prove that (iii) implies (i). Suppose that a1, a2, . . . , ak generate a. Consider
the ((k + 1)× k)-matrix
A˜=


a 0 . . . 0 a1
0 a . . . 0 a2
...
...
...
...
0 0 . . . a ak

 .
By Proposition 1, Ker(ϕA˜) is isomorphic to (ak : Ik(A˜))= (ak : ak−1.a)= (a : a).
Consequently (i) holds. ✷
Corollary 4. Let R be an integrally closed domain and let a be a finitely generated
ideal of R. If a is a nonzero element of a then the following statements are
equivalent:
(i) The ideal (a : a) is principal.
(ii) There exists a factorization a = (g).B where g is an element of R and B is
an ideal of R such that GrR{B} 2.
Proof. Assume (i). Since Ker(ϕA˜) is isomorphic to (a : a) then Coker(ϕA˜) has a
finite free resolution given by
0 −→R −→ Rk+1 ϕA˜−→ Rk −→ Coker(ϕA˜)−→ 0.
By [10, Theorems 9 and 10, p. 224] it follows that
Ik
(
A˜
)= F0(Coker(ϕA˜))=B0.B1,
where B0 is the unique smallest principal ideal containing the Fitting invariant
F0(Coker(ϕA˜)) and B1 is an ideal of R that satisfies GrR{B1} 2.
Put B0 = (b). Since Ik(A˜)= ak−1.a, there exists g ∈ R such that b = gak−1.
Consequently a= (g).B1.
Assume (ii). Suppose that b1, b2, . . . , bk generateB. Put ai = gbi for 1 i  k
and a = gb. Consider the complex of finite free R-modules
(C): 0−→ R ψ−→Rk+1 ϕA˜−→Rk,
where ψ is defined by the column matrix B = (b1, b2, . . . , bk,−b)t. By [10,
Chapter 6, Theorem 15] the complex (C) is exact because GrR{I1(B)} =
GrR{B} 2. Therefore (a : a) is principal because it is isomorphic to Ker(ϕA˜).✷
The following result is an exactness criterion.
Theorem 5. Let R be a ring such that the polynomial ring R[T ] is integrally
closed and let A be a (m× n)-matrix of rank n− 1. Suppose that B = (bij ) is a
(n× p)-matrix such that A.B = 0. Then the following statements are equivalent:
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(i) A.B = 0 exactly (i.e., the sequence Rp ϕB−→Rn ϕA−→Rm is exact).
(ii) If GrR{In−1(Aj)} 1, with 1 j  n, then(
In−1(Aj ) : In−1(A)
)= 〈bj1, bj2, . . . , bjp〉
where 〈bj1, bj2, . . . , bjp〉 is the ideal of R generated by all the elements of
the j th row of B .
Proof. With the notation of Proposition 1. Assume (i) and suppose that
GrR{In−1(Aj )}  1. Since A.B = 0 exactly then fj (Ker(ϕA)) = fj (Im(ϕB)) is
the ideal generated by bj1, bj2, . . . , bjp and hence (ii) holds.
Assume (ii). The element (b1k, b2k, . . . , bj−1,k, bj+1,k, . . . , bnk)t is the unique
solution of the system (Sk): Ajx =−bjk.aj for each k with 1 k  p. Then B
is the matrix of the composition homomorphism
Rp −→ (In−1(Aj ) : In−1(A)) gj−→ Rn,
ek −→ bjk −→ bk,
where {ek}1kp is the standard base of Rp and bk is the kth column of B . ✷
Corollary 6. Let R a ring such that the polynomial ring R[T ] is integrally closed
and let A be an (n× n)-matrix of rank n− 1. Then the following statements are
equivalent:
(i) A.A∗ = 0 exactly (i.e. the sequence Rn ϕA∗−→ Rn ϕA−→Rn is exact).
(ii) If GrR{In−1(Aj)} 1, with 1 j  n, then(
In−1(Aj ) : In−1(A)
)= In−1(Aj ), (1)
or equivalently, GrR{In−1(A),R/In−1(Aj )} 1.
Proof. It is sufficient to take into account that the elements of the j th row of A∗
are all ((n− 1)× (n− 1))-minors of Aj . ✷
The following example prove that A.A∗ = 0 exactly does not imply that
A∗.A= 0 exactly.
Example 7. LetR =K[X,Y ] be the polynomial in two indeterminates over a field
K and let A be the matrix
(
X Y
X Y
)
. Then, by Corollary 6, the complex
Rn
ϕA−→Rn ϕA∗−→Rn
is not exact; however A.A∗ = 0 exactly.
The following two results give sufficient conditions to have the both properties
A∗.A= 0 exactly and A.A∗ = 0 exactly.
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Proposition 8. Let R˜ be a commutative ring and let B be an (n× n)-matrix over
S such that det(B) is a nonzero divisor. If R is the quotient ring R˜/(det(B)) and
π is the canonical homomorphism from R˜ to R then the complex
(C): · · · −→ Rn ϕπ(B)−−−→Rn ϕπ(B)∗−−−−→ Rn ϕπ(B)−−−→Rn −→ · · ·
is exact.
Proof. See [4]. ✷
Theorem 9. Let R be a ring such that the polynomial ring R[T ] is inte-
grally closed and let A be an (n × n)-matrix of rank n − 1. Suppose that
GrR{In−1(Aj )}  1 and GrR{In−1(A),R/In−1(Aj )}  2 for some j with 1 
j  n. Then the periodic complex
(C): · · · −→ Rn ϕA−→Rn ϕA∗−→Rn ϕA−→ Rn −→ · · ·
is exact.
Proof. Let R′ = R[T1, T2] be the polynomial ring in two indeterminates over R.
By [8, Theorem 13.11], R′ is integrally closed because R[T1] is integrally closed
and satisfies Property A. By [10, p. 152], one has that grR′ {In−1(Aj ).R′} 1 and
grR′ {In−1(A).R′,R′/In−1(Aj ).R′}  2. Since (C ⊗ R′) is exact if and only if
(C) is exact it follows that we can suppose, without loss of generality, that R is
integrally closed, grR{In−1(Aj )} 1 and grR{In−1(A),R/In−1(Aj )} 2.
By Corollary 6 it is sufficient to prove that the complex
Rn
ϕA−→ Rn ϕA∗−→ Rn
is exact. Let b ∈ Rn such that A∗b = 0. We shall prove that the system of linear
equations
(S): Ax = b,
that satisfies rankR(A)= rankR(A | b )= n− 1, has a solution in R.
First we claim that for each element µ of In−1(A) there exists a positive
integer p(µ) such that the system Ax = µp(µ)b has a solution in R. Let S be the
multiplicatively closed subset {µp}p0, let RS be the ring of fractions of R with
respect to S and let χ :R→ RS be the canonical homomorphism. Since R[T ] is
integrally closed it follows that R is reduced and hence 0 /∈ S . The system(
χ(S)
)
: χ(A).x = χ(b )
satisfies In(χ(A) | χ(b )) = 0 and In−1(χ(A)) = RS . By [6, Corollary 3] the
system χ(S) has a solution in RS and consequently there exists a positive integer
p(µ) such that the system Ax = µp(µ)b has a solution in R.
Since grR{In−1(A),R/In−1(Aj )}  2 we can choose µ and µ′ in In−1(A)
such that {µ,µ′} is a regular sequence on R/In−1(A). Put λ = µp(µ) and
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λ′ = (µ′)p(µ′). Then {λ,λ′} is a regular sequence on R/In−1(A) and there exist
α = (α1, . . . , αn)t and α′ = (α′1, . . . , α′n)t such that Aα = λb and Aα′ = λb. So
we have
A(λ′α − λα′)= 0
and hence there exists β ∈ Rn such that
λ′α − λα′ =A∗β,
because the complex
Rn
ϕA∗−→Rn ϕA−→Rn
is exact. Since the j th row of A∗ is formed by all the (n− 1)× (n− 1) minors
of Aj , it follows that
λ′αj − λα′j ∈ In−1
(
A∗j
)
.
This implies that there exist elements t ∈ R and r, r ′ ∈ In−1(Aj ) such that αj =
λ.t + r and α′j = λ′.t + r ′ because {λ,λ′} is a regular sequence on R/In−1(Aj ).
So we have the equalities
λ.b =A.


α1
...
αj−1
αj
αj+1
...
αn


= Aj.


α1
...
αj−1
αj+1
...
αn


+ aj .αj =Aj .


α1
...
αj−1
αj+1
...
α


+ aj .(λ.t + r)
and hence the system of linear equations
(S′): Aj .x = λ(−t .aj + b )− r.aj
has a solution in R.
Next we prove, applying [3, Theorem 2.1], that the system of linear equations(
S˜
)
: Aj .x =−taj + b
has a solution in R. Since In(A) = In(A | b ) = 0 it follows that rankR(Aj ) =
rankR(Aj | −taj + b )= n− 1. On the other hand, since (S′) has a solution in R
it follows that
I∗n−1
(
Aj | λ(−taj + b )− raj
)⊆ In−1(Aj ),
consequently
I∗n−1
(
Aj | λ(−taj + b )
)⊆ In−1(Aj ),
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because r ∈ In−1(Aj). So we have
λ.I∗n−1
(
Aj | λ(−taj + b )
)⊆ In−1(Aj ),
and hence
I∗n−1(Aj | −taj + b )⊆ In−1(Aj),
because λ is a nonzero divisor on R/In−1(Aj ).
Therefore there exists γ = (γ1, . . . , γj−1, γj+1, . . . , γn−1)t ∈ Rn−1 such that
Ajγ = −t .aj + b and hence (γ1, . . . , γj−1, t, γj+1, . . . , γn−1)t is a solution of
the system (S): Ax = b. ✷
Example 10. Let K be a field in which 2 is a unit, let R be the commutative ring
K[X,Y,Z]/(Z2 −XY) and let A be the matrix (z y
x z
)
, where x is the image of X
in R. By [9, p. 65] R is an integrally closed domain and, by Proposition 8, the
complex
(C): · · ·→ Rn ϕA−→Rn ϕA∗−→Rn ϕA−→Rn → ·· ·
is exact. Since In−1(A)= (x, y, z) and In−1(A2)= (x, z), it follows that
grR
{
In−1(A),R/In−1(Aj )
}= 1.
Lemma 11. Let R be a commutative ring, λ ∈ R a nonzero divisor and let π be
the canonical homomorphism from R to R =R/(λ). Suppose that the complex
(C): · · ·→ Rn ϕA−→Rn ϕA∗−→Rn ϕA−→Rn → ·· ·
is exact. Then the complex of R-modules(
C⊗R): · · ·→ Rn ϕπ(A)−−−→ Rn ϕπ(A)∗−−−−→Rn ϕπ(A)−−−→ Rn →·· ·
is exact.
Proof. Straightforward. ✷
Theorem 12. Let R be a ring such that the polynomial ring R[T ] is integrally
closed and let A be an n× n matrix of rank n− 1 such that GrR{In−1(Aj )} 1
for some j with 1 j  n. Suppose that the following statements hold:
(i) The periodic complex (C): · · ·→ Rn ϕA−→Rn ϕA∗−→Rn ϕA−→ Rn → ·· · is exact.
(ii) There exists λ ∈ In−1(A) such that λ is a nonzero divisor on both R and
R/In−1(Aj ) and the quotient ring R/(λ) is integrally closed.
Then GrR{In−1(A),R/In−1(Aj )} 2.
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Proof. Let π be the canonical homomorphism from R to R = R/(λ). First we
show that In−1(π(A)j ) = In−1(π(Aj)) = In−1(Aj ).R is a faithful ideal of the
quotient ring R. Let a be an element of R such that
π(a).In−1
(
π(A)j
)= 0.
If b1, b2, . . . , bt is a system of generators of In−1(Aj ) then there exist elements
c1, c2, . . . , ct of R such that
a.bi = λ.ci, i = 1,2, . . . , t.
Since λ is a nonzero divisor on R/In−1(Aj ) it follows that ci ∈ In−1(Aj ) for
i = 1,2, . . . , t . Consequently, the proportionality (P ) :b.X = c given by
(P )=


b1.X = c1,
b2.X = c2,
...
bt .X = ct
satisfies Ii(b ) = Ii(b | c) for i = 1,2. Since GrR{I1(b )} = GrR{In−1(Aj )}  1
then, by [3], (P ) has a solution c in R and hence a = λc.
By Lemma 11 the periodic complex (C⊗R) is exact. Since In−1(π(A)j ) is a
faithful ideal of R it follows, by Corollary 6, that
GrR
{
In−1
(
π(A)
)
,R/
(
π(A)j
)}
 1
or equivalently
GrR
{
In−1(A)R,R/In−1(Aj)R
}
 1.
By [10, p. 157] one has
GrR
{
In−1(A),R/In−1(Aj )R
}= GrR{In−1(A)R,R/(Aj )R} 1,
and consequently,
GrR
{
In−1(A),R/In−1(Aj )
}
 2
because λ is a nonzero divisor on R/In−1(Aj ). ✷
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