Abstract. This paper is dedicated to Thomas Ottmann on the occasion of his 60th birthday. We discuss the design of several Java applets that visualize how the Voronoi diagram of n points continuously changes as individual points are moved across the plane, or as the underlying distance function is changed. Moreover, we report on some experiences made in using these applets in teaching and research. The applets can be found and tried out at http://wwwpi6.fernuni-hagen.de/GeomLab/.
Introduction
Soon after personal computers became widely available, scientists and teachers started to think of the advantages this new technology could offer to research and teaching. In computer science, an early impulse to use computers in teaching originated from Hermann Maurer at Graz [25, 26] . In Germany, Thomas Ottmann became the leading pioneer in this field. He created a new approach to course developing called authoring on the fly, and put it to use in large projects many universities participated in [22] .
It turned out that teaching can benefit greatly from computer support. On the one hand, complete computer-based courses allow students to carry on their studies independently of time and location; this is of particular importance to part-time or remote studying. On the other hand, both classical and computerbased courses can be enhanced by valuable tools that did not exist before.
Among such tools we find, at a basic level, animation by computer. Complicated, parameter-dependent behaviour can be illustrated by artificially created moving figures. One level up, experiments allow students to interactively manipulate certain structures, or apply certain methods, while being in complete control of both input and parameters. Even more advanced virtual laboratories enable students and researchers to create, and carry out, their own experiments.
In this paper we report on tools that enable experiments on Voronoi diagrams; for an example see Fig.1 . The Voronoi diagram and its dual, the Delaunay triangulation, are among the most important structures in computational geometry; see e. g. Aurenhammer [3] or Aurenhammer and Klein [4] for surveys. The study of their structural properties belongs to the core of this area. Given a set of point sites and a distance measure in the plane, the Voronoi diagram partitions the plane into regions, one to each site, containing all points of the plane that are closer to this site than to any other. Despite this rather simple definition, drawing a complex Voronoi diagram by pencil is an arduous task-particularly so for students who have not yet studied the algorithms-and computer based visualization is very desirable.
The paper is organized as follows. In Sect. 2 we discuss the intentions we had when this project 4 started at the FernUniversität Hagen in 1996. Next, in Sect. 3 we describe the algorithms implemented for dynamic and interactive Voronoi applets. Then, in Sect. 4, we report on some experiences we made once these tools were available in teaching and research.
Motivation
There exist a good number of tools that allow to insert point sites by mouse click and then display their Voronoi diagram; numerous references 5 can be found in the World Wide Web. With some systems, like XYZ GeoBench 6 by Nievergelt et al. [28] , Mocha 7 by Baker et al. [5] , or GeoLab 8 by de Rezende and Jacometti [13] , the user can even pick a point and move it across the scene. The Voronoi diagram of the altered point set is then computed and displayed, after some delay that depends on the size of the point set and the complexity of the animation.
We think that this dynamic feature is extremely helpful in teaching and understanding geometric structures and algorithms. The ideal system should respond instantaneously to the user's actions: While dragging a selected site we would like to see, at each point in time, the Voronoi diagram of the point sites that remain fixed and of the moving site in its current position.
Such a perfect dynamic animation, however, is hard to achieve. In practice, all we can hope for is to recompute the Voronoi diagram and update the display frequently enough so that the impression of a continuous motion results. Our experiments indicate that the frame rate, i. e. the number of screen updates per second, should not drop below 6 while the mouse is moved at normal speed. Between 10 and 18 frames per second result in a very satisfying animation. At a rate of 25, TV quality is reached. Note that extreme mouse speeds are not likely to create a problem: a slowly moving mouse can be served all the better, and if the user moves the mouse very fast he cannot expect to follow in detail the structural changes anyway.
The computer's graphical system keeps track of the moving mouse by generating a sequence of drag events that report the mouse's current coordinates. These drag events are generated at a rate that depends both on the system and on its current load. For technical reasons, at most 50 drag events per second are generated with a standard equipment, and a typical rate is less or equal to 33, which is largely sufficient.
As often as a new drag event has been created, we should quickly compute and display the current Voronoi diagram. The problem is that we can typically spend at most 30 milliseconds on this task before the next drag event arrives. If the computation is not finished by then, the next events get delayed or must be skipped. As a consequence, the frame rate drops.
Whereas, under a slight drop of the frame rate, the animation looks jerky, like a video running in slow motion, a severe drop destroys the impression of a continuous motion; only a sequence of seemingly unrelated pictures remains.
In a first and simple approach we used the randomized incremental algorithm supplied by the LEDA library [27] for constructing from scratch the whole Voronoi diagram after each drag event. As expected, this approach works quite well for point sets of moderate size (less than around n = 20 points), thanks to the efficient implementation and the speed of code compiled from C ++ . But since the expected run time per event is in Θ(n log n), larger point sets cannot be handled this way.
Furthermore, we wanted to create a tool that could easily be distributed over the Internet and that was independent of special compilers and certain versions of libraries. Therefore we have chosen Java as programming language; see Arold and Gosling [2] or Flanagan [17] , for example. Java programs run virtually everywhere and can be easily accessed by the World Wide Web, the programmer need not give much thought to different run-time environments, and the code is instantaneously executable. On the other hand, Java programs run considerably slower than compiled code. This calls for a careful selection of algorithms and data structures.
Fast algorithms for interactive Voronoi applets
Of the Voronoi applets we have implemented during the last years, two are described in this paper, namely the one for the usual Euclidean Voronoi diagram of point sites, called VoroGlide, and the variant for polygonal convex distance functions, called VoroConvex. Other variants such as diagrams under additive weights or for sites that are line segments are also available from our web site at http://wwwpi6.fernuni-hagen.de/GeomLab/.
When a new point site is inserted, we want to incrementally construct the new structure from the old one. To do this with the Delaunay triangulation is technically a lot easier than with the Voronoi diagram. For this reason, our algorithm computes and maintains the Delaunay triangulation as the primary structure. The Voronoi diagram, or those parts that must be updated, are directly derived from the Delaunay triangulation, as well as the convex hull, if needed.
In VoroGlide and VoroConvex, the user can insert, delete and move points with simple mouse click and drag operations. The insert operation uses a point location algorithm which is described in Sect. 3.1 and the well-known edge flip algorithm, see Sect. 3.2.
Deleting points from Delaunay triangulations or Voronoi diagrams is known to be a difficult task. With complicated algorithms, see e. g. Aggarwal et. al. [1] , it can be performed in O(d) time where d is the number of Voronoi neighbors of the point to removed. We are not using these techniques but prefer to simply recompute the triangulation resp. the diagram of the remaining points from scratch.
Special attention has been paid to moving points, i. e. handling the drag events from the mouse. Our strategy allows a drag event to be handled in time proportional to the number of Voronoi neighbors the moving point has at its current position, nearly independently of the number of points in the diagram.
In the following subsections we discuss these features of our algorithms that are crucial in achieving a good performance: a simple technique for localizing a point in a triangulation which works very well in practice, and an efficient strategy for maintaining the data structure and the display while a point is being dragged.
Simple and efficient point location
Given a triangulation DT and a point p in the plane, which of the triangles contains the point?
One could think of using the very good data structures for dynamic point location in general subdivisions which have been developped in the last years [6, 7, 9, 10] . While dragging a point around, the structure would not even have to be changed, whereas for permanent insertions or deletions it would need some updates. For the point location tasks which occur very frequently during a drag operation, we would have logarithmic running time. But apart from the considerable effort for the implementation, we will see that such sophisticated data structures would not really be helpful in our case.
Instead, we are not using any auxiliary structure for point location, we just use the triangulation which is already there. We start at some triangle of DT.
As long as the current triangle does not contain the point p, we switch to an adjacent triangle which is, in some sense, closer to p. This procedure is usually called a walk in a triangulation, and there is some ambiguity concerning which adjacent triangle is taken next in a walk, see Devillers et al. [14] have looked at several different kind of walks. From practical experiments they conclude that all types of walks (so-called straight walks, stochastic walks, visibility walks, orthogonal walks etc., see also Devroye et al. [15] ), are essentially equivalent, but visibility walks have the advantage of a very simple implementation and inherent robustness, at least for Delaunay triangulations.
In our setting the coordinates of two consecutive drag events are often very close together, in most cases the moving point is still in the same triangle as before or in an adjacent one. So if we start at the triangle where the moving point was located the last time, we can expect to locate point p in constant time in most cases.
The visibility walk is runs according to the following algorithm. It uses only simple tests for the position of p relative to the lines supported by the triangles' edges.
Algorithm VisibilityWalk
For each triangle we store the vertices a, b, and c in counter-clockwise order. We also store the triangles adjacent to the edges ab, bc, and ca. 1. Start with an arbitrary triangle T , preferably choose T as the result of the previous point location. 2 . Let e be the edge ab of triangle T . 3. Check point p's position relative to edge e: 3a. If the point lies to the right side of the edge, we know that T does not contain p, so let T be the triangle adjacent to e and continue with step 2. 3b. Else, if not all three edges of T have been tested, let e be the next edge of T and perform step 3 again. 4. Otherwise, p does not lie on the right side of any of T 's edges, so p is contained in T .
Remark that in practice we do not check all three edges of a triangle, because we have already tested the edge of the adjacent triangle we come from, except for the very first.
Surprisingly, VisibilityWalk may get into an endless loop in an arbitrary triangulation, see Fig.3 . Fortunately, De Floriani et al. [12] have shown that this does not happen with Delaunay triangulations! p Fig. 3 . In this situation, VisibilityWalk can get into an infinite loop, but this does not happen with Delaunay triangulations.
As was said before, the algorithm benefits from a good choice of the start triangle. But even for sets of several hundreds of points and a mouse moving very quickly, we have observed very short location times.
Temporary and permanent insert
Our algorithms are based on the standard procedure of inserting a new point site, p, into an existing Delaunay triangulation DT; see e. g. [4, 23] or use VoroGlide to provide an animation. Briefly, this procedure works as follows; cf. 
For a moving point, we proceed in a similar fashion. Picking and dragging a point and finally releasing it corresponds to one mouse-down event, many drag events, and one mouse-up event.
When a mouse-down event occurs, we look for a point at these coordinates and, if it is found, delete the point and compute the Delaunay triangulation DT of the remaining n − 1 points. 9 For very large point sets, this recomputation may create some delay at the beginning of a drag operation. In the unlikely worst case it even requires time quadratic in n, and O(n log n) expected time, see [4] , but we have to do it only once, at the beginning of each drag operation.
As long as the user keeps moving point p, we keep the triangulation DT. Each subsequent drag event is handled by temporarily inserting p, at its current position, into DT, as if it were a new point. At the end of a sequence of drag events, a mouse-up event occurs and the point is inserted permanently into DT.
Therefore, temporary insert means that we compute all necessary information to be able to display the updated structure, but we do not make any changes to the data structure DT of the other points, so there is no need for deleting the new point before treating the following drag event. In this way, we can generate the impression of a moving point by just temporarily inserting it into the same structure at many different locations.
To assess this algorithm from a theoretic point of view we would usually state that, once the moving point p has been located, a drag event is treated within time O(d), where d is the degree of p in the current Delaunay triangulation.
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But with dynamic animation algorithms, the big-O notation is not precise enough. A closer analysis of the algorithm shows that, after locating the point, computing a drag event takes about 12 · d steps. Here, a single step may consist of changing a pointer, computing the square of a distance, or constructing the circumcircle of three points, etc.
One could think of further speeding up the computation by using the following observation: if the graph structure of the Delaunay triangulation does not change over a sequence of consecutive drag events, it would not really be necessary to re-insert the moving point each time.
For example, if the point p moves along a line then the total number of structural changes is bounded by 2n, independently of the number of drag events.
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General bounds like this on the complexity of the Voronoi diagram of moving points can be found e. g. in Guibas et al. [18] or Huttenlocher et al. [19] .
In the context of dynamic animation, however, we have no knowledge of the user's intentions, and there seems to be no easy way of predicting whether the actual drag event will cause a structural change or not. Therefore we handle all drag events as described above.
Partial redraw
We know that updates for a new point in the Delaunay triangulation affect only a star-shaped region composed of those triangles whose circumcircles contain the point, see Fig.5 . For maximum speed, we do not want to redraw the whole scene for every new position of the moving point. Instead, the display of the updates should be restricted to just the line segments within the star-shaped area, such that the update time is proportional to the degree of the new point, but independent of the number of points. This is organized with the help of five layers of line segments which have to be drawn one over the other:
1. The lowest layer contains the Delaunay edges of the triangulation of all points except the moving one. This layer is displayed only once at the beginning of a drag operation (mouse-down) and once at the end (mouse-up). All draw and erase operations which occur during the motion are performed on the picture of this layer. 2. This layer contains the edges adjacent to the moving point at its previous position. These edges have to be erased, i. e. they will be drawn in background color (white). 3. The next layer stores the edges of layer 1 which have been erased for the previous picture. These edges must be redrawn in foreground color (black) for the new picture. 4. For the moving point at its new position some of the edges of layer 1 must be erased, they belong to this layer. 5. The uppermost layer contains the edges adjacent to the moving point at its new position. These edges are drawn in foreground color.
One temporary insert operation then consists of the following.
-Clear layers 2 and 3.
-Move all edges from layer 5 to layer 2 and all edges from layer 4 to layer 3.
-Locate the moving point in the underlying triangulation.
-Determine the local changes. Edges that have to be added are put into layer 5, the edges that have to be erased go to layer 4. This is done by executing the edge flip algorithm, but without really changing the underlying structure. -Draw the contents of layers 2 to 5 on the previous picture and display the new one on the screen.
As was mentioned in Sect. 3, we use the Delaunay triangulation as the primary structure and always derive the Voronoi diagram from this. This also holds for local changes. The edges which have to be changed in the Voronoi diagram are exactly those which are dual to the edges in the star-shaped region of the Delaunay triangulation, including the boundary of this region, see Fig.6 .
A remarkable difference between the updates of the Delaunay triangulation and the Voronoi diagram is that new Delaunay edges are determined at the time when the edge flip occurs, but new Voronoi edges are only known after all edge flips are performed for a temporary insert. This is because Delaunay edges go from one of the points to another whereas Voronoi edges connect centers of circumcircles of triangles which may be affected by subsequent edge flips.
Buffered display
Besides computation cost, each drag event handled causes display cost, too. After inserting the new point, p, into DT we need to display the new Delaunay triangulation. Since DT is still on the screen, it is sufficient to remove from the screen, by displaying them in background color, all edges of DT that have been flipped, and to display the new edges adjacent to p. After this picture has been visualized, the local changes have to be undone. Hence, the total number of edges to be displayed is about four times the degree, d, of p.
If the edges are drawn on the screen one by one, as they are output by the algorithm, the triangulation will sometimes flicker. A smoother impression results from using a buffered display, where only completed images appear on the screen.
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Using a buffer, it takes 2 · d + B many steps to display the changes caused by a drag event. Here, a step consists of drawing a line segment, and B measures the time for displaying the buffer content.
VoroGlide can be run with or without buffering, which allows to estimate the time B. On our system, B seems to dominate both the computation and the display cost (indicating that faster hardware cannot always be replaced by better algorithms).
As far as the display cost is concerned, VoroGlide behaves optimally during drag operations: Only those edges of the Delaunay triangulation and of the Voronoi diagram are redrawn that have changed.
Skipping events
A well-known and useful technique for dynamic animation is used in VoroGlide, too. More drag events may be generated than we can digest. If we tried to treat them all, we would observe a growing difference between the mouse cursor and the location where the updates happen. To avoid this, we have to skip obsolete drag events. In other words, after the update for a drag event has been finished, we immediately go on with the last one of a sequence of drag events which may have occured in the meantime, and skip the others.
Special requirements for polygonal convex distance functions
As a generalization, we also consider Voronoi diagrams under different metrics than the usual Euclidean distance. To define a convex distance function we take a compact, convex body and a point, called center, somewhere in its interior. All points on the boundary of the body, called unit circle, have distance 1 to the center, and the distance from a point p to point q is the factor by which the unit circle translated to p must be scaled such that q lies on its boundary. Such a distance function is not necessarily symmetric but fulfills the other properties of a metric.
There are a couple of interesting results about Voronoi diagrams under convex distance functions, e. g. see Chew and Drysdale [8] , Drysdale [16] , Skyum [29] , Corbalan et al. [11] , Jünger et al. [21] , and Icking et al. [20] . To summarize, we can say that convex distance functions inherit some properties from the Euclidean metric but differ at others; the differences increase in higher dimensions.
To actually see many of such diagrams and to verify some conjectures we have realized a Java applet called VoroConvex, for a screen shot see Fig.7 . It is capable to deal with arbitrary polygonal convex distance functions. The restriction to polygonal distances is reasonable because any convex set can be approximated with arbitrary ε-accuracy by a convex polygon and because each bisector has a polygonal shape itself and can be easily constructed.
To compute this generalized Voronoi diagram we have taken a similar approach as described above for VoroGlide. We use the dual graph (which is not called Delaunay in this setting) as the basic structure; this is a triangulation but not necessarily of the convex hull of the point set, see Fig.8 for an example. The algorithm is again incremental and uses point location and edge flip techniques as before.
Extra difficulties result from the fact that bisectors are polygonal chains instead of lines and from the requirement that we want to be able to dynamically change the unit circle and its center in addition to the sites. For some special properties of these diagrams that also have to be taken care of see Sect. 4 .
VoroConvex opens two windows: one is for the sites and the other is for the unit circle. The user can add as many points as he likes to that window, and the unit circle is always taken as the convex hull of them. The center point is marked in a special colour and can be moved just like the other points. Whenever the distance function is modified in this way, the whole Voronoi diagram is recomputed. 
Experiences
VoroGlide and VoroConvex have turned out as valuable tools for computer-based experiments in teaching and research. In particular, VoroGlide has been downloaded thousands of times and has been been used very often, for example by students preparing examinations or theses, by university teachers and researchers not only from computer science and mathematics but also from geology, biology, engineering, meteorology, and even by school teachers. VoroGlide has surprised many users by its speed. Typically, it delivers a rate of at least 20 frames per second on "average" point sets, nearly independently of the number of points in the diagram. One often achieves a frame rate equal to the rate of drag events. Of course, a machine with a faster processor will perform better, but even on low level computers with a processor speed of less than 100 MHz one gets very satisfying results.
But VoroGlide is capable of more. There are two somewhat hidden but useful features, especially for teaching. One is the step by step execution of the edge flip algorithm, to see this choose "Delaunay" in the "Show" menu and "
Step Mode" in the "Options Delaunay" menu. Typing the "s" key reveals a slider to accelerate or slow down the animation. The other feature is the record and replay function, for an example choose "Run Demo" from the "Edit" menu. Typing the "r" key reveals the user interface for recording. To prepare a lesson, the teacher can record any sequence of user actions, store this in one of the six slots provided and replay it at any later time. In the following we want to illustrate some benefits of such computer-based experiments for teaching and research in computational geometry.
Many properties of Voronoi diagrams become obvious when one observes their dynamic behaviour under interactive changes. For example, taking a closer look at a Voronoi diagram of points under the standard Euclidean distance, one realizes that some point sites have a bounded Voronoi region, while others own an unbounded domain. At first glance, it may not be quite clear which property grants a site an unbounded Voronoi region.
We posed this question to graduate students, and encouraged them to use VoroGlide for experiments. Since it can optionally show the convex hull of the current point set, it did not take the students very long to come up with the following conjecture.
Theorem 1. A point site's Voronoi region is unbounded if and only if the point lies on the convex hull of the set of all sites.
At the same time it became clear that observing this fact is quite different from being able to prove it; but encouraged by their conjecture, the students were now far better motivated to follow the proof than in a standard classroom lecture.
Our experimental tools have proven valuable to research, too. When working with VoroConvex we realized that moving the center of the convex polygon that defines the distance function does only change the shape of the Voronoi diagram of a fixed set of sites, but not its combinatorial structure. This led to the following theorem whose proof was published in [24] , see also Fig.9 . -The bisector of two sites is the locus of the intersection of two expanding circles which are translated to the sites. -The bisector of two sites under a polygonal convex distance consists of line segments, one less than the unit circle has. -For convex distances, the bisector of three sites can be empty, and the diagram can be disconnected, and this is not a phenomenon of degeneracy.
