This paper describes the work with a part-of-speech tagger for Swedish. The tagger used in the work was originally designed by Brill (1992) 
Introduction
This paper will describe the training on a Swedish text corpus of a part-of-speech tagger constructed by Brill (1992) and experiments with methods for enhancing the tagging performance. This work has been conducted as a part of the project 'Creating and annotating a parallel corpus for the recognition of translation equivalents', which forms a part of the research program 'Translation and Interpreting -A Meeting between Languages and Cultures' (see Borin this volume) .
This paper includes a general overview of the Brill tagger. The work with the training of the tagger on a Swedish annotated corpus is then described along with the work on enhancing the performance by extending the lexicon.
The Brill tagger
The Brill tagger is a part-of-speech tagging system that makes use of statistically justified rules. The tagging process includes two steps. First, every word in a text that is to be annotated is tagged with its most likely tag given the word without its context. For this purpose the system uses a word-form lexicon where all tags for a given word-form have been ordered according to their frequency in a training corpus. In the case when a token cannot be found in the lexicon the tagger applies a set of lexical rules that decides which tag to attach to the token. The set of lexical rules is derived from a training corpus. In the next step the Brill tagger will replace some tags with other ones according to a set of context-sensitive rules. These rules may change a given tag to another provided that some context conditions are fulfilled. All these rules are variants of the form: change tag X to tag Y if context conditions Z are fulfilled. This set of rules is also derived from a tagged training corpus (Brill 1992 ).
The Brill tagger will use a word-form lexicon, a set of lexical rules and a set of contextual rules all derived from a training corpus. The only thing needed to train a Brill tagger is thus an annotated corpus. It is this feature that makes it possible to adapt the tagger to any language.
Training the tagger
An annotated and corrected training corpus is divided into two parts. The first part is used when the lexicon and the set of lexical rules are derived. The lexicon contains all word-forms in the text and each line in the lexicon contains one word-form and a set of tags that has been found in the training corpus attached to that word-form. These tags are ordered so that the most common tag is the first tag in the set. The lexicon and a set of bigrams from the corpus are then used to derive a set of lexical rules.
All tags are then removed from the second part of the training corpus and the text is tagged again with a version of the tagger using only the lexicon and the set of lexical rules derived from the first part of the corpus. The second part of the training corpus now exists in two versions; the original one that is considered correct and a new one that has been tagged by the tagger. These versions are then automatically compared to each other. Any differences between the two versions indicate errors in the version tagged by the tagger. These errors induce contextual rules that may correct these errors. The training of contextual rules as well as the derivation of lexical rules and lexicon is automatic and performed by special software included in the system.
The training corpus
For the training of the Swedish Brill tagger a corpus of 53,444 tokens was used. Tokens in this case refer not only to words and formulas in the text but also to punctuation marks and the like. The corpus contains newspaper text from Upsala Nya Tidning (30,797 tokens), texts from the Swedish government's declarations of policy (11,505 tokens) and fiction from Stockholm Umeå Corpus (SUC) category K (11,142 tokens). The corpus was annotated with a tagset compatible with the analysis performed by the Uppsala Chart Processor (UCP, Sågvall Hein 1987) . A very small part of the text was annotated manually and used for training the Brill tagger. This tagger was used to tag more text. The tagged text was then manually corrected (Prütz, forthcoming) . The complete annotated corpus was divided into three parts. A small test corpus of 1,504 tokens from the three categories was separated before the rest was split into two equal sized parts (Corpus1 of 25,972 tokens and Corpus2 of 25,968 tokens).
Corpus1 was used for the creation of a training lexicon and the set of lexical rules. Corpus2 was used for the contextual rules. The final tagger will use a lexicon derived from the whole training corpus (Corpus1 and Corpus2).
The performance of the tagger was then evaluated using the small test corpus. It is important that the test corpus is not included in the training corpus. The text corpus may thus be considered as new text to the tagger.
The tagset
The part-of-speech analysis and the tagset used in this case are, as far as possible, based on the analysis in Svensk Ordbok (1986) and is furthermore compatible with the analysis performed by UCP. The tagset used in the training of the tagger includes not only information about the major parts of speech but also other information, such as number and gender for nouns and tense for verbs. The UCP analysis is represented as attribute/value-pairs. Each such attribute/value-pair is equivalent to a letter at a certain position in the part-of-speech tag. For example, in the tag NNSI the first N depicts the attribute part-of-speech with the value noun, the second N indicates the gender neuter, the S stands for the attribute number with the value singular and I indicates the feature definiteness with the value indefinite. It is the relative position that unambiguously shows the attribute value/pair. In the tag APNSI it is the N in the third position that indicates the gender neuter. A stands for adjective, P for positive. The S and I have the same interpretation as in the noun tag.
A limited tagset has also been used where major word classes are indicated with only some additional information added, such as genitive for nouns. Proper names constitute a word class instead of being a kind of nouns as in the complete tagset. The distribution of verbs in participle and supine differs considerably from the distribution of other verb forms and are therefore analysed as separate word classes. On a similar basis, relative pronouns have been separated from the class of pronouns.
About training the tagger and improving the performance
Originally the tagger was trained using the method described by Brill (1992) . The result was not satisfactory. Only some 89% of the tokens in the text corpus were correctly tagged (91.5% using the limited tagset). One explanation for this may be the limited size of the training corpus. The training corpus may be too small for the tagger to make accurate generalisations. Time did not allow the extension of the training corpus, so other methods were needed. A closer examination of the errors revealed that many of the words not found in the lexicon were erroneously tagged. The system could neither predict the correct tags for unknown words using the set of lexical rules nor did the contextual rules change the tags to correct ones. This is not at all surprising considering the size of the training corpus. A larger training corpus contains more instances of typical errors that allow more accurate generalisations.
It seemed reasonable to try to improve the performance of the tagger by extending the lexicon so that fewer word-forms in a new text would be unknown to the system. A number of methods for extending the lexicon were tried to improve the performance of the tagger. These methods are shown in the table below. The first method that was tried was to extend the lexicon by analysing all words in the text to be tagged using UCP and then adding them to the original lexicon. It seems important to note, however, that the UCP-analysis does not indicate to the system which part-of-speech analysis is the most likely given the word-form without its context. The sets of tags are thus unordered.
The next method was to extend the lexicon by adding word-forms found in SUC together with their part-of-speech analyses to the original lexicon. Since this lexicon was derived directly from the SUC corpus using the same method as when the original lexicon was derived, the word-forms in the lexicon have sets of tags ordered according to their frequency. The most common tag for a word-form in SUC will be the first tag in the set and, accordingly, the tag the system will chose in the first step of the annotation. The only problem was converting SUC tags to UCP tags. The tagsets are not compatible. Most word-forms, however, have tags that are easily converted. The SUC lexicon is added to the original lexicon.
Both of the above-mentioned methods improved the tagging performance, so a combination seemed appropriate to test. The third method was simply to combine the first and the second methods.
Many proper names were still erroneously tagged. If proper names could be found in the text before the tagging and added to the lexicon it seemed possible that the performance would be improved. The text was pre-processed using a simple program that added to the combined lexicon all word-forms in the text that were likely proper names.
The fifth and last method tried was simply to manually analyse all word-forms not included in the lexicon so far and add them to the lexicon.
The tagger was trained with the training corpus annotated with the complete tagset as well as the limited one. The methods for extending the lexicon were tried with both tagsets, and the tagger was evaluated. The result of the evaluation is shown in the table below. The figures indicate the percentage of correct tags in the test corpus after tagging. The numbers in the first row correspond to the methods in Table 1 . Analysis of the errors indicated further that many errors did not concern the main classification of the word-forms; many tokens were tagged with a tag indicating the correct word class but with some other attribute having an erroneous value. The third series in the table above show the result when the complete tagset was used in the tagging process and the tags then converted to the limited tagset.
All methods proposed and tested improve the tagging performance. All of these methods include pre-processing of the text that is to be tagged except the second one. The lexicon generated by using SUC may be added to the tagging lexicon as it is, and no pre-processing is needed.
Conclusions
This paper has described the training of a Brill tagger on Swedish text. The study has shown that the result obtained when using the original procedure and a very small training corpus is not satisfactory. It is, however, possible to improve the result by extending the lexicon used by the tagger and thereby limiting the number of unknown words it has to deal with. The contextual rules used by this version of the tagger are derived from a very small training corpus which may make the it more dependent on the lexicon than it would be otherwise. The present investigation has been conducted on a very small test set. Some preliminary conclusions can nevertheless be drawn. It seems to be important how a word is annotated in the first step of the tagging.
A further conclusion is that there seems to be no reason at all to train the tagger using only the limited tagset. Fewer tags do not by themselves improve the tagging performance. The best result was achieved when the complete tagset was used and then converted to the limited one. If the limited tagset is sufficient for the result, the complete one may be used in the tagging process and then converted to the limited version of the tagset.
