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Abstract. A method of constructing covariant differential calculi on a quantum
homogeneous space is devised. The function algebra X of the quantum homogeneous
space is assumed to be a left coideal of a coquasitriangular Hopf algebra H and to
contain the coefficients of any matrix over H which is the two-sided inverse of one with
entries in X . The method is based on partial derivatives. For the quantum sphere
of Podles´ and the quantizations of symmetric spaces due to Noumi, Dijkhuizen and
Sugitani the construction produces the subcalculi of the standard bicovariant calculus
on the quantum group.
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1 Introduction
The generalization of differential geometric concepts for Lie groups to quantum
groups is ten years after the initiating work of S. L. Woronowicz (cf. [22]) still a
promising task. In this paper we propose an extension of Woronowicz’s theory
of covariant differential calculi on quantum groups to a certain class of quantum
spaces. The Letter is organized as follows: Section 2 contains an account of the
adopted notions and notations, a Woronowicz type classification theorem in a
dual formulation and, as guiding example, a new approach to the 3-dimensional
covariant differential calculi on the quantum 2-sphere of Podles´ (cf. [1, 16, 17]).
In Section 3 the main result, Theorem 3, is proved and quantum spaces of
Noumi, Dijkhuizen and Sugitani (cf. [3, 15]) are described as examples. The
covariant differential calculi constructed in these cases are shown to be the
subcalculi of the standard bicovariant calculus on the corresponding quantum
group (the chain rule is valid).
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2 Definitions and general facts
We denote byH an Hopf algebra overC (the complex numbers) with comultipli-
cation ∆, counit ε, antipode S and use Sweedler’s notation: a(1)⊗ a(2) = ∆(a),
a(1)⊗· · ·⊗a(Q+1) = a(1)⊗· · ·⊗a(Q−1)⊗∆(a(Q)) for Q = 2, 3, . . . Likewise, we
use Einstein’s convention ai b
i =
∑
i ai b
i with respect to repeated lower case
indices.
Let X be a subalgebra of H and a left coideal, i. e. ∆(X ) ⊂ H ⊗ X , which
is what we call a function algebra of a quantum homogeneous space. Let
(Γ, d) be a first order differential calculus on X , that is, Γ an X -bimodule
and d : X → Γ a linear map satisfying d(a b) = da b + a db (Leibniz rule) such
that Γ = Lin{a db | a, b ∈ X}. We require it to be covariant, i. e. the linear map
∆Γ : Γ → H ⊗ Γ : a db 7→ a(1) b(1) ⊗ a(2) db(2)—reflecting the quantum group
operation—to be well-defined. In the following we view differential calculi only
up to isomorphisms.
We fix a basis e1, . . . , eM of a subcomodule of X . This means ∆(ei) = piij ⊗ e
j
with unique piij ∈ H, ∆(pi
i
j) = pi
i
k ⊗ pi
k
j and ε(pi
i
j) = δij . In this paper we
throughout restrict our considerations to the case
da = a1 de
1 + · · ·+ aM de
M with unique a1, . . . , aM ∈ X . (1)
(This assumption serves as a substitute for Γ always being a free left module in
the quantum group case.) The formulae da = ∂i(a) de
i and dei a = ∂ ij (a) de
j
then define operators on X satisfying ∂ ij (a) = ∂j(e
i a)− ei ∂j(a),
∂i(a b) = ∂j(a) ∂
j
i (b) + a ∂i(b), ∂i(1) = 0, (2)
∂ ij (a b) = ∂
i
k(a) ∂
k
j (b), ∂
i
j (1) = δij 1 (3)
as consequences of the Leibniz rule. Thus, the ∂i may be viewed as generalized
skew-derivations which belong to a bialgebra of operators on X . If (Γ, d) is an
inner calculus, that is, da = ω a − aω for some ω = ωi de
i, then the formula
∂i(a) = ωj ∂
j
i (a)− aωi presents ∂i in terms of ∂
j
i .
It is important to note that, by covariance, the operators ∂i, ∂
i
j are determined
by their values at the quantum group’s identity, which is represented by the
counit ε of H: By covariance ∆Γ(∂k(a) de
k) = (∂k(a))(1) pi
k
j ⊗ (∂k(a))(2) de
j is
equal to ∆Γ(da) = a(1) ⊗ da(2) = a(1) ⊗ ∂j(a(2)) de
j , from this we conclude
(∂k(a))(1) pi
k
j ⊗ (∂k(a))(2) = a(1) ⊗ ∂j(a(2)). Applying id⊗ ε, multiplying by
S(piji ) from the right and dealing with ∂
i
j analogously we get
∂i(a) = a(1) ε◦∂j(a(2))S(pi
j
i ), (4)
∂ ij (a) = pi
i
k a(1) ε◦∂
k
l (a(2))S(pi
l
j). (5)
In the case of an inner calculus as before we have ε◦∂i = ε(ωj) ε◦∂
j
i − ε(ωi) ε.
The restricted dual of an algebra A, denoted by A◦, by definition consists of
those functionals f on A for which finitely many functionals fi, f
i on A exist
such that, for all a, b ∈ A, the equation f(a b) = fi(a) f
i(b) holds. It is well-
known that ∆(f) = fi ⊗ f
i makes A◦ into a coalgebra, cf. [8].
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Theorem 1. The assignment of the set {ε◦∂1, . . . , ε◦∂M} to (Γ, d) establishes
a one-to-one correspondence between
• the covariant first order differential calculi on X satisfying condition (1)
and
• the subsets {χ1, . . . , χM} of X
◦ for which Lin{ε, χ1, . . . , χM} is a right
coideal, χi(e
j) = δij, χi(1) = 0 and ∂i(X ) ⊂ X , where ∂1, . . . , ∂M are
defined by equation (4) with ε◦∂j replaced by χj.
Proof. For a given first order differential calculus on X satisfying condition (1)
we apply ε to the first equation of (2) and conclude ε◦∂i ∈ X
◦, ∆(ε◦∂i) =
(ε◦∂j)⊗ (ε◦∂
j
i ) + ε⊗ (ε◦∂i). That is, Lin{ε, ε◦∂1, . . . , ε◦∂M} is a right coideal
of X ◦. Since ε◦∂i(e
j) = δij and ε◦∂i(1) = 0, the set {ε◦∂1, . . . , ε◦∂M} has the
asserted properties.
Conversely, suppose the set {χ1, . . . , χM} complies with the specified condi-
tions. We define ∂1, . . . , ∂M as in the statement of the theorem, thus χi = ε◦∂i.
From equation (4) and condition (1) follows the uniqueness up to isomorphism
of the calculus to which the given set is assigned. To prove the existence, we set
Γ = (X⊗X )/Lin{a⊗b−a ∂i(b)⊗e
i | a, b ∈ X} and define by a db = p(a⊗b) with
canonical projection p : X ⊗ X → Γ the left module operation and the map d.
Condition (1) follows from da = ∂i(a) de
i and the well-definedness of the linear
maps a db 7→ a ∂i(b) on Γ, since ∂i(e
j) = δij 1. We make Γ into a bimodule by
defining its right module operation through the Leibniz rule da b = d(a b)−a db
(note that d1 = 0 as ∂i(1) = 0). The criterion for this to be well-defined,
da b = ∂i(a) (de
i b), is equivalent to ∂i(a b) = ∂j(a)
(
∂i(e
j b)− ej ∂i(b)
)
+ a ∂i(b).
This, in turn, we deduce from χi(a b) = χj(a)
(
χi(e
j b)−ε(ej)χi(b)
)
+ε(a)χi(b),
which ultimately follows from Lin{ε, χ1, . . . , χM} being a right coideal and
χi(e
j) = δij , χi(1) = 0. Covariance is a consequence of equation (4).
Remark. The right ideal used in [22] is the orthogonal complement of the right
coideal used here. Actually any right ideal R of X with ε(R) = {0} gives
rise to a covariant first order differential calculus on X as in [22]. Indeed, set
a db = a b(1) ⊗ p(b(2)) with p : X → X/Lin(R ∪ {1}) the canonical projection,
Γ = Lin{a db | a, b ∈ X} and da b = d(a b)−a db. It is however an open question
whether this establishes a one-to-one correspondence.
In the case X = H we make the more specific assumption da = aij du
i
j with
unique aij ∈ H, i, j = 1, . . . , N , where ∆(u
i
j) = u
i
k ⊗ u
k
j and ε(u
i
j) = δij , and
define operators on H by da = ∂ij(a) du
i
j and du
i
j a = ∂
ij
kl (a) du
k
l . Equations
(4) and (5) become
∂ij(a) = a(1) ε◦∂kj(a(2))S(u
k
i ), (6)
∂ ijkl (a) = u
i
m a(1) ε◦∂
mj
nl (a(2))S(u
n
k ). (7)
Bicovariance means that the linear map a db 7→ a(1) b(1)⊗ a(2) db(2)⊗ a(3) b(3) is
well-defined. It can be shown to be equivalent to the condition
ε◦∂kl(a(2))S(a(1)) a(3) = ε◦∂ij(a)S(u
i
k)u
l
j for all a
3
in addition to left covariance, and then σi1j1, i2j2k1l1, k2l2 = ε◦∂
i1j1
k2l2
(S(ui2k1)u
l1
j2
) com-
mutes with ε◦∂ i1j1k1l1 (a(1)) ε◦∂
i2j2
k2l2
(a(2)) ∈ C
N4×N4 , is invertible and satisfies the
braid equation (id⊗ σ) ◦ (σ ⊗ id) ◦ (id⊗ σ) = (σ ⊗ id) ◦ (id⊗ σ) ◦ (σ ⊗ id)
(Woronowicz braiding).
We will require H to be coquasitriangular, i. e. to be equipped with a universal
r-form r : H⊗H → C:
r(a(1) ⊗ b(1)) a(2) b(2) = b(1) a(1) r(a(2) ⊗ b(2)), (8)
r(a b ⊗ c) = r(a⊗ c(1)) r(b ⊗ c(2)), r(1 ⊗ c) = ε(c), (9)
r(a ⊗ b c) = r(a(1) ⊗ c) r(a(2) ⊗ b), r(a⊗ 1) = ε(a). (10)
The function r¯ = r ◦ (S ⊗ id) is two-sided convolution inverse to r (that is,
r¯(a(1)⊗b(1)) r(a(2)⊗b(2)) = ε(a) ε(b) = r(a(1)⊗b(1)) r¯(a(2)⊗b(2))). One can show
using (8) and a left convolution inverse r¯ of r that S is two-sided composition
invertible, S−1(a) = r(a(1) ⊗ S(a(2)))S(a(3)) r¯(S
2(a(4))⊗ S(a(5))), cf. [8].
In the cases H = O(SLq(N)), O(SOq(N)), O(Spq(N)), q ∈ C \ {0}, we denote
by uij the canonical generators of H. Then r is defined by r(u
i
k ⊗ u
j
l ) = cR
ij
kl if
R is the R-matrix of H, c = q−1/N for SLq(N) and c = 1 else, cf. [19].
Example 1: Quantum 2-sphere
Covariant differential calculi on the quantum sphere of Podles´ which fulfil con-
dition (1) appear in [1]. There, in fact, left and right is reversed, to which
however the preceding explanations can be readily adapted. We view X = Xc
as a right coideal of H = O(SLq(2)), generated as an algebra by e−1, e0, e1 with
∆(ei) = ej⊗pi
j
i and c = ε(e−1) ε(e1) : ε(e0)
2. We define the calculi by requiring
da = dei a
i with unique ai ∈ Xc and
ai = ∂ i(a) = S(piij) (χ
−1)jk χk(a(1)) a(2),
where the functionals χk ∈ X
◦
c are specified below and χ
−1 is the inverse of the
matrix χ with coefficients χij = χi(ej).
For the parameter value c = c(3) = −q6/(q6 + 1)2 an irreducible 3-dimensional
representation τ of Xc exists (cf. [16] Prop. 4):
τ(e−1) = ε(e0)
q4 − 1
q6 + 1
( 0 0 0
−1 0 0
0 q2/(q2 + 1) 0
)
,
τ(e0) = ε(e0)
q4 − 1
q6 + 1
(
q2 0 0
0 q2 − 1 0
0 0 −1
)
,
τ(e1) = ε(e0)
q4 − 1
q6 + 1
(
0 −q2/(q2 + 1) 0
0 0 q2
0 0 0
)
,
that is, τij(ek) = −ε(e0)
q8−1
q6+1 Bj,ik, where Bj,ik is specified in [18]. The excep-
tional calculus for c = c(3) then emerges from χi = ε(ej) τij − ε(ei) ε.
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The standard calculus for parameter values c 6= −q2/(q2 + 1)2 results for c 6= 0
from χi(a) = r(ei⊗a)−ε(ei) ε(a), using the r-form of O(SLq(2)). Theorem 3 in
the following section essentially is the statement that this formula and its variant
for c = ∞ below generally define such calculi as those considered here. The
matrix χ is singular exactly if c ∈ {0, −q2/(q2 + 1)2} or q4 = 1. The standard
calculus and the exceptional one for c = c(3) both satisfy ε(e−1) ε(e1) da =
−q4/(q4− 1)2 (ω a− aω) with ω = (q2 +1) de−1 e1+de0 e0+(q
−2 +1) de1 e−1.
Finally, we set χi(a) = r(ei ⊗ ν(a)) − ε(ei) ε(a) for the exceptional calculus in
the case c = ∞, where ν is the covariant algebra automorphism of X∞ with
ν(ei) = −ei. Here we have da = q
4/(ε(e−1) ε(e1) (q
4 + 1) (q2 + 1)2) (ω a− aω).
Example 2: Quantum groups
Let H be one of the quantum groups O(SLq(N)), O(SOq(N)), O(Spq(N)) and
set φmn(a) = r(uml ⊗ ν(a)(1)) r(ν(a)(2) ⊗ u
l
n)− δmn ε(a), using the r-form of H
and a bicovariant algebra automorphism ν with ν(uij) = ζ u
i
j , ζ ∈ C, ζ
N = 1
for SLq(N) and ζ
2 = 1 else. We assume that the matrix φ with coefficients
φmn,ij = φmn(uij) is invertible; this excludes a finite set of values for q (e. g.
(ζ−1q2/N− 1) q2
∑N
i=1 q
−2i 6= q2 − 1 6= 0 for SLq(N)). To obtain the standard
bicovariant differential calculi we set ε◦∂kj = φ
mn (φ−1)kj,mn in equation (6),
cf. [6].
3 Construction
We will require X to have the following property (for i, j, k in any finite set):
If xij ∈ X , yij ∈ H, xik ykj = δij 1 = yik xkj , then yij ∈ X . (11)
Lemma 2. Suppose one of the following definitions is applicable to X :
1. X = {a ∈ H | a(1)⊗p(a(2)) = a⊗p(1)}, where p is a left or right H-module
homomorphism, or
2. X = {a ∈ H | a(1) ξ(a(2)) = a ξ(1) for all ξ ∈ V}, where V is a linear
subspace of H◦ and V ⊂ ∆−1(H◦ ⊗ V) + ∆−1(V ⊗H◦).
Then X has the property (11).
Proof. We suppose that the second case with ∆(V) ⊂ H◦ ⊗V is applicable and
show that yij ∈ X for yij as in (11). The other cases can be treated similarly.
For ξ ∈ V we have
yik (1) xkl (1) ξ(yik (2) xkl (2)) = yik (1) ξ(1)(yik (2))xkl (1) ξ(2)(xkl (2)) =
yik (1) ξ(1)(yik (2))xkl ξ(2)(1) = yik (1) ξ(yik (2))xkl.
On the other hand yik (1) xkl (1) ξ(yik (2) xkl (2)) = yik xkl ξ(1), since yik xkl =
δil 1. We multiply both results by ylj from the right and use xkl ylj = δkj 1 to
obtain yij (1) ξ(yij (2)) = yij ξ(1), thus yij ∈ X .
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Remark. That X is associated with a quantum subgroup is to say that the
first case of Lemma 2 is applicable with p an Hopf algebra epimorphism. If
H is faithfully flat as a left X -module and S is bijective, then also the first
case is applicable, p being the canonical projection H → H/Lin(HX+) with
X+ = (id−1 ε)(X ), cf. [10] Thm. 2.1, see also [2].
Theorem 3. Let H be a coquasitriangular Hopf algebra, X a subalgebra and
left coideal of H with property (11) and e1, . . . , eM ∈ X with ∆(ei) = piij ⊗ e
j.
Let b1, . . . , bM ∈ X with ∆(bi) = ψij ⊗ b
j and ν an algebra endomorphism of X
which is covariant, i. e. ∆◦ν = (id⊗ ν)◦∆. Let χi(a) = r(b i⊗ν(a))−ε(b i) ε(a)
and suppose the matrix χ with coefficients χij = χi(ej) is invertible. Then there
uniquely exists a covariant first order differential calculus on X which fulfils
condition (1) such that
da = ∂i(a) de
i, ∂i(a) = a(1) χ
k(a(2)) (χ
−1)jk S(pi
j
i ).
It satisfies da = ω a− aω with ω = ωi de
i, ωi = ε(b
k) (χ−1)jk S(pi
j
i ).
Proof. From the first equation in (10) it follows that Lin{ε, χ1, . . . , χM} is a
right coideal of X ◦, and ε◦∂i(e
j) = δij , ε◦∂i(1) = 0 hold by construction and
the second equation in (10). We show ∂i(X ) ⊂ X , in view of Theorem 1 thereby
the first assertion is proved. The equations a(1) ⊗ ν(a(2)) = ν(a)(1) ⊗ ν(a)(2),
i. e. covariance of ν, and (8) give
a(1) χ
k(a(2))ψ
j
k = a(1) ψ
j
k r(b
k ⊗ ν(a(2)))− a b
j =
ν(a)(1) ψ
j
k r(b
k ⊗ ν(a)(2))− a b
j = r(ψjk ⊗ ν(a)(1)) b
k ν(a)(2) − a b
j ∈ X .
For a = ei we get xij = piil χ
kl ψjk ∈ X . Because of property (11) the coefficients
of the two-sided inverse yji = S
−1(ψnj ) (χ
−1)mn S(pi
m
i ) are elements of X as
well. Thus ∂i(a) = a(1) χ
k(a(2))ψ
j
k yji ∈ X . To prove the second assertion, we
note that ωi = b
j yji ∈ X and verify ∂i(a) = ωj ∂
j
i (a) − aωi using the formula
∂ ji (a) = pi
j
l a(1) χ
nl r(ψmn ⊗ν(a(2))) (χ
−1)km S(pi
k
i ), which can be calculated from
∂ ji (a) = ∂i(e
j a)− ej ∂i(a).
Remark. The matrix χ in the preceding Theorem is surely singular if the func-
tionals χ1, . . . , χM are not linearly independent, as in the case of the quantum
spheres of Vaksman and Soibelman. This case is treated in [20, 21].
It is instructive to set up the construction in an alternative way, resembling that
of Jurcˇo for quantum groups (cf. [7]): We retain the notation of Theorem 3 and
its proof. Let Γ be the free left X -module with basis γ1, . . . , γM . We make it
into a bimodule with the right module operation γi a = r(ψ
j
i ⊗ a(1)) ν(a(2)) γj .
The linear map ∆Γ : Γ → H ⊗ Γ : a γi 7→ a(1) S
−1(ψji ) ⊗ a(2) γj then satisfies
∆Γ(γi a) = S
−1(ψji ) a(1) ⊗ γj a(2), and the element ω = b
i γi is invariant, i. e.
∆Γ(ω) = 1⊗ ω. One readily shows that da = ω a− aω defines a covariant first
order differential calculus on X . From the equations dei = xij γj and γi = yij de
j
one infers that the condition (1) is satisfied. The analogous reworking is possible
also for the exceptional calculus for c = c(3) in Example 1 of Section 2; this
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leads to a free right X -module with basis γ1, γ2, γ3, left module operation
a γj = τij(a) γ
i and quantum group operation γi a 7→ γj a(1) ⊗ S
−1(piij) a(2)
(note that piil Bl,mn = Bi,jk pi
j
mpi
k
n).
Example 1: Quantum 2-sphere
The function algebra of the quantum sphere of Podles´ admits the following
characterization due to Dijkhuizen and Koornwinder (cf. [4]):
Xc = {a ∈ O(SLq(2)) | ξ(a(1)) a(2) = ξ(1) a for all ξ ∈ V},
where V = Lin{Kij | i, j = 1, 2}, Kij(a) = r(a(1) ⊗ u
l
j)Jkl r¯(u
k
i ⊗ a(2)) with
J =
(ε(e1) ε(e0)
0 −q ε(e
−1)
)
. This description of Xc reduces to the actual condition in [4],
“a ∈ Xc iff ξ(a(1)) a(2) = 0” for a single so-called twisted primitive element ξ.
The matrices J are solutions to the reflection equation with vij = u
i
j specified
in Example 2 below, providing those not taken into account there. Actually
the algebra Xc properly contains the one generated by e−1, e0 and e1 exactly
if c = −qn/(qn + 1)2, n odd, cf. [11, 12]; for n = 1 the function algebra of the
quantum hyperboloid (quantum disk) arises.
Since ∆(V) ⊂ V ⊗ H◦, it follows from a counterpart of Lemma 2 that Xc has
the property (11). The apparent analogue of Theorem 3 yields the standard
3-dimensional calculus, if c 6= 0, as described in Example 1 of Section 2. This
is the subcalculus of a bicovariant calculus (cf. [17] Thm. 1(a) and [1], but the
argument given in the following Example, suitably adapted, applies as well).
Example 2: Quantum symmetric spaces
Noumi, Dijkhuizen and Sugitani (cf. [3, 15]) have defined quantizations of the
classical irreducible compact Riemannian symmetric spaces
SU(N)/ SO(N), SO(N)/U(N/2), SO(N)/(SO(L)× SO(N − L)),
SU(N)/ Sp(N), Sp(N)/U(N/2), Sp(N)/(Sp(L)× Sp(N − L)),
(∗) U(N)/(U(L)×U(N − L)).
They assign to each of these spaces an invertible solution J ∈ CN×N to the
reflection equation
r(uja ⊗ u
i
b)J
ac r(vkc ⊗ u
b
d)J
dl = J ia r(vca ⊗ u
j
b)J
bd r(vlc ⊗ v
k
d ),
vij = u
i
j or in case (∗) v
i
j = S(u
j
i ), and define the function algebra of the quantum
space by
X = {a ∈ H | a(1) ξ(a(2)) = a ξ(1) for all ξ ∈ V},
where V = Lin{Kij | i, j = 1, . . . , N}, Kij(a) = r¯(a(1) ⊗ u
i
k)J
kl r(vjl ⊗ a(2)).
Since ∆(V) ⊂ V ⊗H◦, Lemma 2 implies that X has the property (11).
Let e1, . . . , eM be a basis of the subcomodule (id−1 h)
(
Lin{uik J
kl vjl | i, j =
1, . . . , N}
)
of X . The Haar functional h on H used here is uniquely determined
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by h(1) = 1 and one of the equations a(1) h(a(2)) = h(a) 1 = h(a(1)) a(2) (cf. [8];
its application here is to split off the 1, if necessary). For some of the spaces it
has been shown that these elements generate X as an algebra (cf. [5] Prop. 3.11
and [13] Thm. 4.3).
We prove that if Theorem 3 with bi = ei and ν = id yields a calculus on X it is
the subcalculus of the bicovariant calculus with ν = id specified in Example 2
of Section 2: For a ∈ X we have
φmn(a) = r(uml ⊗ a(1)) r(a(2) ⊗ u
l
i)K
ij(1) (J−1)jn − δmn ε(a)
= r(uml ⊗ a(1)) r(a(2) ⊗ u
l
i)K
ij(a(3)) (J
−1)jn − δmn ε(a)
= r(uml J
li vji ⊗ a) (J
−1)jn − δmn ε(a),
hence φmn(a) = cmnk χ
k(a) with cmnk = φ
mn(ei) (χ−1)ik. From this we conclude
∂ij(a) = ∂k(a) ∂ij(e
k). The calculation also shows χk(a) = dkmn φ
mn(a) with
dkmn ∈ C, from which we deduce that ak ∂ij(e
k) = 0 implies ak = 0. This
completes the proof.
Moreover, by the above calculation, instead of proving that the matrix χ in The-
orem 3 is nonsingular one may equivalently verify that the rank of the matrix
with coefficients cmn,ij = φmn(uik J
kl vjl ) is M . The result is that χ is nonsin-
gular exactly if (q4/N− 1) q2
∑N
i=1 q
−2i 6= q4 − 1 6= 0 for SU(N)/ SO(N), where
M = N (N +1)/2, and (q4/N−1) q4
∑N/2
i=1 q
−4i 6= q2−1 6= 0 for SU(N)/ Sp(N),
where M = N (N − 1)/2. The remaining cases still have to be examined.
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