Abstract. Traceable measurements are a mandate for the reliability of test results. Although periodic calibration activities ensure traceability, in between verifications are essential to maintain the consistency of results. In analytical laboratories, electronic balances are widely used for quantity estimations. Owing to the inherent instability problems associated with semiconductor strain gauges and performance degradation on aging, they need to be regularly controlled using verification mass. But traceable and calibrated masses are expensive for routine use in laboratories. A mass set is designed, prepared in-house and mass values with uncertainty are assigned to undergo such verification. Steps employed to assign the mass values based on the principle of inter laboratory comparison (ILC) are reported. Reference value and corresponding uncertainty estimations are determined by performing an ILC in five different laboratories. The measurement results with uncertainty from each laboratory were received for individual masses. These results were analyzed for consistency and the values along with the weighted uncertainties were assigned.
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Introduction
For a variety of reasons, electronic balances can either malfunction or their outputs drift during routine use [1] . Drift in sensitivity or linearity, transfer of location of use, changes in environmental conditions etc are the most commonly identified sources of variance that occur during the normal course of measurements. Sensitivity errors can be caused by temperature drift, aging or due to off-center error. Aging of the load cell and electronic instrumentation, or overloading of the balance can be the reasons for drift in linearity. Shifting of the balance to a new location can introduce errors due to changes in acceleration due to gravity and shift in the vertical direction of the measurement axis. Variations in temperature and humidity at the location of measurements also can introduce errors in the results. Such errors may significantly contribute to the total uncertainty of a measurement unless they are timely identified and corrected. Furthermore they may determine the acceptability of a product or the outcome of a test. Hence it is important to have procedures for assuring the quality of weighing results [2, 3] . Verification using suitable verification mass is a simple way to assure the proper performance of an electronic balance [4] . The creation of a control chart based on the verification mass readings would help identifying drifts and similar nonconformities and could constitute inputs for corrective actions.
Since traceable mass standards are expensive, many laboratories do not practice these verifications. Therefore balance performance is only verified during calibration, 
Materials and methods
Design and characterization
Design and preparation of masses were carried out based on International Organization of Legal Metrology (OIML) R111-1 which describes the characteristics for weights in different accuracy classes [6] . The design specifications are provided in Table 1 .
Stainless steel SS 304 was selected for the fabrication of the masses. Table 2 provides the elemental composition of SS 304 [7] . Rods of raw material were cut and machined using computer numerical controlled (CNC) turning/milling operations to get a mass of 1 g nominal value in cylindrical shape with a knob (Fig. 1) . A total of 20 masses identified as M1 to M20 were fabricated.
Polishing
Hand lapping using 600 mesh silicone carbide papers was carried out on the samples to trim their mass values within the class M2 accuracy range (1 g ± 0.003 g). Subsequently, a three stage polishing (viz. wet cut down, dry polishing and ball burnishing) was carried out in a centrifugal tumbling machine (M/s. Dreher GmbH, Germany) and polishing media (M/s. Dreher GmbH, Germany) to improve the surface finish and to smoothen the edges.
Wet cut down
Samples are mixed with media consisting of 0.6 L of plastic cones (PC-12), 0.6 L of ceramic chips (DG-4) and 100 mL of A60 polishing compound. The mixture is loaded in the centrifugal tumbling machine with 75% water in a 2.5 L barrel and processed for 6 h at 220 rpm.
Dry polishing
The polishing media used at this stage is a mixture of 2 L of treated wooden granules (TSG-2), 36 mL deburring paste (TSP-2) and 30 mL silicon carbide powder with 600 mesh size. Dry polishing is carried out for 2 h at a 220 rpm speed. 
Ball burnishing
Polishing with 2 L of wooden granules (TPG 1), 25 mL of polishing powder, 100 mL of 3 mm ϕ steel balls (M/s. Inox Corporation, USA) and 20 mL of dispersing fluid (SFF) is carried out at 210 rpm for 3 h. Standard ultrasonic cleaning was carried out to get the samples, free of contaminants and grease. The samples were dried in a conventional hot air oven and packed in individual containers (Fig. 2 ).
Visual inspection
Visual inspection was carried out with stereo microscope SMZ 800 (M/s. NIKON Corporation, Japan) under 100 X to 150 X magnification to assess the smoothness of surface and to detect any major defects on the samples.
Surface finish
The surface finish was characterized using a non contact profilometer, Talysurf CLI 1000 (M/s. Taylor Hobson, UK). Measurement was carried out using chromatic length aberration (CLA) confocal gauge with a step height repeatability of 2 nm. Line profiles in the range of 300 μm with 0.5 μm spacing were taken at random locations.
Density measurement
Density measurement was carried out using the density determination kit and the electronic balance ME 414 S (M/s. Sartorius, Germany) with 0.1 mg resolution.
Inter laboratory comparison
Mass measurements for all the 20 masses were carried out in an inter laboratory comparison method involving five laboratory balances B1 to B5 [8] . Details of the balances used in the study are provided in Table 3 . Six independent measurements were taken for each mass sample by four different operators employing five different electronic balances. Since all balances were located in a single campus, it was possible to get the measurements carried out by each operator in all balances, leading to a total of 120 (6×4×5) measurements for each mass sample. All operators involved were experienced and trained in this institution accredited by Le Comité Français d'Accréditation (COFRAC) of France for biomaterial testing. All laboratory balances employed were calibrated and traceable to National Physical Laboratory (NPL), India or Deutschen Kalibrierdienst (DKD), Germany. Individual measurement reports were obtained for all the mass samples from each laboratory as x i ± u i . Standard measurement uncertainties from following elements were combined while estimating the uncertainty u i . Combined standard uncertainty in the mass measurement is given by
where:
y j m u 2 = Uncertainty in the balance calibration/2 u 3 = Resolution of balance/2 √ 3 u 4 = Linearity of balance/ √ 3.
Assigning mass values
The results obtained from individual laboratories x i ± u i , were analyzed based on the strategy proposed by Pommé and Spasova [9] . The assignment of the reference mass value is a three stage process as described in Figure 3 . 1. Identification and correction of errors and unrealistic uncertainties. 2. Detection of discrepancies and making the data consistent. 3. Assignment of reference value along with its associated uncertainty. In the first step the data from individual laboratories is scrutinized for possible errors. The uncertainty values reported from different laboratories were realistic and did not seem to have substantial errors and hence no action was required with respect to the first step.
The second step involves the assessment of the consistency of the data and if the data scatter is larger than expected, corrective measures must be taken to bring the data to the required level of consistency. This is achieved by calculating the Birge ratio (R B ).
where
If R B < 1, it can be inferred that the data is consistent and hence no further efforts are required for improving the consistency of the data set. If R B 1, the consistency could be improved by -looking for outliers and eliminating them with proper justification. -increasing the uncertainties (u i ) with a suitable constant "a" as u i = u 2 i + a 2 until the values of R B is brought down to less than 1.
In the third step, the reference value x ref and uncertainty U (x ref ) are estimated as,
where,
The coverage factor k is chosen as 1.96 for a confidence level of 95% and the variable α, which signifies the level of trust in relative weights, can vary between 0 and 2.
Results and discussion
In the visual inspection, the mass surfaces were found to be smooth and free of any detectable irregularities. They did not have any sharp edges or corners likely to cause deterioration nor any pronounced imperfections likely to cause deposits (i.e. of dust) on their surface. Density was estimated to be 7.94 g/cm 3 ± 0.004 g/cm 3 as mean value ±1 standard deviation, which is the density reported for SS 304. The average surface roughness was estimated to be 0.29 μm ± 0.11 μm Ra (mean value ±1 standard deviation). A representative line profile is shown in Figure 4 . Mean values (x i ) and the corresponding measurement uncertainty (u i ) for individual masses reported by ILC participants is provided in Table 4 . The estimated values of Birges ratio, R B , based in equation (2) for different data sets are provided in Table 5 . It can be noted that the R B values are less than unity indicating that data sets are consistent. The data scatter are not larger than those expected from declared uncertainties, and no further modifications are required to improve the consistency of these data sets. (4) . A sample calculation for mass M1 is provided in Table 6 and the final values assigned for the 20 different mass samples are provided in Table 7 . Of the twenty samples prepared initially, seventeen of them were obtained within the accuracy limits of OIML class M2 weights. The estimated uncertainty levels were found to be better than ±0.1 mg which is acceptable for a mass with accuracy of ±3 mg. This indicates that the technique could be employed for masses with better accuracy levels also. These verification masses are being regularly used in more than fifteen laboratories in the institute. The proposed method for assigning mass values for in house developed verification masses could be extended to many value assignment cases, where the experimental data is limited. This ILC based approach reduces the cost of value assignment and provides a means for establishing the traceability through available in-house metrology facilities.
