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Résumé : Un domaine d’applications comme le traitement d’image requiert une telle
puissance de calcul que seules les architectures parallèles spécialisées “taillées sur mesure”
peuvent satisfaire les contraintes de vitesse, de performance et d’encombrement.
La réalisation d’architectures parallèles spécialisées pour l’image est abordée de dif-
férentes façons. Dans la catégorie des machines SIMD, on note les réseaux bidimensionnels
à base de processeurs bit-série (MPP, GAPP, DAP), les réseaux linéaires réalisés à partir
de processeurs plus performants (16 voire 32 bits), (CLIP7, SLAP, SYMPATI, PRINCETON).
Parmi les machines MIMD, on note essentiellement les machines WARP, iWARP, et les ap-
proches à base de processeurs de traitement de signal (DSP) supportant ainsi différents
types de parallélisme (systolique,pipeline, ...). Aussi, les approches employées à ce jour
sont variées et leur comparaison difficile.
L’objectif de cet article est de proposer un panorama des architectures parallèles
spécialisées pour l’image jugées les plus significatives. Pour chacune des réalisations
décrites, l’accent est mis sur l’aspect qui présente le plus d’intérêt (structure du processeur,
organisation de la machine, mode de fonctionnement, système d’interconnexion).
Mots-clé : Architecture pour le traitement d’image, SIMD, MIMD
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Specialized parallel architectures for image
processing
Abstract: A field of application such as image processing demands so much compu-
tational power that only specialized “tailor made” parallel architectures are capable of
satisfying the constraints of speed, performance and capacity.
The implementation of parallel architectures which are specialized for processing
images is approached in different ways. For example, in the class of SIMD machines,
there are two-dimensional arrays made up of bit-serial processing elements (MPP, GAPP,
DAP), and linear arrays made up of more powerful processors (16 or 32-bit), (CLIP7,
SLAP, SYMPATI, PRINCETON). In the class of MIMD machines, there have been both the
WARP and iWARP machines and the DSP-based approaches, each based on different styles
of parallelism (pipeline and/or systolic). Since there are a variety of approaches to
parallelism in these architectures, their comparison is difficult.
The goal of this article is to offer an overview of the most important image processing
architectures. For each implementation described, we emphasize the most significant
architectural feature (processor architecture, machine organization, operation, network
topology).
Key-words: Architecture for image processing, SIMD, MIMD
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Introduction
Le traitement numérique d’image est un domaine particulièrement vaste, les ap-
plications sont nombreuses et variées : gestion de bases de données images, com-
pression d’images fixes ou animées en vue de leur stockage ou leur transmission,
analyse et compréhension d’images, etc. Toute manipulation d’images met en jeu
un volume considérable de données ; celui-ci est lié à la dimension des images ma-
nipulées par l’application et croı̂t lorsque, pour fournir un élément d’interprétation,
il s’agit d’avoir accès à plusieurs images consécutives d’une séquence.
Généralement, chaque image passe par plusieurs niveaux de traitements, des
traitements numériques de bas niveau (niveau du pixel) aux traitements symbo-
liques de haut niveau (niveau primitive). A chacun de ces niveaux et plus particu-
lièrement au niveau le plus bas, l’algorithme est très dispendieux en calculs. Aussi,
le volume de calcul inhérent à de nombreuses applications de traitement d’image
excède la capacité de traitement de toute machine séquentielle. Le problème est
encore plus critique dans un contexte temps réel ou une séquence d’images doit
être traitée dans un temps très court.
La structure de données couramment manipulée en traitement d’image est le
tableau bidimensionnel qui représente la distribution spatiale des valeurs de lumi-
nance (niveaux de gris ou couleur). Dans de nombreux algorithmes, le traitement
à réaliser consiste en l’application d’un ensemble d’opérations en chaque point
de la structure de données image. Aussi ces opérations peuvent être réalisées en
parallèle pour chaque élément du tableau.
Les systèmes matériels utilisés s’étendent de la simple carte PC aux énormes
supercalculateurs et tirent parti d’une vaste gamme de composants allant du pro-
cesseur classique aux circuits intégrés VLSI les plus spécifiques. En conséquence,
les machines parallèles couramment employées en image sont aussi bien des archi-
tectures à usage général que des architectures dédiées. Les architectures parallèles
à usage général sont intéressantes pour leur flexibilité ; elles supportent une large
gamme d’algorithmes avec des performances somme toute intéressantes et per-
mettent ainsi une validation des spécifications de l’application considérée. Quant
aux architectures spécialisées ou dédiées, elles permettent une validation fine de
l’application de traitement d’image ; elles offrent des performances supérieures en
terme de vitesse de traitement, comme par exemple le temps réel et disposent de
mécanismes d’entrée/sortie vidéo.
Plusieurs raisons militent en faveur d’une approche “architecture parallèle
spécialisée” où le système est “taillé sur mesure” pour une classe de problèmes ;
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ce sont les caractéristiques du problème qui déterminent la structure et le contrôle
du système. Les principales raisons sont les suivantes.
  Il est souvent nécessaire d’atteindre la plus grande vitesse de traitement
possible (systèmes temps réel).
  Le système doit très souvent être compact (matériel embarqué), Il est dans
ce cas primordial d’optimiser l’architecture pour une classe de problèmes et
de minimiser ainsi sa taille.
  Les progrès de la technologie des circuits intégrés VLSI ont rendu possible
la réalisation de systèmes ayant un grand nombre de processeurs, chaque
processeur intègre des fonctionalités de traitement minimales ou réalise une
fonction particulière. Il est ainsi plus facile de dimensionner le système.
Une présentation exhaustive de toute les réalisations de machines pour le
traitement d’image est bien entendu impossible. L’objectif visé par cet article
est proposer un panorama des architectures parallèles spécialisées jugées les plus
significatives. Pour chacune des réalisations décrites, l’accent est mis sur l’aspect
qui présente le plus d’intérêt (structure du processeur, mode de fonctionnement,
système d’interconnexion, etc).
La première partie de l’article présente les deux principes de traitement sur
lesquels repose la plupart des mises en œuvre en traitement d’image : le traitement
pipeline et le parallélisme de données. Une classification des architectures spécia-
lisées pour l’image est ensuite proposée. Les parties deux et trois concernent les
approches SIMD, des réalisations à base de réseaux bidimensionnels et linéaires
sont successivement décrites. La quatrième partie est consacrée aux approches
pipelines. Les structures pyramidales sont évoquées dans la cinquième partie.
Les architectures MIMD sont considérées dans la sixième partie. Enfin, dans une
dernière partie, une comparaison de ces différentes approches est proposée.
1 Parallélisme et image
Les architectures parallèles employées en traitement d’image reposent principale-
ment sur deux principes de traitement.
  Le traitement pipeline. Une suite d’opérations élémentaires est appliquée
à l’image. La technique du pipeline est une méthode simple qui consiste à
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transmettre l’image de façon séquentielle à travers une suite d’opérateurs
optimisés. Les opérateurs utilisés peuvent être des opérateurs ponctuels
(opérations point à point comme la transformation de pixels, la moyenne
et différence sur plusieurs images), locaux (convolution, filtrage, opérations
morphologiques, dilatation, érosion) ou globaux (histogramme). L’emploi
de ces opérateurs conduit à des architectures simples, efficaces mais très
spécialisées et peu flexibles puisque les chemins de données entre opérateurs
sont câblés.
  Le parallélisme de données. Les unités opératives sont dupliquées : il y a
autant de processeurs que de pixels dans l’image. Des traitements simples et
identiques sont appliqués en parallèle sur l’ensemble des pixels de l’image.
Cette approche conduit assez naturellement à des architectures massivement
parallèles, réalisées à partir d’éléments de traitement simples, et plutôt spé-
cialisés. C’est à ce jour, l’approche retenue dans bon nombre de travaux
d’architectures parallèles pour le traitement d’image.
Ces deux principes de traitement ne suffisent pas pour proposer une classifi-
cation des machines de traitement d’image qui soit intéressante et représentative
des machines couramment employées. Pour pouvoir établir une réelle comparai-
son des architectures, d’autres critères sont envisageables : la topologie du réseau
d’interconnexion qui relie les processeurs, l’arithmétique supportée, le mode de
fonctionnement (synchrone, asynchrone), le spectre des applications considérées,
ou encore la taille du système, son coût, ses performances, sa polyvalence et ses
facilités de mise en œuvre.
Aussi avant de proposer une classification des machines de traitement d’image,
nous discutons quelques uns des critères qui, à notre avis, permettent de préciser
la classification.
1.1 Classification des architectures parallèles
Les architectures parallèles sont le plus souvent classées selon leur mode de
fonctionnement, c’est à dire la multiplicité des flots de contrôle et de données
(SIMD, pipeline, MIMD). Néanmoins, ce critère de fonctionnement conduit à une
classification très grossière des machines et s’avère être inadapté pour couvrir le
très large éventail des implémentations existantes.
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Nous discutons ici les critères qui permettent de préciser les styles de ma-
chines de traitement d’image [MaLL88] : la topologie du réseau d’interconnexion,
l’autonomie des processeurs, leur structure interne, l’arithmétique supportée.
La topologie du réseau d’interconnexion qui relie les processeurs entre eux est
un critère important. En effet, le réseau d’interconnexion est un point particuliè-
rement critique dans la réalisation d’une machine parallèle. Nous constatons que
les topologies des architectures parallèles pour l’image sont variées (grille, tore,
anneau, réseau linéaire, pyramide, hypercube).
Le second point important concerne l’autonomie des processeurs. Compte tenu
de la nature de l’image, les architectures SIMD ont toujours constitué un centre
d’intérêt important. Un grand nombre d’architectures pour l’image supportent ce
mode de fonctionnement. L’intérêt pour le parallélisme massif et l’évolution de la
technologie des circuits intégrés y ont très largement contribué. Une machine SIMD
consiste en une unité de contrôle unique et un ensemble d’éléments de traitement
(processeurs). L’unité de contrôle a la charge de diffuser l’instruction qui est
simultanément exécutée par tous les processeurs. Une des principales limitations
du fonctionnement SIMD résulte du comportement identique de tous les processeurs
qui exécutent tous cette même instruction : l’autonomie du processeur constitue
une extension de ce modèle de fonctionnement.
Trois niveaux d’autonomie peuvent être injectés dans une architecture SIMD de
base.
  L’autonomie d’opération permet à des opérations différentes de s’exécuter
simultanément, ce ce afin d’accroı̂tre le parallélisme.
  L’autonomie d’adressage permet à chaque processeur d’accéder à des adresses
mémoire différentes.
  L’autonomie de connexion permet de modifier dynamiquement la topologie
du réseau d’interconnexion selon des conditions locales à chaque processeur.
L’organisation de l’architecture du processeur élémentaire constitue également
un critère de comparaison intéressant. L’examen détaillé d’un certain nombre d’ar-
chitectures montre la diversité des styles de processeurs (du processeur bit-série
organisé autour d’une UAL et de quelques registres 1 bit aux processeurs dispo-
sant de plusieurs unités fonctionnelles 16 voire 32 bits travaillant en parallèle).
Aussi le grain de parallélisme est-il un autre paramètre important. Les données
couramment manipulées en image sont aussi bien des bits que des mots codés sur
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8, 16 voire 32 bits. Néanmoins, il faut souligner, qu’à ce jour, les architectures
massivement parallèles spécialisées pour l’image ont très souvent privilégiées le
traitement bit-série.
1.1.1 Autonomie d’opération
L’autonomie d’opération vise à permettre l’exécution simultanée d’opérations
différentes par les processeurs. Cela ne veut pas nécessairement dire que chaque
processeur exécute un programme différent (mode de contrôle MIMD) mais plutôt
que les processeurs n’exécutent pas tous la même opération comme en mode SIMD.
Différents types d’autonomie d’opération existent.
  La notion de processeurs actifs (exécutant l’instruction) et de processeurs
inactifs (n’exécutant pas l’instruction) existe dans la plupart des machines
SIMD. Ce mécanisme est supporté via un registre de masquage ou d’activité
qui inhibe ou pas les chargements mémoire ou registre.
  Dans un système comme CLIP7 [FoMD88], l’instruction diffusée par l’unité
de contrôle est interprétée différemment dans chacun des processeurs. Un
registre interne au processeur est vu comme une extension du code opération
de l’UAL.
  La notion de groupes de processeurs dans les approches multi-SIMD offre
également une autonomie d’opération puisque chaque groupe de processeurs
a son propre contrôleur.
1.1.2 Autonomie d’adressage
L’autonomie d’adressage permet à chaque processeur de la machine SIMD de
calculer son adresse d’accès à la mémoire localement ou de modifier l’adresse
diffusée par le contrôleur. Cette autonomie d’adressage facilite la mise en œuvre
de tables de look-up et permet l’adressage indirect.
1.1.3 Autonomie de connexion
L’autonomie de connexion consiste à adjoindre à chaque processeur un mécanisme
matériel capable de réaliser les interconnexions entre les liens physiques sur la
base des spécifications de l’instruction. Cette autonomie peut être appliquée à toute
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topologie ; cependant la structure torique est celle qui se prête le mieux à cette
extension.
1.2 Familles de machines
Comme discuté dans le paragraphe précédent, toute classification dépend forte-
ment des critères retenus (mode de fonctionnement, structure du réseau d’inter-
connexion, etc). Aussi la répartition proposée ci-après est à la fois basée sur le style
de parallélisme mis en œuvre (parallélisme de type pipeline et/ou parallélisme de
type géométrique caractérisé par une répartition de l’image entre les processeurs),
sur le mode de fonctionnement (SIMD, MIMD, pipeline) et la topologie du réseau.
Les familles suivantes, illustrées par la figure 1, peuvent être identifiées.
1. Les systèmes reposant sur une interconnexion en maille opèrent sur la to-
talité de l’image et réalisent des opérations locales sur tous les pixels de
l’image simultanément (CLIP4 [Duff78], MPP [Batc80], DAP [OlRe85], GAPP
[Kung88]). Il s’agit de réseaux bidimensionnels de processeurs opérant en
mode SIMD. Ces architectures mettent en œuvre un parallélisme géométrique.
On peut considérer les réseaux linéaires de processeurs comme appartenant
à cette classe de machines. Ces machines reposent sur un balayage ligne de
l’image (CLIP7 [FoMD88], SLAP [Fish86], AIS-5000 [ScWi88], PRINCETON
[Chin88], SYMPATI [Adam89] [JBEL88]).
2. Les systèmes pipelines tels les différents types de “Cytocomputer” et les
réseaux systoliques de processeurs. Ces systèmes réalisent des séquences
d’opérations sur un flot de données d’entrée. Dès qu’une opération a été
effectuée sur une partie des données, l’opération suivante peut être amorcée
sur cette partie de données. Ces architectures balayent l’image et traitent un
petit voisinage à chaque étape. La plupart des systèmes de vision industriels
reposent sur cette approche (Cytocomputer [LoMc80], PIPE [KeSL85]). Ces
architectures mettent en œuvre un parallélisme de type pipeline.
3. Les systèmes pyramidaux permettent de réaliser des opérations globales par
des techniques “diviser pour régner” en un nombre d’étapes de traitement
qui croı̂t de façon logarithmique en fonction de la taille des images (SPHINX
[MeND91], PCLIP PAPIA GAM [Uhr87]). Ce style d’architectures trouve sa
raison d’être dans les traitements multi-échelles (ondelettes, pyramides gaus-
siennes) ou des traitements récursifs. Par traitement multi-échelle, on entend
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des méthodes qui appréhendent l’image à différents niveaux de résolution.
Le fonctionnement est de type multi-SIMD.
4. Des architectures dont l’organisation n’est pas directement calquée sur la
structure de l’image ou le style de calcul à réaliser (PASM [Sieg81], WARP
[Anna87], machine à base de processeurs de traitement de signal DSP,
[Head88], [Tami89], etc) sont également couramment utilisées en traite-
ment d’image. Ces architectures, MIMD, permettent la mise en œuvre de
plusieurs styles de parallélisme.
5. Les hypercubes qui combinent les avantages des structures pyramidales et
des réseaux maillés (iPSC, Connection Machine [Hill85]). Ces architectures
à usage général ne seront pas décrites ici.
2 Architectures SIMD à réseau maillé 2D
De nombreuses opérations de traitement d’images sont caractérisées par un traite-
ment local dû à la nature stationnaire de la donnée image. L’approche qui consiste
à découper l’image en régions de même taille et à répartir les régions entre des
processeurs identiques traitant chacun leur propre région est largement employée.
Ces architectures opèrent sur la totalité de l’image en parallèle. La dimension
du réseau (   x   processeurs) peut être inférieure à la taille de l’image à traiter
(  x  pixels). Dans ce cas, l’image est répartie entre les différents processeurs
selon l’une des deux approches suivantes.
1. L’approche la plus couramment utilisée consiste à distribuer l’image entre
tous les processeurs en mémorisant chaque pixel
	
d’une sous-image de
taille   x   dans le même module mémoire, l’image est donc préalablement
divisée en sous-images de taille   x   , comme illustré par la figure 2.
2. La seconde approche consiste à affecter à chaque processeur une sous-image
de taille 
  x 
  (figure 3).
Les réalisations qui mettent en œuvre ce style de parallélisme sont nombreuses.
Les systèmes les plus représentatifs de cette classe sont CLIP4, DAP, GAPP, MPP,
YUPPIE, etc. Les caractéristiques de ces architectures sont les suivantes.
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Figure 1 : Classification des machines de traitement d’images.
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  	   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 
Figure 2 : Division de l’image en blocs   x   .
  Les processeurs élémentaires sont de type bit-série. Le processeur intègre
une UAL, quelques registres et de la logique spécifique à la mise en œuvre
de communications bidirectionnelles avec ses proches voisins.
  Le mode de fonctionnement est SIMD c’est à dire que tous les processeurs
exécutent simultanément la même instruction.
2.1 CLIP4 (université de Londres)
La machine CLIP4 [Duff78] (réalisée à l’université de Londres par Duff, 1980) est
conçue autour d’une matrice 96 x 96 de processeurs booléens bit-série. Chaque
processeur a une mémoire de 32 mots de 1 bit et est relié à ces huit voisins.
Une fenêtre de données correspondant à une trame de 96 x 96 x 6 bits peut être
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Figure 3 : Division de l’image en blocs 
  x 
 
mémorisée dans 6 registres à décalage (1 par plan de bit), un tel plan de bit est
converti en une matrice binaire 96 x 96 pouvant ainsi être transférée dans la matrice
de processeurs. CLIP est très performant pour les opérations logiques portant sur
une fenêtre binaire 3 x 3 (1 cycle), par contre des opérations de convolution 3 x 3
exigent 2000 cycles.
2.2 MPP (Goodyear)
La machine MPP (réalisée pour la NASA à Goodyear par Batcher, 1980) correspond
à un réseau de 16 384 processeurs (matrice 128 x 128 processeurs).
Chaque processeur (figure 4), bit-série, est plus orienté calcul arithmétique que
CLIP4. Il a une mémoire de 1K bit et est relié à ses quatre plus proches voisins (N,
S, E, O).
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Les données entrent et sortent dans le système par l’intermédiaire de deux
registres (staging memory) de 2,5 millions d’octets. Dans ces registres, le flux de
données est converti en plans de bits de 16 384 bits, pouvant être introduits dans
le réseau à la vitesse de 160 millions d’octets par seconde. Les performances sont
de l’ordre de 6500 millions d’additions par seconde sur des entiers 8 bits (cycle
de base 100 ns).
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Figure 4 : Organisation générale du processeur MPP
La machine BLITZEN, (projet du triangle de recherche de la Caroline du nord,
1989), [BDHR90] est une évolution de la machine MPP. Les apports essentiels
concernent l’intégration de la mémoire de données sur le circuit, une autonomie
d’adressage (modification locale de l’adressage mémoire), la possibilité d’opéra-
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tions arithmétiques conditionnelles, l’interconnexion avec huit voisins. Le circuit
intègre 128 processeurs (tableau 8 x 16) et comprend plus d’un million de transis-
tors, chaque processeur dispose d’une mémoire locale de 1K bits.
2.3 Tore polymorphique (IBM, université de Gênes)
Le Tore polymorphique (1987) [LiMa89] constitue une étude intéressante de ré-
seau bidimensionnel configurable. L’architecture consiste en un réseau physique
(PNET) comportant à chaque nœud un réseau interne programmable (INET). Une
architecture à   x   processeurs est un grille   x   dont les extrémités sont reliées
en tore ou en spirale. Un processeur    situé à chaque jonction de la grille, dis-
pose de 4 ports (ou liens physiques)
   	 
     	 
   . Ces 4 ports sont à la fois
reliés aux réseaux PNET et INET et constituent l’interface entre les deux. Le réseau
PNET à l’exception de la sélection du mode tore ou spirale est un réseau dont les
connexions sont fixées et non programmables.
Le réseau INET dont l’organisation est illustrée par la figure 5 est totalement
programmable. Un commutateur INET 
  à un nœud du réseau, est un graphe com-
plet de 4 ports
 
   
   
   
   c’est à dire que chaque port peut être relié à
l’un quelconque des autres ports.
Chaque INET peut être programmé différemment. La connexion INET est re-
présentée par la fonction : SHORTPORT

         1   2  ou   est l’iden-
tification du processeur et indique que la fonction est locale et dépendante de la
position de INET. Les paramètres

1 et

2 sont des groupes de ports connectés
entre eux. Par exemple,
   signifie que  et  sont dans le même groupe,
trois ports peuvent être dans le même groupe
    . L’effet de la fonction
est de rendre équivalent les niveaux logiques des ports concernés. La fonction
SHORTPORT
   assure que les signaux sur les ports  et  sont au même
niveau logique. Cette fonction fournit un mécanisme de communication entre
processeurs distants du réseau PNET.
Ce concept de configurabilité du réseau de communication peut être aussi bien
appliqué à des processeurs bit-série qu’à une approche parallèle.
Implémentation
Le coût inhérent à cet ajout de fonctionnalité a été évalué au travers d’une im-
plémentation VLSI réalisée à Yorktown : le système YUPPIE [MaLi89]. Ce coût
concerne :
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Figure 5 : Le réseau interne INET de la machine Tore.
  le surcoût en silicium lié au fait d’avoir un réseau INET par processeur,
  le délai de propagation introduit par l’INET.
Concernant le délai de propagation, la stratégie retenue consiste à rendre le
temps de cycle de la machine dépendant de la longueur du chemin à parcourir entre
les nœuds qui échangent des données (implémenté par un générateur d’horloge
programmable commandé par une table dont le contenu indique le temps de cycle
correspondant à la distance de communication).
Le circuit intègre 16 nœuds, organisés en grille 4 x 4. Chaque nœud consiste
en l’unité de calcul, un INET, et une mémoire de données locale de 256 registres
1 bit. Le circuit fabriqué en technologie CMOS 2  m comprend 50 000 transistors
(67 broches) pour une taille de 32 mm2 (24% pour la mémoire locale, 38% pour
les 16 unités de calcul et 12% pour les 16 INETs). L’unité de calcul comporte une
UAL 1 bit, et 5 registres (carry, 2 registres de données, 2 registres de contrôle).
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3 Architectures SIMD à structure ligne
Les réseaux linéaires sont un cas particulier des réseaux bidimensionnels : ceux-ci
mettent en œuvre une parallélisme géométrique, l’image est découpée en régions.
Le nombre de régions est généralement égal au nombre de processeurs de la
machine, la région pouvant être réduite à une ligne ou une colonne de l’image.
Les réalisations les plus représentatives sont décrites dans ce paragraphe. Leurs
principales caractéristiques sont les suivantes :
  Le mode de fonctionnement est SIMD c’est à dire que tous les processeurs
exécutent simultanément la même instruction.
  La souplesse de dimensionnement autorise l’utilisation de réseaux dont
la dimension est égale à la taille de l’image (image   x   , réseau à  
processeurs).
  Les processeurs élémentaires disposent de davantage de fonctionnalités que
ceux des structures bidimensionnelles. En effet, la plupart (à l’exception de
AIS-5000) traitent des entiers (8 à 16 bits selon les réalisations).
3.1 Machine CLIP7 (Université de Londres)
Le système CLIP7 [FoMD88] conçu en 1982, résulte d’une série d’améliorations
de la machine CLIP4.
Les améliorations suivantes ont été apportées à l’architecture CLIP4 :
  mémoire locale processeur plus importante,
  recouvrement des entrées/sorties et des calculs,
  contrôle local au processeur plus important.
Le circuit CLIP7 (16 bits, technologie CMOS 5  m, 5 Mhz, 6800 transistors,
20mm2, 64 broches) contient une UAL (16 opérations logiques, addition, soustrac-
tion), une unité de décalages, 4 registres temporaires, un port mémoire externe 8
bits, des registres d’entrée/sortie pour les échanges série entre processeurs (figure
6).
Un système à base de CLIP7 a été développé et consiste en un réseau linéaire
de 256 processeurs pour le traitement d’images de taille 256 x 256 pixels. Le
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Figure 6 : Les chemins de données du circuit CLIP7.
processeur élémentaire du réseau est construit autour de 2 circuits CLIP7 : le premier
assure la manipulation des données, les échanges avec les processeurs voisins, le
second est vu comme coprocesseur et assure les fonctions d’accès à la mémoire
de données externe, la génération d’adresse (figure 7).
Les réseaux bidimensionnels comme CLIP4 et MPP n’incluent que très peu
d’autonomie. Le système à base de CLIP7 permet à chaque élément du réseau une
autonomie d’adressage complète et une certaine flexibilité pour sélectionner la
fonction à exécuter en chaque point.
3.2 Machine SLAP (Scan Line Array Processor) (Université de
Carnegie-Mellon)
L’architecture développée par Fisher à CMU [Fish86] [FiHR88] repose sur une
approche à balayage ligne : à un instant donné une ligne complète de l’image est
traitée en parallèle, chaque processeur opère sur un pixel de la ligne (adaptation
de la taille du réseau au nombre de colonnes de l’image). En conséquence, un
processeur traite un colonne complète de l’image. Les processeurs sont localement
16 F. Charot
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Figure 7 : Système à base de circuits CLIP7.
connectés (réseau linéaire) et peuvent échanger des données à chaque cycle par
l’intermédiaire d’un lien bidirectionnel (figure 9).
Le processeur élémentaire (PE) [FiHR87] (16 bits) comporte deux unités de
calcul en arithmétique entière 16 bits (UAL1, unité de décalage/rotation), une unité
de 32 registres double port supportant une lecture et une écriture à chaque cycle,
un registre de communication (appelé registre de voisinage) avec les PE voisins.
Chaque PE (figure 8) intègre un registre à décalage vidéo 8 bits. En mode temps-
réel, une image est transmise au rythme vidéo par l’intermédiaire du registre à
décalage, lorsqu’une ligne d’image a été intégralement transmise, elle peut être
traitée. Dans le même temps la ligne suivante est reçue. La mémoire locale est
externe au processeur, le processeur n’a pas d’interface mémoire particulière. Le
registre vidéo sert de registre de données, le registre de voisinage est utilisé pour
les adresses.
Un système prototype à 512 processeurs (4 processeurs par circuits, soit environ
45000 transistors, 10000 transistors par processeur) est en cours de développement.
Un temps de cycle de 125ns permettrait l’exécution en temps de réel de 500
instructions pour chaque pixel d’une image 512 x 512. Une carte au format SUN
peut contenir jusqu’à 64 circuits auquel il faut ajouter la mémoire locale à chaque
processeur (4K octets par processeur). Un système à 512 processeurs nécessite 3
cartes de ce type (2 cartes processeur, et une carte contrôleur).
1Une multiplication nécessite dix instructions.
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Figure 8 : Le processeur élémentaire de SLAP.
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Figure 9 : Le système SLAP.
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3.3 Machine AIS-5000 (Applied Intelligent Systems)
La machine commerciale AIS-5000 [ScWi88] intègre 1024 processeurs bit-série
connectés linéairement et ayant chacun leur propre mémoire locale (32K bits).
Le processeur élémentaire permet trois types d’opérations : booléennes, arith-
métiques, et des opérations de voisinage. Les opérations booléennes sont des
opérations à 2, 3 ou 4 opérandes (lus en mémoire), la table de vérité est fournie
par le programmeur. Les opérations de voisinage sont similaires aux opérations
booléennes si ce n’est que les opérandes peuvent provenir de la mémoire des pro-
cesseurs voisins. Les performances sont de l’ordre de 300 millions d’opérations
par seconde sur des entiers 8 bits.
Un circuit précaractérisé intègre 8 processeurs élémentaires et leurs canaux
d’entrée/sortie (3 canaux séparés pour différents échanges en parallèle). Une carte
processeur consiste en 16 circuits (8 processeurs par circuit) et leurs mémoires
associées (boı̂tier 32K octets). Un système à 1024 PE se compose de 8 cartes
processeur.
Le système complet comporte le processeur hôte et ses périphériques (à base
de MC68000), le réseau linéaire de processeurs fonctionnant en SIMD et son
contrôleur, le module d’entrée/sortie spécialisées.
3.4 Machine SYMPATI 2 (CEA Saclay, IRIT Toulouse)
La machine SYMPATI 2 [JBEL88] consiste en un réseau linéaire de processeurs
reliés en anneau (32 à 128 processeurs selon les configurations). Chaque processeur
élémentaire a une mémoire locale de 32K octets.
Un circuit précaractérisé de 90 000 transistors (technologie CMOS 1,2  m, 224
broches) intègre 4 processeurs élémentaires à l’exception de la mémoire qui est
externe. Une carte au format PC contient 32 processeurs élémentaires (8 boı̂tiers
processeur) et 32 bancs mémoire.
Le processeur (figure 10) se compose de : une UAL 16 bits incluant les fonctions
courantes (logiques, arithmétiques et décalages), un multiplieur 8 bits (résultat sur
16 bits), une unité de 6 registres accessibles par mot ou demi-mot, une unité
d’adressage. L’unité d’adressage comporte un module de calcul d’adresse et un
module de masquage permettant d’inhiber le traitement si le point traité est en
dehors de la fenêtre considérée. L’unité de calcul d’adresse permet d’accéder
aux bancs mémoire en utilisant, soit une adresse de base envoyée par l’unité de
commande dans le cas du fonctionnement hélicoı̈dal, soit une adresse engendrée
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Figure 10 : Structure interne du processeur élémentaire de SYMPATI.
par la partie traitement du processeur dans le cas d’un fonctionnement tabulé (ces
modes de fonctionnement sont décrits plus loin).
Des chemins de données permettent l’accès direct à un opérande :
  mémoire à une distance 0, 1 ou 2 à gauche ou à droite
  registre à une distance 0, 1, 2 ou 3 à gauche ou à droite comme illustré par
la figure 11.
Toute instruction (accès à une donnée, calcul, stockage) s’effectue en un cycle.
Le nombre de processeurs peut être inférieur à la taille des images traitées.
Les données sont distribuées selon un schéma hélicoı̈dal dans les bancs mémoire
des processeurs de telle sorte qu’une lecture ou une écriture de   mots consécutifs
d’une ligne ou d’une colonne de l’image puisse se faire sans conflit. La répartition
hélicoı̈dale est telle que le processeur de rang

du réseau de   processeurs reçoit
dans son banc mémoire les pixel
   
tels que
 	       , et ceci
dans l’ordre rencontré en balayage ligne. L’image peut également être divisée en
bandes, chaque bande de lignes ou de colonnes est affectée à un banc mémoire.
L’avantage de la répartition hélicoı̈dale des données est l’accès direct à un
grand voisinage. Cette caractéristique est illustrée par la figure 12 ou le pixel
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Figure 11 : Interconnexion des processeurs de SYMPATI.
central (représenté par un cercle) appartient au processeur

. Les autres pixels de
cette partie d’image (symbolisés par un triangle) sont des pixels d’un voisinage
7 x 7 et appartiennent aux bancs mémoire des processeurs voisins situés à distance
au plus 6 (à gauche ou à droite) du processeur numéro

. En un cycle, tout pixel
d’un voisinage 3 x 3 est accessible puisque les interconnexions entre processeurs
rendent possible un accès mémoire jusqu’à une distance 2.
Une unité de commande pilote le réseau de processeurs et assure l’interface
avec l’hôte (PC) et les entrées/sorties vidéo. L’unité de commande est constituée
d’un séquenceur, d’un module de balayage (propagation du traitement sur tout
ou partie de l’image), d’un module d’entrées/sorties vidéo (acquisition/restitution
de l’image), d’une interface PC (chargement micro-code, initialisation, etc). Les
données sont stockées dans les bancs mémoire des processeurs à la cadence vidéo.
3.5 Machine PRINCETON (Centre de recherche SARNOFF)
La machine (figure 13) consiste en un réseau linéaire pouvant aller jusqu’à 2048
processeurs [Chin88] Chaque processeur (14Mhz, temps de cycle 70ns) contient
un UAL 16 bits, un multiplieur 16 bits (résultat sur 32 bits), une unité de 64
registres 16 bits (3 ports : deux lectures, une écriture), une interface mémoire locale
externe (16 bits adresses/données). La mémoire locale (externe au processeur) a
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Figure 12 : Illustration de l’accès direct à un voisinage 3 x 3 dans SYMPATI.
une capacité de 16K mots de 16 bits, elle permet le stockage de 32 trames de
données vidéo 16 bits (mémorisation d’une colonne d’image de taille 512 x 512 par
processeur). La machine est contrôlée à chaque cycle d’horloge par une instruction
de 89 bits (contrôle de la partie opérative et de l’unité de communication) fournie
par l’unité de contrôle. La mémoire de microprogramme a une capacité de 16K
instructions. L’instruction permet un parallélisme interne important (opération
UAL, multiplication, accès mémoire).
Un bus de communication inter-processeur (IPC) (contrôlé par 16 bits) sert
aux échanges entre processeurs, selon des principes voisins de ceux du Tore
polymorphique : une opération de transfert de données est de type diffusion ou de
type bypass :
  mode diffusion : un processeur émet vers plusieurs autres,
  mode bypass : établissement de liaisons bidirectionnelles entre processeurs
distants sans recouvrement entre les liaisons.
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Figure 13 : Le système PRINCETON.
Quelque soit le mode de communication, le réseau permet les transferts entre
processeurs dans une plage de 64 processeurs dans le cycle. Dans le pire des cas
(réseau à 2048 processeurs), il faut 5 instructions pour effectuer le transfert. Ce
réseau de communication est configuré dynamiquement à chaque cycle d’horloge,
une nouvelle topologie peut être générée en 2 instructions.
Un système à 512 processeurs consiste en 8 cartes au format 22x17cm com-
portant chacune 32 circuits processeurs et 16 circuits d’entrées/sorties. Un circuit
processeur intègre deux processeurs élémentaires (précaractérisé de 75000 portes,
223 broches).
4 Architectures pipelines
La structure pipeline peut s’avérer être intéressante pour un problème de traitement
d’une série d’images sur chacune desquelles on doit réaliser la même séquence
de traitement (enchaı̂nements de tâches). Celle-ci consiste en une architecture
multiprocesseur ou les processeurs sont linéairement connectés, un flot d’images
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transite à travers le réseau (la sortie du premier processeur est connectée à l’entrée
du second, etc). En mode pipeline, le temps critique est celui de l’étage le plus lent
du pipeline.
Différentes réalisations illustrent ce mode de fonctionnement :
  La machine Cytocomputer (université du Michigan)
  La machine PIPE
4.1 Machine Cytocomputer (université du Michigan)
La machine Cytocomputer [LoMc80], illustrée par la figure 14, consiste en une
pipeline unidirectionnel d’étages de traitement ayant tous une horloge commune.
Chaque étage du pipeline réalise une transformation élémentaire sur l’image (fonc-
tion logique de voisinage). Les images entrent dans le pipeline comme un flot de
pixels au format balayage ligne et progressent dans le pipeline à un rythme cons-
tant. A l’issue de la phase d’initialisation du pipeline, les images calculées sortent
au rythme des images d’entrée. Chaque étage comprend un ensemble de registres
à décalage capable de mémoriser deux lignes contiguë d’une image tandis qu’une
fenêtre de registres mémorise les 9 pixels d’un voisinage qui constituent la fenêtre
d’entrée 3 x 3 du module logique de voisinage. Ce module réalise la transformation
programmée du pixel central du voisinage à partir des valeurs du pixel central et
de ses huit voisins (figure 15).
4.2 Machine PIPE
La machine est un réseau linéaire de processeurs identiques [KeSL85] [VeMD86],
dont les extrémités sont connectées à des processeurs d’entrée-sortie eux mêmes
connectés à une station hôte. Chaque processeur possède son contrôleur chargé
par l’hôte. Un PE est constitué de 2 cartes.
Deux types de traitements sont réalisés par les PE : des opérations arithmétiques
ou booléennes sur des pixels, et des opérations de voisinage (3 x 3). Les chemins
de données externes sont de 8 bits, mais en interne la taille des opérandes est
augmentée de manière à éviter les pertes de précision. Les nombreuses fonctions
du processeur doivent permettre le traitement en une unité de temps (1/60s), temps
pendant lequel les images 256 x 256 transitent sur les ports de communication.
Chaque processeur est censé effectuer un ensemble d’opérations pendant cette
unité de temps sur l’ensemble des pixels d’une(des) image(s). Le PE a 3 entrées
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Figure 14 : Structure pipeline Cytocomputer.
appelée forward, backward et recursive et 3 sorties (voir figure 16) et est connecté à
2 bus généraux. Le chemin de données forward permet d’implémenter une structure
pipeline classique. Le chemin recursive permet de simuler un pipeline de longueur
quelconque avec un étage et permet la mise en œuvre d’algorithmes nécessitant
plusieurs itérations avant de converger (relaxation ou simulation de voisinages
importants par application de plusieurs opérations sur un petit voisinage). Le
chemin backward permet d’effectuer aussi bien des opérations de voisinage spatial
que temporel.
La figure 17 présente la structure interne d’un processeur de la machine PIPE.
Chacune des entrées peut être traitée séparément (opération de seuillage, opération
arithmétique ou booléenne), celles-ci peuvent ensuite être combinées entre elles
(UAL), avec des poids différents, pour donner une image unique. Cette image ainsi
que celles en provenance d’un canal DMA peuvent être stockées dans l’un ou (et)
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Figure 15 : Décalage des données dans la machine Cytocomputer.
l’autre des 2 tampons d’image (sorties X et Y). X ou Y passent ensuite dans
une fonction arbitraire ( look-up table) et un générateur de voisinage (GV). X, Y
peuvent ensuite être envoyés dans 2 opérateurs de voisinage NOP (convolution
arithmétique ou jeu d’opérateurs booléens). Les sorties de NOP attaquent un
générateur de fonction (look-up table) (sortie U) et une UAL (sortie V).
Les 3 sorties d’un PE peuvent être choisies parmi X, Y, U ou V chacune.
L’opérateur de voisinage fonctionne en mode pipeline.
A l’intérieur d’un PE un mécanisme de retard (mis en œuvre par action sur
l’adressage) permet d’assurer la cohérence des traitements de voisinage lors de
l’utilisation de l’entrée recursive. Un module de résolution permet lors des accès
aux tampons de travailler sur une image 4 fois plus petite ou 4 fois plus grandes
(par action sur adresses en écriture ou lecture des tampons d’image).
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Figure 16 : communication entre étages dans PIPE.
5 Architectures pyramidales
Le volume considérable des données mises en jeu lors de la manipulation d’une
image justifie l’utilisation d’un grand nombre de processeurs. Les réseaux linéaires
et matriciels sont bien adaptés au traitement d’images de bas niveau. Pour des trai-
tements de plus haut niveau, certains considèrent le manque de communications
globales entre processeurs comme un inconvénient majeur (plus particulièrement
pour les opérations mettant en jeu un grand nombre de pixels en analyse d’images).
Une des approches proposées pour pallier cet inconvénient repose sur l’organisa-
tion pyramidale des communications qui permet d’effectuer rapidement les opé-
rations de concentration et de diffusion d’informations. Plusieurs pyramides sont
en cours d’étude (SPHINX (Orsay), PAPIA (Italie), GAM (USA [Uhr87].
La plupart des architectures pyramidales proposées reposent sur une pyramide
quaternaire c’est à dire sur une interconnexion où le sommet de la pyramide est la
racine d’un arbre quaternaire. Une pyramide binaire présente un coût supérieur par
rapport à une pyramide quaternaire dont la taille de la base (dernier étage) serait
identique : le nombre de processeurs est de 50% plus élevé, le nombre d’étages est
doublé, le nombre de connexions entre processeurs est supérieur de 15%.
Un exemple de machine pyramidale, la machine SPHINX, développé à Orsay
est détaillée.
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Figure 17 : architecture d’un PE de PIPE.
Machine SPHINX(Orsay)
SPHINX [MeND91] est formé d’un ensemble de processeurs élémentaires intercon-
nectés selon une architecture en pyramide. La pyramide a une hauteur h (nombre
d’étages). Tous les processeurs d’un même étage sont interconnectés selon une
maille carrée à deux dimensions. Les processeurs de deux étages consécutifs de la
pyramide sont interconnectés de manière à ce que le sommet de la pyramide soit
la racine d’un arbre binaire.
Le contrôle de la machine est multi-SIMD : chacun des étages fonctionne en
mode SIMD mais chaque étage dispose de son propre contrôleur (mode MIMD
entre étages). Ce mode de fonctionnement impose de pouvoir synchroniser les
étages lors d’échanges d’information entre eux en un temps de l’ordre de gran-
deur du temps d’exécution d’une instruction sur les processeurs élémentaires. Le
problème est résolu en distinguant deux aspects de nature très différente dans le
contrôle. D’une part, chacun des étages fonctionne sous contrôle de son propre
programme chargé d’assurer un séquencement correct des instructions. Les pro-
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grammes exécutés par les différents étages ne sont pas indépendants, ils coopèrent
de manière à assurer une manipulation cohérente de l’information par la structure.
Cette coopération se traduit par l’échange de paramètres entre étages. Il s’agit
d’un mode de synchronisation à grain suffisamment gros pour qu’il puisse se faire
par des mécanismes classiques de communication sans surcoût notable (contrôle
de haut niveau). D’autre part, il faut assurer l’intégrité de l’information échan-
gée entre étages (contraintes de type synchronisation producteur consommateur).
Ces contraintes impliquent uniquement des étages voisins et sont résolues par un
mécanisme cablé contrôlant l’état du tampon de communication inter-étages au
regard des propriétés de communication des instructions exécutées par chacun
des étages (contrôle de bas niveau). Chacun des modes est assuré par un organe
matériel spécifique. Le contrôleur de haut niveau est réalisé par un microproces-
seur traditionnel : sa fonction est de gérer les instructions émises à la pyramide
en exécutant un programme utilisateur compilé, la mémoire des processeurs et les
entrées sorties. Les différents contrôleurs sont interconnectés par une liaison point
à point et par une mémoire partagée. Les instructions produites par un macro-
générateur matériel dédié (transformation des instructions portant sur des mots en
des instructions bit-série) sont transmises vers les contrôleurs de bas niveau qui
les synchronisera avant émission vers la pyramide.
Le processeur élémentaire comprend une mémoire interne de 256 bits, une
unité arithmétique et logique et un certain nombre de registres dédiés. L’ensemble
des traitements et des communications est réalisé en bit-série. Un circuit intégrant
16 PE a été réalisé (technologie 1,5  m, 100K transistors, boı̂tier PGA 100 broches,
fréquence de fonctionnement de 14,3MHz). Une addition de deux mots de 8 bits
est réalisée en 2

5   , une multiplication en 18   .
6 Machines MIMD pour le traitement d’image
Dans une machine MIMD chaque processeur est entièrement programmable et exé-
cute son propre programme. Ces machines sont plus flexibles que les précédentes,
elles permettent la mise en œuvre de différents parallélismes.
Quelques exemples de machines utilisées en traitement d’image sont briève-
ment décrits.
subsectionMachine PASM (université de Purdue)
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PASM [Sieg81] est un système multiprocesseur conçu et développé à l’université
de Purdue par Siegel pour le traitement d’image. L’aspect intéressant du système
est sa reconfigurabilité : les études dans ce domaine sont peu nombreuses.
Le système peut être configuré dynamiquement pour opérer comme un en-
semble de machines SIMD (multi-SIMD) et/ou comme une machine MIMD.
La machine se compose des modules suivants :
  L’unité de calcul parallèle est constituée de

 2

processeurs, de N
modules mémoires et d’un réseau d’interconnexion. Les processeurs sont
des microprocesseurs qui fonctionnent en SIMD ou MIMD. Le réseau d’in-
terconnexion permet les échanges de données entre les processeurs et les
mémoires ;
  Un ensemble de microcontrôleurs agissent en tant qu’unités de contrôle des
processeurs de l’unité de calcul parallèle. Il y a
 
 2  microcontrôleurs.
Chaque microcontrôleur contrôle
 
   processeurs de l’unité de calcul. A
chaque microcontrôleur est associé un module mémoire. Ces microcontrô-
leurs permettent à PASM d’opérer comme un système multi-SIMD.
6.1 Machine WARP (université de Carnegie-Mellon)
La Machine WARP [KuWe86], [Anna87] est un machine systolique programmable
développée par l’université de Carnegie Mellon entre 1984 et 1986 et commerciali-
sée par General Electric en 1987. L’organisation de la la machine WARP se compose
de trois parties : l’hôte, l’unité d’interface et un réseau linéaire de 10 processeurs
relié à l’unité d’interface par les processeurs extrêmes. L’hôte communique avec
l’interface via un bus 32 bits. L’interface dispose de piles d’entrées/sorties pour
les échanges avec l’hôte, d’un mécanisme de conversion entier/flottant pour ac-
croı̂tre la bande passante entre l’hôte (possibilité de compaction de données lors
des communications) et le réseau et de facilités pour la génération des adresses
d’accès aux mémoires des processeurs. Une machine WARP a une performance de
100 MFLOPS (millions d’opérations flottantes par seconde).
Chaque processeur est contrôlé par un microprogramme à structure horizontale
et possède son propre microséquenceur et sa propre mémoire de programme. Les
chemins de données du processeur WARP sont composés d’un multiplieur, d’un
additionneur (tous deux d’une puissance de 5 MFLOPS), d’une mémoire locale et de
deux files d’entrées/sorties pour les canaux de communication. Tous ces éléments
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sont reliés entre eux par une matrice de points de croisement (crossbar) (figure
18). La bande passante en entrées/sorties est très importante, 80 Méga-octets par
seconde, pour permettre la circulation des données entre les processeurs.
6.2 Machine iWARP (université de Carnegie-Mellon et Intel)
Le iWARP, développé conjointement par Intel et l’université de Carnegie-Mellon
[Bork88] et financé par la DARPA durant quatre années, est une version intégrée
du processeur élémentaire de la machine WARP. Le iWARP utilise l’approche VLIW
(Very Long Instruction Word), c’est à dire que des instructions longues spécifient
explicitement l’ensemble des opérations s’exécutant dans une même instruction.
Un tableau de 64 processeurs iWARP pourra atteindre une puissance de l’ordre du
GFLOPS.
Le processeur iWARP intègre toute les fonctionnalités du processeur WARP sur
un seul circuit intégré à l’exception de la mémoire. Le circuit comporte 650 000
transistors, il atteint une puissance de 20 MFLOPS et est cadencé par une horloge à
40 MHz [Pete90].
Le composant iWARP, dont l’organisation est donnée figure 19, consiste en trois
unités autonomes et fortement connectées.
  L’unité de calcul est organisée autour d’une unité de 128 registres 32 bits
multiports (15 ports), elle atteint une performance de 20 MFLOPS en simple
précision (arithmétique virgule flottante 32 bits) et 10 MFLOPS en double
précision (64 bits). L’unité de calcul est constituée d’une UAL et d’un multi-
plieur en arithmétique flottante ainsi que d’une unité arithmétique et logique
opérant sur 8, 16 ou 32 bits. Les opérations de division et de racine carrée
sont également supportées. L’unité de registres supporte jusqu’à neuf opé-
rations de lecture et six opérations d’écriture dans un cycle d’horloge de
50 ns.
  L’unité de communication [Bork90] implémente les mécanismes d’échange
entre processeurs iWARP. Les 8 bus d’entrées/sorties (4 en entrée, 4 en
sortie) sur une largeur de 8 bits chacun, supportent une bande passante égale
à 320 méga-octets par seconde. Chaque port physique peut être multiplexé
pour offrir jusqu’à 20 chemins de communication. Un service de routage de
type wormhole, comme pour les hypercubes de deuxième génération, est mis
en œuvre. Le message contient une information sur le destinataire, celle-ci
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UAL, MUL : unités arithmétiques
FA, FB, ADR : files d’entrée
URA, URB : unités de registres
MA, MB : bancs mémoire
GA : générateur d’adresse
XBAR1 : réseau d’interconnexion de données
XBAR2 : réseau d’interconnexion d’adresses
Figure 18 : Chemin de données du processeur WARP.
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interconnexion et routage
unité de calcul
unité de communication
UAL
unité de registres multiports
UAL
gestion mémoire
unitémultiplieur
virgule flottante virgule flottante
donnée adresse
Figure 19 : Organisation du circuit iWARP.
est lu “au vol” par le module de communication et permet la sélection en
temps réel du prochain port de sortie (si besoin). Le contenu du message
est transmis mot par mot au destinataire ; si un port de sortie n’est pas
disponible, la progression du message s’arrête et redémarre lorsque le port
devient libre.
  L’unité d’échange mémoire fournit une interface à une mémoire locale
externe avec une bande passante égale à 160 méga-octets par seconde (bus
de données 64 bits, bus d’adresse 24 bits).
Intel a développé deux prototypes d’architecture à base de processeur iWARP,
leurs commercialisations ont été annoncées au mois d’août 1991. Le premier
prototype consiste en un ensemble de cartes (Single Board Array, (SBA)) pouvant
être intégrées dans une station de travail SUN. Chaque SBA est constitué de quatre
processeurs iWARP organisés en tableau de 2   2 processeurs dotés chacun d’une
mémoire locale dont la taille peut varier entre 0  5 et 4 Mo selon la configuration
choisie. Une station SUN peut supporter jusqu’à 8 cartes SBA permettant ainsi la
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réalisation d’un tableau de processeurs de 2   16 iWARP pour une performance
maximale de 640 MFLOPS. Le deuxième prototype se présente sous la forme d’un
ensemble d’armoires (4 maximum, 1024 processeurs) similaires à celles utilisées
pour les architectures iPSC. Dans les deux cas, la topologie de l’architecture est
une grille 2D. Le réseau de processeurs iWARP est connecté a une station de travail
SUN grâce à une ou plusieurs cartes d’interface.
6.3 Machine GPIP (General Purpose Image Processor, HITA-
CHI)
HITACHI a développé une machine de traitement d’image très générale organisée
autour de 64 circuits DSP [Head88]. Un DSP spécifique a été développé (temps de
cycle 50ns, 430K transistors, 150mm2, technologie CMOS 1.3  m).
Le DSP (16 bits) développé se différencie des DSP actuels par sa hiérarchie
d’instructions à deux niveaux : les microinstructions pour les traitements internes,
et les picoinstructions pour les entrées/sorties externes, son organisation mémoire
interne (4 pages de 512 mots de 16 bits) et son interface multi-processeur. Une
microinstruction contrôle jusqu’à 8 ressources en parallèle : UAL ou opérateur
booléen, multiplieur, 3 bus interne et 3 unités de calcul d’adresse.
La machine GPIP se compose de 64 processeurs. Chaque processeur consiste en
1 DSP et sa mémoire locale externe de 512K octets. Une unité de contrôle de chemin,
située entre le DSP et sa mémoire locale permet la liaison entre processeurs voisins,
la liaison ainsi formée constitue un pipeline en anneau. Cette liaison contrôlée
par une unité de gestion de l’anneau fournit un mécanisme pour l’échange de
données image entre processeurs, la diffusion d’une même image à l’ensemble des
processeurs, la circulation de résultats intermédiaires entre les processeurs.
Le système complet consiste en 8 cartes processeurs, une carte contrôleur et
une carte entrée/sortie image. Chaque carte processeur (45x43cm) comporte 8 DSP.
6.4 Machine NEC
NEC a développé un système multiprocesseur pour le traitement temps réel d’images
de télévision haute définition (TVHD) [Tami89] [TaHN89]. L’approche proposée
consiste en un ensemble de 128 processeurs de traitement de signal vidéo (VSPM)
répartis en 8 groupes de 16 processeurs chacun. Les groupes sont reliés aux conver-
tisseurs analogique/numérique ou numérique/analogique par l’intermédiaire d’une
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Figure 20 : Le système GPIP.
matrice de points de croisement. Des groupes voisins peuvent être connectés en
parallèle et/ou en pipeline sous le contrôle d’une unité de commutation de bus
(BSU) associée à chaque groupe (figure 21).
Architecture du VSPM
Le VSPM est un processeur programmable 16 bits et consiste en 4 modules : les
unités de stockage d’entrée et de sortie, l’unité de traitement et l’unité de contrôle.
L’unité de stockage d’entrée se compose de deux mémoires (64K mots de 16
bits) et leurs unités de génération d’adresse associées. L’unité de sortie consiste
en deux FIFOs (64K mots de 16 bits). L’unité de traitement se compose d’une
unité arithmétique pipelinée, de deux mémoires internes (64K mots de 16 bits) et
leurs unités de génération d’adresse associées, de l’unité de séquencement et de
la mémoire de programme (16K mots de 89 bits), 3 bus internes permettent les
échanges entre ces différentes unités. Un VSPM (20 MOPS) consiste en une carte au
format 30x30cm.
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Figure 21 : Machine NEC.
7 Discussion
Comme l’illustre la présentation faite dans cet article, pour la réalisation d’architec-
tures parallèles spécialisées adaptée au traitement de l’image, plusieurs approches
sont proposées. Dans la catégorie des machines SIMD, on note les réseaux bidimen-
sionnels à base de processeurs bit-série (MPP, GAPP, DAP, etc), les réseaux linéaires
réalisés à partir de processeurs plus performants (16 voire 32 bits), (CLIP7, SLAP,
SYMPATI, PRINCETON). Parmi les machines MIMD, on note essentiellement les ma-
chines WARP, iWARP, et les approches à base de processeurs de traitement de signal
(DSP) supportant ainsi différents types de parallélisme (systolique,pipeline, ...).
Nombre de structures décrites ici ont été conçues dans les laboratoires de re-
cherche, elles n’ont, qu’à quelques rares exceptions près, jamais quitté le stade de
prototype en dépit parfois de concepts architecturaux très évolués. L’absence d’un
réel marché en est la raison principale.
Un nombre restreint de systèmes se partagent, à l’heure actuelle, le marché.
Ceux-ci sont généralement constitués d’une ou de plusieurs cartes processeur, de
mémoires, d’un dispositif d’acquisition d’images. Ils comportent généralement des
cartes accélératrices, dédiées au traitement de bas et de moyen niveau, réalisées
à partir d’opérateurs spécifiques. Tous ces éléments sont reliés à un bus système,
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auquel on adjoint si nécessaire des chemins de communication spécifiques (bus
vidéo, liaison pipeline). L’ensemble est contrôlé par la carte mère du système.
Cependant, l’émergence de nouveaux domaines d’applications comme par
exemple la compression numérique d’images (systèmes de visiophonie et de vi-
déoconférence, stockage de bases de données images, magnétoscopes numériques
haute qualité, télévision haute définition) qui représentent des marchés straté-
giques pour les télécommunications, la bureautique ou les applications grand
public, contribueront, très certainement, à une ouverture du marché.
Approches SIMD ou pipelines?
Une comparaison des différentes machines est difficile car les critères sont nom-
breux : taille, coût, performance, contexte applicatif, facilités d’utilisation, etc.
Néanmoins, il est intéressant de constater que deux styles d’architectures prédo-
minent : les architectures SIMD tels les tableaux de processeurs et les architectures
de type pipeline.
Les architectures SIMD sont bien adaptées aux traitements de bas et de moyen
niveau, caractérisés par l’application d’opérations identiques à tous les pixels.
Les approches bit-série sont à l’heure actuelle encore privilégiées. Un niveau de
parallélisme très fin peut être obtenu avec ce type de processeur. Par contre, la
programmation d’une telle machine est assez compliquée lorsque des traitements
sur des données de 16 ou 32 bits sont nécessaires étant donné que les traitements
se font en bit-série.
Les architectures pipelines sont plus spécialisées et offrent moins de possibili-
tés que les architectures SIMD. Elles correspondent plus à la notion de coprocesseurs
adaptés à une classe de traitements (filtrage, transformée FFT, DCT, etc) et délivrent
des performances élevées pour une mise en œuvre généralement très simple. Les
données sont fournies une à une au coprocesseur et les résultats sont récupérés au
même rythme. Ces opérateurs peuvent être généralement placés en cascade afin
d’accroı̂tre les performances.
Les architectures SIMD n’ont pas rencontré le succès commercial attendu même
si leur polyvalence et les performances élevées qu’elles délivrent en font de vé-
ritables supercalculateurs : citons pour exemple la Connection Machine [Hill85,
TuRo88], et les machines MasPar toutes récentes sur le marché [Blan90, Nick90].
Ces structures, bien que généralement simples et régulières conduisent à des réa-
lisations très lourdes et très coûteuses n’exploitant finalement que partiellement
les possibilités offertes par les techniques d’intégration actuelle. Le parallélisme
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mis en œuvre repose sur un découpage des données en fragments répartis dans
des mémoires associées à chaque processeur élémentaire. Deux solutions alors
peuvent être considérées.
  Mémoires et processeurs sont placés sur le même substrat et dans ce cas, seul
un petit nombre de processeurs sont intégrés sur un circuit. Les technologies
habituellement utilisées pour la réalisation de mémoire ne peuvent être
employées.
  Processeurs et mémoires consistent en des circuits différents. Des mémoires
du commerce sont alors utilisées. Bien que très denses, ces mémoires dont les
chemins d’accès sont généralement limités (1 à 4 par boı̂tier), ne se prêtent
pas bien à un nombre élevé d’accès simultané. Le recours à un nombre élevé
de mémoires de petite taille est une barrière à une intégration poussée.
Par ailleurs, l’idée de base qui consiste à associer un processeur élémentaire
par pixel de l’image peut s’avérer être trop coûteuse en matériel. Aussi, le nombre
de processeurs est toujours inférieur à la dimension de l’image, ce qui oblige à
découper les données en blocs et rend la mise en œuvre de l’application plus
complexe.
Évolution des architectures pour l’image
Les applications de traitement d’image impliquent des algorithmes de plus en
plus complexes. Il ne s’agit plus uniquement de mettre en œuvre un traitement ou
un algorithme de base mais de maı̂triser toute une application faite d’un certain
nombre de traitements de base qui interagissent. La mise au point, l’émulation et
l’évaluation de ces applications complexes nécessitent des architectures parallèles
spécialisées qui doivent être :
  programmables et polyvalentes pour pouvoir effectuer les algorithmes sou-
haités et s’adapter aux évolutions prévisibles dans le domaine des algo-
rithmes ;
  modulaires. La modularité est une garantie sur les possibilités d’évolution
de la machine et permet une adaptation aisée à des contextes applicatifs
différents (adaptation à la complexité du type de problème à traiter).
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La définition d’une architecture parallèle adaptée au traitement d’image im-
plique l’examen de différents aspects en lien étroit avec le domaine d’applications
visé : style de fonctionnement, topologie du réseau de processeurs, structure du
processeur, dimensionnement de l’architecture, programmation.
Les styles de fonctionnement SIMD, pipeline, multi-SIMD et même MIMD peu-
vent être considérés. Force est de constater que les machines capables de supporter
efficacement ces différents modes sont, à l’heure actuelle, peu nombreuses. La ma-
chine iWARP est à l’heure actuelle celle qui s’y prête le mieux. La machine NEC
décrite dans le paragraphe 6.4 tente également d’offrir un aspect configurabilité.
Notons également que des études d’évaluation de structures configurables en SIMD
et/ou MIMD sont menées au sein de l’équipe SYMPATI à l’Irit à Toulouse [HoBL91].
Dans le cas du fonctionnement totalement SIMD, une organisation linéaire a
des avantages sur des organisations de type grille 2D, pyramide ou hypercube : un
nombre quelconque de processeurs peuvent être intégrés sur un même circuit sans
modification de son brochage. De plus, les interconnexions entre circuits et cartes
sont plus simples pour un réseau linéaire. Dans le cas de structures configurables
(pipeline, multi-SIMD, systolique), les organisations peuvent être très diverses
comme l’atteste les nombreux travaux de recherche sur ce thème. Il est à noter
que l’évolution de la technologie permet de nos jours, l’intégration de quelques
millions de transistors sur un circuit. Dans quelques années, c’est de dizaines voire
d’une centaine de millions de transistors dont il sera question. Cette évolution aura
très certainement un impact sur la topologie, l’organisation et le fonctionnement
des machines spécialisées.
La plupart des processeurs spécialisés pour l’image conçus à ce jour sont des
processeurs bit-série. Or les images sont rarement binaires. Cette approche est
généralement justifiée par le fait que ces processeurs s’intègrent souvent dans des
structures multidimensionnelles et que le nombre de processeurs peut être ainsi très
important. Cependant, cette approche bit-série, compliquant la programmation, n’a
plus de raison d’être si ce n’est dans des circuits dédiés, les technologies actuelles
et à venir autorisant en effet une intégration massive. La tendance actuelle est plutôt
de concevoir ou d’utiliser des processeurs puissants. Un certain nombre de “briques
de base” devant permettre la réalisation de structures parallèles spécialisées sont
maintenant étudiées et proposées par les industriels [Char93].
La définition d’une architecture parallèle ne peut plus être réalisée sans que sa
programmation soit prise en compte, et ce, dès sa phase de définition. A l’heure
actuelle, seules les machines SIMD, disposent d’environnements de programmation
évolués permettant de tirer réellement parti des performances de la machine.
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Il n’en est pas de même des architectures MIMD, pour lesquelles les outils de
programmation (parallélisation, problèmes de placement/ordonnancement) ne sont
pas aussi avancés.
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Unité de recherche INRIA Rocquencourt, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex
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