Social media not only carries information that is up-to-date, but also bears the wisdom of the crowd. In social media, new words are developed everyday, including slangs, combinations of existing terms, entity names, etc. These terms are initially used in small communities, which can later grow popular and become new standards. The ability to early recognize the existence and understand the meanings of these terms can prove to be crucial, especially to emergence detection applications. We present an ongoing research work that investigates the use of topical analysis to extract semantic of terms in social media. In particular, the proposed method extracts semantically related words associated with a target word from a corpus of tweets. We provide preliminary, anecdotal results comprising the semantic extraction of five different keywords.
Introduction
Multiple applications built upon social media data have emerged and recently gained attention from a wide range of research fields. For example, public surveillance systems have shown success in employing Twitter data to detect the emergence of diseases (Tuarob et al., 2013b; Tuarob et al., 2014) , emergency needs during natural disasters (Caragea et al., 2011) , and even changes in product trends (Tuarob and Tucker, 2015c; Tuarob and Tucker, 2015a) . Regardless of such appealing applications, tremendous challenges exist in employing traditional natural language processing techniques to handle social media data. Most of the issues with social media involve language creativity and noise, such as non-standard terms or symbolic expressions, caused by the users.
Languages in social media evolve rapidly as the users have the freedom to express their opinions in colloquial, everyday languages. Some social media services such as Twitter limit the length of each message, that even challenge the users to express their complete thoughts in a compressed manner, resulting in creativity that would be considered noise by most traditional NLP techniques. This language evolution can be classified into two categories: grammatical alteration and word distortion. Grammatical alteration involves incomplete sentences (e.g. 'Dance Practice All Day Hit Up The iPhone4 (:'), omitting words or part of words (e.g. ' [Does] Anyone have suggestions for [an] iPhone 4 mic?'), and developing new terms (e.g.
'I totally fricken agree!'). Word distortion involves modifying existing terms to deviate from the original meanings or to encode a phrase into a single word, such as looooooove (much love) and lol (laugh out loud). Besides the language evolution, noise is also considered a norm in social media. The sources of such noise include the use of symbolic representations (e.g. ':)') and typographical errors (both by intention and unintention). Both language evolution and noises produce nonstandard terms, words not defined in a standard dictionary. Moreover, non-standard terms may refer to proper nouns, or entity names, e.g. Xbox, Microsoft, and Peking. These non-standard terms pose challenges to existing semantic interpretation techniques, especially those dependent on dictionary look-up of terms.
Text normalization techniques such as those utilizing noisy channel models (Cook and Stevenson, 2009; Xue et al., 2011) rely on the assumption that a non-standard term has its equivalent standard form (e.g. love ⇒ looooove). With such an assumption, the algorithms aim to reverse the transformation process and seek the original form of a non-standard term. These algorithms, however, would fail if a term is newly developed and does not have a counterpart standard form (for example, 'swine flu', 'linsanity', 'Tweeps', etc.).
In particular, we present TwittDict, a model for semantic exploration of unknown terms in social media. Specifically, the method first identifies different topics discussed in the social media corpus. It assumes that a given term is associated with one or more topics, which then allows the mapping between such a term with relevant topically represented terms. Though multiple works have shown success on semantic annotation of unknown terms, these works target the domain of traditional documents where noise and language evolution are not taken into account. A preliminary case study that uses Twitter data to extract semantically relevant terms from a set of chosen five target terms is presented.
Background and Related Work
Use of social media, such as collaboratively edited knowledge databases (Wikipedia 1 ), blogs and microblogs (Biyani et al., 2014) , content communities (YouTube 2 ), and social networking sites (Facebook 3 ) (Kaplan and Haenlein, 2009) , has grown at a prodigious rate. According to Nielsen's report 4 , the total amount of time spent by the U.S. population on social media in 2012 was 520.1 billion minutes, a 21% increase from the previous year. This results in the creation and diffusion of a huge amount of information on social media everyday, including news, knowledge, opinions, and emotions. Different groups use social media for different reasons. For instance, companies can use social media to gather customer feedback and conduct market research and reputation management. Governmental organizations can spread news and gather public opinions. Meanwhile, the wealth of information on social media contributes to the collective wisdom and can be used to predict realworld outcomes such as stock prices (Bollen et al., 2011) , flu trends (Lampos et al., 2010) , and product sales (Tuarob and Tucker, 2013) . To realize the potential of social media, the first step is to select relevant information, which requires an un-derstanding of language evolution on social media. One aspect of such evolution is the creation and use of new terms aiming at describing timely events or new social phenomenon. Many of these terms are too new to be indexed by standard dictionaries or Wikipedia, and the results returned by popular search engines like Google 5 can be obscure and unstructured. Therefore, we seek to use social community knowledge to extract term semantics which provide better understanding on the language evolution. Weischedel et al. (1993) had success in employing probabilistic models to discover unknown terms and annotate them with parts of speech. Daniel et al. (1999) proposed a named entity recognition (NER) algorithm which categorizes a proper noun into one of the 3 predefined categories: Location, Person, and Organization. Besides Daniel et al's work, other NER algorithms such as (Chieu and Ng, 2002) achieved similar goals. These solutions rely on the assumption that a proper noun must fall into one of the predefined categories, while it is ubiquitous to see new categories of terms emerge from social media. Moreover, these algorithms require the data to adhere to standard English grammar. This requirement is hardly satisfied in social media. Fellbaum described Wordnet 6 a lexical database for English vocabulary that provides a set of synonyms (synset) for a given word. However, such database is constructed manually and only contains standard dictionary words, while our solution is fully automatic and can be applied to standard and non-standard terms that appear in social media.
Semantic Discovery of Terms

Quantifying Unknown Terms in Social Media Data
Dealing with non-standard terms can be cumbersome. Dictionary-based approaches tend to fail when facing such unknown terms since they basically do not exist and cannot be looked up. Cook and Stevenson (2009) identified 10 different ways in which a term can be distorted in mobile text messaging. They proposed a noisy channel unsupervised model to translate a non-standard term into its standard version. Xue et al. (2011) proposed a similar channel-based model to translate a non-standard term into its standard form in the Twitter domain. These algorithms assume that an unknown term can be mapped one-to-one to its standard form. Unfortunately, the presence of newly generated terms naturally found in social media violate such an assumption, simply because these terms are newly developed and hence do not have their standard forms. These newly developed terms include social slangs, trending words, and names of entities. Lund and Burgess (1996) attempted to explore the semantic of terms by generating the term occurrence network. A term is annotated with its highly related terms based on the distances in the network. Though their algorithm treats a document as a bag of words (hence does not rely on sentence structures), the algorithm produces meaningful results when the data is highdimensional and dense. Such properties result in a strong and meaningful co-occurrence relationship. However, each message in social media is usually represented with a short text, resulting in highdimensional but sparse data. Consequently, such data sparsity would impede the co-occurrence relationship.
Methodology
Topic models (Blei and Lafferty, 2009 ) are powerful tools to study latent patterns in text. The semantic of an unknown word is highly related to the topics associated with the text that contains it. Moreover, identified topics can be considered as representatives of the semantic. While one document might only have a limited number of topics associated with it, the collection of a large amount of documents containing the unknown term can provide more thorough and comprehensive understanding. Therefore, topic models can be applied to extract the semantics of unknown terms with large enough collection of documents. Social media such as Twitter usually adopts the use of newly developed terms at a very fast rate. Social media users tweet about topics related to the unknown terms based on their subjective understanding. Different tweets may present different meanings towards a single term. While a single tweet lacks the information to provide the full semantics of the term, a collection of all the tweets containing the term would give a much larger and clearer picture of the semantics. Therefore, topic models can be applied on social media to extract word semantics in terms of collective wisdom and social knowledge.
In this study, we choose the Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to model topical variation due to its flexibility and richness in the results. We use Twitter data as a case study, hence the name TwittDict is devised. Note that our algorithm can also be applied to other social media such as Facebook and Google+, as long as the medium of communication is in textual forms and community structures exist. In this section, we first briefly review our problem and introduce the LDA model, and then discuss how we filter the related tweets and how we apply the LDA to extract word semantics.
Problem Definition
Given a query word, TwittDict outputs a list of related words associated with it. The output words are ranked according to their relevance to the input term. Specifically, let D t = {d 1 , d 2 , ..., d n } be the set of tweets, where each tweet d i ∈ D t is a bag of words, W the vocabulary extracted from D t , and w t the query word. The proposed algorithm aims to output a ranked list of K words which are semantically relevant to w t . For example, given a word 'Linsanity', the proposed algorithm would return a ranked list of semantically relevant words {basketball, player, insanity, scholarship} (with K = 4) as the output.
Latent Dirichlet Allocation
In text mining, the Latent Dirichlet Allocation (LDA) is a generative model that allows a document to be represented by a mixture of topics. The basic intuition of LDA for topic modeling is that an author has a set of topics in mind when writing a document. A topic is defined as a distribution of terms. The author then chooses a set of terms from the topics to compose the document. With such assumption, the whole document can be represented using a mixture of different topics. LDA serves as a means to trace back the topics in the author's mind before the document is written. Mathematically, the LDA model is described as follows:
P (w i |d) is the probability of term w i being in document d. z i is the latent (hidden) topic. |Z| is the number of all topics, which needs to be predetermined. P (w i |z i = j) is the probability of term w i being in topic j. P (z i = j|d) is the probability of picking a term from topic j in the document d.
Essentially, the aim of LDA model is to find P (z|d), the topic distribution of document d, with each topic described by the distribution over all terms P (w|z).
After the topics are modeled, we can assign a distribution of topics to a given document using a technique called inference. A document then can be represented by a vector of numbers, each of which represents the probability of the document belonging to a topic:
where Z is a set of topics, d is a document, and z i is a probability of the document d falling into topic i. We use the Latent Dirichlet Allocation algorithm to generate topics in our model since it allows a topic to be represented by a distribution of terms, enabling the method to propagate the relevance from the target term to the underlying terms that compose the relevant topics.
Data Preprocessing
Twitter data is collected using the Twitter API. The textual information in each tweet is first lowercased, then usernames, stopwords, punctuations, numbers, and URLs are removed. While using the wealth of information on Twitter to understand an unknown term, the first step is to filter in tweets that are related to such a term. The most intuitive collection consists of all the tweets that contain the target word and treats each single tweet as a document, which we call the basis setting. However, there are some special characteristics of Twitter messages that we want to consider for modifications and improvements. First, there is limited information within each tweet because of the 140-character restriction, and the average length of tweets is even smaller. This is quite different from the traditional uses of the LDA where input documents are rich (e.g., research articles, newspaper, etc), and hence generated topics are quite intuitive and meaningful. Second, other information in tweets such as retweet (RT), reply (@username) and hashtag (#) exist, which can be used more appropriately instead of just being deleted or treated as a plain word. To overcome the drawbacks and make better use of Twitter features, we consider improving the basis setting by expanding the collection of tweets using reply and hashtag. Reply refers to those tweets that start with @username and comment on other tweets. For the tweet that contains the unknown term, its reply tweets make comments on the same or other related topics. Although these tweets might not contain the target word, it is reasonable to assume that they should be in similar semantic as the original tweet thus providing additional information. Therefore, we will expand the collection of tweets by combining all the reply tweets to the original one which contains the target term. Hashtag can also be used to find related tweets. People use the hashtag symbol # before a relevant keyword or phrase without space in the tweets to facilitate automatic categorization and search. These hashtags can be viewed as topical markers, serving as indications to the context or the core idea of the tweet. Tweets with the same hashtag share similar topics. Therefore, we use hashtags in the basis tweet to find all the other tweets that have at least one of these hashtags, which also enriches the information in the collection.
Retrieving Related Words
Mathematically, given a target document corpus D t = ⟨d 1 , d 2 , ..., d n ⟩ (as described in Section 3.3), vocabulary W = ⟨w 1 , w 2 , ..., w m ⟩, and target word w t , our algorithm outputs a ranked list W * K = ⟨w 1 , w 2 , ..., w K ⟩, where w i ∈ W , of K words relevant to w t .
Our algorithm comprises two main steps:
1. P (w|w t , W, D t ), the likelihood probability of the word w being relevant to the target word w t , is computed for each w ∈ W .
2. Return top K words ranked by the likelihood probability.
In general, P (w|w t , W, D t ) is computed by weighted averaging of the posterior probability of P (w|Z) across the documents in D, where Z is the set of topics:
where P (w|z) is the posterior probability of the word w being in topic z, computed in Equation 1. P (z|D t ) serves as the weight of the topic z, computed by averaging out the topic probability P (z|d) across all documents in D t :
where P (z|d) is computed based on Equation 1. Hence:
Evaluation
TwittDict is evaluated against the baseline which utilizes a variant of word co-occurrence to retrieve relevant keywords. Church et al. had success on using the mutual information to extract semantic related terms (1990). Furthermore, Tuarob and Tucker had used the word cooccurrence network to explicate implicit semantics in product related tweets (2015b). Here, the word co-occurrence network is constructed from the tweet corpus. The co-occurrence network is an undirected graph where each node is a distinct word, and each edge weight represents the frequency of co-occurrence. The edge weights can be used directly to compute P (x, y), where x and y are co-occurred words. Given a target word w t , a corpus of tweets T , and vocabulary W = ⟨w 1 , w 2 , ..., w m ⟩, the baseline algorithm outputs a ranked list W B K = ⟨w 1 , w 2 , ..., w K ⟩, where w i ∈ W , of K words relevant to w t . The algorithm assigns a co-occurrence based score to each word, and rank them by such a score. In this work, we experiment with three variations of co-occurrence based scores: Mutual Information (MI), Co-Frequency (CoF), and Co-Frequency Inverse Document Frequency (CoF-IDF):
ScoreCoF (wt, w) = P (wt, w) (6) ScoreCoF −IDF (wt, w) = P (wt, w) · IDF (w, T )
5 Preliminary Case Study
We experiment our methodology with Twitter data and a set of manually selected words. Twitter data is used due to its ubiquitousness and public availability. Note that, our methodology can expand to other types of social media such as Facebook and Google+ if the data is available.
Twitter Data
Twitter is a microblog service that allows its users to send and read text messages of up to 140 characters, known as tweets. The Twitter dataset used in this research study comprises roughly 700 million tweets in the United States during the period of 19 months, from March 2011 to September 2012.
Anecdotal Results
A set of five target words (Obama, P andora, Xbox, Glee, and Zombie) are used to test our proposed algorithm against one of the baseline with Co-frequency scores. TwittDict employs the LDA implementation in Mallet 7 , with 100 topics and runs for 1,000 iterations using Gibb's Sampling. Due to the limitation on the computational time, TwittDict currently only models topics from a tweet corpus collected in March 2011. For the baseline, we first index the whole tweet corpus using Apache Lucene 8 , then use the same library to compute word frequency. Table 1 lists the results. From the preliminary results, TwittDict is able to extract highly meaningful words related to the target words, while the baseline contain a mixture of both related and generally spurious words. Note that, TwittDict only uses one month's worth (5.26%) of the available Twitter data, as opposed to the baseline which uses the whole collection of tweets. It is our belief that, with more Twitter data, TwittDict could even provide a wider variety and higher in semantics of lexicons.
Conclusions and Future Works
By leveraging natural language processing techniques and specific features in social media, we have described our ongoing development of TwittDict, a system to identify the social-oriented semantic meaning of unknown words. Such a system could prove to be useful as a building block for emergence detection systems where early recognition of new terms/concepts is crucial. We illustrated through anecdotal results using Twitter data to identify semantic meanings of five terms, that our method is not only achieving promising results, but also urging us to explore further into improving our methods along with conducting rigorous user and automatic evaluations such as (Tuarob et al., 2013a; 
2015)
. There is plenty of room to improve TwittDict. In the current case study, we only used Twitter data during Mar 2011. This specific period of time may bring about bias towards the result. To avoid such bias, we need to test data in different times and geographical regions. This will shed light on how meanings of a term evolve temporally and spatially. When we were conducting the small case study, we noticed that the results were highly dependent on the time period, as Twitter users usually tweet about the current social phenomena. This change reflects the evolvement of social events and community knowledge. We are considering giving users the freedom to specify the time period during which a term is defined. Furthermore, we would explore methods for user evaluations. We would recruit human participants to give feedback about their experience. Real user experience is of great value for us to see whether and how community knowledge from social media truly helps them to better understand the unknown, emerging concepts. Finally, we would like to compare our method against well-established baseline such as (Turney et al., 2010) and (Mikolov et al., 2013) .
