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Abstract
Given a factorable function f , we propose a procedure that constructs
a concave underestimor of f that is tight at a given point. These un-
derestimators can be used to generate intersection cuts. A peculiarity of
these underestimators is that they do not rely on a bounded domain. We
propose a strengthening procedure for the intersection cuts that exploits
the bounds of the domain. Finally, we propose an extension of monoidal
strengthening to take advantage of the integrality of the non-basic vari-
ables.
Keywords: Mixed-integer nonlinear programming, intersection cuts,
monoidal strengthening.
1 Introduction
In this work we propose a procedure for generating intersection cuts for mixed
integer nonlinear programs (MINLP). We consider MINLP of the following form
max cTx
s.t. gj(x) ≤ 0, j ∈ J
Ax = b
xi ∈ Z, i ∈ I
x ≥ 0,
(1)
where J = {1, . . . , l} denotes the indices of the nonlinear constraints, gj : Rn →
R are assumed to be continuous and factorable (see Definition 1), A ∈ Rm×n,
c ∈ Rn, b ∈ Rm, and I ⊆ {1, . . . , n} are the indices of the integer variables. We
denote the set of feasible solutions by S and a generic relaxation of S by R,
that is, S ⊆ R. When R is a translated simplicial cone and C contains its apex
and no point of S in its interior, valid inequalities for conv(R \ C) are called
intersection cuts [2]. See the excellent survey [18] for recent developments and
details on intersection cuts for mixed integer linear programs (MILP).
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Many applications can be modeled as MINLP [13]. The current state of the art
for solving MINLP to global optimality is via linear programming (LP), con-
vex nonlinear programming and (MILP) relaxations of S, together with spatial
branch and bound [10, 25, 26, 28, 37, 40]. Roughly speaking, the LP-based
spatial branch and bound algorithm works as follows. The initial polyhedral
relaxation is solved and yields x¯. If the solution x¯ is feasible for (1), we obtain
an optimal solution. If not, we try to separate the solution from the feasible
region. This is usually done by considering each violated constraint separately.
Let g(x) ≤ 0 be a violated constraint of (1). If g(x¯) > 0 and g is convex, then
g(x¯) + vT(x − x¯) ≤ 0, where v ∈ ∂g(x¯) and ∂g(x¯) is the subdifferential of g
at x¯, is a valid cut. If gj is non-convex, then a convex underestimator gvex,
that is, a convex function such that gvex(x) ≤ g(x) over the feasible region, is
constructed and if gvex(x¯) > 0 the previous cut is constructed for gvex. If the
point cannot be separated, then we branch, that is, we select a variable xk in a
violated constraint and split the problem into two problems, one with xk ≤ x¯k
and the other one with xk ≥ x¯k.
Applying the previous procedure to the MILP case, that is (1) with J = ∅,
reveals a problem with this approach. In this case, the polyhedral relaxation is
just the linear programming (LP) relaxation. Assuming that x¯ is not feasible for
the MILP, then there is an i ∈ I such that xi /∈ Z. Let us treat the constraint
xi ∈ Z as a nonlinear non-convex constraint represented by some function as
g(xi) ≤ 0. Then, g(x¯i) > 0. However, a convex underestimator g¯ of g must
satisfy that gvex(z) ≤ 0 for every z ∈ R, since gvex(z) ≤ g(z) ≤ 0 for every z ∈ Z
and gvex(z) is convex. Since separation is not possible, we need to branch.
However, for the current state-of-the-art algorithms for MILP, cutting planes
are a fundamental component [1]. A classical technique for building cutting
planes in MILP is based on exploiting information from the simplex tableau [18].
When solving the LP relaxation, we obtain xB = x¯B + RxN , where B and N
are the indices of the basic and non-basic variables, respectively. Since x¯ is
infeasible for the MILP, there must be some k ∈ B ∩ I such that x¯k /∈ Z. Now,
even though x¯ cannot be separated from the violated constraint xk ∈ Z, the
equivalent constraint, x¯k +
∑
j∈N rkjxj ∈ Z can be used to separate x¯.
In the MINLP case, this framework generates equivalent non-linear constraints
with some appealing properties. The change of variables xk = x¯k +
∑
j∈N rkjxj
for the basic variables present in a violated nonlinear constraint g(x) ≤ 0, pro-
duces the non-linear constraint h(xN ) ≤ 0 for which h(0) > 0 and xN ≥ 0.
Assuming that the convex envelope of h exists in xN ≥ 0, then we can always
construct a valid inequality. Indeed, by [36, Corollary 3], the convex envelope
of h is tight at 0. Since an -subgradient1 always exists for any  > 0 and
x ∈ domh [14], an h(0)2 -subgradient, for instance, at 0 will separate it.
Even when there is no convex underestimator for h, a valid cutting plane does
exist. Continuity of h implies that X = {xN ≥ 0 : h(xN ) ≤ 0} is closed
and [17, Lemma 2.1] ensures that 0 /∈ convX, thus, a valid inequality exists.
We introduce a technique to construct such a valid inequality. The idea is to
1 An -subgradient of a convex function f at y ∈ dom f is v such that f(x) ≥ f(y) −  +
vT(x− y) for all x ∈ dom f
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build a concave underestimator of h, have, such that have(0) = h(0) > 0. Then,
C = {xN : have(xN ) ≥ 0} is an S-free set, that is, a convex set that does not
contain any feasible point in its interior, and as such can be used to build an
intersection cut (IC) [39, 2, 21].
First contribution In Section 3, we present a procedure to build concave
underestimators for factorable functions that are tight at a given point. The
procedure is similar to McCormick’s method for constructing convex underes-
timators, and generalizes Proposition 3.2 and improves Proposition 3.3 of [24].
These underestimators can be used to build intersection cuts. We note that IC
from a concave underestimator can generate cuts that cannot be generated by
using the convex envelope. This should not be surprising, given that intersection
cuts work at the feasible region level, while convex underestimators depend on
the graph of the function. A simple example is {x ∈ [0, 2] : −x2+1 ≤ 0}. When
separating 0, the intersection cut gives x ≥ 1, while using the convex envelope
over [0, 2] yields x ≥ 1/2.
There are many differences between concave underestimators and convex ones.
Maybe the most interesting one is that concave underestimators do not need
bounded domains to exist. As an extreme example, −x2 is a concave under-
estimator of itself, but a convex underestimator only exists if the domain of x
is bounded. Even though this might be regarded as an advantage, it is also a
problem. If concave underestimators are independent of the domain, then we
cannot improve them when the domain shrinks.
Second contribution In Section 4, we propose a strengthening procedure
that uses the bounds of the variables to enlarge the S-free set. Our procedure
improves on the one used by Tuy [39].
Other techniques for strengthening IC have been proposed, such as, exploiting
the integrality of the non-basic variables [5, 19, 20], improving the relaxation
R [6, 30, 31] and computing the convex hull of R \ C [8, 17, 22, 34, 35].
Third contribution By interpreting IC as disjunctive cuts [3], we extend
monoidal strengthening to our setting [5] in Section 5. Although its applicabil-
ity seems to be limited, we think it is of independent interest, specially for MILP.
2 Related work
There have been many efforts on generalizing cutting planes from MILP to
MINLP, we refer the reader to [29] and the references therein. In [29], the
authors study how to compute conv(R \ C) where R is not polyhedral, but C
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is a k-branch split. In practice, such sets C usually come from the integrality
of the variables. Works that build sets C which do not come from integrality
considerations include [9, 11, 33, 32]. We refer to [12] and the references therein
for more details. We would like to point out that the disjunctions built in [9, 33,
32] can be interpreted as piecewise linear concave underestimators. However,
our approach is not suitable for disjunctive cuts built through cut generating
LPs [4], since we generate infinite disjunctions, see Section 5, so we rely on the
classical concept of intersection cuts where R is a translated simplicial cone.
Khamisov [24] studies functions f : Rn → R, representable as f(x) = maxy∈R ϕ(x, y)
where ϕ is continuous and concave on x. These functions allow for a concave
underestimator at every point. He shows that this class of functions is very gen-
eral, in particular, the class of functions representable as difference of convex
functions is a strict subset of this class. He then shows how to build concave
underestimators of some functions. The technique in [24] for building an under-
estimator for the composition of two functions is a special case of Theorem 4
below, and the one for building an underestimator for the product requires a
compact domain. We simplify the construction for the product and no longer
need a compact domain.
Although not directly related to this work, other papers that use underestima-
tors other than convex are [15, 16, 23].
3 Concave underestimators
In his seminal paper [27], McCormick proposed a method to build convex un-
derestimators of factorable functions.
Definition 1. Given a set of univariate functions L, e.g.,L = {cos, ·n, exp, log, ...},
the set of factorable functions F is the smallest set that contains L, the constant
functions, and is closed under addition, product and composition.
As an example, e−(cos(x
2)+xy/4)2 is a factorable function for L = {cos, exp}.
Given the inductive definition of factorable functions, to show a property about
them one just needs to show that said property holds for all the functions in L,
constant functions, and that it is preserved by the product, addition and com-
position. For instance, McCormick [27] proves, constructively, that every fac-
torable function admits a convex underestimator and a concave overestimator,
by showing how to construct estimators for the sum, product and composition
of two functions for which estimators are known.
An estimator for the sum of two functions is the sum of the estimators. For
the product, McCormick uses the well-known McCormick inequalities. Less
known is the way McCormick handles the composition f(g(x)). Let fvex be a
convex underestimator of f and zmin = arg min fvex(z). Let gvex be a convex
underestimator of g and gave a concave overestimator. McCormick shows2 that
2He actually leaves it as an exercise for the reader.
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fvex(mid{gvex(x), gave(x), zmin}) is a convex underestimator of f(g(x)), where
mid{x, y, z} is the median between x, y and z. It is well known that the optimum
of a convex function over a closed interval is given by such a formula, thus
fvex(mid{gvex(x), gave(x), zmin}) = min{fvex(z) : z ∈ [gvex(x), gave(x)]},
see also [38].
Definition 2. Let X ⊆ Rn be convex, and f : X → R be a function. We
say that fave : X → R is a concave underestimator of f at x¯ ∈ X if fave(x)
is concave, fave(x) ≤ f(x) for every x ∈ X and fave(x¯) = f(x¯). Similarly we
define a convex overestimator of f at x¯ ∈ X .
Remark 3. For simplicity, we will consider only the case where X = Rn.
This restriction leaves out some common functions like log. One possibility to
include these function is to let the range of the function to be R∪{±∞}. Then,
log(x) = −∞ for x ∈ R−. Note that other functions like
√
x can be handled by
replacing them by a concave underestimator defined on all R.
We now show that every factorable function admits a concave underestimator
at a given point. Since the case for the addition is easy, we just need to specify
how to build concave underestimators and convex overestimators for
• the product of two functions for which estimators are known,
• the composition f(g(x)) where estimators of f and g are known and f is
univariate.
Theorem 4. Let f : R → R and g : Rn → R. Let gave, fave be, respectively, a
concave underestimator of g at x¯ and of f at g(x¯). Further, let gvex a convex
overestimator of g at x¯. Then,
h(x) := min{fave(gave(x)), fave(gvex(x))},
is a concave underestimator of f(g(x)) at x¯.
Proof. Clearly, h(x¯) = f(g(x¯)).
To establish h(x) ≤ f(g(x)), notice that
h(x) = min{fave(z) : gave(x) ≤ z ≤ gvex(x)}. (2)
Since z = g(x) is a feasible solution and fave is an underestimator of f , we
obtain that h(x) ≤ f(g(x)).
Now, let us prove that h is concave. To this end, we again use the representa-
tion (2). To simplify notation, we write g1, g2 for gave, g
vex, respectively.
We prove concavity by definition, that is,
h(λx1 + (1− λ)x2) ≥ λh(x1) + (1− λ)h(x2), for λ ∈ [0, 1].
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Let
I = [g1(λx1 + (1− λ)x2), g2(λx1 + (1− λ)x2)]
J = [λg1(x1) + (1− λ)g1(x2), λg2(x1) + (1− λ)g2(x2)].
By the concavity of g1 and convexity of g2 we have I ⊆ J . Therefore,
h(λx1 + (1− λ)x2) = min{fave(z) : z ∈ I} ≥ min{fave(z) : z ∈ J}.
Since fave is concave, the minimum is achieved at the boundary,
min{fave(z) : z ∈ J} = min
i∈{1,2}
fave(λgi(x1) + (1− λ)gi(x2)).
Furthermore, fave(λgi(x1)+(1−λ)gi(x2)) ≥ λfave(gi(x1))+(1−λ)fave(gi(x2))
which implies that
h(λx1 + (1− λ)x2) ≥ min
i∈{1,2}
λfave(gi(x1)) + (1− λ)fave(gi(x2))
≥ min
i∈{1,2}
λfave(gi(x1)) + min
i∈{1,2}
(1− λ)fave(gi(x2))
= λh(x1) + (1− λ)h(x2),
as we wanted to show.
Remark 5. The generalization of Theorem 4 to the case where f is multivariate
in the spirit of [38] is straightforward.
The computation of a concave underestimator and convex overestimator of the
product of two functions reduces to the computation of estimators for the square
of a function through the polarization identity
4f(x)g(x) = (f(x) + g(x))2 − (f(x)− g(x))2.
Let h : Rn → R for which we know estimators hvex ≤ h ≤ have at x¯. From
Theorem 4, a convex overestimator of h2 at x¯ is given by max{hvex2, have2}. On
the other hand, a concave underestimator of h2 at x¯ can be constructed from
the underestimator h2(x) ≥ h2(x¯) + 2h(x¯)(h(x)− h(x¯)). From here we obtain{
2h(x¯)have(x)− h2(x¯), if h(x¯) ≤ 0
2h(x¯)hvex(x)− h2(x¯), if h(x¯) > 0.
(3)
Example 1. Let us compute a concave underestimator of f(x) = e−(cos(x
2)+x/4)2
at 0. Estimators of x2 are given by 0 ≤ x2 ≤ x2. For cos(x), estimators are
cos(x) − x2/2 ≤ cos(x) ≤ 1. Then, a concave underestimator of cos(x2) is, ac-
cording to Theorem 4, min{cos(0)− 02/2, cos(x2)− x4/2} = cos(x2)− x4/2. A
convex overestimator is 1. Hence, cos(x2)−x4/2+x/4 ≤ cos(x2)+x/4 ≤ 1+x/4.
Given that −x2 is concave, a concave underestimator of −(cos(x2) + x/4)2 is
min{−(cos(x2)−x4/2+x/4)2,−(1+x/4)2}. To compute a convex overestimator
of −(cos(x2)+x/4)2, we compute a concave underestimator of (cos(x2)+x/4)2.
Since, cos(x2) + x/4 at 0 is 1, (3) yields 2(cos(x2)− x4/2 + x/4)− 1.
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Figure 1: Concave underestimator (orange) and convex overestimator (green)
of cos(x2) + x/4 (left), −(cos(x2) + x/4)2 (middle) and f(x) (right) at x = 0.
Finally, a concave underestimator of ex at x = −1 is just its linearization,
e−1+e−1(x+1) and so e−1+e−1(1+min{−(cos(x2)−x4/2+x/4)2,−(1+x/4)2})
is a concave underestimator of f(x). The intermediate estimators as well as the
final concave underestimator are illustrated in Figure 1.
For ease of exposition, in the rest of the paper we assume that the concave
underestimator is differentiable. All results can be extended to the case where
the functions are only sub- or super-differentiable.
4 Enlarging the S-free sets by using bound in-
formation
In Section 3, we showed how to build concave underestimators which give us
S-free sets. Note that the construction does not make use of the bounds of the
domain. We can exploit the bounds of the domain by the observation that the
concave underestimator only needs to underestimate within the feasible region.
However, to preserve the convexity of the S-free set, we must ensure that the
underestimator is still concave.
Let h(x) ≤ 0 be a constraint of (1), assume x ∈ [l, u] and let have be a concave
underestimator of h. Throughout this section, S = {x ∈ [l, u] : h(x) ≤ 0}.
In order to construct a concave function hˆ such that {x : hˆ(x) ≥ 0} contains
{x : have(x) ≥ 0}, consider the following function
hˆ(x) = min{have(z) +∇have(z)T(x− z) : z ∈ [l, u], have(z) ≥ 0}. (4)
A similar function was already considered by Tuy [39]. The only difference is
that Tuy’s strengthening does not use the restriction have(z) ≥ 0, see Figure 2.
Proposition 6. Let have be a concave underestimator of h at x¯ ∈ [l, u], such
that h(x¯) > 0. Define hˆ as in (4). Then, the set C = {x : hˆ(x) ≥ 0} is a convex
S-free set and C ⊇ {x : have(x) ≥ 0}.
Proof. The function hˆ is concave since it is the minimum of linear functions.
This establishes the convexity of C.
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Figure 2: Feasible region {x, y ∈ [0, 2] : h(x, y) ≤ 0}, where h = x2 − 2y2 +
4xy−3x+ 2y+ 1, in blue together with have(x, y) ≤ 0 at x¯ = (1, 1) (left), Tuy’s
strengthening (middle) and hˆ ≤ 0 (right) in orange. Region shown is [0, 4]2,
[0, 2]2 is bounded by black lines.
To show that C ⊇ {x : have(x) ≥ 0}, notice that have(x) = minz have(z) +
∇have(z)T(x−z). The inclusion follows from observing that the objective func-
tion in the definition of hˆ(x) is the same as above, but over a smaller domain.
To show that it is S-free, we will show that for every x ∈ [l, u] such that h(x) ≤ 0,
hˆ(x) ≤ 0.
Let x0 ∈ [l, u] such that h(x0) ≤ 0. Since have is a concave underestimator
at x¯, have(x¯) > 0 and have(x0) ≤ 0. If have(x0) = 0, then, by definition,
hˆ(x0) ≤ have(x0) = 0 and we are done. We assume, therefore, that have(x0) < 0.
Consider g(λ) = have(x¯+ λ(x0 − x¯)) and let λ1 ∈ (0, 1) be such that g(λ1) = 0.
The existence of λ1 is justified by the continuity of g, g(0) > 0 and g(1) < 0.
Equivalently, x1 = x¯+λ1(x0− x¯) is the intersection point between the segment
joining x0 with x¯ and {x : have(x) = 0}. The linearization of g at λ1 evaluated at
λ = 1 is negative, because g is concave, and equals have(x1) +∇have(x1)T (x0−
x1). Finally, given that x1 ∈ [l, u] and have(x1) = 0, x1 is feasible for (4) and
we conclude that hˆ(x0) < 0.
5 “Monoidal” strengthening
We show how to strengthen cuts from reverse convex constraints when exactly
one non-basic variable is integer. Our technique is based on monoidal strength-
ening applied to disjunctive cuts, see Lemma 8 and the discussion following it. If
more than one variable is integer, we can generate one cut per integer variable,
relaxing the integrality of all but one variable at a time. However, under some
conditions (see Remark 11), we can exploit the integrality of several variables
at the same time. Our exposition of the monoidal strengthening technique is
slightly different from [5] and is inspired by [41, Section 4.2.3].
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Throughout this section, we assume that we already have a concave underes-
timator, and that we have performed the change of variables described in the
introduction. Therefore, we consider the constraint {x ∈ [0, u] : h(x) ≤ 0}
where h : Rn → R is concave and h(0) > 0. Let Y = {y ∈ [0, u] : h(y) = 0}.
The convex S-free set C = {x ∈ [0, u] : h(x) ≥ 0} can be written as
C =
⋂
y∈Y
{x ∈ [0, u] : ∇h(y)Tx ≥ ∇h(y)Ty}.
The concavity of h implies that h(0) ≤ h(y)−∇h(y)Ty for all y in the domain
of h. In particular, if y ∈ Y , then ∇h(y)Ty ≤ −h(0) < 0. Since all feasible
points satisfy h(x) ≤ 0, they must satisfy the infinite disjunction
∨
y∈Y
∇h(y)T
∇h(y)Tyx ≥ 1. (5)
The maximum principle [3] implies that with
αj = max
y∈Y
∂jh(y)
∇h(y)Ty , (6)
the cut
∑
j αjxj ≥ 1 is valid. We remark that the maximum exists, since the
concavity of h implies that for y ∈ Y , h(ej) ≤ ∂jh(y)−∇h(y)Ty. This implies,
together with ∇h(y)Ty ≤ −h(0) < 0, that ∂jh(y)∇h(y)Ty ≤ 1 + h(ej)∇h(y)Ty . If h(ej) ≥ 0,
then
∂jh(y)
∇h(y)Ty ≤ 1. Otherwise, ∂jh(y)∇h(y)Ty ≤ 1− h(ej)h(0) .
The application of monoidal strengthening [5, Theorem 3] to a valid disjunction∨
i α
ix ≥ 1 requires the existence of bounds βi such that αix ≥ β is valid for
every feasible point. Let β(y) be such a bound for (5). An example of β(y) is
β(y) = min
x∈[0,u]
∇h(y)Tx
∇h(y)Ty .
Remark 7. If β(y) ≥ 1, then ∇h(y)Tx/∇h(y)Ty ≥ 1 is redundant and can
be removed from (5). Therefore, we can assume without loss of generality that
β(y) < 1.
The strengthening derives from the fact that a new disjunction can be obtained
from (5) and, with it, a new disjunctive cut. The disjunction on the following
Lemma is trivially satisfied, but provides the basis for building non-trivial new
disjunctions.
Lemma 8. Every x ≥ 0 that satisfies (5), also satisfies
∨
y∈Y
∇h(y)Tx
∇h(y)Ty + z(y)(1− β(y)) ≥ 1, (7)
where z : Y → Z is such that z ≡ 0 or there is a y0 ∈ Y for which z(y0) > 0.
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Proof. If z ≡ 0, then (7) reduces to (5).
Otherwise, let y0 ∈ Y such that z(y0) > 0, that is, z(y0) ≥ 1. By Remark 7, for
every y ∈ Y , it holds 1− β(y) > 0, and so
z(y0)(1− β(y0)) ≥ 1− β(y0).
Therefore, β(y0) ≥ 1−z(y0)(1−β(y0)). Since every x ≥ 0 satisfying (5) satisfies
∇h(y0)Tx
∇h(y0)Ty0 ≥ β(y0), we conclude that
∇h(y0)Tx
∇h(y0)Ty0 + z(y0)(1− β(y0)) ≥ 1 holds.
Remark 9. Even if some disjunctive terms have no lower bound, that is, β(y) =
−∞ for y ∈ Y ′ ⊆ Y , Lemma 8 still holds if, additionally, z(y) = 0 for all y ∈ Y ′.
This means that we are not using that disjunction for the strengthening. In
particular, if for some variable xj , αj is defined by some y ∈ Y ′, then this cut
coefficient cannot be improved.
Assume now that xk ∈ Z for every k ∈ K ⊆ {1, . . . , n}. To construct a new
disjunction, we need to find a set of functions M such that for any choice
of mk ∈ M and any feasible assignment of xk,
∑
k∈K xkm
k(y) satisfies the
conditions of Lemma 8, that is, it must be in
Z = {z : Y → Z : z ≡ 0 ∨ ∃y ∈ Y, z(y) > 0}.
Once such a family of functions has been identified, the cut
∑
j γjxj ≥ 1 with
γj = αj if j /∈ K, and
γk = inf
m∈M
max
y∈Y
∂kh(y)
∇h(y)Ty +m(y)(1− β(y)) for k ∈ K, (8)
is valid and at least as strong as (6). Any M ⊆ Z such that (M,+) is a monoid,
that is, 0 ∈M and M is closed under addition can be used in (8).
Remark 10. This is exactly what is happening in [5, Theorem 3]. Indeed, in
the finite case, that is, when Y is finite, Balas and Jeroslow considered M =
{m ∈ ZY :∑y∈Y my ≥ 0}. Clearly, (M,+) is a monoid and M ⊆ Z. Therefore,
Lemma 8 implies that
∨
y∈Y α
yx+
∑
km
k
yxk(1− βy) ≥ 1 is valid for any choice
of mk ∈M , which in turn implies [5, Theorem 3].
For an application that uses a different monoid see [7].
The question that remains is how to choose M . For example, the monoid
M = {m : Y → Z : m has finite support and ∑y∈Y m(y) ≥ 0} is an obvious
candidate for M . However, the problem is how to optimize over such an M ,
see (8).
We circumvent this problem by considering only one integer variable at a time.
Fix k ∈ K. In this setting we can use Z as M , which is not a monoid. Indeed,
if z ∈ Z, then xkz ∈ Z for any xk ∈ Z+. The advantage of using Z is that the
solution of (8) is easy to characterize.
With M = Z, the cut coefficients (8) of all variables are the same as (6) except
for xk. The cut coefficient of xk is given by
inf
z∈Z
max
y∈Y
∂kh(y)
∇h(y)Ty + z(y)(1− β(y)).
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Figure 3: The feasible region {x ∈ {0, 1, 2} × [0, 5] : h(x) ≤ 0} from Example 2
(left), the IC (middle), and the strengthened cut (right).
To compute this coefficient, observe that one would like to have z(y) < 0 for
points y such that the objective function of (6) is large. However, z must be
positive for at least one point. Therefore,
min
y∈Y
∂kh(y)
∇h(y)Ty + (1− β(y))
is the best coefficient we can hope for if z 6≡ 0. This coefficient can be achieved
by
z(y) =
{
1, if y ∈ arg miny∈Y ∂kh(y)∇h(y)Ty + (1− β(y)),
−L, otherwise (9)
where L > 0 is sufficiently large.
Summarizing, we can obtain the following cut:
αj =
{
maxy∈Y
∂jh(y)
∇h(y)Ty if j 6= k
min{maxy∈Y ∂jh(y)∇h(y)Ty ,miny∈Y ∂jh(y)∇h(y)Ty + (1− β(y))} if j = k
(10)
Remark 11. Let zk ∈ Z be given by (9) for each k ∈ K. Assume there is a
subset K0 ⊆ K and a monoid M ⊆ Z such that zk ∈ M for every k ∈ K0.
Then, the strengthening can be applied to all xk for k ∈ K0.
Alternatively, if there is a constraint enforcing that at most one of the xk can be
non-zero for k ∈ K0, e.g.,
∑
k∈K xk ≤ 1, then the strengthening can be applied
to all xk for k ∈ K0.
Example 2. Consider the constraint {x ∈ {0, 1, 2} × [0, 5] : h(x) ≤ 0}, where
h(x1, x2) = −10x21 − 1/2x22 + 2x1x2 + 4, see Figure 3. The IC is given by√
5/2x1 + 1/(2
√
2)x2 ≥ 1. Note that (1/
√
10,
√
10) ∈ Y and yields the term
1/
√
10x2 ≥ 1 in (5). Since x2 ≥ 0, β(1/
√
10,
√
10) = 0. Hence, (10) yields
α1 ≤ min{
√
5/2, 1} = 1 and the strengthened inequality is x1 +1/(2
√
2)x2 ≥ 1.
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6 Conclusions
We have introduced a procedure to generate concave underestimators of fac-
torable functions, which can be used to generate intersection cuts, together
with two strengthening procedures.
It remains to be seen the practical performance of these intersection cuts. We
expect that its generation is cheaper than the generation of disjunctive cuts,
given that there is no need to solve an LP. As for the strengthening proce-
dures, they might be too expensive to be of practical use. An alternative is to
construct a polyhedral inner approximation of the S-free set and use monoidal
strengthening in the finite setting. However, in this case, the strengthening pro-
posed in Section 4 has no effect. Nonetheless, as far as the author knows, this
has been the first application of monoidal strengthening that is able to exploit
further problem structure such as demonstrated in Remark 11 and it might be
interesting to investigate further.
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