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ABSTRACT
The fundamentals of Post algebras are presented and Post 
and Boolean functions are examined. A functional representation is 
developed that facilitates the comparison of Post and Boolean algebras. 
Based on this representation, relationships between finite, higher-order 
(that is, more than 2-valued) Boolean algebras and functions in these 
algebras and finite, higher-order Post algebras and their corresponding 
functions are developed. This functional representation is also 
applied to the problem of minimizing functions on higher-order Boolean 
algebras.
AN ANALYSIS OF SOME RELATIONSHIPS BETWEEN POST AND BOOLEAN ALGEBRAS 
WITH APPLICATION TO THE MINIMIZATION OF HIGHER-ORDER
BOOLEAN FUNCTIONS
Anthony S. Wojcik
Illinois Institute of Technology
Chicago, Illinois
tGernot Metze 
University of Illinois 
Urbana, Illinois
1. Introduction
Most of the research in the area of multivalued switching 
theory and logical design has been based on Post algebras [1,2] and 
extensions of these systems [3,4]. Whereas many investigators studied 
the use of these systems as the bases for nonbinary switching theories 
[3-7], little work has been done on the theory of this class of 
algebras [2, 9-12]. Further, even though it is well-known that the 
2-valued Boolean algebra and the 2-valued Post algebra are identical, 
little consideration has been given to the study of the relationships 
between higher-order Boolean algebras (that is, Boolean algebras with 
more than two logical values) and Post algebras [11,12]. These 
relationships are the subject of this paper. In particular, correspondence 
between finite Boolean algebras and functions on these algebras and
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finite Post algebras and their corresponding functions are developed. 
It will be seen that these relationships are based on a unique repre­
sentation of Boolean and Post functions and that this representation 
greatly facilitates the problem of minimizing functions on the higher 
order Boolean algebras.
2. Basic Properties of Post Algebras
Let P denote an arbitrary finite lattice, and let < denote 
the partial-order relation on P. The zero-element and the unit-element 
of P are represented by 0 and U, respectively. We define two lattice 
operations on P as follows:
DEFINITION 2.1: For X, Y € P,
a) X + Y = LUB(X,Y) = join operation
b) X • Y = GLB(X,Y) = meet operation.
At times we will use juxtaposition, XY, to indicate the GLB operation 
X-Y. Further, k = a:b means that the variable k assumes all the integer 
values from a to b, that is, k = a, a+l,...,b-l, b.
It is apparent from Definition 2.1 that the zero-element 
and the unit-element have the following properties: for X 6 P,
X • 0 = 0 X • U = X
X + 0 = X X + U = U.
These properties of 0 and U will often be used without specific mention
in the rest of this work.
3DEFINITION 2.2: Let m be a fixed integer > 2; and let e^ = i,
i = 0:m-l. Let P(m) denote the distributive 
lattice consisting of the e. in whichl
0 = e  < e. < . . < e . = U with the lattice o - 1 - - m -1
operations given by Definition 2.1. P(m) is called 
a Post Chain. Note that for the Post Chains,
LUB s MAX operation and GLB = MIN operation.
DEFINITION 2.3: Let m be a fixed integer >2. A Post algebra is a
distributive lattice P with 0 and U and the lattice 
operations given by Definition 2.1 in which the 
following two axioms are satisfied:
AXIOM 2.1: 3 in P m fixed elements En ,E.,...,E . )u I m -1
a) 0 = Ea < E. < E0 < ,. . . < E . = U:0 1 3 i—1
b) if x € P and x*E^ = 0, then x = 0;
c) if x 6 P and x-HE.l-l = E. for some i, then x = l *
AXIOM 2.2: For every X £ P,a a sequence of operators
CA ,C ,...,C where C.(X) € P, i = 0:m-l, )U I m-I l
a) C.(X)-C.(X) = 0 for i ^ j;
m -1 ^
b) X C.(X) = Cn(X) + C,(X) +...+ C _(X) = U;
i=0 1 i 0 1 m" 1m - 1c) X = .SnE.-C.(X).i=0 l i
Since a Post algebra is a distributive lattice, besides the
properties of the elements 0 and U discussed in connection with 
Definition 2.1, the elements of P have the other lattice properties of
4associativity, commutativity, absorption and idempotence with respect to 
the LUB and GLB operations.
DEFINITION 2.4: For X and X' € P, X' is a complement of X if and
only if X-Xf = 0 and X + X' = U.
Not all elements of a Post algebra have complements; but every 
Post algebra has at least two elements that have complements, namely, 0 
and U. The fact that the complemented elements of a distributive lattice 
form a sublattice which is a Boolean algebra [13-15] leads to the 
following definition:
DEFINITION 2.5: P„ denotes the Boolean algebra consisting of the
complemented elements of P.
Of particular importance in Post algebras are the operators 
defined in Axiom 2.2. For P(m), we may characterize a class of 
operators as follows:
DEFINITION 2.6: For X € P(m) we define an operator D^ by 
A (0 if X ^ i
Vx) M(.U if X = i , i = 0:m-l.
We will represent the operator D^ as X (0..0U0..0)
where (0..0U0..0) is an m-tuple in which U 
appears in the ith component (the rightmost 
position being the 0th component) and 0 appears 
in every other position.
5Wojcik [12] has shown that the of Definition 2.6 uniquely satisfy
the requirements of the set of operators of Axiom 2.2 for Post Chains
so that each D. corresponds to a C. , i = 0:m-l. This result then leads i i
to
THEOREM 2.1; The Post Chain P(m) forms a Post algebra of m elements.
The following lemmas and theorems, due to Epstein [9], serve 
to characterize Post algebras:
LEMMA 2.1:
LEMMA 2.2:
THEOREM 2.2:
THEOREM 2.3:
THEOREM 2.4:
If X € P and XE^ = 0 for some i in the range 
1 < i < m-1, then X = 0.
If X G P and if X + E. = E. for some i and i withi J
i < j and 0 < i < m-1, 0 < j < m-1, then X = E..
If X € P, then X G P„ only if X = C.(Y) for some
i, 0 < i < m-1, and some Y € P.
The C^ (i = 0:m-l) are unique. That is, for
any given X € P, 3 only one sequence of elements
CA(X),C-(X),...,C ,(X) satisfying Axiom 2.2.U 1 m- i
If i / j, then C.(E.) = 0 and C.(E.) = U. TheJ i j l i
elements E^ (i = 0:m-l) are distinct and unique.
Based on these results, the following properties of Post algebras may 
be shown [12]:
THEOREM 2.5: P(m) contains a unique 2-element Boolean algebra.
THEOREM 2.6: For X € P, C.(X) € P„ V i = 0:m-l.-----------  1 15
6One final result that will characterize finite Post algebras 
is due to Rosenbloom [2]:
THEOREM 2.7: If P is a Post algebra of k elements, k an integer
r A> 2, then P = P X P X • • • X P, the Cartesian*■ ^ ----*
r
product of P with itself r times, is a Post 
ralgebra of k elements.
In particular, for a given integer m, [P(m)]r = P(m) X ... X P(m) is
ra Post algebra of m elements. As a consequence of this theorem, the 
LUB and GLB operations on a finite Post algebra are componentwise MAX 
and MIN operations on the Cartesian products.
Let us consider two examples of Post algebras to illustrate 
many of the preceding results.
EXAMPLE 1.1: Consider the Post algebra P(3) with elements
S(3) = {0,1,2} with 0 as the zero-element, with 
2 as the unit-element, and with 0 = < e^ - 1 < e^
Figure 2.1 illustrates the lattice of P(3). We 
note that the elements 0 and 2 form a 2-element 
Boolean algebra, which we may denote by P (3). UsingD
Definition 2.6, we have, for X € P(3),
7C0(X) = x<002> =
Cl(X) = x(°20> =
C2(X) = x<200> =
0 if X = 2
0 if X = 1
2 if X = o,
0 if X S 2
2 if X = 1
0 if X = o,
2 if X — 2
0 if X = 1
0 if X = 0 .
Ch (X) = 0 or 2 for any X € P(3) satisfying
Theorem 2.6. By Axiom 2.2 we have, for X 6 
2
1) X = Ye. -C. (X) i=0 i i
= eo -CQ(X) + e,-C,(X) + e0*C0(X)
= o.x <002> + 1-X
1 1
( 020) + 2-X
2 2 
(200)
Using the definition of Cq , and given 
and relation 1), we have
for X = 0, 0 = n (002) , , (020)o-x + 1*X + 2
0-2
0
+ 1-0
+ 0
+  ^
+ (
for X = 1, 1 = 0 .x (°02) + ,.3,(020) + .
0-0
0
+  1-2 
+ 1
+ 2 
+ (
for X = 2, 2 = o.x(002) + I.x(020) + s
= 0-0 
= 0
+ 1*0 
+ 0
+ 2
P(3),
above
.x (200)
•0
y
.x (200)
• 0 
y
.x (200)
•2
+ 2 .
Figure 2.1. The lattice P(3).
Figure 2.3. The sublattice [ ( 3 ) ]  ^of [P(3)]^.D
9EXAMPLE 1.2:
Since e^-X = 0 for any X £ P(3), the first term of 
the expansion in relation 1) is always 0 and may 
be omitted.
3
Let m = 3 and consider [P(3)] = P(3)xP(3)XP(3).
3
An element of [p(3)] is given by a 3-tuple (abc) 
where a,b,c € P(3). In this algebra of 3-tuples,
i) + and * are componentwise operations;
ii) < is defined componentwise;
iii) zero-element = (000), unit-element = (222);
iv) Eq = (000) < E1 = (111) < E2 = (222).
3
The lattice of [p(3)] is shown in Figure 2.2.
3
Associated with each element (abc) of [P(3)] are 
three unique (for the specified element) operators 
CL , i = 0:2. In general these operations are 
defined by
CL ((abc)) = (def) where d,e,f € ?(3), 
which means that the element (abc) is transformed 
to the element (def) by operator CL . Theorem 2.6 
tells us that C.(X) € P for all X € P. Thus ini D
2
LP(3)] , we define the set of complemented elements
3
as [p (3)] • It is apparent from Figure 2.3 that JtJ
[PB (3) ] 3 = {(000),(002),(020),(200),(022),(202),
(220),(222)}.
10
3 3Further, [ P (3) ^] is a sub lattice o f [P(3)] , and J5
3this sublattice forms a Boolean algebra of 2 
elements. Thus, for any element (abc) 6 [p(3>] ,
O
CL ((abc)) € [Pg(3)] , i = 0:2. As an example, 
consider (abc) - (121) . We must have
1) (121) = E1'C1((121)) + E2 -C2 ((121))
= (111)-0^(121)) + (222)-C2 ((121))
From Axiom 2.2 we have
2) Cq ((121)) + <^((121)) + C2((121)) = (222)
3) C0((121))-C1((121)) = (000), 
C0 ((121))-C2 ((121)) = (000),
0^(121))-C2((121)) = (000).
Let us write
C0 ((121)) = (aja2a3), 0^(121)) = ( a ^ a ^ ) ,
C2 ((121)) = (a7a8a9)
where a .J € Pg(3) = {0,2}, 1 < j < 9, since
C.((121))
o
€ [p (3)] , i = 0:2. We then have fromD
relations 1), 2), and 3):
4) a^ia2a3^ a^4a5a6^ a^7a8a9') ~ >
5) (lll)*(a4a5a6) + (222) • ( a ^ ^ )  = (121)
6) (ala2a3>*(a4a5a6> = (000)>
7) (aia2a3)-(a7a8a9) = (000),
8) (a4a5a6)*(a7a8a9) = (000)-
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From relation 4) we must have
4' a) a^+a^+a^ = 2; b) a2+a,.+ag = 2; 
c) a3+a6+a9 = 2 .
From relation 5) we derive
5' a) 1-a^ + 2-a^ = 1; b) l*a,_ + 2-ag = 2; 
c) l-a6 + 2 -a9 = 1.
Relation 5*a) implies that a^ = 0 or 1. Since 
a^ £ {0,2}, a^ = 0. With a^ = 0, a^ = 2^ in order 
to satisfy relation 5'a) and the requirement that 
a4 € £0,2}.
Relation 5'b) implies that ao
can never be 2 .
= 2 since the term 1-a,
Finally, relation 5'c) 
Again, we must have a_
implies that a^ = 0 or 1. 
= 0 which, in turn, makes
Relations 6__, 7) and 8), respectively, indicate that
6' a> al'a4 = °> b) a2 *a5 = 0, c) a3*a6 = 0
V a) al'a7 = ° ’ b) a2 ‘ag = 0, c) a3 a9 = 0
8' a) a4*a7 = °» b) a5 *ag = 0, c) a6 a9 = 0 .
Then relations 5’b), 7'b) and 8 'b) determine that 
a£ = 0 and a,. = 0 since ag = 2 . Since a^ = 2, 
relation 6'a) implies that a^ = (). Finally, since 
aA = 2, relation 6'c) implies that a = 0. Hence
we have
12
C0((121)) = (a1a2a3) = (000),
C1((121)) = (a4a5a6) = (202),
C2 ((121)) = (a7aga9) = (020).
We see that all the relations 1) to 8) are uniquely 
satisfied by these C..l
3. Post Functions
An important aspect of Post algebras is the fact that functions 
on a Post algebra have a canonical form which facilitates both the 
investigation of the algebras and the manipulation of the functions.
DEFINITION 3.1: A Post function of n variables Xrt,...,X - where0 n -1
X . 6 P , j = 0:n-l, is a function which can be
obtained from the constant functions
(xn_l,•* *,Xq ) = 0 < i < m-1, and identity
functions I (X x,...,XQ) = X., 0 < j < n-1, by a J J
finite number of the operations +, *, CA,...,C - .0 m - 1
It is possible to describe Post functions on any arbitrary Post algebra, 
be it a Post Chain or a Cartesian product of some Post Chain. Thus a 
variable X may refer to elements of some P(m) or to r-tuple elements of 
some [P(m)]r . In either case, Epstein [9] proves the following theorem:
THEOREM 3.1: If g is a Post function of n variables X~,. X ,
0 n -1
then g(Xn_1,•••,XQ) =
<i <m-l8(Ein / - ' ‘I (X0>n  l, i -i o n -1 o
13
Intuitively, this theorem shows how to construct a "sum of products" 
representation of any function based on the "minterms"
C (X (X ). Of primary interest to us are the Post functions1 , n -1 1 on - 1 o
on a Post Chain P(m). An important special case of Theorem 3.1, proved 
in Wojcik [12], is that of a Post function of one variable on P(m):
COROLLARY 3.1: If g is a Post function of a single variable X on
a Post chain P(m), then
g (X) = S g ( i ) T  ; i=0
where the g(i), i = 0:m-l, are elements of P(m) and 
X (‘’ is a C. operator, as defined in Definition 
2 .6, with [m-l] in the ith component and 0’s elsewhere.
As an example of this functional representation, consider the truth 
table given in Table 3.1 which describes a function g(X) on P(4). We 
may write g(X) as
g(X) - g(0).x<0003) + g(l)-x(°030> + g(2).X<0300> + g(3).X<3000>
- O.X(0003) + 3-X(0030) + 1-X(0300) + 2-X(3000)
= x (0030) + 1-x(0300) + 2 .x (3000)
Since we know that a canonical form exists for single variable 
functions on P(m), we can then write functions of more than one variable 
on P(m) as combinations of single-variable functions under + and • .
Because of Theorem 3.1, it is obvious that functions of several 
variables have a canonical form that can be expressed in the notation of
14
Table 3.1. A function on P(4)
\ xo
x\ 0 1 2 3
0 3 0 0 2
1 0 2 0 0
2 0 0 1 0
3 1 0 0 3
Table 3.2. A function of two variables on P(4).
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Corollary 3.1. An example of this canonical form for Post functions of 
more than one variable is given by the function gCX^jX^) on P(4) 
defined by Table 3.2. This function can be written as
g(xr x0) = 3-X(0003)-x £°003) + 2-X^0003)-x £3000) + 
2-X(0030)-X(0030) + 1.x (°3°0).x (0300) +0 0
,„(3000) (0003) (3000) „(3000)1 Xi XQ + 3 X1 XQ (3.1)
In equation (3.1), the terms of the function that are always 0 are 
omitted and a subscript is used on the X^*’’  ^ operators corresponding to 
the variable being operated on. This subscripting will be our standard 
notation in the rest of this paper.
One-variable functions can be written as a single term by 
extending Definition 2.6 in the following way:
DEFINITION 3.2: For XQ € P(m), we define a one-variable function on
P(m) by
( V
1 if Xq = m -1
g(x0) =<k if x0 = i
d^o if Xq = 0, d^  € P(m), i  = 0:m-l
(d ..d...d )
We will represent g(XQ) by Xq m 1 ° ,
where (d -..d ) is an m-tuple. If only one m -1 o
superscript d^ £ 0, 0 < i < m-1, and if this d^ = m-1, 
then g(X^) will be called a coordinate function.
16
To show that the representation of a function in Definition 3.2 is 
equivalent to the functional representation of Corollary 3.1, we merely 
note that
L0
(d r -dn) m - 1
8(V  - xo ■ iS0di'ci(xo)
m-l / \
= iSodi'xo'-
(3.2)
where Xq  ^ is a coordinate function with [m-l] in the ith position of 
the superscript m-tuple and 0's elsewhere. Hence, a one-variable 
function can be represented by the m-tuple (d -..d^)^ which is the 
superscript of the functional representation given in Definition 3.2 
with a subscript added to indicate which functional variable we are 
referring to. Since each d^ € P(m), i = 0:m-l, the set of all one- 
variable functions on P(m), as represented by m-tuples, can be described 
by the Cartesian product P(m) X ... X P^m) = [P(m)]m which by Theorem 2.7
m
mis a Post algebra with m elements. Note that each of these functions 
may assume at most m values.
In Example 1.2 we considered the algebra [p (3)] . It is clear
that this example describes the set of one-variable functions on P(3),
3 Afor we define [P(3)] = g [p (3):Xq] and let g(X^) € g[p (3):Xq] be described
by Definition 3.2 with m = 3. Hence the zero-element is the zero-function
(000) (222)Xq , and the unit-element is the unit-function Xq . Further,
111) w (222) '^ , .  „  ' V. =  Y  '  y TV. o  ■i* f r.
J0 0 - 1 0
where Xq € P(3), then
E„ = X<°°0) < E, = xi1U) < E0 = X p 22). Thus if we have g(XQ) = X^121)-  2 0
17
g(XQ) = X<121) = E1-C1(g(X0)) + E? -C2 (g(X0))
(111) (121) (202) (222) (121) (020) 
xo ( X o  ; o + X0 ' (X0 >0
_ „ ( H D  „(202) , (222) (020)
X0 ‘X0 'r x0 xo
= „ ( 101) (020)
X0 + X0
Observe that the constant functions X^111  ^ and xij222  ^ still are functions 
with respect to the variable X^.
4. Boolean Functions
Let B(2n) denote the Boolean algebra of 2n elements, n an 
integer > 1, and let the elements of B(2 ) be given by the set S(B(2n)) = 
{0 ,l,-..,2n-2 ,2n-l}. We recall that a Boolean algebra is a distributive, 
complemented lattice with a zero-element and a unit-element [13-15]. 
Hence, the elements of the algebra have the properties of associativity, 
commutativity, idempotence, absorption, and distributivity and satisfy 
the laws of complementation and the laws pertaining to the zero and the 
unit. Finally, we denote by F[B(2n) ...,X^] the set of p-variable 
functions on the algebra B(2n).
It is a fundamental result [16] that any element ¿(Xq ) of 
F[B(2n):XQ] can be written in the form
f(XQ) = f(0)-x0 + f(U)* XQ (4.1)
where a) 0 is the zero-element and U = 2n-l is the unit element of 
B(2n);
18
b) f(0),f(U) € B(2n);
c) + and • are the Boolean operations of OR and AND defined for 
the particular Boolean algebra B(2n);
d) f1(XQ) = XQ is the identity function, that is f^(i) = i for 
i € B(2n);
e) fQ (X,) = Xq is the complement function, that is, f^(i) = (2n-l) 
for i € B(2n).
The functional representation of Equation (4.1) can be transformed into 
a more useful and descriptive one by using the notation introduced in
can write the functions f^(X^) = Xq and f^(X^) = Xq
([2n
0
-l][2n-2]. .10) (where ([2n-l]..0) is a 2n-tuple)
( rH1cCM if xo = 2n-l
2n-2 if xo = 2n-2A < (4.2)
1 if xo = 1
0
\
if xo = 0 , XQ € B(2n)
f0 = Xq = X <01**[2 ’ 2^ 2 "1^) (where (0 ..[2n-l]) is a 2n-tuple)
0 if xo = 2n-l
1 if xo = 2n-2
2n-2 if xo = 1
2n-1 if xo = o ,
(4.3)
19
Letting N = 2n , Equations (4.2) and (4.3) may be written in the coordinate 
function form
fi(x0) XQ
W  = *
(0).x<°-*0[N-l]) +
(N-l)*Xq(0..o[n-i])
.. + (N-1)*X
+ .. + (0)-X
([N-1]0..0)
0
(Cn-i]o..o)
0
Using Equations (4.2) - (4.5), we rewrite Equation (4.1) as
(4.4)
(4.5)
f<V = f(0)^01--[N-2][N-l] + f(N-l)-X<[N-l]CN-2]'-10)
N-l (... -i N-l (•••■)= £(0)..S (N-l-i)-X^ > + f C N - D - ^ i D - X ^  (4.6)
= V(f(0)-(N-l-i) + f(N-l)-(l))-X^' " ) 1=0 u
where Xq  ^ is a coordinate function with [N-l] in the ith position 
of the superscript N-tuple (recalling that the rightmost position is 
the 0th).
Thus, just as Corollary 3.1 showed that Post functions of one 
variable have a coordinate function representation, the derivation 
of Equation (4.6) shows that Boolean functions of one variable also 
have a coordinate function representation. It is imperative, though, 
that we remember that the operations of + and • are the MAX and MIN 
functions in all Post algebras whereas these operations are the OR and 
AND functions defined specifically for each Boolean algebra B(2n). Only 
in the algebra B(2) are OR and AND equivalent to MAX and MIN, respectively.
20
5. Comparison of Post and Boolean Functions
Let us consider the set of one-variable functions over P(2n),
denoted by G[p(2n):Xq ], and the one-variable functions F[B(2n):XQ], n an
integer > 1. Since for n = 1 it is obvious that B(2) = P(2), it follows
that the sets of functions G[p (2):Xq ] and f [b (2):Xq ] are identical. We
seek to analyze the cases for which n is an integer > 1.
Again we set N = 2n . Our first observation is that the set of
2
Boolean functions f [b (N):Xq ] contains N elements. This is obvious when
we note that in Equation (4.6) only the constants f(0) and f(N-l) which
are ANDed with the coordinate functions Xq ^*’^ N ^  and Xq N^
respectively, are free to take on any value in B(2n) while the constants
(f(0)*(i) + f(N-l)•(N-l-i)), i = l:N-2, ANDed with the other coordinate
functions, are all dependent on the values of the free constants f(0)
and f(N-l). Since f(0) and f(N-l) can each assume any of N possible
2values in B(N), only N combinations can occur. Thus, since the
constants determined by f(0) and f(N-l) cannot take on any value except
2those determined by the combinations of f(0) and f(N-l), only N possible 
functions can be constructed.
2 2As an example, consider f [b (2 ):Xq ] where Xq 6 S(B(2 )) =
{0,1,2,3}. Table 5.1 defines the operations OR, AND and COMPLEMENTATION 
2for B(2 ) . Any one-variable function can then be written as
21
0
1
2 ¡i
3 i
Table 5.
0 1 2  3
0 1 2  3
1 1 3  3
2 3 2 3
3 3 3 3
a) 0R
0 1 2 3
0 0 0 0
0 1 0 1
0 0 2 2
0 1 2 3
b) AND
X X
0 3
1 2
2 1
3 0
c) COMPLEMENTATION
. Functional operations on B(2 ).
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f(x0) f(0)-x0 + £(3)-X0 («here f(0),f(3) 6 S(B(2Z)))
(0123)
'0= f(0)-X^ ' + f (3) *X
(3210)
0
-  f ( 0 ) . [ ( 3 ) . x ( ° ° 03> + (2).X<0030) + ( l ) . x ( ° 30°) + (0)-X<300°>] + 
f ( 3 ) - [ ( 0 ) . x ( ° ° 03) f  ( l ) . x ( ° 030> + (2).X<0030> + (3 )*Xq300°^]
= f(0)-X¿ + [f(0)•(2) + f(3)-(l)]-x^0030) +(0003)
‘0
[f(0)•(1) + f(3)-(2)]-X*0300) + f(3)-X¿3000)
Table 5.2 shows what values the constants A and B may assume for each 
combination of values that the free constants f(0) and f(3) take on.
2Finally, Table 5.3 lists the 16 possible one-variable functions on B(2 )
using Equation (5.1) and the representation given in Definition 3.2.
On the other hand, the set of Post functions G[P(N):Xq ] contains 
NN elements. This can be seen in two ways. Referring to Corollary 3.1,
we see that, in the representation of g(X^), the constants g(0),g(l),...,g(N-l)
are all free to take on any of N possible values in P(N) since the
Nconstants are independent of each other. Hence, there are N functions
of one variable over P(N). Alternately, from Definition 3.2 and the
discussion following that definition, we know that g [p (N):Xq ] = [P(N)]^
Nand hence there must be N functions.
To continue our comparison of Post and Boolean functions, 
consider G[p(4):Xq] where X^ € S(P(4)) = {0,1,2,3}. Table 5.4 defines 
the operations + and • for P(4). A one-variable Post function is written as
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(bodsV , (e)î
i
(0)1 j0 "U'"v
(0000)
0A 0 0
0 1 i 0 1
£ 0
f(0) f(3) f(0)*(2) + f(3)•(1) f(0). (1) + f(3)-(2)
o 0 o — _ o
0 1 1 A 00 2 0 2
0 3 1 2
1 0 ! 0 1
1 1 (id c 11 2 0 a 3
1 3 1 3<rnd )
2 0 2 0
2 1 3 0
2 2 2 0 22 3 3 2
3 0 2 1 ■3 1 3 1
3 2 2 3
3 3 3 3
P0
i (E£I0)v Q
Table 5.2. Values of constants dependent on f(0) and f(3).
(ecu) v 
oA £
1
CK£bx j A £
0j ceceej x
.... ...............z_____ £ £ 4
Î')K < y .
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f(0 ) f (3) f (x 0 ) = xQ(abcd)
0 0 „(0000) I
xo
0 1 „(1010)
xo
0 2 „(2200)
X0
0 3 (3210)
xo
1 0 „(0101) 1 
xo
1 1 „(1111)
xo
1 2 „(2301)
xo
1 3 „(3311)
xo
2 0 (0022) 1 
X0
2 1 y (1032) 
°
2 2 „(2222)
X0
2 3 „(3232)
xo
3 0 „(0123) 1
xo
3 1 „(1133)
xo
3 2 „(2323)
X0
3 3 „(3333)
xo
Table 5.3. One-variable functions on B(22).
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g(XQ) g(0)-X,(0003) + g (i)-x , (0030) + g(2)*X(0300) + g(3)*X (3000)0
(5.2)
where g(0),g(l),g(2),g(3) 6 S(P(4)).
A comparison of Tables 5.4 and 5.1 reveals the differences in the
2operations + and • on B(2 ) and M&X and MIN on P(4), while an examination 
of Equations (5.]) and (5.2) illustrates the differences in the functions 
on the two algebras. Table 5.5 depicts the 256 possible one-variable 
functions on P(4) using the representation given in Definition 3.2 
and Equation (5.2).
It is apparent that, based on the functional representation
presented, any element of F[B(2n):XQ] can be represented as an element
of G[p(2n):XQ] but not vice-versa. In our preceding example, the
2
functions marked by an * in Table 5.5 have counterparts in F[B(2 ):Xq ]. 
The important point is that although it is possible to represent a 
Boolean function as a Post function, combinations of these functions may 
result in different elements in the two sets of functions since the + 
and • operations are not, in general, the same in the two systems. For 
example, Xq^ ^ ^  and Xq^ ^ ^  are both functions in F[B(2^):Xq ] and in 
G[p (4):Xq ]. But if we combine these two functions under + and • we
get:
inG[P(4):X0]: x (°022) + ,(0101) . ,(0122)
(0022) . (0101) _ (0001)
A0 A0 ~ 0
(5.3a)
(5.3b)
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N  X0
Xl \
0 1 2  3
0 0 1 2  3
1 1 1 2  3
2 2 2 2 3
3 3 3 3 3
a) MAX
\ xo
V \
0 r—1 2 O
0 0 0 0 0
1 0 1 1 1
2 0 1 2 2
3 0 1 2 3
b) MIN
Table 5.4. Functional operations on P(4) .
(g
(3
)g
(2
)g
(l
)g
(0
))
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g(XQ) g(0)*X,(0003)
X0
(000g(0)) + X
+ g(l)*X3
(OOg(l)O)
<0030> + g ( 2 ) . X ^ 00> + g(3),
(0g(2)00) Y (g(3)000)
Ao + Ao
y(g(3)g(2)g(l)g(0))
X0
(3000)
0
Table 5.5. Elements of G[P(4):Xq ]
In
di
ca
te
s 
A 
Fu
nc
ti
on
 t
ha
t 
ha
s 
a 
Co
un
te
rp
ar
t 
in
 F
[B
(2
^)
;X
 ]
28
in F[B(22):X0]: X<0022> + X<0101> - X<0123> (5.4a)
x (°°22) . x (0X01) . x (°000) (5.4b)
We note that (5.3a)^(5.4a),(5.3b) ^ (5.4b), and that X^0122  ^ and X^0001^
2are not even elements of F[B(2 ):Xq ].
We conclude that there are two major problems for us to 
consider. First, can we determine any relationships between arbitrary 
Post algebras and Boolean algebras? Second, can we develop relationships 
between Post and Boolean functions such that combinations of these 
functions in either the Post or the Boolean system yield compatible 
results?
6 . Boolean Subalgebras of Post Algebras
Our preliminary investigations into the structure of Post 
algebras pointed our several important aspects of these algebras: The
complemented elements of a distributive lattice form a sublattice 
which is a Boolean algebra, every Post Chain P(m) contains a unique
2-element Boolean algebra (Theorem 2.5), and, for any X € P, the 
operators C.(X) defined in Axiom 2.2 yield an element of P , the 
Boolean subalgebra of the complemented elements of P (Theorem 2.6).
Since Theorem 2.5 characterizes the Boolean subalgebras of any P(m), 
we now turn to an examination of the structure of the Boolean subalgebras 
of [P(m)]n , n an integer > 2 .
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2
We recall from Example 1.2 that elements of [p(3)] =
P(3)xP(3)xP(3) were 3-tuples (abc) with a,b,c € P(3), and with all 
operations defined componentwise. Of course we may describe the elements 
of [P(m)]n as n-tuples (dn_^...dQ) in which d^ € P(m), i = 0;n-l. Again,
+ and •, that is, MAX and MIN, together with <, are componentwise 
operations. In P(m),em_^ = U = m-1 is the unit-element while = 0 is 
the zero-element. Hence, (00..00), the all-0 n-tuple, is the zero-element 
of [P(m)]n and (UU..UU) , the all-U n-tuple , is the unit-element of [P(m)]n . 
We distinguish a certain subset of the set of n-tuples [P(m)]n as 
follows :
DEFINITION 6.1: Let rP~(m)"|n = {Boolean elements of rP(m)"|n}' JD
= {(dn_1...d0)|d. 6 [0,U}( i = 0:n-l) .
Since each component of an n-tuple element of [PB(m)]n can only be 0
D
or U, we see that combinations of elements from this set under MAX and
MIN can only result in an n-tuple which is also an element of [P (m)]n .
Theorem 2.5 pointed out that 0 and U are complements; so if we define
complementation in [P^Cm) ] 11 to be a componentwise operation, then the
elements d = (d . . .dn) and d' = (d1 -...d') of [P_(m)]n are complements n - 1 U n-I U B
if and only if d^ = U implies that d| = 0, and d^ = 0 implies that 
d! = U, for all i = 0:n-l.l
Let us consider the Boolean algebra B(2n) of 2n elements, where
an element of B(2n) is a binary n-tuple. We can relate elements of
[p^Cm) ]11 to elements of B(2n) in the following way:B
30
an e -^emen  ^°f [Pg(m)]n > then the corresponding
element of B(2n) is the binary n-tuple (c -...c-) in whichn-1 0
Ck = 1 if dk = U and ck * 0 if dk = °> for k = 0:n-l.
Hence any combination of elements in [p^Cm) ] 11 under MAX and MIN is the 
same as the combination of the corresponding n-tuples in B(2n) under 
componentwise OR and AND. Since components of n-tuples in either set 
can only take on 2 possible values, MAX and MIN are equivalent to OR 
and AND, respectively.
As a result of these considerations we may state
THEOREM 6.1: [PB(m>] forms a Boolean algebra of 2n elements.
Let us consider what this theorem tells us about Post functions.
We are interested in the sets of one-variable Post functions
G[p(m):Xq ], which include the sets G[p(2n):XQ] discussed in Section 5.
By definition, G[p(m):XQ] - [p(m)]m , that is, the functions of one
variable on P(m) can be described by m-tuples as was discussed in
Section 3. By Theorem 6.1, [PB(m)]m forms a Boolean algebra of 2m
elements. Denoting the set of one-variable functions corresponding
in gto the m-tuples |>B(m)] by G [p(m):XQ], we have
COROLLARY 6.1: G [P(m):Xq ] forms a Boolean algebra of 2m elements.
gThe correspondence between functions in G [P(m):XQ] and elements of 
B(2m) is exactly the same as discussed in the paragraph preceding
g
Theorem 6.1. We note that G [P(m):XQ] <= G[P(m):XQ] for m > 3. These 
first isomorphisms are illustrated in Figure 6.1.
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GB[P(2):X0] = g [p (2):Xq] : P(2) B(2)
t____________________________________
GB[P(3):Xq] c  G[P(3):X0] : P(3) "l 2B(2Z)
t
GB[P(4):Xq] c  G[p (4):Xq] : P(4) B(23)
L_
GB[P(5):X0] C  G[p(5):Xq] : P(5) B(2*)
t______________________
i 5 
B(2;
BB P(m) :XQ] C  G[p(m):X0] : P(m) B(2m“1)
B(2m)
Figure 6.1. First relationships between Post and Boolean algebras.
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g
Let us consider the relationship between G [P(m>:XQ] and 
G[p(m):XQ] . We first observe that GB[P(m):XQ] contains the m coordinate 
functions defined in Definition 3.2. From this definition and the
g
definition of G [p(m):X0], we can state the following theorem.
THEOREM 6.2: Let C(P(m)) = t g o ( V > gl < V .... 8m-l(X0)3 be the set
of the m coordinate functions of G[p(m):XQ] where gB(XQ)
has component i of the superscript equal to [m-l]
and all other superscript components equal to 0 (where
the rightmost entry of the superscript m-tuple is the 
til0 component), 0 < i < m-l. Then for any 
gB (XQ) € GB[p(m):XQ], we have
m-l
= ¿0bi-gi(xo>
where b_^ € {0,U = m-l}, i = 0:m-l.
Obviously, the elements of C(P(m)) are precisely the operators defined 
by Axiom 2.2 and Definition 2.6. Hence, using Corollary 3.1, Definition 
3.2 and Equation (3.2), we know that any g^(XQ) € G[p(m):X^] can be 
written as
m-l "d
8j(x0} = iSo di*gi^x0)
where di € S(P(m)), i = 0:m-l.
( 6 . 1)
Now some of the d^  ^ in Equation (6.1) may be 0; but for all functions
g.(Xn) except the zero-function, there is at least one non-zero d . So J u l
let us rewrite Equation (6.1) as
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II
o
p. ** •g® (Xn) , 0 < r < m-1 k
where a) gj(Xq) is not the zero-function,
b) € S(P(m))-{o},
c) sl (Xn) € C(P(m)), 
k
d) 8c * 8c <V for m ** n>m n
e) k. < k . f o r  i = 0:n-l, l l+l
f) k^  € {0,...,m-l} for i = 0:n.
(6 . 2)
Equation (6.2) says that we can write any function merely in terms of 
the coordinate functions that are MINed with non-zero constants.
jg
We may use the elements of G [P(m):Xq ] to partition the set 
of functions G[P(m):Xq ] into equivalence classes. We first define a 
relation on G[p (hi):Xq ]:
DEFINITION 6.2: Let g-^Xg) £ dk *gc (Xq ) and S j O V  ¿ X  
*■ o k o
be elements of G[P(m):Xq ]. Define the relation 
as follows:
(X0)
si(x0) ~  Sj(V  if and °nly lf 8j(V  = k=k hk ‘8ck (X0) 
where h^ € S(P(m))-{o}, k = l:r.
This definition states that two Post functions have the relation ~  if and
only if they can be written as a nonzero "sum of products" of the same 
set of Boolean coordinate functions. The following theorem may then 
be easily proved [12]:
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THEOREM 6.3: The relation given in Definition 6.2 is an equivalence
relation.
The zero-function, which is equivalent to no other element of G[p (iii):Xq ] 
and thus forms a class by itself, satisfies Definition 6.2 vacuously.
It is apparent that the equivalence classes are determined or
g
defined by the elements of G [P(m):Xn]. Each function in this set is 
k uJk g
of the form E U*g (X_), and any function in the class defined by these
k=k cvo K kr
elements is of the form 2k=kog
consider the elements of G [P(m):Xq ] as m-tuples, then the components of 
the m-tuples are either 0 or U = m-1 as we have seen. If there are k
g
non-zero components in an m-tuple, each element of G [P(iii):Xq ] defines 
an equivalence class consisting of (m-1) elements,since there are m -1  
non-zero elements in P(m). Again, since the zero-function has no non-zero 
components, it defines a class consisting of (m-1)^ - 1 element.
To illustrate the equivalence class concept, we refer to 
Table 6.1 which describes all the elements of G[P(4):Xq ] placed in 
their appropriate equivalence classes. The circled entries are those
g
elements which belong to G [p (4):Xq ]. Each element of this set defines 
an equivalence class, numbered 0 through 15. An uncircled entry indicates
g
that the function is equivalent to that element of G [P(4):Xq ] which
defines the particular equivalence class. For example, consider the 
(0213)function Xq . I t  can be written as
^k*8c < V  w*iere ^ S(P(m))-{o}. If we 
k
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 1 © r-* © 11 15 15 15 11 15 15 15 © 15 15 ©
CM co rH m m m rH m m m rH m m mco rH rH rH rH rH rH rH rH rH rH rH rH
rH co rH m m m rH m m m rH m m mCO rH rH rH rH rH rH rH rH rH rH rH rH
oCO © vo vO © 10 14 14 14 01 14 14 14 ® 14 14 ©
co co rH m m m rH m m m rH m m mCM rH rH rH rH rH rH rH rH rH rH rH rH
CM CO rH m m m rH m m m rH in m mCM rH rH rH rH rH rH rH rH rH rH rH rH
T—1 CO rH m m m rH m m m rH m m mCM rH rH rH iH rH tH rH rH rH rH rH rH
O CM VO vO VO o Ml" Mt <t o Mt Ml- Ml- o Mt Mt Ml-CM rH rH rH rH rH rH rH rH rH rH rH rH
CO CO rH m m m rH m m m rH m m mrH rH rH rH rH rH rH rH rH rH rH rH rH
CM co rH m m m rH m m m rH m m mrH rH rH rH i—i iH rH rH rH rH rH rH rH
rH CO rH m m m iH m m m rH m m mrH rH rH rH rH rH rH rH rH rH rH rH rH
o CM VO VO VO o Mt <± o mt <t Mi o Mt Mt Ml-rH rH rH rH rH rH rH rH rH rH rH rH rH
COO © in m 0 o\ 13 13 13 ON 13 13 13 0 13 13 ©
02 rH m m m ON 13 13 13 ON 13 13 13 ON 13 13 13
10 rH m m m ON 13 13 13 ON 13 13 13 ON 13 13 13
00 © si © CO 12 12 12 00 12 CMrH 12 © 12 12 ©
CM o tH CM CO o rH CM CO O rH CM CO o rH CM COd
CM o o o o rH rH rH rH CM CM CM CM CO CO CO COd
Table 6.1. The equivalence classes of G[P(4):Xq ].
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Hence
v<0213) = V Y (0003) + l.y(°03°) , o y (0300)Ao J *0 1 x0 + z ‘x0
x (°213) _  o „(0003) (0030) (0300) _ „(0333)
0 J‘A0 J'*0 + 3 ‘X0 “ xo
X (0333)0 defines equivalence class 7 which contains 3 = 27 elements.
7. The T Transformation
We have seen in Section 4 that any element of F[B(2n):XQ] 
could be written in a form based on the coordinate functions, Equation (4.6). 
The notation for Boolean functions introduced in Section 4 is descriptive 
but cumbersome. To facilitate further investigation, we introduce a 
vector representation of Boolean functions and constants similar to the 
vector representation of Post functions introduced in Section 3.
Definition 3.2 allowed us to write an element of G[p(m):Xq ]
as (d_ r .d0)
g(x0)=x0 =<dm-r-Vo
Since there are many Post functions of a single variable and since we 
will need to manipulate different functions with respect to the same 
variable, we will write
gj(x0) = x > - 1)J " V  = <Cd0a_1)J3...CdOJ3> (7.1)
where g^ (Xq ) € G[p (ii0:Xq ]. This representation applies to all Post 
functions including the coordinate functions. Constants, functions that 
assume the same value regardless of the function's argument variables,
are also represented in the notation of Equation (7.1). Figure 7.1 
illustrates these concepts for a 2-variable function on P(3), that is,
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an element of G[p(3):X^,Xq ]. The subscript c is used to denote a 
constant function.
The representation in Equation (7.1) is also appropriate 
for Boolean functions. In Section 4 we saw that we could write the 
functions f^(XQ) = XQ and fQ(X0) = XQ as
f /y \ _ y _ Y ([N-l][N-2]..10) (7.2a)
(01..[N-2][N-1]) >n.fn(Xn) = Xn - Xn , where X, € B(2“) and‘O ' O
N = 2n .
(7.2b)
We may just write the superscripts of these functions with a double 
subscript referring to the functional variable and the function being 
considered. For example, Equations (7.2) become
fjCXg) = ([N-l][N-2]...[l][0] ) 01 (7.3a)
f0(X0) = ([0][l]...[N-2][N-l] ) 00 . (7.3b)
Since constants can be written in this functional notation, we rewrite 
Equation (4.6) as
fj(X0) = fJ(0)•([0][1]..[N-2][n -1])0j + fj(N-l)-([N-l][N-2]..[l][0] ) 0 
= ([f,(0)][f (0)]..[f (0)][f (0)]) .•([0][l]..[N-2][N-l])n . +
J J J J C J '“'J
([f.(N-l)][f,(N-l)]..[f,(N-l)][f (N-l)]) -([n -1][n -2]..[1][0])
J J J J  C J
(7.4)
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Ao
X1
0 1 CM
0 oCM 0
1 0 1 0
CM 0 0 CM
8i<X1> V
8j<VV = 2-X(002)-X(002) + i.x (020) (020) (200) „(200)*1 *0 + 1 X1 X0 + 2 X1 Xo
= x (222) y (002) (002) (111) (020) (020)
c -X1 X0 + Xc ’X1 'X0 +
x (222) (200) (200) 
c 1 A0
= ([2 ][2 ][2 ])c j -( [0 ][0 ][2 ]) l j -([0 ][0 ][2 ])0j +
([l]Cl][l])cj*([0][2][0]) .([0][2][0]) +
([2][2][2]) .•([2][0][0]) .•([2][0][0])„.CJ lj Oj
Figure 7.1. An element of G[p (3):X^,Xq ].
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where • and + are the componentwise operations of AND and OR for B(2n).
2Figure 7.2 illustrates this representation for an element of f [b (2 ):XQ].
In Equation (7.4), since f^(0) and f^(N-l) are elements of 
S(B(2n)) and since any element of this set can be represented as an 
n-bit binary integer, we can write the constants as
-♦ n -1f. (0) = V. * v. i v , v. ......v, .v~. = 2n-l-ij = V(n-1) j V(n-2) j * * * VljV0j “ iS0 2 ’’(n-l-Dj <7’5a)
,n _ 0n-l-i.... w. . w. , = 2 . wf . ( 2  - 1 )  = W. = w, t N. w. ON . . . _. - -  
J J ( n - 1 ) j  ( n - 2 ) j  l j  0 j  i= 0
where v. . ,w. . €{0,1} for i = 0 :n-l. ij 1J
(n-l-i)j
(7.5b)
Table 7.1 illustrates the binary integer representations of the elements 
2of B(2 ). Finally, using the notation of Equation (7.5), Equation (7.4) 
may be written as
f j(V Vj’([0][l]..[N-2][N-l])0j + Wj-([N-l][N-2]..[l][0]) (7.6)
= (Cz ]...[z0.])0,
(2 -1) j UJ UJ
where z ^  is the binary integer representation of
(i)-Vj + (2n-l-i)-W for 0 < i < 2n-l
- ([? n 3 . . . [ ? 0 ])
(2n-l)j UJ
where . is the decimal integer equivalent of z.. for ij ij
0 < i < 2n-l.
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X
0
1
2
3
O y v
1
o
3
2
y v = i>xo + 2-xo
. 1.„(0123) , (3210)I
= x (i m ).x (°123) + x (2222)>x (3210) 
c O c O
= ([l][l][l][X]) -([0][1][2][3]) +C J
([2][2][2][2])cj-([3][2][l][0])0J 
Figure 7.2. Notation for a f (X^) € F[B(2 ;:Xq ].
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S(B(22)) BINARY INTEGER 
REPRESENTATION
0 0 0
1 0 1
2 1 0
3 1 1
2Table 7.1. Binary integer representation of the elements of B(2 ).
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Figure 7.3 illustrates the functional representation of Equation (7.6)
using the function defined in Figure 7.2 and the binary encoding of
Table 7.1. We reemphasize that the meaning of Equation (7.6) is
f (i) - [z..] = [§ .] for 0 < i < 2n-l.J iJ ij “ -
Just as Equation (4.6) and the discussion in Section 5 indicate
that a one-variable Boolean function cannot assume any arbitrary value of
B(2 ) for a specific value of its argument variable, so does the
representation presented in Equations (7.3)-(7.6). This representation
readily enables us to determine whether or not a 2n-tuple of the form
(d n d n * » d-? € B(2n), i = 0:2n-l, corresponds to some
Boolean function f (XQ), since Equation (7.6) explicitly describes
what values each coordinate of a 2n-tuple that describes an element 
n
of f [b (2 ):Xq ] can take on. Table 7.2 lists all the elements of 
2
f [b (2 ):Xq ] in the notation of Equation (7.6).
We are now in a position to develop the relationship between 
2ng [b (2 ) :Xq ] and B(2 ). This relationship is given by a transformation,
called the T Transformation, which is based on the functional representation 
presented in Equation (7.6). The general form of the T Transformation 
is a matrix-vector product
W  * (Cz .]---[z0j]>0j = “ °Vj ® H O W r  (7.7)
illustrated in Figure 7.4, in which the following conventions apply:
1) © and ©  are componentwise operators, and © is performed before ©
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y v  - x-xo + 2 -xo
- ([l][l]tl][l])c .-([0][l][2][3])0j +
([2][2][2][2])cj-([3][2][l][0])Oj 
= ([01][01][01][01]> •([00][0l][l0][U])n . +C J WJ
([lO][lO][lO][lO]) •([11][10][01][00])
= ([(01)-(00) + (10)-(11)][(01)-(01) + (10) -(10)]
[(01).(10) + (10)*(01)][(01)*(11) + (10).(00)])
- (Cl0][ll][00][0l])0j - <C*3J][«2j][«lj][»0J])0j
- ([3][2][o][i]0j = ( K 3j][!2j][ ulCSojDoj
o
Figure 7.3. An element of f [b (2 ):X^].
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w  - í j W X o  + í j ^ - X o
= ([3-f (3)][l-f (0) + 2-f.(3)][2-f (0) + l-f.(3)][3-£.(0)])
J J J J J J
= ([(ll)*(wljw0j)][(01)*(vijv0j) + (10)*(wljw0j]
[(10)-(Vljv0j) + (01)-(wljw0j)][(ll)-(vljv0j)]0j
= ( [wy  « 0  j ]  [wl  j  V0 j  ]  [  V1 j  W0 j  ]  C V1 j  v0 j  ]  > o j
j V 0 )  = ( v i j V f j ( 3 ) = w l j w0 j ) fj (x0)-(K 3j][52J][51J3[50J])0j
0 0 = (00) 0 = (00) ([o][o][o][o])00
1 0 = (0 0 ) 1 = (01) ( [ l ] [ 0 ] [ l ] [ 0 ] ) 01
2 0 = (00) 2 = (10) ( [ 2 ] [ 2 ] [ 0 ] [ 0 ] ) 02
3 0 = (00) 3 = (11) ( [ 3 ] [ 2 ] [ l ] [ 0 ] ) 03
4 1 = (0 1 ) 0 = (00) ( [ o ] [ i ] [ o ] [ i ] ) 04
5 1 -  (01) 1 = (01) ( [ l ] [ l ] [ l ] [ l ] ) 05
6 1 = (0 1 ) 2 = (10) ( [ 2 ] [ 3 ] [ 0 ] [ 1 ] ) 06
7 1 = (01) 3 = (11) ( [ 3 ] [ 3 ] [ 1 ] [ 1 ] ) 07
8 2 = (10) 0 = (00) ( [ 0 ] [ 0 ] [ 2 ] [ 2 ] ) 08
9 2 = (1 0 ) 1 = (01) ( [ 1 ] [ 0 ] [ 3 ] [ 2 ] ) 09
10 2 = (10) 2 = (10) ( [ 2 ] [ 2 ] [ 2 ] [ 2 ] ) 0 (1 0 )
11 2 = (10) 3 = (11) ( [ 3 ] [ 2 ] [ 3 ] [ 2 ] ) 0 (1 1 )
12 3 = (11) 0 = (00) ( [ 0 ] [ l ] [ 2 ] [ 3 ] ) 0 (1 2 )
13 3 = (11) 1 = (01) ( [ l ] [ l ] [ 3 ] [ 3 ] ) 0 (1 3 )
14 3 = (11) 2 = (10) ( [ 2 ] [ 3 ] [ 2 ] [ 3 ] ) 0 (1 4 )
15 3 = (11) 3 = (11) ( [ 3 ] [ 3 ] [ 3 ] [ 3 ] ) 0 (1 5 )
Table 7 . 2 .  Elements o f  f [ b ( 2 ^ ) :X q ] .
n -1 n -2 1 0
2n-l [z ] 
(2n-l)j
T 0 .. 0 0
1
2n-2 Cz ] 
(2n-2)j
0 0 .. 0 1
2n-3 Lz n
(2n-3)j
0 0 .. 1 0
2n-4 [z n ](2n-4)j
0 0 .. 1 1
3 [z3j] 1 1 .. 0 0
2 [Z2 j] 1 1 .. 0 1
1 Czlj] • 1 1 .. 1 0
0 1 1 .. 1 1
v____ ^
W
n -1 n -2 1 0
1 1 .. 1 1
1 1 .. 1 0
1 1 .. 0 1
— - 1 r"
V (n-l)j W (n-l)j
1 1 .. 0 0
V (n-2)j W (n-2)j
#
© © •
V lj Wlj
0 0 .. 1 1
< o L_l. W0j
- 0 0 .. 1 0 i
L  _j
0 0 .. 0 1
0 0 .. 0 0
Figure 7.4. The T-Transformation -P-Cn
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2) H and H are complements: row i of matrix H contains the n bit
nbinary integer representation of the number (2 -l)-i, while row
i of matrix H contains the n bit binary integer representation
of the number i, where i = 0 :2n-l.
Each Vj contains n binary components determined by the n binary digits
of Equation (7.5a) and each VT. contains n binary components determined
by the n binary digits w^ of Equation (7.5b). Since there are 2n distinct 
—* n —*vectors and 2 distinct vectors W., Equation (7.7) indicates that
there are 2 distinct f^(Xq ), where each f (X^) has 2 components
[z^j] , i = 0 :2n-l, and each component is composed of n binary digits.
2nIf we denote an element of B(2 ) by the 2n-tuple
®j = (c(2n-l)j‘" cnj C(n-l)j-" ° 0j) ’ cij 6 1 = 0:2n'1, (7'8>
th —*in which c^. is denoted as the k component of vector B^, then the 
—♦ —♦
components of and VT of Equation (7.7) are derived from the 
—*
components of B^ of Equation (7.8) as follows:
w. . is replaced by c, .... ij (n-H-)j
v. . is replaced by c.. ij ij
i = 0:n-l.
2n ~*Note that each of the 2 possible B^ elements corresponds to one pair 
(Vj,Vi.) in Equation (7.7).
T can then be considered as a mapping of elements of the
2n nlattice of B(2 ) to elements of the lattice f [b (2 ):Xq ]. (The elements
of F[B(2n):XQ] obviously form a lattice, with the function that is 
constantly 0 and the function that is constantly 2n-l serving as the
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zero-element and the unit-element of the lattice, respectively, and the
2 npartial-order relation 0 < 1 < .. < 2 -2 < 2  -1 operating as a 
componentwise relation on the 2n-tuples that represent the functions.)
For 7 to be an isomorphism, we must show that 7 is a 1-1 and ONTO 
mapping such that
(1) T(X + Y) = T(X)0T(Y)
(2) T(X • Y) = T(X)QT(Y)
(3) T(X) = (T(X)) V X, Y 6 B(22n),
where a) + and • are the componentwise join and meet operations on the
2nlattice of B(2 ) (which are equivalent to the MAX and MIN
operations),
b) (TJ and Q] are the componentwise join and meet operations on 
the lattice of F[B(2n):XQ],
c) — (bar) denotes the componentwise complementation operation in 
the respective lattices.
Further, if T satisfies any two of the conditions (1), (2), (3), and if
2n
7 maps the zero and the unit of B(2 ) to the zero and the unit of
F[B(2n):XQ], respectively, then T is an isomorphism. We recall that
an element b of a Boolean algebra is called join-irreducible if it is
the zero-element or if c + d = b implies that c = b or d = b, where c and
2nd are also elements of the Boolean algebra. Since B(2 ) is a Boolean
algebra, we know that every element is a join of join-irreducible 
elements [15]. Hence, if we show that T is 1-1 and ONTO, then we know
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that the atoms and the zero-element of B(2 ) are mapped to unique
elements of F[B(2n):XQ]. Finally, if T satisfies conditions (1) and
(2), T will be an isomorphism.
Fortunately, it is trivial to enumerate the atoms and the 
2n
zero-element of B(2 ). The zero-element is the 2n-tuple which has a
0 in every component, and the atoms are the 2n 2n-tuples consisting of 
a 1 in a single component and 0 ’s in every other component. Figure 7.5 
illustrates these concepts.
We may now prove the main theorem of this section:
THEOREM 7.1: The T Transformation is an isomorphism between B(2^n)
and F[B(2n):X0].
PROOF: “* -* 2n —*Let B and B be atoms of B(2 ), and let Bn be the zero-r s 0
2n _♦
element of B(2 ). Further, define ^(B^) = ^ ( X q ) and
T(bq) = f^X^) be the corresponding elements of F[B(2n):XQ].
We must show that T is a 1-1 and ONTO mapping for which
Q )  T(Br opk Bs) = ft(X0) = (ft(X0))' = T(Br) [o^ 
k = 1,2 , where op^ = +, op^ = (+) and
■ □ .
T(Bs),
op2 = op,
(2) T(B0) = fQ (X0).
We observe that T is 1-1 since, by the construction of
T, T(B ) ^ T(B ) when B ^ B . T is also ONTO since each r s r s
f.(X_) has at least one representative B.. (This is clear J 0 J
from the definition of T.)
2
1 : B (2 ) : zero-element : (00)
atoms : (01), (10)
42: B(2 ) : zero-element : (0000)
atoms : (0001), (0010), (0100), (1000)
3: B(2^) : zero-element : (000000)
atoms : (000001), (000010), (000100),
(001000), (010000), (100000)
Figure 7.5. Examples of zero-elements and atoms.
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From the construction of T, the only element of B(22n)
—*
that can map to fQ(X0) is BQ . Hence, T satisfies (2).
Let h.. be an element of H and let h.. be the 
complementary element of H, where i is the row index and j 
is the column index. Referring to Equation (7.7) and 
Figure 7.4, component k of f (X^) is written
'kj
r -1 _ r 11-1 n" 2 1 0 -iLz,. J  - Lz. . z. . .. . z. . z, .]kj k j kj k jJ
[(hk(n-l) ° V (n-l) j ® hk(n-l) ° w (n-l)j) 1 ' '
(hkoGvoj ® \ o ° V ]-
thHence, the m element in component k is
zf1. = h. Q v  . ® h © w .. kj km mj km mj
Note that since 0 and 0 are component-wise operators, at
the element level © and ©  are just equivalent to MIN and
MAX, respectively.
—¥
Let B * (v, ..vn w / -v ..wft ) andr (n-l)r Or (n-l)r Or•4
Bs V^ (n-l)s * *V0sW (n-l) s ’ *w0s^  
using the replacement procedure following Equation (7.8).
i .1* “ ♦Now the mtu element of component k of T(Br) is
z™ = h. © v © h, © wkr km mr km mr
and that of I(B ) iss
zî11 = h © v ©  h © w .ks km ms km ms
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fch —* —>Further, the m element of component k of T(B op B ) isr 1c s
(3) = h. O (v op v ) © h, © (w op, w ) .kt km mr k ms km ' mr *k ms
Hence, for T(Br) °Pi T(B ), we have s
(4) (z” )' = (h, © v  ©h, O w )kt km mr km mr OP, (h, © v  ©  h. O w  ) km ms km ms
= hkmG(vmr °Pl v ) © h, 0 (w ms km mr °Pi. w ) k ms
recalling that h ^  and h ^  are complements,
O and ©  are the MIN and MAX operators, and 
□  and 0 (being componentwise operators) 
are the MIN and MAX operators on the element 
level.
From (3) and (4) we need only check to see if
a) v + v = v 0 v , w + w = w r+1 wmr ms mr1— ' ms mr ms mr '— 1 ms
b )  v * v  - v © v  > w  * w  = w  P I  wmr ms mr ms mr ms mr '— 1 ms
These identities are obviously true since • and +, on the 
element level, are equivalent to MIN and MAX.
Hence, the theorem is proved.
To illustrate the meaning of this theorem, Figure 7.6 shows several of 
the isomorphisms that are results of this theorem.
We may now combine the results of Corollary 6.1 and Theorem 7.1 
to state the following theorem which relates Post functions to Boolean
functions:
52
;
B(22")
Figure 7.6. Isomorphisms between F[B(2n):X0] and B(22n).
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THEOREM 7.2: GB[P(2n) :XQ] = F[B(2n):X0] , n an integer > 1.
This theorem is illustrated in Figure 7.7. As a specific example,
R 2Figure 7.8 shows the relationship between G [p(4):Xq ] and f [b (2 ):Xq ].
2Note that the components of the elements in F[B(2 ):Xq ] are written in 
decimal form, using Equation (7.6). If we wish to derive the decimal form 
of the functions directly, we may write T as
fj(V  = ([52n_i)j]---[5Oj])Oj (7.9)
illustrated in Figure 7.9, for which
1) 0's and l’s in the matrix A and in the vector D. are consideredJ
to be integers so that the product A ’D^ uses integer arithmetic;
— * — > —>
2) the matrix A is the matrix formed by joining matrices H and H of
Equation (7.7);
3) the vector D. is the vector formed by joining vectors V. and W.J J J
of Equation (7.7) and by adding the appropriate powers of 2
——♦ “ ♦
associated with the components of and , Equations (7.5).
The description of T provided by Equation (7.9) has its use when we
wish to actually calculate the elements of F[B(2n):XQ] corresponding to
2nthe elements of B(2 ) .
What we have shown is that any one-variable Boolean function
.non a finite Boolean algebra B(2 ) has a corresponding representative
function on the Post algebra P(2n). This representative function is an
g
element of G [P(2n):Xg]. In Section 6, we showed how the elements of
g
G [P(2n):Xq ] partitioned the set of functions G[p(2n):X^] into equivalence
Figure 7.7. Some relationships between Post and Boolean functions.
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j gj(X0) € GB[p(4):X0] B. 6 B(2 ) J fj <X0) e f [b (22):X0]
0
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
(0 0 0 0 )
( 0 0 0 3 )
( 0 0 3 0 )
( 0 0 3 3 )
00
01
02
03
(0 0 0 0) 0
( 0 3 0 0 )
( 0 3 0 3 )
( 0 3 3 0 )
( 0 3 3 3 )
(3 0 0 0)
04
05
06
07
08
(3 0 0 3)
( 3 0 3 0 )
(3 0 3 3)
(3 3 0 0)
(3 3 0 3)
09
0 ( 10 )
0 ( 11)
0 ( 12)
0(13)
(3 3 3 0)
( 3 3 3 3 )
0(14)
0(15)
(0 0 0 1)
(0 0 1 0),
(0 0 1 1) ,
(0 1 0  0)
(0 1 0  1),
(0 1 1 0 )
(0 1 1 1).
(1 0 0 0 )8
( 1 0  0 1)(
(1 0 1 0 )
(1 0 1 1 )
(1 1 0 0 )
(1 1 0 1 )
(1 1 1 0 )
(1 1 1 1 )
10
11
12
13
14
15
(0 0 0 0)
(0 1 0  1)
(0 0 2 2 )
( 0 1 2 3 )
00
01
02
03
(1 0 1 0 )
(1 1 1 1 )
( 1 0 3 2 )
04
05
06
( 1 1 3 3 )
(2 2 0 0)
07
08
(2 3 0 1)
(2 2 2 2 )
( 2 3 2 3 )
(3 2 10)
( 3 3 1 1 )
09
0 ( 10)
0 ( 11)
0 ( 12)
0(13)
( 3 2 3 2 )
(3 3 3 3)
0(14)
0(15)
Figure 7.8. Relationship between GB[p (4):XQ] and f [b (22):Xq].
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row 2n-l [■« n Ì(2 -l)j
0 0 .. 0 0 1 1 .. 1 1
row 2n-2 [5 n 3
(2"-2)j
0 0 .. 0 1 1 1 . . 1 0
row 2n-3 [? ] 
(2n—3)j
0 0 .. 1 0 1 1 .. 0 1
row 2n-4
1-1
1
...............
eCM w 
U/l 
1 _1 0 0 .. 1 1 1 1 .. 0 0
row 3 [?3j] 1 1 .. 0 0 0 0 .. 1 1
row 2
l—lCM 
U/l 
1 _1 1 1 .. 0 1 0 0 .. 1 0
row 1 c^j] 1 1 .. 1 0 0 0 .. 0 1
row 0
1
i—
i 
trn
 
O i _
i
L_
1 1 .. 1 1 0 0 .. 0 0
W
(2n l )•v(n-l)j
(2 }*V(n-2)j
(2n 3) • v(n-3)j
(2n'4)-v(n-4) j
(2<))'v0j
(2n" V w (n-l)j
(2(2 )'w3j
(2 )-w2 j
(2 ) *w
(2 ).w
D.J
Figure 7.9. The T-Transformation.
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classes. Hence we see that to each element of F[B(2n):X0] there 
corresponds a class of equivalent functions in G[p(2n):XQ]. Another 
point to notice is that since MAX and MIN are the connectives used in all 
the Post algebras, one need not worry about redefining the connectives 
in the Post systems as one must do in each specific Boolean algebra.
Hence, manipulation of functions in the Post algebras is much simpler.
This simplicity of algebraic manipulation is especially important when one 
is attempting to find a minimal representation of a function of more than 
one variable. Such a minimization problem can prove to be very difficult 
with Boolean functions on some higher-order Boolean algebra. But since 
Boolean functions of more than one variable can be considered to be 
compositions of one-variable functions, and since the T Transformation 
maps these one-variable Boolean functions to Post functions that can only 
assume the values 0 or U, the problem of minimization is reduced to 
one involving 2-valued Post functions rather than 2n-valued Boolean 
functions.
8 . Extensions of the T Transformation to Functions of p Variables
Let us consider the set of Boolean functions F[B(2n):X ,...,X 1.p-1 * 0
Now, any Boolean function of p variables has the standard canonical form 
[16]
y v i - ' - ’V = fj v i - - * o + fj (o>-->o>u)-xp_r -x1-x0 +.. +
fj(U>..;U,O)-Xp.1..X1.X0 + f.(U,..,U)-Xp_r .X0
(8 . 1)
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where a) 0 is the zero-element and U = 2n-l is the unit-element of B(2n);
b) f (d ,..,d0) 6 B(2n) , d. € {0,u} , i = 0 :p - l .
Any function given by Equation (8.1) can be written in terms of coordinate
2functions and constants. In F[B(2 ):X^,Xq ], any f (X^Xq ) in this set has 
2only 2 free constants, namely f.(0,0), f.(0,3), f.(3,0) and f.(3,3), soo J J J J
2 2 8 2 that there are (2 ) = 2 = 256 two-variable Boolean functions on B(2 ).
In the general Equation (8.1), there will be precisely 2P free constants,
and each of them can assume any one of 2n possible values. Hence there
.n,.n,2P «n2Pare exactly (2 ) = 2  p-variable Boolean functions on B(2 ). Since
each constant is an element of S(B(2n)), it can be represented by an n bit 
binary integer.
n2p nSince there are 2 elements in f [b (2 ) :X .,,..,Xa], it shouldp-1 u
be possible to relate these functions to the algebra of binary n2P-tuples,
n2^ n2P”^B(2 ), which is in turn isomorphic to the set of functions f [b (2 ):Xq ].
Indeed, this is the case. Referring to Equation (8.1) and Figure 7.4, we
have the following procedure:
a) Order the 2P constants f.(d .,..,dA) according to the ascendingJ P“1 0
order of the p-tuples d ,..d_, which range from 0..0 to U..U,p-i u
obtained when U is interpreted as a binary 1 and the p-tuple as 
a binary integer. Designate the first 2P  ^of these constants,
p— 1starting with f (0,..,0), as group A and the last 2V of these, 
ending with f.(U,..,U), as group B.
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b) Let n be the n of the Transformation. Since all of the 2P 
constants have n-bit binary integer representations (the n is 
that of B(2n)), a total of nP positions is needed in each of the
“4 —>
Transformation vectors and W^. Hence, T requires that 
2nfc = n2P, so that nfc = n2P ^.
c) Assign the v.. and w. ., i = 0:n -1, of V. and W. as follows:ij t j J
n = ,P-1 ’
Group A
f .(0 ,0 ,..,0) = t(n-l)j ' "Vj
f.(0,0,..,U) » l., .J (2n-l)j nj
f (0,U,..,U) - JÎ ..l n . ,
J (n2p 1-1) j (n(2P 1-l))j^
2P  ^constants
Group B
f • (U,0,..,0) = k (n-l)j''k0j
f (U,0,..,U) = k „  .. ...k . J (2n-l)j nj
f.(U,U,..,U) = k ..k .
J (n2P’1-l)j (n(2p-1-l))j
0P“1 . .2 constants
where l. .,k.. G {0,l} , i = 0 :n2P ^-1. ij ij
Set v <nt-l)j = i, -.s . V /(n-l)j f n = i
,P-1, - 1 J
(n2P_1-l)j
V
(2P_1-l)n 
.P“1
^0j v • 0j = a(n(2P'1-l))j
60
Do the same with w.. replacing v.. , i = 0:n -1, and with k .1J ij t mj
replacing Z . , m = 0 :n2P -1.
-* n2Pd) Elements B. = (c/0 c . c. 1N..cA .) € B(2 ) areJ (2nt-l)j ntj (nt-l) Oj7
derived from the v.. and w.. as follows: iJ
c, . is replaced by w..(nt-h.)j * ij
c. . is replaced by v. . ij ij
,P“1
i = 0 :n -1
e) Apply T with n. = n2p to the elements of F[B(2n):X ,,..,XA]t _ - p-1 0<2
to derive the corresponding elements of f [b (2 ):Xq ].
p-i p-
Let us illustrate this procedure by an example, which will show that the 
Transformation is much simpler than its description implies. Consider 
f [b (2 ):X^,Xq J. Hence n - 2, p = 2 and the general form of a function is
f .(X1,X0) = f (0,0) + f (0,3)-X1-X0
+ fj(3,0)-X1-X0 + fj(3,3)-X1-X0 .
The procedure yields the following steps: 
2
a) 2P = 2 = 4  constants: f_j(0’0) l
,(0,3) J
P" lGroup A (2P = 2  elements)
j (3’ °U
,(3,3)J
Group B (2P  ^= 2 elements)
b) 2nt = n2
•P” 1 = ?.n = n2K 2-2 
nt = 4
td 
1
c) Group A
V ° ’0) V ' D j V i = i,.Zn . 1j Oj
f (0,3) = i , l . =
J (n2P 1-l)j (n(2P 1-l))j 3j 2j
Group B
f j (3 ’ 0) = V i  j koj
= k k lj Oj
f (3,3) = k - k = v .k9 .
J (n2P 1-l)j (n(2P 1-l))j 3j 2j
(nt“l)j = V = Ji  V3j lj /"n. = v
2P-1/
“ 1 j
lj
V / „ , = v . = i .
/(2p_1-l)nN 2j °J
\
,P-1
= v Oj
w (nt-l)j = w = k- . w3j l j = w.lj
w
(2' -l)n
= W = k w 2 j K0j oj
,P-1 “/j
= w.Oj
—* 8
• = (c / o i\-“ c -c/ i \ • cn .) , B. € B (2 )J (2nt-l)j ntJ (nt-l)j Oj j
= (c_.c c c c c c c )7j 6j 5j 4j 3j 2j lj Oj
= ( w w w  v v  v v  v ) ^3j 2j lj Oj 3j 2j lj Oj'
e) For n = 4, T is given in Table 8.1
[z(15)j]
[z(14)j]
[z(13)j]
[z(12)j]
[z(ix)j]
Cz(io)j]
Cz9j
[z7 j]
[Z5j]
[ z 4 ^
[Z3J]
[z2 j ]
[zlj]
V
0 0 0 0 1 1 1 1
0 0 0 1 1 1 1 0
0 0 1 0 1 1 0 1
0 0 1 1 1 1 0 0
0 1 0 0 1 0 1 1
0 1 0 1 1 0 1 0
0 1 1 0 1 0 0 1
0 1 1 1
V
3j 1 0 0 0
= 1 0 0 0 0
V
2 j 0 0 1 1 1
1 0 0 1 lj 0 1 1 0
1 0 1 0
V
Oj 0 1 0 1
1 0 1 1 0 1 0 0
1 1 0 0 0 0 1 1
1 1 0 1 0 0 1 0
1 1 1 0 0 0 0 1
1 1 1 1 0 0 0 0
—
G
w
3j
w
w.
w
2j
r
lj
Oj
a) Binary representation form
rF(15)ji
0 0 0 0 1 1 1 1
[5(14)j] 0 0 0 1 1 1 1 0
0 0 1 0 1 1 0 1
[ ? ( l 2 ) j ] 0 0 1 1 1 1 0 0
0 1 0 0 1 0 1 1
0 1 0 1 1 0 1 0
CW 0 1 1 0 1 0 0 1
v 0 1 1 1 1 0 0 0
[?7j] 1 0 0 0 0 1 1 1
1 0 0 1 0 1 1 0
[?5j] 1 0 1 0 0 1 0 1
1 0 1 1 0 1 0 0
[?3j] 1 1 0 0 0 0 1 1
[?2j] 1 1 0 1 0 0 1 0
[Slj] 1 1 1 0 0 0 0 1
[V 1 1 1 1 0 0 0 0
2^ 3j
22v
2j
2*v
2°y
lj
23w
2^w
2Xw
2°w
Oj 
3j 
2 j 
lj 
Oj
Table 8.1. 7 for n = 4,
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As a specific example, consider
f (X1(X0) = 1-Xj -Xq + O-Xj^ Xq + 2-Xj^ -Xq + 0-X1-X().
Hence
f.(0,0) 
f.(0,3) 
fj (3,0) 
fj(3,3)
= 2 = k
ij % = 0 1 « V3j V2j
3 j = 0 r—i 
>iio <
o (_1.
lj k0j = 1 o
ii 3 u> W2j
3 j k2j = 0 0 = w. .lj woj
Then
B. = (w„. w0 . w w.. vQ . v0 . v.. . vA .) = ( 1 0 0 0 0  1 0 0 )3j 2j lj 0j 3j 2j lj 0j' 
f (X0) e f [b (24):X0] = ([8][8][8][8][12][12][12][12]
[0][0][0][0][4][4][4][4] ) 0 .
The procedure we have presented, the discussion of this section, 
and Corollary 6.1 effectively prove the following theorem:
THEOREM 8.1: F[B(2n):X ^ ..,XQ] = B(2n2P) = GB[P(n2P):XQ], that is,
every p-variable Boolean function has a one-variable 
Post function corresponding to it.
9. Using the Transformation for Functional Minimization
The T Transformation was originally defined to demonstrate the 
relationship between Boolean functions of one variable and elements of a 
Boolean algebra of binary vectors. We have seen that Boolean functions 
of p variables could also be related to other Boolean algebras of binary
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vectors and to other Boolean algebras of Boolean functions by a suitable 
interpretation of the Transformation. Since these Boolean functions of 
more than one variable can be considered to be compositions of one- 
variable Boolean functions, we wish to determine how T can be used when 
we consider functions to be compositions as described.
The development of T was based on the fact that an arbitrary 
one-variable Boolean function on B(2n),
f (X0) = £j(0)-X0 + fj(U)-X0 , X0 6 B(2n), 
could be represented as a 2n-tuple
y v = ( [ ? (2n . 1 ) j ^ - - [?oj ] >oj  > [ y ] e B(2tl)> with 1 ■ 0:2" - 1-
We saw that functions could be composed under + and • since they were 
functions with respect to the same class of variables, namely, the class 
consisting of the variable X^. But composition of functions as objects 
is meaningless if the functions are defined with respect to different 
classes of variables. For example, the element of f [b (2 ) :X^,Xq ] given by
fj(Xl,X0) = 3‘Xl ‘ X0 (9,1)
is a composition of three one-variable functions: X^ defined with respect
to the variable X^; Xq defined with respect to the variable X^; 3 defined 
with respect to both the variables X_L and XQ . The composition of X^ and 
Xq as objects cannot occur, but we can compose the functional values of 
the two objects. This functional value composition would result in a
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"truth-table" that defines an object in the class of functions of the 
specific two variables and X^. Hence the constant function 3, since 
it is defined with respect to the two variables X^ and X^, can be 
composed with the composition X^*Xq .
Now the Transformation is not concerned with functional values 
but with Boolean vectors and with one-variable functions as objects 
defined with respect to classes of variables. Thus taking the function 
given in Equation (9.1) we wish to determine the meaning of
T’h f  (X1,X0)) = T‘1(3.X1.X0), (9.2)
where T  ^is the inverse of the T Transformation. Since we are dealing 
with objects to be transformed and not functional values, the meaning of 
Equation (9.2) is
3'"1(3-X1-X0) = T_1(3)-T'hxp-T'^Xq ) . (9.3)
n — 1Hence, if we are given a p-variable function on B(2 ), using T we
2ncan map the objects that make up this function to elements of B(2 ), and
g
then these elements are transformed to elements of G [P(2n):X^] which may 
be composed to form a p-variable Post function. It is imperative, though, 
that we clearly keep in mind the distinction between functions as objects 
and functions as assuming values. With this discussion in mind, we can 
now investigate the use of T in functional minimization.
We make the assumption that a Boolean function is written in 
its standard sum-of-products canonical form. Hence, a minimal form of
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a Boolean function is one that contains the least number of ANDs, ORs 
and literals, where a literal is a constant or a variable in true or 
complemented form. The only difference between this concept of 
minimality and the standard one used in 2-valued Boolean algebra is the 
inclusion of the requirement that the number of constants in the functional 
representation be minimal. This additional consideration is due to the 
fact that in a Boolean function on B(2 ), as many as 2n different 
constants can be present. Let us consider adapting the familiar 
Quine-McCluskey (Q-M) procedure to finding the minimal sum-of-products 
form of higher-order Boolean functions.
2Consider the element of F[B(2 ):XpX2] given by
V X1 ’V  = ° ' Xl 'X 0 + l x i ’xo + 2 'x i ‘xo + 3 'Xl ’V  (9 -4)
We see that this function is in its canonical form
£j(Xl’X0) = f j c°,0) + fj(0,3)-X1-X0 + fj(3,0)-X1'X0 + fj(3,3)-X1-X0
where ^(0,0) = 0, ^(0,3) = 1, ^(3,0) = 2 and ^(3,3) = 3. Table 9.1 
is the truth table of this function, and the definitions of +, • and - 
are given in Table 5.1. Since the canonical form indicates that the 
function is determined at all points X^X^ by its values at the extreme 
points X^Xq =00, 03, 30 and 33, we need only consider the truth table 
of the function given in Table 9.1b for our adaptation of the Q-M 
procedure.
For the Q-M procedure, we must keep track of the variable 
values and the functional values. Using notation that is found in
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V X1’V
a) Standard representation
V W
b) Reduced representation
Table 9.1. An element of f [b (2 ):X^,Xq ]
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McCluskey [17], we have the chart given in Table 9.2a. The entries 
in the leftmost column merely number the terms in the table. Since the 
function is represented in sum-of-products form, we must be careful as 
to which tabular entries can be combined. For example, if we have a 
function hCX-^Xg) such that h(0,0) = 1 and h(0,3) = 2, we cannot combine 
the IiCX^Xq ) entries for X ^  = 00 and X ^  = 03 to create a term, T , 
which has the value 1 for both X ^  = 00 and X ^  = 03. For there must 
be a term, , in the realization of IiCX^Xq ) that assumes the value 2 
for X^Xq - 03, and T^ ORed with T^ would result, by the definition of OR 
in Table 5.1, in a functional value of 3 for X^X^ = 03. Hence we must 
only combine terms that result in desired functional values.
Continuing with the function defined in Equation (9.4),
Table 9.2b shows the result of applying the Q-M procedure to Table 9.2a. 
The entries in the rightmost column indicate which two terms were 
combined to form the new term. A checkmark indicates that the term is 
covered by another term. Obviously, no further combinations can be made.
Using the information provided by Table 9.2b, we form the 
usual covering table, given in Table 9.3. The functional value of the 
terms is entered in the table. Apparently terms (4) and (5) are essential 
(circled entries); and further, these two terms in combination provide 
the desired value of 3 for X^XQ = 33. Hence, we have for the minimal 
form of the function
y w ■ i>xo + 2 -xx (9.5)
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f(x1,x0) x i xo
(1) 1 0 3
(2) 2 3 0
(3) 3 3 3
a) Initial table
î ÎXj^ Xq ) X1 xo
(1) 1 0 3
(2) 2 3 0
(3) 3 3 3
(4) 1 3 (1,3)
(5) 2 3 (2,3)
b) Final table
Table 9.2. Tables for Q-M procedure.
Table 9.3. Covering table.
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Now let us consider using the Transformation to find a minimal 
form of the function given in Equation (9.4). We have
-1 -1,, -(f^CX^X©)) gj(X^,XQ,c) T (l.Xl-X0 + 2*X^*Xq + 3‘X^’Xq )
where we have left out the term 0 -X^Xq of Equation (9.4) since this 
term contributes nothing to the function. Thus referring to Figure 7.8
8j<Xl > V c) = T'1d - X 1-X0) + T ' 1(2-X1-X0) + T ' 1(3-X1-X0)
= T’h D . T ' h x p - T ' ^ X g )  + T'1(2).T'1(X1)-T'1(X0) + 
T'1(3)-T'1(X1)-T"1(X0)
= (0303) •(0033)1-(3300)0 + (3030) •(3300) •(0033) +
(3333)c -(3300)1-(3300)0 . (9.6)
Note that in Equation (9.6) we have not explicitly mapped the elements 
of f [b (22):Xq] to the vectors of the Boolean algebra of 4-tuples, B(2^), 
and then mapped these vectors to the indicated Post functions. This 
intermediate step is implicitly assumed.
The function g (X^Xq jC) is an element of G [p(4) iX^X^c], 
since, now, the constant must be considered as well as the variables.
The truth table for g (X^,Xq ,c ) is given in Table 9.4a. We are still 
considering a Boolean function; so, we need only examine the function 
at those points at which X^ and XQ are 0 or 3. Further, we still must 
evaluate the function at all possible values of the constants since 
although the constants are determined by the value of the function at
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c = 0
0 1 2  3
0 0 0 3 3
1 0 0 3 3
CM 0 0 3 3
3 0 0 3 3
c = 2
x 0 1 2  3
0 0 0 3 3
1 0 0 3 3
CM 0 0 3 3
3 0 0 3 3
c = 3
0 1 2  3
0 0 0 0 0
1 0 0 0 0
CM 3 3 3 3
3 3 3 3 3
g(X1,X(),c)
a) Standard representation
g(X1>X0 ,c)
b) Reduced representation
•n
Table 9.4. An element of G [p(4):X^,Xq ,c].
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the extreme points, the constants can still take on any of 2 = 4  values.
Hence, we need only consider the function as described in Table 9.4b.
Note that g^(X^,XQ,c) only assumes the values 0 or 3.
To extend the Q-M procedure to this function, we need to make 
provisions for the constants c. We will represent cX^X^ by a 6-tuple 
^3C2C1C0*X 1X0^  wllere c. = 3 if c = 3 for the logic value i. For example, 
(0303.30) indicates that g(X^,Xg,c) = 3 when X^ = 3, X^ = 0 and c = 0 
or c =2. The chart in Table 9.5a describes the function g^(X^,XQ,c). 
Table 9.5b indicates how the procedure works. The only difference from 
the usual Q-M procedure is that the c part of a tabular entry results 
from the componentwise ANDing (or MINing) of the c parts of terms that 
combine.
Table 9.6 shows the covering table for g(X^,XQ,c). Note that 
the columns for c = 2 and c = 3 are identical to the corresponding 
columns with c = 0 and c = 1, respectively. Hence, we need only cover 
the columns with c = 0 and c = 1. The circled entries indicate essential 
terms, and the two terms cover the table. Thus we have
gj (X1,X(),c) = (0303)c -(3300)0 + (3030>c • (3300) v
and
J'Cgj) = Tcr'hfj)) = 1-X0 + 2-xx ,
the same result as in Equation (9.5).
This example points out the mechanics of adapting the Q-M 
procedure to higher-order Boolean algebras and to Post algebras. Several
observations can be made.
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c XlXQ
(1) 0 3 0 3 . 0  3
(2) 3 3 3 3 . 3  3
(3) 3 0 3 0 . 3  0
a) Initial table
b) Final table
Table 9.5. Tables for the Q-M procedure.
V xo
c x i V \ 003 033 130 133 203 233 330 333
(2) 3 3 3 3 . 3  3 i / ' '
(4) 0 3 0 3 . - 3
\0
V -" ' l
(5) 3 0 3 0 . 3  - 0  ✓ V  V
Table 9.6. Covering table.
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Since the Post functions that are used in the minimization 
procedure only take on the values of 0 and 2n-l, we can always write 1 
for 2n-l. This convention helps to reemphasize the fact that the Post 
functions are two-valued Boolean functions. Further, since the variable 
values in the higher-order Boolean algebras are either 0 or 2n-l in 
the Q-M procedure, we can write U for 2n-l.
We also note that the only non-constant one-variable Boolean 
functions we are concerned with are the functions X and X. It is not 
necessary to use the T Transformation to find the images of these two 
functions each time that we wish to find the representative Post function 
of a Boolean function. For, on any Boolean algebra B(2n),
fj(x q ) ~ fj(0)*XQ + fj(U).X0 where U = 2n-l.
The Transformation maps the functions XQ and XQ to elements of B(22n). 
In all cases we must have
X,
X,
W  = °*X.
f 2 (V  = U*X(
+
+
U*X
o-x
0
0 *
Since 0 and U are encoded by n bit binary integers, we have
n bits
and
n bits
In Section 7 we saw that for the Transformation,
2n
n bits of the element of B(2 ) and f.(U) made up
2nthe element of B(2 ). Hence we have
fj(0) made up the rightmos 
the leftmost n bits of
t
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.-1
X, o ^ ,
n 01
1100 . . .  00
ts n bits
- T 
X0 '
-1
( f i O L ^ ^ i l ^ l l ) on bits n bits
The corresponding Post functions are
n positions n positions
- A
n positions n positions
This observation allows us to easily write the Post equivalents of the 
Boolean functions X and X.
We must also be able to construct the images of the Boolean 
functions that are constants, that is, those functions £(Xq ) = p,
0 < P < 2n-l. Recalling Equations (7.5) and (7.6) we may write for 
fj(X0) € F[B(2n):X1]
fjOtp) = ( [ f j W - u l t f j W - U - l )  + f  (0) * 13 . . .
[fj(U)•1 + f (0)-(U-l)][f (0)-u])0 . (9.7)
Now if f_. (Xq ) = p, the first and last components of Equation (9.7) must 
be p; hence, f^(0) = p and f (U) = p. We then have
fj(XQ) = ([p]Lp*(U-1) + p-1] ... [p•1 + p*(U-l)][p])Q .
Further, each component of f^(X^) must be p. As we have seen, f (0) 
and fj(U) are encoded by n binary digits,
fj (U) = f (0) = p = («— n bits— *) (9.8)
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where the n bits are the binary integer representation of p. Hence
fj (Xq ) - p ( *- n bits -* «- n bits (9.9)
where the n bits are defined by Equation (9.8). Thus, the representative 
Post function is composed of 2n digits, where the digits are the same as 
those in Equation (9.9) with I = 2n-l replacing the binary 1. For example, 
Table 9.7 shows some of the correspondences between constant Boolean 
functions and their representative Post functions. Note that since the 
left n positions of a constant function are identical to the right n 
positions, we need only use n positions to represent c in the modified 
Q-M procedure.
All of these observations help to simplify the use of the 
Transformation in the minimization process. To show how they are used, 
we now consider a non-trivial minimization problem.
Consider the element of f [b (2 )*X^ Xq ] given by
Fj(X3,X2 ,X1XQ) = I - X ^ X ^ X ^ X q + 5 • X3 • X2 • X x'Xq + 2 -Xq *X2 ^ ‘Xq +
I - X ^ X ^ X ^ X q + 3 *X3 *X2 *XX *XQ + ¿k X ^ X ^ X ^ X q +
3-X3-X2*X1*Xq + 2 *X3 *X2 ‘X^ *Xq + I-X^X^X^Xq +
5-X3-X2’X1-X0 + 2 *X3 *X2 *X3 'Xq + 1 *X3 *X2 ’X^ *Xq +
7 *X3 *X2 ‘X^*Xq (9.10)
and described in Table 9.8. In this form, the cost of realizing the 
function is 14 gates and 77 literals. Note that the term 7*X3*X2 'X^*Xq 
= X3*X2 *X3*Xq in Equation (9.10). In this example, n = 3 so that
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fj(X0) € F[b (22):X0] B(24) gj(X0) € GB[P(4):Xq]
f .<x0) = 0 (0 0 0 0) g.(X0) = (0000)0 .
f j (X0> ■ 1 (0 1 0  1) g.(x0) = (0I0I)0j
f j (X0) = 2 (1 0 1 0 ) g.(x0) = (I0I0)0j
f j (X0) = 3 (1 1 1 1 ) g.(x0) = (IIII)0j
f.(X0) ? f[B(23):X0] B(25) 8j(X0) € GB[p(6):X0]
W  - 0 (0 0 0 0 0 0) gj(Xq ) = (000000)0j
y v  = 1 (0 0 1 0 0 1) g.(X0) = (00I00I)0j
f j < v  ■ 2 (0 1 0 0 1 0 ) g.(X0) = (010010)0j
fj< V  ■ 3 (0 1 1 0 1 1 ) gj(X0) - (0II0II) 0
f . (X0) = 4 (1 0 0 1 0 0 ) g .(Xq ) = (I00I00)0j
y v = 5 (1 0 1 1 0 1 ) g (X0) = (I0II0I)0j
f j < V  = 6 (1 1 0 1 1 0 ) gj(X0) = (IIOXIO)0j
£j(X0) = 7 (1 1 1 1 1 1 ) gj(X0) = (IIIIXX)0j
Table 9.7. Constant function representations with I = 2n-l.
Table 9.
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^ 1 X0
00 07 77 70
0 0 0 1 2 5
0 7 1 3 3 4
7 7 0 2 7 1
7 0 0 2 5 1
f j (x3 >x2 .x 1.x0)
3. An element of F[b (23):X3 ,X ,X ,X ].
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U = 2 - 1 = 7 .  Table 9.9 describes the modified Q-M procedure for this 
function. Table 9.10 shows the covering table for the function. The 
circled entries indicate essential terms. Hence we must choose terms 
a, b, d, e, f and j. Further note that term X should be used in the form 
5 *X^*Xq , since the only other entry in column UOUU is a 1 from term d,
and that writing term X as I - X ^ X ^ X q + 4 - X ^ X ^ X q to combine with 
term d does not reduce the overall number of required gates or literals.
At this point, using terms a, b, d, e, f, j and X requires 7 gates and 
27 literals (not counting the required output OR gate and its associated 
literals). Table 9.11 shows the reduced covering table for the function. 
Table 9.12a describes all the possible covers of Table 9.11 starting with 
the required term X. Table 9.12b lists the possible covers and their 
costs. It is obvious that the covers ghc and gic are equally good. Thus, 
the two minimal realizations of the function are
f j (X^ ,X2 ,X^,Xq ) = ( a + b  + d + e + f + j + X )  + g + h + c
= i -x ^ - X q + i-x3*x2 -x1 -t- i,x3 *x1 + 2-x 3*x 1*x 0 +
2- X3 ' V X0 + 4 - V X l-i0 + 5 'X3 'Xl'X0 + 2 X2 *X0 +
3- X3 'X2 -X0 + 1-X2 'X1-X0 (9.11a)
2f (X3,X2,X^,Xq ) - ( a + b + d + e + f + j  +X) + g + i + c
= i -x ^ x ^ X q + i-x3 -x2 .x1 + i*x3*x1 + 2*x 3 -x 1*x 0 +
2 - X3-X1-X0 + 4-X3*X1-X() + 5-X3-X1’X0 + 2 'X2‘X0 +
3- X2 -X1*X() + 1-X2 *X1-X(). (9.11b)
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= (28) 
= (29)
Table 9.9. Q-M procedure.
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Table 9.10. Covering table: first step.
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J
These terms have 
already been 
selected. Each 
contributes 
additional 
functional values 
as indicated.
Table 9.11. Covering table: last step.
a) Covering tree
h e m 13 literals
h c i 12 literals
h c g 11 literals
h k m 14 literals
h k i „ Each < 13 literals
h k g equires 12 literals
g h c 3 gates 11 literals
g h k 12 literals
g i c 11 literals
g i k ^ _ 12 literals
b) Possible covers
Table 9.12. Covers for Table 9.12.
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Either realization has a total cost of 11 gates and 48 literals. Note, 
however, that extreme care had to be used in the selection of terms to 
implement the function because of the possibility of combining terms 
that have different functional values to cover another term that has 
yet a completely different functional value. In general, such 
considerations can lead to very large covering trees for complex covering 
tables.
Let us use the T Transformation to find the minimal realizations 
of the function given in Equation (9.10). We have
7  1( f j (x3 ,x2 ,x 1,x0)) = g = (00 i00 i)c . [ x 3 .x2 -x1*x0 + x 3 .x 2 .x 1-x0 +
X3 -X2 *X1*X0 + X  •X2 -X1-X0] + 
(OIOOIO)c -[ic3 -X2 -X1-X0 + X3 -X2 'X1-X(3 +
X3'X2'X l'X0^ + (9.12)
(0II0II)C‘[X3 -X2 -X1-X0 + X3 'X2 -X1-X0] +
( I00 i00)c -x3 -x2 -x1-x0 +
( i o n o i ) c . [ x 3 .x2 -x1-x0 + X3 'X2 ,X1*X0] +
(IIIIII) ’XQ *X0 •X1*XnC J  l 1 0
where terms with the same constant have been grouped together. Further, 
n = 3 so that I = 2n-l = 5. Although the image of X is (III000) and 
that of X is (000III), this vector representation is only needed in the 
Q-M procedure. Here we need only keep track of whether or not the
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variable is in true or complemented form to 
information for the minimization procedure.
determine that = I when
derive the needed 
From Equation (9.12) we
c = 0 or 3 and {x3 = X2 = Xx = 0, XQ = i}
c = 0 or 3 and {x^ = X^ = Xq = 0, X2 = i}
c = 0 or 3 and [x q = 0, X3 = X£ = X1 = i)
c = 0 or 3 and {x2 = XQ = 0, X3 = Xx = i}
c = 1 or 4 and {xo = X = 0, X. = X = i)3 2 1 0 J
c = 1 or 4 and {xi = 0, X3 = X2 = XQ = i}
c = 1 or 4 and [x2 = X^ = 0, x3 = Xq = i]
c = 0 or 1 or 3 or 4 and [x3 = X^ = 0, X2 = Xq = i}
c = 0 or 1 or 3 or 4 and {x3 =0, X2 = X^ = Xq = i}
c = 2 or 5 and [x3 = Xq = 0, X2 = X^ = i}
c = 0 or 2 or 3 or 5 and [x3 = X2 = XQ = 0, X^ = i}
c = 0 or 2 or 3 or 5 and {x2 = 0, X3 = X^ = Xq = i}
c = 0 or 1 or 2 or 3 or 4 or 5 and {X3 = X2 = X^ = Xq = i}.
Here, X. = I means that variable X. is in true form while X. = 0 meansl l l
that the variable is in complemented form. Using this information, we 
apply the Q-M procedure as described in Table 9.13. Table 9.14 shows 
the covering table for the function g ^ . The circled entries indicate 
terms that are essential. Table 9.15 shows the reduced covering table 
and the determination of the three possible covers for this reduced 
table. Based on the number of required literals, only two of these 
covers are minimal. Hence, the two minimal solutions are:
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Table 9.13. Q-M procedure.
Table 9. 14. Covering table: first step
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Term a <= Term e since e has one less literal => Term e is essential 
Term b c  Term i since i has one less literal
Remaining columns covered by: (h + i)(h + X) (i + X) = (h + iX) (i + X)
hi + hX + iX
hi : 2 gates, 6 literals 
hX : 2 gates, 5 literals 
iX : 2 gates, 5 literals
Table 9.15. Covering table: final step.
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g l =  ( c + d  + f + g + j + k + m + e) + h + i.
= ((OOIOOI) -X -X--Xn + (OOIOOI) *X„ ”X0 *X, + C J l U  c o Z 1
(OIOOIO) •Xo*X1,Xr. + (OlOOlO) • X ‘X'Xn + c j I U  c j 1 0
(100100) -X .X l -Xn + ( IO I IO I )  -x„-x -Xn +  c J l U  c J 1 U
(OOIOOI) -X -X, + (OOIOOI) -L-x-iL) + c J 1 c Z 1 U
(OIIOII) -L-X -Xn + (OIOOIO) -x -xn c j z u c Z U
+ 1-W  X1 + 2-X3'X l‘X0 + 2 -X3-Xl 'X0 +
4.X3-X1-X0 + 5-X3-X1-X0 + l‘X3 -X1 + 1-X2-Xl-X0 +
3* V V X0 + 2* V X0’
which is the same as Equation (9.11a), and
2gj = ( c + d  + f + g + k + m + e) + i +
= ( c + d  + f + g + k + m  + e) + (OIIOII) -X -X *XA +C z 1 U
(o i o o i o)c -x 2 -x 0
T(g^) 1*X3 -X1-X0 + 1-X3>X2 -X1 + 2-X3-X1-X0 + 2-X3 *X1-X0 +
4-X3 -X1 -X0 + 5-X3 -X1 *X() + 1-X3 *X1 + 1*X2 *X1 -X0 +
3-X2 -X1-X0 + 2-X2 -Xq,
which is the same as Equation (9.11b).
From these examples and the accompanying discussion, it should 
be obvious that the minimal form of a higher-order Boolean function can 
be obtained by using the modified Q-M procedure on the Postian equivalent 
of the Boolenn function. Formally, we have
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THEOREM 9.1: Given a Boolean function f and its representative
Postian function T 1(f) = g, let be the result of
applying the Q-M procedure to simplify g. Then
T(g__) = fM is the minimal form of f.M M
PROOF: Suppose fi is a simpler form of f than f . Hence, f'M M M
contains fewer connectives or literals than f . Since TM
is an isomorphism, T *(£^) = g^ would be a simpler form of 
g than g^. This is a contradiction since g^ is the minimal 
form of g.
10. Conclusion
The goal of this study has been to investigate the algebraic 
structure of the systems of Post logics and the compare them with the 
non-binary Boolean algebras. We have shown that the concept of the 
coordinate functions that is basic to the Post systems is extremely 
useful in describing Boolean functions. The representation of Post and 
Boolean functions that was introduced allowed simple manipulation of 
algebraic expressions and provided for straightforward comparison of 
functions in the Post and Boolean systems. It was shown that for n > 1, 
F[B(2n):X1] is a proper subset of G[P(2n):X^].
Based on the elementary structure of Post algebras, general 
relationships between Post and Boolean algebras were described. The 
Boolean subalgebras of Post algebras were considered. The importance 
of the Boolean subalgebras was demonstrated by the introduction of the
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equivalence classes of Post functions. These equivalence classes were
g
based on the set of Boolean functions G [P(m):X^] that form a subalgebra 
w ithin the algebra G[P(m):X^]. The T Transformation was introduced in 
order to provide a means for relating algebras of Boolean functions to 
algebras of Post functions. This transformation was extended to functions 
of more than one variable.
Finally, the concept of minimization of higher-order Boolean 
functions was discussed. By using the Transformation to map a Boolean 
function on an arbitrary Boolean algebra to its representative on a 
specific Post algebra, and by using a modification of the Quine-McCluskey 
procedure, minimization of the complex Boolean function was reduced to 
the minimization of the much simpler Post functions. Although minimization 
of functions is not, in general, a trivial problem, it was shown that it 
may be an easier problem to carry out the minimization in the Post 
systems than in the higher-order Boolean algebras.
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