Abstract. We consider a new class of linear codes, called affine Grassmann codes. These can be viewed as a variant of generalized Reed-Muller codes and are closely related to Grassmann codes. We determine the length, dimension, and the minimum distance of any affine Grassmann code. Moreover, we show that affine Grassmann codes have a large automorphism group and determine the number of minimum weight codewords.
Introduction
Reed-Muller codes are among the most widely studied classes of linear error correcting codes. Numerous generalizations and variants of Reed-Muller codes have also been considered in the literature. (See, for example, [2] , [12, , [14, Ch. 1, §13; Ch. 11, §3.4.1; Ch. 16, §3; Ch. 17, §4] and the relevant references therein). In this paper we introduce a class of linear codes that appears to be a genuinely distinct variant of Reed-Muller codes. As explained in Section 7, this new class of codes is intimately related to the so-called Grassmann codes, which have been of much current interest (see, for example, [6, 7, 9, 13] and the relevant references therein), and with this in view we call these the affine Grassmann codes. Roughly speaking, affine Grassmann codes are obtained by evaluating linear polynomials in the minors of a generic ℓ × ℓ ′ matrix at all points of the corresponding affine space over a finite field. Evidently, when ℓ = 1, this gives the first order generalized Reed-Muller code RM(1, ℓ ′ ). However, in general, the resulting code is distinct from higher order generalized Reed-Muller codes and determination of several of its properties appears to be rather nontrivial. Our main results include the determination of the minimal distance (Theorem 16) and a characterization as well as an explicit enumeration of the minimum weight codewords (Theorems 28 and 32). Further, we show that affine Grassmann codes have a large automorphism group (Theorem 21); this result could be viewed as an extension of the work of Delsarte, Goethals and MacWilliams [2, Thm. 2.3.1], Knörr and Willems [11] as well as Berger and Charpin [1] on the automorphisms of Reed-Muller codes. In geometric terms, some of our results could be viewed as a generalization of elementary facts about hyperplanes over finite fields to "determinantal hyperplanes". (See Remark 11 for greater details.) The auxiliary results obtained in the course of proving the main theorems and the techniques employed may also be of some independent interest.
Preliminaries
Denote, as usual, by F q the finite field with q elements. Fix positive integers ℓ and ℓ ′ and a ℓ × ℓ ′ matrix X = (X ij ) whose entries are algebraically independent indeterminates over F q . By F q [X] we denote the polynomial ring in the ℓℓ ′ indeterminates X ij (1 ≤ i ≤ ℓ, 1 ≤ j ≤ ℓ ′ ) with coefficients in F q . For convenience, we introduce the following notation for the rows and columns of the matrix X:
Recall that by a minor of X of order i we mean the determinant of an i×i submatrix of X. A minor of X of order i is sometimes referred to as an i × i minor of X. But in any case, it should be remembered that the minors of X are not matrices, but are elements of the polynomial ring F q [X] . We are primarily interested in the linear space generated by all the minors of X. This is unchanged if we replace X by its transpose. With this in view, we shall always assume that ℓ ≤ ℓ ′ . Further, we set m = ℓ + ℓ ′ and δ = ℓℓ ′ .
For 0 ≤ i ≤ ℓ, we let ∆ i (ℓ, m) be the set of all i × i minors of X, where, as per standard conventions, the only 0 × 0 minor of X is 1. We define ∆(ℓ, m) = Lemma 2. The cardinality of ∆(ℓ, m) is m ℓ . Proof. Since the entries of X are indeterminates, the number of minors of X of order i is the number of i × i submatrices of X. An i × i submatrix of X is obtained by choosing i rows among the ℓ rows and i columns among the ℓ ′ columns. Thus
Consequently,
where the last equality follows from the so-called Chu-Vandermonde summation (see e.g. [8, Sec. 5.1, (5.27)]).
We remark that an alternative proof of the above lemma can be obtained by observing that the minors of X (of arbitrary orders) are in a natural one-to-one correspondence with the ℓ×ℓ minors of the ℓ×m matrix (X|I) obtained by adjoining to X a ℓ × ℓ identity matrix.
The following basic result can be viewed as a very special case of the standard basis theorem or the straightening law of Doubilet, Rota and Stein (cf. [3] , [5, Thm. 4.2] ). In the case we are interested in, a much simpler proof can be given and this is included below.
Lemma 3. The elements of ∆(ℓ, m) are linearly independent. In particular,
Proof. Suppose there is a linear dependence relation M∈∆(ℓ,m) a M M = 0, where a M ∈ F q for M ∈ ∆(ℓ, m). We will show by finite induction on i (0 ≤ i ≤ ℓ) that a M = 0 for all M ∈ ∆ i (ℓ, m). First, by specializing all the variables to zero (i.e., by substituting X rs = 0 for all r ∈ {1, . . . , ℓ} and s ∈ {1. . . . , ℓ ′ } in the linear dependence relation), we see that the desired assertion holds when i = 0. Next, suppose i > 0 and a M = 0 for all M ∈ ∆ j (ℓ, m) and all j < i. Pick a minor M ∈ ∆ i (ℓ, m). By specializing all the variables except the ones occurring in M to zero, we obtain a M = 0. Repeating this procedure for each i × i minor, we obtain the induction step. This proves that the elements of ∆(ℓ, m) are linearly independent. Consequently, dim Fq F (ℓ, m) = #∆(ℓ, m) = m ℓ .
Thanks to Lemma 3, every element of F (ℓ, m) is a unique F q -linear combination of the elements of ∆(ℓ, m). With this in view, we make the following definition.
Note that the the support of f is the empty set if and only if f is the zero polynomial.
We shall denote the space of all ℓ × ℓ ′ matrices with entries in F q by A δ (F q ), or simply by A δ . Indeed, for fixed positive integers ℓ and ℓ ′ , this space can be readily identified with the δ-dimensional affine space over F q , where δ = ℓℓ ′ , as before. It is clear that for any f ∈ F q [X] (and in particular, any f ∈ F (ℓ, m)) and P ∈ A δ , the element f (P ) of F q is well-defined. Now let us fix an enumeration P 1 , P 2 , . . . , P q δ of A δ .
Definition 5. The evaluation map of F q [X] is the map
It is clear that the evaluation map Ev defined above is a surjective linear map. Also, it is well-known that the kernel of Ev is the ideal of F q [X] generated by X q ij − X ij : 1 ≤ i ≤ ℓ, 1 ≤ j ≤ ℓ ′ , and that this kernel contains no nonzero polynomial having degree < q in each of the variables. (See, for example, [10, p. 11] .) In particular, if 0 = f ∈ F (ℓ, m), then f cannot be in the kernel of Ev because deg Xij (f ) ≤ 1 for each variable X ij . Thus the restriction of the evaluation map Ev to F (ℓ, m) is injective. We are now ready to define the codes that are studied in the remainder of this paper. Recall that a code C is said to be degenerate if there exists a coordinate position i such that c i = 0 for all c ∈ C. It turns out that affine Grassmann codes are nondegenerate and their length and dimension are easily determined. 4 , c vary over F 2 . As such, there are 2 6 = 64 codewords, and it is clear that the code is nondegenerate and its dimension is 6; indeed, a We end this section by giving two lemmas on determinants that will be useful in the sequel.
Lemma 9. Let Y = (Y ij ) be a ℓ × ℓ matrix whose entries are independent indeterminates over F q and let B = (b ij ) be a ℓ × ℓ matrix with entries in F q . Then there is h ∈ F (ℓ, 2ℓ) such that
where Y ij denotes the (ℓ − 1) × (ℓ − 1) matrix obtained from Y by deleting the i-th row and the j-th column.
Proof. For a subset S of {1, . . . , ℓ}, denote by (Y, B) S the matrix obtained from Y by replacing for all j ∈ S, the j-th column of Y by the j-th column of B. By the multilinearity of the determinant, we readily see that
where the sum is over all subsets S of {1, . . . , ℓ}. Observe that if S is the empty set, then det((Y, B) S ) = det(Y ). Moreover, if S is singleton, say S = {j}, where 1 ≤ j ≤ ℓ, then by developing the determinant along the j-th column we find that
Finally, if S ⊆ {1, . . . , ℓ} with #S = s ≥ 2, then using Laplace expansion along the columns indexed by the elements of S, we see that det((Y, B) S ) is a F q -linear combination of minors in ∆ ℓ−s (ℓ, 2ℓ). This yields the desired result.
We will also need the following well-known result whose proof can be found, for example, in [4, Ch. I, §2].
Lemma 10 (Cauchy-Binet). Let r and s be positive integers such that r ≤ s, and let A be a r × s matrix and B a s × r matrix with entries in a commutative ring. For a subset I of {1, . . . , s} with #I = r, denote by A I the r × r submatrix of A formed by the j-th columns of A for j ∈ I, and denote by B I the r × r submatrix of B formed by the i-th rows of B for i ∈ I. Then
where the sum is over all subsets I of {1, . . . , s} of cardinality r.
Remark 11. As a warm-up for the results of the subsequent section, let us consider the case of ℓ = 1 even though it is rather trivial. Here F (1, m) corresponds to the space of linear polynomials in ℓ ′ variables of the form h = a 0 + a 1 X 11 + · · ·+ a ℓ ′ X 1ℓ ′ . For any such h, the Hamming weight of the corresponding codeword Ev(h) amounts to finding the the number of F q -rational points on a hyperplane in A ℓ ′ . Indeed, assuming that Ev(h) is nonzero, or equivalently that not all a 0 , a 1 , . . . , a ℓ ′ are zero, it is readily seen that
, and also that the number of minimum weight codewords is (q ℓ ′ +1 − q). In a similar manner, the general case corresponds to finding the maximum number of points on a "determinantal hyperplane", i.e., the zero-set of an arbitrary nonzero element of F (ℓ, m), and finding the minimum weight codewords corresponds to finding those determinantal hyperplanes where the maximum is attained.
Minimum distance
In this section we will compute the minimum distance d(ℓ, m) of the affine Grassmann code C A (ℓ, m). We start by determining the Hamming weight of a maximal minor, obtaining thereby an upper bound for d(ℓ, m). As usual we denote by w H (c) the Hamming weight of a codeword c.
In particular,
Proof. Without loss of generality we shall assume that M is the leading maximal minor, i.e., M = det((X ij ) 1≤i,j≤ℓ ). Let P ∈ A δ (F q ) and let (p ij ) 1≤i≤ℓ, 1≤j≤ℓ ′ be the ℓ × ℓ ′ matrix with entries in F q corresponding to P . It is clear that M(P ) = 0 if and only if the ℓ × ℓ submatrix (p ij ) 1≤i,j≤ℓ is nonsingular. This happens for exactly
This implies the desired inequality for d(ℓ, m).
We will show that the upper bound for d(ℓ, m) in the above lemma gives, in fact, the true minimum distance. To this end, the specialization maps defined below will be useful. Definition 13. Let i, j be integers satisfying 1 ≤ i ≤ ℓ and 1 ≤ j ≤ ℓ ′ , and let
The row-wise specialization map relative to a and i is the map
′ > ℓ, then the column-wise specialization map relative to b and j is the map
′ coordinates; each of these coordinates can be computed by evaluating f at those points
q , all the q δ coordinates of Ev(f ) will be accounted for. Thus the codeword Ev(f ) can be partitioned into shorter codewords Ev(s
q . This implies (2) . The proof of (3) is similar.
We shall now consider the special case ℓ = ℓ ′ , i.e., m = 2ℓ. In this case, X has a unique maximal minor and whenever it occurs in a polynomial in F (ℓ, 2ℓ), all the submaximal minors occurring in that polynomial can be killed by a translation.
Lemma 15. Let f ∈ F (ℓ, 2ℓ) be such that det(X) ∈ supp(f ) and the coefficient of det(X) in f equals 1. Then there exists a unique ℓ × ℓ matrix A with entries in F q such that
Proof. If ℓ = 1, then the desired result holds trivially with h = 0. Assume that ℓ ≥ 2. For 1 ≤ i, j ≤ ℓ, let X ij denote the (ℓ − 1) × (ℓ − 1) submatrix of X obtained by deleting the i-th row and the j-th column, and let b ij denote the coefficient of
Now define a ij = (−1) i+j b ij for 1 ≤ i, j ≤ ℓ and let A denote the ℓ × ℓ matrix (a ij ) 1≤i,j≤ℓ . By Lemma 9, there is h 2 ∈ F (ℓ, 2ℓ) such that
Thus f = det(X + A) + h, where h := h 1 − h 2 , and we have the desired result.
We are now ready to prove the main result of this section.
Proof. We prove the theorem by induction on m. Note that m ≥ 2 since 1 ≤ ℓ ≤ ℓ ′ . If m = 2, then ℓ = ℓ ′ = 1 and δ = 1, and so (4) follows from the observations in Remark 11 in this case. Now suppose m > 2 and the theorem is true for all codes C A (ℓ, m− 1), with 1 ≤ ℓ ≤ ⌊(m− 1)/2⌋. We will prove (4) by considering separately the cases ℓ < ℓ ′ and ℓ = ℓ ′ .
Case 1: ℓ < ℓ ′ . Let f ∈ F (ℓ, m) and suppose f = 0. Then supp(f ) is nonempty. Choose a minor M ∈ supp(f ) of the maximum possible order, say r, in the sense that M ∈ ∆ r (ℓ, m) and ∆ s (ℓ, m) ∩ supp(f ) = ∅ for all s > r. Since r ≤ ℓ < ℓ ′ , there exists a column X j of X such that the variables X 1j , . . . , X ℓj do not occur in M. In particular, t
Since M is of maximum order in supp(f ), this implies that t 
Since the above holds for any nonzero f ∈ F (ℓ, m), we obtain
This inequality together with Lemma 12 establishes the induction step.
Case 2: ℓ = ℓ ′ . In this case m = 2ℓ and X has only one ℓ × ℓ minor, namely L := det(X). Let f ∈ F (ℓ, 2ℓ) be a nonzero polynomial. We will distinguish two subcases depending on whether or not the ℓ × ℓ minor L occurs in f .
Subcase 1: L ∈ supp(f ). In this event, by a similar reasoning as in Case 1, there exists a row, say the i-th row, such that s 
Thus from Lemma 12, we conclude that Ev(f ) cannot be a minimum weight codeword of
Subcase 2: L ∈ supp(f ). In this event, by Lemma 15 there exists a ℓ × ℓ matrix A with entries in F q such that f = det(X + A) + h, where h is a F q -linear combination of i × i minors of X with 0 ≤ i ≤ ℓ − 2. If h = 0, then f = det(X + A) and since Ev(f ) is obtained by evaluating f at all points of A δ (F q ), we see that w H (Ev(det(X + A))) = w H (Ev(det(X))); hence, by Lemma 12, we then find that
. Now suppose h = 0. Then ℓ ≥ 2 and as in Case 1, we can choose a minor M ∈ supp(h) of maximum order, say r with r ≤ ℓ − 2, and find an integer i with 1 ≤ i ≤ ℓ such that s a (h) is of (total) degree at most ℓ − 2. On the other hand, by developing the resulting determinant along the i-th row, we see that s Using the q-factorial
, the formula (4) for the minimum distance of C A (ℓ, m) can be more compactly written as follows.
Note that if ℓ = 1, then the formula (4) as well as (5) Remark 17. By analyzing the proof of Theorem 16 in greater detail, one can show that if ℓ = ℓ ′ , then the minimum weight codewords of C A (ℓ, m) arise precisely from nonzero constant multiples of translates of the unique maximal minor, i.e., from polynomials of the form λ det(X + A), with 0 = λ ∈ F q and A an ℓ × ℓ matrix with entries in F q . Consequently, the number of minimum weight codewords in C A (ℓ, 2ℓ) is equal to (q − 1)q ℓ 2 . A more general version of these results will be proved in Sections 5 and 6.
Automorphisms
Recall that the (permutation) automorphism group Aut(C) of a code C ⊆ F n q is the set of all permutations σ of {1, . . . , n} such that (c σ(1) , . . . , c σ(n) ) ∈ C for all c = (c 1 , . . . , c n ) ∈ C. Evidently, Aut(C) is a subgroup of the symmetric group on {1, . . . , n}. In this section, we shall show that the automorphism groups of affine Grassmann codes are large; more precisely, we shall show that Aut C A (ℓ, m) contains a subgroup of order
where n and d(ℓ, m) denote the length and the minimal distance of C A (ℓ, m). Denote, as usual, by GL r (F q ) the set of all invertible r×r matrices with entries in F q and by M r×s (F q ) the set of all r×s matrices with entries in F q . Let A ∈ GL ℓ ′ (F q ) and u ∈ M ℓ×ℓ ′ (F q ). Define
to be the linear transformation given by
It is clear that the transformation φ u,A gives a bijection of A δ = A δ (F q ) onto itself, and hence f (φ u,A (P )) P ∈A δ will be a permutation of (f (P )) P ∈A δ for any f ∈ F q [X]; we shall denote this permutation σ u,A .
Proof. Let r be any integer with 0 ≤ r ≤ ℓ. In view of Lemma 9, a r × r minor of XA −1 + u is a F q -linear combination of i × i minors of X, where 0 ≤ i ≤ r.
It follows that σ u,A ∈ Aut(C), where C = C A (ℓ, m) = Ev (F (ℓ, m)).
Observe that φ 0,I is the identity transformation of A δ , where 0 denotes the zero matrix in M ℓ×ℓ ′ (F q ) and I the identity matrix in GL ℓ ′ (F q ). Moreover, given any A, B ∈ GL ℓ ′ (F q ) and u, v ∈ M ℓ×ℓ ′ (F q ), we have Definition 19. The set {φ u,A : A ∈ GL ℓ ′ (F q ) and u ∈ M ℓ×ℓ ′ (F q )} forms a group with respect to composition of maps and this group will be denoted by G(ℓ, m).
We determine the group structure of G(ℓ, m) in the following proposition.
Proposition 20. As a group G(ℓ, m) is isomorphic to the semidirect product
Proof. Recall that if G and H are any groups, and if θ : H → Aut(G) is any group homomorphism, then the semidirect product G ⋊ θ H of G and H relative to θ is the group whose underlying set is G × H and whose group operation is defined by (g, h)(g ′ , h ′ ) = (gθ(h)(g ′ ), hh ′ ). In our case, G is the additive group M ℓ×ℓ ′ (F q ) and H is the multiplicative group GL ℓ ′ (F q ), while θ : H → Aut(G) is given by θ(A)(u) := uA −1 . Now observe that θ(A) ∈ Aut(G) for all A ∈ H and θ(A 1 A 2 ) = θ(A 1 )θ(A 2 ) for all A 1 , A 2 ∈ H. So θ is indeed a homomorphism of H into Aut(G).
Moreover, in view of (7), the group operation (u, A)(v, B) = u + vA −1 , AB in G ⋊ θ H is consistent with the group operation in G(ℓ, m).
Theorem 21. The automorphism group of the affine Grassmann code C A (ℓ, m) contains a subgroup isomorphic to G(ℓ, m). In particular, #Aut C A (ℓ, m) is greater than or equal to the quantity in (6).
Proof. In view of Lemma 18, φ u,A → σ u,A gives a natural map from G(ℓ, m) into Aut C A (ℓ, m) . It is readily seen that this map is a group homomorphism. So it suffices to show that this homomorphism is injective. To this end, suppose σ u,A is the identity permutation for some A ∈ GL ℓ ′ (F q ) and u ∈ M ℓ×ℓ ′ (F q ). Then σ u,A (Ev(f )) = Ev(f ) for all f ∈ F (ℓ, m), i.e., f (P A −1 + u) = f (P ) for all f ∈ F (ℓ, m) and all P ∈ A δ (F q ).
By choosing P to be the zero matrix and letting f vary over all possible 1 × 1 minors, we find that u = 0. Further, by choosing P = e ij , i.e., P to be the ℓ × ℓ ′ matrix with 1 in (i, j)-th position and 0 elsewhere, and again letting f vary over all possible 1 × 1 minors, we see that A −1 is the identity matrix I. Hence A = I.
We leave the question of the complete determination of the automorphism group Aut(C A (ℓ, m)) open for future investigation.
Characterization of minimum weight codewords
In Section 3, we have calculated the minimum distance d(ℓ, m) of the affine Grassmann code C A (ℓ, m). In this section, we will give an explicit characterization of all of its codewords of weight d(ℓ, m). One of the tools utilized will be a concept involving the specialization function s (i) a from Definition 13, which is defined below. Definition 22. Let f ∈ F (ℓ, m) and let i be an integer between 1 and ℓ. The i-th row-vanishing locus of f is the set
It turns out that if a polynomial in F (ℓ, m) is changed by a translation of the underlying matrix X to X + u, then its i-th row-vanishing locus is a translate of the corresponding locus of the transformed polynomial by the i-th row of u.
Lemma 23. Let f ∈ F (ℓ, m) and let i be an integer between 1 and ℓ. Then
where I denotes the identity matrix in GL ℓ ′ (F q ).
a (f ) = f | Xi=a = 0. In particular, the polynomial f | Xi=a evaluates to 0 for every specialization of the rows X 1 , . . . , X i−1 , X i+1 , . . . , X ℓ to arbitrary vectors in F , we see that g| Xi=b is the zero polynomial. Thus, in view of (8) 
g . The reverse inclusion is proved similarly.
Corollary 24. Let f ∈ F (ℓ, m) and let i be an integer between 1 and ℓ. Then the i-th row-vanishing locus is either empty or an affine linear space over F q , i.e., either V Lemma 25. Let f ∈ F (ℓ, m) and let i be an integer between 1 and ℓ. Then
where 0 denotes the zero matrix in M ℓ×ℓ ′ (F q ).
. Observe that if, as before, X 1 , . . . , X ℓ denote the row vectors of X, then X 1 A −1 , . . . , X ℓ A −1 are the row-vectors of XA −1 . Thus the specialization X i = aA in h corresponds to the specialization X i = a in f . The rest of the proof is similar to that of Lemma 23.
Using the row-vanishing locus, one can obtain a useful estimate for the Hamming weight of a codeword from C A (ℓ, m).
Proposition 26. Let f ∈ F (ℓ, m) and let i be an integer between 1 and ℓ. Suppose t = #V
Proof. In view of Lemma 14 and the definition of V (i)
f , we see that
On the other hand, by Theorem 16,
Combining this with (10), we obtain the desired result.
Proposition 26 has the following important corollary for minimum weight codewords, which will be the key to our characterization of minimum weight codewords. 
Proof. Let L := det (X ij ) 1≤i,j≤ℓ denote the leading maximal minor of X. Suppose f is in the G(ℓ, m)-orbit of L. Then, as noted in Section 4, the codewords Ev(f ) and Ev(L) differ from each other by a permutation of the coordinates. Hence
To prove the converse, suppose w H (Ev(f )) = d(ℓ, m). Then f must be a nonzero polynomial since d(ℓ, m) < q δ . Further, since ℓ ′ − ℓ ≥ 0, Corollary 27 implies that
′ matrix whose i-th row vector is u i for 1 ≤ i ≤ ℓ, and let g := φ u,I (f ). Then g is in the G(ℓ, m)-orbit of f and by Lemma 23,
for each i ∈ {1, . . . , ℓ}.
Thus, s (i)
0 (g) = 0 for each i ∈ {1, . . . , ℓ}. Now observe that for any M ∈ ∆(ℓ, m) and any i ∈ {1, . . . , ℓ}, we have s This proves that g is a F q -linear combination of ℓ × ℓ minors of X. In particular, if ℓ ′ = ℓ, then L being the only ℓ × ℓ minors of X, we obtain g = cL for some c ∈ F q with c = 0. Since
Now suppose ℓ < ℓ ′ . Consider the first row-vanishing space V
g . In view of Corollary 24 and the fact that 0 ∈ V (1) g , we see that V
(1) g is a linear space over F q . Moreover, Corollary 27 implies that the dimension of V
Hence we can choose linearly independent vectors b 1 , . . . ,
Since b has full rank, there exists an invertible matrix A ∈ GL ℓ ′ (F q ) such that
Indeed, the matrix on the right is essentially the reduced column-echelon form of b. We now consider the function h = h(X) = φ 0,A (g(X)) = g(XA −1 ). Clearly, h is in the G(ℓ, m)-orbit of g and hence of f ; in particular, w H (Ev(h)) = d(ℓ, m) and h is a nonzero polynomial. By the multilinearity of the determinant, it can, just as g, be written as a F q -linear combination of ℓ × ℓ minors of X. For 1 ≤ j ≤ ℓ ′ , let e j denote the vector in F 
ej (M) = 0 if j ∈ {j 1 , . . . , j ℓ }, whereas s
is a nonzero polynomial (and, in fact, ±M 1 , where M 1 is a (ℓ − 1) × (ℓ − 1) minor of X) if j ∈ {j 1 , . . . , j ℓ }. Now by the choice of A and by Lemma 25, we have that e j ∈ V
(1) h for all j such that ℓ < j ≤ ℓ ′ . Consequently, if h = M∈∆ ℓ (ℓ,m) a M M, where a M ∈ F q for M ∈ ∆ ℓ (ℓ, m), then by Lemma 3, we see that a M = 0 for all those M in ∆ ℓ (ℓ, m) that involve the j-th column of X for some j > ℓ. But the only ℓ × ℓ minor of X that does not involve the j-th column of X for some j > ℓ is L. Hence h = cL for some c ∈ F q with c = 0. It follows that f is in the G(ℓ, m)-orbit of L.
In case ℓ ′ = ℓ, the above theorem simplifies to the statement in Remark 17.
Enumeration of minimum weight codewords
In this section, we let d = d(ℓ, m) denote the minimum distance of C A (ℓ, m) and A d the number of minimum weight codewords of C A (ℓ, m). Having characterized the codewords of weight d in the previous section, we now proceed to compute A d . Equivalently, we determine the number of polynomials f ∈ F (ℓ, m) giving rise to minimum weight codewords. We have seen in Section 4 that the finite group G(ℓ, m) acts naturally on F (ℓ, m). With this in view, we can use standard group theory together with Theorem 28 to obtain the following.
Lemma 29. Let L = det (X ij ) 1≤i,j≤ℓ be the leading maximal minor of X. Then
where Stab(L) denotes the stabilizer of the minor L.
Proof. By Theorem 28, the cardinality of the G(ℓ, m)-orbit of L is equal to A d . On the other hand, for any finite group acting on a finite set, the cardinality of the orbit of an element is equal to the index of its stabilizer.
Thanks to Lemma 29, the computation of A d reduces to the problem of finding the cardinality of the stabilizer of L := det (X ij ) 1≤i,j≤ℓ . To this end, let us begin by observing that if f ∈ F (ℓ, m) is in the G(ℓ, m)-orbit of L, i.e., if f = φ u,A (L) for some A ∈ GL ℓ ′ (F q ) and u ∈ M ℓ×ℓ ′ (F q ), then
Indeed, it suffices to take M to be the ℓ ′ × ℓ matrix formed by the first ℓ columns of A −1 and m to be the ℓ × ℓ matrix formed by the first ℓ columns of u, and observe that rank(M ) = ℓ since A is nonsingular and that the leading maximal minor of the ℓ × ℓ
We shall now analyze when a polynomial f given by (11) is in the stabilizer of L. As usual, we denote by SL ℓ (F q ) the special linear group of ℓ × ℓ matrices over F q , viz.,
Lemma 30. Let L = det (X ij ) 1≤i,j≤ℓ be the leading maximal minor of X. Also let M ∈ M ℓ ′ ×ℓ (F q ) be of rank ℓ and m ∈ M ℓ×ℓ (F q ). Then L = det(XM + m) if and only if m = 0 and there exists E ∈ SL ℓ (F q ) such that the first ℓ rows of M E form the ℓ × ℓ identity matrix, while the last ℓ ′ − ℓ rows are zero. In this case, the matrix E in SL ℓ (F q ) is uniquely determined by M .
Proof. We start by showing the uniqueness of the matrix E. Suppose
where I ℓ denotes the ℓ × ℓ identity matrix and 0 the (ℓ ′ − ℓ) × ℓ zero matrix. Then M (E 2 − E 1 ) = 0. Since M has full rank, this can only happen if E 1 = E 2 .
To prove the equivalence, first suppose there exists E ∈ SL ℓ (F q ) such that (12) M E = I ℓ 0 , and also suppose m = 0. Then
Conversely, suppose L = det(XM + m). Since M has full rank, there exists
Using Cauchy-Binet formula (Lemma 10) and the notation therein, we now find
where the sum is over all subsets I of {1, . . . , ℓ ′ } of cardinality ℓ. For any such I, Lemma 9 implies that det((X + N ) I ) is the sum of det(X I ) and a F q -linear combination of minors of X I of order < ℓ. Hence, comparing terms of total degree ℓ in (13), we obtain
Consequently, in view of Lemma 3, det(M I * ) = 1, while det(M I ) = 0 for every I ⊆ {1, . . . , ℓ ′ } with #I = ℓ and I = I * . Define E := M −1 I * . It is clear that E ∈ SL ℓ (F q ). Moreover, by the choice of E, the first ℓ rows of M E form the ℓ × ℓ identity matrix I ℓ . We claim that for any i > ℓ, the i-th row M E i of M E is zero. To see this, write M E i = (b 1 , . . . , b ℓ ). Choose any j ∈ I * and let I := (I * ∪ {i}) \ {j}. Then I ⊆ {1, . . . , ℓ ′ } with #I = ℓ and det(M I ) = 0 since I = I * . On the other hand, det(M I ) = det(M I E). Now, since the first ℓ−1 elements of I are contained in {1, . . . , ℓ}, the first ℓ − 1 rows of the matrix M I E form the matrix obtained from I ℓ by deleting its j-th row. This implies that 0 = det(M I E) = ±(M I E) ℓj = ±(M E) ij . By varying j over I * , we obtain M E i = (0, . . . , 0). This proves the claim. It remains to show that m = 0. We have noted earlier that there is
where the penultimate equality follows since E ∈ SL ℓ (F q ) and the last equality follows since M E satisfies (12) . Using Lemma 9 together with Lemma 3, by comparing the coefficients of (ℓ − 1) × (ℓ − 1) minors, we find N ij = 0 for 1 ≤ i, j ≤ ℓ. But then mE = N (M E) = (N ij ) 1≤i,j≤ℓ = 0, thanks to (12) . Since E is invertible, this implies that m = 0.
We are now ready to compute the cardinality of the stabilizer of the leading maximal minor.
Lemma 31. Let L = det (X ij ) 1≤i,j≤ℓ be the leading maximal minor of X. Then
are matrices formed, respectively, by the first ℓ columns of A and the remaining ℓ ′ − ℓ columns of A.
by sending a ℓ-dimensional subspace W spanned by w 1 , . . . , w ℓ to the class of w 1 ∧ · · · ∧ w ℓ . To obtain this a little more concretely, one can proceed as follows. Let
be an indexing set [ordered, say, lexicographically] for the points of P k−1 (F q ). Given any α ∈ I(ℓ, m) and any ℓ × m matrix A = (a ij ), let p α (A) = determinant of the α-th submatrix of A := det a iαj 1≤i,j≤ℓ . Now, for any W ∈ G ℓ,m (F q ), we can find a ℓ × m matrix A W whose rows give a basis of W , and then
is called the Plücker coordinate of W . It is easy to see that this depends only on W and not on the choice of
is precisely the Plücker embedding; it is well-known that this is injective and its image equals the zero locus of certain quadratic polynomials. Henceforth, we shall identify W with p(W ). The definition of C(ℓ, m) as the codes corresponding to the projective system in P is injective (since the Plücker embedding is nondegenerate) and its image is precisely the Grassmann code C(ℓ, m).
To relate C(ℓ, m) to C A (ℓ, m), let us first note that the projective space P k−1 is covered by affine spaces U α ≃ A k−1 , where U α := {p ∈ P k−1 : p α = 1} and α varies over I(ℓ, m). It is a classical fact that the intersection B α := G ℓ,m ∩U α is isomorphic to an affine space of dimension δ := ℓℓ ′ = ℓ(m − ℓ). This isomorphism is described explicitly by the Basic Cell Lemma of [6] . In effect, if W ∈ B α , then the ℓ × m matrix A W associated to W can be chosen in such a way that the α-th submatrix of A W is the identity matrix. Now if B W denotes the ℓ×ℓ ′ matrix formed by removing from A W its α-th submatrix, then the entries of B W can be viewed as variables. Moreover, the k-tuple p(W ) formed by the ℓ × ℓ minors of A W corresponds to the k-tuple formed by arbitrary sized minors of B W . Thus, evaluating linear forms at points of the affine open cell B α of G ℓ,m corresponds to evaluating linear forms in arbitrary sized minors of B W at the points of the δ-dimensional affine space over F q . In other words, the evaluation map Ev : G(ℓ, m) → A n reduces to the evaluation map on F (ℓ, m) considered in Section 2.
Remark 33. We hope that the above discussion clarifies the genesis of the terminology affine Grassmann for the codes C A (ℓ, m) studied in this paper. Indeed, this terminology arises from the fact that in essence, we consider an affine open piece of the Grassmann variety instead of the full Grassmann variety. However, this terminology should not be confused with the so called affine Grassmannian, which is usually an infinite dimensional object obtained from the Laurent power series valued points of an algebraic group. Indeed, it appears unlikely that interesting and efficient codes could be built from the infinite dimensional affine Grassmannian, and hence there does not seem to be any harm in calling the codes C A (ℓ, m) as affine Grassmann codes.
It may be worthwhile to compare the basic parameters of C(ℓ, m) and C A (ℓ, m). This is done in Figure 1 below. While the results for C A (ℓ, m) are proved in the previous sections, those for C(ℓ, m) can be found, for example, in [13] and [6] . It may be noted that the two classes of codes are comparable. While the affine Grassmann codes are shorter than Grassmann codes and have a better rate, the Grassmann codes fare better in terms of the minimum distance and also the relative distance. In spite of the connection between the two codes indicated above, there does not seem to be a straightforward way to deduce the properties of one code directly from that of the other. However, the growing literature on Grassmann codes can provide pointers for further research on affine Grassmann codes, whereas the analogy of affine Grassmann codes with Reed-Muller codes and results obtained in this paper concerning their automorphisms may provide further impetus for the study of Grassmann codes.
