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A new algorithm is proposed for constructing signed distance ﬁelds (SDF) from triangle
meshes. In our approach, both the internal and external distance ﬁelds for the triangle
mesh are computed ﬁrst. Then the desired SDF is computed directly from these two dis-
tance ﬁelds. As only points are used to generate the distance ﬁelds, some complicated oper-
ations, such as the computation of the distance from a point to a triangle, are avoided. Our
algorithm is in a very simple form and is straightforward to parallelize. Actually, we have
implemented it by use of the OpenCL API and a CPU-to-GPU speedup ratio of 10–40 is
obtained. Further, this method is validated by our numerical results.
 2014 The Authors. Published by Elsevier Inc. This is anopen access article under the CCBY-
NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
A discrete signed distance ﬁeld (SDF) of a geometric
object is a scalar ﬁeld deﬁned on a 3D grid, where each grid
point stores the shortest distance to the surface of the
object. The distance is positive outside the object and neg-
ative otherwise. SDF has been widely used in computer
graphics, such as rigid body simulation [1]. The popular
level set method operates on a scalar ﬁeld deﬁned on a
3D-grid, and the best choice of this scalar ﬁeld may be a
SDF. Actually, level set based methods have been success-
fully applied in physically based animation, such as simu-
lating smoke [2], ﬁre [3], and liquids [4,5].Since geometric objects are often represented by trian-
gle meshes, the necessity of converting a triangle mesh
into a SDF arises. There often exists difﬁculties in comput-
ing the distance and the sign for each grid point. Fortu-
nately, an accurate SDF is not necessary in many
applications. For example, level set methods [2–5] only
need an approximate SDF. Even if the initial SDF is accu-
rate, a re-initialization process is unavoidable after a few
time steps. Furthermore, computing the accurate signed
distance values for the entire 3D grid is not necessary for
many applications [5,6]. That is to say, only the signed dis-
tance values near the triangle mesh are required and the
values for grid points far away from the mesh can be safely
labelled as inﬁnity. Therefore, it is also meaningful to com-
pute an approximate version of SDF from a triangle mesh.
The double layer algorithm proposed in this paper is aimed
at providing a simple strategy for computing an approxi-
mate SDF from a triangle mesh.
This paper is organized as follows. In Section 2, we dis-
cuss the related work and the motivation of our algorithm,
then the proposed algorithm is described and analyzed in
Sections 3 and 4. The numerical results are presented in
Section 5. Finally a concluding remark is given in Section 6.
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It is well known that there exist challenges for comput-
ing both the distance value and its corresponding sign for
grid points while constructing SDF for a triangle mesh. In
the literature, these two factors are usually considered
independently.
There are many approaches to compute the complete
(unsigned) distance ﬁeld. For each grid point, the brute
force method computes the distance from the present grid
point to all triangles of the triangle mesh and ﬁnally takes
the minimum as the distance value. The brute force
method is simple and accurate. Since its time complexity
is OðmnÞ, withm the amount of triangles and n the amount
of grid points, it is not applicable for high grid resolution or
large number of mesh triangles. Hierarchical methods
[7–9] build a hierarchy for the triangle mesh to speed up
the computation, and reduce the time complexity to
Oðn log mÞ. Nevertheless, the time necessary for initializa-
tion and queries of the hierarchy cannot be ignored, and
additional memory is needed for saving the hierarchy as
the number of triangles becomes large. Additionally, it is
worthwhile to point out that it is not straightforward to
build the hierarchy. Characteristic [10,11] methods build
characteristics for triangle primitives (faces, edges, verti-
ces) and compute the distance values in a small neighbour-
hood of the triangle mesh, then use a scan-conversion
algorithm to obtain the entire distance ﬁeld. The scan-
conversion algorithm can be accelerated by using graphics
hardware [11]. The distance transform methods only com-
pute the distance values accurately for grid points near the
triangle mesh, then use a transform to generate the
distance values for other grid points. There exist some
transform methods, such as chamfer distance transforms
[12–14], vector distance transforms [15–17], fast marching
methods [18] and fast sweep methods [19].
In recent years, with the development of graphic pro-
cess unit (GPU) technology, a lot of GPU-based algorithms
aimed at the computation of distance ﬁeld are developed.
A GPU-based linear facterization method was proposed in
[20,21], they express the non-linear distance function of
each primitive as a dot product of linear factors, linear
terms are efﬁciently computed using texture mapping
hardware. In [22], a constant time jump ﬂooding algorithm
to approximate the distance ﬁeld is proposed and imple-
mented on GPU. There exist many other GPU-based
approach, such as parallelizing the Voronoi diagram meth-
ods [23,24], the vector propagation algorithms [25], and
GPU algorithms on adaptive grids [26].
The computation of distance from a point to a triangle is
needed during the construction of a distance ﬁeld. In [7] a
case analysis approach in which some optimization tech-
niques were implemented was proposed. In this approach,
the square distance instead of the actual distance is com-
puted and the square root is taken only when the shortest
distance is found. This topic has also been discussed or
modiﬁed in some other papers [27,28,9,29]. However, it
is still complicated and expensive.
Another topic is how to compute the sign of each grid
point. Methods are mainly divided into two categories inthe literature. One of them is the scan-conversion method
[7,30,1,31]. A typical scan conversion means casting rays
along rows of grid points. The grid points at which the ray
has crossed themesh an uneven number of times, are inside
themesh. However problemswill occurwhen the ray inter-
sects a vertex or an edge of the mesh rather than the inte-
rior or a triangle [32]. The second kind of methods make
use of the surface normals of the mesh. In this approach,
the sign of a grid point can be determined by evaluating
the inner product of a normal and a directional vector.
But sometimes this does not work since a triangle mesh is
not C1-continuous. Actually, in many cases, we have the
same distance to more than one triangle with different
signs as described in [7]. A kind of pseudo-normal approach
has been proposed in [32,33] to overcome such difﬁculty.
However, an edge list (which cannot be constructed in lin-
ear time) of the triangle mesh is required in this method. A
review of algorithms aimed to construct a signed distance
ﬁeld from a triangle mesh can be found in [34].
In the application of modern computer graphics, the
meshes become more and more detailed in order to model
more and more complicated geometric objects, and this
may lead to very large number of small triangles in a mesh.
It tends to take a lot of time and memory to compute SDFs.
It is noted that if the mesh becomes ﬁne, it can be sampled
by points accurately. We found that it is possible to reduce
the storage overhead by use of point-based representation
and it is easy to overcome the difﬁculties of computing
signs by introducing two layers of points. Therefore, this
paper is aimed to develop a simple point-based double
layer algorithm to approximate the SDF from a triangle
mesh which has a large number of small triangles. The
main contributions of our algorithm are listed as follows:
 It computes distance ﬁelds for an internal layer and an
external layer of the triangle mesh instead of construct-
ing the distance ﬁeld of the triangle mesh directly. To
generate the distance ﬁelds, only points are used to
approximate the internal and external layers, and many
complicated operations, such as building hierarchies,
characteristics or computing the point-to-triangle dis-
tance, are avoided.
 The approximated signed distance values near the tri-
angle mesh is constructed from the two distance ﬁelds
directly by use of a simple strategy. Both the sign and
the distance values are obtained simultaneously with-
out any complicated conﬁgurations. The sign of grid
points far away from the triangle mesh is computed
by a very simple scan conversion.
 The proposed algorithm is easy to be parallelized. In
fact, we can parallelize it straightforward on a triangle
basis, i.e., treat all triangles in the mesh in parallel. In
this paper, the parallel algorithm is implemented by
use of the OpenCL API and a speed-up ratio of 10–40
is obtained.
3. The proposed algorithm
A triangle mesh M is just a union of triangles. In most
cases, M is assumed to be a closed, orientable 2-manifold
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angles can be used while constructing the SDF of M. In
addition, to construct a well-deﬁned SDF, the following
three conditions must be satisﬁed [35].
 Triangles may share only vertices and edges. Otherwise,
they are disjoint.
 Each edge must be adjacent to exactly two triangles.
 Triangles incident on a vertex must form a single cycle
around that vertex.
For a closed, orientable 2-manifold M, we deﬁne its
d-internal layer LdI and d-external layer L
d
E asLdI ¼ fp 2 R3 : p is inside M and distðp;MÞ ¼ dg;
LdE ¼ fp 2 R3 : p is outside M and distðp;MÞ ¼ dg;where d is a small positive number and distðp;MÞ is the
distance from point p to the manifold M. If the distance
ﬁeld DI(DE) of L
d
I (L
d
E) is known, a signed distance ﬁeld / of
M can be computed trivially. As shown in Fig. 1, for a point
p inside M (i.e. DIðpÞ 6 DEðpÞ), we have j/j þ d ¼ DE, thus
/ðpÞ ¼ ðDEðpÞ  dÞ since p is inside M. If p is outside
M;/ðpÞ can be obtained similarly. In a word, we have/ðpÞ ¼ ðDEðpÞ  dÞ; if DIðpÞ 6 DEðpÞ
DIðpÞ  d; otherwise:

ð1Þ
ThoughM is a triangle mesh and LdI and L
d
E are generated
from it, LdI or L
d
E is no longer represented by a triangle mesh
asM in our work. Instead, we sample each of them as a set
of discrete points. Actually, there are several reasons for us
to choose such a representation. Firstly, to construct a tri-
angle mesh, vertices and vertex normals of M are needed
whereas only the normals of all the triangle faces of M
known. Secondly, points have no connectivity. Once a point
is generated, we use it to update the distance ﬁeld and then
discard it. Hence it is not necessary to save it in memory
during the whole computation. Finally, we avoid some
complicated operations, such as building hierarchies or
characteristics for the triangle mesh, or computing the
point-to-triangle distance.
Based upon the above facts, the proposed algorithm can
be divided into three sub steps as follows:
 Initialize all 3D grid ﬁelds, i.e., DI;DE and /.
 Compute the internal and external distance ﬁeld (DI and
DE).
 Generate the ﬁnal signed distance ﬁeld / for M.3.1. Initialize all 3D grid ﬁelds
The 3D grid ﬁelds DI;DE and / are maintained during
the computing process. All the grids have the same resolu-
tion Nx  Ny  Nz and their grid values are initially labelled
as þ1. This can be implemented by assigning all grid val-
ues with a very large positive number M, e.g., M ¼ 1:0e9.3.2. Compute internal and external distance ﬁeld
From each triangle of M, internal points are generated
to update internal distance ﬁeld DI and external points
are generated to update the external distance ﬁeld DE.
For a triangle ABC ofM, its outward normal n and area S
can be computed as
n ¼ ðAB
!
AC
!
Þ
kAB
!
AC
!
k
; S ¼ 1
2
kAB
!
AC
!
k:
Once a point p in triangle ABC is choosed, then the inter-
nal point pI and the external point pE corresponding to p
can be computed as
pI ¼ p dn; pE ¼ pþ dn: ð2Þ
Thenextquestion ishow to choosepoints in a triangle.We
demonstrate a strategy as follows. If the triangle is small
enough (e.g. S < ,with agiven small positivenumber), then
the barycentre of the triangle should be chosen. If a triangle is
too big, it should be subdivided into several small triangles
and then the barycentres of these small triangles are chosen.
It is worthwhile to point out that a big triangle could be
subdivided recursively (Fig. 2). If  < S 6 2, we could ﬁnd
the longest edge of ABC. Without loss of generality, sup-
pose it is AB whose middle point is M ¼ 12 ðAþ BÞ. Thus
two smaller triangles ACM and BCM are obtained. If
S > 2, we ﬁnd three middle points of all the edges of tri-
angle ABC, i.e., M ¼ 12 ðAþ BÞ; N ¼ 12 ðBþ CÞ; P ¼ 12 ðC þ AÞ.
Then four smaller triangles APM;BMN;CPN and MNP are
obtained. For the case of S > 2, each subdivided triangle
is considered recursively until its area is smaller than 2.
Almost uniformly distributed internal or external particle
layers are generated by using such a subdivision strategy.
Although the recursive algorithm above is easy to under-
stand and implement, it is not supported by some parallel
platforms, such as GPUs. To overcome such a kind of difﬁ-
culty, we introduce another algorithm to subdivide a trian-
gle. Thealgorithmisdescribed inAlgorithm1 (seealsoFig. 3).
Algorithm 1. Dividing a big triangle (non-recursive)
n 
ﬃﬃ
S

ql m
;
if n > nmax then
n nmax;
end if
~s1  1n AB
!
; ~s2  1n BC
!
; ~s3  1n AC
!
;
Ps  13 ½Aþ ðAþ ~s1Þ þ ðAþ ~s3Þ;
chooseðPsÞ;
i 2;
while i 6 n do
Ps  Ps þ ~s1; chooseðPsÞ;
P  Ps; j 2;
while j 6 i do
P  P þ ~s2; chooseðPÞ;
j jþ 1;
end while
i iþ 1;
end while
Fig. 1. Computing / from DE for point p inside M.
A
B C
Ps
Fig. 3. Subdividing triangles (non-recursive).
Fig. 4. To reach the same critical point, pI needs a wider neighbourhood
than p.
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vent the triangle from being divided into too many small
triangles, e.g., nmax ¼ 16;32. Algorithm 1 not only has no
recursive structure, but also runs faster than the recursive
algorithm and adapts to parallel computing. Consequently,
our algorithm can be parallelized straightforward by let-
ting all triangles be processed at the same time.
Suppose that a point p in the triangle is chosen, with its
corresponding internal point and external point computed
by Eq. (2). Once an internal (external) point is generated, it
is used to update the internal (external) distance ﬁeld.
Assume that the current generated internal (or external)
point corresponding to p is pI (pE). We update a neighbour-
hood of p (ﬁnd its closest grid point ði; j; kÞ ﬁrst, then a
ð2K þ 1Þ  ð2K þ 1Þ  ð2K þ 1Þ neighbourhood of p in a
3D grid deﬁned as fði ix; j jy; k kzÞ : 0 6 ix; jy; kz 6 Kg)
in the internal (or external) distance ﬁeld. Without loss
of generality, we take the internal distance ﬁeld DI . For
each grid point ðx; y; zÞ in the neighbourhood of p, its dis-
tance to the internal point pI is computed, if the new com-
puted distance is smaller than DIðx; y; zÞ, it is taken as the
updated value of DIðx; y; zÞ. Then the neighbourhood of p
(not pI) is updated since we aimed to compute the signed
distance for the triangle mesh M (not for the internal
layer). Of course one can also take pI as the centre of the
neighbourhood, nevertheless, a wider neighbourhood is
needed to obtain the same accuracy, as shown in Fig. 4.
3.3. Generate the signed distance ﬁeld
It is time for us to construct the signed distance ﬁeld in
a neighbourhood of the triangle mesh M. Typically, the
signed distance / by use of Eq. (1) for each grid point p,
which satisﬁes DIðpÞ <1 and DEðpÞ <1. In Eq. (1),
DIðpÞ 6 DEðpÞ means that p is inside the mesh M, and then
DIðpÞ  d 6 0. However, occassionally this condition can-
not be satisﬁed due to the numerical error. To overcome
such a difﬁculty, we modify Eq. (1) slightly as:Fig. 2. Subdividing tria/ðpÞ ¼ minð0;ðDEðpÞ  dÞÞ; if DIðpÞ 6 DEðpÞ
maxð0;DIðpÞ  dÞ; otherwise:

ð3Þ
After the signed distance values in a neighbourhood of
M have been computed, the signs of other grid points can
be easily determined by a scan conversion. For this pur-
pose, we choose a casting direction, for example, the axis
Z. From k ¼ 0 to k ¼ Nz  2, for each 0 6 i 6 Nx  1 and
0 6 j 6 Ny  1, if /ði; j; kÞ < 0 and /ði; j; kþ 1Þ > 1, we
set /ði; j; kþ 1Þ ¼ 1. Our algorithm ends here.
It is worthwhile to point out that the signed distance
values far away from the triangle mesh are still labelled
as inﬁnity rather than the accurate signed distance values.
Fortunately, the narrow band techniques are popular in
many applications (e.g. ﬂuid simulation [5] and image seg-
mentation [6]), that is to say, the signed distance values far
away from the triangle mesh can be safely labelled as inﬁn-
ity. Of course, if necessary, the entire signed distance ﬁeld
can be obtained by any distance transform method such as
fast marching methods [18], fast sweeping methods [19],
or some fast GPU based methods [20,25].4. Analysis and optimizations
As our algorithm is aimed to construct the SDF approx-
imately, an error analysis is presented in this section.ngles (recursive).
Fig. 5. Description of distancing error.
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to reduce the CPU time of our algorithm.
4.1. Analysis
For simplicity, we only consider the error bounds for
the 2D case.
Theorem 1. Assume there is no sign error. For each grid
point, suppose that the approximated SDF value is de and the
accurate SDF value is d. Then we have(1) For 2D case, jde  dj < Lmax=2,
(2) For 3D case, jde  dj < 23 Lmax,
where Lmax is the maximum edge length of the mesh.Proof.
(1) We only consider an arbitrary grid point G outside
the mesh, since grid points inside the mesh can be
handled similarly. As shown in Fig. 5, three cases
should be considered according to the position of
the grid point G.
In all cases, d ¼ GD and de ¼ GPI  d ¼ GPI  PIO.
For Case 1 and Case 2:jde  dj ¼ GPI  PIO GD
¼ GM þMPI  PIO GD
6 jGM  GDj þ jMPI  PIOj
< MDþMO ¼ OD
6 Lmax=2:For Case 3:jde  dj ¼ GPI  PIO GD
¼ GPI  GD PIO
< PID PIO < OD
6 Lmax=2:(2) For the case of 3D, a similar discussion can be
made. hThe algorithm may require that Lmax should be consis-
tent with the grid step D, that is, Lmax < CD for some
small constant C. Our algorithm has a linear accuracy
OðDÞ, that seems to be of low accuracy. Fortunately,
for many applications in computer graphics applications
[2–5], the accuracy is really not an issue. The key point
is to obtain a SDF which looks like (after visualization)
the original mesh. Actually, a geometrical model can be
represented by either a triangle mesh or a set of discrete
points, each of them is only an approximate version of
the original model. What we have done is just to convert
the triangle mesh into a point set and then construct SDF
from it.
Our algorithm may cause sign errors if the particles are
not distributed uniformly. As shown in Fig. 6 for a 2D ana-
logue, where P is an internal particle, while Q is an external
particle for another edge, MF is the midnormal of PQ, and
L2 > L1 (L1 ¼ P0O; L2 ¼ Q0O). If a grid point happens to fall
into the region enclosed by the triangle OGF, it may be
identiﬁed as being inside the mesh since it is close to the
internal particle P. However, the fact is that it is outside
the mesh. It is noted that F is the error point furthest from
the mesh. The following theorem shows that the length of
OF is not too long, that is, the sign error will not spread far
away from the triangle mesh, thus our algorithm is numer-
ically stable.Theorem 2. As shown in Fig. 6, if L2 tan h 6 d, then
OF 6 ðL2  L1Þ=2.Proof. The coordinate system is shown as in Fig. 6.
For some points, it is simple to determine their coordi-
nates, e.g., P0ðL1 cos h; L1 sin hÞ, Q0ðL2 cos h; L2 sin hÞ,
PðL1 cos hþ d sin h; L1 sin hþ d cos hÞ,
QðL2 cos hþ d sin h; L2 sin h d cos hÞ. Thus
PQ
!
¼ ððL1 þ L2Þ cos h; ðL2  L1Þ sin h 2d cos hÞ
and the middle point of PQ is M L2L12 cos hþ

d sin h; L1þL22 sin hÞ.
Suppose L ¼ OP and the coordinate of F is
ðL cos h;L sin hÞ, we have
Fig. 6. Description of sign error.
Y. Wu et al. / Graphical Models 76 (2014) 214–223 219MF
!
 PQ
!
¼ 0
which yields that
L ¼ ðL2 þ L1ÞðL2  L1Þ
2½L2 þ L1 þ sin 2hðd L2 tan hÞ
Since 0 6 h 6 p=2, we have
L 6 L2  L1
2
if L2 tan h 6 d. Thus completes the proof. h
Because L2 6 1=2D after mesh subdivision by our algo-
rithm and we usually set dP 1=2D , the condition of the
above theorem can be satisﬁed for well-deﬁned meshes
which with h small enough. The fact that this condition
cannot be satisﬁed means the mesh has high curvature
details, which remains to be a difﬁcult topic for other
SDF constructing methods also. From the above theorem,
it is known that, if the points are uniformly distributed
or the gaps between points become very small, the result
SDF causes less noise. Actually, from most of our numerical
results, our algorithm works well even if the above condi-
tion is not strictly satisﬁed. Consequently, our algorithm
seems to be robust to various types of triangle meshes.
Of course, for some extreme cases, the noise caused by
sharp turns can be noticed by naked eyes. We’ll discuss
these limitations later with numerical results.
4.2. Optimizations
In our algorithm, the calculations mainly concentrated
on the computation of the two layers of distance ﬁelds.
Fortunately, there are several ways to improve the
performance.
An obvious optimization technique is to avoid too many
computations of square roots as proposed in [7]. That is to
say, two distance square ﬁelds are computed ﬁrst insteadTable 1
The errors for the Stanford the bunny model with different grid resolution.
Grid res. Grid step (D) emax eavg
72 72 72 0:06 0:04923 0:02701
126 126 126 0:04 0:03911 0:01838
251 251 251 0:02 0:02100 0:00816
501 501 501 0:01 0:01202 0:00427of two distance ﬁelds and the square roots are only taken
at the ﬁnal step.
Another fact is that saving two of the three 3D grids is
enough, rather than saving all of them. For example, we
can use / to save either the external grid DE or internal grid
DI . As a result, less memory is required and the time of ini-
tializing a 3D grid is saved.
Finally, we introduce a simple optimization strategy
which greatly reduces the CPU time. To update the dis-
tance square ﬁeld ds for each particle, a similar form to
the following structure may appear in the code.
For i :¼ 1! N
For j :¼ 1! N
For k :¼ 1! N
dsijk :¼ d2i þ d2j þ d2k
here N ¼ 2K þ 1 is the size of the mesh’s neighbourhood as
mentioned in the Section 3. A slightly modiﬁed scheme is
as follows:
For i :¼ 1! N
dsi :¼ d2i
For j :¼ 1! N
dsj :¼ d2j
For k :¼ 1! N
dsijk :¼ dsi þ dsj þ d2k
the modiﬁed scheme reduce the number of multiplication
operations from 3N3 to N3 þ N2 þ N. For example, it is
known that N ¼ 5 is an appropriate size of neighbourhood
in most situations. Then the modiﬁed scheme reduce the
number of multiplication operations from 375 to 155 for
each point. Such an optimization strategy is not possible
for classical methods which compute the point-to-triangle
distance. The fast algorithm for point-to-triangle distance
computation usually requires about 40 multiplication
operations. Thus about 40N3 multiplication operations
are needed for each triangle in a neighbourhood of size
N. Therefore, the computational time of our algorithm is
comparable to the classical methods even if the triangles
are subdivided for many times. Furthermore, the edge list
which cannot be constructed in linear time (in terms of
the number of triangles) when the triangle mesh repre-
sented by shared vertex scheme is not needed in our
algorithm.
5. Results and discussions
The proposed algorithm is implemented using C++ on
our graphic workstation, on which a Suse 11sp2 Linux
operating system is installed. The signed distance ﬁeld
generated by our algorithm is visualized by the marching
cubes algorithm [36,37] and rendered using the OpenGL
API. A parallel version of our algorithm is also imple-
mented by using the OpenCL API. There are two OpenCL
devices in our workstation. One of them is a Nvidia Tesla
C2075 GPU, which has 5 GB global memory. The other is
Fig. 7. The bunny example (with different grid resolutions).
Fig. 8. The sphere example (with different d values).
Fig. 9. The dragon example.
Fig. 10. The circular box example.
Table 2
CPU time for some models with grid resolution 251 251 251 (seconds).
Model Triangles AWPN Ours
Bunny 68.91K 0:62 0:68
Dragon 850.88K 3:60 1:59
Circular box 1369.77K 4:56 2:44
Table 3
OpenCL (on Intel Device) time for some models with grid resolution
251 251 251 (seconds).
Model Triangles Method in [11] Ours
Bunny 68.91K 0:13 0:11
Dragon 850.88K 0:37 0:21
Circular box 1369.77K 0:43 0:14
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Table 4
Comparing the performance between the OpenCL version and No OpenCL
version (seconds).
Grid Res. TNoOpenCL TTesla RTesla TIntel RIntel
251 251 251 2.44 0:08 30:05 0:14 17:43
501 501 501 4.67 0:27 17:30 0:29 16:10
715 715 715 10.53 0:59 17:85 0:63 16:71
715 834 715 14.80 0:85 17:41 0:74 20:00
715 1001 715 22.16 1:65 13:43 1:05 21:10
715 1251 715 41.47 – – 1:38 30:05
715 1667 715 110.37 – – 2:50 44:15
Table 5
OpenCL time with different area distribution of triangles on
251 251 251 grids (seconds).
Mesh level Triangles Variance Time
level1 3:21K 0:0013 0:07
level2 3:21K 0:0052 0:19
level3 3:21K 0:0098 0:53
Y. Wu et al. / Graphical Models 76 (2014) 214–223 221Intel(R) Xeon(R) CPU E5-2630 with 32 GB physical mem-
ory. We set K ¼ 2; d ¼ 0:5D and  ¼ D2 in coding unless
speciﬁed.
5.1. Error measurements
We test the Stanford bunny model with different grid
resolutions (i.e. different grid step). Angle Weighted
Pseudonormal (AWPN) method in [33] was proved to be
an accurate approach in constructing signed distance. We
deﬁne a set X containing all grid points whose signed dis-
tance values d satisfy jdj <1 in both AWPN and our
method. For an arbitrary grid point p, suppose the signed
distance values computed by AWPN and our approach is
denoted by dðpÞ and dðpÞ, respectively. The maximum
and average norms can be deﬁned as follows.
emax ¼max
p2X
jdðpÞ  dðpÞj; eavg ¼ 1jXj
X
p2X
jdðpÞ  dðpÞj; ð4Þ
where jXj denotes the number of elements in X. The
numerical results show that the proposed algorithm con-
verges as the grid step becomes smaller (Table 1 and
Fig. 7). Although it is only of linear accuracy, the reduced
triangle mesh (constructed from the resulting SDF by
Marching cubes method) looks just like the original mesh
and may be good enough for many applications in com-
puter graphics.
The numerical results may depend on the parameter d
which cannot be too large, whereas too small d may also
cause problems. For example, if M is a sphere (see Fig. 8),
too small d cannot separate the internal layer from the
external counterpart well, and lead to noises just asFig. 11. The screwdrTheorem 2 predicts. The quality of the resulting SDF also
depends on the parameters  and K. Obviously a small 
would yield better quality with lower performance. We
set  ¼ D2 in all of our numerical tests so that  is consis-
tent with the grid step D. From our numerical results,
K ¼ 2 is an appropriate choice. Actually, K ¼ 1 may cause
too much noise in a few examples when K P 3 there is
no obvious improvement for accuracy. Since the run time
for K þ 1 is ð2Kþ3Þ3ð2Kþ1Þ3 times of that for K, it is not a good idea
to choose a large K.
5.2. Performance
We test the proposed algorithm for triangle meshes
with large number of triangles. Both the dragon example
(Fig. 9) and circular box example (Fig. 10) are computed
with 715 834 715 grid resolution. In our algorithm,
the main storage overhead is for saving the (unsigned
and signed) distance ﬁelds. Thus it always works well even
if the number of triangles of the mesh becomes very large.
The time complexity is OðnÞ if the average area of the trian-
gles is on the order of D2, where n is the number of trian-
gles. The running time on CPU of some models are listed in
Table 2. It is observed that the time is not strictly propor-
tional to the number of triangles due to the fact that trian-
gles in different models may have different sizes. We have
also compared the running time of our algorithm with a
totally-optimized implementation of the state-of-art
method AWPN.
For the computation of SDFs on GPU, there is a novel
algorithm proposed in [11], which has a CPU-to-GPU
speedup ratio of 5–10. We have implemented this method
by using the OpenCL API. The signed distance values are
computed for grid points which are about 2D away from
the triangle mesh, just as our method. A direct comparison
of our algorithm and the algorithm in [11] is represented in
Table 3.iver example.
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rithm between the OpenCL version with the non-OpenCL
version. We test the circular box model (1369:77K trian-
gles) on both CPU and OpenCL devices. The results are pre-
sented in Table 4. The OpenCL running time (in seconds)
TTesla; TIntel is measured by use of the proﬁle strategy of
the OpenCL API. The CPU-to-GPU speedup ratio are com-
puted, i.e., RTesla ¼ TNoOpenCL=TTesla and RIntel ¼ TNoOpenCL=TIntel.
Here TNoOpenCL denotes the running time without using
OpenCL. In Table 4, The symbol ‘‘–’’ means out of memory.
As the Tesla GPU has only 5 GB global memory, it runs out
of memory as the grid resolution becomes high.
It is observed that our algorithm runs as fast as the
state-of-art methods, and has a CPU-to-GPU speedup ratio
about 10–40. Consequently, our GPU algorithm, obtained
trivially from the CPU version, has excellent performance.
It should be pointed out that the OpenCL running time
may not only depend on the number of triangles, but also
the area distribution of the triangles. We test the sphere
model with different area distribution of triangles on the
Intel OpenCL device. The numerical results are shown in
Table 5. The variance in Table 5 is deﬁned as follows:
Var ¼ 1
n
Xn
i¼1
ðsi mÞ2;
where n is the number of triangles, si is the area of the ith
triangle (i ¼ 1;2; . . . ;n) and m is the average area of all tri-
angles in the mesh. A big variance indicates the areas of tri-
angles distribute in a wide range. It could be observed that
our algorithm likes triangle meshes with uniform distrib-
uted triangle areas.
6. Conclusions
In this paper, a very simple and efﬁcient algorithm for
constructing signed distance ﬁelds from triangle meshes
is proposed. First, both an internal and an external ﬁeld
are constructed for the triangle mesh. Then they are used
to generate the desired signed distance ﬁeld by use of a
simple formula. Since less memory is required, our algo-
rithm has the ability to deal with meshes with a very large
number of triangles. Although two distance ﬁelds are
required, our algorithm can accomplish its work within
reasonable time since the time-consuming operations are
only performed in a small neighbourhood of the triangle
mesh. Our algorithm constructs the SDF of the triangle
mesh approximately as shown before. However, it is good
enough for many applications in computer graphics. If we
are allowed to view the internal and external layers as a
new representation of the original geometry model, then
our algorithm can be considered as an accurate method.
Though our GPU algorithm is obtained trivially from the
CPU version, it has a good CPU-to-GPU speed-up ratio.
It should be pointed out that, although our algorithm
works well in most situations, it still has some shortages.
Theorem 2 claimed that the condition dP L2 tan h should
be satisﬁed in order to prevent the sign errors from spread-
ing far away from the triangle mesh. This means the inter-
nal and the external layers may intersect with each other
at places with high curvature. In other words, the 3D gridcannot separate the triangle mesh well and noise may be
generated. In fact, even if the triangle mesh has many high
curvature details, the proposed algorithm still works well
(Figs. 9 and 10). However, when the meshes have very high
curvature structures, noise are produced. (As shown in
Fig. 11, the head of the screwdriver is noisy.) Fortunately,
in most situations, it is meaningless to construct SDFs for
meshes with very high curvature structures. Actually, even
if the accurate SDF is computed, small details may be
smeared out. Another shortage is that our algorithm is only
designed for high detailed meshes with lots of small trian-
gles in some degree. If the areas of the triangles of the
mesh have a wide-range distribution, the parallel version
of the algorithm will slow down (Table 5) since different
work items may have different workloads.References
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