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Abstract. Multi-label classification is a supervised learning problem that pre-
dicts multiple labels simultaneously. One of the key challenges in such tasks is
modelling the correlations between multiple labels. LaCova is a decision tree
multi-label classifier, that interpolates between two baseline methods: Binary Rel-
evance (BR), which assumes all labels independent; and Label Powerset (LP),
which learns the joint label distribution. In this paper we introduce LaCova-
CLus that clusters labels into several dependent subsets as an additional splitting
criterion. Clusters are obtained locally by identifying the connected components
in the thresholded absolute covariance matrix. The proposed algorithm is eval-
uated and compared to baseline and state-of-the-art approaches. Experimental
results show that our method can improve the label exact-match.
Keywords: Multi-label learning; Decision trees; Covariance matrix; Splitting
criteria; Clustering
1 Introduction
Classification is a learning task in which the goal is to categorise a new instance into
one or more classes using the trained model. Single-label classification (binary and
multiclass) is concerned with classifying a new instance into one and only one class. In
binary classification, each training point can belong to one of two classes, whereas, in
multiclass, the setting is more general, so that each training point can belong to one of
more than two classes.
On the other hand, in multi-label classification, training points are associated with
a set of classes (labels) simultaneously. There is a wide range of applications for multi-
label data, such as text categorisation and image and movie tagging. For example, in a
medical diagnosis, a patient may have multiple diseases at the same time.
Decision trees are one of the most popular algorithms for classification. They are
built recursively by partitioning the training data. They consist of nodes: starting from
the root node, the internal node represents an attribute, and the leaf node represents a
class label or a probability distribution over classes. The internal node splits the training
space into two or more nodes based on the chosen splitting criterion.
Among other advantages, decision trees are intuitive and comprehensible, such that
the structure can be captured by inexpert users easily. Furthermore, they are selective,
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which means they select the most discriminative features from the data to construct the
trees, which usually number much less than the actual number of features. This has the
advantage, especially in a high-dimensional feature space [11].
In fact, with regard to multi-label tasks, there are many strategies to apply the de-
cision trees. On one hand, a single decision tree can be learnt for each label, ignoring
the correlation between different labels. This approach is known as binary relevance
(BR). On the other hand, a single tree can be learnt, which makes predictions for all
labels together. it is known as label powerset (LP). In the work proposed in [1], authors
have developed a tree based multi-label classifier using a label covariance as splitting
criterion called LaCova. The key idea of LaCova is to use the label covariance matrix
at every node of the tree in order to decide to treat labels independently (BR) or keep
them all together (LP) and find a feature to split on.
The aim of this paper is to explore how to mediate between keeping all labels to-
gether or treating them independently, by studying ways in which the covariance matrix
can suggest label clusters. Moreover, we incorporate ensemble models with LaCova-
CLus and compare it with other ensemble algorithms.
The rest of this paper is organised as follows: Section 2 discusses the problem def-
inition and possible approaches to learn multi-label decision trees; the LaCova-CLus
is presented in Section 3; Section 4 gives an overview of existing approaches to intro-
duce decision trees into multi-label classification; experimental results are presented in
Section 5; and Section 6 concludes the paper.
2 Problem Definition
Before giving a formal definition, suppose the learning task is to classify a given movie
into several genres so the task in this case is a multi-label classification problem. To
build a decision tree for this dataset a number of methods can be used.
One of the most common approaches and perhaps the simplest way, is to build
a single decision tree for each label and train it independently from the other labels’
trees. So in this case, we create a tree for each movie genre. In order to do this, we
need to transform the dataset into several subsets where each subset has information
only about one movie category. Given a new movie, in order to predict its categories,
all trees should be tested. The prediction for this movie will be the union of all binary
decision trees. This approach learns number of trees equals to the number of labels,
which can be hundreds or thousands in some domains.
The second approach is to learn one decision tree for all movie genres and predict
all of them once. This method models the joint distributions and learns all the labels
as one set. Although this approach is simple and effective, it might end up with few
instances at a leaf when the number of labels is increased.
In summary, we will justify about our approach based on the advantages and dis-
advantages of each approach. The first method does not exploit dependencies among
the labels, which is one of the main challenges in a multi-label classification [8]. More-
over, the number of learnt trees can be large, particularly in the high-dimensional space,
which can be hundreds or thousands in some domains (it can be up to 174 in our ex-
periment) . Finally, from the knowledge discovery point of view, the resulting trees of
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this approach identify features relevant for one label, rather than identifying features
with overall relevance [14]. In the second approach, over-fitting is an issue because it
might end up with a few instances at a leaf. In addition, the exponential number of label
combinations is a potential issue with this approach.
This paper proposes an algorithm that combines these two baseline approaches and
produces a hybrid tree. LaCova-CLus uses the thresholded absolute covariance matrix
in order to find the connected components among labels locally. These components are
partitioned into clusters. For each cluster, we learn a single decision tree (LP).
3 The LaCova-CLus Algorithm
The area of multi-label classification has attracted many researchers. One of the main
challenges is the large number of labels in real-world applications; importantly, these la-
bels may present some correlation between them. Thus, exploiting dependencies among
the labels without increasing complexity could improve the classifier performance [8,9].
Acknowledging the benefits of decision tree models, we focus our work on decision
trees themselves.
In this paper, we propose LaCova-CLus, which is different from the previous
methods as it clusters labels dynamically during the construction of the decision tree.
It also tests label dependencies while growing the tree, which might change and lead to
change in label clusters.
Standard decision tree algorithms use greedy searches to select splits that maximally
decrease the impurity from a node to its children. There are many ways to measure
the impurity of a set of instances, including entropy and Gini index. We note that the
Gini index p j(1− p j) for a binary class label j with proportion of positives p j is the
variance of a Bernoulli distribution with success probability pj. With multiple binary
labels we can also consider label covariance, which for two Bernoulli variables j and
k with success probabilities p j and pk and joint probability p jk is p jk− p j · pk. For a
set of |L| labels we can form an L-by-L covariance matrix with label variances on the
diagonal and pairwise covariances off the diagonal.
LaCova implemented a three-way splitting criterion, which can be summarised as
follows. Firstly, if the trace of this matrix (the sum of the diagonal entries) is small, then
the set of instances is nearly pure in a multi-label sense. Secondly, if the labels are actu-
ally independent, i.e., each pairwise covariance is low in magnitude, then apply BR at
this point. We assessed this by calculating total absolute covariance, where the absolute
value is taken to avoid positive and negative covariances cancelling out. Finally, learn
all labels together and find a feature to split on. The main algorithms are given in [1].
The covariance threshold λ is required to decide whether there is a significant de-
pendence between the labels or not. Authors in [1] derived a threshold λ that is also
computed dynamically at each node of the tree. For more details on derivation λ , see [1].
The first two choices require a threshold on the sum of variances and the sum of
absolute covariances, respectively. In experiments we found that, in combination with
a minimum number of instances in a leaf, a variance threshold of 0 (i.e., all labels pure)
works well. The covariance threshold requires a second innovation, which is presented
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Algorithm 1 LaCova-CLus (D): Learn a tree-based multi-label classifier from train-
ing data.
Input: Dataset D; Labels set L, Minimum number m of instances to split
Output: Tree-based multi-label classifier
CM=Covariance Matrix
if SumOfVar(CM)=0 or |D|<m then
Return Leaf with relative frequencies of labels
else if SumOfAbsCov(CM)≤ λ then
for each label j in D do
Tj = Learn a decision tree for single label (BR) j
end for
Return Node with single-label decision tree Tj
else
clusters=CLUST(L,CM)
if |clusters|> 1 then
for each set s in clusters do
Ts = Learn a decision tree for set of labels s (LP)
end for
Return Node with LP labels decision tree Ts
else
f ,{Di}= FindBestSplit(D)
for each child node Di do
Ti = LaCova-CLus (Di)
end for
Return Node splitting on f with subtrees Ti
end if
end if
in the next section. This leads to the main algorithm given in Algorithm 1, which im-
plements the above three-way split.
In this work, we address how to mitigate between two options: learning a sepa-
rate tree for each label or keep all labels together and learn one tree. The basic idea
of LaCova-CLus is to find useful clusters using the thresholded absolute covariance
matrix and decompose the set of labels into several subsets of dependent labels, build
an LP classifier for each subset. It also combines BR for independent labels. In addi-
tion to the above mentioned three-way splitting criterion, LaCova-CLus incorporates
a fourth option as follows (see Algorithm 1).
1. If the sum of variances is low, stop growing the tree.
2. Or, if the sum of absolute covariances is low, apply BR (vertical split).
3. Or, if there are label clusters, apply LP (vertical split) for each cluster (LaCova-
CLus).
4. Or, find a good feature to split on and recurse (horizontal split).
3.1 Clustering
Algorithm 2 identifies label clusters based on the thresholded absolute covariance ma-
trix. The first step is to assume that all labels are independent and in separate clusters.
Then, it determines which pair of labels to merge in one cluster based on tunable param-
eter λ . The algorithm continues building the clusters by merging the clusters gradually.
These clusters are generated dynamically within the tree.
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Algorithm 2 CLUST(L,CM): Cluster labels based on the covariance matrix
Input: A set of labels L= l1, · · · , l|L| ; Covariance Matrix CM
Output: newClust - The final label clusters
Initialise currClust=null; newClust=null; pairList=null;
/* Build initial clusters by assuming each label is in a separate cluster. */
currClust={l1},{l2}, · · · ,{l|L|}
/* Create a list of label pairs sorted in descending order of the absolute covariance value. */
pairList← sorted list
for each label pair(li, l j), where i= 0 · · · |L|−1 and j = i+1 · · · |L| do
if all labels are in the same cluster then
Stop clustering
end if
if AbsCov(CM, li, l j)> λ then
/* Merge li and l j to a new cluster and update the clusters. */
newClust=currClust ∪(li, l j)
end if
end for
Return newClust
We use the same threshold to decide if a pair of labels are dependent or not to merge
them in one cluster.
λ = µˆ+2σˆ
µˆ =
√
2
(n−1)pi
√
p jpk(1− p j)(1− pk)
σˆ2 =
1− 2pi
n−1 p jpk(1− p j)(1− pk)
where p j and pk are the probabilities of two labels j and k. n is the number of instances
reaching a particular tree node.
4 Related Work
Many different directions have been taken in the literature to adapt decision trees for
multi-label problems. We now summarise them into different approaches as follows.
A first approach transforms a multi-label problem into several binary classification
tasks and builds a decision tree for each label separately which is known as BR. To
classify a new instance, it outputs the union of the labels that are positively predicted
by all the trees. Classifier Chains (CC) is similar to the BR concept, however, it con-
siders labels correlation. It learns binary classifier for each label along the chain (labels
ordering). Features of each classifier in the chain is incremented with the predictions of
all previous classifiers along the chain [10]. Ensembles of Classifier Chains (ECC) [10]
use CC as a base classifier by training a number of CC classifiers. Each classifier is
trained with different order of labels in the chain and a random subset of the data.
The second method learns a single tree and predicts all the labels together. Such
example is proposed by authors in [3], they adapted the C4.5 decision tree to deal with
multi-label data, while the basic strategy was to define multi-label entropy over a set
of multi-label examples separately. The modified entropy sums the entropies for each
individual label. Although, this approach is able to identify features that are relevant to
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all labels at once, splitting is not guided by label correlations. Another recent work is
proposed in [6], which also builds a single tree for a multi-label dataset. They proposed
a hybrid decision tree model that utilises support vector machines (SVMs) at its leaves.
It is known as ML-SVMDT and it combines two models: ML-C4.5 and BR. It builds
single decision trees similar to ML-C4.5, where the leaves contain BR classifiers that
give multi-label predictions using SVM.
The final approach exploits the correlation between labels by applying clustering
approaches. Hierarchy of multi-label classifiers (HOMER) organises all labels into a
tree-shaped hierarchy with a smaller set of labels at each node [13]. In the training
phase, a multi-label classifier is trained for each internal node to predict a set of labels
called a meta-label. Then, it proceeds into the successor nodes of the meta-label if they
belong to this set of labels. Leaf nodes construct a binary classifier to predict only
a single label. Another recent work in [2] combines the LP and BR methods and is
called LPBR. Its first step is to explore dependencies between labels and then to cluster
these labels into several independent subsets according to the chi square χ2 statistic.
Second, a multi-label classifier is learnt: if the set contains only one label, BR is applied;
otherwise, LP is used for a group of dependent labels.
5 Experimental Evaluation
LaCova, LaCova-CLus and ML-C4.5 have been implemented in Java using Meka1.
Meka was used for BR, LP, and CC, whereas Mulan2 was used for the LPBR algorithm.
In all these algorithms, the trees are produced by J48 algorithm.
Initially, we performed experiments and compared LaCova-CLus to other baseline
approaches: BR and LP. Then, we evaluated and compared the proposed model and its
ensemble version to other state-of-the-art multi-label algorithms.
LPBR needs parameters configuration such as non-improving counter to stop clus-
tering. The default parameters setting in Mulan were 10 for non-improving counter
and 10-fold cross validation for testing the clustering performance. For large datasets it
takes days to run the experiments and then cause out of memory error. Therefore, these
parameters were set to 5 for both non-improving counter and 5-fold cross validation for
clusters evaluation.
Nevertheless, the largest three datasets in terms of the number of labels: CAL500,
Language log and Enron, LPBR takes hours to execute and then reports out of memory
problem (as shown in Table 1). We report the results on others at least to see how it
performs but we did not include its results in the significant test.
Considering ensemble models, all methods involve bootstrap sampling the training
set. Ensemble iterations are set to 10. The predictions are averaged per label to produce
the classifications confidence values.
We evaluate the algorithms on 9 commonly used benchmarks from the Meka and
Mulan repositories. We used the most common multi-label metrics, namely multi-label
1 http://meka.sourceforge.net/
2 http://mulan.sourceforge.net/
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Fig. 1: Critical Difference diagrams using pairwise comparisons for those experiments
where the Friedman test gives significance at 0.05. It considers only single classifier
algorithms.
accuracy (Jaccard index), exact-match (subset accuracy), hamming loss and micro av-
eraged f-measure [5,7,12]. Tables 1 and 2 show the average 10-fold cross validation of
the single classifier and ensembles, respectively.
Table 1 also shows the average rank of each approach. Both LaCova and LaCova-
CLus have the best average rank in terms of the multi-label accuracy. LaCova wins
in five datasets out of nine, whereas LaCova-CLus wins in two datasets out of nine.
In relation to exact-match, LaCova-CLus has the best average rank followed by LP,
which suggests that clustering labels into dependent subsets may improve the exact-
match. CC has the best average rank for both hamming loss and f-measure. LaCova-
CLus and LaCova have the second best average rank for hamming loss and f-measure,
respectively.
We conducted the Friedman test based on the average ranks for all datasets in order
to verify whether the differences between algorithms are statistically significant [4]. For
exact-match, hamming loss, f-measure the Friedman test gave a significant difference
at 5% confidence so we proceed to a post-hoc analysis based on Nemenyi statistics as
shown in Figure 1. Regarding the ensemble models, there is no significant difference
between the algorithms.
|L| N F
CAL500 174 502 68
LLOG 75 1460 1004
Enron 53 1702 1001
Medical 45 978 1449
Genebase 27 662 1186
Slashdot 22 3782 1079
Yeast 14 2417 103
Flags 7 194 19
Emotions 6 593 72
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Fig. 2: Comparison of build time in hundreds of seconds. The table shows statistics of
the datasets used in the experiments. |L| is the number of labels, F is the number of
features and N is the number of examples.
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Table 1: Average 10-fold cross validation on 9 datasets comparing single classifier al-
gorithms. The lower value of hamming loss is the better, and for the other metrics the
higher value is the better.
BR LP LPBR ML-C4.5 CC LaCova LaCova-CLus
Multi-label Accuracy
CAL500 0.201 0.204 - 0.225 0.208 0.226 0.206
LLOG 0.245 0.234 - 0.208 0.247 0.100 0.243
Enron 0.296 0.277 - 0.344 0.315 0.315 0.294
Medical 0.729 0.724 0.725 0.541 0.728 0.548 0.736
Genebase 0.901 0.980 0.955 0.922 0.986 0.918 0.982
Slashdot 0.425 0.420 0.376 0.312 0.429 0.444 0.465
Yeast 0.391 0.396 0.411 0.414 0.218 0.431 0.397
Flags 0.536 0.550 0.541 0.527 0.531 0.574 0.565
Emotions 0.402 0.416 0.417 0.411 0.388 0.425 0.405
average rank 4.3 4.1 - 4.1 3 2.6 2.8
exact-match
CAL500 0 0 - 0 0 0 0
LLOG 0.184 0.205 - 0.172 0.203 0.063 0.211
Enron 0.022 0.079 - 0.064 0.076 0.058 0.077
Medical 0.607 0.642 0.655 0.389 0.641 0.393 0.661
Genebase 0.809 0.962 0.937 0.882 0.971 0.844 0.968
Slashdot 0.425 0.368 0.306 0.064 0.356 0.351 0.411
Yeast 0.035 0.134 0.122 0.096 0.118 0.120 0.122
Flags 0.098 0.139 0.145 0.108 0.150 0.160 0.187
Emotions 0.125 0.202 0.165 0.165 0.157 0.219 0.187
average rank 4.7 2.3 - 4.7 3.2 3.9 1.9
hamming loss
CAL500 0.223 0.201 - 0.213 0.189 0.214 0.201
LLOG 0.031 0.026 - 0.033 0.023 0.035 0.025
Enron 0.082 0.078 - 0.084 0.069 0.075 0.076
Medical 0.013 0.014 0.017 0.025 0.011 0.025 0.013
Genebase 0.008 0.002 0.019 0.014 0.001 0.011 0.002
Slashdot 0.055 0.058 0.086 0.084 0.045 0.057 0.054
Yeast 0.296 0.288 0.363 0.297 0.307 0.272 0.285
Flags 0.317 0.297 0.309 0.334 0.295 0.281 0.285
Emotions 0.296 0.304 0.309 0.323 0.305 0.287 0.295
average rank 4.1 3.6 - 5.6 1.7 3.3 2.3
f-measure
CAL500 0.334 0.332 - 0.363 0.338 0.364 0.334
LLOG 0.175 0.122 - 0.103 0.177 0.121 0.136
Enron 0.428 0.364 - 0.426 0.014 0.421 0.391
Medical 0.778 0.744 0.773 0.587 0.786 0.618 0.758
Genebase 0.921 0.982 0.853 0.870 0.988 0.896 0.981
Slashdot 0.506 0.429 0.381 0.416 0.512 0.476 0.473
Yeast 0.541 0.522 0.531 0.546 0.528 0.560 0.526
Flags 0.686 0.689 0.686 0.674 0.677 0.711 0.707
Emotions 0.539 0.521 0.540 0.523 0.499 0.544 0.527
average rank 2.7 4.5 - 4.6 2.6 2.7 3.6
5.1 Summary
The general conclusion of these experiments, which compare LaCova and LaCova-
CLus with other different algorithms, are summarised in the following points:
– There is no algorithm that performs well in all evaluation measures. Multi-label
classifiers can be selected depending on the dataset and the desired evaluation met-
rics.
– Classifiers that transform multi-label problems into several binary problems are
good for both hamming loss and f-measure. A good example for this is binary
relevance approach.
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Table 2: Average 10-fold cross validation on 9 datasets comparing ensemble algorithms
(10 iterations).
Multi-label Accuracy
ECC LaCova LaCova-CLus
CAL500 0.282 0.288 0.249
LLOG 00.281 0.084 0.084
Enron 0.388 0.384 0.372
Medical 0.773 0.439 0.744
Genebase 0.974 0.919 0.972
Slashdot 0.466 0.446 0.484
Yeast 0.505 0.519 0.496
Flags 0.565 0.579 0.587
Emotions 0.493 0.500 0.466
average rank 01.66 2.05 2.27
Exact-match
ECC LaCova LaCova-CLus
CAL500 0 0 0
LLOG 0.199 0.003 0.003
Enron 0.047 0.029 0.055
Medical 0.671 0.269 0.635
Genebase 0.953 0.844 0.949
Slashdot 0.320 0.341 0.359
Yeast 0.124 0.159 0.120
Flags 0.135 0.129 0.187
Emotions 0.226 0.261 0.226
average rank 1.83 2.27 1.88
hamming loss
ECC LaCova LaCova-CLus
CAL500 0.209 0.167 0.193
LLOG 0.033 0.037 0.037
Enron 0.068 0.060 0.071
Medical 0.011 0.025 0.013
Genebase 0.002 0.014 0.003
Slashdot 0.051 0.061 0.056
Yeast 0.239 0.213 0.245
Flags 0.294 0.271 0.263
Emotions 0.258 0.234 0.254
average rank 01.88 1.94 2.16
f-measure
ECC LaCova LaCova-CLus
CAL500 0.435 0.442 0.394
LLOG 0.219 0.126 0.126
Enron 0.519 0.529 0.502
Medical 0.813 0.570 0.772
Genebase 0.980 0.873 0.968
Slashdot 0.548 0.523 0.512
Yeast 0.634 0.648 0.627
Flags 0.707 0.719 0.726
Emotions 0.610 0.622 0.590
average rank 1.66 1.83 2.5
– There are some proposed solutions which combines binary relevance because of its
effectiveness for the above mentioned metrics. To name a few, classifier chain and
LaCova. We can see from the experiments that these methods have good results
for hamming loss and f-measure.
– Exact-match is a strict measure. Considering correlation between labels can get
higher exact-match. LaCova-CLus and LP achieve better exact-match. CC also
considers label correlation, however, it depends on the labels order. For that reason,
they propose ensemble of classifier chain thats tries different label orders.
– LaCova and LaCova-CLus have better multi-label accuracy among others.
– In case of high dimensional space in terms of number of labels, features, examples,
LaCova-CLus is much faster than LaCova. Figure 2 shows the build time for all
algorithms across datasets.
6 Conclusion
In this paper we have presented a novel algorithm for multi-label classification called
LaCova-CLus. The key idea of this algorithm is to compute label covariance matrix
at each node of the tree in order to measure the correlation and cluster labels dynam-
ically. It interpolates between two well-known multi-label classifiers: LP and BR by
introducing four splitting ways that enables local decisions.
To evaluate LaCova-CLus we first compared it to baseline and other state-of-the-
art approaches. Then, we evaluated its ensemble to other ensemble methods. We used
four common evaluation metrics and nine datasets. Experimental results indicate that it
outperforms these methods for exact-match on the average rank.
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