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Abstract 
Data mining is often performed with datasets associated 
with diseases in order to increase insights that can 
ultimately lead to improved prevention or treatment. 
Classification algorithms can achieve high levels of 
predictive accuracy but have limited application for 
facilitating the insight that leads to deeper understanding 
of aspects of the disease. This is because the 
representation of knowledge that arises from classification 
algorithms is too opaque, too complex or too sparse to 
facilitate insight. Clustering, association and visualisation 
approaches enable greater scope for clinicians to be 
engaged in a way that leads to insight, however predictive 
accuracy is compromised or non-existent. This research 
investigates the practical applications of  Automated 
Weighted Sum, (AWSum), a classification algorithm that 
provides accuracy comparable to other techniques whilst 
providing some insight into the data.  This is achieved by 
calculating a weight for each feature value that represents 
its influence on the class value. Clinicians are very 
familiar with weighted sum scoring scales so the internal 
representation is intuitive and easily understood. This 
paper presents results from the use of the AWSum 
approach with data from patients suffering from Cystic 
Fibrosis. 
Keywords:  Data mining, cystic fibrosis, Classification 
algorithm, data visualisation 
1 Introduction 
Algorithms used in the data mining phase of a 
knowledge discovery from database exercise can broadly 
be divided into four categories;  classification, clustering,  
associational and visualisation.  Classification algorithms 
such as supervised neural networks, rule induction or 
naive Bayes predict a class variable’s value given a 
training set of feature variable values.  The potential for 
an analyst to gain insight toward a deeper understanding 
of the data varies from algorithm to algorithm.  The black 
box nature of supervised neural networks often results in 
good prediction accuracies however insight into the data 
is limited.  Decision tree induction algorithms provide 
more insight by generating an explicit representation of 
the smallest subset of feature values that lead to good 
prediction accuracy. 
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Clustering algorithms group feature values into 
distinct groups comprising similar items for the analyst to 
identify as pertinent to the issue. The analyst gains insight 
by observing like records which suggest new ways to 
understand the data. However, clustering does not specify 
ways in which features combine that permits predictive 
accuracies achievable with classification algorithms. 
Associational algorithms such as Apriori advanced by 
Agrawal et al (1996) discover sets of feature values that 
frequently occur together. Analysts gain a deeper 
understanding of the data because the associations 
confirm knowledge they implicitly or intuitively had or 
because the associations are surprising and suggest new 
hypothesis to explore. However, typically there are so 
many associations generated that artificial mechanisms 
need to be introduced to limit the number that are 
presented to analysts. Visualisation methods aim to 
present feature values visually without classifying, 
clustering or drawing associations. The visual 
presentation alone can sometimes enable the analyst to 
glean insights not readily apparent otherwise.   
 
Classification algorithms have limited potential for the 
facilitation of insight because the representation of 
knowledge that arises from the algorithms is too opaque, 
too complex or too sparse. Neural networks inter-node 
weights do not map directly to any concept or pattern in 
the data. Decision trees and rules such as those generated 
by algorithms such c4.5 advanced by Quinlan (1993) 
present only those features that are useful for achieving 
high predictive accuracy. Insight into disease causes 
could conceivably involve features that are not selected 
for inclusion in the decision tree. Bayesian approaches 
exemplified by Duda (1973) can also be problematic in 
that probabilities at many nodes affect the classification 
requiring some amount of reverse engineering to 
determine the way in which a feature influences the 
classification. More recent techniques including Support 
Vector machines described by Vapnik (1999) actively 
seek a minimal set of feature values that maximise 
predictive accuracy. However, as is the case for decision 
tree induction, understanding often involves features that 
are not sufficiently prevalent to warrant inclusion in the 
support vector but are important for suggesting 
hypotheses or for a deeper appreciation of the disease and 
its causes. 
Further, the representation of knowledge in existing 
classification algorithms is not easily incorporated into 
medical practice. For instance, a complex, multi-level 
decision tree may accurately predict an outcome but it 
cannot readily be integrated into practice unless 
embedded and into a decision support system so that the 
tree is hidden from the clinician. An ideal classifier for 
use in medical practice is required to be simple and easy 
to use and interpret.  
We claim that a simple and intuitive way to 
understand how feature values influence a class value is 
with the concept of a weighted sum.  Many medical 
scales such as the Glasgow Coma Scale (Teasdale and 
Jennings 1974) associate a weight or score with feature 
values and a threshold on class values. The Glasgow 
Coma Scale rates a patient’s level of consciousness by 
providing a score between 3 and 15, from a rating on 
three variables, eye movement, verbal ability and motor 
movements. For example, a weight of 1 is assigned 
toward the total score if eyes do not open. A weight of 2 
if the patient makes incomprehensible sounds and a 
further 2 if the patient reacts to pain. The total score, in 
this example of 5 results in a classification of severe 
coma because the total is below the threshold for severe 
coma of 8.  Weighted sum formulas such as the Glasgow 
Coma Scale are easy to understand. The relative 
importance or influence of each feature value is provided 
by the value’s score.  For example, the ability to obey 
commands that demand motor movement has a weight of 
6 so this feature value itself can be seen to be an influence 
toward a minor reduction in consciousness as opposed to 
a severe coma. 
In this paper, we present a classification algorithm 
called AwSum, that demonstrates high predictive 
accuracy at the same time as engaging the analyst to 
glean new insights.  The AwSum algorithm discovers a 
weight for each feature value and thresholds on the class 
variable that minimise misclassification rates. The 
intuition behind this is that each feature value has an 
influence on the classification that can be represented as a 
weight and that combining these influence weights gives 
an influence score for an example. This score can then be 
compared to a threshold in order to classify the example.  
The algorithm for calculating and combining weights, and 
determining thresholds is briefly described in section 2.  
Further, the algorithm discovers weights for pairs of 
values and uses the pair weight instead of the sum of the 
component single weights, if the pair weight is 
appreciably different to the mean of the singles. 
Interactions between three, four and more feature values 
are weighted in the same way. 
AWSum provides insight into the data that is simple 
and visual to interpret whist maintaining predictive 
accuracy comparable with other classifiers.  The AWSum 
algorithm has been applied to parts of The Australian 
Cystic Fibrosis Data Registry (ACFDR) database and 
potentially valuable insights have been obtained. 
Experience with this data set are presented in the next 
section before a description of the algorithm follows in 
section 3.  
2 Insight into the Cystic Fibrosis dataset 
The Cystic Fibrosis dataset consists of 212 records of  
23 features associated with a diagnosis of mild, moderate 
or severe CF. The features relate to patients’ antibiotic 
use, nutritional supplements, gender, body mass, 
infections, and various breath volume tests. A cystic 
fibrosis expert clinician was presented with the diagrams 
generated by the AwSum algorithm depicted in Figure 1. 
The clinician, a co-author of this paper, had extensive 
experience with cystic fibrosis. The right hand side of the 
graph  was assigned the value 1 which represents the 
class value severe for cystic fibrosis. The left side was 
assigned the value -1 which represents mild cystic 
fibrosis. We see from the bottom three entries on Figure 1 
that being female provides a weight or influence toward 
mild CF. Testing positive for the yeast infection Candida 
Albicans  provides an influence the other way towards 
severe CF. Having a breath volume less than 95.85 
provides some influence toward severe CF. The influence 
weight for each feature value including the three above 
were presented to the expert clinician. 
Figure 1 illustrates that the influence for female and 
Candida together is less than that for Candida alone. This 
is not surprising given that being female was influential 
toward mild and Candida presented some influence 
toward severe CF. However, despite FVCP less than 95% 
being only marginally influential toward severe CF and 
being female indicative of mild CF, the pair together, 
paradoxically are far more influential toward severe CF 
than seems intuitive. Candida and FVCP less than 95% is 
highly influential toward severe CF but the three together, 
female and Candida and FVCP less than 95% are 
weighted highly toward an assessment of severe CF.  
 
 
Figure 1: Influence weights for feature values and 
combinations of feature values 
 
The link between females, Candida and FVCP less 
than 95% and severe CF surprised the expert. His 
suggestion was that perhaps severe CF caused CA. 
Sufferers of CF tend to have compromised immune 
systems that leave them susceptible to infections such as 
Candida. However, this explanation doesn't fully cover 
what is seen in the data, as CA seems to compound the 
CF severity when associated with  FVCP less than 95%. 
The explanation for the increase for females may be that 
females more often have CA. This data has proven 
interesting enough to the expert that further enquiries are 
being made of experts in the CA area to try and determine 
an explanation for the observation. Recent  
microbiological research by Klotz et al (2007) suggests 
that Candida may act as a catalyst for the aggregation of 
bacterial cells which suggests a possible causal link 
between CA and the severity of CF. While no causal link 
has been established at this stage and may well never be, 
the insight provided by AWSum has proved interesting to 
our expert and prompted him to expand his domain 
knowledge by consulting other related experts.  
Despite the simplicity of scoring systems such as the 
Glasgow Coma Scale and ease with which they can be 
applied in clinical practice, (Wyatt and Altman 1995) 
note that the most scoring systems advanced are in fact, 
rarely used by clinicians.  They attribute the lack of 
uptake of diagnostic models by clinicians to a lack of 
adequate evidence for the scale’s credibility, accuracy, 
generality  and effectiveness.  The approach advanced 
here could feasibly engender clinicians to trust the 
scoring system that emerges from the AwSum algorithm 
more readily because the influence weights are readily 
seen to be derived from data analyse with minimal 
assumptions. 
Various forms of linear regression are currently used 
in many medical applications. Although these have solid 
theoretical underpinnings (Wyatt and Altman 1995) 
found that in as many as one in five statistical models the 
underlying assumptions such as normally distributed 
variables were violated affecting the integrity of the 
approach.  
The AwSum approach draws inspiration from two 
elements of logistic regression; the avoidance of 
assumptions  and the centrality of relating one class value 
against another.  Logistic regression does not assume that 
values are distributed normally and, through its use of the 
odds ratio, directly relates one class value to its opposite: 
(Pr(Class|Feature_value)/1-Pr(Other class|Feature value). 
The logistic regression approach differs from that 
presented here in its derivation of parameters of a logistic 
function are derived from actual data, for use in 
classifying new examples. The AwSum algorithm is 
described in the next section. 
 
2.1 The AwSum Algorithm 
 
The first phase of the AWSum approach lays the 
foundations for classification by calculating influence 
weights for each feature value. A feature value's influence 
weight, W, represents its influence on each class value  
and so it needs to simultaneously represent  the feature 
value's association with a class value and its alternate. 
The AWSum approach extends beyond binary classes but 
the simpler binary case will be described here.  We 
arbitrarily specify a range for the influence weight for a 
feature value to be between -1 to 1 , where a certainty of 
one class value produces a weight of -1 and a certainty of 
the other class value a weight of 1. We arrive at an 
influence weight for a feature value that represents the 
feature value's influence on one class value relative to its 
opposite.  Equation 1 demonstrates this calculation and 
Figure 2 shows an example where:  
Pr(Class_value_1 | Feature_value_1) =  0.2 and 
Pr(Class_value_2 | Feature_value_1) =  0.8 
These conditional probabilities are calculated as: 
n(Class_value ∩ Feature_value) / n(Feature_values) 
 
The influence weight for a feature value, WFv1 is: 
 
WFv = pr(O1 | Fv1) -  pr(O2 | Fv1) 
 
 
Figure 2 Binary class example 
Classification of an example is achieved by combining 
the influence weights for each of the example's feature 
values into a single score. By summing and averaging 
influence weights we are able to arrive at a scaled score 
that represents a combination of the evidence that the 
example belongs to one class and not to another. The use 
of a scale from -1 to 1 is somewhat counter-intuitive 
because of the suggestion of negative probabilities.  To 
avoid this, a mapping function is used to scale influence 
weights to be non-negative. The same mapping function 
is used to determine influence weights where there are 
more than two class variable values.  
Performing the combination by summing and 
averaging assumes each feature value's influence is 
equally comparable.  Although this is a relatively naive 
approach, it is quite robust as described later in this 
section. It also leaves open the possibility  of using other 
functions for the combining of influence weights, much 
the same as different kernel functions can be used in 
support vector machines.  
The influence score for an example is compared to 
threshold values that divide the influence range into as 
many segments as there are class values. For instance, a 
single threshold value is required for a binary 
classification problem so that examples with an influence 
score above the threshold are classified as one class 
value, and those with a score below the threshold are 
classified as the other class value.  Each threshold value 
is calculated from the training set by ordering the 
examples by their influence weight and deploying a 
search algorithm based on minimising the number of 
incorrect classifications.  For instance, the examples with 
total influence scores that fall to the left of the threshold 
in Figure 3 are classified as class outcome, A  This 
however includes two examples that belong to class B in 
the training set and so these two examples are 
misclassified but the number of misclassifications has 
been minimised.  Two examples to the right of the 
threshold are misclassified as class B when they are A’s.  
In cases where there are equal numbers of correctly and 
incorrectly classified examples the threshold is placed at 
the mid-point under the assumption that misclassification 
of class A and B is of equal cost. New examples can be 
classified by comparing the example's influence score to 
the thresholds. The example belongs to the class in which 
its influence score falls. 
 
 
Figure 3 Threshold optimisation 
 
AWSum is suited to nominal feature values and class 
outcomes although it is not necessary that they are 
ordinal. Continuous numeric features require 
discretisation before use in AWSum. As a consequence 
there is a risk of information loss due to the discretisation 
however studies to ascertain the impact of this have not 
yet been performed. While there is a potential for 
developing a distinct method of discretisation in AWSum 
the research to date has used the MDL method by 
(Fayyad and Irani 1993). 
The combining of influence weights for single feature 
values into a total influence score for an example and 
using this to classify is intuitively based however, it is 
plausible that  feature values may not individually be 
strong influences on a class outcome but when they occur 
together the combination is a strong influence. For 
example, both drug A and  drug B may individually be 
influential toward low blood pressure but taken together 
lead to an adverse reaction that results in exceedingly 
high blood pressure. 
The influence weights for each feature value 
combination can be calculated in the same way as they 
were for the single feature values. These combinations of 
feature values can contribute to an increase in accuracy 
and provide insight. Analysts can use them to identify 
feature values that have interesting interactions. This is 
achieved by comparing the influence weights of the 
individual component feature values of the combination 
to the influence weight of the combination. If they are 
markedly different this indicates a level of interaction 
between the feature values. This is useful, for example, in 
identifying things such as adverse drug reactions. 
2.2 Model Selection 
AWSum calculates an influence weight for each 
feature value and all combination’s of feature values and 
so a comparison of the influence of the feature value 
combination to its parents is possible.  By this we mean 
that a feature value combination containing two feature 
values can be compared with the feature value weight of 
each of the components that make it up.  In doing so the 
difference between the influence weight of the parent and 
child can be calculated. If the influence can be attributed 
to a parent, or if the weight of the combination is not 
significantly different to the influence calculated for 
combining the two single feature influence weights using 
AWSum's averaging method then there is be no need to 
include the child in the classification model. This also 
leads to an ability to identify combinations of feature 
values that interact strongly in a way different to their 
constituent features which can provide insight into the 
data as discussed above with the Candida example in the 
Cystic Fibrosis data.  
3 Classification accuracy 
Four datasets were sourced from the UCI Repository 
maintained by Blake et al (1988) in addition to the Cystic 
Fibrosis dataset (ACFR 1999), for the comparative 
evaluation of the AWSum approach:  
• Cleveland Heart - 14 numeric features, 2 classes, 
303 instances, 6 missing values 
• Iris- 5 numeric, continuous features, 3 classes - 1 
linearly inseparable, 150 instances, 0 missing 
values 
• Mushroom - 22 nominal features, 2 classes, 8124 
instances, 2480 missing values 
• Vote - 17 Boolean features, 2 classes, 435 
instances, 0 missing values 
• Cystic Fibrosis - 17 categorical features, 6 
continuous feature, 3 classes, 212 instances, 
missing values 
 
Classification accuracy has been assessed using 10 
fold stratified cross validation. Table 1 shows the 
classification accuracy of other techniques using the 
Weka suite Witten (2000) alongside results from 
AWSum. AS1 refers to AWSum using single feature 
values independently, without considering any interaction 
between feature values. AS3 shows the classification 
accuracies achieved with AwSum including the influence 
weights for combinations of feature values up to a 
combination of three feature values. Naive Bayes (NB), 
TAN, C4.5, Support Vector Machine (SVM) and Logistic 
Regression (LG). Table 1 illustrates that AWSum 
performs comparably on all datasets, particularly when 
interaction effects with three features are adopted. 
 
 A 
S 
1 
A 
S 
3 
N 
B 
T 
A 
N 
C 
4 
5 
S 
V 
M 
L 
G 
Heart 83 90 84 82 79 84 84 
Iris 94 97 94 94 96 97 93 
Mush 96 99 96 100 100 100 100 
Vote 86 97 90 94 96 96 95 
CF 48 64 60 60 61 56 61 
Table 1. Classifier comparison 
 
4 Conclusion 
 
AWSum demonstrates that classification accuracy can 
be maintained whist providing insight into the problem 
domain. The insights into the CF data have been shown to 
confirm domain knowledge. It has also been shown that 
AWSum can elicit non trivial insights that can be of 
interest to domain experts. Given the ease of use and 
interpretation of insights stimulated by the AWSum 
algorithm, it would seem that it would be of use in real 
world data mining situations. Future work involves 
redesigning the algorithm for the streaming of data. 
The AWSum algorithm lends itself to time series 
problems. The counts of the weights and combinations of 
weights can be incremented example by example as they 
arrive in the data stream and each influence weight 
updated accordingly. Preliminary studies on a Diabetes 
dataset of 80 features and 1930 records have shown 
promise. 
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