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In the last  few  years,  several  studies  have  revisited  long-held  assumptions  in  the  ﬁeld of  brain  devel-
opment  and  evolution  providing  us with a fundamentally  new  vision  on the  mechanisms  controlling  its
size  and  shape,  hence  function.  Among  these  studies,  some  described  hitherto  unforeseeable  subtypes  of
neural progenitors  while  others  reinterpreted  long-known  observations  about  their cell  cycle  in alterna-
tive new  ways.  Most  remarkably,  this  knowledge  combined  has  allowed  the  generation  of  mammalianeywords:
rain evolution
ell cycle
eural progenitor cells
ortical architecture
yriﬁcation
model  organisms  in  which  brain  size  and  folding  has  been  selectively  increased  giving us the  means
to  understand  the  mechanisms  underlying  the  evolution  of  the  most  complex  and  sophisticated  organ.
Here  we  review  the  key ﬁndings  made  in  this  area  and  make  a few conjectures  about  their  evolutionary
meaning  including  the  likelihood  of  Martians  conquering  our  planet.
© 2014  The  Authors.  Published  by Elsevier  Ireland  Ltd.  This  is an  open  access  article  under  the  CC  BY
license  (http://creativecommons.org/licenses/by/3.0/).ell fate determination
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. Diversity in brain size, shape and function
One of the most remarkable features of the forebrain, and
articularly the cerebral cortex, is its extraordinary phenotypic
iversity, namely referred to size and shape. Quite outstandingly,
he variety of brain sizes among vertebrates spans ﬁve orders of
agnitude, from 80 mg  in the green lizard to 7.8 kg in the sperm
hale (http://faculty.washington.edu/chudler/facts.html). Brain
smooth cortex. In birds the cortex is also smooth and the olfactory
bulb is notably small, whereas the basal telencephalon is by far
the largest part of the brain. Finally, in the mammalian brain,
the cerebral cortex represents the largest part, and itself displays
a wide variety of shapes from spheroidal (manatee, human) to
spindle-shaped (rabbit, giant ant-eater) (Fig. 1) (Welker, 1990).
Because in general terms the cerebral cortex is a sheet of neural tis-
sue, this may  be deformed in the three-dimensional space forminghapes are also found in a remarkably varied repertoire (Fig. 1). In
eptiles, e.g. snakes, the olfactory bulb is very long and massive
ompared to the rest of the telencephalon, including a small and
∗ Corresponding authors.
E-mail addresses: vborrell@umh.es (V. Borrell), federico.calegari@crt-dresden.de
F. Calegari).
ttp://dx.doi.org/10.1016/j.neures.2014.04.004
168-0102/© 2014 The Authors. Published by Elsevier Ireland Ltd. This is an open access folds and ﬁssures (Welker, 1990). In fact, folding turns out to be a
very effective strategy to ﬁt a very large cerebral cortex sheet (with
a very large surface area) inside a reduced volume, thus limiting
overall head size. As a general rule, big brains (e.g. human) are
usually highly folded, or gyrencephalic, whereas small brains (e.g.
mouse) are usually completely smooth, or lissencephalic. Finally,
if we look at the cytoarchitectural organization of the cerebral
cortex this diversity becomes further increased. For example, the
article under the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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Fig. 1. Diversity of brain phenotypes across phylogeny. External views of the brain of different vertebrates demonstrating morphological diversity. (A) Red cornsnake
(Pantherophis guttatus); (B) Japanese quail (Coturnix coturnix japonica); (C) Jack rabbit (Lepus americanus); (D) Giant ant-eater (Myrmecophaga tridactyla); (E) Manatee
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fTrichecus manatus latirostris); (F) Human (Homo sapiens sapiens); (G) Martian. Col,
–F,  1 cm.
ource: Photographs are from Chen et al. (2012) (B), www.brainmuseum.org (C–F), 
urine cerebral cortex is organized in 6 layers but layers 2 and 3
re usually considered together, while in primates not only layers
 and 3 are clearly distinguishable, but in striate visual cortex we
an distinguish layers 2/3A, 3B, 4A, 4B, 4C and 4C (Callaway,
998). In some anecdotic cases we even ﬁnd greater variety, like
n the giraffe where layer 2 is organized in discontinuous clusters
f neurons separated by cell-sparse regions (Defelipe, 2011).
In addition to size, shape and cytoarchitecture, phenotypic
iversity of the cerebral cortex extends into its most important
eature: function. It is generally assumed, and even accepted, thatulus; Cx, cortex; NCx, neocortex; OB, olfactory bulb. Scale bars: A, 1 mm;  B, 2 mm;
ttp://derekwinnert.com (G).
cerebral cortex size and the degree of cortical folding are equiva-
lent, if not directly proportional, to the degree of intelligence. But
evidently this is an extremely anthropocentric view of brain diver-
sity, fundamentally based on the belief that humans are the most
intelligent creatures on Earth and that our brain is functionally
unmatched. But how do we  measure intelligence? Whereas the
human capacity for changing the world is undoubtedly superior to
any other species, how much of this can be attributed to our brain
performance and how much to our opposable thumbs or any other
peculiar human feature (Roth and Dicke, 2005)? That is, are we
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ruly much smarter than dolphins or just more capable of building
nd handling tools? If elephants and whales have bigger brains
nd cortices with more folds than ours, does that also mean that
hey are more intelligent? Seen from the opposite perspective, the
arge and highly folded brain of sheep does not appear to make
hem very intelligent (although we might own our apologies to
heep after a study revising this view; Morton and Avanzo, 2011).
One should consider brain capacity not simply, or solely, in
erms of intelligence, but in terms of sheer computing power. In
eneral, brains with greater numbers of neurons and more cor-
ical surface area contain more dendrites, axons and synapses,
hus have many more possibilities for neuronal communication
nd, hence, greater potential for information processing, that is
reater computing power (Purves, 1988; Roth and Dicke, 2005).
or example, the cerebral cortex of an adult rat is 6 cm2, it contains
15 × 106 neurons and ∼1010 synapses, whereas in an adult human
t is 2500 cm2 and contains ∼21 × 109 neurons and ∼1015 synapses
Herculano-Houzel, 2009; Roth and Dicke, 2005). But it is funda-
ental to realize that not all parts of the cerebral cortex are quali-
atively or functionally equivalent, nor that all about brain function
s solely related to neurons (as recently shown by transplantation
f human astrocyte precursor cells in mouse; Han et al., 2013).
Importantly, not only cerebral cortex function is heterogeneous
ut this heterogeneity is hierarchically organized. Regions of the
erebral cortex receiving information directly from the thalamus
re known as “primary”. Within these primary areas, neurons of
he different layers combine their input information to generate a
econdary, more elaborate output product that will be passed on to
secondary” areas as well as back to subcortical regions, including
he thalamus. Secondary cortical areas will combine the informa-
ion received from the primary area with information from other
ources in the brain to generate a yet more processed informa-
ion product which will be passed on to cortical areas of yet higher
rder. At the highest level of neural information processing we ﬁnd
he associative cortex, where highly processed information of all
odalities (auditory, visual, somatosensory) is combined and inte-
rated, eventually leading to the emergence of consciousness and
igher cognitive thinking (Kandel et al., 2000).
Comparative studies across a wide variety of mammals evi-
ence two fundamental facts (Krubitzer, 2007): (1) the relative
mount (surface area) of cerebral cortex dedicated to primary
nformation processing (primary areas) is highly variable between
pecies; hence, the relative amount of cortex with higher order
nformation processing, including associative, is equally variable.
2) Species with big and highly folded brains, such as primates
nd carnivores, use a relatively small portion of their cerebral
ortex for primary processing and use most of it for higher order
rain functions. In contrast, species with small and smooth brains,
ncluding rodents, marsupials and insectivores, use most of their
ortex for primary information processing, hence little for higher
rder functions (Krubitzer, 2007). Considering these general rules,
wo exceptions are highly informative: the majority of new world
onkeys (e.g. marmoset) have small and near-lissencephalic
ortices but most of their cortex is dedicated to higher order
rocessing (non-primary), in consonance with their remarkable
ognitive abilities. On the other hand, ungulates like sheep have a
ery large and highly folded cerebral cortex but most of it is ded-
cated to primary processing (especially visual), with a relatively
inor portion involved in higher order information processing, in
onsonance with their reputation for limited “intelligence”.
Given the extreme complexity of the mature brain, both in
umbers and variety of cell types as well as in the intricacy
nd speciﬁcity of neural connections, there is no question that
rain development is a highly expensive process (physiologically
nd genetically). Therefore, the outstanding diversity of brain
henotypes that we just outlined must necessarily obey to thee Research 86 (2014) 14–24
extraordinary pressure of evolution and natural selection includ-
ing the general ecological niche and survival strategy followed by
each species. Obvious as it sounds, the reasons why  most rodents
have small and smooth brains, mostly engaged in primary infor-
mation processing, must relate to their continuous need for hiding
and running away from predators and eating and breeding as much
and quickly as possible, which do not seem to require a lot of deep
thinking: just eat, copulate and run! On the other hand, it must be
very advantageous for large hominids to develop big and extremely
complex brains, necessary for their much more complex behav-
iors and social interactions, including building and using tools to
outcompete stronger and faster predators, individually and collec-
tively.
From our present standpoint in the history of planet Earth, it
seems quite intuitive that a very large and folded cerebral cortex
(to use for very complex higher cognitive functions) has syner-
gized with opposable thumbs and other features to allow Homo
sapiens sapiens to take control and outcompete essentially all other
species (including itself if we  consider the possibility of mass self-
destruction). By taking the same line of reasoning one step further,
one could speculate that increasing even more the size of a folded
cerebral cortex should produce – all other conditions being equal
– a species outcompeting Homo sapiens sapiens. This provocative
idea was discussed some years ago in the movie Mars Attacks (Tim
Burton, 1996) by considering hostile creatures landing from Mars.
Martians were human-like (though they were depicted as being
much uglier than they truly are) but with highly folded brains 3 or
4 times larger than the human brain, making them so much supe-
rior that they could conquer our civilization in a swing (Fig. 1).
We  shall discuss below whether this is biologically feasible but,
Martian’s aggressive ambitions aside, it is certainly exciting to con-
sider their brains as a theoretical possibility within the palette of
cerebral cortex phenotypic diversity.
2. Diversity in progenitor cell types underlying brain
diversity
The most remarkable aspect of brain phenotypic diversity is
that it results mostly from differences occurring during develop-
ment and originating from a similar starting point. Focusing on the
development of the cerebral cortex, neurogenesis starts when the
telencephalic anlage is simply a pseudostratiﬁed neuroepithelium.
At this point in development, neuroepithelial stem cells (NSCs)
gradually shift from purely symmetric self-amplifying divisions to
asymmetric divisions generating neurons and basal progenitor cells
(hereon referred to as Intermediate Progenitor Cells, IPCs) (Gotz and
Huttner, 2005). The absolute number of NSCs at the onset of neu-
rogenesis is one of the ﬁrst landmark differences between species,
this number being related to the ﬁnal brain size: at the onset of cor-
tical neurogenesis the number of NSCs (and thus the surface area
of the neuroepithelium) is dramatically smaller in mouse than in
human embryos (Sidman and Rakic, 1973). The onset of neurogen-
esis is coincident with (and in part caused by) signiﬁcant changes
in gene expression within NSCs thus becoming Radial Glial Cells
(RGCs) (Gotz and Huttner, 2005). As RGC proliferation begins to
generate newborn neurons and IPCs, these new cell types move
basally, away from the ventricular surface to form the subventric-
ular zone (SVZ), while RGCs constitute the Ventricular Zone (VZ)
(Boulder Committee, 1970). It is here critical to emphasize that the
SVZ was discovered not only as a distinct germinal layer located
basally from the VZ but as a feature distinctly unique to the mam-
malian cerebral cortex, absent in sauropsids (birds and reptiles)
(Cheung et al., 2007; Molnar et al., 2006; Rakic, 2009). As a result,
the evolutionary emergence of the SVZ in the developing brain is
generally considered key for the striking phenotypic differences
between the sauropsid cerebral cortex, which is small and made of
science Research 86 (2014) 14–24 17
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Fig. 2. Diversity of cortical progenitor cell types. Schematic representation of the
various types of progenitor cells in the developing cerebral cortex. Note the different
display of apical and basal processes. bRG, basal radial glia cell; CP, cortical plate;V. Borrell, F. Calegari / Neuro
nly three layers, and the synapsid (mammalian) cerebral cortex,
uch larger and with many more neurons organized in six distinct
ayers (Cheung et al., 2010; Molnar et al., 2006).
Although RGCs are seemingly identical across species, at the
olecular level differences in gene expression proﬁles were found
etween mouse and human VZ (Fietz et al., 2012) suggesting some
peciﬁcity in their biology and output. Such transcriptome analyses
evealed an even greater difference in the SVZ, which is not surpris-
ng given the dramatic differences of this layer between rodents
nd primates (Borrell and Reillo, 2012; Dehay and Kennedy, 2007;
olnar et al., 2006). Smart and colleagues highlighted in their semi-
al 2002 study (Smart et al., 2002) that, in comparison to rodents,
he SVZ in macaque monkeys is extremely thicker and contains
 much greater abundance of proliferative cells being further spe-
ialized in two cytoarchitectonically distinct sublayers: a thin Inner
VZ (ISVZ) and an oversized Outer SVZ (OSVZ), by far the thicker of
ll germinal zones in the developing mammalian cerebral cortex.
nother distinction between rodents and primates is that ISVZ and
SVZ are separated by a thin layer rich in axonal ﬁbers, the Inner
iber Layer (Dehay and Kennedy, 2007; Smart et al., 2002). Sub-
equent studies focused on the cellular composition of the OSVZ,
amely using retrovirus labeling to selectively reveal dividing cells.
he human OSVZ was found rich in a novel type of progenitor cell
amed basal Radial Glia (bRG) cell, which shares most features with
GCs except for the location of the cell body outside the VZ and the
bsence of apical attachment (Fietz et al., 2010; Hansen et al., 2010).
mportant for our discussion, bRG were simultaneously and inde-
endently discovered also in the developing cerebral cortex of a
on-primate, the ferret (Fietz et al., 2010; Reillo et al., 2011). Like-
ise, the expansion and specialization of the SVZ into ISVZ/OSVZ
ere found also in non-primate gyrencephalic species, namely fer-
et, cat and sheep (Reillo et al., 2011). At this point, the OSVZ and
RG were viewed as key developmental substrates for the pheno-
ypic difference between gyrencephalic and lissencephalic brains
Borrell and Reillo, 2012; Fietz and Huttner, 2011; Lui et al., 2011).
ubsequent analyses identiﬁed bRG also in the embryonic cere-
ral cortex of lissencephalic species, both primate and non-primate
Garcia-Moreno et al., 2012; Kelava et al., 2012; Shitamukai et al.,
011; Wang et al., 2011). The fact that these cells turned out to rep-
esent a very small proportion of all cortical progenitors strongly
uggested that, although the mere existence of bRG may  not be suf-
cient to drive gyrencephaly, their relative abundance may  have
 great impact on cerebral cortex expansion and folding (Borrell
nd Reillo, 2012; Hevner and Haydar, 2012; Pilz et al., 2013). This
otion has been validated by manipulating the relative abundance
f bRG vs. IPC via targeted genetic manipulations in lissencephalic
nd gyrencephalic animal models, which has shown to have
peciﬁc effects on folding vs. surface area of the lateral cortex
Nonaka-Kinoshita et al., 2013; Stahl et al., 2013; Tuoc et al., 2013).
Recent studies reveal that, in the cerebral cortex of gyren-
ephalic species, bRG (deﬁned as progenitors dividing outside the
Z but with Radial Glia-like features) come in a variety of ﬂavors
epending on the presence and nature of apical and basal pro-
esses: apical-bRG (with only an apical process), basal-bRG (with
nly a basal process), bipolar-RG or both-bRG (with both apical and
asal processes) and transient-bRG (actively growing and eliminat-
ng their apical and basal processes) (Betizeau et al., 2013) (Fig. 2).
mportantly, all these progenitor cell types have been observed at
igh frequency in the cerebral cortex of non-human primates as
ell as in carnivores and ungulates, but so far only in gyrencephalic
pecies (Betizeau et al., 2013; Pilz et al., 2013). In lissencephalic
pecies like mouse, in contrast, their relative abundance becomes
igniﬁcant only outside the cerebral cortex such as in the ventral
elencephalon (Pilz et al., 2013). Unfortunately, we are not aware of
ny study addressing the presence of speciﬁc progenitor cell types
uring Martian embryonic development.MP,  multipolar progenitor; ps, pial surface; RGC, radial glia cell; SVZ, subventricular
zone; vs, ventricular surface; VZ, ventricular zone.
Another very striking divergence between gyrencephalic and
lissencephalic embryos is the source of cortical excitatory neurons.
Whereas in mouse most cortical neurons are generated by the
multipolar IPCs (Attardo et al., 2008; Kowalczyk et al., 2009;
Noctor et al., 2004), in macaque bipolar-RG (bpRG) seem to have a
much greater contribution to cortical neurogenesis than any other
type of SVZ progenitor, including the multipolar IPCs (Betizeau
et al., 2013). In summary, it seems that phenotypic differences
in the cerebral cortex across species might not be so much the
result of radically different biological processes involving distinct
types of progenitor cells and genetic programs highly specialized
within each phylogenic branch. Instead, cortical phenotypic diver-
sity seems to result from the differential expansion and use (or
extreme reduction) of the very same types of cortical progenitors
and biological processes (developmental modules), a strategy
that is inherently more parsimonious in evolutionary terms than
reinventing entirely new developmental modules.
Time, both developmental time and cell cycle length of progen-
itor cells, is one of such developmental modules showing a wide
range of variation among species and great potential for inﬂuenc-
ing the cortical phenotype. Indeed, the time required for cerebral
cortex development is dramatically different between reptiles,
rodents, carnivores and non-human primates and equally differ-
ent is the time necessary for a neural progenitor (RGC, IPC, bRG or
anything else) to complete a cell cycle. Although longer times have
been viewed as the consequence of an inherent biological limita-
tion to developing a larger and more complex primate brain with
larger numbers of cells, recent studies have proposed that it actu-
ally could be its cause (see subsequent sections for more in-depth
discussions on this topic).
As mentioned above, the number, variety and degree of special-
ization of cortical layers is remarkably greater in primates than in
rodents. More importantly, the borders between adjacent cortical
layers are much sharper in primates than rodents, reﬂecting
that phenotypic differences (soma size, dendritic thickness, gene
expression, etc.) between adjacent cells on either side of a laminar
border are much greater in primates than rodents (Defelipe, 2011;
Ramón y Cajal, 1911). This is signiﬁcant because neurons across
cortical layers within a radial column are clonally related and
originally derive from a single neural progenitor (Guo et al., 2013;
Rakic, 1995a,b). Hence, the assignment of novel neuron fates in
each generation of sibling cells seems to be deﬁned during the
cell cycle of the progenitor cell (McConnell, 1995; McConnell and
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aznowski, 1991). It turns out that not only cortical development
verall is longer in primates, but also the duration of individual cell
ycles in cortical progenitor cells is much longer in primates and
arnivores than in mice (Kornack and Rakic, 1998; Lukaszewicz
t al., 2005; Reillo and Borrell, 2012; Takahashi et al., 1995).
undamental biophysics and molecular stochasticity suggest that,
ompared to shorter cell cycles, longer cell cycle times allow for
etter molecular (phenotypic) distinction between sibling cells.
herefore, in addition to the well-known and tested roles for cell
ycle duration in cortical development, this is also likely to play
 key role acting as bottleneck in the molecular regulation of
rogenitor cell fate potential.
. Diversity in cell cycle length and underlying behavior of
rogenitor cells
It was 1957 when Taylor, Woods and Hughes at the Brookhaven
ational Laboratory ﬁrst reported the use of tritiated thymidine to
etect DNA duplication (Taylor et al., 1957). Just a few years later
his method was used not only to suggest the presence of neural
tem cells in the adult mammalian brain (Altman, 1962) but also to
easure cell cycle parameters of neural progenitors during devel-
pment showing that different brain regions contain progenitors
ith different cell cycle length and that the cell cycle lengthens
uring development (Fujita, 1962). Over the next ﬁve decades, mea-
urements of the cell cycle of stem and progenitor cells in a number
f tissues and by alternative methods have once and again reiter-
ted the general rule that as stem cells differentiate, their cell cycle
ecomes longer (Lange and Calegari, 2010; Orford and Scadden,
008; Singh and Dalton, 2009).
Historically, the central nervous system has remained at the
ery core of most descriptive, correlative and functional studies
f cell cycle length during tissue formation (Schultze and Korr,
981; Caviness et al., 1995; Dehay and Kennedy, 2007; Salomoni
nd Calegari, 2010), which is probably due to the ease by which
eural progenitor cells can be identiﬁed and to the fascination
hat the brain has typically inspired to generations of scientists.
ince the early days, pioneering studies using S-phase labeling have
escribed elegant mathematical approaches allowing the calcu-
ation of individual phases of the cell cycle of embryonic neural
rogenitors (Fujita, 1962; Korr, 1980; von Waechter and Jaensch,
972). Subsequent and more detailed studies in rodents (Schultze
nd Korr, 1981; Takahashi et al., 1995) and primates (Dehay et al.,
993; Kornack and Rakic, 1998; Wilson and Hendrickx, 1986) have
onsistently shown that differences in cell cycle length during
evelopment are primarily due to a lengthening of the G1 phase of
he cell cycle. Moreover, both in different cortical areas and during
evelopment, shorter cycles were shown to correlate with a higher
roliferative potential of stem cells meant as the proportion of cells
enerating additional stem cells as opposed to those generating
ore differentiated cells (Caviness et al., 1995; Dehay and Kennedy,
007; Salomoni and Calegari, 2010; Schultze and Korr, 1981).
This correlation, however, was lacking when cell cycles in
odents (Schultze and Korr, 1981; Takahashi et al., 1995) were com-
ared to cell cycles in primates (Dehay et al., 1993; Kornack and
akic, 1998; Wilson and Hendrickx, 1986) because at a compara-
le gestation time progenitors in primates had longer cell cycles
han in rodents. Conversely, the higher encephalization quotient of
rimates would have predicted that their progenitors should have
horter cell cycles in order to account for their increased potential
o generate additional tissue mass. This seemingly counterintuitive
nding was explained by considering that the longer gestation of
rimates relative to rodents allows a signiﬁcant increase in the
umber of consecutive cell cycles despite the fact that each cell
ycle is longer (Kornack and Rakic, 1998). Hence, an important les-
on derived from these studies was that absolute cell cycle length,e Research 86 (2014) 14–24
say, 10 or 20 h, may  not bear any speciﬁc signiﬁcance. Instead, cell
cycle length needs to be interpreted in concert with other factors
and measured relative to something else such as gestation time or
cell cycle length of neighboring cells.
The concept that relative differences in cell cycle length among
progenitors or brain areas might be more informative than absolute
differences occurring during development or across species led to
the ﬁrst studies measuring cell cycle length of proliferative versus
neurogenic progenitors (Arai et al., 2011; Calegari et al., 2005) or
adjacent brain areas containing different proportions of the two cell
types (Lukaszewicz et al., 2005). These studies again reinforced the
view that proliferative cell cycles are shorter than differentiative
ones.
Novel progenitor types have recently been identiﬁed in gyren-
cephalic (Fietz et al., 2010; Hansen et al., 2010; Reillo et al., 2011),
lissencephalic (Shitamukai et al., 2011; Wang et al., 2011) and non-
mammalian (Nomura et al., 2013) species as well as in non-cortical
brain regions (Pilz et al., 2013) resulting in new measurements
of cell cycle length in developing reptiles (Nomura et al., 2013),
rodents (Pilz et al., 2013), carnivores (Reillo and Borrell, 2012) and
primates (Betizeau et al., 2013) (additional examples of cell cycle
measurements in amniotes are discussed in the review by Nomura
et al., 2013). In some of these studies, S-phase labeling has been
replaced by direct visualization by time-lapse microscopy provid-
ing the great advantage of monitoring the lineage and mode of
division of individual progenitors. Extending previous population
analyses, these studies showed that the proliferative potential of
progenitor types positively correlates with shorter cell cycles also at
the single cell level (Betizeau et al., 2013; Pilz et al., 2013). Notably,
in the vast majority of cases the proliferative potential of progenitor
cells, meant as the number of cell cycles preceding a differentiative
division, is reduced in the transition from mother to daughter cells
implying that daughters tend to have a longer cell cycle than their
mothers. Yet, a remarkable example of the opposite relation was
described in the ganglionic eminence of rodents, in which the cell
cycle of daughter cells became shorter than that of mother cells,
hence accounting for a more efﬁcient, transient ampliﬁcation of
intermediate progenitor types in this particular brain region (Pilz
et al., 2013).
Altogether, over the past ﬁve decades numerous studies have
consistently reported a strong correlation between shorter cell
cycles and a higher proliferative potential of neural progenitors
motivating a number of scientists to address the intuitive question
whether a causal relationship exists between the two.
In fact, it seems somehow intuitive to conclude that cell cycle
length should be functionally relevant during tissue formation
because shorter cycles result in an increased cellular output per unit
of time. However, the most important parameter that ultimately
controls tissue formation, hence brain size, is not how many cell
cycles a stem cell can do per unit of time but which proportion of
all cell cycles leads to an expansion of the progenitor pool as com-
pared to its depletion. The following thought experiment illustrates
the importance of making a clear conceptual distinction between
these two very different parameters.
Let us consider a human baby requiring a gestation of nine
months. If we  were able to design a manipulation that solely
shortens the cell cycle (hence time) without any effect on the total
number of proliferative versus differentiative cell cycles we would
obtain a perfectly proportionate human baby in, say, only four
months instead of nine (Fig. 3A). Independently on whether or not
such manipulation should be desirable, it is clear that changing
cell cycle length alone must not necessarily result in a change in
the amount of tissue that is ultimately generated. Conversely, if we
were able to delay the switch from proliferation to differentiation
and, in particular for neural progenitors, increase the proportion
of proliferative versus neurogenic divisions without any change
V. Borrell, F. Calegari / Neuroscience Research 86 (2014) 14–24 19
Fig. 3. Cell cycle regulation and fate determination during development and phylogeny. (A) Diagram depicting the thought experiment used to clarify the difference between
manipulating cell cycle length (hourglass) and/or cell fate change (bifurcating arrows) and resulting in either a human or Martian baby generated in a normal or reduced
gestation time. (B) Species of Leonardo (from left to right: single cell, planarian, frog, and human) used to represent phylogeny during which we propose that an increase
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n cell cycle length, we would now obtain a Martian baby with
 gigantic brain but still in nine months; which is arguably less
esirable (Fig. 3A). As such, a shorter progenitor cell cycle neither
eeds to correlate with an increase in the proliferative potential of
rogenitors nor with an increase in the resulting tissue mass. Yet,
his correlation was evident already in earlier studies suggesting
hat cell cycle length and the proliferative potential of progenitors
re linked by a causal relationship. Reinforcing this impression,
roliferative divisions were found to be characterized by shorter
ell cycles apparently suggesting an elegant interplay between
tem cell fate and cell cycle control in which both synergistically
ontribute to increasing cell mass, in less time i.e. obtaining a
artian baby in only four months (Fig. 3A: bottom).
Unfortunately, the realization that cell cycle control is highly
onserved across eukaryotes and preserved in dissociated cells
educed the impetus to study its regulation in complex model
rganisms, which was instead necessary while studying tissue
ormation during development. This resulted in a growing liter-
ture of two distinct ﬁelds of investigation that seldom met. At
he one side, studies of the cell cycle, primarily in single cells,
dentiﬁed the key molecular players (referred to as cell cycle reg-
lators) controlling its progression. At the other side, studies in
eveloping organisms identiﬁed the signaling molecules and tran-
cription factors (together referred to as cell fate determinants)
ontrolling stem cell commitment. The unquestionable importance
f the latter in the formation of speciﬁc tissues in contrast to the
eneric effects of the former in any cell type might have led to theg size) has occurred without an equivalent increase in number and complexity of
inci drawings bears no signiﬁcance. Superimposed positions are used for the two
seemingly obvious conclusion that changes on cell cycle length dur-
ing brain development were a consequence, rather than a primary
cause, of cell fate determination. Yet, a number of studies have
recently challenged this view by addressing the converse hypoth-
esis.
Several manipulations of cell fate determinants have been
reported to also have an effect on cell cycle length (Hodge et al.,
2004; Lukaszewicz et al., 2002; Panhuysen et al., 2004). However,
these experiments could not conclusively address a causal role of
cell cycle length in neural stem cell commitment because doing so
requires the converse manipulation by which a change in cell cycle
regulators is achieved without any direct effect on cell fate deter-
minants. This experiment had to wait until relatively recently when
the activity of G1 Cdk/cyclins was pharmacologically inhibited in
mouse embryos. Consistent with a number of studies in knock-
out mouse lines (Salomoni and Calegari, 2010), this manipulation
resulted in longer cell cycles and premature neurogenesis (Calegari
and Huttner, 2003). This observation led to the cell cycle length
hypothesis considering time as a critical parameter for cell fate
change to occur for the simple reason that any cell fate determi-
nant would require time in order to produce a functional effect
(Calegari and Huttner, 2003). In essence, the cell cycle length hypoth-
esis implies that neural stem cells are intrinsically prone to undergo
differentiation. Therefore – and all other conditions being equal –
a lengthening of the cell cycle would alone be sufﬁcient to increase
the probability that a cell would change her fate due to the cumu-
lative effects of cell fate determinants over time.
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Despite the simplicity of this model, conﬁrming it required
he converse manipulation, by which expansion of progenitors
nd inhibited neurogenesis were achieved by shortening the cell
ycle. This was shown by two independent studies after overex-
ression of the G1 regulators Cdk4/cyclinD1 (Lange et al., 2009)
r cyclins alone (Pilaz et al., 2009). After its original formulation
Calegari and Huttner, 2003), the cell cycle length hypothesis was
eadily adapted to other stem cell contexts (Lange and Calegari,
010; Orford and Scadden, 2008; Singh and Dalton, 2009) and
xtended to include adult somatic stem cells (Artegiani et al., 2011;
eukelaers et al., 2011; Ponti et al., 2013), suggesting that cell cycle
ength represents a fundamental mechanism controlling stem cell
ommitment beyond the brain and beyond development. These
nd other reports are perhaps part of the reason why new stud-
es focusing on novel progenitor types during brain development
onsider the measurement of their cell cycle as one important
arameter in their characterization motivating a new series of cell
ycle measurements ﬁve decades after the ﬁrst ones, as already
iscussed.
Revisiting the role of cell fate determinants and cell cycle reg-
lators in the light of these ﬁndings has shown that nearly any
anipulation that inﬂuences the activity of the former has an effect
n the latter (Salomoni and Calegari, 2010). Perhaps more intrigu-
ngly, recent reports have also shown examples of the converse
elationship by which cell cycle regulators can directly inﬂuence
he activity of cell fate determinants. As one example, Cdk activ-
ty was found to control the phosphorylation of the neurogenic
ranscription factor Ngn2, inﬂuencing its stability (Ali et al., 2011).
oreover, a number of classical cell cycle regulators including
yclins, Cdks and Cdk-inhibitors have now been shown to have
irect effects on cell fate determination independently from, or
n addition to, their role on cell cycle regulation (Bienvenu et al.,
010; Hindley and Philpott, 2012; Kawauchi et al., 2013; Lim and
aldis, 2013; Nguyen et al., 2006; Ratineau et al., 2002; Tury et al.,
011). As one remarkable and very recent addition to a growing
ist of examples, the Cdk inhibitor p21 has been shown to control
he secretion of the morphogen BMP2 whose activity, in turn, is
nvolved in controlling both differentiation and cell cycle progres-
ion of adult neural stem cells (Porlan et al., 2013). This represents a
otable example of a cell cycle regulator controlling the activity of
 cell fate determinant simultaneously inﬂuencing differentiation
nd cell cycle progression.
Altogether, despite the historical separation of studies aimed to
nderstand cell cycle regulation and stem cell differentiation into
wo different research ﬁelds that seldom met, accumulating evi-
ence indicates that the two are tightly intertwined. This implies
hat in the context of stem cells one process cannot be studied while
gnoring the other. Perhaps more intriguingly, we ﬁnd it worth to
onsider the possibility that the two processes may  simply rep-
esent the two sides of the really same coin and that the more
e learn about their action the more their classiﬁcation becomes
eaningless. Given the emphasis of this review on the evolutionary
echanisms controlling brain size and shape, we can hardly avoid
he challenging question pertaining to the establishment and main-
enance of such mutually interdependent cell cycle regulators and
ell fate determinants throughout evolution.
. Nothing in biology makes sense except in the light of
volution
Prof. Dobzhansky was undoubtedly right in pointing out that
 biological mechanism that does not make sense in the light of
volution is unlikely to be seen by us here today. So, why does
t make sense to couple short cell cycles with proliferation and
ong cell cycles with differentiation through interdependent and
ighly promiscuous networks of cell cycle regulators and celle Research 86 (2014) 14–24
fate determinants? Before considering this further, we  need to
emphasize that this topic can, per deﬁnition, only be discussed
at a very speculative level. As it is the case for most evolutionary
hypotheses, however, logic can guide us toward something that
makes sense; at least until a new hypothesis is formulated that
makes even more sense. Motivate our readers to consider alterna-
tive hypotheses is our sole purpose here and we will be successful
if this should lead to a better hypothesis than our own.
To address the dichotomy between cell cycle regulation and
stem cell differentiation in the light of evolution it is convenient to
start considering which of the two  arose ﬁrst. To ﬁnd an answer,
we have to interrupt our discussion about vertebrate brain devel-
opment and start considering a world of primordial unicellular
organisms in which all cells needed to divide but not all needed
to differentiate. It could also be inferred that in such a world the
ﬁtness of a species is – all other conditions being equal – directly
proportional to the rate at which an organism generates its progeny,
hence the length of its cell cycle. However, in a world of limited
resources all other conditions are seldom equal and natural selec-
tion must have favored, concomitantly and equally, organisms that
were able to slow down, or even block, their cell cycle in cases of
adverse conditions or in any other circumstance in which one com-
pensatory advantage should derive from slower proliferative rates.
This provided the basis for a complex regulation of the cell cycle
underlying a minimalistic, single-cell version of the life-history the-
ory originally formulated for multicellular organisms (McNamara
and Houston, 1996).
Moreover, among the other conditions that are seldom equal,
some must have favored the aggregation of cells into colonies (King,
2004), which makes even more sense when coupled to differenti-
ation of certain cells assuming different shapes and speciﬁc gene
expression ultimately accounting for different functions. This must
have been the time at which molecules inﬂuencing cell fate have
appeared or, as we shall discuss, the time at which already existing
cell cycle regulators started to exert a parallel function on cell fate
determination.
Importantly, with the origin of differentiated tissues multicellu-
lar organisms were faced with a new challenge: to allow their cells
to continue to proliferate while maintaining proportionate organ
size and body shape. The problem here is subtle in that cells belong-
ing to different tissues and having different shapes and functions
are unlikely to be able to proliferate at identical rates. Moreover,
different tissues require stem cells with a different regenera-
tive/homeostatic potential by the very nature of their own function.
One could envision two  solutions to this problem. One solution is
to maintain a different density of stem cells in different tissues that
is directly proportional to the regenerative/homeostatic needs of
each tissue. The second solution is to maintain the same density
of stem cells in all tissues while imposing on each stem cell type
a proliferative rate that is a function of the turnover of that tissue.
We can clarify this by considering the hypothetical example of a
brain requiring 10 new cells each day and a skin requiring 100. The
ﬁrst solution consists of preserving 10 neural stem cells and 100
skin stem cells, each dividing once a day. The second solution con-
sists of preserving 100 somatic stem cells within each tissue with
brain cells dividing once every 10 days and skin cells once every
day. (Any combination of symmetric versus asymmetric divisions
and cycling, quiescent and dying cells that ﬁts these ﬁnal numbers
would do.)
Higher vertebrates have clearly adopted both solutions since
density and proliferative potential of stem cells differ in different
tissues (Weissman, 2000). But moving from unicellular organisms
to higher vertebrates is too big a step for gaining insights into
evolutionary processes. Hence, recapitulating phylogeny becomes
important for deducing which of the two solutions was adopted
ﬁrst, or whether they arose simultaneously.
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Insights come from highly-derived, multicellular organism
lthough it should be kept in mind that it is impossible to know
o which extent stem cells in extant species resemble their ances-
ral forms. Nevertheless, in the ﬂatworm planarian organ-speciﬁc
tem cells are entirely lacking and turnover of the entire organism
s driven by a seemingly homogeneously distributed population of
luripotent stem cells located in the mesenchyme (Agata and Inoue,
012; Rink, 2013). Interestingly, it has been proposed that all pla-
arian stem cells divide continuously (i.e. they are never quiescent)
nd that wounding or feeding increases their proliferative activity
y a shortening of the cell cycle (Newmark and Sanchez Alvarado,
000). This in turn suggests that this organism has adopted the
trategy of maintaining a bona-ﬁde homogeneous density of stem
ells while controlling their activity at the level of cell cycle length.
omparably uniformly distributed multi-lineage/pluripotent stem
ells have also been described in other organisms that similarly to
lanarian preserve a remarkable regenerative capacity including
ponge, hydra and tunicates (Agata and Inoue, 2012). The homo-
eneous distribution of pluripotent stem cells in these species
akes particularly sense in the light of evolution due to their capac-
ty to undergo asexual reproduction by ﬁssion or budding (Agata
nd Inoue, 2012). Hence, any piece of tissue derived from such an
rganism can regenerate a complete and proportionate new body
hrough a common multi-lineage/pluripotent stem cell present in
he original piece of tissue.
But at this point the Martian baby that resulted from our theo-
etical experiment reminds us that changing cell cycle length alone
an allow cells to generate more tissue per unit of time but cannot
ncrease the total amount of tissue that is being generated by a given
umber of cell cycles. Key to achieve this is a change in the propor-
ion of proliferative versus differentiative divisions and as far as
ell fate determinants are concerned, it is to be expected that the
rimary response to wound or favorable food conditions should be
o increase the proportion of proliferative, at the expense of differ-
ntiative, divisions thus providing a larger pool of precursor cells.
Unfortunately, the factors that trigger wound- or food-
ependent cell cycle/differentiation response in planarian, or for
hat matter in sponge, hydra, tunicates and Martians, are almost
ompletely unknown. The simple fact remains that any such
actor(s) promoting cell cycle shortening and, simultaneously, inhi-
ition of stem cell differentiation would achieve two  goals at once
nd provide us with a Martian baby in four months. Hence, factors
ith a dual effect linking short cell cycles with proliferative divi-
ions and, conversely, long cell cycles with differentiative divisions
ould – almost by deﬁnition and all other conditions being equal
 increase the ﬁtness of species by allowing the (re-)generation
f more tissue in shorter time resulting in faster healing and/or, if
dvantageous, generation of more progeny.
One assumption behind the evolutionary theory is that a given
rait will be preserved if advantageous. Consequently, and given
he great advantage that dual factors acting on cell cycle and
ate would provide, it is hardly surprising that so many exam-
les exist of cell cycle regulators inﬂuencing cell fate and cell fate
eterminants inﬂuencing cell cycle length (discussed above). The
uestion remains as to whether during evolution cell cycle regula-
ors began to acquire a dual function on differentiation before, or
fter, the appearance of cell fate determinants that subsequently
lso acquired a dual function on the cell cycle. We do not have an
nswer to that but lex parsimoniae dictates that the former should
e favored for the simple reason that the latter requires two condi-
ions to occur simultaneously rather than just one. If this were the
ase, a number of predictions could be made that may, or may  not,
e conﬁrmed by experimental observations.
First, if the considerations above were correct, it should be
xpected that in species representative of early steps of evolu-
ion the proportion of cell cycle regulators with a dual functione Research 86 (2014) 14–24 21
should be higher, and their roles more complex, than that of cell
fate determinants because the latter should have appeared in more
recent evolutionary times (Fig. 3B; left). This relationship must
not necessarily be maintained in more complex and evolutionary
recent species (Fig. 3B; right) because cell fate determinants and
signaling molecules might have subsequently evolved and diversi-
ﬁed to a higher degree than cell cycle regulators. As also discussed
by Nomura et al., 2013, this diversiﬁcation of cell fate determinants
is expected to be necessary to deliver faster and long-reaching sig-
nals to bigger and more complex tissues and to control a more
diverse population of tissue-speciﬁc stem and progenitor cells. In
contrast, cell cycle regulators might have acquired new functions
without an equivalent diversiﬁcation in numbers because all cells
have inherited the same molecular components already well ﬁtted
to control the cell cycle. This might be the reason why evolution
has led to a cell cycle machinery that is essentially identical across
phylogeny.
Moreover, second, the same considerations imply that the ini-
tial, primary response to injury or nutrients in both highly-derived
as well as phylogenetically more recent species should be at the
level of the cell cycle with a subsequent, secondary response at the
level of secreted signaling molecules and morphogens controlling
cell fate. In short, cell cycle may  provide a common trigger while
cell fate may  subsequently diversify and adapt this response to the
different tissues.
These deductions seem consistent with, and would even explain,
certain experimental observations. For example, in the highly
derived planarian a shortening of the cell cycle was shown to occur
almost instantly upon injury or feeding (Newmark and Sanchez
Alvarado, 2000). Moreover, in phylogenetically more recent ver-
tebrates differences in the regenerative potential of body parts of
closely related species, such as the jaw of newt and frog, were found
to be due to a failure in the secondary activation of cell fate deter-
minants in frog despite an equally efﬁcient primary response of cell
cycle re-entry of progenitor cells in both species (Kurosaka et al.,
2008). The extreme scarcity of similar comparative analyses makes
it difﬁcult, if not impossible, to base any conclusion on a few ad
hoc examples but as far as these studies are concerned we can con-
clude that the primary activation of stem cells occurs at the level of
the cell cycle and that trait diversiﬁcation among closely related
species occurs at the level of a secondary response on cell fate
determinants, both of which are consistent with our predictions.
It is difﬁcult to envision speciﬁc experiments to corroborate
evolutionary hypotheses but the ones discussed here could be
addressed sooner than we think due to the advent of deep-
sequencing technologies making the analysis of whole genomes
and transcriptomes to be readily available. For example, the pro-
ﬁling of stem cells in different species, tissues and conditions can
comprehensively reveal their cell cycle regulators and fate determi-
nants over phylogeny and show whether or not the initial response
to injury or nutrients is on the cell cycle rather than on the cell fate,
as current observations suggest (Kurosaka et al., 2008; Newmark
and Sanchez Alvarado, 2000). We  believe that such considerations
and analyses are very pertinent beyond the realm of evolutionary
abstractions to ﬁnally understand the character of stemness and
manipulate it for regenerative therapies. The major efforts invested
worldwide to achieve this challenging goal makes it very likely that
these data will soon be available allowing, among other things, to
avert Martians’ attacks and formulate hypotheses that will hope-
fully make even more sense than the ones discussed here.
5. A continuum of brain phenotypes, cell types and
molecular factors across phylogeny
When Charles Darwin ﬁnally decided to publish “On the
origin of species” he was well aware of the intellectual (and
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hilosophical/religious) challenge that his theory represented for
umanity at large. The simple notion that humans are not quali-
atively different and separate from all other earthly creatures but
re instead the result of a continuous process of evolution is some-
hing that most of us humans ﬁnd hard to digest. Indeed, still today
e debate on the uniqueness of mankind or, even more specif-
cally, of the human cerebral cortex (Molnar and Pollen, 2014).
tubborn as we may  be as humans, our ever growing understand-
ng of brain development only provides further support against this
otion. Comparative analyses across phyla and within mammals
emonstrate that the cellular and molecular mechanisms relevant
or cortical development vary in a continuum across phylogeny
uring which very few features (if any) are qualitatively unique to
yrencephaly and much less are they unique to primates (Borrell
nd Reillo, 2012).
Let us consider, as an example, neurogenesis and the nature
f neurogenic progenitor cells. In the cortex of reptiles and birds,
adial Glia Cells (RGCs) are the only type of progenitor cell and
pon division at the apical wall of the neuroepithelium they gener-
te neurons, in a process known as direct neurogenesis (Cheung
t al., 2007). Because RGCs only generate one neuron at a time
or else they would be quickly exhausted), the amount of neu-
ons comprised in the reptilian pallium is quite small and so this
s quite thin. However, if we look ventral to the pallium, in the
ubpallium, we ﬁnd that sauropsids do contain a second type of
rogenitor cell dividing basally, away from the apical wall of the
elencephalon (the equivalent to mammalian IPCs) (Cheung et al.,
007; Nomura et al., 2013) and indeed the ventral telencephalon of
irds and reptiles is quite thicker than their dorsal telencephalon or
allium, in agreement with the notion that these basal progenitors
mplify the production of neurons (Cheung et al., 2007; Molnar
t al., 2006). Therefore, sauropsids have the means to make IPCs
nd expand them as a strategy to increase neurogenesis but they
o so only outside of the cerebral cortex. Sauropsids seem to be
etter off with a thin cerebral cortex and direct neurogenesis from
GCs is sufﬁcient for that purpose. Intriguingly, reptiles (though
ot birds) do expand quite remarkably a portion of their rostral
elencephalon to develop a disproportionately large olfactory bulb,
hich takes place during the same brief developmental time win-
ow as for the development of their thin cerebral cortex (Tissir et al.,
003), suggesting some specialized (yet unknown) modiﬁcation in
he underlying neurogenic mechanisms.
In the lissencephalic but thick cerebral cortex of rodents direct
eurogenesis from RGCs seems to have been reduced to the mini-
um  since most cortical neurons are generated by IPCs (Attardo
t al., 2008). The abundance of IPCs in rodents is still relatively
ow although the number of cortical neurons is much larger than
n sauropsids and these are radially organized in 6 cortical layers. In
ddition to IPCs, a nearly anecdotic abundance of bRGs is found in
eveloping lissencephalic cortices (Shitamukai et al., 2011; Wang
t al., 2011). As with IPCs in sauropsids, bRG (or bpRG) are abundant
n the rodent basal telencephalon (Pilz et al., 2013) again demon-
trating that their near-absence in the cerebral cortex is part of a
evelopmental strategy and not an inherent limitation of rodent
rain development. Finally, in the cerebral cortex of gyrencephalic
ammals we ﬁnd a very high abundance of basal progenitors gen-
rating enormous amounts of cortical neurons (Betizeau et al.,
013; Fietz et al., 2010; Hansen et al., 2010; Reillo and Borrell, 2012;
eillo et al., 2011). In this case, however, the relative abundance of
PCs is much lower than in rodents in favor to a variety of bRG cell
ypes. Because bRG have greater capacity for self-renewal than IPCs,
nd are also neurogenic, their selective expansion is a clear strategy
or increasing the number of cortical cells and overall cortical size.
n addition, because bRG extend a basal process radially to the pial
urface, their large numbers expand signiﬁcantly the radial ﬁber
caffold and cause it to diverge, hence promoting the tangentiale Research 86 (2014) 14–24
dispersion of radially-migrating cortical neurons and the expan-
sion of cortical surface area (Borrell and Reillo, 2012; Reillo et al.,
2011). Consequently, the developing cortical sheet begins to fold.
In large primates (including humans), the magnitude of these fea-
tures are brought to a new level, beginning with an already larger
neuroepithelium at the onset of neurogenesis and ending with a
massive abundance of bRG, IPCs, cortical cells and radial glial ﬁbers
(Betizeau et al., 2013; Rakic, 1995a).
Everything that has been said above about progenitor cell types
across phylogeny can be reiterated for the molecular factors con-
trolling their behavior with no class of cell cycle regulator or cell
fate determinants being truly unique for a given phylum, order or
even species. It just happened that their numbers have increased
and roles diversiﬁed by adapting previous developmental modules
to new contexts and necessities. Consistently, measurements of
cell cycle length from reptiles (Nomura et al., 2013) to primates
(Betizeau et al., 2013) failed to show unique features across species
although, as already discussed, clear trends become evident while
comparing brain regions or cell types within any given species.
Hence, just as implied by Darwin’s ideas, we  conclude that cere-
bral cortical evolution is a continuous process where essentially the
same qualitative traits are quantitatively regulated, with brain size,
shape and the degree of cortical folding across phylogeny ranging
continuously (not in steps) from purely lissencephalic species like
mouse to extremely gyrencephalic like human (Kelava et al., 2013;
Zilles et al., 2013). Although bRG have not yet been identiﬁed in
reptiles or birds, it should not come as a surprise if future studies
will eventually ﬁnd them, albeit possibly in very small numbers
and outside the cortex. As for the underlying genetic mechanisms,
we similarly speculate that it is the temporal and spatial regulation
of the same genes (gene co-option) which seems critical to expand
speciﬁc regions and cell types, including the formation of more or
less ﬁssures and folds (True and Carroll, 2002).
6. Limitations to brain size allow us to exclude a Mars
Attack to Earth
Is there a limit to brain size? According to our current under-
standing of cortical development, and the points raised above, it
should be theoretically possible to indeﬁnitely increase the size
and surface area of the cerebral cortex essentially by increasing the
number of neurogenic progenitor cells (possibly bpRG), shorten-
ing their cell cycles and increasing the proportion of proliferative
as opposed to neurogenic divisions. The exact appearance of such
brains would depend on the proportion of each of these variables
(which might vary between developmental stages) but overall the
cerebral cortex would be indeed very large. Back to Mars Attacks,
Martians landed on Earth to conquer it by taking advantage of their
very large and folded cerebral cortices, several times the size of the
human brain, which appear to provide them with superior intelli-
gence and resulting technology. However, and without criticism to
the movie itself, there are signiﬁcant caveats to having very large
brains, which may  have precluded their selection during evolution.
First, comparison across mammals of all orders and super-orders
shows an extremely robust relationship of proportionality between
brain weight and body weight, or encephalization ratio (Jerison,
1961; Roth and Dicke, 2005). Just like the smallest brains are found
in the smallest of rodent and bat species, the largest brains are found
in the largest elephants and whales. Although the biological basis
for this strict proportion is not yet known (metabolism or body sur-
face have been proposed as possible key factors), it seems to rule
out the possibility of the existence of creatures the size of human
beings and with brains several times larger. In fact, among all sam-
pled species, humans already escape the norm by having the largest
brain-to-body size ratio, just as we also have the largest cerebral
cortex compared to brain size (Finlay and Darlington, 1995).
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Importantly, mammalian brains are never larger than 5–7 kg,
hich proportionally corresponds to the body size of an elephant,
nd species with larger bodies (blue whale, as the biggest ani-
al  ever to have existed on Earth) have disproportionately smaller
rains (Purves, 1988). Why  such limitation in brain size? One of
he fundamental limitations of brain function is the time-delay
f communication between neurons because greater complexity
f brain processing requires the recruitment and communication
mong larger ensembles of neurons (Felleman and Van Essen,
991). Time of neural information ﬂow is the product of speed
nd distance. Distance between neurons becomes quite signiﬁcant
n the largest brains, particularly so for neurons communicating
cross the cerebral hemispheres. Such increased distance can only
e compensated by increasing axonal conduction velocity, achieved
y myelination (commonly used across vertebrates) and by increas-
ng axonal diameter, which exponentially increases white matter
and thus brain) volume, further increasing interhemispheric dis-
ance (Wang et al., 2008). Thus there is a highly limiting trade-off
etween having many neurons in a large brain and the speed at
hich these neurons can communicate, hence brain power. In sum-
ary, and going back to our fellow Martians with their huge brains,
t seems that even if they managed to overcome the limitations of
he encephalization ratio (unlikely as indicated above), their cor-
ical neurons may  have communicated too slowly to be able to
enerate higher cognitive thoughts, at least at the level of humans
r chimpanzees. Maybe that is why they ﬁnally failed at conquering
s altogether.
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