The paper investigates containment control for multi-agent systems under Markov switching topologies. By using graph theory and the tools of stochastic analysis, sufficient conditions of mean square containment control problems are derived for the second-order multi-agent systems. Then the obtained results are further extended to high-order multi-agent systems.
There are deterministic topologies in the above literature. In fact, communication topologies of networks usually change randomly. By using the graph theory and knowledge of stochastic analysis, mean square consensus of the discrete-time multi-agent systems was discussed under Markov switching topologies in [] . Then the authors in [] extended the results in [] to leader-following consensus of discrete-time multi-agent systems under Markov switching topologies. Under randomly switching topologies, consensus conditions of continuous-time and discrete-time high-order multi-agent systems were given, respectively, where the random link failures between agents were discussed in [] . In [] , the convergence speed of the first-order discrete-time multi-agent systems was studied. Then the authors in [] extended the results in [] to that of the second-order and high-order multi-agent system, respectively. Moreover, under random switching topologies, target containment control for the second-order multi-agent systems was discussed in [] , where switching topologies were driven by a Markov process. In addition, mean square containment control problems of the first-order and second-order multi-agent systems with communication noises was investigated in [] .
Inspired by the results in [-], this paper further investigates the containment control for multi-agent systems under Markov switching topologies. In this paper, containment algorithms for continuous-time and discrete-time multi-agent systems are given, respectively. By using the graph theory and theory of stochastic analysis, sufficient conditions of mean square containment control for multi-agent systems are derived. Then we extend the results of the second-order multi-agent systems to high-order multi-agent systems.
Mean square containment control for discrete-time multi-agent systems
Before we give the main results, basic graph theory is introduced. Suppose that there are N agents in the topology. G = {V, A, E} denotes the graph corresponding to the communication topology, where V = {, . . . , N} is the set of nodes, A = [a ij ] N×N is the adjacency matrix. If (i, j) ∈ E holds, then a ij =  and otherwise a ij = . The Laplacian matrix is defined as L = [l ij ] N×N , where l ij = -a ij with i = j and l ii = N j= a ij with i = j. Consider the ith follower's dynamic of the second-order multi-agent, described as follows:
, u i (k) represent position, velocity, and input control of the ith agent, respectively.
The leader's dynamic is denoted as follows:
The containment algorithm is proposed as follows:
where F = {, . . . , M} denotes the set of followers and L = {M + , . . . , N} is the set of leaders.
Definition ([, ]) Under Markov switching topologies, the mean square containment control problem of the multi-agent system is solved for any initial distribution, if the followers are driven into the convex hull generated by the leader's states,
Then D is divided into the following form:
Following the transform methods in [, ], we have
Then () can be rewritten as follows:
Taking together () with (), we have
Then there exists an orthogonal matrix W , such that W TB W =B, wherẽ
where˜ =Ā +BT.
Assumption  Assume that there exists a path from the leaders to each follower.
Theorem  Suppose that Assumption  holds. In the fixed directed topology, under the algorithm (), the containment control problem for system () can be solved, that is, follower () is driven into the leaders' sets ().
Proof Since there exists a path from the leaders to each follower, based on Lemma  in [], we know that all eigenvalues of D  are in the open unit disk. We know the eigenvalues ofĀ are equal to  with geometric multiplicity M. The characteristic polynomial ofB is denoted as follows:
we know that μ i has the positive real part. Then we see that λ i is the negative real part. Following the methods in [], we see that the eigenvalues ofĀ are perturbed by small negative real parts of
. Then the containment control problem for system () can be solved.
In the following section, we consider topologies driven by a Markov process. Under Markov switching topologies, () can be rewritten as follows:
where σ (k) = [, , . . . , s] is the Markov switching process. Remark  We extend the results in [] to the case under Markov switching topologies. The mean square consensus of multi-agent systems was investigated in [], while the mean square containment control problems are discussed in this paper.
Remark  We can extend the results of Theorem  to the mean square containment control problem of high-order discrete-time multi-agent systems. In order to save space, we omit it here.
Mean square containment control for continuous-time multi-agent systems
In this section, we discuss containment control for the continuous-time multi-agent systems under Markov switching topologies. Each follower's dynamic is denoteḋ
where x i (t), v i (t), u i (t) denote position, velocity, input control of the ith follower, respectively. The leader's dynamic can be described as follows:
where x i (t), v i (t) denote the ith leader's position and velocity, respectively. The containment algorithm is proposed as follows:
where F and L are the same as those in Theorem . L = [a ij ] N×N is the Laplacian matrix, which can be divided into four parts:
Taking the derivation of ξ (t), we havė
, () can be written as follows:
There exists an orthogonal matrix W , such that
Set ξ (t) = Wξ (t). Then we havė Proof From Lemma  in [], we obtain the results.
From Lemma , we know all eigenvalues of L  have positive real parts. For the characteristic polynomial of the matrix˜ , we have
where λ i is the eigenvalue of˜ , μ i is the eigenvalue of L  , i = , . . . , M. From Lemma , we know the μ i have a positive real part. Then we find that the λ i have a negative real part. Then all eigenvalues of˜ have negative real parts. Under Markov switching topologies, systems () is changed into the following form:
where σ (t) is a Markov switching process and takes values from the sets S = {, . . . , s}. We have
where π ij is the transition rate from i to j and π ii =j =i π ij for i = j.
Theorem  Suppose Assumption  is satisfied. Under Markov switching topologies and the containment algorithm (), system () can solve the mean square containment control problem.
Proof Since the union communication topology satisfies Assumption , we know all eigenvalues of˜ i have negative real parts. Then there exists a positive definite matrix P, such that˜ T i P + P˜ i <  holds. Choose the Lyapunov function as follows:
Then, calculating the derivative of V i (t), we have
Then, following the method in [], we obtain lim t→∞ E(ξ (t))  = . Thus, we have lim t→∞ E(ζ F (t) + (L -  L  ⊗ I  )ζ L (t))  = . Then system () can solve the mean square containment control problem. The proof is completed.
Remark  In []
, containment control for second-order multi-agent systems was discussed under random switching topologies. However, in this paper, we have given another method to solve mean square containment control problem, which is different from the one in [].
Next, we extend Theorem  to the case of a high-order multi-agent system. Consider the follower's behavior of the high-order multi-agent system as follows:
where x i (t), u i (t) are position and input control of the ith agent, respectively, A and B are constant matrices. The behavior of the leader's dynamic is described as follows:
where x i (t) is the ith leader's position, A is a constant matrix. The containment protocol is given
where K is the gain matrix, F, L is the same as the ones in Theorem .
. By using similar methods in Theorem , we havė
()
In view of ξ i (t) = j∈F∪L a ij (x i (t)x j (t)), we havė
()
Since switching topologies are driven by a Markov process, () can be rewritten as follows:ξ
where F = (I M ⊗ A) -(L  ⊗ BK), σ (t), π and π ij are the same as the ones in Theorem .
Theorem  Assume that (A, B) is stabilizable and Assumption  holds. Under the containment control protocol () with K = θ B T P, system () can be achieved by the mean square containment control under the Markov switching topologies, where θ ≥  min{π i } , is the minimum eigenvalue of the matrix L  + L T  , P is defined in ().
Proof Since (A, B) is stabilizable, we have
Then we choose the Lyapunov function as follows:
Taking the derivative of V i (t), we have
Assume that σ (t) begins in the invariant distributionπ = [π  , . . . ,π s ] T , we have
where λ min (L  + L T  ) is the minimum eigenvalue of L + L T . Then we have
Then, following the method in Theorem , we obtain lim t→∞ E(ξ (t))  = . Then lim t→∞ E(X F (t) + L -  L  X L (t))  = . Therefore, mean square containment control problem for system () can be achieved. The proof is completed.
Remark  In []
, the mean square consensus problem of the high-order multi-agent systems was investigated, while the mean square containment control of high-order multiagent systems has been discussed in this paper.
Conclusions
In the paper, we have investigated the mean square containment control for discrete-and continuous-time second-order multi-agent systems under Markov switching topologies, respectively. By using graph theory and the tools of stochastic analysis, sufficient conditions for mean square containment control are derived. In addition, we extend the results of the second-order multi-agent systems to that of the high-order multi-agent system. Moreover, the topic of containment control problems of multi-agent systems with communication noise is interesting, which is our future work.
