Abstract. One of the popular models to describe computer worm propagation is the SusceptibleInfected (SI) model [1] . This model of worm propagation has been implemented on the simulation toolkit Network Simulator v2 (ns-2) [2] . The ns-2 toolkit has the capability to simulate networks of different topologies. The topology studied in this work, however, is that of a simple star-topology. This work introduces our initial efforts to learn the relevant quantities describing an infection given synthetic data obtained from running the ns-2 worm model. We aim to use Bayesian methods to gain a predictive understanding of how computer infections spread in real world network topologies. This understanding would greatly reinforce dissemination of targeted immunization strategies, which may prevent real-world epidemics.
NETWORK MODELS
Modern Internet worms have the capacity to proliferate among susceptible hosts at incredible rates. The line of research outlined in this paper aims to evaluate the impact played by network topology on the rate of spread of an epidemic in real-world networks of computers. The study of epidemic spreading is based upon the idea that infection is transmitted by contact between and infected individual and an uninfected (but susceptible) individual. Moore, et al. [1] outline the classic Susceptible-Infected (SI) epidemic model that describes the spread of a malicious attack through homogenous random contacts between susceptible and infected hosts. This model prescribes that the number of new infections is the product of the number of infected hosts (infectives), the fraction of susceptible hosts (susceptibles) and an average contact rate β . In the simulation β is the time interval between successive attempts made by an infected host to contact and infect a randomly chosen host from the vulnerable population.
To simulate an infection, we use Network Simulator v2 (ns-2) [2] , which is a discrete event network simulator targeted at networking research. It is popular for its extensibility and vast online documentation. The simulator is written in C++; it uses OTcl (Object oriented Tool Command Language) as a command and configuration language. The ns-2 toolkit provides substantial support for simulation of TCP, routing, and multicast protocols over wired and wireless (local and satellite) networks. In ns-2 physical activities are translated to events. The events are queued and processed in the order of their scheduled occurrences, and time progresses as the events are processed. The worm propagation model, available in the ns-2 software package, models the internet with two parts: detailed and abstract part. For this reason, it is named the Detailed-Network and Abstract-Network (DN-AN) model. An example of a detailed network is an enterprise Local Area Network (LAN); whereas the rest of the Internet is abstracted into the abstract network. Network connectivity and packet transmission are also simulated in the ns-2 model. More details are available in the ns manuals [2] .
In the SI model any infected individual can contact and infect any other susceptible individual. The infection, therefore, spreads at a particular contact rate. The contact rate is the rate at which an infected host attempts to contact and infect a susceptible host. At any given instant of time during the process of infection we can distinguish between the population of infectives and susceptibles. The infective population is the group of hosts who have been infected and the susceptible population is the group of vulnerable hosts, which have not yet been infected. The fraction of infectives at any given instant is the ratio of the infected population and the total vulnerable population. The fraction of susceptibles is the ratio of susceptible population and the total vulnerable population. The parameters in the SI model can be summarized as:
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The rate of change of infectives is given by,
The rate of change of susceptibles is given by,
If
, then (1) can be written as, ( ). 
This allows us to predict the number of infected nodes at time t given the model parameters.
BAYESIAN ANALYSIS
The connectivity of computer networks can be extremely complex and, in general, is unknown. Here we consider the problem of inferring the characteristics of the network by monitoring the propagation of an infection. In this initial exploration, we aim to infer the contact rate, β, which describes the rate at which an infected host attempts to contact and infect randomly chosen hosts from the vulnerable population.
The contact rate is a function of the network topology and carries with it information about the connectivity. Equation (4) above describes how the proportion of infected computers at time t depends on β. We imagine having a system that can monitor the state (as it changes from susceptible to infected due to contact with another infected host) of a small fraction of the nodes in the population that reports to us when they have become infected. Our data will consist of the fact that node n i reported an infection at time t i . Our goal is to estimate β from the number of infected nodes I(t) observed at time t using the infection information reported by a subset of nodes out of the entire network population. In our example, the solution for the infected fraction
is given by (4) above. By setting T t = in the above equation we see that )
(t i reduces to 1/2, so that T is the time when half the population is infected. Applying Bayes' theorem, the posterior probability of β and T given the times at which the nodes report infection is proportional to the product of the prior probability of β and T and the conditional probability of the times of infection given β and T , which is also called likelihood.
This can be written as
where PI is the prior information, the prior probability is )
, and the evidence is Z. In this calculation, we assign a joint uniform prior for β and T over a reasonable range of values
The likelihood is proportional to the rate of change of infectives as we can infer the times of infection from this quantity.
and (7) can be written as
where K -1 is the constant of proportionality. In general, K will depend on β and T , so to find K, we marginalize over t. The extreme values of T are taken to be the times when the first and last node report infection in our data. This normalization factor K is found to be 
and the joint likelihood for a set of I tot infections is ( ) ( ) 
The non-normalized posterior probability from (5) becomes (13) ( 
by absorbing the uniform prior into the implicit proportionality constant.
RESULTS
The worm propagation model starts with the infection of a node in the abstract network, which contacts and infects a node in the detailed network. Beyond this point the spread of the infection is contained within the detailed network. The scan rate β is set to 1000, such that an infected node in the detailed network attempts to contact and infect a randomly chosen host from within the detailed network every 1/1000 of a time step. As each susceptible (uninfected) node is contacted and infected we note the time of infection. So our data is made up of the times of infection of the nodes in the detailed network. Using the Matlab function fminsearch, β and T were estimated to be 156.4 ± 18.9 and 0.0417 ± 0.0015, respectively. Figure 1 shows the posterior probability as a function of both β and T. The estimated values of the model parameters were plugged into the original infection equation (4) and the results were compared against the data. Figure 2 shows a comparison of the plots of fraction infected versus time as predicted by (4) (red curve) and the fraction infected obtained as the nodes report infection during the simulation (blue circles). This indicates that the estimated β and T are in concordance with the times reported by the nodes during infection.
CONCLUSION AND FUTURE WORK
Even though the scan rate β is 1000 in the simulation, the estimated beta from the data produced works out to only 156.4 ± 18.9. This experiment has been performed in a closed star-type of network configuration where each node after getting infected sends out a probing packet to another randomly selected node every 1/ β of a time step. As the population becomes saturated with infected nodes the actual spread rate will become much less than the scan rate used in the simulation. We are thus able to get a fair idea of how the infection progresses in the network by just having few nodes reporting the infection during its course. This is confirmed by the comparison of plots of the infection in Figure 2 , as predicted by (4) and the actual times at which infection is reported by a subset of nodes in the network. We have tried creating topologies using the GT-ITM topology generator package that comes with the current ns-2 release (http://www.isi.edu/nsnam/ns/nstopogen.html). The topologies follow the Transit-Stub model as outlined in [3] , where each domain in the internet is represented as a Transit or Stub domain. A stub domain carries only traffic that originates or terminates in the domain. The transit domains interconnect the stub domains. Our efforts focus on running the worm model against these topologies and study the variation in effective scan rate for such topologies. We hope this study will grant us insights as to how an epidemic spreads in computer networks with different topologies. This knowledge will provide us information that could be used to change the topology during an active epidemic to see if the spread of the infection can be controlled in real-time. 
