Optimized finite-difference (DRP) schemes perform poorly for decaying or growing oscillations by Brambley, Ed
Optimized finite-difference (DRP) schemes perform poorly for decaying or
growing oscillations✩
E.J. Brambleya,∗
aDepartment of Applied Mathematics and Theoretical Physics, University of Cambridge,
Wilberforce Road, Cambridge, CB3 0WA, United Kingdom
Abstract
Computational aeroacoustics often use finite difference schemes optimized to require relatively few points
per wavelength; such optimized schemes are often called Dispersion Relation Preserving (DRP). Similar
techniques are also used outside aeroacoustics. Here the question is posed: what is the equivalent of points
per wavelength for growing or decaying waves, and how well are such waves resolved numerically? Such non-
constant-amplitude waves are common in aeroacoustics, such as the exponential decay caused by acoustic
linings, the O(1/r) decay of an expanding spherical wave, and the decay of high-azimuthal-order modes in
the radial direction towards the centre of a cylindrical duct. It is shown that optimized spatial derivatives
perform poorly for waves that are not of constant amplitude, under performing maximal-order schemes. An
equivalent criterion to points per wavelength is proposed for non-constant-amplitude oscillations, reducing
to the standard definition for constant-amplitude oscillations and valid even for pure growth or decay with
no oscillation. Using this definition, coherent statements about points per wavelength necessary for a given
accuracy can be made for maximal-order schemes applied to non-constant-amplitude oscillations. These
features are illustrated through a numerical example of a one-dimensional wave propagating through a
damping region.
Keywords: Optimized finite differences, computational aeroacoustics, DRP schemes, damped waves.
1. Introduction
Computational aeroacoustics simulations often use finite difference schemes optimized to need relatively
few points per wavelength. Given a series of equidistant points xj = j∆x and function evaluations fj =
f(xj), an explicit symmetric finite difference scheme of width 2N + 1 points and coefficients dq numerically
approximates the derivative f ′(xj) by
f ′j =
1
∆x
N∑
q=1
dq
(
fj+q − fj−q
)
. (1)
For such schemes, a function f(x) = Re(Aeiαx) with derivative f ′(x) = Re(iαAeiαx) gives a numerical
derivative
f ′j = Re(iα¯Ae
iαxj ), where α¯∆x = 2
N∑
q=1
dq sin(α∆xq). (2)
✩A preliminary version of the first part of this paper was presented as part of AIAA Paper 2015-2540 at the 21st AIAA/CEAS
Aeroacoustics Conference in Dallas, Texas, USA[1].
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Figure 1: Graph of the numerical modified wavenumber α¯ when calculating the derivative of a wave with actual wavenumber
α using a finite-difference scheme with points separated by ∆x. The 3, 5, 7 and 15 point MO schemes are standard explicit
Maximal-Order schemes, giving 2nd, 4th, 6th and 14th order accuracy respectively; similarly, the 7pt TD MO scheme is a
TriDiagonal (implicit) Maximal-Order scheme giving 8th order accuracy. All DRP and optimized schemes plotted in this
figure are optimized subject to being 4th order. DRP [3] is optimized for |α∆x/pi| < 0.5 while DRP [4] is optimized for
|α∆x/pi| < 0.35.
Equation (2) represents the harmonic behaviour of the differentiation scheme, with α¯ the numerical modified
wavenumber [2]. A classical choice of dq is to give as accurate as possible a derivative in the limit ∆x→ 0.
This choice would give f ′0 = f
′(0) + O
(
(∆x)2N
)
, and such 2Nth order schemes are referred to here as
maximal-order (MO) schemes. An alternative is to only require that f ′0 = f
′(0) + O
(
(∆x)2L
)
, and to use
the remaining N − L degrees of freedom to optimize the derivative such that α¯ is as close to α as possible
under some suitable metric. For example, Tam and Webb [3] chose N = 3 and L = 2 and optimized the
remaining degree of freedom to minimize
∫ η
0
(α¯∆x− α∆x)2 d(α∆x) (3)
with η = pi/2, while Tam and Shen [4] subsequently suggested η = 1.1 gives a more balanced scheme.
Minimizing equation (3) is only one possibility, and many other techniques have been employed to optimize
α¯ in some way [e.g. 5, 6]. These optimized results are often presented as in figure 1.
The idea of analysing the harmonic behaviour of numerical derivatives in this way dates back at least
to Vichnevetsky and De Schutter [9] and is discussed in detail by Vichnevetsky and Bowles [10], while
Holberg [5] considered schemes based on optimizing the numerical group velocity. Lele [11] considered the
harmonic accuracy of implicit schemes, which were subsequently optimized by Kim and Lee [8]. Optimized
schemes were termed “spectral-like” by Lele [11], “maximum resolution” by Kim and Lee [8], and “extended
wavenumber” by Zingg and Lomax [12], while Tam and Webb [3] coined the term Dispersion Relation
Preserving (DRP)1. This analysis spurred further investigations, including into 2D spatial derivatives on
1The term Dispersion Relation Preserving (DRP) has come to be used to describe any optimized finite-difference scheme,
although Tam [13] originally intended the term to refer to a joint spatial–temporal scheme, such as discussed by Tam and Webb
[3].
2
triangular grids by Zingg and Lomax [12], into larger width optimized schemes by Bogey and Bailly [14],
into non-equidistant grids by Jakobsson [15], and into anisotropic effects on 2D grids with convection by
Chenoweth, Soria, and Ooi [16], to name but a few. The field is still being actively investigated, for example
by Zhang and Yao [6] using sup-norms and a simulated annealing optimization algorithm, and is regularly
rediscovered, as for example by Liu [17] in the geophysics context. Use of optimized finite difference schemes
is not limited to aeroacoustics, and examples may be found in Large Eddy Simulation of jets [18, 19] and
in fluid convection simulations [20, 21]. For further details of optimized finite difference schemes, see the
excellent comparison by Zingg [22], the review by Astley [23], and the recent book by Tam [7].
Optimized DRP schemes are designed to require few points per wavelength for accurate resolution of
waves. The present paper is partially motivated by the question: what is the equivalent of points per
wavelength for exponentially growing or decaying waves, and how well are such waves resolved numerically?
Exponential growth or decay is often found in aeroacoustics. For example, acoustic linings cause an ex-
ponential decrease in amplitude as a wave propagates along the lining, and high-order spinning mode in a
cylindrical duct (such as commonly excited by an aeroengine rotor) decay exponentially towards the duct
centreline. Surface waves over acoustic linings in the direction normal to the lining also exhibit exponential
decay [24–26], as do creeping waves giving the diffracted field in the shadow region beyond a smooth obstacle.
Weaker decay is often found due to the O(1/r) decay of a spherical wavefront, which can be rather quick in
the vicinity of a point scatterer generating such a spherical wave. As an example of non-constant amplitude
waves, Tam et al. [27] considered the effect of liner splices on the decay of an upstream-propagating wave
in a cylindrical duct for aeroacoustically-relevant parameters. They showed that liner splices could scatter
the incoming wave into less well attenuated waves with an amplitude of 1% of that of the incident wave,
and that these scattered waves could become dominant by the time they reached the end of the liner. In
nondimensional terms, the axial wavenumber of the incident wave over the liner that they needed to resolve
was α = −14.7 + 7.6i in the no-flow case and α = −21.0 + 12.0i in the case with flow. In both of these
cases, the spatial wavenumber clearly has a significant decay rate given by the imaginary part of α, and it
is unclear how figure 1 applies in such situations; this is the topic of this paper.
2. Non-constant amplitude harmonic analysis
Here we consider oscillations that grow or decay as well as oscillating. Such oscillations are characterized
by (being the real part of a wave with) a wavenumber α that is complex. While what follows is equally valid
for any finite difference scheme on any grid, here for simplicity we consider only symmetric finite difference
schemes on regularly spaced grids. We will, however, consider both implicit (i.e. compact) and explicit finite
difference schemes, so that our derivatives are given by
f ′j +
M∑
q=1
βq
(
f ′j+q + f
′
j−q
)
=
1
∆x
N∑
q=1
dq
(
fj+q − fj−q
)
⇒ α¯∆x =
2
∑N
q=1 dq sin(α∆xq)
1 + 2
∑M
q=1 βq cos(α∆xq)
, (4)
where, as before, assuming fj = Re(Ae
iαj∆x) gives the numerical modified wavenumber α¯ with f ′j =
Re(iα¯Aeiαj∆x). A maximal-order scheme of this form has an error of O
(
(∆x)2N+2M
)
. For M = 0 this
reduces to the explicit (i.e. non-compact) scheme given in (1) and (2) above, with f ′j determined explicitly
in terms of fj+q. The M = 1 and M = 2 cases are referred to as tridiagonal and pentadiagonal implicit
schemes respectively. Note that equation (4) still holds even for complex α, in which case it represents the
response of the finite difference scheme to real-valued oscillatory waves with an exponentially decaying or
growing amplitude.
2.1. Performance of optimized and maximal-order schemes for non-constant-amplitude waves
Considering first the relative phase error εp = |α¯/α − 1|, for several explicit schemes εp is plotted in
figure 2. As can be seen from figure 2(a–d), the classical maximal-order schemes perform better than the
optimized DRP schemes when Im(α) 6= 0 (this is particularly visible along the imaginary α axis). This is
not surprising, since the DRP schemes have been optimized to give a good approximation only for real α
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Figure 2: For explicit schemes, plots of εp = |α¯/α− 1| for complex α on a logarithmic scale, giving the relative accuracy of the
numerical derivative. (a) and (b) use 7-point scheme, while (c) and (d) use 15-point schemes. (a) and (c) are maximal-order
schemes, while (b) and (d) are optimized 4th order schemes. Short and long dashed lines correspond to α∆x for varying ∆x
with and without flow respectively for the axial wavenumbers investigated by Tam et al. [27]. (e) plots the errors of (a–d) along
the short dashed line, with the horizontal dotted line indicating a 1% error.
4
and we now see this is at the expense of behaviour for complex α. A similar situation is seen in figure 3(a–d)
for implicit schemes. In both figures 2(a–d) and 3(a–d) the dashed lines denote the axial wavenumbers
of the simulations by Tam et al. [27]. To show further detail, subfigures 2(e) and 3(e) plot the error εp
along the short dashed lines (corresponding to the with flow case of [27]), together with the relatively
lenient 1% accuracy requirement needed to begin to capture the scattered waves in this case. The classical
maximal-order schemes are seen to perform better than the optimized DRP schemes for all step sizes ∆x,
and significantly better for smaller values of ∆x.
2.2. Comparison of optimized and maximal-order schemes for non-constant-amplitude waves
Possibly a more relevant summary is to consider which of the maximal-order or DRP schemes is more
accurate for a given α. Using the relative phase error εp as the measure of accuracy, this is plotted in figure 4
for explicit schemes, and in figure 5 for implicit schemes. Only values of α for which at least one scheme
gives at least 1% relative accuracy are plotted, in line with the 1% accuracy requirement from the example
of Tam et al. [27]. Figures 4 and 5 only compare schemes that require the same computational effort, and so
a gain in accuracy is equivalent to quicker computation at the same accuracy. A more detailed comparison
of computational effort is given in section 3.3.
The region of α for which the optimized DRP schemes are more accurate than the classical maximal-
order schemes can be seen from figures 4 and 5 to be rather limited in all cases. Several other schemes
have been investigated, including those based on trigonometric interpolation by Tang and Baeder [28], and
similar results to those presented here are seen in all cases considered. In all cases, and for any resolution
∆x, the optimized schemes are seen to give worse phase accuracy than the maximal-order schemes for the
parameters simulated by Tam et al. [27], which lie along the dashed lines in figure 2–5.
The same is true when the relative group velocity error is considered. The relative group velocity is given
by differentiating (4),
dα¯
dα
=
(
2
∑N
q=1 qdq cos(α∆xq)
)(
1 + 2
∑M
q=1 βq cos(α∆xq)
)
+
(
2
∑N
q=1 dq sin(α∆xq)
)(
2
∑M
q=1 qβq sin(α∆xq)
)
(
1 + 2
∑M
q=1 βq cos(α∆xq)
)2 .
(5)
We define the relative group velocity error following Trefethen [29] and Holberg [5] as εg = |dα¯/dα − 1|.
Wave packets, wave fronts and wave energy all travel at the numerical group velocity, and Trefethen [29]
concluded group velocity errors gave “a quantitative understanding of differencing errors in wave propagation
problems, of the appearance of parasitic waves, of the anisotropic behavior of multidimensional difference
schemes, and of instability in initial boundary value problem”. Holberg [5] found that constraining the
group velocity error was a stricter constraint than constraining the phase velocity error. Here, similar plots
to figures 4 and 5 but for the group velocity error εg are plotted in figures 6 and 7. The original DRP
scheme of Tam and Webb [3] and each of the optimized tri-diagonal implicit schemes can be seen to fare
particularly poorly with respect to the group velocity error.
2.3. A points-per-wavelength equivalent for non-constant-amplitude waves
Figures 2 and 3 suggest that the accuracy of maximal-order schemes depends on |α∆x| but is insensitive
to arg(α∆x) at least for small |α∆x|. Hence, the equivalent of points per wavelength for non-constant-
amplitude waves is suggested here to be the number of Points Per Complex Wavelength, PPCW = 2pi/|α∆x|,
which reduces to the usual definition for points per (real) wavelength when α is real. Using this definition, a
certain accuracy can be guaranteed for a certain number of points per complex wavelength if a maximal-order
scheme is used; for example, for the 7-point maximal order scheme, 2pi/|α∆x| > 6.1 ensures that εp < 0.01.
This definition is however not helpful for optimized DRP schemes, since their accuracy depends both on
|α∆x| and arg(α∆x); for example, the DRP scheme of Tam and Shen [4] needs 2pi/|α∆x| > 7.2 to ensure
εp < 0.01 for any arg(α∆x), but 2pi/(α∆x) > 4.9 is sufficient to ensure εp < 0.01 provided α is real. A
summary of the required resolution for various spatial derivatives is given in table 1. It is therefore proposed
here that, unless specific a priori knowledge of the exact complex wavenumbers present in all directions (e.g.
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Figure 3: Plots of εp = |α¯/α− 1| for complex α on a logarithmic scale, giving the relative accuracy of the numerical derivative,
for tri-diagonal implicit 7-point schemes from Kim and Lee [8]. Short and long dashed lines correspond to α∆x for varying
∆x with and without flow respectively for the axial wavenumbers investigated by Tam et al. [27]. (e) plots the errors of (a–d)
along the short dashed line, with the horizontal dotted line indicating a 1% error.
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Figure 4: Comparison, for complex wavenumbers α, showing where the maximal-order (red) or DRP (blue) scheme is more
accurate. White areas indicate regions where neither scheme is within 1% accuracy (i.e. εp = |α¯/α − 1| > 0.01). (a) and (b)
are 7-point explicitly schemes, while (c) is a 15-point explicit scheme. All DRP schemes are optimized subject to 4th order
accuracy. Short and long dashed lines correspond to α∆x for varying ∆x with and without flow respectively for the axial
wavenumbers investigated by Tam et al. [27].
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Figure 5: Comparison, for complex wavenumbers α, showing which of the maximal-order (8th order, red) or maximum resolution
(optimized, blue) 7-point tri-diagonal implicit schemes is more accurate. Optimized schemes are taken from Kim and Lee [8].
White areas indicate regions where neither scheme is within 1% accuracy (i.e. εp = |α¯/α − 1| > 0.01). Short and long dashed
lines correspond to α∆x for varying ∆x with and without flow respectively for the axial wavenumbers investigated by Tam
et al. [27].
axial, radial and azimuthal directions for waves in a cylinder) are known, computational simulations are
likely to be more accurate using the classical maximal-order schemes than using optimized DRP schemes.
One obvious class of a priori knowledge would be if waves were known to be of constant amplitude, mean-
ing that α were known to be real. This is unlikely to be true in all direction in practice, but unfortunately
it is common to test optimized DRP schemes by solving the 1D advection equation
∂f
∂t
+
∂f
∂x
= 0, (6)
for which waves do propagate with constant amplitude. Other tests also exist, but as well as being less
commonly used they rarely involve exponentially rapid decay. This helps explain why flaws in optimized
DRP schemes for non-constant-amplitude oscillations have not been demonstrated previously. A more
representative test case for investigating non-constant amplitude oscillations is given in the next section.
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Figure 6: Comparison, for complex wavenumbers α, showing where the maximal-order (red) or DRP (blue) scheme is more
accurate according to the relative group velocity error εg. White areas indicate regions where neither scheme is within
1% accuracy (i.e. εg = |dα¯/dα− 1| > 0.01). (a) and (b) are 7-point explicitly schemes, while (c) is a 15-point explicit scheme.
All DRP schemes are optimized subject to 4th order accuracy. Short and long dashed lines correspond to α∆x for varying ∆x
with and without flow respectively for the axial wavenumbers investigated by Tam et al. [27].
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Figure 7: Comparison, for complex wavenumbers α, showing which of the maximal-order (8th order, red) or maximal-resolution
(optimized, blue) 7-point tri-diagonal implicit schemes is more accurate according to the relative group velocity error εg.
Optimized schemes are taken from Kim and Lee [8]. White areas indicate regions where neither scheme is within 1% accuracy
(i.e. εg = |dα¯/dα−1| > 0.01). Short and long dashed lines correspond to α∆x for varying ∆x with and without flow respectively
for the axial wavenumbers investigated by Tam et al. [27].
3. Numerical example using the 1D damped wave equation
In this section, the theoretical points above are illustrated through a 1D damped wave propagation
example. We consider the governing equations
∂p
∂t
+
∂v
∂x
= −kp(x)p, (7a)
∂v
∂t
+
∂p
∂x
= −kv(x)v, (7b)
where it is emphasized that p, v, kp and kv are all real quantities. These equations support wave propagation
in both the positive and negative x-directions at a wave speed of 1. They could be thought of as one
dimensional linearized versions of the conservation of mass and conservation of momentum equations of
fluid dynamics, with added damping terms kp and kv. In this case, the problem could loosely be interpreted
as modelling low-frequency sound propagation along a pipe, with the kp pressure damping term thought
8
Derivative Width PPCW for εp = 10
−2 PPCW for εp = 10
−3 PPW for example
Best Worst Best Worst 1% 0.1%
7pt MO 7 5.7 6.1 8.6 8.9 14.1 20.9
7pt DRP [3] 7 4.1 8.2 12.7 13.7 25.9 46.4
7pt DRP [4] 7 4.9 7.2 5.9 11.6 20.4 37.2
FDo9p 9 3.8 7.2 4.2 11.2 18.5 34.3
FDo11p 11 3.5 6.8 3.9 9.8 12.6 26.0
FDo13p 13 3.1 7.5 3.4 10.8 14.1 28.8
15pt MO 15 3.6 4.3 4.4 5.0 6.8 8.2
15pt DRP [7] 15 3.0 7.3 3.3 10.1 7.2 23.4
KL2 t7 2.5 8.0 2.5 21.6 80.0 253.0
KL4 t7 2.6 4.9 2.6 8.1 14.8 26.8
KL6 t7 2.8 3.8 2.9 5.4 8.4 12.7
KL8 (MO) t7 3.2 3.4 4.3 4.5 7.2 9.3
Table 1: Resolution (in PPCW = 2pi/|α∆x|) needed to achieve a given accuracy. Width gives the width of the schemes in
points, with “t7” indicating a 7-point tridiagonal schemes. Best and worst refer to varying arg(α∆x). The “PPW for example”
columns give the resolution needed to achieve a given accuracy for the example problem of section 3 after the accumulation of
error over a large number of time steps, with “perfect” spatial filtering and temporal integration.
Liner length in overall SPL SPL reduction
axial wavelengths reduction per axial wavelength
[27], no flow 1.12 −31.7 dB −28.2 dB
[27], with flow 1.60 −50.0 dB −31.2 dB
Here ≈ 2 −52.1 dB −26.1 dB
Table 2: Comparison (in non-dimensional terms) between the industrially motivated parameters used by Tam et al. [27] and
the parameters used here for the example wave-propagation problem.
of as a leaky pipe loosing or gaining fluid proportional to the perturbation pressure p, and the kv velocity
damping thought of as a drag term proportional to the axial perturbation velocity v. For our purposes here,
however, (7) is just regarded as a set of equations to be solved numerically.
For the special case kp(x) = kv(x) and with the special initial conditions v(x, 0) = p(x, 0) = p0(x),
equation (7) admits the analytic solution
v(x, t) = p(x, t) = p0(x− t) exp
{
−
∫ x
x−t
kp(X) dX
}
, (8)
which represents a right-propagating wave with an amplitude that decays according to the cumulative
damping seen during its propagation.
Here, we consider a periodic x-domain [0, 24), initial conditions consisting of a wave packet with wave-
length 1 occupying x ∈ [2, 18], and a region of damping of strength kp = kq = 3 occupying x ∈ [21, 23].
This gives a complex wavenumber α = 2pi − 3i in the damped region and α = 2pi elsewhere. Be-
cause of these two wavenumbers, all results will be given here in terms of points per (real) wavelength,
PPW ≡ 2pi/Re(α∆x) = 1/∆x. This example problem is intended to test simultaneously both wave prop-
agation with significant damping per wavelength and undamped wave propagation over many wavelengths
(22 wave lengths in this case). The coefficients of this example problem have been inspired by the study of
Tam et al. [27] excluding the effects of splices, as shown in table 2. In particular, the amount of damping,
the distance over which the damping is applied, and the axial wavelengths are all broadly comparable. As
mentioned previously, Tam et al. [27] showed that the presence of liner splices could scatter the incoming
wave into other waves with an amplitude of 1% of that of the incident wave, and that these other waves are
less well attenuated and therefore become dominant by the end of the liner, and so at least 1% accuracy
will be required here.
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In order to allow high-order schemes to achieve their potential, the initial conditions and damping need
to be made sufficiently smooth. Hence, the amplitude of the wave packet is modified to vary smoothly for
x ∈ (0, 4) and x ∈ (16, 20). Similarly, the damping is modified to vary smoothly for x ∈
(
20 12 , 21
1
2 ) and
x ∈ (22 12 , 23
1
2 ). The exact formula for the initial conditions and damping profile are given by
v(x, 0) = p(x, 0) = cos(2pix)B(x; 0, 4, 16, 20, 8), kv(x) = kp(x) = 3B
(
x; 20 12 , 21
1
2 , 22
1
2 , 23
1
2 , 8
)
, (9)
where B is a relatively smooth piecewise-polynomial bump function given by
B(x; a, b, c, d, n) =


0 if x ≤ a(
x−a
b−a
)n n−1∑
j=0
(
n+j−1
j
)(
b−x
b−a
)j
if a < x < b
1 if b ≤ x ≤ c(
d−x
d−c
)n n−1∑
j=0
(
n+j−1
j
)(
x−c
d−c
)j
if c < x < d
0 if x ≥ d
. (10)
This initial situation is shown in figure 8(a). After a time t = 12, the wave will have propagated half way
across the periodic x-domain, and the part that has crossed the damping will have decayed. This is depicted
in figure 8(b) using a linear scale, and in figure 8(c) using a logarithmic scale. At time t = 24, the initial wave
should have propagated exactly once around the periodic x-domain. Noting that
∫ d
a
B(x; a, b, c, d, n) dx =
c+d
2 −
a+b
2 , at time t = 24 the wave will also have decayed by a factor of e
−6 ≈ 1/400, or −52.1 dB SPL.
Hence, we define the error in the solution at time t = 24 as
E = sup
x∈[0,24)
{∣∣p0(x) − e6p(x, 24)∣∣, ∣∣p0(x) − e6v(x, 24)∣∣
}
. (11)
We investigate the resolution required to achieve E = 0.01, in line with the 1% error requirement mentioned
above.
3.1. Testing spatial derivatives only
First of all, we investigate the effect of only the spatial derivatives on numerical solutions to this one-
dimensional wave propagation problem. To do this, we introduce “perfect” spatial filtering and time inte-
gration, where “perfect” means that the errors due to spatial filtering and time integration are negligible
when compared to the errors due to the spatial differentiation. To do this, the following results use a 4th
order adaptive timestep Runge–Kutta temporal integration (RK45) [30] with an error tolerance of 10−8 and
a 19-point spatial filter with a 16th order error labelled F16,4 (the details of which are given in appendix A).
The filter is applied once at each time step with a strength S∆t, with S chosen to optimize the results for
each spatial derivative. The values of S used are given in table A.4.
Figure 9 shows the variation of error (given by equation 11) with the number of points per real wavelength
for several different spatial schemes. The FDo9p, FDo11p and FDo13p are the optimized spatial derivatives
proposed by Bogey and Bailly [14], while all the other DRP schemes have 4th order accuracy. Unsurprisingly
the wider schemes, which require more computational effort per derivative (see section 3.3), perform better
with fewer points per wavelength, but for any given width the scheme to achieve the desired 1% error
for the fewest points per wavelength is seen to be the maximal-order scheme. If a stricter error tolerance
were required, such as 0.1% error, the maximal-order schemes are better by a wider margin compared with
optimized schemes. This is unsurprising given the results of figures 2 and 4 above. The number of points
per wavelength required to achieve a given accuracy for this example are also listed in table 1 above.
If we consider implicit differentiation schemes, the picture is rather similar, as shown in figure 10. Of
the 7-point tri-diagonal schemes, the one to reach 1% accuracy for the fewest points per wavelength is the
maximal-order (8th order) scheme labelled KL8 (as predicted by figures 3 and 5 earlier). The 4th order
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Figure 8: Diagram of the wave problem considered. The domain is periodic in the x-direction. The initial wave in (a) has
amplitude 1 for x ∈ [4, 16] and smoothly decays to zero amplitude for x ∈ (0, 4) and x ∈ (16, 20). The damping (rescaled
by 1/6) in (a) has equivalent length 2, with full amplitude for x ∈
[
21 1
2
, 22 1
2
]
and a smooth decay to zero amplitude for
x ∈
(
20 1
2
, 21 1
2
)
and x ∈
(
22 1
2
, 23 1
2
)
. (b) and (c) show the wave at time t = 12 on a linear (b) or logarithmic (c) scale.
In (c), dashed lines denote negative values and solid lines denote positive values. An animation of this figure is given in the
supplementary material.
optimized scheme KL4 of Kim and Lee [8] is seen in this case to require more points per wavelength than
the explicit maximal-order scheme labelled MO7. These results are also summarized in table 1 above. It
should be noted that computing the implicit derivatives for any of the 7-point tri-diagonal schemes took
over 14 times longer than computing the 7-point explicit schemes; computational effort will be discussed
further in section 3.3.
It is clear from these figures that the conclusions of section 2 that optimized schemes perform poorly for
non-constant-amplitude oscillations are supported by this example wave-propagation problem. However, it
remains to be seen whether this difference in accuracy impacts the overall accuracy of simulations when more
commonly used spatial filters and time integrators are used, rather than the “perfect” filters and integrators
used here. We consider this in the next section.
3.2. Accuracy of derivatives in practice
Figure 11 shows the effect of varying the time integration used, both for 7-point spatial derivatives with
7-point spatial filters and for 15-point spatial derivatives with the high-order F16,4 filter used previously. The
widely used LDDRK56 optimized 4th order time integration scheme by Hu, Hussaini, and Manthey [31] and
the RKo6s optimized time integration scheme by Bogey and Bailly [14] are used for this comparison, with
timesteps ∆t given by CFL numbers of 0.2 and 0.8, where CFL = ∆t/∆x for this example. As expected,
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Figure 9: Absolute error against points per wavelength for several explicit spatial derivative schemes, all using the high-order
19-point F16,4 filter and RK45 adaptive time stepping.
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Figure 10: Absolute error against points per wavelength for several 7-point spatial derivative schemes, all using the high-order
19-point F16,4 filter and RK45 adaptive time stepping. KL2–KL8 denote the 2nd–8th order Kim and Lee [8] tri-diagonal
schemes, with KL8 being the maximal-order scheme and the others being optimized schemes.
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Figure 11: Absolute Error against points per wavelength for several time stepping schemes. (a) and (b) use 7-point spatial
derivatives and the 7-point 6th-order filter F6, while (c) and (d) use 15-point spatial derivatives and the 19-point high-order
filter F16,4.
for few points per wavelength the error is dominated by the spatial integration, while for many points per
wavelength the wave is well resolved spatially and so the time integration error dominates. Provided the
damping strength S is chosen correctly and the filter is of sufficiently high order, the spatial filter used is
never the limiting factor in this example.
Figure 12 compares a number of different schemes typical of those used in practice, as well as two higher-
order 15-point schemes. The most commonly used of all these is probably the DRP spatial derivative of
Tam and Shen [4] with the 7-point 6th order F6 spatial filter and the LDDRK56 optimized time integration
scheme. Plotted also are the 9, 11, and 13 point optimized spatial derivatives and filters of Bogey and
Bailly [14], all using the 6-step optimized Runge–Kutta time integration proposed by the same authors. The
number of points per (real) wavelength needed to achieve the desired 1% error tolerance at a CFL number
of 0.8 is listed in table 3. In summary, for this example there is no advantage to using an optimized scheme
over a maximal-order scheme, and in many cases there is a significant detriment in doing so.
As yet we have given little consideration to the computational effort. However, provided computational
memory is not the limitation, a lower-order scheme could provide better accuracy for the same computational
effort despite requiring more points per wavelength than a higher-order scheme. We now investigate this
further.
3.3. Accuracy vs computational effort
Under the assumption that neither memory nor cache bandwidth are the limiting factor in an optimized
solver, an indication of computational effort is given by the number of addition and multiplication operations
needed to evaluate the numerical schemes. If the spatial derivative has width m points, the spatial filter
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Figure 12: Comparison of the errors of different overall schemes. Curves are labelled spatial scheme/filter/time integrator, with
FDo9p, FDo11p and FDo13p being the optimized schemes of Bogey and Bailly [14].
Derivative Filter Time integrator CFL 1% error 0.1% error
PPW Effort/103 PPW Effort/103
15pt MO F16,4 LDDRK56 0.8 8.1 11.3 14.9 38.2
15pt DRP [7] F16,4 LDDRK56 0.8 8.5 12.4 22.1 84.4
7pt MO F6 LDDRK56 0.8 14.7 14.5 22.1 33.0
FDo13p SFo13p RKo6s 0.8 10.2 15.6 51.1 395.4
7pt DRP [4] F6 LDDRK56 0.8 20.3 27.7 37.0 92.2
FDo9p SFo9p RKo6s 0.8 18.5 33.9 49.7 244.2
FDo11p SFo11p RKo6s 0.8 20.2 51.2 64.3 516.4
Table 3: Computational schemes ordered by effort to achieve 1% accuracy, together with the points per (real) wavelength and
computational effort needed to achieve the given error tolerances. For each scheme, the result is for the best set of parameters
considered here.
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Figure 13: Comparison of the errors of different overall schemes against the computational effort needed. Curves are la-
belled spatial scheme/filter/time integrator(CFL). Effort is the number of multiplication and addition operations needed per
wavelength per wave period given by (12).
width n points, and the time integrator uses r evaluations per time step, then operating at a given number
of points per wavelength PPW and a given CFL number, the effort in solving (7) per wavelength per wave
period, is given by
Effort =
PPW2
2CFL
(
r(3m− 5) + 3n− 1
)
. (12)
Figure 13 plots the numerical effort against accuracy for the schemes from figure 12 that give the best
accuracy for a given amount of effort. For a desired error of 1%, the best schemes are the 15-point maximal-
order, followed by the 15-point 4th order DRP and the 7-point maximal-order, while for 0.1% error the best
schemes are the 7-point maximal-order followed by the 15-point maximal-order. The required effort is also
listed in table 3. Note that, for a desired error of 1%, the optimized 7-point DRP scheme of Tam & Shen
requires 191% the computational effort of the 7-point maximal-order scheme to achieve the same precision.
The advantage of the maximal-order schemes only increases if a smaller error is required (for example, to
achieve 0.1% accuracy the optimized 7-point DRP scheme of Tam & Shen requires 279% the effort of the
7-point maximal-order scheme).
Numerical tests suggest that the 7-point implicit tri-diagonal schemes are 14.2 times slower to compute
than their 7-point explicit counterparts. This can be incorporated into (12) by artificially setting m = 77 for
these implicit schemes. Doing so produces figure 14, demonstrating that, at least for this example problem,
implicit schemes of any sort are uncompetitive when compared with explicit schemes. Of course, the real
advantage of implicit schemes is when a matrix solve is already required, such as in the frequency domain
when considering eigenvalue or boundary value problems.
It should also be noted that the greater simplicity of 7-point schemes when compared with wider schemes,
and the requirement of greater smoothness by higher-order schemes to achieve their potential, means that
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Figure 14: Comparison of the errors of different overall schemes against the computational effort needed. Curves are labelled
spatial scheme/filter/time integrator(CFL). Effort is given by (12), with the artificial width of m = 77 for the KL schemes
determined empirically to represent the effort required in solving for the derivatives for these implicit schemes.
a 7-point scheme may well be preferable even if it requires slightly more computational effort. For this and
similar 1D problems, therefore, the author recommends the 7-point maximal-order scheme in combination
with a 7-point maximal-order filter (F6) and the LDDRK56 optimized time integration at a CFL number
of 0.8, with around 15 points per (real) wavelength, or 14 points per complex wavelength. Of course, for
wave equations with two or more spatial dimensions, the effort estimate in (12) will have a different scaling,
being proportional to PPWD+1 in D dimensions, and a separate analysis would be needed to find the most
efficient width, although this would not affect the relative performance of maximal-order schemes compared
with optimized schemes of the same width.
3.4. Synergy between spatial and temporal schemes
During the course of this work, it was observed that certain combinations of temporal and spatial schemes
were able to perform better together than would be expected from their individually analysed performance
when using the rather basic fixed time step RK4 time integration. As an example, figure 15 shows that
using an RK4 temporal integrator at CFL = 0.8 produces better results for the 7-point DRP scheme of
Tam & Shen than using either the LDDRK56 or the RK45 adaptive time step integrators (although even
this RK4 combination does not outperform the 7-point maximal-order scheme). This effect is certainly not
universal, as both the 7-point maximal-order and the optimized KL4 spatial integrals perform worse using
RK4 than when using LDDRK56. Because the LDDRK56 results are the same for both 0.2 and 0.8 CFL
numbers, which both agree with the RK45 adaptive integrator results, the error must be dominated by the
spatial derivative in this case, and hence it is concluded that there is either beneficial or detrimental synergy
between the spatial and temporal operators. This interesting effect is not pursued further here, and it is noted
that while certain schemes (such as the CABARET scheme of Karabasov and Goloviznin [32, 33]) combine
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Figure 15: Absolute Error against points per wavelength for several time stepping schemes. (a) and (b) use 7-point explicit
spatial derivatives and the 7-point 6th-order filter F6, while (c) and (d) use 7-point implicit derivatives and the 9-point filter
S8.
both spatial derivatives and temporal integration into one combined scheme, to the author’s knowledge no
attempt has been made to jointly optimized combined spatial and temporal schemes. (For example, Tam
and Webb [3] present both spatial and temporal optimized schemes but optimize each individually rather
than jointly optimizing their combination.)
4. Conclusion
We have reconsidered the rather classical theory [10] of the harmonic behaviour of finite difference
schemes (as shown in figure 1), where a wave with actual wavenumber α gives a numerical derivative with
an numerical modified wavenumber α¯. Here, we no longer restrict α to be real (though it is emphasized that
all finite difference schemes are still applied to real data, even when α is complex). Non-real α corresponds
to exponentially growing or decaying waves, which it is argued are ubiquitous in aeroacoustics. Many finite
difference schemes have been considered, including the 7-point (6th order) and 15-point (14th order) maximal
order schemes, the 7-point DRP schemes of Tam and Webb [3] and Tam and Shen [4] (both 4th order), the
15-point (4th order) DRP scheme of Tam [7], the 9-, 11- and 13-point schemes of Bogey and Bailly [14],
and the 2nd, 4th, 6th and 8th order 7-point tri-diagonal schemes of Kim and Lee [8]. In general, figures 4–7
show that finite-difference schemes optimized over real α perform well only when the waves are of nearly
constant amplitude, while for non-constant oscillations the maximal-order schemes are generally preferable
(irrespective of the parameters (M,N,L) from section 2 used). In all cases considered here, the optimized
DRP schemes give worse phase and group accuracy than the maximal-order schemes for the parameters
used by Tam et al. [27] to represent acoustic linings in aeroengine intakes.
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Since the accuracy of maximal-order schemes depends on |α∆x| but is insensitive to arg(α∆x), at least
for small |α∆x|, a useful equivalent of points per wavelength for non-constant-amplitude waves is suggested
here to be the number of Points Per Complex Wavelength, PPCW = 2pi/|α∆x|, which reduces to the usual
definition for points per (real) wavelength when α is real. Table 1 summarizes the PPCW needed to achieve
a given accuracy; for example, the 7-point maximal-order scheme requires 6.1 PPCW to achieve a 1% error,
while the 7-point DRP scheme of Tam and Shen [4] requires 7.2 PPCW in general (although only 4.9 PPW
if the wave is of constant amplitude). It is proposed here that, unless there is a priori knowledge of the
exact complex wavenumbers present in all directions (e.g. axial, radial and azimuthal directions for waves
in a cylinder), computational simulations are likely to be more accurate using the classical maximal-order
schemes than using optimized DRP schemes.
An example problem is introduced in section 3 to illustrate this theory. This example problem is intended
to test both wave propagation with significant damping per wavelength, and undamped wave propagation
over many wavelengths (22 wave lengths in this case). The coefficients of this example problem were inspired
by the study of Tam et al. [27]; in particular, the amount of damping, the distance over which the damping is
applied, and the axial wavelengths are all broadly comparable. This example problem was solved both using
high-accuracy “perfect” time integration and filtering in order to test the behaviour of the spatial derivatives
in isolation, and using standard best-practice schemes (including the LDDRK56 4th-order optimized Runge–
Kutta time integration of Hu et al. [31]). For any given width, the scheme to achieve 1% error for the fewest
points per wavelength is seen from figures 9 and 10 to be the maximal-order scheme. For a 1% target error,
the best scheme of any considered was the 15-point maximal order scheme with the LDDRK56 integrator at
CFL = 0.8, while for a 0.1% target error the best scheme of any considered was the 7-point maximal order
scheme, also with the LDDRK56 integrator at CFL = 0.8.
It should be noted that the example problem of section 3 might appear at first sight to require more
PPW than the theory of section 2. This is because the error in section 2 is per derivative calculation, while
the error in section 3 is the accumulated error over a large number 24/∆t of calculations. As an example, for
the 7-point maximal-order scheme, table 1 lists 6.1 PPCW as needed for 1% error during a single derivative
calculation, while 14.1 PPW (13.7 PPCW) are needed for the entire calculation to have below 1% error. For
further details of estimating the PP(C)W required for an entire problem rather than for a single derivative
calculation, the reader is referred to Zingg [22].
In practice, schemes of large width are often impractical. In part this is because of problems at boundaries
or at the edges of overlapping grids. Schemes of large width also lose their advantage when the underlying
data is not sufficiently smooth, such as at a sudden boundary change from hard-walled to lined or if a non-
smooth initial condition were used. While neither of these problems were present in the numerical example
here owing to the periodic domain used and the smoothness of the damping and initial conditions, the
problem of insufficient smoothness can be expected to be present in general. Hence, both for this example
problem and for similar problems, such as that considered by Tam et al. [27], the author recommends the
7-point maximal-order scheme in combination with a 7-point maximal-order filter (F6) and the LDDRK56
optimized time integration at a CFL number of 0.8, with around 15 points per (real) wavelength, or around
14 PPCW, provided a 1% error is acceptable.
While the analysis presented here has only considered one-dimensional derivatives, these derivatives are
often used in practice in 2D and 3D simulations, and in such cases the results presented here comparing
maximal-order and optimized schemes of the same width will continue to hold; although the optimal stencil
width may vary with the number of dimensions as discussed at the end of section 3.3. One possible future
avenue of research would be to consider multi-dimensional gradient schemes that are not composed of several
one-dimensional derivatives (for example by calculating the derivative at xi,j using function evaluations at
diagonal locations such as xi+1,j+1). Although such gradient schemes have not been considered here, similar
conclusions could be expected in that schemes optimized for only real vectors α would not be expected to
perform well for complex α.
It is of course unsurprising that schemes optimized only over real α should perform poorly for non-real α.
Another possible avenue of future research would be to consider optimizing schemes over a range of complex
18
α, for example by modifying (3) and minimizing instead something like
∫ pi/2
0
∫ η
0
(
∆xα¯
(
reiθ
)
− reiθ
)2
rdrdθ; (13)
that is, modifying (3) to optimize over |α∆x| < η and 0 < arg(α∆x) < pi/2. However, there are many other
possible metrics and optimizations possible even for real α∆x with no consensus on the best [3, 5, 6], and
optimizing over a range of complex α∆x introduces yet more possibilities. Based on the work presented here,
the author would be unsurprised if maximal-order schemes were in fact the optimal schemes under some
suitable metric accounting for complex α∆x, on account of their accuracy being independent of arg(α∆x)
at least for small |α∆x|.
Other possibilities for include investigating non-constant-amplitude oscillations for temporal rather than
spatial derivatives, and considering jointly optimizing combined spatio-temporal schemes which may allow
for the synergy between spatial and temporal schemes (reported in section 3.4) to be better exploited.
Despite the existence of joint spatio-temporal schemes [e.g. 3, 32, 33], to the author’s knowledge a joint
optimization of both simultaneously has not yet been performed.
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Appendix A. Spatial Filters
In order to remove spurious under-resolved numerical artifacts, a symmetric low-pass spatial filter is
applied once each time step. The filtered solution fi is given in terms of the unfiltered solution ui by
fi = ui −min{S∆t, 1}Di, where Di =
w∑
j=−w
a|j|ui+j , (A.1)
and the filter D is defined by its width 2w + 1 and coefficients aj , and is applied with a strength of S∆t
(capped at 1 to prevent instability) where ∆t is the time step and S is a parameter. This strength was
found to give optimal results for widely varying ∆t without varying the parameter S. The optimal values
of the parameter S depend on the filter, and the values of S used here are given in table A.4.
The frequency responses of the filters used here are plotted in figure A.16, and their coefficients are given
in table A.5. The F6 filter is the unique filter of half-width w = 3 that has an accuracy of order n = 6,
meaning that |Di| = O
(
∆xn
)
as ∆x → 0. Similarly, the F8 filter is the unique filter of half-width w = 4
that has an accuracy of order n = 8. The F16,4 filter is of width w = 9 and has accuracy of order n = 16.
The remaining degree of freedom in the F16,4 filter is used to specify that fj = O
(
(pi−α∆x)4
)
as α∆x→ pi
for uj = Re(Ae
iαxj ), meaning that higher order damping is required near the Nyquist frequency.
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Derivative Filter Optimal S
7pt MO F16,4 100
7pt DRP [3] F16,4 150
7pt DRP [4] F16,4 100
15pt MO F16,4 2
15pt DRP [7] F16,4 2
KL2 [8] F16,4 100
KL4 [8] F16,4 1
KL6 [8] F16,4 1
KL8 (MO) F16,4 1
FDo9p [14] F16,4 8
FDo11p [14] F16,4 2
FDo13p [14] F16,4 1.5
Derivative Filter Optimal S
7pt MO F6 2
7pt DRP [4] F6 2
KL2 [8] F8 1
KL4 [8] F8 1
KL6 [8] F8 1
KL8 (MO) F8 1
FDo9p [14] SFo9p 2.4
FDo11p [14] SFo11p 2.4
FDo13p [14] SFo13p 2.4
Table A.4: Filter strengths S used for the results in figures 9–15.
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Figure A.16: Frequency response of the symmetric low-pass spatial filters used here.
Filter n w a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
F6 6 3
5
16 −
15
64
3
32 −
1
64
F8 8 4
35
128 −
7
32
7
64 −
1
32
1
256
SFo9p [14] 4 4 See Appendix B of [14]
SFo11p [14] 2 5 See Appendix B of [14]
SFo13p [14] 4 6 See Appendix B of [14]
F16,4 16 9
9295
32768 −
3861
16384
1053
8192 −
273
8192 −
189
16384
135
8192 −
69
8192
81
32768 −
27
65536
1
32768
Table A.5: Details of symmetric low-pass filters used here. The effect of each filter is O(∆xn) as ∆x→ 0.
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