We study existence, regularity, and positivity of solutions to linear problems involving higher-order fractional Laplacians (−∆) s for any s > 1. Using the nonlocal properties of these operators, we provide an explicit counterexample to general maximum principles for s ∈ (n, n + 1) with n ∈ N odd. In contrast, we show the validity of Boggio's representation formula for all integer and fractional powers of the Laplacian s > 0. As a consequence, maximum principles hold for weak solutions in a ball. Our proofs rely on a new variational framework based on bilinear forms, on characterizations of s-harmonic functions using higher-order Martin kernels, and on a differential recurrence equation for Boggio's formula. We also discuss the case of the whole space, where maximum principles are a consequence of the fundamental solution.
Introduction
In the study of elliptic partial differential equations, most of the analysis has been focused on second order problems, which effectively describe many natural phenomena. The available results on existence and qualitative properties in this setting have achieved a remarkable degree of sophistication, to a large extent due to very powerful analytic techniques derived from maximum principles, for instance, Harnack inequalities, Hopf Lemmas, and sub-and supersolutions methods.
The theory for elliptic higher-order (i.e., higher than 2) operators, on the other hand, is comparatively underdeveloped. Some of the main difficulties that appear in their study is precisely the lack of maximum principles, the fact that the set of solutions is usually larger and more complex, and a much more subtle relationship between regularity of solutions, boundary conditions, and smoothness of the domain.
Nevertheless, higher-order operators appear in many important models coming, for instance, from continuum mechanics, biophysics, and differential geometry. They appear, for example, in the study of thin elastic plates, stationary surface diffusion flow, Paneitz-Branson equations, Willmore surfaces, suspension bridges, phase-transition, and membrane biophysics, see [19, 38] and references therein. The study of higher-order operators is also motivated by the understanding of basic questions in the theory of partial differential equations, to identify the key elements which yield existence, uniqueness, qualitative properties, and regularity of solutions.
The paradigmatic higher-order operator is given by powers of the Laplacian (−∆) m , m ∈ N, also known as the polyharmonic operator. The validity and characterization of positivity preserving properties in this case is an active field of research and many basic questions are still open. For example, consider m = 2, i.e., the bilaplacian operator ∆ 2 u = ∆(∆ u), for which maximum principles are known to be a very delicate issue and do not hold in general. To obtain well-posedness in boundary value problems, the bilaplacian requires extra boundary conditions (b.c.). Two of the most common are Navier b.c. u = ∆u = 0 on ∂ Ω and Dirichlet b.c. u = ∂ ν u = 0 on ∂ Ω. The case of the bilaplacian with Dirichlet b.c. is particularly delicate, and the geometry of the domain plays an essential role. It is known that ∆ 2 u ≥ 0 in Ω and u = ∂ ν u = 0 on ∂ Ω implies that u ≥ 0 if Ω is a ball, for example, since the corresponding Green function can be computed explicitly in this case and it is nonnegative. However, if Ω ⊂ R 2 is an ellipse with semi-axis 1 and 1 5 , then one can give an elementary counterexample (a polynomial of degree 7) showing that the maximum principle does not hold, see [41] . Many other counterexamples are known in the literature, we refer to [19] and the references therein for a survey on positivity preserving properties for boundary value problems involving polyharmonic operators.
In this paper, we study the validity of positivity preserving properties for fractional powers of the Laplacian (−∆) s , s > 1. Some known results for this operator are the following. General regularity results have been proved in [23] , a Pohožaev identity and an integration by parts formula is given in [39] , a comparison between different higher-order fractional operators is done in [36] , spectral results are obtained in [24] , and other aspects of nonlinear problems are considered in [18, 31, 33, 37] . Furthermore, the operator (−∆) s with s ≥ 1 appears naturally in Geometry, for example, in the prescribed Q−curvature equation (−∆) N/2 u = Ke Nu [2, 10] .
To begin our discussion on maximum principles, let us consider first the case (−∆) σ with σ ∈ (0, 1) and u ∈ C ∞ c (R N ), N ∈ N. This operator is known as the fractional Laplacian and it can be represented via the principal value integral Γ(2−σ ) is a normalization constant and Γ denotes the Gamma function. This operator is used to model nonlocal interactions [7, 12, 44] . Since (−∆) s is a nonlocal operator, boundary value problems are solved by prescribing boundary conditions in the whole complement of the domain (see e.g. [27] ). In this case, as mentioned in [8, Remark 4.2] , the maximum principle holds in a weak setting for σ ∈ (0, 1) using the Dirichlet-to-Neumann extension from [9] and testing the equation with u − := − min{u, 0}. This also follows directly from the nonlocal bilinear form
where F denotes the Fourier transform, see [25, 26] . In particular, if Ω ⊂ R N is an open set, u is in the fractional Sobolev space H s (R N ), u ≥ 0 in R N \ Ω, and E σ (u, ϕ) ≥ 0 for all nonnegative ϕ ∈ H σ (R N ) with ϕ ≡ 0 in R N \Ω, then u ≥ 0 in Ω.
To study the higher-order case s > 1 we extend this variational setting. Namely, fix s = m + σ with m ∈ N and σ ∈ (0, 1). For Ω ⊂ R N open we define the fractional Sobolev space with zero boundary conditions for u, v ∈ H s 0 (Ω). We now introduce the notion of weak solution. For f ∈ L 2 loc (Ω) we say that a function u ∈ H s (R N ) is a weak supersolution of
if u ≥ 0 on R N \ Ω and for all ϕ ∈ H s 0 (Ω) with compact support in R N we have
We call u ∈ H s (R N ) a weak subsolution of (1.4) if −u is a weak supersolution of (1.4). If u ∈ H s (R N ) is a weak super-and subsolution of (1.4), then we call u a weak solution of (1.4). Our first result shows that the (weak) maximum principle does not hold in general for weak solutions. 
with u 0 in D and u 0 in A. The proof of Theorem 1.1 is made via an explicit counterexample, which exploits the nonlocal nature of the operator and the fact that the domain is disconnected. Although our approach to prove Theorem 1.1 cannot be used for s ∈ (k, k + 1) with k ∈ N even, we do not expect that general maximum principles hold for any s > 1. We refer to [28] for counterexamples involving even powers of the Laplacian and to [43] for a counterexample to the trilaplacian, which seems to be the only available counterexample for odd powers. Theorem 1.1 is particularly interesting for s ∈ (1,   3 2 ), since in this case [5, Théorème 1] implies that u − ∈ H s (Ω) if u ∈ H s (Ω) and this is the main ingredient in the proof of maximum principles for s ∈ (0, 1], which uses u − as a test function. Indeed, the proof of Theorem 1.1 reveals that an essential role is played by the following simple fact due to integration by parts:
, and u, ϕ ≥ 0 with supp u ∩ supp ϕ = / 0, we have that E s (u, ϕ) < 0 if s ∈ (0, 1) and E s (u, ϕ) > 0 if s ∈ (k, k + 1) with k ∈ N odd. This is the main reason why the proof of maximum principles for s ∈ (0, 1) cannot be extended to s ∈ (1,   3 2 ), see Remark 4.2. Another consequence of this fact is the following remarkable property.
Note that this is a purely nonlocal phenomenon. Moreover, we can infer from Theorem 1.1 that maximum principles cannot hold for weak supersolutions in more general domains.
Corollary 1.3.
Let Ω ⊂ R N be an open set such that R N \ Ω has nonempty interior and let s ∈ (k, k + 1) for some k ∈ N odd. There is a weak supersolution u ∈ H s (R N )\{0} of (1.4) with f ≡ 0 such that u 0 in Ω.
In particular, maximum principles for (−∆) s may only hold for solutions and only in some domains.
Next, we show that maximum principles for weak solutions hold on balls and are a consequence of an explicit representation formula. In the following, δ y denotes the Dirac measure centered at y ∈ R N and C r (B) = C n,l (B) for r = n + l with n ∈ N 0 and l ∈ (0, 1].
the unitary ball, and let
(1.7)
for some α ∈ (0, 1) and
is the unique weak solution of (1.4) with Ω = B. Furthermore, (−∆) m (−∆) σ u(x) = f (x) pointwise for every x ∈ B, where the fractional Laplacian (−∆) σ u is evaluated as in (1.1), and there is C > 0 such that
The function G s is known as Boggio's formula, see [6, 13, 19] . The proof of Theorem 1.4 is based on a differential recurrence formula for G s in terms of G s−1 and an explicit function P s−1 which is (s − 1)-harmonic in the ball, see Lemma 6.1 below. Since the validity of Boggio's formula is known for s ∈ (0, 1], this allows us to implement an induction argument to extend this result to all s > 1. We remark that our approach also provides an alternative proof for s ∈ N. Two key elements in the proof are an elementary -but lengthy-pointwise calculation of −∆ x G s (x, y) for y = x and s > 1 (see Lemma 6.1) and the introduction of higher-order Martin kernels
which we use to characterize a large class of s-harmonic functions, see Proposition 1.5 below.
Martin kernels were introduced in [34] for s = 1 to provide an analogue of Poisson kernels in nonsmooth domains and in [4] for s ∈ (0, 1) to give representation formulas for s-harmonic functions which are singular at the boundary of the domain (a purely nonlocal phenomenon). Our construction is similar to the one presented in [1] and we generalize it to s > 1. See also Lemma 6.11 for a simplified expression of M s . With these elements we show first that u given as in (1.8) is a distributional solution and the order of derivation (−∆) m (−∆) σ u appears as a consequence of integration by parts, see Lemma B.4. This order, however, may be partially interchanged depending on the interior and boundary regularity of u, see Proposition B.2. For example, if f ∈ C α (B), m is even, and u is as in (1.8) 
which is consistent with the variational framework described above.
Note that the regularity of solutions -in particular, integrability, which is used to show uniqueness -is more involved for higher-order fractional powers of the Laplacian. For instance, consider the function u(x) = (1 − |x| 2 ) s + for s > 0, which is a pointwise solution of (−∆) s u = C in B for some constant C > 0 (see Corollary 4.1 below). Clearly u belongs to H 2s (B) if s is an integer, since in this case u is a polynomial. For general s, however, u may have derivatives which blow-up at the boundary, for example terms involving (1 − |x| 2 )
2 ). To circumvent this difficulty and show that u ∈ H s 0 (B), we use standard interpolation theory as in [32, 44] .
In the recent preprint [13] the authors show independently the validity of Boggio's formula for all s > 0 considering only smooth functions with compact support as right-hand sides. The proofs in [13] are very different from ours and rely on covariance under Möbius transformations and computations using Hypergeometric functions, see also [15, Remark 1] .
Our approach also provides the following new insights on higher-order s-harmonic functions and on distributional solutions satisfying different boundary conditions. 
is s-harmonic in B in the sense of distributions. Proposition 1.5 was known only for s ∈ (0, 1), see [1, 4] . See also Remark 6.16 for more on s-harmonic functions. The proof of Proposition 1.5 follows directly from Theorem 1.4 and Lemma 6.12. 
Note that the solutions given by Corollary 1.6 are not the one given by Theorem 1.4, in particular they correspond to different boundary conditions and do not satisfy (1.9). With these solutions we can construct the following s-harmonic functions.
Then, for fixed y ∈ B (resp. x ∈ B), v is s-harmonic with respect to x (resp. y) in B in the sense of distributions.
Finally, our method also provides information on the sign of some s-harmonic functions. The organization of the paper is the following. The notation used throughout the paper is introduced in Section 2 and the development of the variational framework for higher-order fractional operators can be found in Section 3. The proofs of Theorem 1.1 and Corollaries 1.2 and 1.3 are contained in Section 4. In Section 5 we discuss the distributional setup of the problem and provide a representation formula for solutions in the whole space for all s > 0. The proofs of Theorem 1.4 and Corollaries 1.6, 1.7, and 1.8 are written in Section 6 together with some remarks on s-harmonic functions. Finally, in the Appendix, we prove a differential recurrence equation involving Boggio's formula and we present results regarding the interchange of derivatives.
D ⊂⊂ U means that D is compact and contained in the interior of U . The distance between D and U is given by dist(D,U ) := inf{|x − y| : x ∈ D, y ∈ U } and if D = {x} we simply write dist(x,U ). Note that this notation does not stand for the usual Hausdorff distance. For x ∈ R N and r > 0 let B r (x) denote the open ball centered at x with radius r, moreover we fix B := B 1 (0), ω N = |B|, and
If u is in a suitable function space, we use F u or u to denote the Fourier transform of u and F −1 (u) or u ∨ to denote its inverse.
For any s ∈ R, we define
We use S to denote the space of Schwartz functions in R N and S ′ its dual (the space of tempered distributions) and denote · , · : S ′ × S → R the dual pairing of S ′ and S . For the definition of these spaces and basic properties we refer to [21, Chapter 2.3] . Recall that u , f = u , f for all f ∈ S . As usual, for suitable u : R N → R we identify u with its associated distribution
and U open, we write C s (U ) := C m,σ (U ) (resp. C s (U )) to denote the space of m-times continuously differentiable functions in U (resp. U ) and, if σ > 0, whose derivatives of order m are σ -Hölder continuous in U . Moreover, for s ∈ [0, ∞],
Recall (1.3). If m ∈ N is odd we also use the following vector notation
Let u : U → R be a function. We use u + := u + := max{u, 0} and u − := − min{u, 0} to denote the positive and negative part of u respectively.
Finally, Γ denotes the standard Gamma function and if f : U ×D → R we write (−∆ x ) s f (x, y) to denote derivatives with respect to x, whenever they exist in some appropriate sense.
Variational framework
Let Ω ⊂ R N be an open set, and fix m ∈ N 0 := {0, 1, 2, . . .}, σ ∈ (0, 1), and s = m + σ . Recall the space H s 0 (Ω) as defined in (1.2) equipped with the bilinear form E s (·, ·) defined in (1.3). We begin by showing the equivalence between the definition of weak solution (see (1.5) ) and the definition of solution via the Fourier transform F .
And if m is odd, then N+2σ dxdy.
This proves the first part. If, in addition, u ∈ H 2s (R N ), then
by standard properties of the Fourier transform. Now the last part follows from the above calculations.
Remark 3.2.
If u ∈ H 2s (R N ) then it follows from the proof of Proposition 3.1 that
where (−∆) σ is defined as in (1.1) (see also Proposition B.2 for a general statement on the interchange of derivatives).
Poincaré Inequality and principal eigenvalues
The following shows that E s satisfies a Poincaré-type inequality in bounded domains. This yields that E s is a scalar product and that (H s 0 (Ω), E s ) is a Hilbert space. Let λ 1,s = λ 1,s (Ω) and λ 1,1 = λ 1,1 (Ω) denote the first eigenvalue of ((−∆) s , H s 0 (Ω)) and of (−∆, H 1 0 (Ω)) respectively.
Proposition 3.3 (Poincaré inequality).
Let Ω ⊂ R N be an open and bounded set with Lipschitz boundary. For all u ∈ H s 0 (Ω) we have that
and
if m is even
if m is odd, where
Proof. Let u ∈ H s 0 (Ω) and m even. By standard estimates we have
Clearly this also implies that E 1+σ is a scalar product and (3.1) follows. The case m odd is analogous.
We now prove that H s 0 (Ω) is complete with respect to E s . Let (u n ) n ⊂ H s 0 (Ω) be a Cauchy sequence with respect to E s . Hence by the above inequality it follows that u n → u ∈ L 2 (Ω) for n → ∞, where we use 
, but in this case the estimates for λ 1,s are not clear, since they rely on integration by parts.
Remark 3.5.
For Ω smooth and m = 1 we have the strict inequality λ 1,s = λ 1,1+σ > λ 1,1 λ 1,σ . Indeed, let A s u := ∑ i∈N a i (u)λ s i,1 e i denote the spectral fractional Laplacian, where e i and λ i,1 > 0 are the eigenfunctions and eigenvalues of −∆ in H 1 0 (Ω) and a i (u) := Ω ue i dx is the projection of u in the direction e i , see [36, 40] . We introduce also the following associated quadratic forms as in [36] ,
where S ′ denotes the space of distributions. Then, by [36, Theorem 1 and
since the first eigenvalue of A s is given by λ s 1,1 , as it is easily seen from the definition of A s .
An immediate consequence of Proposition 3.3 and Remark 3.4 is the following.
The statement follows from Riesz Theorem, since E s is a scalar product on H s 0 (Ω) by Proposition 3.3 and Remark 3.4. 
Properties with respect to smooth functions
(Ω) and D := supp( f ). There is C > 0 such that
The case m odd follows similarly.
Proof. This is a consequence of Proposition 3.1 and Lemma 3.7. A direct proof can also be done using integration by parts if Ω has Lipschitz boundary.
We now introduce the space S k s , which allows us to estimate pointwise fractional Laplacians, cf. [16, Section 2]. For s > 0 and k ∈ N let
endowed with the norm ϕ k,s := sup
for every f ∈ S 
Note that
Using integration by parts m−times we obtain
By (3.3)-(3.7) it suffices to show that there is C > 0 depending only on N, m, and σ such that
for all x ∈ R N . If |x| < 2 then (3.8) follows by taking the maximum over x ∈ 2B. We now argue as in [16, Lemma 2.1]. Fix |x| ≥ 2 and let U := {y ∈ R N \B :
This implies (3.8) and finishes the proof.
Proof. Note that by Lemma 3.8 we have
c (R N ) and thus there is C > 0 such that (see e.g. [42] or using Lemma 3. 
|x − y| N+2s dxdy.
Proof. Let g, ϕ be as stated. If m is even, we have using Green's formula
where we used (−∆)
If m is odd we have by integration by parts
where the last step follows as in the case m even. Hence to finish the proof, note that for x ∈ U , y ∈ D and k > 0 we have
Proof of Corollary 1.2. Let ϕ ∈ H s 0 (R N \ Ω)\{0} be nonnegative. Then, by Lemmas 3.8 and 3.11,
|x − y| N+2s dx dy > 0.
Since ϕ is arbitrarily chosen, we obtain that
Counterexample to general maximum principles
Using the calculations in [14, 
We are now ready to construct the counterexample. 
. We now show that u is a sign-changing weak solution of
Since m is odd we have
by Lemma 3.11 and Remark 3.
|x − y| N+2s dy dx,
(Ω) and u is a sign-changing weak solution of (4.2) as claimed.
. This fact seems to be crucial for a classical proof of the weak maximum principle. In the case s ∈ (1, 2 ) we have
Note that Lemma 3.11 suggests that E s (u + , u − ) is nonnegative and, in particular, if u ≡ |u| in R N then E s (|u|, |u|) > E s (u, u) > 0. However, a proof of this fact is still missing.
The fundamental solution in the whole space
In this section we provide an explicit expression for a fundamental solution of (−∆) s in the whole space R N . We begin by introducing a weaker notion of solution, i.e., solutions in the sense of distributions.
Given s > 0 we denote (see e.g. [17, 42] for s ∈ (0, 1))
Remark 5.1.
Note that
′ and motivates the following notion of solution. 
If u is a fundamental solution, then for any y ∈ R N we have (−∆) s u(· − y) = δ y in R N in the sense of distributions. 
In the following we show that F N,s is a fundamental solution for (−∆) s for all s > 0. Proof. The claim follows directly from the following estimates. 
Distributional solutions in the whole space
Next we give some integral bounds for F N,s * f for suitable f ∈ L p (R N ). Here, as usual, let * denote convolution, that is for functions u, v : 
for x ∈ R N and for some constant C > 0 depending only on N and s. By Lemma 5.8 we have that |x| 2s−N ∈ L 1 s and therefore
.
for some M > 0 depending only on s,N, and K. Thus f 1 , f 2 ∈ L 1 s and this ends the proof.
In the case where 2s < N, the function F N,s has a regularizing effect. For this we use the theory of weak-L p -spaces. As in [30, Chapter 4 .3] we define L p,w (R N ), p ≥ 1 as the space of measurable functions f :
The space L p,w (R N ) equipped with this norm is a Banach space (see [ 
21, Chapter 1]). Note that by Hölder's inequality
and r, q ∈ (1, ∞) be given such that
A direct consequence of Lemma 5.12 and Theorem 5.13 is Proof. Since f has compact support, we have by Hölder's inequality that f ∈ Lp(R N ) for everỹ p ∈ [1, min{p, N 2s )}. The result follows by Corollary 5.14.
Corollary 5.16. Let s
Proof. By Lemma 5.11 or Corollary 5.14 we have u ∈ L 1 s . And, moreover, 
as n → ∞, by Lemma 3.9. Therefore (−∆) s w ∈ S ′ and (−∆) s w , ψ = 0 for all ψ ∈ S . This implies that w is supported in the origin, and then [21, Corollary 2.4.2] yields that w is polynomial of degree n ∈ N. Since w ∈ L 1 s we have that n < 2s, and the claim follows. A key ingredient in our proofs is the following iteration formula. The proof of Lemma 6.1 is done by an elementary-but lengthy-direct computation and for the reader's convenience we give a proof in Appendix A.
Remark 5.18. Note that if s >
N p , f ∈ L p (R N ) with compact support, then F N,s * f ∈ C s− N p (R N ),
Representation of solutions in the ball
Remark 6.2.
which agrees with [6, Theorem 3.1, formula (3.
2)] and for s ∈ N, the change of variables
, which is another known expression for Boggio's formula, see [19] .
2. By rescaling we have that Theorem 1.4 holds in balls of radius r > 0 using ρ r (x, y) = (r 2 − |x| 2 )(r 2 − |y| 2 )r −2 |x − y| −2 in place of ρ in (1.6).
Remark 6.3. The following are well-known estimates for G s . They do not play an important role in our proofs, but we state them for completeness. Let f , g ≥ 0 be functions defined on the same set D. We write f g if there is c > 0 such that f (x) ≤ cg(x) for all x ∈ D. We write f ≃ g if both f g and g f . In B × B we have
These type of estimates are known if s ∈ N ∪ (0, 1), see, for example, [11, 19] . We refer to [19, Theorem 4.6] , where the case s ∈ N is considered, but the proof carries the fractional case s > 1.
The following is a useful auxiliary Lemma. 
Proof. Let δ ∈ (0, 1) such that ε := 
Note that the function R → tR δ −2 + R δ has a unique minimum in (0, ∞)
Interior and boundary regularity
Lemma 6.5.
, and u as in (1.8) . 
Proof. In the following let 
which implies (6.4). Note that (6.4) gives that there is C 3 > 0 such that
Moreover, for |x| > 
> 0 and using (6.3) and (6.5). Arguing similarly one can obtain (6.2) for derivatives of order k, since terms of the form
. . , N}, and the Lemma follows.
, and u as in
Then, by Lemma 6.4 and Hölder's inequality,
Hence the statement also holds for p = ∞.
The following remarks are used in the proof of Theorem 6.9 below.
Remark 6.8. For s ∈ R let H s (B) and H s 0 (B) as in Section 2. 1. For every s ≥ 0 and u : 
, and therefore,
3. Let (H s 0 (B)) ′ denote the dual space of H s 0 (B). Then, by [44, Theorem 2.10.5/1] (see also [36] ), [1, 6, 20, 23, 42] . We argue by induction on s. Let s > 1, s ∈ N, and consider the case 2σ + α ∈ (0, 1) (the other cases can be proved similarly). By the induction hypothesis, we have that
and, by Lemma 6.1,
with C = 4k N,s (s − 1). If u is given by (1.8), then (6.9) implies that u = u 1 −Cu 2 , where
, by the induction hypothesis, and then u 1 ∈ C 2s+α loc (B), by classical elliptic regularity. Furthermore, v 2 ∈ C ∞ (B), by Lemma 6.6, and thus u 2 ∈ C ∞ (B). Therefore u ∈ C 2s+α loc (B) and u ∈ C s 0 (B), by Proposition 6.7. It remains to show that u ∈ H s 0 (B). By (6.6) and Proposition 6.7, it suffices to show that
, by the induction hypothesis, we obtain that
We now show that u 2 ∈ H s (B) arguing differently according to the value of s. Assume first that 1 < s < 3 2 . Then there is C > 0 such that 
Then, by Lemma 6.6 and complex interpolation (see [32, Proposition 2.4] ),
Therefore v 2 ∈ H s−2 (B) for all s > 2, which yields u 2 ∈ H s (B), by (6.7). Finally, if s = m + σ > 2 and σ > , where p and q are as in (6.11) . But then u s ∈ H s 0 (B), by (6.6).
Remarks on s-harmonic functions
For s > 0 we define M s the s-Martin kernel for the ball by (see for example [1, 4] )
The next Lemma provides an explicit formula for M s .
Lemma 6.11. Let s > 0 and N ≥ 1. Then
where k N,s is as in (1.7) .
Hence, for θ ∈ ∂ B and x ∈ B, it follows that
Martin kernels provide a useful characterization of some s-harmonic functions. 
Proof. We first show that u ∈ L 1 (B). Indeed,
and note that u ∈ C ∞ (B). Then (−∆) s u(x) exists for all x ∈ B and, by 6.12,
since ψ has compact support in B. Therefore u is s-harmonic. Remark 6.13. We assume (6.12) as part of our iteration argument, but once Theorem 1.4 is proved then (6.12) holds for all s > 0.
We now show the relationship between P s−1 from Lemma 6.1 and M s . Lemma 6.14. Let s > 0, and y ∈ B. Then
Proof. Fix y ∈ B and let v(x) := Proof. Combine Lemma 6.14 and Lemma 6.12.
Remark 6.16.
1. As mentioned before, the Martin kernel M s provides a useful characterization of some s-harmonic functions. This characterization is new for s > 1 and may be of independent interest. Namely, if s > 0 and
2. Arguing as in [1] , it is possible to prove that if g ∈ C(∂ B), then
Indeed, using the Poisson kernel representation and Lemma 6.11 we have that
and then (−∆) s u = 0 in B, by the first Remark.
If a function u is
s-harmonic in B, then u is (s+ 1)-harmonic. Indeed, R N u(−∆) s+1 ϕ dx = R N u(−∆) s [−∆ϕ] dx = 0 for any ϕ ∈ C ∞ c (B). Thus, for j ∈ (0, s) ∩ N functions of the type ∂ B M s− j (x, θ )g(θ ) dθ are also s-harmonic.
Proof of Theorem 1.4 and consequences
Recall the dual pairing notation · , · introduced in Section 2 (see also Section 5).
Proof of Theorem 1.4. Let f ∈ C α (B) for some α ∈ (0, 1) and u as in (1.8). The claim is known for s ∈ (0, 1], see [3, 6, 19] . Let s > 1 and assume that the statement holds for s − 1. Then
, by Theorem 6.9. Furthermore, by Lemmas 6.1, 6.15, B.4, and the induction hypothesis,
for any ϕ ∈ C ∞ c (B). Since f ∈ C α (B) is arbitrary, we obtain that B G s (x, y)(−∆) s ϕ(y) dy = ϕ(x) for every x ∈ B and thus G s (·, y) is a distributional solution of (−∆) s v = δ y . Finally, u is the unique weak solution of (1.4) with Ω = B and satisfies (−∆) m (−∆) σ u(x) = f (x) pointwise for every x ∈ B, by Lemmas B.4 and 3.6 (see also Remark 5.5) and the decay (1.9) follows from Proposition 6.7.
Proof of Corollary 1.6. Let j ∈ N and s > j. For any ϕ ∈ C ∞ c (B) we have that (−∆) j ϕ ∈ C ∞ c (B) and thus, for x ∈ B, 
In particular, if dµ(z) = f (z) dz for some f ∈ C α (B), then, by Theorem 6.9,
Proof of Corollary 1.7. Let v as in the statement, fix y ∈ B, and let µ = δ y be a Dirac measure centered at y. Then, by Corollary 1.6 and Theorem 1.4, B G 1 (·, z)G s−1 (z, y) dz and G s (·, y) are two distributional solutions of (−∆) s w = δ y , and therefore (−∆) s v , ϕ = 0, i.e., v is s-harmonic with respect to x in B. Next, fix x ∈ B and recall formula (6.9). By Lemma 6.14, we have that
which, by Lemma 6.12, yields that v is s-harmonic with respect to y in B.
Proof of Corollary 1.8.
The existence and uniqueness of a weak solution u ∈ H s (R N ) to the problem (−∆) s u = 0 in B with u = g in R N \ B follows from standard arguments by minimizing
. Moreover, by Lemma 3.11, for all ϕ ∈ H s 0 (B), ϕ ≥ 0,
whereg is a smooth function given bỹ
for some C > 0. In particular, w ≤ 0 in R N , by Theorem 1.4, and therefore u ≤ 0 in B.
A Differential recurrence equation
Proof of Lemma 6.1. . Let s > 1, y ∈ B, x ∈ R N , and x = y, and ρ as in 1.7. In the following, differentiation is always w.r.t. x. To simplify notation we write F s := |x − y| 2s−N and V s (v) :
We consider first the case 2s = N. Note that
Thus, using (A.2), we obtain
It suffices to show that P = P s−1 , with P s−1 given by (6.1). Note that
To simplify this expression we use
Direct calculations yield that
Hence the first three terms in (A.4) reduce to .5) and the last term in (A.4) reduce to
Combining (A.5), (A.6) with (A.4) we find
Note that the bracket in (A.7) reduces to 
B Interchange of derivatives
In the following we give assumptions on u to guarantee that (−∆) σ (−∆)u = (−∆)(−∆) σ u for σ ∈ (0, 1) in the pointwise sense, see ( The next proposition provides conditions to allow the interchange between derivatives and fractional Laplacians. The main difficulty in the proof relies on the fact that u is allowed to have unbounded or discontinuous derivatives outside a domain Ω. for some C > 0 independent of n, and set ψ n := η n ψ ∈ C ∞ c (R N ). Then ψ n → ψ in L 2 (R N ) and −∆ψ n = −∆ψη n − ∇η n ∇ψ n − ψ∆η n → −∆ψ = (−∆) s ϕ in L 2 (R N ), by (B.9), (B.8), and Proposition B.2. Therefore, 
