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Isoperimetric inequalities have been studied since antiquity, and
in recent decades they have been studied extensively on discrete
objects, such as the hypercube. An important special case of this
problem involves bounding the size of the shadow of a set system,
and the basic question was solved by Kruskal (in 1963) and Katona
(in 1968). In this paper we introduce the concept of the shadow
∂G of a collection G of ordered graphs, and prove the following,
simple-sounding statement: if n ∈N is suﬃciently large, |V (G)| = n
for each G ∈ G, and |G| < n, then |∂G| |G|. As a consequence, we
substantially strengthen a result of Balogh, Bollobás and Morris on
hereditary properties of ordered graphs: we show that if P is such
a property, and |Pk| < k for some suﬃciently large k ∈N, then |Pn|
is decreasing for k n < ∞.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Of all the closed curves in the plane (of a ﬁxed length), which encloses the largest area? This
famous question is known as the isoperimetric problem, and was solved by Steiner [43] in the
19th century, although the question (and its answer, a circle) was already known in Ancient Greece
(see [46] for a good account). The basic inequality has since been generalized and extended in many
beautiful ways; see for example [39,45].
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Given a graph G , and an integer m ∈ N, what is the minimum (or maximum) size of the vertex-
(or edge-) boundary of a set A ⊂ V (G) of size m? This problem has been especially well studied
on the hypercube, G = {0,1}n , for which the basic questions were solved by Harper [26,27] and
Hart [28]. More recently, stability results were proved by Friedgut [21] and by Friedgut, Kalai and
Naor [24]. For related work on inﬂuences and sharp thresholds, see [30,16,23,44,22], and for results
linking isoperimetric inequalities and percolation, see [3,14]. A general introduction to the area can
be found in [11].
A particular case of this isoperimetric problem was considered by Kruskal [35] in 1963 and Ka-
tona [31] in 1968. Given a collection A ⊂ [n](k) of subsets of {1, . . . ,n} of size k, the shadow ∂A of A
is deﬁned to be
∂A := {B ∈ [n](k−1): B ⊂ A for some A ∈ A}.
Kruskal and Katona proved the following well-known theorem.
The Kruskal–Katona Theorem. Let km n, and let A ⊂ [n](k) be a collection of k-sets in [n]. If |A| (mk )
then
|∂A|
(
m
k − 1
)
.
Equality holds in the Kruskal–Katona Theorem if (but not only if) A is an initial segment of the
co-lexicographical order. A stability theorem for this result was recently proved by Keevash [32] (see
also [38]).
In this paper we shall introduce and study the shadow ∂G of a family of ordered graphs G . This is
one of several possible ‘two-dimensional’ versions of the problem considered by Kruskal and Katona
(another is described in Section 7; see also [10,20,25,29]). An ordered graph G is a graph together
with a linear order on its vertex set; if |V (G)| = n, then we identify V (G) with [n], the set {1, . . . ,n}
with the usual order. Given an ordered graph G , and a set of vertices U ⊂ V (G), let G[U ] denote the
ordered graph induced by the set U , with the inherited order. We shall write G − v = G[V (G) \ {v}].
The shadow of an ordered graph G is deﬁned to be
∂G := {H: H = G − v for some v ∈ V (G)}
and if G is a collection of ordered graphs then the shadow of G is
∂G :=
⋃
G∈G
∂G.
We shall prove the following sharp lower bound on the size of ∂G , in the case where |G| is not too
large.
Theorem 1. Let n ∈ N, with n  135, and let G be a collection of ordered graphs on [n]. If |G| < n, then
|∂G| |G|.
Theorem 1 is sharp, since there exist families G of ordered graphs on [n] with |∂G| < |G| = n, and
there exist families G with |∂G| = |G| =  for every  < n (see Section 2). The condition n  135,
on the other hand, is an artifact of the proof, and is almost certainly unnecessary.
Note that although this result seems simple, ordered graphs are complex objects containing a large
amount of information. The special case of Theorem 1 in which each ordered graph has at most one
edge is equivalent to a special case of an isoperimetric inequality on N3 ﬁrst proved by Bollobás
and Leader using compressions (see Corollary 11 of [13]). In order to gain an appreciation of the
complexity of the problem, the reader is encouraged to prove Theorem 1 for himself in the case in
which each ordered graph has at most two edges, or indeed in the case n = 4.
We remark that the technique we shall use to prove Theorem 1 is (to our knowledge) entirely new.
It is based on a structural result on shadows of sets (see Lemma 5), together with several structural
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standard techniques from the study of hereditary properties of ordered graphs (see below) seem
strong enough to prove such a result.
The class of ordered graphs is an extremely rich and important one in its own right, and includes
various well-studied structures (such as sets, permutations, zero-one matrices and partitions) as spe-
cial cases. For instance, the class of partitions of [n] is in 1–1 correspondence with the ordered graphs
on [n] in which all components are cliques, and the class of permutations of [n] is in 1–1 correspon-
dence with the ordered graphs on [n] which do not contain either H1 or H2 as an induced ordered
subgraph, where |V (H1)| = |V (H2)| = 3, E(H1) = {13} and E(H2) = {12,23}. (To see this, consider
the ordered graph H(π) with edge set {i j: π(i) > π( j)} for each permutation π .) In particular, our
study of shadows of ordered graphs was motivated by the earlier work of Klazar [33,34], Marcus and
Tardos [37], Balogh and Bollobás [4], Pach and Tardos [40], Balogh, Bollobás and Morris [5,6], and
others, on hereditary properties of ordered graphs, and related structures.
A hereditary property of ordered graphs is a collection P of ordered graphs closed under taking
induced ordered subgraphs. For example, the collection of all ordered graphs not containing a given
ordered graph H as an induced ordered subgraph is hereditary (these properties are called ‘primitive’).
Observe that the bijections described above both commute with the operation ‘taking an induced sub-
structure’ (see for example [6,34,37]), and hence any hereditary property of partitions or permutations
can be thought of as a hereditary property of ordered graphs.
We write Pn for the collection of ordered graphs in P with vertex set [n], and call the function
n → |Pn| the speed of P . The speed is a natural measure of the ‘size’ of P , and was introduced (in
the context of primitive properties of labelled graphs) by Erdo˝s, Kleitman and Rothschild [19] in 1976,
and studied further in [18,1,15,7,2] (see also [12,17,41]). The study of general hereditary properties of
graphs, and of speeds of labelled graphs below nn , was initiated by Scheinerman and Zito [42]; much
stronger results were later proved by Balogh, Bollobás and Weinreich [8,9].
The following result about hereditary properties of ordered graphs follows easily from Theo-
rem 1.
Corollary 2. Let P be a hereditary property of ordered graphs, and let 135  k ∈ N. If |Pk| < k, then
|Pn| |Pk| for every n k.
To explain the signiﬁcance of this result, we ﬁrst recall the following result of Balogh, Bollobás
and Morris [5]. If P is a hereditary property of ordered graphs, then either |Pn| is a polynomial for
suﬃciently large values of n, i.e.,
|Pn| =
k∑
i=0
ai
(
n
i
)
for some k ∈ N0, some integers a0, . . . ,ak , and all n  n0(P), or |Pn|  Fn for every n ∈ N, where
Fn ∼ ( 12 (1+
√
5 ))n is the Fibonacci sequence. Moreover, if |Pn| is unbounded then |Pn| n for every
n ∈ N.
In other words, a restriction on the value of |Pk| for one speciﬁc value k ∈ N allows us to deduce
an asymptotic upper bound on |Pn| as n → ∞. It is possible to read out explicit bounds on |Pn|
from the proof in [5]; however, these bounds only hold when n is larger than some (again explicit,
but very large) function of k and |Pk|. This is a common failing in theorems of this type (see, for
example, [8,37]).
Corollary 2 corrects this shortcoming in the simplest case: when the function n → |Pn| is even-
tually constant. The result of Balogh, Bollobás and Morris [5] says that if |Pk| < k for some k ∈ N,
then |Pn| = c for some c ∈ N, and every suﬃciently large n ∈ N. Note that this does not rule out the
possibility that c is much larger than k, or that |Pn| exhibits large ﬂuctuations before ﬁnally settling
down at c. Corollary 2 says that in fact, |Pn| is decreasing on [k,∞). We remark that this property
was by no means inevitable; for example, hereditary properties of words can ﬂuctuate wildly (see
Theorem 9 of [4], and also [36]). Finally, we note that by Proposition 4 (below), Corollary 2 is best
possible.
732 B. Bollobás et al. / Journal of Combinatorial Theory, Series A 118 (2011) 729–747Fig. 1. Two ordered graphs from extremal families, and their edge sets.
The rest of the paper is organized as follows. In Section 2 we describe the extremal examples,
and some of the notation we shall use throughout the paper. In Section 3 we prove a key lemma
on shadows of sets, which may be of independent interest. In Section 4 we describe a partition
of the ordered graphs on [n] into ‘types’, and use the result of Section 3 to prove a special case
of Theorem 1. The most substantial part of the paper is Section 5, in which we deal with ordered
graphs with many small ‘homogeneous blocks’. After all this preparation, the pieces are put together
in Section 6 to prove Theorem 1 and Corollary 2. Finally, in Section 7, we discuss possible avenues for
further research, including a conjectured extension to general linear speeds.
2. Extremal examples, and notation
Before proceeding with the proofs of Theorem 1 and Corollary 2, we shall ﬁrst show that they are
both sharp, by describing here some of the extremal properties.
Proposition 3. For every ,n ∈ N, with  < n, there exist collections G and G of ordered graphs on [n] such
that:
• |G| = n and |G| = .
• |∂G| < |G| and |∂G| = |G|.
Proof. For each k ∈ [n], let Gk denote the ordered graph on [n] with edge set E(Gk) = {i j: 1  i <
j  k}, and for each  n, set G = {Gk: k ∈ []}. Now we see that |Gn| = n and |∂Gn| = n−1, whereas
|∂G| = |G| =  for each  < n. 
To see that Corollary 2 is also sharp, consider the property P (1) =⋃n∈N Gn , where Gn is as de-
ﬁned in the proof of Proposition 3 above. Thus P(1)n is the collection of ordered graphs on [n], with
edge set E(1)k = {i j: 1  i < j  k} for some 1  k  n. Similarly, for each 2  j  6, consider the
family P( j) , where E(2)k = {i j: i  k < j}, E(3)k = {1k}, E(4)k = {k(k + 1)}, E(5)k = {1 j: 1 < j  k}, and
E(6)k = {1 j: k < j}. (Note that the empty ordered graphs are in P ( j) for each j. Two of these six prop-
erties are pictured in Fig. 1.) In each case, the property P ( j) is hereditary, and |P( j)n | = n for every
n ∈ N.
Say that two properties of ordered graphs are equivalent under symmetry if one can be obtained
from the other by reversing the vertex order, and/or by switching edges and non-edges. It was proved
in [5] that, up to equivalence under symmetry, these are the only hereditary properties of ordered
graphs P such that |Pn| = n for every n ∈ N.
Proposition 4. There is a hereditary property of ordered graphs P such that |Pn| = n for every n ∈ N.
Moreover, for any decreasing function f : [k,∞) → N0 with f (k) < k, there exists a hereditary property of
ordered graphs Q( f ) such that |Q( f )n| = f (n) for every n k.
Proof. For the ﬁrst part, consider any of the properties P (1), . . . ,P(6) described above. To prove the
second part, let Q( f )n = P(1)n if n < k, and let Q( f )n denote the collection of ordered graphs on [n]
with edge set E(1) for some 1  f (n), otherwise. Since f is decreasing on [k,∞), it follows thatQ( f ) is hereditary, as required. 
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throughout the paper.
As usual, we write Z for the integers, N for the natural numbers, and N0 = N ∪ {0} for the non-
negative integers. We write A(k) for the k-subsets of a set A. Given an ordered graph G , we shall use
the relation < to denote both the ordering on the vertices of G and the usual order on the integers,
and trust that this will cause no confusion. Let |G| = |V (G)| denote the number of vertices of G , let
e(G) = |E(G)| denote the number of edges of G , and let N(v) denote the neighborhood of a vertex
v ∈ V (G). If u, v ∈ V (G) then
[u, v] = {w ∈ V (G): u  w  v},
and, similarly, if u, v ∈ Z, then [u, v] = {w ∈ Z: u  w  v}. We shall write B < C if b < c for every
b ∈ B and c ∈ C , for subsets B,C ⊂ Z and subsets B,C ⊂ V (G).
If x ∈ Zd for some d ∈ N, then xi ∈ Z will denote the ith coordinate of x. Let e j = (0, . . . ,0,1,
0, . . . ,0) ∈ Zd denote the vector with a single 1 in position j ∈ [d]. If x, y ∈ Zd , then x y if xi  yi
for each i ∈ [d]. As usual, ‖x‖1 =∑ j |x j | denotes the L1-norm of the vector x.
If A ⊂ [n], then we shall write K [A] = A(2) for the set of pairs (i.e., potential edges) on A. We shall
write Kn for Kn= [n](2) , and 1[·] for the usual indicator function.
Finally, by ‘symmetry’ we mean both the symmetry between edges and non-edges, and that be-
tween left and right.
3. A lemma on shadows of sets
In this section we shall prove a lemma on the shadows of sets which, although straightforward,
will be an important tool in the proof of Theorem 1. We begin with some deﬁnitions. For each
n,d ∈ N0, we write
Z
d(n) =
{
x ∈ Zd: xi  0 and
∑
i
xi = n
}
.
The shadow of a set A ⊂ Zd(n) is the set
∂ A = {x ∈ Zd(n − 1): x y for some y ∈ A}.
A line in Zd(n) is a set{
x ∈ Zd(n): xi = 0 if i /∈ { j,k}
}
for some j,k ∈ [d] with j = k. Observe that if L is a line in Zd(n), then |L| = n + 1 and |∂L| = n.
Moreover, if A is a proper subset of a line, then |∂ A| |A|.
It follows from Corollary 11 of [13] that |∂ A| |A| − 1 for any set A ⊂ Zd(n) with |A| < 2n. The
following lemma tells us about the case of equality.
Lemma 5. Let n,d ∈ N, and let A ⊂ Zd(n) with |A| < 2n. Then either |∂ A| |A|, or A contains a line.
Proof. The proof is by induction on n + d. When n = 1 or d = 1 the result is trivial since |A|  1,
and if d = 2 then A is a subset of the line Z2(n). If n = 2 but A is not a subset of a line, then
|{i ∈ [d]: xi  1 for some x ∈ A}| 3, and so |∂ A| 3.
Fix n,d 3. For each j ∈ [d], we deﬁne the ‘ jth face’ F j of Zd(n) to be the set {x ∈ Zd(n): x j = 0},
and write A j = A ∩ F j . We shall refer to the set {x ∈ ∂ A: x + e j ∈ A} as the set obtained by ‘com-
pressing A in direction j’.
There are three cases to consider.
Case 1. Ad is empty.
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in the shadow.
Case 2. |Ad| = 1.
Let u = (a1, . . . ,ad−1,0) ∈ A be the element of Ad . Compressing A in direction d gives us a set of
size |A| − 1. We claim that either |∂ A| |A| or
S(u) := {x ∈ Zd(n): xi  ai for each 1 i  d − 1}⊂ A.
Indeed, consider an element b ∈ S(u) \ A with (b1, . . . ,bd−1) maximal in the usual partial order
on Zd−1. Noting that b = u, by maximality we have b + e j − ed ∈ A for some j ∈ [d − 1], and so
b − ed ∈ ∂ A. But b /∈ A, so b − ed was not obtained by compressing in direction d. Thus |∂ A| |A| as
claimed.
Now, if S(u) ⊂ A then |A|  ∏i(ai + 1). But ∑i ai = n, and therefore either |A|  2n, or u =
(n,0, . . . ,0), say. But in the latter case S(u) is a line, so A contains a line, and we are done.
Case 3. |Ad| 2.
Assume, without loss of generality, that |Ad| |Ai | for each i  d. We apply the induction hypoth-
esis (for n and d − 1) to the set Ad and (for n − 1 and d) to the set (A \ Ad) − ed . Note that in the
latter case we have |(A \ Ad) − ed| < 2(n − 1), since |Ad| 2.
Suppose ﬁrst that neither contains a line. Then |∂ Ad| |Ad| and |∂((A \ Ad)− ed)| |A|− |Ad|, and
the sets ∂ Ad and ∂((A \ Ad) − ed) + ed ⊂ ∂ A are disjoint, so |∂ A| |A|. Note also that a line in Ad is
a line in A, so we are done in this case as well.
Hence we may assume that there is a line in (A \ Ad)− ed , i.e., there is a set L ⊂ A \ Ad such that
L − ed is a line in Zd(n − 1). Thus |L| = n, and L − ed is contained in d − 2 faces of Zd(n − 1) (since
it is a line). Hence L is contained in either d − 2 or d − 3 faces of Zd(n) (depending on whether or
not the line is constant in direction d).
Thus L ⊂ A j for some j = d, unless d = 3 and L = (∗ ∗ 1). In the former case |A j \ Ad| n, and so
|A| 2n, since we chose |Ad| |A j|. In the latter case however, the set (∗ ∗ 0)∪ (∗ ∗ 1) of size 2n− 1
is in |∂ A|, and so we are done. 
We conclude this section by remarking that the result above is sharp. To see this, consider the sets
B = (∗ ∗ 0)∪ (∗ ∗ 1) \ (n00) and C = (∗0∗)∪ (∗ ∗ 0) \ (n00), which have size 2n, have shadows of size
2n− 1, and do not contain a line. Note also that, for any  < 2n, there are subsets B ⊂ B and C ⊂ C
such that |B| = |C| = |∂B| = |∂C| = . Since Z3(n) ⊂ Zd(n) these serve as extremal examples in
any dimension d 3.
4. Homogeneous blocks and types of ordered graph
In this section we shall deﬁne the type and the excess of an ordered graph, notions which will be
crucial in what follows. We shall then deduce a special case of Theorem 1 from Lemma 5.
We begin by recalling the deﬁnition of a homogeneous block in an ordered graph from [5] (see
also [8]). Let G be an ordered graph, and for each x, y ∈ V (G), say that x∼ y if N(x)\ {y} = N(y)\ {x}.
A homogeneous block is a maximal collection B of consecutive vertices in G such that x ∼ y for every
x, y ∈ B . It is easy to see that ∼ is an equivalence relation, and that the homogeneous blocks are
subsets of equivalence classes, and thus uniquely determined by G .
Now, let G be an ordered graph with homogeneous blocks B1, . . . , Bk , where B1 < · · · < Bk (in the
order of G). Deﬁne H(G) to be the ordered graph with loops, with vertex set [k], in which i j ∈ E(H) if
and only if uiu j ∈ E(G) for every ui ∈ Bi and ui = u j ∈ B j . Furthermore, let bG = (b1, . . . ,bk) ∈ {1,2}k
satisfy bi = 1 if |Bi | = 1, and bi = 2 otherwise.
Deﬁnition. The type T (G) of G is deﬁned to be the pair (H(G),bG ).
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Deﬁnition. For any ordered graph G , let
m(G) := ∣∣V (G)∣∣− ‖bG‖1 = ∑
B∈H(G), |B|3
(|B| − 2),
and call m(G) the excess of G .
Note that if two ordered graphs have the same number of vertices and are of the same type, then
they have the same excess. We may therefore write mn(T ) for the excess of an ordered graph on [n]
of type T .
In order to state the next lemma, we shall also need the concept of shadows and lines within
types. First, given a collection of ordered graphs G on [n], and a type T , let
GT =
{
G ∈ G: T (G) = T },
and let φ :GT → ZdT (mn(T )) denote the obvious map which takes GT to a subset of ZdT (mn(T )),
where dT is the number of homogeneous blocks of size at least two in an ordered graph of type T .
To spell it out, if the homogeneous blocks in G of size at least two are B1, . . . , Bk , and B1 < · · · < Bk ,
then φ(G) = (|B1| − 2, . . . , |Bk| − 2). Note that φ is injective for every type T . A line in GT is a set
of ordered graphs L ⊂ GT such that φ(L) = {φ(G): G ∈ L} is a line in ZdT (mn(T )), as deﬁned in
Section 3.
Finally, we deﬁne the operation ∂τ , which we call taking the shadow within types, as follows. Given
an ordered graph G , let
∂τG :=
{
H ∈ ∂G: T (H) = T (G)},
and for any collection G of ordered graphs, let
∂τG :=
⋃
G∈G
∂τG.
Note that ∂τG ⊂ ∂G , that the sets ∂τGT are disjoint, and that ∂τG = ⋃T ∂τGT . Observe also that
∂(φ(GT )) = φ(∂τGT ).
We can now deduce the following lemma from Lemma 5.
Lemma 6. Let n ∈ N, and let G be a collection of ordered graphs on [n]. Then either |∂G| |G|, or there exists
a type T such that |∂τGT | < |GT |.
If |∂τGT | < |GT |, then either |GT | 2mn(T ), or GT contains a line.
Proof. Since ∂τG ⊂ ∂G , the sets GT partition G , and the sets ∂τGT partition ∂τG , it follows immedi-
ately that either |∂G| |G| or there exists a type T such that |∂τGT | < |GT |.
For the second part, we apply Lemma 5 to the set φ(GT ) ⊂ ZdT (mn(T )), and observe that
|∂(φ(GT ))| = |φ(∂τGT )| = |∂τGT | < |GT | = |φ(GT )|. From the lemma, it follows that either |GT | =
|φ(GT )| 2mn(T ), or φ(GT ) contains a line, as required. 
Using Lemma 6, we shall deduce Theorem 1 when there are not too many homogeneous blocks.
First we make the following observation.
Observation 7. Let G be an ordered graph, let B ⊂ V (G) be a homogeneous block of size at most 2, and let
v ∈ B. Then T (G − v) = T (G).
Proof. Let B1 < · · · < Bk be the homogeneous blocks of G . Removing a vertex cannot increase the
number of homogeneous blocks, since if x ∼ y in G (for some x, y = v) then x ∼ y in G − v . Thus,
if T (G − v) = T (G), then G − v has homogeneous blocks B1 \ {v} < · · · < Bk \ {v}, and moreover
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T (G − v) 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In order to state the next two lemmas, we shall need to deﬁne the following family of ordered
graphs. Let Q′n denote the ordered graphs G on [n] with one of the following properties:
(a) |H(G)| = 2 and bG = (2,2).
(b) H(G) = {A, B, {u}}, and E(G) = {uv: v ∈ A}.
(c) H(G) = {A, B, {u}}, where A < u < B and E(G) = {uv: v ∈ A ∪ B}.
(d) H(G) = {A, B, {u}, {w}}, and either E(G) = {uw} or E(G) = {wz: z ∈ A ∪ B}.
(e) E(G) = {w(w + 1)} for some w ∈ [n − 1].
Let Qn denote the ordered graphs on [n] which are equivalent under symmetry to some ordered
graph in Q′n .
We say that a vertex u ∈ V (G) distinguishes two homogeneous blocks, A, B ⊂ V (G), if N(u) ∩
(A ∪ B) ∈ {A, B}. The following two lemmas, together with Lemma 6, prove Theorem 1 in the case
that all ordered graphs in G have excess at least n/2.
Lemma 8. Let n ∈ N, let G be a collection of ordered graphs on [n], and let T be a type. If GT contains a line L
then either |∂GT | 2mn(T ) + 1, or L ⊂ Qn.
Proof. Let G be an arbitrary ordered graph in the line L, and observe that, since G is in a line, G has
at most two homogeneous blocks with three or more elements. We shall refer to these ‘large’ blocks
as A and B , and we shall let |A| = a + 2 and |B| = b + 2, where a,b 0, and a + b =m :=mn(T ).
Suppose ﬁrst that there exists a vertex v ∈ V (G) \ (A ∪ B) such that A and B do not merge in
G − v . We claim that |∂GT | 2m+ 1. Indeed, ∂GT contains m ordered graphs of type T (G) (remove a
vertex from A ∪ B), and it also contains m+ 1 ordered graphs of type T (G − v) (remove v from each
ordered graph in the line). By Observation 7, these are all distinct.
So assume from now on that no such vertex v exists. The rest of the proof is a rather tedious
case analysis to show that G ∈ Qn . First observe that if G[A ∪ B] is neither complete nor empty then
V (G) = A ∪ B , since A and B cannot merge. Thus |H(G)| = 2 and bG = (2,2), so G ∈ Qn .
Next suppose that G[A ∪ B] is either complete or empty. Thus, either there exists a homogeneous
block C with A < C < B , or there exists a vertex u ∈ V (G) which distinguishes A and B . In the latter
case, note that A and B do not merge in G − v for any vertex v ∈ V (G) \ (A ∪ B ∪ {u}), and hence
V (G) = A ∪ B ∪ {u}. By symmetry we may assume that E(G) = {uv: v ∈ A}, and so G ∈ Qn (case (b)).
We may therefore assume, using symmetry and without loss of generality, that G[A ∪ B] is empty,
and that there exists a homogeneous block C with A < C < B . We may assume moreover that N(u)∩
(A ∪ B) ∈ {∅, A ∪ B} for every u ∈ V (G).
Suppose ﬁrst that there exists v ∈ V (G) \ (A ∪ B ∪ C). Since A and B merge when v is removed,
it follows that G[A ∪ B ∪ C] is empty. But C is a homogeneous block, distinct from A and B , so there
must be a vertex w ∈ V (G) \ (A ∪ B ∪ C) which distinguishes B and C . If |C | = 2, then removing one
of the vertices of C does not cause A and B to merge (since w still distinguishes B and C ), which
is a contradiction, so C = {u}, say. Moreover, V (G) = A ∪ B ∪ {u,w}, since any other vertex could be
removed without causing A and B to merge. Thus either E(G) = {uw} or E(G) = {wz: z ∈ A∪ B}, and
hence G ∈ Qn (case (d)).
So ﬁnally, assume that V (G) = A ∪ B ∪ C . Then either C = {u} and N(u) = A ∪ B (in which case
we are in case (c)), or C = {w,w + 1} and E(G) = {w(w + 1)} (so we are in case (e)). In either case
G ∈ Qn , as required. 
The next lemma deals with the exceptional cases identiﬁed by Lemma 8.
Lemma 9. Let n ∈ N, let G be a collection of ordered graphs on [n], and let T be a type. If GT ∩ Qn contains a
line, then |∂GT | n − 3.
If moreover |G| < n and m(G) 2 for every G ∈ G , then |∂G| |G|.
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bG = (2,2), and note that in this case GT = L, since there are no other ordered graphs of type T .
Using symmetry, there are only two cases to consider: E(G) = K [A] ∪ K [B] and E(G) = K [A]. In
either case we have |GT | = n− 3, |∂τGT | = n− 4, and |∂GT | = n− 2. (To see this in the ﬁrst case, note
that ∂GT contains the ordered graph with edge set K [A] ∪ K [B] for all 1 |A| n− 2. The other case
is the same.)
Thus, if |G| < n then either |∂G|  |G|, or there are two ordered graphs H1, H2 ∈ G \ GT such
that ∂H j ⊂ ∂GT for each j ∈ {1,2}. Since m(G)  1 for each G ∈ G , it follows that |∂τ H j |  1 for
each j, and hence the type of H j must be the same as one of the ordered graphs in ∂GT \ ∂τGT . But
|∂GT \ ∂τGT | = 2, and each has only one large homogeneous block, so there is only one choice for the
ordered graphs {H1, H2}. But then Kn−1 ∈ ∂H j \ ∂GT for some j ∈ {1,2}, so we have a contradiction.
This shows that |∂G| |G|, as claimed.
The other cases are similar, so we shall skip over some of the details. Suppose next that H(G) =
{A, B, {u}}, and E(G) = {uv: v ∈ A}. Note that in this case also, GT = L. It is easy to check that
|GT | = n − 4, that |∂τGT | = n − 5, and that |∂GT | = n − 2. So if |∂G| < |G| < n, then there are three
ordered graphs H1, H2, H3 ∈ G \ GT such that ∂H j ⊂ ∂GT for each j ∈ {1,2,3}. As before, the type
of H j must be the same as one of the ordered graphs in ∂GT \ ∂τGT . But |∂GT \ ∂τGT | = 3, and
each has only one large homogeneous block, so there is only one choice for the ordered graphs
{H1, H2, H3}. But then the star centred at u (with n − 2 edges) is in ∂H j \ ∂GT for some j ∈ {1,2,3},
so we have a contradiction. This again shows that |∂G| |G|.
If H(G) = {A, B, {u}}, with A < u < B and E(G) = {uv: v ∈ A ∪ B}, then GT = L, and we have
|GT | = n − 4, |∂τGT | = n − 5, and |∂GT | = n − 2. The rest of the proof is exactly the same as in the
previous case, except the ordered graph in ∂H j \ ∂GT is the star centred at n (or at 1).
If H(G) = {A, B, {u}, {w}}, and either E(G) = {uw} or E(G) = {wz: z ∈ A ∪ B}, then we again have
GT = L, and hence |GT | = n − 5, |∂τGT | = n − 6, and |∂GT | = n − 3 (if E(G) = {uw}) or |∂GT | = n − 2
(if E(G) = {wz: z ∈ A ∪ B}). The proof that |∂G| |G| is now essentially the same as above; the only
complication arises if E(G) = {uw} and |G| = n−1, in which case (if |∂G| < |G|), then there is a set B
of four ordered graphs H1, H2, H3, H4 ∈ G \ GT such that |⋃ j ∂H j \ ∂GT | 1.
Let us assume (by symmetry) that w = 1, let B1 ⊂ B denote the ordered graphs in B which have
the same type as some member of ∂GT \ ∂τGT , and let B2 = B \ B1. If |B2|  2, then |⋃ j ∂τ H j \
∂GT | 2, since m(G) 2 for every G ∈ G . So |B1| 3, which implies that the ordered graphs in B1
are uniquely determined, and moreover that the ordered graphs with edge set {12} and {1(n−1)} are
both in
⋃
j ∂H j \ ∂GT . Hence we are done as before.
Finally, suppose that E(G) = {w(w +1)} for some w ∈ [n−1]. The proof is slightly different in this
case, since we may have GT = L. We have |GT |  |L| = n − 5 and |∂GT |  |∂L| = n − 3. In order to
show that |∂G| |G|, we consider the set B of (either three or four) ordered graphs in G \ L.
Let B1 ⊂ B denote the ordered graphs in B of type T , let B2 ⊂ B denote those with the same type
as a member of ∂L \ ∂τL, and let B3 = B \ (B1 ∪B2). Note ﬁrst that if B1 = ∅ then |∂H j \ ∂L| 2 for
any H j ∈ B1 (remove vertex 1 or vertex n), so in this case we are done. Hence we may assume that
GT = L, and that B = B2 ∪ B3.
Now, if there is an H j ∈ B2 with more than one edge, then |∂H j \ ∂L|  2 (remove vertex 1 or
vertex n). Thus every H j ∈ B2 has only one homogeneous block with more than two vertices, and
so |B2|  3. Moreover, if |B2| = 3 then |⋃B2 ∂H j \ ∂L| = 2 (they are the ordered graphs with edge
sets {12} and {(n − 2)(n − 1)}), and so |B2| 2. Finally, observe that∣∣∣∣
⋃
H∈B3
∂τ H \ ∂L
∣∣∣∣min{|B3|,2},
since m(G) 2 for every G ∈ G . But |B3| = |B| − |B2| |B| − 2, so if |B3| < 2 then
|∂G| = |∂L| +
∣∣∣∣
⋃
H∈B
∂H \ ∂L
∣∣∣∣ (n− 3) + |B3| n− 5+ |B| = |G|,
as required. 
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still sharp, and that we do not need to assume that n is suﬃciently large.
Corollary 10. Let n ∈ N, and let G be a collection of ordered graphs on [n]. Suppose that |G| < n, and that
m(G) n/2 for every G ∈ G . Then |∂G| |G|.
Proof. By Lemma 6, either |∂G|  |G|, or there exists a type T such that |∂τGT | < |GT |, and hence
either |GT | 2mn(T ) or GT contains a line. But |GT | |G| n − 1 < 2mn(T ) (since mn(T ) n/2), so
GT must contain a line L.
Now, if n  2 then the result is trivial, so assume that n  3, and hence that m(G)  2 for ev-
ery G ∈ G . By Lemma 8, we have L ⊂ Qn (since |GT | < 2mn(T )). Thus |∂G|  |G| by Lemma 9, as
claimed. 
5. Ordered graphs with small excess
In this section we shall prove the following pair of propositions, which deal with the case in which
G contains graphs of small excess. The ﬁrst tells us that several graphs of small excess have a large
joint shadow.
Proposition 11. Let m,n, t ∈ N, and let G = {G1, . . . ,Gt}, where the Gi are distinct ordered graphs on [n].
Suppose that m(Gi)m for each i ∈ [t]. Then
|∂G| t(n−m)
2
2(n −m) + 32t .
We remark that, for small values of t , there exist families G with |∂G| t(n−m)2 , so the lemma is
close to being best possible. The next proposition tells us that if m(G) is small, then the shadow of G
also contains a large number of ordered graphs with small excess.
Proposition 12. Let G be an ordered graph on [n], and let r ∈ N. Then
∣∣{H ∈ ∂G: m(H)m(G) + 2r + 1}∣∣ 1
2
(
1− 1
r
)
n − m(G)
2
.
The proofs of Propositions 11 and 12 are based on two structural results, Lemmas 13 and 18,
below. We shall ﬁrst prove Proposition 12, which follows without too much diﬃculty from Lemma 13;
we then prove Proposition 11, which will require considerably more effort.
We begin with the following simple structural result, which will be used in the proof of both of
the propositions above.
Lemma 13. Let G be an ordered graph and let a,b, c ∈ V (G), with a < b < c. If G − a = G − b = G − c then
[a, c] is a homogeneous block.
In order to prove Lemma 13, we shall need the following, slightly more complicated concept.
Deﬁne a semi-homogeneous block in an ordered graph G to be a collection B of consecutive vertices
of G such that, for some set L ⊂ N and every x, y ∈ B , N(x) \ B = N(y) \ B , and
xy ∈ E(G[B]) ⇔ |x− y| ∈ L.
For example, if G is the ordered graph on [5] with edge set E(G) = {13,14,24}, then [1,4] is a
semi-homogeneous block, with L = {2,3}.
We shall prove Lemma 13 using the following simpler statement.
Lemma 14. Let G be an ordered graph and let a,b ∈ V (G), with a < b. If G − a = G − b, then [a,b] is a
semi-homogeneous block in G.
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G − a = G − b implies that either both or neither of e and f are in G . We must show that various
collections of edges are in the same equivalence class.
Claim 1. If e = i j and f = i( j + 1), with i < a j < b, then e ∼ f .
To see this, simply observe that
i j ∈ G ⇔ i j ∈ G − b ⇔ i j ∈ G − a ⇔ i( j + 1) ∈ G.
Claim 2. If e = i j and f = (i + 1) j, with a i < b < j, then e ∼ f .
This follows from Case 1 by symmetry, or since
i j ∈ G ⇔ i( j − 1) ∈ G − b ⇔ i( j − 1) ∈ G − a ⇔ (i + 1) j ∈ G.
It follows from Cases 1 and 2 that N(x) \ [a,b] = N(y) \ [a,b] for every x, y ∈ [a,b].
Claim 3. If e = i j and f = (i + 1)( j + 1), with a i < j < b, then e ∼ f .
This again follows easily, since
i j ∈ G ⇔ i j ∈ G − b ⇔ i j ∈ G − a ⇔ (i + 1)( j + 1) ∈ G.
Cases 1, 2 and 3 together imply that [a,b] is a semi-homogeneous block, as required. 
Lemma 13 now follows almost immediately.
Proof of Lemma 13. By Lemma 14, [a, c] and [b, c] are semi-homogeneous blocks. We shall deduce
that [a, c] is a homogeneous block. Indeed, since [a, c] is semi-homogeneous there is a set L ⊆ [c − a]
such that, if x, y ∈ [a, c], then xy ∈ E(G) if and only if |x − y| ∈ L. Note that [a, c] is homogeneous if
and only if L ∈ {∅, [c − a]}.
Suppose without loss of generality that 1 ∈ L, and let 1 x c − a satisfy [1, x] ⊂ L but x+ 1 /∈ L.
Assume that x = c − a, and observe that there must exist a vertex j, with a j < b  j + x < c, such
that j( j + x) ∈ E(G). Since [b, c] is a semi-homogeneous block it follows that j( j + x+ 1) ∈ E(G). But
j and j + x+ 1 are in [a, c], so this contradicts the assumption that x+ 1 /∈ L. Hence x= c − a, and so
[a, c] is a homogeneous block, as claimed. 
Using Lemma 13, we can now easily prove Proposition 12. The proof is via the following simple
lemma. Given an ordered graph G and A ⊂ V (G), deﬁne
∂[A]G = {H ∈ ∂G: H = G − a for some a ∈ A}.
Lemma 15. Let G be an ordered graph and A ⊂ V (G). Then |∂[A]G| |A|−m(G)2 .
Proof. Let A′ ⊂ A contain at most two elements of each homogeneous block. By the deﬁnition
of m(G), we may choose A′ so that |A′| |A| −m(G). By Lemma 13, no three elements of A′ give the
same ordered graph when they are removed from G . Hence |∂[A]G| |A′|/2, as claimed. 
Note that this implies that a single ordered graph G has a shadow of size at least (n −m(G))/2.
Proposition 12 says that most of these ordered graphs have excess not much larger than m(G).
Proof of Proposition 12. First suppose that v ∈ V (G) lies in a homogeneous block B of size at least
two. We claim that m(G − v) m(G) + 3. Indeed, the only homogeneous blocks which may merge
are B and its neighbors, since any other two which were distinguished by v are still distinguished by
740 B. Bollobás et al. / Journal of Combinatorial Theory, Series A 118 (2011) 729–747the elements of B \ {v}. Furthermore, these blocks only merge if |B| = 2, and so |B \ {v}| = 1. When
three adjacent blocks merge and one of them is a singleton (a homogeneous block of size one), the
excess increases by at most three. Hence m(G − v)m(G) + 3, as claimed.
So suppose that v ∈ V (G) is a singleton, and suppose that m(G − v) m(G) + 2r + 2. Then the
removal of v must cause at least r pairs of adjacent blocks to merge (it could also cause the pair
either side of it to merge), since when two blocks merge the excess increases by at most two. But
each pair of adjacent blocks can be caused to merge by at most one singleton. There are fewer than n
adjacent pairs of blocks; thus, there can be at most n/r singletons such that m(G− v)m(G)+2r+2.
Letting A = {v ∈ V (G): m(G − v)m(G) + 2r + 1}, it now follows, by Lemma 15, that
∣∣{H ∈ ∂G: m(H)m(G) + 2r + 1}∣∣ |A| −m(G)
2
 1
2
(
1− 1
r
)
n− m(G)
2
,
as claimed. 
We now turn to the proof of Proposition 11, which is somewhat more complicated. We begin with
an easy observation.
Observation 16. Let G and H be ordered graphs on [n], and let a,b ∈ [n], with a b. If G − a = H − b, then
every edge in GH has an endpoint in [a,b].
Proof. Let i, j ∈ [n] \ [a,b], and suppose the edge i j in G corresponds to the edge f in G − a. Then
(since i, j /∈ [a,b]) the edge i j in H also corresponds to the edge f in H − b. Since G − a = H − b, it
follows that i j /∈ GH . 
Observation 16 has the following simple, but important, consequence.
Lemma 17. Let G and H be ordered graphs on [n], and let 1 a1  b1 < a2  b2 < a3  b3  n. If G − ai =
H − bi for each i ∈ {1,2,3}, then G = H.
Proof. Suppose a1  b1 < a2  b2 < a3  b3. Since G−ai = H−bi , each edge of GH has an endpoint
in [ai,bi], by Observation 16. But each edge has only two endpoints, so this is impossible, unless
E(GH) = ∅, in which case G = H . 
Lemma 17 deals with the case in which the intervals (ai,bi) are disjoint; we need a similar result
when we have overlapping intervals. The following lemma provides such a result, but turns out to be
somewhat harder to prove.
Lemma 18. Let G and H be ordered graphs on [n], and let a1, . . . ,a4 ∈ V (G) and b1, . . . ,b4 ∈ V (H) be
distinct vertices, with a1 < a2 < a3 < a4  bi for each i ∈ [4]. Suppose that G − ai = H − bi for each i ∈ [4].
Then [a2,a3] is a homogeneous block in G.
Proof. Say that e ∼ f if G − ai = H − bi for each i ∈ {1,2,3,4} implies that either both or neither
of the edges e and f are in G . Clearly ∼ is an equivalence relation. We must show that various
collections of edges are in the same equivalence class.
Let (c1, . . . , c4) be the reordering of (b1, . . . ,b4) so that c1 < · · · < c4, and let σ be the permutation
of {1,2,3,4} such that c j = bσ( j) for each j ∈ [4]. We shall write σˆ = σ−1.
Claim 1. Let e = i j and f = (i + 1) j, with i ∈ [a2,a3) and j ∈ [n] \ ([a2,a3] ∪ (c2, c3]). Then e ∼ f .
The claim follows from the following, slightly more complicated statement.
Subclaim. Let 1  u < v  4, i ∈ [au,av) and j ∈ [n] \ ([au,av ] ∪ (min{bu,bv},max{bu,bv}]). Then
i j ∼ (i + 1) j.
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ε1 = 1[ j > av ] = 1
[
av < j min{bu,bv}
]+ 1[ j >max{bu,bv}]
and
ε2 = 1[av < j  bv ] = 1
[
av < j min{bu,bv}
]= ε1 − 1[ j >max{bu,bv}].
Then
i j ∈ G ⇔ i( j − ε1) ∈ G − av ⇔ i( j − ε1) ∈ H − bv ⇔ i( j − ε2) ∈ H
⇔ i( j − ε1) ∈ H − bu ⇔ i( j − ε1) ∈ G − au ⇔ (i + 1) j ∈ G. 
Now, let S = {(1,3), (1,4), (2,3), (2,4)}, and observe that the intersection of the sets (min{bu,bv},
max{bu,bv}] over all pairs (u, v) ∈ S is either (c2, c3] (in the case that either b1,b2  b3,b4 or
b3,b4  b1,b2), or empty (otherwise). Hence, if we apply the subclaim to each pair (u, v) ∈ S then
Claim 1 follows.
Claim 2. If e = i j and f = (i + 1) j, with i ∈ [a2,a3) and j ∈ (c2, c3], then e ∼ f .
First observe that either b1,b2  c2 < c3  b3,b4, or b3,b4  c2 < c3  b1,b2, or we are done by
the subclaim. We consider the former two cases separately.
Case 1. b1 < b4.
By the comments above, we may assume that σ(1),σ (2) ∈ {1,2} and σ(3),σ (4) ∈ {3,4}. Thus, for
any p ∈ (a1,aσ(4)] and q ∈ (c2, c4), we have
pq ∈ G ⇔ (p − 1)(q − 1) ∈ G − a1 ⇔ (p − 1)(q − 1) ∈ H − cσˆ (1)
⇔ (p − 1)q ∈ H ⇔ (p − 1)q ∈ H − c4
⇔ (p − 1)q ∈ G − aσ (4) ⇔ (p − 1)(q + 1) ∈ G.
Applying this fact to the edge i j, we deduce that i j ∈ G ⇔ i′ j′ ∈ G , where i′ + j′ = i + j, and either
i′ = a2 − 1 and j′ ∈ (c2, c3 + 1], or j′ = c3 + 1 and i′ ∈ [a2,a3). In the same way, we moreover deduce
that (i + 1) j ∈ G ⇔ (i′ + 1) j′ ∈ G .
We claim that i′ j′ ∈ G ⇔ (i′ + 1) j′ ∈ G . If i′ = a2 − 1 and j′ ∈ (c2, c3 + 1] then this follows by
the subclaim with (u, v) = (1,2), since b1,b2  c2. If j′ = c3 + 1 and i′ ∈ [a2,a3), then it follows by
Claim 1. Hence
i j ∈ G ⇔ i′ j′ ∈ G ⇔ (i′ + 1) j′ ∈ G ⇔ (i + 1) j ∈ G,
and so i j ∈ G ⇔ (i + 1) j ∈ G , as claimed.
Case 2. b4 < b1.
This time we may assume that σ(1),σ (2) ∈ {3,4} and σ(3),σ (4) ∈ {1,2}. Thus, for any p ∈
[a1,aσ(1)) and q ∈ (c1, c3), we have
pq ∈ G ⇔ p(q − 1) ∈ G − aσ (1) ⇔ p(q − 1) ∈ H − c1 ⇔ pq ∈ H
⇔ pq ∈ H − cσˆ (1) ⇔ pq ∈ G − a1 ⇔ (p + 1)(q + 1) ∈ G.
Applying this to the edge i j, we deduce that i j ∈ G ⇔ i′ j′ ∈ G , where j′ − i′ = j − i, and either
i′ = a2−1 and j′ ∈ [c2, c3), or j′ = c2 and i′ ∈ [a2,a3). In the same way, we deduce that (i+1) j ∈ G ⇔
(i′ + 1) j′ ∈ G .
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with (u, v) = (1,2), since b1,b2  c3. If j′ = c2 and i′ ∈ [a2,a3) then it follows by Claim 1. Hence
i j ∈ G ⇔ i′ j′ ∈ G ⇔ (i′ + 1) j′ ∈ G ⇔ (i + 1) j ∈ G,
as claimed.
Claim 3. Let e = i j, f = i( j + 1) and g = (i + 1)( j + 1), with a2  i < j < a3. Then e ∼ f ∼ g .
Since G − a1 = H − b1 and G − a4 = H − b4, for any a1  p < q < a4 we have
pq ∈ G ⇔ pq ∈ G − a4 ⇔ pq ∈ H − b4 ⇔ pq ∈ H
⇔ pq ∈ H − b1 ⇔ pq ∈ G − a1 ⇔ (p + 1)(q + 1) ∈ G.
Thus i j ∈ G if and only if i′ j′ ∈ G , where i′ = a2 − 1, and j′ − i′ = j − i, and also i( j + 1) ∈ G if and
only if i′( j′ + 1) ∈ G . But j′ ∈ [a2,a3), so by Claim 1, i′ j′ ∈ G if and only if i′( j′ + 1) ∈ G . Hence
i j ∈ G ⇔ i′ j′ ∈ G ⇔ i′( j′ + 1) ∈ G ⇔ i( j + 1) ∈ G
as claimed.
Claims 1, 2 and 3 together imply that [a2,a3] is a homogeneous block, as required. 
We need one more simple observation.
Lemma 19. Let G be a graph on n vertices whose components are all cliques. Then G has at least n
2
n+2e(G)
components.
Proof. Let us ﬁx the number of components, x, and let k = n/x denote the average size of a compo-
nent. The expression n2/(n+2e(G)) is maximized when the number of edges is minimized, i.e., when
the cliques all have (roughly) the same size. Thus,
e(G)
(
k
2
)
n
k
= n(k − 1)
2
.
Rearranging the above expression gives the required result. 
We can now reap our reward: the proof of Proposition 11.
Proof of Proposition 11. Let m,n, t ∈ N, and let G = {G1, . . . ,Gt} be a collection of distinct ordered
graphs on [n], with m(Gi)m for each i ∈ [t]. We are required to show that
|∂G| t(n−m)
2
2(n −m) + 32t .
First, for each ordered graph Gi , choose a set Xi ⊂ V (Gi), with |Xi| =m(Gi), such that Gi − Xi only
has homogeneous blocks of size at most two. This is possible because if B is a homogeneous block
in G with |B| 3 and v ∈ B , then B − v is a homogeneous block in G − v . The set Xi represents the
excess of Gi .
Now, for each pair {i, j} ⊂ [t], let
P (i, j) = {(u, v) ∈ (V (Gi) \ Xi, V (G j) \ X j): Gi − u = G j − v}.
The result follows from the following claim.
Claim. |P (i, j)| 32 for each i, j ∈ [t] with i = j.
Proof. Let i, j ∈ [t], and let H be the bipartite graph with vertex set V (Gi) ∪ V (G j) and edge set
P (i, j). We begin with a simple but crucial observation.
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Suppose (u, v1), (u, v2), (u, v3) ∈ P (i, j). Then G j − v1 = G j − v2 = G j − v3. Therefore, by
Lemma 13, the set {v1, v2, v3} is contained in some homogeneous block of G j − X j . But by the
deﬁnition of X j , G j − X j only has homogeneous blocks of size at most two. Thus dH (u) 2 for every
u ∈ V (H), as claimed.
Now, suppose |P (i, j)| 33. By the subclaim the components of H are paths and cycles, so there
exists a matching in H consisting of at least half of the edges of H , i.e., with at least 17 edges. Without
loss of generality, at least nine of these edges (ak,bk) (where ak ∈ Gi and bk ∈ G j) have ak  bk .
Consider the poset formed by these nine intervals [ak,bk] in the interval order. A chain of height
three in the poset corresponds to three disjoint intervals, and by Lemma 17, if three such intervals
exist then Gi = G j , which is a contradiction. Thus the poset has height at most two, and so it has
width at least ﬁve.
Let [a1,b1], . . . , [a5,b5] be ﬁve non-comparable intervals, with a1 < · · · < a5 say, such that
Gi − ak = G j − bk for each k ∈ [5]. Since the intervals are incomparable, they have a common point,
so a  bk for each k,  ∈ [5]. Now, by Lemma 18 the set {a2,a3,a4} lies in a homogeneous block.
But all homogeneous blocks have size at most two, so this is a contradiction, and so |P (i, j)| 32, as
claimed. 
It is now easy to deduce that |∂G| (n−m)t/2− O (t2). However, we shall work a little to improve
the error term. Consider the graph J with vertex set
⋃
i V (Gi) \ Xi , and edge set
E( J ) =
⋃
i = j
P (i, j) ∪
⋃
i
{
uv: u, v ∈ V (Gi) \ Xi, Gi − u = Gi − v
}
.
Note that the components of J are all cliques, and that | J | t(n −m), by the deﬁnition of Xi . More-
over, we have e( J )  32
(t
2
)+ | J |/2, since by the claim there are at most 32(t2) ‘cross-edges’, and by
Lemma 13 and the deﬁnition of Xi , the set V (Gi) \ Xi induces a matching for each i ∈ [t].
Thus, applying Lemma 19 to the graph J , we deduce that J has at least
| J |2
2| J | + 32t2 
t(n−m)2
2(n −m) + 32t
components. Since each component corresponds to a distinct ordered graph in the shadow, this is a
lower bound for |∂G|. 
It would be interesting to determine the best possible lower bound in Proposition 11. In particular,
is it true that when t = 2 and m = 0, then |∂G| n − 1?
6. Proof of Theorem 1
In this section we shall put together the pieces and prove Theorem 1 and Corollary 2. The proof
involves some simple calculations, which we collect in the following observation.
Observation 20. If 2m n/2 and n 135, then
(m+ 1)(n −m)2
2n+ 30m+ 32  n− 1.
If t  3 and n 4m+ 94 then
t(n−m)2
2(n−m) + 32t  n− 1.
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occurs at one of the extreme points, m = 2 and m = n/2. When m = 2 the inequality reduces to
n2 − 102n + 104 0, and when m = n/2 it is implied by the inequality n2 − 134n − 120 0.
For the second part, by rearranging we see that the required inequality is equivalent to
(t − 2)n2 − (2m(t − 1) + 32t − 2)n + (tm2 − 2m+ 32t) 0.
For t  3, this inequality is of the form an2 − bn + c  0, where a, b, c are all positive. Moreover b/a
is decreasing in t , so is at most 4m + 94, and therefore the inequality holds whenever n  4m + 94,
as required. 
We can now prove Theorem 1.
Proof of Theorem 1. Let 135 n ∈ N, let G be a collection of ordered graphs on [n], and suppose that
|G| n − 1. We are required to show that |∂G| |G|.
By Lemma 6, either |∂G| |G|, or there exists a type T such that |∂τGT | < |GT |, and in the latter
case either |GT |  2mn(T ) or GT contains a line (for every such type T ). Among types such that
|∂τGT | < |GT |, choose T with mn(T ) maximal.
Suppose ﬁrst that mn(T ) n/2, in which case |GT | |G| n−1< 2mn(T ). Then GT must contain a
line L, and by Lemma 8, we have either |∂GT | 2mn(T )+1> |G|, or L ⊂ Qn . Note that m(G) n−6
for every G ∈ Qn . Moreover, if L ⊂ Qn then, by Lemma 9, either |∂G| |G| or there exists some graph
H ∈ G with m(H) 1.
But |∂τGT | |∂τ L| =mn(T ) n− 6, and by Proposition 12, ∂H contains at least (n− 2)/4 ordered
graphs with excess at most 6< n − 7. Thus
|∂G| |∂τGT | + n− 2
4
 5n− 26
4
> n− 1,
since n > 22, and so we are done in this case.
Hence we may assume from now on that m := mn(T ) < n/2. Recall that a line in GT contains
mn(T ) + 1 ordered graphs, so, in either case (unless m = 0), GT contains at least this many distinct
ordered graphs. By Proposition 11, it follows that
|∂G| (m + 1)(n −m)
2
2n+ 30m+ 32 .
Thus, if 2m n/2 and n 135, then |∂G| n − 1 |G|, by Observation 20.
Therefore we may assume that mn(T )  1, and hence that |∂τGT ′ |  |GT ′ | for every type T ′ with
mn(T ′) 2. But, by Proposition 12, applied with r = 2, if there exists G ∈ G with m(G) 1, then ∂G
contains at least (n − 2)/4 ordered graphs with excess at most 6. If G contains t  4 ordered graphs
with excess at most 7, then
|∂G| t(n− 7)
2
2(n − 7) + 32t  n− 1,
since n 122, by Proposition 11 and Observation 20. Thus, we may assume that all but at most three
ordered graphs in G have excess at least 8, so
|∂G|
( ∑
T : mn(T )8
|∂τGT |
)
+ n− 2
4
 |G| − 3+ n− 2
4
> |G|,
and we are done. 
Finally, we deduce Corollary 2 from Theorem 1.
Proof of Corollary 2. Let P be a hereditary property of ordered graphs, let 135 k ∈ N, and suppose
that |Pk| < k. We are required to prove that |Pk+1| |Pk|.
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|Gk+1| = |Pk| + 1< k + 1. Applying Theorem 1 to Gk+1, we obtain
|Pk| |∂Pk+1| |∂Gk+1| |Gk+1| = |Pk| + 1,
which is a contradiction. 
7. Open problems, and extensions to higher speeds
Theorem 1 is only one step towards understanding shadows of collections of ordered graphs, and
we expect that corresponding results should hold for larger families/for hereditary properties with
higher speeds. The following questions and conjectures make this explicit.
By the results of [5], there exists a function f :N → Z such that the following holds for every
k ∈ N. If P is a hereditary property of ordered graphs, and
limsup
n→∞
(|Pn| − (k − 1)n)= ∞,
then |Pn| kn − f (k) for every suﬃciently large n ∈ N. Let f (k) be chosen to be minimal, subject to
this condition. We remark that f (1) = 0, and that f (k) (k − 1)(k + 4)/2. To see the latter, consider
the smallest hereditary property containing all the ordered graphs with edge set E(G) = {i(i + 1),
j( j + 1)} where i  k − 1 and i + 1< j. It is likely, in fact, that this bound is optimal.
Conjecture 1. Let n,k ∈ N, and let f (k) ∈ Z be as described above. Let G be a collection of ordered graphs
on [n], and suppose that |G| < kn − f (k). Then |∂G| |G| − k + 1.
Note that Theorem 1 is exactly Conjecture 1 in the case k = 1 and n  135, and so Conjecture 1
includes the extension of Theorem 1 to all n ∈ N. It is conceivable that the techniques of this paper
could be extended in order to prove the conjecture for all k ∈ N (and suﬃciently large n), although
one would require a more general version of Lemma 5. The following problem, on the other hand, is
likely to require further new ideas.
For each k ∈ N, let h(k) denote the smallest possible quadratic speed of a hereditary property of
ordered graphs, P , i.e., the largest integer such that |Pn| = Θ(n2) implies |Pk| h(k).
Question 1. Let 3 n ∈ N, and let h(n) be as described above. Let G be a collection of ordered graphs
on [n], and suppose |G| < h(n). Is it true that |∂G| |G| − n + 3?
Question 1 is partly motivated by the following conjecture about the possible speeds of a hered-
itary property of ordered graphs, P . Recall that, by the main theorem of [5], if |Pm| < Fm (the mth
Fibonacci number) for some m ∈ N, then |Pn| = Θ(nk) for some k ∈ N0. Suppose |Pn| = Θ(nk); what
is the minimal possible value of |Pn|?
Consider the collection R(k) of ordered graphs with edge set {i1(i1 + 1), . . . , it(it + 1)}, where
i j + 1< i j+1 for each j ∈ [t − 1], and t  k. Then R(k) is hereditary, and has speed
(n−k
k
)+ (n−k+1k−1 )+
· · · + (n0). We conjecture that this is the minimal speed of order nk .
Conjecture 2. Let P be a hereditary property of ordered graphs, and let k ∈ N. If |Pn| = Θ(nk), then
|Pn|
k∑
i=0
(
n − i
i
)
for every n ∈ N.
Conjecture 2 holds in the case k = 1 (by the results of [5]). Moreover, if Conjecture 2 is true, then
the bound in Question 1 (if true) is best possible. To see this, consider the collection R(2) minus the
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(n−2
2
)+n− 1 elements, and there are (n−32 )+n− 1 ordered graphs in its
shadow. We suspect that Question 1 is much harder than Conjecture 2.
Finally, we remark that the problem considered in this paper is not the only natural two-
dimensional analogue of that considered by Kruskal and Katona. For example, one could alternatively
consider a collection of (labelled) subgraphs of the complete graph on {1, . . . ,n} (all with k vertices,
say).
To be precise, given a graph G with (labelled) vertex set V (G) ⊂ {1, . . . ,n}, deﬁne
∂G := {H: H = G − v for some v ∈ V (G)},
where G − v is the induced subgraph of G with vertex set V (G) \ {v}. If G is a collection of such
graphs, then deﬁne the shadow of G to be ∂G :=⋃G∈G ∂G .
Question 2. Let n,k ∈ N, and let G be a family of labelled graphs, with |V (G)| = k and V (G) ⊂ [n] for
each G ∈ G . Given |G|, what is the minimum possible size of |∂G|?
In the following question, one gets a tight family by taking G to be the collection of all graphs
with k vertices and labels from [m].
Question 3. Let G be a family of labelled graphs as described in Question 2, and let m ∈ N with
km n. Is it true that if |G| 2(k2)(mk ), then |∂G| 2(k−12 )( mk−1)?
Similar questions could also be asked for families of unlabeled graphs.
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