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Abstract
We present an exact RG (renormalization group) analysis of O(N)-invariant scalar
field theory about the Gaussian fixed point. We prove a series of statements that taken
together show that the non-polynomial eigen-perturbations found in the LPA (local
potential approximation) at the linearised level, do not lead to new interactions, i.e.
enlarge the universality class, neither in the LPA or treated exactly. Non-perturbatively,
their RG flow does not emanate from the fixed point. For the equivalent Wilsonian
effective action they can be re-expressed in terms of the usual couplings to polynomial
interactions, which can furthermore be tuned to be as small as desired for all finite RG
time. For the infrared cutoff Legendre effective action, this can also be done for the
infrared evolution. We explain why this is nevertheless consistent with the fact that the
large field behaviour is fixed by these perturbations.
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1 Introduction
The Wilsonian RG (renormalization group), in particular when adapted to the continuum
(where it was christened the “exact RG” by Wilson [1]), is an important framework for un-
derstanding quantum field theory outside the realm where perturbation theory is a secure
guide (for introductions and reviews see refs. [2–9]). Without the security of perturbation
theory, it is clearly important if possible to make rigorous conclusions about such non-
perturbative RG properties. A persuasive example is provided by the investigations into
asymptotic safety in quantum gravity [10]. Following ref. [11], this has been a major area
where these ideas have been applied (for reviews and introductions see [12–16]). However
this is also an area where there is little guidance from current experimental observation or
other techniques, and therefore one must place particular reliance on a rigorous understand-
ing of the mathematical structure that the exact RG exposes, in so far as this is possible.
This is especially so with recent work on “functional truncations” [17–36].
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In particular an analysis of what is legitimate for relevant eigen-perturbations in func-
tional truncations [23,24,36,37], thus determining what is the set of renormalised couplings
in the continuum theory (see e.g. [1,2]), is clearly crucial. But this has to begin by building
on a thorough understanding of what is legitimate in a well-understood situation such as
that of scalar field theory. Moreover, recent work has shown that, despite the complications
induced by diffeomorphism invariance and background independence [18,20,37], the overall
scalar factor part of the metric (at least within the so-called conformal truncation) has RG
properties that are just those of a scalar field theory – but crucially with wrong sign kinetic
term [28, 36]. Furthermore this one sign profoundly alters the RG properties (unless the
field is continued to the imaginary axis) [36].
Clearly then it is important to begin by being sure of the facts for standard scalar field
theory (i.e. with right sign kinetic term). Indeed the RG properties of (standard) scalar
field theory could be regarded as long settled, and in particular the classification of rele-
vant perturbations in functional truncations [2, 38, 39], see also [40–42]. However, even for
perturbations around the Gaussian fixed point, a debate has continued [38, 39, 43–57] over
the significance of certain non-polynomial scaling solutions to the linearised LPA (Local
Potential Approximation) flow equations (i.e. eigen-perturbations) starting with Halpern
and Huang’s observations [58–60]. Although these ideas were criticised early on [38,39,43],
researchers have continued to pursue these ideas [44–57], no doubt inspired in large part by
the hope that scalar fields might in certain circumstances enjoy asymptotically free interac-
tions. This is of course of particular relevance in four dimensions for the Higgs sector of the
Standard Model, but if true would have profound consequences also for constructing theo-
ries beyond the Standard Model and indeed for continuous phase transitions in condensed
matter and statistical physics.
In this paper we re-analyse the RG properties of standard scalar field theory about
the Gaussian fixed point, in particular concentrating on such non-polynomial solutions for
the linearised perturbations. We prove a series of statements that taken together show
that these solutions cannot be regarded as providing extra relevant directions. In this way
we aim to consolidate as rigorously as possible what is known about scalar field theory
around the Gaussian fixed point, and to settle conclusively the debate over Halpern-Huang
directions.
Although these non-polynomial solutions were found in the LPA, and we will proceed by
demonstrating that they fail to provide new relevant directions within this approximation
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scheme, these results extend to the derivative expansion and also to the exact equations, as
we outline at the end of the paper.
To be concrete we concentrate on the case of most interest for Higgs physics, namely
O(N) invariant N -component scalar field theory around the Gaussian fixed point in four
Euclidean space-time dimensions (where for the Higgs field, N = 4 and the usual Wick
rotation has been performed). All our arguments can however be straightforwardly adapted
to other dimensions d > 2 and to other fixed points.1 In particular in less than four
dimensions, there are non-perturbative Wilson-Fisher fixed points [1, 62]. For these fixed
points, linearised solutions divide into quantised eigen-perturbations (that is scaling fields
with quantised scaling dimension as is true for the polynomial solutions about the Gaussian
fixed point) and non-quantised eigen-perturbations (with continuous scaling dimension as
also true for non-polynomial solutions about the Gaussian fixed point) [2, 38, 39]. Since we
concentrate on the Gaussian fixed point, in this paper we will use the terms (non)quantised
and (non)polynomial interchangeably.
In broad outline, the arguments are as follows. The key observation is that solutions
of the linear partial differential equation that result from linearisation of the flow equation
around a fixed point, a priori must remain uniformly small. That is, given an  multiplying
the linearised solution, there must exist a δ such that the solution is smaller2 than this for
all values of the field. In other words it is not enough that such a perturbation is small for
some given value of the field: linearisation requires that it must be small for all values of the
field. Such perturbations that grow sufficiently fast for large field violate this condition, thus
ruling out the procedure used for finding them in the first place. For the quantised solutions,
the mistakenly-deduced RG evolution can nevertheless be (sufficiently) recovered, while for
the non-quantised solutions they cannot. Instead the large field behaviour undergoes mean-
field RG evolution, which is to say in fact that in physical (unscaled) variables nothing
happens: the large field behaviour remains fixed by the initial perturbation.3 Despite the
fact that such a linearisation procedure has been adopted since the earliest days [4, 63, 64]
(the so-called scaling fields), and envisioned as taking a tangent to the flow in function
1In d = 2 dimensions the situation is very different since the engineering dimension of the scalar field
vanishes, leading to bounded (oscillatory) solutions for the LPA [61].
2For the Gaussian fixed point ‘smaller’ here does just mean “less than” in magnitude. In general ‘smaller’
is determined by ratios involving the behaviour of the fixed point itself.
3In fact the same is true for the quantised perturbations but for these the large field behaviour can also
be interpreted as the expected RG evolution of the corresponding coupling.
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space, it is not a justified procedure for finding solutions that really flow into or out of the
fixed point, without the uniformity condition or further analysis.
The non-quantised solutions could therefore logically be viewed as no more special than
any other finite perturbation added to the fixed point. Nevertheless given the significance
attached to the evolution of scaling fields at finite field, we will concentrate on their RG
behaviour. We recall and then further develop detailed analysis of their renormalization
group evolution, both in the UV (ultraviolet) and especially we further develop the analysis
in the IR (infrared). In refs. [2, 38, 39] we already demonstrated that beyond a certain RG
time, the IR evolution of the non-quantised perturbations lives inside the Hilbert space4
spanned by the quantised perturbations and therefore can be expressed in terms of the IR
evolution of their couplings. We will make further progress by analysing these couplings
both for the flow of the (IR cutoff) Legendre effective action [65–67] and the flow of the
Wilsonian effective action [1, 68], and in particular providing bounds on these couplings
depending on . In this way we are able to show that, although an infinite number of
(irrelevant) quantised couplings are involved, they can be made as small as desired (for all
finite RG time t) by taking  → 0. The RG evolution at finite field is thus expected to be
the normal one for the universality class determined by quantised relevant couplings. We
explain why this is nevertheless consistent with the large field behaviour being still that
determined by the initial perturbation.
Let us also mention that an elegant approach to studying the behaviour of the non-
polynomial eigenperturbations was performed in ref. [48]. There the subtleties of the large
N limit for such perturbations, were negotiated, allowing large N methods to be used to
solve for the full trajectory towards the infrared (t→∞). Apart from the “fine-tuning” and
“naturalness” properties found in that case, which are likely to be an artefact of N =∞ [48],
the results are consistent with our conclusion that the RG evolution is determined at finite
field by the universality class described by the quantised relevant couplings, and at large
field by the original perturbation. Since the t → ∞ limit is also addressed in detail, the
study is complementary to ours. On the other hand, finite N , the UV evolution, and the
realisation that the IR evolution can be expressed in terms of the quantised couplings,
were missing, and indeed do not look straightforward to access from the (somewhat subtle)
N =∞ limit.
4i.e. Banach space with inner product, not to be confused with the quantum mechanical state space.
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In the Conclusions, sec. 5, we list the statements that we prove and thus this final
section also provides a more detailed overview of the paper.
2 Initial considerations
2.1 Universality of linearised LPA about the Gaussian fixed point
Halpern and Huang noticed that, within the (LPA) Local Potential Approximation [69–77]
linearised perturbations about the Gaussian fixed point not only have solutions that are
polynomial in the scalar field φ, which can be identified with the operators usually consid-
ered in perturbation theory, but also solutions that are non-polynomial in the field with a
continuous scaling dimension [58, 60].5 It is a particular set of these latter perturbations
that Halpern and Huang identified as being asymptotically free.
They used the Wegner-Houghton equation [78]. But the same equation can also be
reached by taking the sharp cutoff limit of any exact renormalisation group equation [67,75].
In fact after appropriate rescalings, the linearised perturbations satisfy the same equation
whatever cutoff profile is used providing it actually regulates. This is actually clear from
refs. [44, 74] for the Wilson/Polchinski version, and for the Legendre effective (average)
action version from ref. [48] after finite rescalings of potential and field. The reason for
this can be traced to the fact that at the linearised level, the equations are only summing
up tadpole terms, whose value can be rescaled by changes of variables [49] (see also [36]).
Indeed in this way, it is clear that the linearised flow equation (9) for the potential, that we
are about to derive within LPA, may in fact be derived exactly, i.e. without approximation,
whatever cutoff profile is used. We reserve further comments on this for the end of the paper.
Thus we can easily avoid the limitations of the sharp cutoff that concerned the authors in
refs. [58–60]. Also we see that the non-polynomial perturbations with continuous scaling
dimension are thus universal in this sense.
Here let us demonstrate this universality by example. At the same time we will set up
the equations and notation we will need for the later discussion. We specialise to the most
interesting case of four space-time dimensions (but as usual work in Wick-rotated Euclidean
5Refs. [58,60] also proposed a line of non-perturbative fixed points following from such equations but this
matter was conclusively settled in ref. [38] and will thus not be further discussed.
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space). We work with an O(N) invariant effective potential V (z, t), where
z = φaφa/2 (1)
with φa an N -component real scalar field, and
t = ln(µ/Λ) (2)
is renormalisation group ‘time’. Λ is the running effective cutoff scale (often called k in the
functional renormalisation group literature) and µ is some arbitrary fixed energy scale. We
have written all quantities in dimensionless terms using the running cutoff scale, thus in
terms of physical quantities
V = Vphys/Λ
4 and z = zphys/Λ
2 . (3)
(The field’s anomalous dimension is neglected in this version of the local potential approx-
imation [1, 69,72]. See ref. [79] for discussions on this.) For sharp cutoff one then has [71]
V˙ + 2zV ′ − 4V = (N − 1) ln(1 + V ′) + ln(1 + V ′ + 2zV ′′) , (4)
where prime is differentiation with respect to z and dot is differentiation with respect to t.
If instead one uses Litim’s optimised cutoff [80,81], eqn. (62), in the flow for the Legendre
effective action (effective average action) [65–67], then one finds [82]
V˙ + 2zV ′ − 4V = −N − 1
1 + V ′
− 1
1 + V ′ + 2zV ′′
+N . (5)
The last term comes from a constant shift in the vacuum energy V 7→ V + N/4, which
has no physical consequences but streamlines the arguments later. And if instead we use
Polchinski’s equation [68], equivalent at this level to Wilson’s [1] by a change of variables
[42,67,83], then for a continuous class of cutoff profiles one finds after appropriate rescalings
the same flow equation [74]:
U˙ + 2yU ′ − 4U = −2y(U ′)2 +NU ′ + 2yU ′′ . (6)
where for later purposes we rename the potential and fields as U(y, t), where y = ΦaΦa/2.
The Gaussian fixed point corresponds to the solution V = 0 (U = 0) in all three
cases (4–6). Linearising about the fixed point and separating variables, we find for such
infinitesimally small perturbations
V (z, t) = w(z) eλt and U(y, t) = w(y) eλt , (7)
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where  is considered ‘strictly infinitesimal’, in the sense that we will for the moment
accept without question the validity of the linearisation step required to form these eigen-
perturbations w or “scaling fields”. The scaling dimension λ of the associated infinitesimal
coupling
g =  eλt , (8)
implies a physical coupling gphys =  µ
λ of mass-dimension λ, so g = gphys/Λ
λ.
As advertised, one then finds the same renormalisation group eigenvalue equation in all
three cases:
λw + 2zw′ − 4w = Nw′ + 2zw′′ (9)
(up to renaming z to y in the third case). This equation is Kummer’s equation and the
solutions divide into two sets [84–86] depending on whether the solutions have quantised
eigenvalues λ or not.
2.2 Perturbations and the continuum limit
Before we develop the consequences of these solutions let us recall that, to get a bona
fide field theory we need to take the continuum limit which means that we need to find
a solution, called the Renormalised Trajectory, that in terms of dimensionless variables,
shoots out from the fixed point6 at t = −∞ (the ultraviolet end corresponding to Λ =∞)
along a relevant (or marginally relevant) direction, and survives all the way down to the
infrared end at t = +∞ (Λ = 0), see e.g. [1, 2].
The exact renormalisation group may be viewed as performing a partial functional
integral down to the infrared cutoff scale Λ (see e.g. [2, 66,67]). We therefore need sensible
IR behaviour at the least in order to be able to complete the integration.
On the other hand, the UV behaviour is crucially important for a continuum limit.
We require that the perturbation shoots out from the fixed point, or equivalently that
the perturbations vanish into the fixed point as t→ −∞, so that interactions in this sense
‘switch off’ in the high energy limit, allowing the overall ultraviolet regulator to be removed.
It is for this reason that the authors of ref. [58–60] focus on this crucial property. They
refer to any interactions that satisfy this as “asymptotically free”. We will however continue
to use the established term “relevant” (reserving “asymptotically free” to mean marginally
6in our case the Gaussian fixed point
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relevant - as is true of the QCD coupling for example, a property which will in fact play no
roˆle in the present discussions).
2.3 Quantised and non-quantised solutions of the linearised flow equation
Returning to Kummer’s equation (9), we recall that the quantised perturbations are poly-
nomials of rank n, the generalised Laguerre polynomials:
λn = 4− 2n , w = wn(z) = (−2)nL
N
2
−1
n (z) , n = 0, 1, 2, · · · . (10)
They thus form a complete set of orthogonal functions under the generalised Laguerre
weight [84,85]: ∫ ∞
0
dz z
N
2
−1 e−z wn(z)wm(z) = 22n
Γ(n+N/2)
Γ(n+ 1)
δn,m , (11)
allowing any potential V (z, t) to be expanded in terms of them as
V (z, t) =
∞∑
n=0
g2n(t)wn(z) , (12)
providing the potential is square-integrable with the generalised Laguerre weight, i.e. pro-
viding ∫ ∞
0
dz z
N
2
−1 e−z V 2 (13)
converges. The couplings g2n(t) are defined by
g2n =
Γ(n+ 1)
22nΓ(n+N/2)
∫ ∞
0
dz z
N
2
−1 e−z wn(z)V (z, t) , (14)
providing these integrals converge. Convergence of the series in (12) is in the almost-always
sense, i.e. mathematically this forms a Hilbert space structure, and convergence is with
respect to the norm defined by the generalised Laguerre weight, i.e.∫ ∞
0
dz z
N
2
−1 e−z
(
V (z, t)−
nmax∑
n=0
g2n(t)wn(z)
)2
→ 0 as nmax →∞ . (15)
With the (−2)n factor in (10), the highest power in wn(z) is canonically normalised to
(φaφa)
n/n! . (16)
The lower powers of φaφa in wn(z) are generated by successive tadpole corrections. The
(φaφa)
n/n! are of course nothing but the usual perturbative interactions with the expected
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scaling dimensions λn = 4−2n for the associated couplings g2n at the linearised level. Thus
up to an additive constant, w1(z) is the mass term associated to g2 = m
2/Λ2. It has scaling
dimension λ1 = 2, and physical ‘coupling’ m
2. Neglecting vacuum energy (w0 = 1), this
is the sole relevant direction in the O(N) symmetric potential. w2(z) starts with the φ
4
interaction, and also carries additive constant and mass-term corrections. Its associated
coupling, g4, is marginally irrelevant (from second order perturbation theory it vanishes as
t → +∞). All higher powers, i.e. wn(z), n ≥ 3, give couplings g2n that are irrelevant, i.e.
at the linearised level they also vanish as t→ +∞.
Since from this linear analysis we see that the only relevant direction is the mass term,
we recover the usual picture of triviality for scalar field theory in four dimensions which
is that the continuum limit is just free massive scalar field theory. The Λ → 0 limit is
sometimes known as the high temperature fixed point [2, 4, 73] corresponding (in units of
Λ) to an infinite mass (or zero correlation length).
The non-quantised solutions to (9), corresponding to any real λ 6= 4−2n (n = 0, 1, 2, · · · )
are given by Kummer M functions [84–86]:7
w = wλ(z) = sλ M
(
λ− 4
2
,
N
2
, z
)
. (17)
Here sλ is the sign of (λ − 4)(λ − 2). We include it in the normalisation so that wλ(z) is
positive for large z, thus providing a perturbation to the potential that is bounded below
for a positive associated coupling. The M function has a Taylor series expansion around
z = 0, and is normalised to 1 at z = 0. In other words, wλ(0) = sλ. Asympotically [86],
wλ(z) = C ez z−p [1 +O(1/z)] , (18)
where
p =
N
2
+ 2− λ
2
and C =
Γ(N/2)
|Γ(λ/2− 2)| . (19)
Since these non-polynomial solutions solve the linear equation (9) for real λ 6= 4 − 2n, we
already know of course that they cannot be expanded using (12). Substituting (18) into
(14), we readily confirm that (for sufficiently large n) these integrals do not converge. These
non-quantised solutions therefore live outside the Hilbert space spanned by the quantised
solutions (10). However we will see in sec. 4 that once correctly solved for, the IR (t
increasing) evolution drives them back immediately into this space.
7For λ = 4− 2n the M functions are just the generalised Laguerre polynomial solutions given above.
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Since for λ > 0, the exp(λt) term in (8) clearly vanishes as t → −∞, Halpern and
Huang [58–60] conclude that these interactions are “asymptotically free” (i.e. relevant) if
λ > 0.8 Obvious as this conclusion seems to be at first sight, it is not true, as one of us has
already emphasised, albeit within the tight constraints of Physical Review Letter’s comment
section [38]. Our comments were based on the results already found for non-perturbative
fixed points in refs. [61,72,87], and were further expanded and developed for any fixed point
in ref. [39]. We first review these conclusions, specialised to the current context, attempting
to make them both clearer and more precise.
3 Ultraviolet properties: (non)existence of a continuum limit
Before we do so, let us underline the point that the existence of a continuum of non-
quantised eigen-perturbations, is common to all fixed points found using these techniques,
not just the Gaussian fixed point considered here. In less than four dimensions, the flow
equations (4–6) have non-perturbative Wilson-Fisher fixed points [1, 62] which famously
are known to describe the universal properties of a wide variety of statistical physics and
condensed matter systems. Perturbing around these fixed points using (7), it is obvious that
the equations (4–6) yield linear second order ordinary differential equations and therefore
it is a mathematical theorem that there are solutions to these equations for any λ, i.e.
that there exist a spectrum of solutions with non-quantised values of λ.9 If one wants to
maintain that the non-quantised perturbations (17) actually do correspond to a continuous
infinity of physical couplings gλ in the particle physics of a scalar field, then one also
has to find a convincing rationale to exclude the equivalent perturbations in all the so
far experimentally realisable continuous phase transitions described by scalar field theory
(including in simulations) since a continuous spectrum of couplings gλ would evidently
destroy the observed universality10 of these phase transitions.
8They also note that wλ(z) has a minimum away from the origin if λ < 2, thus potentially yielding
symmetry breaking potentials, of direct applicability for N = 4 to the Higgs sector of the Standard Model.
9Being second order, but with a fixed singularity at z = 0, there is a one-parameter set of solutions for
each λ, and this parameter can therefore be identified with the normalisation which we are free to choose
since the equation is linear. Therefore up to normalisation, there is a unique solution for every λ. See e.g.
refs. [23,36,37] for recent applications of these arguments in very different exact RG contexts.
10namely the dependence in this case on only one parameter: the overall scale, which can be identified
with the correlation length.
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So what is the logical weakness in the arguments above in sec. 2.3? The linearised
solutions (7) were derived by assuming that V  1 (U  1). But for any fixed  this
condition is violated for sufficiently large z, since the solutions (10) grow like zn, and
solutions (17) grow as exp z, as in (18). Mathematically the issue is the difference between
uniform and point-wise convergence: it is not possible to find an  such that the perturbation
is uniformly bounded by a δ > 0 of our choice. Indeed we can always find an  small enough
that linearisation, and thus separation of variables (7), is valid over some domain of z and
t, but there is no value of  no matter how small, that ensures that linearisation of the flow
equations and subsequent separation of variables is a valid procedure over the full range
0 ≤ z <∞ (for any t).
One might be tempted to put aside this problem for the present, for example cutting
off the potential at some very large z = φaφa/2 (setting V to be small or zero beyond this
point), or simply assuming implicitly that z can be assumed somehow sufficiently small, as
is effectively done in any case in perturbation theory or more generally for scaling fields.
However as noted in refs. [38, 39, 59] the large z dependence is crucial to the arguments
[58–60] in favour of (17) being a new interaction, since it is only the large z behaviour (18)
that prevents the integrals converging in (14) and thus forbids wλ(z) being expanded in
terms of the quantised perturbations as in (12). We emphasise that we have thus established
that precisely in the regime where these non-polynomial solutions are distinguished from all
those spanned by the quantised perturbations, it is incorrect to use the linearised solution (7)
to deduce their t dependence. Further steps are therefore necessary before we can draw any
conclusions as to the relevance of these non-quantised perturbations, and indeed rigorously,
further steps are also necessary to classify the quantised perturbations.11
Since the flow equations are first order differential equations in t, we can if we wish
specify the z dependence of V (z, t) at some ‘initial point’ t = 0. (Since t = ln(µ/Λ) and µ
is arbitrary, this is in fact some arbitrary point on the flow.) The t evolution can then in
principle be solved for uniquely by the given flow equation. We have seen that the evolution
(9) is incorrect for the non-polynomial interactions (17). Now we ask what the correct t
evolution is for these interactions. In order for such a question to make any sense, one must
set the potential to be (17) at some initial t, which without loss of generality we can take
to be t = 0. (Later, in particular at the end of the paper, we will discuss the question of
11apart from of course the vacuum energy w0 which has no field dependence
11
the t evolution of general potentials that lie outside the space spanned by the quantised
interactions.) Therefore we will proceed by setting:
V (z, 0) =  v(z) , (20)
agreeing with (7) at t = 0. Clearly however we now need a separate analysis to (7) and (9)
for the t dependence when z is large enough that we have V (z, 0) & 1. Such an analysis
will therefore have to be non-perturbative.
Obviously similar comments apply to U(y, t). However in this regime, the analysis for
the effective average potential (Legendre effective potential), including (5) and also (4), will
differ from that for the general cutoff profile Polchinski’s equation (6). We will exploit this
later on. For now, we concentrate on the behaviour of V (z, t).
Consider first the quantised perturbations. The linearised mass term perturbation is
given by V (z, t) = w1(z) exp 2t, where w1(z) = 2z − N . Setting V (z, 0) = w1(z), since
w1(z) is linear inhomogeneous in z, we see that the right hand side of the flow equations
(4,5) are actually independent of z. Since the left hand side is linear anyway, the linearised
solution for the z piece is therefore correct whatever its magnitude, so non-perturbatively
V (z, t) = 2 z exp 2t + c(t) where c(t) is to be solved for. The non-linear terms on the
right hand side of the flow equation are then known explicitly thus allowing the constant
term c(t) to be solved for exactly. c(t) therefore is not given by its linearised solution
−N exp 2t. But since there is no z dependence in the non-linear terms, the z dependence
of the linearised solution is after all valid for all values. Furthermore, c(t) = −N exp 2t is a
good approximation for all t tc where tc = −12 ln(N) is the large positive RG time such
that −N exp 2t ∼ 1. We therefore conclude that the mass term V (z, t) → 0 as t → −∞
and thus indeed has the status of a relevant direction as the linearised analysis suggested.
Note that in physical variables (3), the mass term perturbation is
Vphys(zphys, t) = 2 µ
2zphys −Nµ4 e−2t = 2 µ2zphys −Nµ2Λ2 , (21)
for t tc. Therefore in physical variables the field dependent piece is actually independent
of t (i.e. has mean field evolution) while the constant term actually diverges as t → −∞.
As expected, we see that it is important that we use the scaled variables appropriate to the
Gaussian fixed point to determine whether or not V (z, t) falls into the Gaussian fixed point
(V (z, t)→ 0) as t→ −∞.
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For the quantised perturbations that are (marginally) irrelevant at the linearised level
(n ≥ 2), we are already certain that they do not have the correct behaviour to fall into the
Gaussian fixed point since even when V  1, the t dependence is such that the perturbation
grows as t becomes increasingly negative.12
Now we answer the crucial question of whether the non-quantised perturbations (17)
qualify as relevant perturbations when λ > 0, as suggested by the linearised analysis. Setting
V (z, 0) = wλ(z) , (22)
we cannot now write down an analytic form for the exact solution V (z, t). However the right
hand side of the flow equations (4,5) cannot contribute to the t dependence of the asymptotic
behaviour (18). In fact from (18), for large z the right hand side of (4) can contribute at
most a term of O(z) and the right hand side of (5) is actually exponentially suppressed.
Therefore the t dependence of the asymptotic expansion is found by requiring that the
left hand side of the flow equations vanish. Since the left hand side of the flow equations
actually came about by the dimensional assignments in (3) it follows that in physical units
the potential for large z then does not evolve at all (i.e. again has the so-called mean field
evolution):
Vphys(zphys, t) = Vphys(zphys, 0) = w
λ
phys(zphys) (23)
(using (22)), where we have set
wλphys(zphys) = µ
4wλ(zphys/µ
2) , (24)
using (2) and (3), while in scaled variables appropriate to determining its evolution around
the Gaussian fixed point, this implies13
V (z, t) = e4t V (z e−2t , 0) =  e4twλ(z e−2t ) , (25)
i.e. asymptotically
V (z, t) = C
e(8+N−λ)t
zp
exp
(
z e−2t
) [
1 +O
(
e2t
z
)]
. (26)
We see that far from falling in to the Gaussian fixed point as t → −∞, in the large z
regime the perturbation actually diverges rapidly as t→ −∞, dominated by the exp(z e−2t )
12Further comments on quantised (ir)relevant perturbations about both the Gaussian fixed point and
general fixed points can be found in refs. [2, 38, 39]. See also sec. 4.2.
13as of course also follows directly from the vanishing of the left hand side of eqns. (4,5)
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term. In the large field regime, the ultraviolet behaviour of the non-quantised perturbations
therefore fail to behave correctly as relevant perturbations about the Gaussian fixed point:
they do not generate a Renormalised Trajectory emanating from the Gaussian fixed point
and thus cannot be used to form a continuum limit governed by the Gaussian fixed point.
We have seen that (26) can be deduced from neglecting the right hand sides of the
flow equations. This neglect is justified providing V (z, t)  1. Despite its simplicity, this
argument is therefore inherently non-perturbative. In fact as mentioned above, for large z
the right hand side of (4) can contribute at most a term of O(z) and the right hand side
of (5) is actually exponentially suppressed. It is important to recognise that contributions
from the right hand side of the flow equation are therefore infinitely suppressed in the large
z regime, in the sense that they make no contribution to the t dependence of the asymptotic
expansion (26), even if we had carried the multiplicative series corrections in 1/z in (26)
to infinite order. A closely related remark is to note that the t evolution given in (26) can
thus be used at large z to derive the t evolution for V (n)(z, t), the potential differentiated
with respect to z to any finite order n. We emphasise again that the large field properties
are crucial in this discussion since it is only these that keep V (z, t) outside the space of
the quantised interactions, i.e. prevent it from being expanded in terms of the quantised
perturbations as in (12).
At the same time we thus see that if we replace (22) by an initial perturbation that is
a general linear combination of the non-quantised interactions:
V (z, 0) = 
∫
dλ ρ(λ)wλ(z) , (27)
for some sufficiently well-behaved density factor ρ(λ), then either this perturbation can
already be re-expressed in terms of the polynomial interactions as in (12), and thus will
have RG evolution determined by them, or it lies outside this Hilbert space in which case by
(13) its grows at large z at least as fast as z−N/4 exp(z/2). In this latter case we see again,
by trivially adapting the argument below (26), that in the large z regime the perturbation
will diverge away from the Gaussian fixed point as t→ −∞.
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4 IR evolution and completeness of quantised interactions
4.1 Couplings in the Legendre effection action
Now we put aside the ultraviolet problems and turn to explore the infrared behaviour i.e.
the t > 0 domain. We can always choose some large enough z that (26) still applies, i.e.
such that neglect of the right hand side of the flow equations continues to be justified.
To be precise, let z = zasy(t) be such that V (z, t) 1 according to (26). Inverting, we
find
zasy ∼ e2t ln(1/) +A (28)
for some large constant A.14 Then for all t < tf , where tf is any fixed RG time, and for all
z > zasy(tf ), the solution V (z, t) is well approximated by (26).
Using (26) and approximating wn(z) ∼ 2nzn/n! by its leading power, we thus see that
for large z the integrand in (14) has z dependence
zn+
λ
2
−3 e−az , where a = 1− e−2t > 0 , (29)
and thus the integrals defining g2n(t) converge. Therefore as soon as t > 0 (no matter how
small), the couplings in the expansion (12) are well defined [38].
Furthermore, the expression (29) has a maximum at z = (n − 3 + λ/2)/(1 − e−2t ),
which is an O(1) value for any t larger than infinitesimal, after which the exponential decay
takes over. Therefore large z values actually make a negligible contribution to (14), and
the integral is dominated by the bounded region 0 < z . O(1). Recalling the overall 
multiplier, we have thus established that for all finite t > 0, the couplings g2n(t) are O().
Finally, the series converges to the exact solution V (z, t), as in (15), once the integral in
(13) converges. Using (26), we see that this happens as soon as 1 − 2 e−2t > 0. Therefore
we have proved that the series (12) converges, and thus V (z, t) falls back into the Hilbert
space spanned by the quantised interactions wn(z), for all t > ln 2/2.
It is then reasonable to expect that the infrared (t → ∞) fate of the non-polynomial
directions is just governed by the perturbative evolution of these quantised perturbations,
which as we have reviewed, leads in the infrared to the high temperature fixed point with
all interactions decayed away leaving only a diverging w1(z) e
2t mass term.
From (29) we see that for n < 2 − λ/2, the integrals g2n(t) converge and thus are of
O(), even for t = 0. For the potentially-symmetry-breaking potentials with λ < 2 (see
14See sec. 4.3 for the higher order terms.
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footnote 8) this corresponds to O() values for the running mass g2(t) and vacuum energy
g0(t) for all finite t ≥ 0.
Since we cannot have n = 2 − λ/2 (see footnote 7) the remaining possibility for n is
n > 2− λ/2. In this case for small positive t the integrals are dominated by the behaviour
at very large z since by (29) a ≈ 2t for small positive t, so that they only just converge.
We can therefore compute the leading t dependence of the coefficients g2n from the large z
behaviour. Thus for n > 2− λ/2 and 0 < t 115
g2n ≈ 
2n
C
Γ(n+N/2)
∫ ∞
zasy
dz zn+λ/2−3 e−2tz
≈  2λ/2−2 Γ(N/2)
Γ(n+N/2)
Γ(n+ λ/2− 2)
|Γ(λ/2− 2)|
(
1
4t
)n+λ/2−2
. (30)
Therefore although V (z, t) does have an expansion in the quantised perturbations when
t > 0, and such that the corresponding couplings are infinitesimal for finite t > 0, all the
above couplings g2n(t), and in particular all the irrelevant couplings, diverge as t→ 0+. In
this sense we see that the t = 0 point is in fact already infinitely far from the Gaussian
fixed point. However, as t increases to positive values, these couplings rapidly shrink as
expected for the irrelevant couplings and as we have seen, for t > ln 2/2 the series (12) is
then convergent.
Indeed from (30), for sufficiently small , all couplings g2n of increasing irrelevancy up
to some maximum n < nmax() already shrink to the regime g2n(t)  1 before t violates
the bound t 1. We might expect to have to take → 0 to form a continuum limit, despite
the poor behaviour in the ultraviolet. If so, since nmax ∝ ln(1/) increases without bound,
this means that eventually all couplings shrink to infinitesimal with increasing t already for
t 1.
4.2 Consistency with large field behaviour
We have seen that if the potential is set equal to an infinitesimal amount of non-polynomial
direction at RG time t = 0, cf. (22), then on IR evolution it immediately can be re-expressed
in terms of quantised couplings which furthermore are O(), for all finite t > 0, and such
that from t > ln 2/2 the potential is fully inside this Hilbert space in the sense that the
15In the first line, we drop the O(1) integral over 0 < z < zasy and insert the leading term from wn(z).
Thus we ignore additive O() and multiplicative O(t) corrections respectively. In the second line we drop
multiplicative corrections of O(tzasy) coming from the lower limit.
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series then converges to the potential. This in turn gives us confidence that the universality
class is just the usual one controlled by small initial values of these couplings (namely
in four dimensions non-interacting scalar field theory). At first sight this picture seems
deeply at variance with the fact that the large field behaviour is fixed to be mean-field,
viz. (25), meaning that in physical variables the large field dependence (23) remains that
of the original non-polynomial perturbation (24) and does not actually depend on t at all.
Actually, these two pictures are consistent with each other as can be seen by the following
observations.
We have already seen from eqn. (21) that the RG properties are only manifest in
scaled variables. This is why we do not see in physical variables that the non-polynomial
potential falls back into the Hilbert space spanned by the quantised directions. Instead
in physical variables the Hilbert space is growing to accommodate the non-polynomial
interaction. This follows from (3) which maps the explicit exponential in the measure in
(14) to exp(−zphys/Λ2), and which thus overcomes the exp(zphys/µ2) present in wλphys, as
soon as Λ < µ. (The latter exponential is evident from (24) and (18).)
Working again with scaled variables, we note that since the quantised couplings are O(),
we expect that for finite t they behave independently with the linearised t dependence of
form given in (8). Then from (10), (16) and (1), we have for large z,
g2n(t)wn(z) ∼ g2n(0) e(4−2n)t(2z)n/n! ∼ g2n(0) e4twn
(
z e−2t
)
, (31)
where g2n(0) ∼  is the t = 0 coefficient in (12). We see that for the quantised interactions
the t-dependence of their renormalised coupling can at large z be instead attributed to
mean-field evolution as in (25). (This is just the RG argument for accepting these as
renormalised couplings [2, 38, 39], run in reverse.) It is then natural to expect that the full
sum (12) also satisfies mean-field evolution for large z.
Notice that this result is general and holds for any infinitesimal perturbation that can
be expanded as in (12) i.e. such that the integrals in (14) converge. We see that although
the couplings g2n(t) are (marginally) irrelevant for all n > 1, meaning that their influence
should die away as t increases (and completely as t → +∞), this universality property is
true only for finite field. For large zphys none of the quantised interactions die away and
thus they preserve the large zphys non-universal form of the perturbation, since mean-field
evolution is nothing more than the statement that the potential is frozen in form in physical
variables, cf. (23).
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4.3 Couplings in the Wilsonian effective action
To further address these issues, we now use the fact that the flows (5) and (6) are equivalent
under an exact duality [42]. Using this map we can turn the exact solution of the flow (5)
for the LPA effective average potential V (z, t) with boundary condition (22) (and optimised
cutoff), into an exact solution U(y, t) of the LPA Polchinski flow equation (6) (with general
cutoff profile). This U(y, t) representation, which effectively just builds back in the one-
particle reducible contributions missing from the one-particle irreducible V (z, t) [42,88], has
improved properties. This potential will also have an expansion in the quantised perturba-
tions
U(y, t) =
∞∑
n=0
h2n(t)wn(y) , (32)
but the couplings h2n(t) in this case converge and remain O() for all finite t including for
t ≤ 0, and furthermore the series converges to U(y, t) for all finite t.
In appendix A we review the theory behind this duality. The starting point for our
discussion is the generalised Legendre transform relation [42]:
U(y, t) = V (z, t) +
1
2
(φ− Φ)2 . (33)
We have already seen that the Gaussian fixed point for the Polchinski flow (6) is U =
0, and that infinitesimally small perturbations around this, namely (7), give the same
Kummer’s equation (9) and thus the same quantised solutions w = wn(y) as in (10). As
already emphasised in sec. 2.1, they also have the same non-quantised linearised solutions
w = wλ(y) as in (17). However we are interested here in studying the non-perturbative
flow where the potentials are O(1) or larger, generated by the large z dependence of the
boundary condition (22). Therefore we take as initial condition U(y, 0) as determined from
U(y, 0) = wλ(z) +
1
2
(φ− Φ)2 , (34)
consistently with (22) and (33). The exact solution U(y, t) of the flow equation (6) with
this boundary condition, is then given by (33).
Before analysing the results of setting the boundary condition (34), we review the non-
linear evolution of the mass perturbation U(y, 0) = w1(y) using the Wilson/Polchinski flow
equation. Its evolution follows from the analysis above (21) and the exact map (33), but
we can just as easily solve for it directly using (6). This time we neglect the uninteresting
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vacuum energy term, so the solution takes the form U(y, t) = 2yh2(t). Substituting in (6)
we find h˙2 = 2h2 − 2h22, implying
h2(t) =
 e2t
1 + 2 (e2t − 1) . (35)
We see that the non-linear term on the right hand side of (6) moderates the growth of this
relevant coupling in the infrared and instead of diverging like the corresponding coupling
g2(t) =  e
2t of the effective average action, as analysed above (21), it obtains a limiting
value h2(t)→ 1/2 as t→∞. Thus
U(y, t) = U∗(y) = y (36)
is in fact a fixed point of the flow, known in the literature as the high temperature fixed
point. It is this ‘compactification’ of the flow of the relevant coupling which will make it
easier to see what is going on with the infrared evolution of the non-polynomial directions.
From (33) we see that [42]:
Φa − φa = ΦaU ′ = φaV ′ , (37)
Since it follows that φa and Φa point in the same direction we deduce [41,42]
√
y −√z = √y U ′ = √z V ′ (38)
and hence √
z
y
= 1− U ′ = 1
1 + V ′
. (39)
Thus
y = z (1 + V ′)2 . (40)
This provides us with the map from z to y. Setting V (z, 0) = wλ(z) as in (22), we have
that for finite z, i.e. z ∼ O(1), the linearised evolution is valid for all finite t: V (z, t) =
wλ(z) eλt . Thus the V ′ term in this regime remains O() and can be neglected in (40).
Hence we see that y = z for all O(1) values and for all finite RG time.16 When z → ∞,
(26) applies, and thus we see from the latter two equations in (39) that U ′ → 1 as y →∞.
This implies that U(y, t) cannot grow faster than y, as y →∞, for all finite RG time, and
thus in fact for all RG time.
16Evidently y(z) is then monotonic increasing, justifying the use of the Legendre transform, despite the
fact (see footnote 8) that wλ(z) is initially a decreasing function and has a non-trivial minimum for λ < 2.
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In fact we see from (39) that whenever V ′ →∞ as z →∞, that U ′ → 1 as y →∞. This
is true for any V growing faster than z and thus also includes all polynomial interactions
(10) with n > 1. We see therefore that the large field behaviour is generally under much
better control in the Wilsonian picture.
On the other hand, let us remark that the solution we are analysing is very different
from the solution of the Wilson/Polchinski flow equation that one would obtain from the
boundary condition U(y, 0) = wλ(y) (or by setting this to be wn(y) with n > 1). Indeed
in the large y region where U(y, t)  1, the right hand side of (6) cannot be neglected
and thus mean-field evolution like in (26) does not take place. In particular the classical
part itself (the first term on the right hand side of (6)) continues to contribute to the
evolution of U(y, t). Furthermore, we see from (39) that z must vanish at the point y0 where
U ′(y0, t) = 1. Therefore z(y) is no longer monotonic increasing in these cases, causing the
Legendre transform relation to break down.
Following (14), we can compute the couplings in the expansion (32) from
h2n(t) =
Γ(n+ 1)
22nΓ(n+N/2)
∫ ∞
0
dy y
N
2
−1 e−y wn(y)U(y, t) . (41)
Since U(y, t) grows no faster than y for large y, these integrals always converge. Further-
more, following (13),the series representation (32) will always converge back to U(y, t). In
other words we have proven that the dual potential U(y, t) of the non-perturbative evolution
of the non-polynomial directions (22) can always (viz. for all t) be expanded in terms the
quantised perturbations such that the series (32) converges to right limit, and such that the
couplings h2n(t) remain finite for all finite t.
We have shown that for large y, U(y, t) = y up to corrections that grow slower than
y. We see therefore that the large field behaviour is governed by the high temperature fixed
point (36) for all RG time including the initial t = 0.
Now we compute the leading correction. Again using the fact that φa and Φa point in
the same direction, (33) implies
U(y, t) = (
√
z −√y)2 + V (z, t) = (√z −√y)2 +
∫
dz
(√
y
z
− 1
)
(42)
= y − 2√zy +
∫
dy
dz
dy
√
y
z
, (43)
on using (39). The second line is in a useful form for substituting a series expansion for
z(y, t). Let us mention however that the first line gives, by integration by parts, the most
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compact expression:
U(y, t) = (
√
z −√y)2 − z + 2√zy −
∫
dz√
y
dy
dz
√
z
= y −
∫
dy
√
z
y
. (44)
Inverting (40) using (26), since the (V ′)2 term dominates, one finds z = e2t ln(√y/) + · · · .
Therefore for both y and z of order of magnitude e2t ln 1/ or larger, one can show that
z(y, t) = e2t
{
ln
√
y

+
(
p− 1
2
)
ln ln
√
y

− 3t− lnC +O
(
ln ln (
√
y/)
ln(
√
y/)
)}
. (45)
Thus we find that
U(y, t) = y − 2 et
√
y ln (
√
y/) +O
(
√
y
ln ln (
√
y/)√
ln(
√
y/)
)
. (46)
Despite appearances the subleading term remains of the same size as the leading term as t
increases, since the formula is only valid for y & e2t ln 1/. Carefully discarding the terms
that are the same size or smaller than the neglected corrections O(· · · ), one can verify
directly that (46) solves the Wilson/Polchinski LPA flow equation (6).
Finally, we compute estimates for the couplings h2n(t) in the expansion (32). From (41),
using the leading power for wn(z), we see they are bounded by an integral expression of
form
h2n(t) .
1
2nΓ(n+N/2)
∫ ∞
0
dy y
N
2
+n−1 e−y U(y, t) . (47)
Using (40), and (42) with (38), we can write this as an integral over z:
h2n(t) .
1
2nΓ(n+N/2)
∫ ∞
0
dz z
N
2
+n−1 (1 + V ′ + 2zV ′′) (V + zV ′2) (1 + V ′)N+2n−1 e−z(1+V ′)2 .
(48)
The integral is cut-off sharply for z > z1(t) where z = z1(t) satisfies zV
′2 = 1: as a conse-
quence of (26), z (1 + V ′)2 grows exponentially as z increases beyond this point. In other
words, the last term in the integral vanishes as the negative exponential of an exponential
for z > z1(t). Since (45) in fact solves zV
′2 = y, we already know that z1(t) = z(1, t), where
the latter is defined in (45).
For z ∼ O(1), the integrand is the same as in (14), more precisely collapses to the
approximation
z
N
2
+n−1V (z, t) e−z , (49)
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Figure 1: The exact integrand in (48) for h6(t) is plotted (together with the pre-multiplier)
for the case t = 0, as follows from (22) and (17). We have set N = 4, n = 3 and  = 10−12. In
red is shown the result for λ = 1 (a symmetry-breaking potential) and in blue is plotted the
integrand/10 for the case λ = 3 (a symmetry preserving potential). (The small minimum
in the latter case appears because the potential starts out negative.) The dotted line curves
show the equivalent integrands for g6(t) as it appears in (49). The integrands only deviate
once z approaches z1. Shown in orange and violet are the values z = z1(0) for the cases
λ = 1, 3 respectively. The figure thus verifies that the values for z1 closely approximate the
effective cutoff points for the h6 integrands.
since in this case V ∼ O() allowing one to drop all the ‘correction’ terms in (48). The
balance of terms changes as z approaches z1(t). From (45), we see that z1(t) = z(1, t)
diverges as z1 ∼ e2t ln 1 . Thus V ′ = 1/
√
z1 ∼ e−t /
√
ln 1/ and thus from (26), V ∼
et /
√
ln 1/ and V ′′ ∼ e−3t /√ln 1/. Applying these estimates to (48), we see that in
this regime the first two brackets in the integrand are now dominated by 2zV ′′ and zV ′2
respectively, but it is the e−z ∼ exp 2t that makes the most significant contribution.
The situation is illustrated in fig. 1. Putting all these observations together we see that
for finite t > 0 only the z ∼ O(1) regime contributes at leading order and thus the leading
estimates for the couplings in the two pictures agree h2n(t) = g2n(t) ∼ O(). For finite
t < 0, the z ∼ z1 regime dominates and thus one finds h2n(t) ∼ exp 2t to leading order.
Both of these estimates receive multiplicative corrections of form (ln 1/)q for some finite
power q whose precise value would require a more in-depth analysis. However already we
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confirm that U(y, t) can be expanded as a convergent series in the quantised perturbations,
as in (32), for all t, and such that the couplings h2n(t) are infinitesimal for infinitesimal 
and all finite t.
5 Conclusions
In sec. 2 we saw that for four-dimensional O(N) scalar field theory, the LPA of different
versions of the exact RG flow equation, for any sensible cutoff profile, give the same ordinary
differential equation (9) for linearised perturbations about the Gaussian fixed point. This is
Kummer’s equation and its solutions are therefore universal in this sense. Solutions of this
equation divide into polynomial perturbations (10) with quantised RG eigenvalue, which are
generated by the usual perturbative interactions, and non-polynomial perturbations (17)
with continuous (non-quantised) RG eigenvalue. The quantised solutions form a Hilbert
space structure, allowing any potential V (z, t) to be expanded in terms of them as in (12),
providing the integral (13) converges.
The only property that prevents the non-quantised perturbations V (z, 0) = wλ(z)
from being expanded in terms of the quantised perturbations is their large z asymptotic
behaviour (18). But as we saw in sec. 3, it is also precisely this property that prevents
V (z, t) = wλ(z) eλt from being the correct t evolution for large z. Instead, mean-field
evolution takes over, forcing, even for λ > 0, the perturbation to diverge away from the
Gaussian fixed point as t → −∞. In this way we proved that in the large field regime,
the ultraviolet behaviour of the non-quantised perturbations fail to behave correctly as
relevant perturbations. They thus cannot generate a Renormalised Trajectory emanating
from the Gaussian fixed point and therefore cannot be used to form a continuum limit
governed by this fixed point. We also saw that any linear combination of these non-quantised
perturbations which is still not expandable in terms of the quantised perturbations, likewise
fails to behave correctly as t→ −∞.
Despite the simplicity of the argument, this V (z, t)  1 analysis is inherently non-
perturbative. The same asymptotic mean-field behaviour can be established for all z larger
than some zasy(t) in the IR (t > 0) domain. In this way in sec. 4.1, we proved that as soon
as t > 0 (no matter how small), the couplings g2n(t) are well defined, while for t > ln 2/2 the
potential V (z, t) falls fully back into the Hilbert space spanned by the quantised interactions
wn(z), and can be expanded as a convergent series as in (12) [39]. Furthermore we proved
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that for all finite t > 0, the corresponding couplings g2n(t) are O(). For n < 2 − λ/2 the
couplings are O() even at t = 0, while for n > 2 − λ/2, they diverge as a power of t as
t→ 0+.
In this sense we see that the t = 0 point is in fact already infinitely far from the
Gaussian fixed point. With all the above properties in mind, we see why at finite , the non-
quantised solutions should more properly be viewed as no more special than any other finite
perturbation added to the fixed point. However from eqn. (30), we also establish that in the
limit as → 0, all couplings shrink to infinitesimal already at arbitrarily small positive t. We
therefore conclude that, at least for sufficiently small , the infrared (t → +∞) fate of the
non-polynomial directions is just governed by the perturbative evolution of these quantised
perturbations, which (in four space-time dimensions with thus marginally irrelevant g4)
leads in the infrared to the high temperature fixed point with all interactions decayed away
leaving only a diverging w1(z) e
2t mass term.
In sec. 4.2 we saw why this universality conclusion is nevertheless consistent with the
fact that the large field dependence remains determined by the initial perturbation, cf.
(25), and indeed in physical variables fixed to be that in eqn. (23). We first noted that in
physical variables it is the Hilbert space that grows to accommodate this interaction. And
then we noted that the universality properties in any case only hold for finite field. The
self-similar evolution of the quantised couplings can instead be attributed at large field to
mean-field (equivalently classical) evolution, or in physical variables no evolution at all, cf.
(31). Therefore for large zphys none of the quantised interactions die away and thus they
preserve the large zphys non-universal form of the perturbation.
Finally in sec. 4.3 we used the generalised Legendre transform relation (33) to study
the RG evolution of the corresponding exact solution U(y, t) to the Wilson/Polchinski LPA
flow equation (6). Here the high temperature fixed point is given by a genuine fixed point of
the flow, and this ‘compactification’ leads to better control of the corresponding quantised
couplings h2n(t) in the expansion (32). Indeed we saw that the Legendre transform relation
remains valid and the large field behaviour is governed by the high temperature fixed point
(36), for all finite RG time, both positive and negative. We also proved that the expansion
(32) is well defined and convergent always, i.e. for all t. Finally we found the leading
dependence for the couplings in the limit → 0, showing that they vanish in this limit for
all finite t. In detail, h2n(t) ∼ exp 2t for finite t < 0, while the leading behaviour h2n(t) ∼ 
agrees with that for g2n(t) for finite t > 0.
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As already remarked in the Introduction, and further touched on in sec. 3, although
for concreteness we developed the arguments for the Gaussian fixed point and four space-
time dimensions, it is clear that the arguments can be straightforwardly adapted to other
space-time dimensions d > 2 and also to the non-quantised eigen-perturbations about the
Wilson-Fisher fixed points [2, 38,39].
Finally, the main arguments can be extended to apply to the solutions of the flow
equations derived at higher orders in the derivative expansion, and indeed for the exact
flow equations, as we will now show.
From the above works, the O(∂2) linearised flow equations about the Gaussian fixed
point can be found, for both the potential and kinetic term interactions. In fact these can
be read off essentially directly from ref. [36] (together with expressions for the quantised
polynomial solutions for both potential and kinetic terms).
The linearised equation (9) for the potential itself in fact holds exactly, i.e. without
LPA or any other approximation, as we will now confirm. The terms on the right hand side
arise from a tadpole integral [49], see also [36, 44], and as we will see, are independent of
cutoff profile after rescaling variables. The interactions satisfy the exact flow equation (54).
(From the split (55) or (56), it is clear that Γ here stands for the interactions.) Linearisation
therefore just requires to make this Γ arbitrarily small. Therefore the exact flow equation
for a perturbation about the Gaussian fixed point becomes (in unscaled variables)
∂
∂Λ
Γ[φ] = −1
2
tr
[
δ2Γ
δφaδφa
∂∆UV
∂Λ
]
, (50)
where tr is a space-time trace and we have used (58) to make explicit the connection to a
UV regulated tadpole diagram. If the perturbation corresponds just to a potential piece
V (z, t), then it is straightforward to compute the second order φa derivative and the above
evaluates to
V˙ + 2zV ′ − 4V = a (NV ′ + 2zV ′′) , (51)
where we used (1) and (2), rescaled using (3), and expressed the tadpole integral as a pure
(but non-universal) number:
a =
1
2Λ
∂
∂Λ
∫
d4q
(2pi)4
CUV (q,Λ)
q2
. (52)
This number can however now be absorbed by rescaling z 7→ az. After separation of
variables (7) we thus rederive (9), this time without any approximation.
25
It follows immediately that the non-polynomial scaling solutions (17), hold also for
linearisation at the exact level. Of course none of this implies that they should lead to new
relevant directions any more than they did within the LPA. On the contrary, the properties
we derived, all follow from the fact that the RG evolution of (standard) scalar field theory
at large field is given by mean field. This conclusion surely holds for the exact equations.
Indeed it is clear from the fact that the Hessian appears as an inverse in the exact flow
equations (53) or (54), that if the Legendre effective action diverges for large field, then
the right hand side of the flow equation can be neglected in this limit and thus mean-field
evolution (i.e. no evolution in physical variables) has to take over. The main conclusions
then follow also at the exact level, in particular the non-polynomial potential perturbations
diverge away from the Gaussian fixed point as t → −∞, while for t > ln 2/2 they can be
expanded as a convergent series in the quantised polynomial interactions.
In fact since all of our conclusions stem from the mean field evolution (25) at large
field, they depend very little on the fact that wλ(z) was a solution to Kummer’s equation
(17). The same conclusions would therefore follow for any initial perturbation V (z, 0) =
 v(z), with large z asymptotics given by (18), even if it did not satisfy (17) for some
λ. Straightforward generalisations would therefore establish similar conclusions for any
perturbation that grows as an exponential z = φ2/2. With some adaptation it ought to be
possible to make the corresponding universality statements for initial perturbations whose
growth for large field is so severe that under RG evolution they remain forever outside the
space spanned by the quantised perturbations, for example ∼ exp(expφ2).
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A Duality relation for effective potentials
In this appendix we work in physical (i.e. unscaled) variables although unlike in eqn. (3) we
will not label them explicitly as such. Let us recall that the flow equation for the effective
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average action [66]
∂
∂Λ
Γ˜[φ] =
1
2
tr
[
Rδab + δ
2Γ˜
δφaδφb
]−1
∂R
∂Λ
(53)
can trivially be alternatively written as [2, 67]
∂
∂Λ
Γ[φ] = −1
2
tr
[
δab + ∆IR · δ
2Γ
δφaδφb
]−1
∆−1IR
∂∆IR
∂Λ
, (54)
where we have split off from the effective average action a canonical kinetic term
Γ˜[φ] = Γ[φ] +
1
2
∫
(∂µφ
a)2 , (55)
so that the total infrared regulated Legendre effective action is now given by
Γtot =
1
2
φa ·∆−1IR · φa + Γ[φ] , (56)
where the propagator in momentum space is regulated by a multiplicative infrared regulating
function CIR:
∆IR = CIR(q,Λ)/q
2 such that q2C−1IR = q
2 +R , (57)
and Γ[φ] describes all the interactions (including mass terms).
Introducing an effective ultraviolet cutoff CUV via the sum rule [2, 67]:
CUV + CIR = 1 , (58)
there is then an exact duality with Wilson/Polchinski’s exact renormalisation group [1,68]:
∂S
∂Λ
=
1
2
δS
δΦa
· ∂∆UV
∂Λ
· δS
δΦa
− 1
2
tr
∂∆UV
∂Λ
· δ
2S
δΦaδΦa
, (59)
where S[Φ] is the interaction part of the Wilsonian effective action:
Stot =
1
2
Φa.∆−1UV .Φa + S[Φ] , (60)
and ∆UV (q,Λ) = CUV (q,Λ)/q
2 is the ultraviolet regularised propagator. The flow equations
(53) and (59) are therefore in fact two equivalent realizations of the same exact RG [67].
This exact duality is implemented via the generalised Legendre transform relation [67]:
S[Φ] = Γ[φ] +
1
2
(φa − Φa) ·∆−1IR · (φa − Φa) (61)
(see also ref. [88]). As shown in ref. [42], remarkably this exact duality survives the Local
Potential Approximation (LPA) if we employ the optimised cutoff [80,81]:
R = (Λ2 − q2)θ(Λ2 − q2) . (62)
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See also refs. [82, 89] for explorations of this. From (57) we then have that
∆IR = 1/Λ
2 for q < Λ ,
∆IR = 1/q
2 for q > Λ , (63)
and thus from (58),
∆UV =
1− q2/Λ2
q2
for q < Λ,
∆UV = 0 for q > Λ . (64)
We see that the effective ultraviolet cutoff does indeed regulate as required inheriting its
linear features and continuity from the properties of the optimised cutoff (62) [88]. At the
LPA level effectively the fields are space-time independent. In this case the relation between
interactions (61), becomes an exact relation between the effective potentials:
U(Φ) = V (φ) +
1
2
Λ2(φ− Φ)2 , (65)
which in scaled variables is eqn. (33).
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