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Abstract
We review some recent developments in the 6 dimensional (2, 0) superconformal field theories,
focusing on their BPS spectra in the Coulomb and symmetric phases computed by various
Witten indices. We shall discuss the instanton partition function of 5d maximal super-Yang-
Mills theory, and the 6d superconformal index.
This is a contribution to the review volume “Localization techniques in quantum field
theories” (eds. V. Pestun and M. Zabzine) which contains 17 Chapters available at [1]
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1 Introduction
With various string dualities found in mid 90’s, interacting quantum field theories in space-
time dimensions larger than 4 were discovered from string theory [2, 3, 4]. Many aspects
of these QFTs are counterintuitive from the conventional viewpoint and have enriched our
notion on what quantum field theory is. The higher dimensional QFTs are also the key to
understanding the strong-coupling aspects of string and M theories. Multiple M5-branes and
6d (2, 0) theories are such examples.
However, we still do not know their intrinsic definitions. For instance, they are strongly
interacting CFTs, and no Lagrangian descriptions are known. Despite this situation, in
the last few years there has been interesting progress in our understanding on the 5 and
6 dimensional superconformal field theories, based on various effective descriptions of these
theories. In particular, we shall focus on the advances in supersymmetric observables of
these higher dimensional field theories.
There have been many works on the BPS observables of 5d and 6d SCFTs, especially from
2012 when the techniques of curved space SUSY QFT were applied to higher dimensions. For
instance, in 5d SCFTs, there have been extensive studies on the partition functions on S4×S1
[5, 6, 7, 8] and S5 [9, 10, 11]. There have also been many studies on 6d SCFTs. Their partition
functions were studied on S5×S1 [12, 13, 14, 15, 16, 17, 18], S3×S1×M2 [19], S2×S1×M3
[20, 21], and S3 ×M3 [22], where M2 and M3 are 2 and 3 dimensional manifolds. Various
6d defect partition functions on curved manifolds were also studied, such as the dimension
2 surfaces [16, 17, 23, 24] and dimension 4 surfaces [25, 24]. The progress was made possible
largely due to the technical advances in 5d super-Yang-Mills theories on curved manifolds.
See [26, 27, 28, 12, 29] and references therein for some early developments, [30] for some
systematic formulations on 5d maximal SYM on curved backgrounds, [5, 15, 16, 31, 32, 33]
for the factorizations of 5d partition functions on S4 × S1 and S5, [34] for the saddle point
structures of the supersymmetric path integral of 5d SYM on Sasaki-Einstein spaces. Often,
via factorization, some curved space observables are related to those of the same QFT on
flat spacetime, such as R4× S1 or R4 × T 2, in the Coulomb phase. The last Coulomb phase
observables have been studied from relatively long time ago, after the pioneering works by
Nekrasov et al. [35, 36]. There have been continuing developments in these observables
[37, 38, 39, 40, 41, 42, 43, 44, 45], especially in the recent few years after the realization of
their relations to the conformal phase observables.
Especially in this review paper, we shall discuss the BPS spectra of these theories captured
by Witten index partition functions. The main objects will be the partition functions of 6d
SCFTs on the Omega deformed R4×T 2 in the Coulomb phase, and also the superconformal
index partition function on S5 × S1. We shall mostly discuss the (2, 0) CFTs, since major
progress has been made only for these theories so far. We shall however comment on possible
generalizations to a wider class of (1, 0) CFTs at various places. It will mostly be reviews
of some papers cited above, but contains some unpublished materials as well. In the rest of
the introduction, we shall briefly motivate the objects that we study in this paper and also
our methods and approaches.
One observable discussed in this paper is the superconformal index of the 6d SCFT [46].
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This is a Witten index which counts BPS local operators of the CFT on R6. Or equivalently,
it counts BPS states of the radially quantized CFT on S5×R, weighted by various chemical
potentials. Being a supersymmetric version of the thermal partition function, we can regard
it as the partition function on S5 × S1 with supersymmetric boundary conditions of fields
along S1. Schematically, we shall be considering expressions for this index of the form
ZS5×S1(µ) =
∫
[dφ]e−S0(φ)Z
(1)
R4×T 2(φ, µ)Z
(2)
R4×T 2(φ, µ)Z
(3)
R4×T 2(φ, µ) , (1.1)
where φ denotes the ‘scalar VEV in the Coulomb branch’ which is integrated over in the
above expression, and S0(φ) is the so-called ‘classical action’ which shall be explained later.
The three ingredients Z
(i)
R4×T 2(φ, µ) are the Coulomb branch Witten index of the circle coma-
pactified 6d theory on flat space, which we shall explain in detail in section 2. µ collectively
denotes the chemical potentials. In particular, it will contain the (dimensionless) ‘inverse
temperature’ like variable β = 2πr1
r5
, where r1, r5 are the radii of the S
1 and S5 factor, respec-
tively. Other chemical potentials, in our parametrization, will be the three rotation chemical
potentials ω1, ω2, ω3 on S
5, and those for the flavor symmetries.
The expression above is just one of the many occasions in which the SUSY QFT partition
functions on compact manifolds are related to the Coulomb branch partition functions. A
canonical example can be found for gauge theories on S4 [47], related to the Coulomb phase
partition function on R4. The Coulomb branch partition function has been an extremely
useful observable by itself, for many reasons, and has been extensively studied since [35, 36].
In the context of 6d CFTs, it provides useful information on the BPS spectrum of wrapped
self-dual strings [48, 49]. Also, understanding its properties better has been (and will be) the
key to the developments in the conformal phase observables, such as (1.1). So our section
2 will review the old and new developments on the Coulomb branch partition function
on R4 × T 2. Somewhat interestingly, the recent demand on refined understanding of this
observable triggered a technically clearer derivation of this rather old observable, especially
for many subtle QFTs for which this partition function could not be computed before.
Coming back to the superconformal index (1.1), we do not have a self-contained formu-
lation to justify it. However, considering the regime with small circle, β ≪ 1, we can try to
understand the structure of (1.1) using a 5 dimensional effective description. When β ≪ 1,
the expression (1.1) admits a ‘weak coupling’ expansion in β, either perturbative one in
power series of β, or nonperturbative one in a series of e2πiτi ≪ 1, where τi = 2πiβωi . The last
‘weak coupling’ expansion acquires a more precise sense when the 6d SCFT compactified
on a small circle admits a weakly coupled 5d Yang-Mills theory description. For instance,
when we compactify the 6d (2, 0) CFT of ADE type on small S1 with radius r1, then at low
energy we would have a 5 dimensional maximal super-Yang-Mills description on S5.1 Such
a 5d SYM limit exists for some other (1, 0) SCFTs.2 The radius r1 of the circle gets mapped
1‘Maximal SYM’ will often mean a QFT with the field content of maximal SYM, subject to deformations
due to curvature and chemical potential parameters. So the number of preserved SUSY could be less than
16. For instance, mass-deformed maximal SYM, the N = 2∗ theory, will often be called just maximal SYM.
2We shall comment on cases in which no 5d SYM limits exist, in which case the expression (1.1) could
still make sense.
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to the 5d gauge groupling gYM via
4π2
g2YM
=
1
r1
, (1.2)
in our convention for gYM . So here, the small β expansion is indeed the weak coupling
expansion.
The partition function Z
(i)
R4×T 2 at β ≪ 1 thus reduces to 5d SYM partition functions
on R4 × S1, which has been studied in great detail since [35]. This decomposes into the
perturbative part and instanton corrections,
Z
(i)
R4×T 2 = Z
(i)
pert(φ, ω,m)Z
(i)
inst(β, φ, ω,m) , (1.3)
where Z
(i)
pert is the 1-loop contribution which is independent of β, and
Z
(i)
inst =
∞∑
k=0
e
− 4pi
2k
βωi Z
(i)
k (φ, ω,m) (1.4)
with Z0 ≡ 1 acquires contributions from Yang-Mills instantons localized on R4 and extended
along S1. These instanton solitons in 5d SYM are interpreted as Kaluza-Klein modes of the
6d CFT compactified on circle, so captures nontrivial β dependence even after compactifi-
cation on small circle. S0(φ) in (1.1) can also be computed from 5d SYM. So pragmatically,
we shall be able to understand all the ingredients of (1.1) from 5d SYM. Having obtaining
the weakly coupled expression (1.1) for the 6d index, one may sum over the k series and
re-expand the result at β ≫ 1 if one has a good technical control over Z(i)inst. The strong
coupling result is useful because the spectral information can be obtained only after the
expansion in the small fugacity e−β ≪ 1. We explain in section 3.2 how to explicitly do this
in some special cases.
At this point, we also note that there is another version of the 6d index formula taking
the form (1.1), which is obtained from 5d SYM on CP2×S1. This expression takes a manifest
form of the index, given as an expansion in e−β at β ≫ 1. We shall explain it for the (2, 0)
theory in section 3.3, emphasizing its virtue and new physics visible from this setting.
Conceptually, it will be interesting to understand whether the formulae of the type (1.1)
are correct for all 6d SCFTs without relying on 5d SYM descriptions. Also, it would be
nice to understand whether it is the unexpected feature of 5d SYM or our specific choice of
SUSY observables which made 5d SYM useful here. For the Coulomb phase index explained
in section 2, we can completely bypass the 5d SYM description logically (although it is still
useful), and directly compute the index from string/M-theory by taking decoupling limits
and starting from UV complete 1d or 2d gauge theories. We do not know whether we can
bypass the 5d SYM description for the superconformal index.
The remaining part of this paper is organized as follows. In section 2, we explain the
computation and physics of the Coulomb branch indices of 6d CFTs on Omega deformed
R4× T 2, mainly from 1 dimensional gauge theories (also with detailed comments on studies
from 2d gauge theories). In section 3, we explain the 6d (2, 0) superconformal index and the
physics contained in it. Section 4 concludes with open questions and comments. Appendix A
4
elaborates on the SUSY gauge theory on S5, including background supergravity construction
for the vector multiplets.
2 Coulomb branch indices for the self-dual strings
In this section, we study the spectrum of self-dual strings in the Coulomb phase of the 6d
SCFTs. On one hand, this will be interesting data of the theory by itself. On the other hand,
these Coulomb phase observables play important roles in understanding supersymmetric
partition functions at the conformal point, such as the 6d superconformal index [46].
In the ‘Coulomb phase,’ scalars in the 6d tensor multiplets assume nonzero expectation
values vI . In such a phase, there appear tensionful self-dual strings whose tension is pro-
portional to the Coulomb VEV. Let us first explain the SUSY preserved by these strings,
when they are extended along a straight line. The 6d theory in the Coulomb phase preserves
N = (1, 0) or (2, 0) Poincare supersymmetry. We only use the (1, 0) part of the SUSY to
define our BPS self-dual strings. For our purpose, we write the 8 supercharges as QAα , Q
A
α˙ .
A = 1, 2 is the doublet index for the SU(2)R R-symmetry. α = 1, 2, α˙ = 1, 2 are the doublet
indices of the SU(2)l×SU(2)r = SO(4) spatial rotation on the 6d field theory direction R4,
transverse to the string. These supercharges are subject to the reality condition
(QAα )
† = ǫABǫ
αβQBβ , (Q
A
α˙ )
† = ǫABǫ
α˙β˙QB
β˙
. (2.1)
The supersymmetry algebra contains the following anti-commutatiaon relations:
{QAα , QBβ } = ǫABǫαβ
(
H + P +RvInI
)
, {QAα˙ , QBβ˙ } = ǫABǫα˙β˙
(
H − P − RvInI
)
,
{QAα , QBβ˙ } = ǫAB(σm)αβ˙Pm , (2.2)
where H is energy, P is momentum along the string, and Pm is the momenta along R
4. Here
we have compactified one direction of the 6d theory on S1 with radius R, and wrapped the
strings on that circle. We shall study the self-dual strings whose 5d masses saturate the BPS
bound H ≥ P +RvInI , so preserve 4 supercharges QAα˙ . The other half-BPS states preserving
QAα would have similar spectrum.
2.1 Elliptic Genus Method
In particular, we shall be interested in the Witten index which counts the BPS degeneracies
of these strings wrapping the circle. Namely, the 6d CFT is put on R4,1 × S1, and there are
r real scalar VEVs vI (I = 1, · · · , r). The index is defined by
Z{nI}(τ, ǫ1,2, m) = Tr
[
(−1)F qH
′+P
2 e−ǫ1(J1+JR)−ǫ2(J2+JR)e−m·F
]
, (2.3)
where H ′ is the energy over the string rest mass RvInI , q ≡ e2πiτ , J1 ≡ Jl+ Jr, J2 ≡ Jr−Jl,
and F collectively denotes all the other conserved global charges which commute with the
5
supercharges. The charges appearing inside the trace is chosen so that they commute with
the two supercharges Q1
1˙
, Q2
2˙
, among QAα˙ . From the algebra (2.2), the most general states
preserving these two supercharges will be the 1
2
-BPS states preserving all QAα˙ . So with this
index we are counting the states in the 1
2
-BPS multiplet, with a further refinement given by
Jr + JR (which does not commute with all four Q
A
α˙ ). We also define the partition function
Z(vI , τ, ǫ1,2, m) by summing over the winding numbers of the self-dual strings,
Z(vI , τ, ǫ1,2, m) =
∞∑
n1,··· ,nr=0
e−v
InIZnI (τ, ǫ1,2, m) , (2.4)
where ZnI=0 ≡ 1. Here, we introduce the (dimensionless) chemical potentials vI conjugate
to the winding numbers nI . These are just scaled version of the scalar VEVs v
I that we used
above but should not be confused with them.
Z(vI , τ, ǫ1,2, m) is computed in various ways. Currently, in most nontrivial theories, it is
only computable in series expansions. One series expansion takes the form of (2.4), and the
coefficients ZnI (τ, ǫ1,2, m) are computed from the elliptic genera of suitable 2 dimensional
supersymmetric quantum field theories living on the worldsheets of these strings [38, 39, 42,
45]. A different kind of series expansion can be made in q = e2πiτ , when q ≪ 1:
Z(vI , τ, ǫ1,2, m) =
∞∑
k=0
qkZk(v
I , ǫ1,2, m) . (2.5)
The momentum charge k on S1 is given a weight qk. These Kaluza-Klein momentum states
are regarded as massive particles in 5d. Zk(v
I , ǫ1,2, m) can be computed from the quantum
mechanics of the ‘instanton solitons’ of 5 dimensional gauge theory, if one has a 5d weakly
coupled SYM description at small radius. In this section, we shall mostly focus on the latter
quantum mechanical index. The usefulness of these two approaches will be commented later.
We first explain the general ideas of computing the two types of coefficients ZnI (q, ǫ1,2, m)
and Zk(v
I , ǫ1,2, m), before studying an example. Both computations essentially rely on the
string theory completion of the 6d SCFT, and suitable decoupling limits when the contribu-
tion of some charges to the BPS mass become large.
Let us first explain the strategy of computating ZnI (q, ǫ1,2, m). Firstly, as the 6d SCFT
lacks intrinsic definition, we rely on its string theory or M-theory engineering. In all such
constructions, one engineers suitable string/M-theory backgrounds, and takes suitable low
energy decoupling limits in which the 6 dimensional states decouple from the bulk states
(e.g. 10/11 dimensional gravity, stringy states, so on). After this limit, certain 6 dimensional
decoupled sector of 6d SCFT exists. Furthermore, we are interested in the 1+1 dimensional
strings in the Coulomb phase, with nonzero VEV for the 6d scalar v whose mass dimension
is 2. The tension of the self-dual strings is proportional to v. At energy scale much below
v
1
2 , the 6d system will again exhibit a decoupling, between the 2d QFT on the strings and
the rest of the 6d system. ZnI (q, ǫ1,2, m) is computed by studying the last 2d QFT living
on the strings’ worldsheet. We generally expect the 2d QFT to be an interacting conformal
field theory. The computation of the observables is generally very difficult with strongly
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interacting QFT. Here, the crucial step is to engineer a 2d gauge theory which is weakly
coupled in UV, and flows to the desired interacting CFT in the IR. The construction of the
UV gauge theory will often be easy with brane construction engineering of the 6d SCFT and
the associated self-dual strings. Such UV gauge theories are constructed for the self-dual
strings of a few interesting 6d CFTs, such as ‘M-strings’ [39], ‘E-strings’ [42], and some
others [45]. The UV gauge theories for many interesting self-dual strings are still unknown
at the moment and are under active studies. With a weakly-coupled UV gauge theory which
flows to the desired CFT, the elliptic genus can in principle be easily computed from the
UV theory, as the elliptic genus is independent of the continuous coupling parameters of
the theory. In fact the general elliptic genus formula for 2d SUSY Yang-Mills theories was
recently derived in [51, 52].
Zk(v
I , ǫ1,2, m) can also be computed in a similar manner, for some classes of self-dual
strings. This approach is applicable to the cases in which the circle compactification of the
6d theory yields weakly coupled 5d Yang-Mills theories at low energy. Then, the momentum
k is given by the topological charge
k =
1
8π2
∫
R4
tr(F ∧ F ) ∈ Z (2.6)
carried by the Yang-Mills instanton solitons of the 5d gauge theory. The dynamics of these
solitons are often described by a quantum mechanical gauge theory. Zk(v
I , ǫ1,2, m) is essen-
tially computed by the quantum mechanical index for the k instantons. More precisely, one
finds
Zk(v
I , ǫ1,2, m) = Zpert(v
I , ǫ1,2, m)Zk,inst(v
I , ǫ1,2, m) , (2.7)
where Zpert is computed from the perturbative degrees of freedom in 5d SYM, and Zk,inst is
given by the instanton quantum mechanics. The last instanton partition function has been
first computed in [35, 36], and has been intensively studied since then for various reasons.
Although we used the notion of 5d SYM to explain the strategy, we can often get the
quantum mechanical gauge theory description from the full string theory set up by taking
a suitable decoupling limit, bypassing the UV incomplete 5d SYM description at all. For
instance, for the (2, 0) theory compactified on circle, one just obtains the quantum mechanics
from the D0-D4 system by taking a low energy decoupling limit, without relying on 5d SYM
description at all.
The two quantities ZnI (q, ǫ1,2, m) and Zk(v
I , ǫ1,2, m) are supersymmetric indices of the
2d and 1d gauge theories on T 2 and S1, respectively. Although both types of indices have
been extensively studied in the literature from long time ago, their general structures for
gauge theories have been fully clarified only recently. See [50, 51, 52] for the developments
in the 2d elliptic genus, and [41, 53, 54] for the 1d Witten index.
Before proceeding with concrete examples, we also comment that the quantity Z(vI , τ, ǫ1,2, m)
can often be computed from topological string amplitudes on suitable Calabi-Yau 3-folds.
This happens when the 6d SCFTs are engineered from F-theory on singular elliptic Calabi-
Yau 3-folds [55, 56, 57]. Changing the moduli of CY3 in a way that specific 2-cycles shrink
to zero volume, one obtains a 6 dimensional singularity which supports decoupled degrees
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of freedom at low energy, defining 6d SCFTs. One important ingredient of these theories
is D3-branes wrapping these collapsing 2-cycles, which yield self-dual strings that become
tensionless in the singular limit. Therefore, the volume moduli of these 2-cycles are the
Coulomb branch VEVs vI in the 6d tensor supermultiplets.
So in this setting, we consider the F-theory on R4,1 × S1 × CY3 in the Coulomb phase.
We wrap D3-branes along S1 times the 2-cycles in CY3. This system can be T-dualized on
S1 to the dual circle S˜1 of the type IIA theory. The D3-branes map to D2-branes transverse
to S˜1. Consider the regime with large S1, or equivalently small S˜1, and make an M-theory
uplift on an extra circle S1M . Then S˜
1 and S1M combine to a torus and fiber the 4d base of
the original CY3 we started from, meaning that we get M-theory on the same CY3. The
self-dual string winding numbers over the 2-cycles maps to the M2-brane winding numbers
on the same cycles. The momentum on S1 maps to M2-brane winding number on the T 2
fiber. So the counting of the self-dual string states maps to counting the wrapped M2-branes
on CY3 in M-theory. The last BPS spectrm is computed by the topological string partition
function on CY3 [58, 59]. In particular, consider an expansion of ZR4×T 2 in the rotation
paramters ǫ1, ǫ2 given by
ZR4×T 2(v
I , q, ǫ1,2, m) = exp
[ ∑
n≥0,g≥0
(ǫ1 + ǫ2)
n(ǫ1ǫ2)
g−1F (n,g)(vI , q,m)
]
. (2.8)
The coefficients of the expansion F (n,g)(vI , q,m) =
∑
nI ,k,f
e−v
InIqke−m·fF
(n,g)
nI ,k,f
are computed
by the topological string amplitudes on CY3. The series in (2.8) is the genus expansion of
refined topological string. So from this viewpoint, the elliptic genus we study in this section
is the all genus sum of the topological string amplitudes. A few low genus expansions are
known for many interesting 6d self-dual strings. This provides an alternative method of
computing some data of the full elliptic genus when neither 2d nor 1d gauge theories are
known. For instance, see [45] for the results 6d strings engineered by F-theory on Hirzebruch
surfaces, where many such strings do not have known gauge theory descriptions yet.
2.2 Instanton Partition Method
With the above comments in mind, we shall now explain the studies of the Coulomb branch
indices from 1d gauge theories. We shall specifically explain the 6d (2, 0) SCFT of AN−1 type,
to be concrete. Although this quantity has been studied in the context of ‘instanton counting’
of 5d SYM [35], one does not have to rely on 5d SYM description at all, as everything can
be directly understood from the full string theory setting. For applications of the similar
techniques to the Coulomb branch CFTs with (1, 0) SUSY, see [41, 42].
The maximal superconformal field theory in 6d of AN−1 type is engineered by taking N
M5-branes on top of another, in the flat M-theory background. In the low energy limit, the
system contains a 6d SCFT on M5-branes’ worldvolume which is decoupled from the bulk.
In the Coulomb branch, we take N M5-branes separated along one of the five transverse
directions of R5. The self-dual strings are suspended between separated M5-branes along
this direction, and also wrap R1,1 ⊂ R5,1 of the 5-brane worldvolume.
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We are interested in the index of the circle compactified self-dual strings. The index is
invariant under the change of continuous parameters of the theory, and also of the background
parameters as long as they do not appear in the supercharges that are associated with the
definition of the Witten index. So we can take the circle radius to be very small, and use
the type IIA string theory description for the computation. Let us denote by vI (with
I = 1, · · · , N) the N scalar VEVs, or positions of N M5-branes along a line in R5. These
are related to the 5d VEVs by a multiplication of R. Let nI denote the number of self-dual
strings ending on a given M5-branes, with orientations taken into account. If the strings
have k units of Kaluza-Klein momentum, one obtains in the small R limit a system of k D0-
branes bound to fundamental strings with charges nI stretched between the N D4-branes.
In particular, the energy of the compactified self-dual strings is bounded as
E ≥ k
R
+ vInI . (2.9)
In the regime with very small R, where we plan to compute the index, we can use the effective
description with fixed k, as the particles with large rest mass ∼ R−1 become non-relativistic.
So the quantum mechanics of k D0-branes bound to N D4-branes would capture the exact
index Zk,inst(v
I , ǫ1,2, m). The quantum numbers nI will be realized as SU(N) Noether charges
of this mechanical system. This is simply the decoupling limit of the k D0-branes bound
to D4-branes, and could also be regarded as the discrete lightcone quantization (DLCQ) of
M5-branes [60].
The quantum mechanics of k D0-branes onN D4-branes (in the Coulomb phase) preserves
8 SUSY, since the D0-D4 system preserves 1
4
of the type IIA SUSY. The system has SO(4)1 ∼
SU(2)1L × SU(2)1R rotation symmetry on D4 worldvolume transverse to D0, and SO(5)
rotation transverse to the D4’s. When D4’s are displaced along one of the five directions
of R5, with VEV v = diag(v1, · · · , vN ), SO(5) is broken to SO(4)2 ∼ SU(2)2L × SU(2)2R.
We denote by α, α˙, a, a˙ the doublet indices of the four SU(2)’s, respectively, in the order
presented above. The 8 supercharges can be written by Qaα˙, Q
a˙
α˙ with reality conditions
similar to (2.1). The degrees of freedom are:
D0-D0 strings : U(k) adjoint A0 , (ϕ
1,2,3,4 ∼ ϕaa˙, ϕ5) , λaα˙ , λa˙α˙
U(k) adjoint am ∼ aαα˙ , λaα , λa˙α
D0-D4 strings : U(k)× U(N) bi-fundamental qα˙ , ψa , ψa˙ (2.10)
with m = 1, · · · , 4. The D4-D4 strings move along R4 transverse to the D0’s, and decouple
at low energy. (These will be perturbative 5d SYM degrees.) This system can be formally
obtained by a dimensional reduction of a 2 dimensional N = (4, 4) SUSY gauge theory,
in which Qaα˙ and Q
a˙
α˙ respectively define 4 left-moving and right-moving supercharges. The
first line of the above field content is called the vector multiplet. The second and third line
separately form a hypermultiplet. The action of this system is very standard, and could be
found e.g. in [37], whose notations we followed here.
The index Zk,inst(v
I , ǫ1,2, m) is defined in this quantum mechanics by
Zk,inst(v
I , ǫ1,2, m) = Tr
[
(−1)F e−β{Q,Q†}e−v·ne−2ǫ+(J1R+J2R)e−2ǫ−J1Le−mJ2L
]
, (2.11)
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where n = (n1, · · · , nN) denotes the U(1)N ⊂ U(N) charge, ǫ± ≡ ǫ1±ǫ22 , and J1L, J1R, J2L, J2R
are the Cartans of SU(2)1L, SU(2)1R, SU(2)2L, SU(2)2R, respectively. β is the usual regulator
parameter which does not appear in the index. The trace is over the Hilbert space of the
quantum mechanics. Note that the measure in the trace commutes with two supercharges
Q = Q1˙
1˙
, Q† = −Q2˙
2˙
among Qa˙α˙, as we explained at the beginning of this section. This index
was computed by Nekrasov [35] in 2002. We shall briefly review it with adding more recent
clarifications on the computational step, for which Nekrasov wrote down a prescription for
computation. These clarification of the prescriptions is somewhat crucial to compute the
Zk,inst indices for more general 6d (1, 0) SCFTs [41, 42].
The 1d gauge theory for D0-D4 system that we explained above is strongly coupled at
low energy, since the quantum mechanical gauge coupling has dimension [g2QM ] = M
3. We
can however compute the index in the gQM → 0 limit, as the Witten index is generically
expected to be insensitive to the changes of continuous parameters of the theory. This is what
Nekrasov has done in [35], and also in more recent studies of [41, 53, 54]. The computation
of the index is done by going to the path integral representation of the index with Euclidean
quantum mechanics, put on a circle with circumference β, and computing it in the gQM → 0
limit. The computation consists of (1) identifying the zero modes of the quantum mechanical
path integral on S1, in the limit gQM → 0 (carefully defined in [51, 52, 41, 54]); (2) Gaussian
path integral over the non-zero modes; (3) finally making an exact integration over the zero
modes.
We briefly explain the results of these three steps, within our example for simplicity.
Firstly, the zero modes in the gQM → 0 limit consist of the constant modes of ϕ5 and Aτ
which commute with each other. Here, Aτ is the Wick-rotated variable Aτ = −iA0 in the
Euclidean quantum mechanics on S1. More precisely, U ≡ eiβAτ defines a holonomy of the
gauge group U(k) along the circle. For the U(k) gauge group, one can take φ ≡ ϕ5 + iAτ to
be
φ = diag(φ1, · · · , φk) (2.12)
using U(k) rotation, locally labeled by k complex parameters. Each parameter satisfies
φi ∼ φi + 2πi, so lives on a cylinder. These variables are subject to further identification
given by permuting the k variables. This is the permutation subgroup of U(k) which acts
within (2.12). For gauge groups other than G = U(k), especially for disconnected groups,
the zero mode structure could be more complicated. See [41] for examples. There are also
some fermionic zero modes in the strict gQM = 0 limit, which we shall not explain here, but
plays important roles in the final step (3) above.
Secondly, in the above background, the 1-loop determinants over non-zero modes yield
the following factor:
Z1-loop(φ, ǫ1,2, m) =
∏
I 6=J 2 sinh
φIJ
2
·∏kI,J=1 2 sinh φIJ+2ǫ+2∏k
I,J=1 2 sinh
φIJ+ǫ1
2
· 2 sinh φIJ+ǫ2
2
·
k∏
I,J=1
2 sinh φIJ±m−ǫ−
2
2 sinh φIJ±m−ǫ+
2
·
k∏
I=1
N∏
i=1
2 sinh m±(φI−vi)
2
2 sinh ǫ+±(φI−vi)
2
, (2.13)
10
where φIJ ≡ φI − φJ , and the sinh expressions with ± in the arguments mean multiplying
the sinh factors with all possible signs. The factor on the second line comes from the integral
over the fundamental hypermultiplet qα˙, ψ
a, ψa˙, and the second factor on the right hand side
of the first line comes from the adjoint hypermultiplet am, λ
a
α, λ
a˙
α. Finally, the first factor on
the first line comes from the vector multiplet nonzero modes Aτ , ϕ
I , λaα˙, λ
a˙
α˙.
The final task is to integrate over the k complex, or 2k real, variables φI . Naively, it
appears that one has to do a 2k dimensional integral on copies of cylincers, with a mero-
morphic measure given by (2.13). This naive prescription will not work because the measure
will diverge at various poles, implying that the integration over non-zero modes becomes
subtle near the poles even in the gQM → 0 limit. In [35], Nekrasov gave a k dimensional
contour integral prescription, rather than a 2k dimensional real integral, with the measure
(2.13). The result is the sum over residues for a subset of poles in the integrand (2.13). The
relevant poles are labeled by all possible N -tuple of Young diagrams Y = (Y1, Y2, · · · , YN)
with k total number of boxes. These are sometimes called N -colored Young diagrams with
k boxes. The summation of residues from these poles is given by [61, 62, 37]
Zk,inst(v, ǫ1,2, m) =
∑
|Y |=k
N∏
i,j=1
∏
s∈Yi
sinh
Eij+m−ǫ+
2
sinh
Eij−m−ǫ+
2
sinh
Eij
2
sinh
Eij−2ǫ+
2
(2.14)
with
Eij = vi − vj − ǫ1hi(s) + ǫ2(vj(s) + 1) . (2.15)
Here, s labels the boxes in the i’th Young diagram Yi. hi(s) is the distance from the box
s to the edge on the right side of Yi that one reaches by moving horizontally to the right.
vj(s) is the distance from s to the edge on the bottom side of Yj that one reaches by moving
down (and vj(s) may be negative if one has to move up to the bottom of Yj). See [61, 62, 37]
for more detailed explanations on notation. This result can be obtained from the following
rule for the contour. First of all, the contours will be a closed curve on the zI = e
φI plane.
The rules of the contour choices, or equivalently the residues to be kept by the contour
integral, are as follows: (1) exclude all the poles in (2.13) coming from the sinh factors
whose arguments include m (from 5d SYM, this amounts to ignoring all the poles coming
from 5d adjoint hypermultiplet); (2) exclude all poles at zI = 0 or∞; (3) as for the remaining
poles, take ǫ+ ≫ 1, and include all poles within the unit circles |zI | < 1.
Although well known and used, this prescription was given a satisfactory derivation only
rather recently [41], using and generalizing the methods of [51, 52]. The strategy of [51, 52]
is to carefully re-do the supersymmetric path integral computation when φ is near its pole
location, and also carefully considering the lift of some gaugino zero modes [51]. After some
analysis, the final contour integral reduces to a set of residue sum, which is called the Jeffrey-
Kirwan residue [63]. The Jeffrey-Kirwan residue rules are slightly different from the above
(1), (2), (3) in general, but it was shown for the above U(k) theory that the two rules yield
the same result [41].
The result (2.14) is useful to understand various aspects of the (2, 0) theory in Coulomb
phase, and its self-dual strings comapactified on a circle [37]. It is also useful to understand
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the conformal phase (with zero Coulomb VEV) of the theory. An early finding of this sort
was that (2.14) could be used to study the index of the DLCQ (2, 0) theory, which is the
6d CFT compactified on a light-like circle. Namely, one takes (2.14) and suitably integrates
over the Coulomb VEV v with Haar measure inserted, to extract out the gauge invariant
spectrum [37]. More recently, and this will be reviewed in our section 3, (2.14) was used
as the building block of more sophisticated CFT observable, the superconformal index on
S5 × S1. Again several factors of the form (2.14) are multiplied (with other factors that we
shall call the ‘classical measure,’ see section 3), and we suitably integrate over the Coulomb
VEV parameter v.
Here, we find one virtue of the index (2.5) obtained by 1d gauge theory, over (2.4) which
is obtained by 2d gauge theory. Namely, in many recent applications, q = e2πiτ is kept as a
fixed fugacity, while the Coulomb VEV is introduced temporarily and should be integrated
over to obtain CFT observables. The computations explained in this subsection keeps the v
dependence exact, at a given order qk in q. So in this sense, knowing the coefficients of (2.5)
exactly could be more useful, rather than knowing those of (2.4).
On the other hand, the elliptic genus (2.4) has the virtue of making the modular prop-
erty under the SL(2,Z) transformation clear, with the modular parameter τ . So when one
has to make a strong coupling re-expansion of the partition function, as explained in the
introduction and section 3.2, this could potentially be very useful. Also, the elliptic genus
(2.4) can often be computed when the circle reduction of 6d CFT does not flow to weakly
coupled SYM, so that the 1d approach of this section becomes difficult to apply [42, 45].
However, (2.4) takes the form of the Coulomb VEV expansion when v acquires large expec-
tation values (compared to other parameters such as τ,m, ǫ1,2). So apparently it is unclear
how to integrate over them in the curved space partition functions.
3 Superconformal indices of the 6d (2, 0) theories
In this section, we explain the current status of our understanding on the superconformal
index of the 6d (2, 0) theories. Possible extensions to the 6d (1, 0) theories have not yet been
developed in detail, on which we shall just make general statements and brief comments.
6d (1, 0) SCFT has OSp(8∗|2) superconformal symmetry, as well as possible global sym-
metries whose charges we collectively call F . The bosonic part of the superconformal sym-
metry is SO(6, 2) × SU(2)R. We are interested in the radially quantized CFT, living on
S5 × R. Then the maximal commuting set of charges of the bosonic subgroup are taken to
be R ∈ SU(2)R in the R-symmetry, j1, j2, j3 ∈ SO(6) which are rotations on S5, and E for
the translational symmetry along the time direction R. Often, we make E dimensionless by
multiplying the radius r of S5. We normalize R, ji to have ±12 eigenvalues for spinors. The
superconformal index of a general 6 dimensional SCFT is defined by [46]
ZS5×S1(β,m, ai) ≡ Tr
[
(−1)F e−β(E−R)e−βaijie−βm·F ] , (3.1)
where a1 + a2 + a3 = 0, and Tr is the trace over the Hilbert space of the CFT on S
5 × R.
Note that the 6d (1, 0) SCFT has 8 Poincare supercharges QAs1s2s3, with A = ±12 for the
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R-symmetry, and (s1, s2, s3) = (±12 ,±12 ,±12) for the SO(6) symmetry, where the last three± signs are constrained by ±±± = −. These supercharges have energy (∼ scale dimension)
E = 1
2
. The 8 conformal supercharges are given by SAs1s2s3, where this time the three signs
for si = ±12 are constrained by ± ± ± = +. They have scale dimension E = −12 . Among
these 16 supercharges, the measure of (3.1) commutes with Q = Q+−−−, S = S
−
+++. So the
index counts BPS states (with minus sign for fermions) which are annihilated by at least
these two supercharges. Equivalently, by the operator-state map, the index counts BPS local
operators of the CFT on R6. The energies (dimensions) of the BPS states (operators) are
given by E = 4R + j1 + j2 + j3, from the vanishing of {Q, S} acting on these BPS states.
Specifying to the 6d (2, 0) SCFTs, the superalgebra is OSp(8∗|4), and there are no extra
flavor symmetries. The supercharges are now given by QR1R2s1s2s3, S
R1R2
s1s2s3
, where R1 = ±12 ,
R2 = ±12 are the two SO(5) ∼ Sp(4) spinor charges. s1, s2, s3 are given and constrained in
the same way as the previous paragraph. We can pick Q = Q++−−− and S = S
−−
+++ and define
the index
ZS5×S1(β,m, ai) ≡ Tr
[
(−1)F e−β(E−R1+R22 )e−βaijieβmR1−R22
]
. (3.2)
The BPS states counted by this index satisfy E = 2(R1 + R2) + j1 + j2 + j3. (3.2) can be
regarded as a specialization of (3.1) by regarding R = R1+R2
2
as the (1, 0) R-charge, and
R1−R2
2
as a flavor symmetry of the (1, 0) superconformal subalgebra.
Even without a microscopic formulation of the 6d SCFTs, we have fairly well-motivated
expressions for these partition functions (3.1), (3.2). We shall write down two such expres-
sions, one in section 3.1 and another in section 3.3. Both of them are inspired by 5 dimen-
sional super-Yang-Mills theories, obtained by circle reductions of 6d SCFTs on S5×S1 down
to 5d.
3.1 The partition function on S5
The first expression for the partition function ZS5×S1 , is given as follows. It uses the Coulomb
branch partition function ZR4×T 2(τ, v, ǫ1, ǫ2, m0) that we explained in section 2, and is given
by
ZS5×S1(β,m, ai) =
e−Sbkgd
|W (Gr)|
∫ ∞
−∞
[
r∏
I=1
dφI
]
e−S0(φ,β,ai)ZR4×T 2
(
2πi
βω1
,
φ
ω1
,
2πiω21
ω1
,
2πiω31
ω1
, 2πi
(
m
ω1
+
3
2
))
·ZR4×T 2
(
2πi
βω2
,
φ
ω2
,
2πiω32
ω2
,
2πiω12
ω2
, 2πi
(
m
ω2
+
3
2
))
ZR4×T 2
(
2πi
βω3
,
φ
ω3
,
2πiω13
ω3
,
2πiω23
ω3
, 2πi
(
m
ω3
+
3
2
))
,
S0 =
2π2tr(φ2)
βω1ω2ω3
, (3.3)
where ωi ≡ 1 + ai, ωij ≡ ωi − ωj = ai − aj . (2πiωijωj appearing in the arguments may be
replaced by 2πiωi
ωj
, as was more commonly used in [15, 32], using the 2πi period shifts of the
arguments.) Here, Gr is the gauge group of the low energy 5d SYM that one obtains by
reducing the 6d SCFT, andW (Gr) is the Weyl group of Gr. More abstractly, in the 6d CFT,
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W (Gr) acquires meaning as the Weyl group acting on the Coulomb branch as R
r/W (Gr),
and φI parametrizes the Coulomb branch R
r. Sbkgd is a term which depends only on the
background parameters β, ωi, m, which we shall explain further below. This expression has
been proposed with two different motivations. See [15] for discussions involving topological
strings. Here, we explain how (3.3) was proposed from the viewpoint of 5 dimensional
supersymmetric Yang-Mills theory.
First consider the 6d theory on S5×R. The partition function (3.1) would be computed
by a Euclidean 6d theory path integral on S5 × S1, where the S1 has circumference β and
various fields satisfy twisted boundary conditions due to the extra insertion −R+ aiji +m ·
R1−R2
2
.3 The twisted boundary conditions given by aiji can be represented by deforming the
background metric of S5 × S1 in a ‘complex’ manner as follows [16]:
ds2(S5 × S1) = r2
3∑
i=1
[
dn2i + n
2
i (dφi +
iai
r
dτ)2
]
+ dτ 2
= r2
∑
i
[
dn2i + n
2
idφ
2
i + α
2(
∑
j
ajn
2
jdφj)
2
]
+ α−2
(
dτ + iα2r
∑
j
ajn
2
jdφj
)2
≡ gµνdxµdxν + α−2(dτ + rC)2 , (3.4)
where α−2 ≡ 1 −∑j n2ja2j and C ≡ iα2∑j ajn2jdφj. Here ni’s satisfy n21 + n22 + n23 = 1,
and τ ∼ τ + β, φ ∼ φi + 2π periodicities are assumed. If one is uncomfortable about the
complex metric, one can simply take the chemical potentials ai’s to be imaginary first, and
later continue to real ai’s in the partition function (3.3) or 5d SYM. (It will be deforming
the action to be complex.) We would like to understand the partition function (3.1) first
in the regime β ≪ 1, in which case one can make the Kaluza-Klein reduction of the 6d
theory on a small circle to a 5d SYM on S5. β = 2πr1
r
in the dimensionless convention is
the ratio of the radii of S1 and S5. In particular, when β ≪ 1, this is identified with the 5d
SYM gauge coupling g2YM as β =
g2
YM
2πr
. All terms in ZR4×T 2 appearing in the right hand side
can be understood as non-perturbative instanton corrections for small β even from the 5d
viewpoint, as we saw in the section 2.4
If we Kaluza-Klein reduce the 6d metric on τ circle, one would naturally expect to have
a supersymmetric Yang-Mills theory on a ‘squashed’ S5 whose metric is given by gµν above,
also with a background ‘dilaton’ field α and the background ‘gravi-photon’ field C. The last
statement can be made more precise by finding (3.4) as a 5 dimensional off-shell supergravity
background [69]. We find that this is the case. More precisely, we divide the construction of
3For the convenience of arguments, we formally assume the existence of a 6d Lagrangian description and
the path integral representation of (3.1). This is true for the free Abelian (2, 0) theory. For interacting
theories, concrete arguments will only rely on the Lagrangian formulation of the 5d SYM at low energy,
which exists.
4Sometimes, (3.3) makes sense even if the small circle reduction does not yield weakly-coupled 5d SYM.
For instance, some 6d (1, 0) SCFTs on a circle flow to strongly interacting 5d SCFTs rather than 5d SYMs.
However, viewing ZR4×T 2 , φ as the 6d partition functions and 6d scalars, (3.3) still makes sense, although
we do not know how to derive it.
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5d SYM on S5 with metric gµν into two steps. We first obtaining the vector multiplet part
of the action using off-shell supergravity methods, which is more cumbersome to achieve in
a more conventional method. We then construct the hypermultiplet part of the action in a
more brutal manner. The former can be easily done by using the 5d off-shell supergravity
of [70], which realizes 8 off-shell SUSY of the background gravity and the dynamical vector
multiplets. Construction of the hypermultiplet part of the action with one off-shell SUSY
closely follows [27]. The results are summarized in appendix A.
At this point, let us comment that the metric gµν of (3.4) may be just one special way of
geometrizing the chemical potentials ωi. In the literature, alternative geometric realizations
are also discussed, which lead to the same supersymmetric partition function (3.3) [15, 32].
With the action, SUSY and notations on the squashed S5 summarized in appendix A, we
can understand the partition function (3.3) in more detail from 5d SYM. We first study the
classical action at the possible saddle points. Expanding three ZR4×T 2 factors in the series
of e
−
4pi2ki
βωi , with i = 1, 2, 3, we find the following factor at each value of k1, k2, k3 and given φ,
exp
[
− 1
β
(
2π2tr(φ2)
ω1ω2ω3
+
3∑
i=1
4π2ki
ωi
)]
. (3.5)
The exponent can be understood as the action of the following supersymmetric configura-
tions. The SUSY transformation of the gaugino χA in the vector multiplet is given by
δχA =
i
2
(Fµν − α−1φVµν)γµνǫA + αDµ(α−1φ)γµǫi − (D − iαφσ3)ABǫB , (3.6)
where V = dC. Some off-shell supersymmetric configurations are given by taking χ = 0 and
Fµν = φ0Vµν , φ = αφ0. , D = iα
2φ0σ3 (3.7)
with constant φ0, as explained in appendix A. φ0 can be taken to be in the Cartan sub-
algebra, using the global part of the gauge transformation. This is not the most general
supersymmetric configurations. To understand more general possibilities, we consider
(δχA)
†(δχA) =
1
2f
(Fˆµνξ
ν)2 +
1
2f
(
fFˆµν − 1
2
ǫµναβγ Fˆ
αβξγ
)2
+ α2f
[
Dµ(α
−1φ)
]2
+ f(iDˆ)2 ,
(3.8)
with Fˆµν ≡ Fµν − α−1φVµν , Dˆ ≡ D − iαφσ3. The vector ξ =
∑3
i=1 ωi
∂
∂φi
is a Killing spinor
bilinear: see appendix A. So the following equations define supersymmetric configurations:
Fˆµνξ
ν = 0 , Fˆµν =
1
2
ǫµναβγFˆ
αβξγ/f , Dµ(α
−1φ) = 0 , D = iαφσ3 . (3.9)
The configuration (3.7) is a special solution to these equations with Fˆµν = 0. Here, the first
two equations are deformations of the so-called contact instanton equations [26, 64]. Locally,
the first two equations demand that Fˆµν is orthogonal to the vector ξ, and on the orthogonal
4-plane Fˆµν satisfies the self-duality condition. Locally, it may look like be a self-duality
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equation on R4, namely an instanton string along ξ. But it is highly nontrivial if there would
be globally well defined solutions extending the flat space instanton solutions, or perhaps
a completely new class of solutions on curved space which do not admit ‘instanton string’
picture from the flat space intuition. In particular, for generic ωi, the vector ξ generally
does not generate a closed orbit on T 3 spanned by the three angles φi. So naively trying to
extend the flat space instanton strings in curved space is likely to fail.
We have little idea on the general solutions to the above equations. There is one class of
solutions in which the flat space solutions can be easily embedded in S5. To understand this,
first note that the ξ orbit on T 3 closes at (n1, n2, n3) = (1, 0, 0), (0, 1, 0) and (0, 0, 1). This
is because T 3 degenerates to S1 at these points. So taking the small instanton strings in
flat space (having zero sizes), and letting them wind one of these three circles, will generate
singular configurations with finite action. With nonzero scalar φ = αφ0, we generically should
embed these instantons to U(1)r ⊂ Gr so that the field strength commutes with φ0. Let us
assign k1, k2, k3 instanton strings to the above three locations. This can be superposed with
the special solutions (3.7) since they are all in U(1)r. As explained in appendix A, plugging in
this configuration to the classical action precisely provides the weight (3.5). This motivates
S0 and τi =
2πi
ωi
appearing in the formula (3.3). Rigorous treatment is missing at this stage.
See also [32, 34] for detailed discussions on this issue.
With these supersymmetric configurations identified, one should introduce Q-exact de-
formations which would yield (3.9) as saddle point equations, and then compute the 1-loop
determinants. A factorization like [47] was assumed for the 1-loop determinant in [16] to iden-
tify the measure as given by (3.3). On S4, the factorization happened due to such a property
of the index theorem which captures the BPS modes contributing to the determinant, and
we expect our factorization in (3.3) could be derived by a similar careful treatment.5 More
pragmatically, the factorization has been also shown at a perturbative level by an indepen-
dent computation [32, 33], which then very naturally suggests the factorized result (3.3) at
the full non-perturbative level. The same factorized formula has been obtained by exploring
the relation between topological strings and supersymmetric partition functions[15]. tWith
this factorized measure, one should integrate and sum over the saddle point parameters φ0,
k1, k2, k3, which leads to (3.3). (We dropped the subscript of φ0 in 3.3.)
In the next subsection, we shall study the physics of (3.3) for the (2, 0) theory, in various
cases in which (3.3) can be handled more concretely.
3.2 The (2, 0) index, WN characters and Casimir energy
The index (3.3) has been studied in more detail for the (2, 0) SCFTs, especially in the
AN−1 case in which the 5d instanton counting has been best understood. The technical issue
concerning the expression (3.3) is that it is given in a ‘weak coupling’ expansion form, taking
the form of series expansion in β and e
− 4pi
2
βωi when β ≪ 1 after φ integral. However, the index
structure of ZS5×S1 will be best visible in the regime β ≫ 1, as a series expansion in e−β. At
5Once the factorization is assumed, the effective ǫ1, ǫ2,m parameters can be determined by investigating
the coefficients of the bosonic symmetry appearing on the right hand side of {Q,S} algebra.
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the moment, this re-expansion in the regime β ≫ 1 has been achieved only in two special
cases. One is the 6d Abelian (2, 0) index with all fugacities turned on, and another is the
non-Abelian index with all but one fugacities tuned to special values. In this subsection, we
shall explain these two.6
Abelian (2, 0) index: We should first explain what is the virtue of studying the Abelian
theory, as the 6d theory is free. In fact the superconformal index of the free 6d (2, 0) tensor
multiplet is computed in [46]. In our convention, it is given by
ZS5×S1(β,m, ai) = e
−βǫ0 exp
[
∞∑
n=1
1
n
f(nβ, nm, nai)
]
, (3.10)
f(β,m, ai) =
e−
3β
2 (eβm + e−βm)− (e−β(ω1+ω2) + e−β(ω2+ω3) + e−β(ω3+ω1)) + e−3β
(1− e−βω1)(1− e−βω2)(1− e−βω3) ,
where we used ωi = 1+ai. ǫ0 is the ‘zero point energy’ factor, which is in general regulariza-
tion scheme dependent. We shall explain this factor in more detail below in this subsection.
Since we know this (trivial) index concretely, one might wonder what is the virtue of get-
ting it from (3.3). The first reason is simply to check that (3.3) correctly provides the well
known results. The second reason is to emphasize the precise meaning of the formula (3.3).
The equation (3.10) is given in the form of a series expansion in e−β ≪ 1. By expanding
f(β,m, ai) in a series in e
−β, one would obtain an infinite product expression for ZS5×S1 for
the Abelian theory:
qǫ0
∞∏
n1=0
∞∏
n1=0
∞∏
n3=0
(1− q2+n1+n2+n3ζn1−11 ζn22 ζn33 )(1− q2+n1+n2+n3ζn11 ζn2−12 ζn33 )(1− q2+n1+n2+n3ζn11 ζn22 ζn3−13 )
(1− yq 32+n1+n2+n3ζn11 ζn22 ζn33 )(1− y−1q
3
2
+n1+n2+n3ζn11 ζ
n2
2 ζ
n3
3 )(1− q3+n1+n2+n3ζn11 ζn22 ζn33 )
,
where q = e−β, ζi = e
−βai , y = e−βm. This is well defined for small enough q.
Now to see if this index is reproduced from (3.3), we should sum over all the q series
appearing in the ZR4×T 2 factors, and make a ‘strong coupling’ expansion to compare with
(3.11). Alternatively, one can make a ‘weakly coupled’ expansion of (3.10) and confirm that
we obtain (3.3). Using suitable contour integral expression for logZS5×S1 obtained from
(3.10) [18] or using some properties of the triple sine functions [15], one could make an
expansion of (3.10) which is given by
ZS5×S1 =
[
βω1ω2ω3
2π
] 1
2
e
−βǫ0−
β
24
(
1+
2a1a2a3+(1−a1a2−a2a3−a3a1)(
1
4−m
2)+(14−m
2)2
ω1ω2ω3
)
e
pi2(ω21+ω
2
2+ω
2
3−2ω1ω2−2ω2ω3−ω3ω1+4m
2)
24βω1ω2ω3
·Zpert
(
2πiω21
ω1
,
2πiω31
ω1
, 2πi
(
m
ω1
+
3
2
))
Zinst
(
2πi
βω1
,
2πiω21
ω1
,
2πiω31
ω1
, 2πi
(
m
ω1
+
3
2
))
·
(
1, 2, 3→2, 3, 1
)(
1, 2, 3→3, 1, 2
)
, (3.11)
6In principle, there would be an issue of whether we know the exact form of ZR4×T 2 from various expan-
sions only, as explained in section 2. In all cases in which we made concrete studies, we were able to find
exact expressions which yield the known series expansions in βne−
4pi2k
β with non-negative integers n, k at
β ≪ 1
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where the last two factors the repetitions of the second line with the 1, 2, 3 subscripts of ωi
permuted, Zpert is the perturbative U(1) maximal SYM partition function on the Ω deformed
R4 × S1, and Zinst is the ‘instanton’ part of the U(1) maximal SYM on R4 × S1 [35, 36, 71]
Zinst(τ, ǫ1, ǫ2, m0) = exp
[
∞∑
n=1
1
n
sinh n(m0+ǫ−)
2
sinh n(m0−ǫ−)
2
sinh nǫ1
2
sinh nǫ2
2
e2πinτ
1− e2πinτ
]
, (3.12)
which is identical to (2.14) when we expand (3.12) in e2πiτ . Note that neither Zpert, Zinst
depends on the U(1) Coulomb VEV φ. So the first factor [βω1ω2ω3
2π
]
1
2 can be replaced by(
βω1ω2ω3
2π
) 1
2
=
∫ ∞
−∞
dφ exp
(
− 2π
2φ2
βω1ω2ω3
)
, (3.13)
which is the Gaussian integral in (3.3) with the measure eS0 . So the known index (3.10)
would be completely agreeing with (3.3) if we identify ZR4×T 2 = ZpertZinst and if we take
ǫ0 = − 1
24
[
1 +
2a1a2a3 + (1− a1a2 − a2a3 − a3a1)(14 −m2) + (14 −m2)2
ω1ω2ω3
]
,
Sbkgd = −π
2(ω21 + ω
2
2 + ω
2
3 − 2ω1ω2 − 2ω2ω3 − ω3ω1 + 4m2)
24βω1ω2ω3
. (3.14)
We shall explain these three identifications about ǫ0, Sbkgd and Zinst, in turn.
Firstly, ǫ0 is the vacuum ‘Casimir energy’ which we shall explain later in this subsection.
For now, we simply regard (3.3) as giving a specific value of the vacuum energy at β ≫ 1
expansion. Secondly, Sbkgd couples the parameters g
2
YM , m of the theory to the background
parameters of S5, such as r, ωi. In particular, it takes the form of the leading free energy in
the ‘high temperature’ regime β ≪ 1. From the analysis of one lower dimension on S5, this
data cannot be determined in a self-contained way, and should be given as an input. One can
think about it in two different viewpoints. One may first regard Sbkgd as our ignorance, but
demand that we tune it so that the strong coupling expansion of (3.3) becomes an index.
It is an extremely nontrivial request that tuning Sbkgd in negative powers of β yields an
index at β ≫ 1. As the above results in the Abelian theory shows, it completely fixes Sbkgd
if one can freely do both weak and strong coupling expansions. Furthermore, the general
structures of the high temperature asymptotics of the the 6d SCFT index was proposed in
[72]. They only considered the angular momentum chemical potentials ωi, with m = 0, and
completely fixed the β, ωi dependence apart from a few central charge coefficients. Of course
their proposal is consistent with (3.14) at m = 0.
So we finally explain ZR4×T 2 = ZpertZinst. At first sight, it sounds strange that 5d U(1)
maximal SYM exhibits such a nontrivial ‘instanton’ factor Zinst, as U(1) adjoint theory
looks free. However, one should understand how Nekrasov’s ‘instanton calculus’ yielded a
nontrivial result (3.12). This is because Nekrasov actually did not work with this free QFT,
but worked with a UV completion of it. Namely, just as we explained in section 2, without
any logical reference to 5d SYM, what we call Nekrasov’s ‘instanton partition function’ is
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a string theory result, especially for non-renormalizable QFTs. The equation (3.12) gains a
solid meaning as the index for k D0-branes bound to 1 D4-brane. In our context, ZR4×T 2 is
the true 6d CFT observable computed from the string or M-theory engineering. So although
we attempted to find motivations and supports of the expression (3.3) from 5d SYM, our
true claim is that the integrand ZR4×T 2 should naturally be understood as the 6d observable,
without necessarily relying on the UV incomplete 5d SYM. See [41] for more discussions
on Zinst as a more abstract 6d observable. So understanding that we should use ZR4×T 2
computed from string theory, the identification ZR4×T 2 = ZpertZinst with (3.12) is justified.
Unrefined non-Abelian (2, 0) indices: Now we turn to more interesting non-Abelian in-
dices. Again we shall restrict our interest to the (2, 0) theory here, as we shall crucially use
simplifications coming from extra SUSY when some chemical potentials are tuned. Namely,
consider the following tuning of the U(1) ⊂ SO(5)R chemical potential for R1−R22 :
m =
1
2
− a3 . (3.15)
The index can then be written as
ZS5×S1(β,
1
2
− a3, ai) = Tr
[
(−1)F e−β(E−R1)e−βa1(j1−j3−R1−R22 )e−β(j2−j3−R1−R22 )
]
. (3.16)
Apart from the supercharges Q ≡ Q++−−−, S ≡ S−−+++ which commute with this measure by
construction, two extra supercharges Q+−++−, S
−+
−−+ commute with it at (3.15). So the index
exhibits more cancellations of bosons/fermions paired by the extra supercharges, which will
make the index simpler. The SYM on S5 will also preserve more SUSY. We will show shortly
that the equation (3.3) can be exactly computed at this point. We also note that further
tunings
m =
1
2
, a1 = a2 = a3 = 0 (3.17)
will leave only one chemical potential β, in which case the measure of the index
ZS5×S1(β,
1
2
, 0) = Tr
[
(−1)F e−β(E−R1)] (3.18)
commutes with 16 of the 32 supercharges of the (2, 0) theory. Namely, the following 8 complex
supercharges Q+±±±± (with the ± subscripts satisfying ±±± = −) and their conjugates S−±±±±
(with subscripts satisfying ±±± = +) commute with e−β(E−R1). The presence of 16 SUSY
will have special implication on the index, especially concerning the ‘zero point energy’ of
the vacuum which is captured by the index. Also, one would naturally expect that the circle
reduction of the 6d theory at (3.17) will yield a maximal SYM which actually preserves 16
supercharges. This is indeed the case [12]. See also [17].
To understand the simplification at the level of the formula (3.3), we first study how the
Ω background parameters and the mass parameters simplify. In the notation of section 2,
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the effective Ω parameters ǫ1, ǫ2 and the mass m0 in the three ZR4×T 2 factors are given by
1
2πi
(ǫ1, ǫ2, m0) =
(
ω2 − ω1
ω1
,
ω3 − ω1
ω1
,
m
ω1
+
3
2
)
∼
(
ω2 − ω1
ω1
,
ω3 − ω1
ω1
,
m
ω1
− 1
2
)
: 1st(
ω3 − ω2
ω2
,
ω1 − ω2
ω2
,
m
ω2
− 1
2
)
: 2nd(
ω1 − ω3
ω3
,
ω2 − ω3
ω3
,
m
ω3
− 1
2
)
: 3rd . (3.19)
We use m0 for the effective mass parameter on R
4 × T 2, to avoid confusions with the actual
mass parameter of 5d SYM on S5, or the chemical potential βm of the 6d index. Also, we
used the fact that all parameters ǫ1, ǫ2, m0 are periodic variables in 2πi shifts. So at (3.15),
one finds
1
2πi
(ǫ1, ǫ2, m0) =
(
ω2 − ω1
ω1
,
ω3 − ω1
ω1
,
ω2 − ω3
2ω1
)
: 1st(
ω3 − ω2
ω2
,
ω1 − ω2
ω2
,
ω1 − ω3
2ω2
)
: 2nd(
ω1 − ω3
ω3
,
ω2 − ω3
ω3
,
ω1 + ω2 − 2ω3
2ω3
)
: 3rd . (3.20)
Defining ǫ± ≡ ǫ1±ǫ22 , we find that these effective parameters satisfy m0 = ǫ− in the first
factor, m0 = −ǫ− in the second factor, and m = ǫ+ in the third factor.
Let us explain that the partition function ZR4×T 2 simplifies in all the three factors. Note
that ZR4×T 2(q, v, ǫ1,2, m0) takes the following form:
ZR4×T 2 = Zpert(v, ǫ1,2, m0)Zinst(q, v, ǫ1,2, m0) , (3.21)
Zpert = P˜E
[
1
2
sin m0+ǫ+
2
m0−ǫ+
2
sin ǫ1
2
sin ǫ2
2
χadj(v)
]
,
where Zinst is given in section 2, and
χadj(v) =
∑
α∈adj(G)
eα(v) . (3.22)
P˜E is defined by expanding the function in P˜E[· · · ] in e−ǫ1,2 , e−m0 , e−α(vi), and imposing
P˜E[ne−x] =
[
2 sinh
x
2
]n
=
[
e−
x
2
1− e−x
]n
, P˜E[f + g] = P˜E[f ]P˜E[g] . (3.23)
As for Zinst, the U(N) result is known well in the series expansion in q, as explained in section
2. For DN cases, the SO(2N) partition function is in principle computable from [41], but not
very much have been done in detail so far. For EN , almost nothing is known, although we
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shall say something about it below. Here we would like to emphasize the general structure
of Zpert and Zinst. Since Zpert and Zinst count BPS particles on R
4,1 in the Coulomb phase,
they carry universal prefactors from their center-of-mass supermultiplets. In particular, since
perturbative particles and instantons preserve different 8 supercharges among the full 16 as
massive vector and tensor multiplets, respectively, the prefactors appearing in the two parts
are different. It is easy to check [37] that
Zpert = P˜E [I+(ǫ1,2, m0)(· · · )] , Zinst = P˜E [I−(ǫ1,2, m0)(· · · )] . (3.24)
(· · · ) are the contributions from internal degrees of freedom of the BPS states, which are
regular in ǫ1 = ǫ2 = m0 = 0 the limit, and
I±(ǫ1,2, m0) ≡
sin m0+ǫ±
2
sin m0−ǫ±
2
sin ǫ1
2
sin ǫ2
2
. (3.25)
For Zpert, this structure is already manifest in (3.21).
Firstly, atm0 = ±ǫ−, one finds from (3.25) and (3.24) that I−(ǫ1,2,±ǫ−) = 0 and Zinst = 1.
Therefore, in the unrefined limit (3.15), one finds that the first and second ZR4×T 2 factors
in (3.3) reduces to the perturbative contributions at this point. Note also from (3.25) that
I+(ǫ1,2,±ǫ−) = −1. So applying this to (3.21), one obtains
ZR4×T 2 → P˜E
[
−1
2
χadj(v)
]
(3.26)
at m0 = ±ǫ−. So applying this to the first and second factors of (3.3), one obtains
Z
(1)
R4×T 2Z
(2)
R4×T 2 → P˜E
[
−1
2
(χadj(v/ω1) + χadj(v/ω2)
]
=
∏
α>0
2 sinh
α(v)
ω1
· 2 sinh α(v)
ω2
, (3.27)
where the product is over positive roots of G, up to a possible overall sign on which we are
not very careful. We then turn to Z
(3)
R4×T 2 at m0 = ǫ+. From (3.24) or (3.21), it is obvious
that Zpert = 1 at m0 = ǫ+, since I+ = 0. So ZR4×T 2 acquires Zinst contribution only at
m = ǫ+. For U(N), one can easily show from the U(N) instanton partition function of
section 2 that
Zinst(β, ǫ1,2, m0 = ±ǫ+) = 1
η(τ)N
= e−
piNiτ
12
∞∏
n=1
1
(1− e2πniτ )N . (3.28)
where τ = 2πi
β
. Here, we have included the extra factor of
e−Sbkgd = e−
piNiτ
12 = e
pi2N
6β , (3.29)
which will be justified below. More generally, we shall present below nontrivial evidences
that
e−SbkgdZinst(β, ǫ1,2, m0 = ±ǫ+) = 1
η(τ)N
(3.30)
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for all U(N), DN = SO(2N), EN groups. If one wishes to consider the interacting AN−1
part only, instead of U(N), one simply takes Zinst = η(τ)
−(N−1) by dropping an overall U(1)
factor Z
U(1)
inst = η(τ)
−1. So e−SbkgdZ
(3)
R4×T 2 simplifies to
e−SbkgdZ
(3)
R4×T 2 →
1
η(τ/ω3)N
=
1
η( 2πi
βω3
)N
(3.31)
in the limit (3.15), for all AN , DN , EN series.
With all the simplifications (3.27), (3.31), the partition function (3.3) on S5 reduces to
ZS5×S1(β,m =
1
2
−a3, ai) = 1
η( 2πi
βω3
)N
· 1
W (GN)
∫ N∏
I=1
dφIe
−
2pi2tr(φ2)
βω1ω2ω3
∏
α>0
2 sinh
α(φ)
ω1
·2 sinh α(φ)
ω2
.
(3.32)
The integral over φI is simply a Gaussian integral. The result of the integral is
ZS5×S1(β,m =
1
2
− a3, ai) =
(
βω3
2π
)N
2 1
η( 2πi
βω3
)N
e
βc2|G|
24
ω3
(
ω1
ω2
+
ω2
ω1
)∏
α>0
2 sinh
(
βω3
α · ρ
2
)
,
(3.33)
where ρ is the Weyl vector. Since η(τ) is a modular form, its expansion in the β ≫ 1 regime
is easy to understand. The result is given by
ZS5×S1(β,
1
2
− a3, ai) = eβ
c2|G|
24
ω3
ω1ω2
(ω1+ω2)
2 ∏
α>0
(1− e−βω3α·ρ) · 1
η( iβω3
2π
)N
(3.34)
= e
β
c2|G|
24
ω3
ω1ω2
(ω1+ω2)
2+
Nβω3
24
∏
α>0
(1− e−βω3α·ρ) ·
∞∏
n=1
1
(1− e−nβω3)N .
After a little computation for the cases G = U(N), DN , EN (the reference [16] for the A and
D cases), one obtains
ZS5×S1(β,
1
2
− a3, ai) = eβ
c2|G|
24
ω3
ω1ω2
(ω1+ω2)
2+
Nβω3
24
∞∏
s=0
∏
d=deg[C(G)]
1
1− e−βω3(d+s) , (3.35)
where d runs over the degrees of the possible Casimir operators C(G) of the group G. More
concretely, the degrees of the Casimir operators are
U(N) : 1, 2, · · · , N (3.36)
SO(2N) : 2, 4, · · · , 2N − 2 and N
E6 : 2, 5, 6, 8, 9, 12
E7 : 2, 6, 8, 10, 12, 14, 18
E8 : 2, 8, 12, 14, 18, 20, 24, 30
for all ADE groups. We shall shortly give physical interpretations of these results.
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Before proceeding to the interpretation of the result, we emphasize that the expression
(3.3) obtained at β ≪ 1 successfully becomes an index (or more generally, partition function
which counts states) in the β ≫ 1 regime, meaning that an expansion in e−β ≪ 1 has integer
coefficients only. At this stage, we can justify the choice of Sbkgd = −π2N6β . Just as in the
Abelian case, we had to add this part by hand, as our supports on (3.3) came from one
lower dimension in the high temperature regime. Namely, the leading singular behaviors of
the free energy (coming in negative powers of β) have to be inputs in this approach. This
input is all encoded in Sbkgd, in the form of the couplings of the parameters of the theory
to the background gravity fields. As in the Abelian case, Sbkgd in negative powers of β is
uniquely fixed by demanding the full quantity to be an index at β ≫ 1. The structure of
such couplings Sbkgd has been explored in [72] in the case of S
3 × S1 using 3 dimensional
supergravity, and similar studies are made on S5 × S1. In particular, the absence of a term
proportional to β−3 in our Sbkgd is consistent with what [72] proposes for the (2, 0) theory.
Also note that the choice (3.30) for all ADE group is consistent with the requirement to
have an index at β ≫ 1, because the modular transformation of η−N to go to the β ≫ 1
regime exactly absorbs the factor
(
βω3
2π
)N
2 in (3.33), which could have obstructed the index
interpretation. Below we shall provide more support of our choice (3.30) for DE groups.
We now study the physics of (3.35). We first consider the ‘spectrum’ part of this index,
∞∏
s=0
∏
d=deg[C(G)]
1
1− qd+s = PE
[∑
d=deg[C(G)] q
d
1− q
]
, (3.37)
where we defined q ≡ e−βω3 , and PE here is defined in a more standard manner, PE[f(x)] ≡
exp
[∑∞
n=1
1
n
f(xn)
]
, without including the zero point energy factors. All coefficients of this
index in q expansion has positive coefficients, implying the possibility that this could actu-
ally be a partition function counting bosonic states/operators only. This is independently
supported by other studies on the 6d (2, 0) theory [73], which identified a closed 2d bosonic
chiral subsector of the operator product expansions of local operators.
To give a more intuitive feelings on (3.37), we shall first explain an analogous situation
in the 4d N = 4 Yang-Mills theory with ADE gauge groups, in which (3.37) also emerges as
the partition function of a class of BPS operators. In the 4d SYM, we are interested in gauge
invariant BPS operators in the weakly coupled theory, consisting of one complex scalar Φ
and one of the two holomorphic derivatives on R4, which we call ∂. The spectrum of these
operators in the weakly coupled regime is worked out in [74]. In particular, we are interested
in local operators O which are annihilated by a specific Q, QO = 0, with the equivalence
relation O ∼ O + Qλ, so we are interested in the cohomology elements. It was shown that
the coholomology elements can be constructed using the Φ letters with ∂ derivatives only.
The cohomology elements can be constructed by multiplying elements of the form
∂sf(Φ) , (3.38)
where f(Φ) is any gauge invariant expression for the matrix Φ, and then linearly superposing
all possible operators constructed this way. So the question is to find the independent
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‘generators’ taking the form of (3.38). Note that if f satisfies f(Φ) = g(Φ)h(Φ) or f(Φ) =
g(Φ) + h(Φ) with other gauge invariant expressions g(Φ), h(Φ), then (3.38) is no longer
an independent generator. With these considerations, if one takes f(Φ) to be all possible
independent Casimir operators of the gauge group, then (3.38) forms the complete set of
generators of the cohomology. The dimension of Φ is 1, so the dimension of the operator
f(Φ) is the degree of the Casimir operator. So for instance, for ADE gauge groups, this
leads to the scale dimension spectrum (3.36) of the f(Φ) appearing in the generator (3.38).
For instance, the generators for U(N) are f(Φ) = tr(Φn) with n = 1, · · · , N . The generators
for SU(N) also takes the same form, with n = 2, · · · , N . The generators for SO(2N) are
f(Φ) = tr(Φ2), · · · , tr(Φ2N−2) and Pf(Φ) = √det Φ. Thus the partition function for these
generators, where the letters with scale dimension ∆ are weighted by q∆, is given by
z(q)letter =
∞∑
s=0
∑
d∈deg[C(G)]
qd+s =
∑
d∈deg[C(G)] q
d
1− q , (3.39)
where ∆[Φ] = ∆[∂] = 1. Now the full set of the cohomology is obtained by forming the Fock
space of the generators (3.38), and the partition function over this space is given by (3.37).
To summarize, from 4d maximal SYM, we obtained the same partition function as what
we got for the 6d (2, 0) theory. This is not strange. For instance, had we been counting
gauge invariant operators made of scalar Φ only without any derivatives, this would have
given us the half-BPS states whose partition function is given by PE[
∑
d∈deg[C(G)] q
d]. The
half-BPS partition function is known to be universal in all maximal superconformal field
theories, in 3,4,6 dimensions. There is also an explanation of this universality, by quantizing
and counting the states of half-BPS giant gravitons in the AdS duals [75, 76]. Even after
including one derivative, one can follow the D3-brane giant graviton counting of the partition
function (3.37) in AdS5 × S5 [77, 74], to quantize and count the M5-brane giant gravitons
on AdS7 × S4 to obtain the same partition function (at least for the A and D series). At
this point, let us mention that the large N limits of (3.37) for U(N) and SO(2N) completely
agree with the supergravity indices on AdS7 × S4 and AdS7 × S4/Z2, respectively [12, 16].
It is also reassuring to find that the chiral algebra arguments of [73] naturally suggest the
same partition function (3.37), for all ADE cases. So turning the logic around, the natural
result (3.37) also supports our conjecture (3.30) on the instanton correction for the gauge
groups DE. (The case with SO(2N) may be derivable with the results of [41].)
The partition function (3.37), with d running over the degrees of the Casimir operators
of G = SU(N), SO(2N), EN , is known to be the vacuum character of the WG algebra. The
appearance of the WG algebra in the superconformal index, and more generally in the chiral
subsector of the 6d BPS operators, was asserted in [73] to be closely related to the appearance
of the 2d Toda theories in the AGT correspondence [78, 79]. In fact the appearance of WG
algebra and relation to the AGT relation are further supported recently, by considering the
superconformal index with various defect operators [24]. Namely, for the AN−1 theories,
insertions of various dimension 2 and/or 4 defect operators to the unrefined index yielded
the characters of various degenerate and semi-degenerate representations ofWN algebra, and
also the characters of the so-called W ρN representations when the dimension 4 operator is
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wrapped over the 2d plane where the chiral operators live. This appears to be very concrete
supports of the predictions of the AGT correspondence [80] from the 6d index.
Finally, let us explain the prefactor of (3.35), which takes the form of e−β(ǫ0)SUSY with
(ǫ0)SUSY = −c2|G|
24
ω3
ω1ω2
(ω1 + ω2)
2 − Nω3
24
. (3.40)
This formally takes the form of the ‘vacuum energy’ as it is conjugate to the chemical
potential β in the index. However, one needs to understand vacuum energies with care. As
is obvious already in the free quantum field theory, vacuum energy is the summation of zero
point energies of infinitely many harmonic oscillators, which is formally divergent. It is a
quantity that has to be carefully defined and computed with regularization/renormalization.
Since the regularization and renormalization are constrained by symmetry, it will be simplest
to start the discussion with the special case (3.17), (3.18) of our index. In this case, (3.40)
simplifies to
(ǫ0)SUSY = −c2|G|
6
− N
24
. (3.41)
More general cases will be commented on later.
Since β is conjugate to E −R1 in (3.18), the formal definition of (ǫ0)SUSY is given by the
‘expectation value’ of the charge E − R1 for the vacuum on S5 × R,
〈E − R1〉 = − ∂
∂β
logZS5×S1
∣∣∣∣
β→∞
. (3.42)
This quantity has to be carefully defined. To concretely illustrate the subtleties, it will be
illustrative to consider the free (2, 0), consisting of an Abelian tensor multiplet. Then, (3.42)
is given by the collection of the zero point values of E − R1 for the free particle oscillators:
(ǫ0)SUSY = tr
[
(−1)F E − R1
2
]
=
∑
bosonic modes
E −R1
2
−
∑
fermionic modes
E −R1
2
. (3.43)
The trace is over the infinitely many free particle modes, and E,R1 appearing in the sum
are the values of E,R1 carried by modes. This is similar to the ordinary Casimir energy
defined by
ǫ0 ≡ tr
[
(−1)F E
2
]
=
∑
bosonic modes
E
2
−
∑
fermionic modes
E
2
, (3.44)
which appears when one computes the partition function of a QFT on Sn ×R with inverse-
temperature β conjugate to the energy E [81]. Both expressions are formal, and should be
supplemented by a suitable regularization of the infinite sums. As in [81] for the latter quan-
tity, one can use the charges carried by the summed-over states to provide regularizations.
The charges that can be used in the regulator are constrained by the symmetries of the
problem under considerations, which are different between (3.43) and (3.44). The latter is
what is normally called the Casimir energy. Let us call (ǫ0)SUSY the supersymmetric Casimir
energy [82].
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For (3.44), the only charge that one can use to regularize the sum is energy E [81].
This is because the symmetry of the path integral for the partition function on Sn × S1
includes all the internal symmetry of the theory, together with the rotation symmetry on
Sn. Firstly, non-Abelian rotation symmetries forbid nonzero vacuum expectation values of
angular momenta on Sn. Also, there are no sources which will give nonzero values for the
internal charges: its expectation value is zero either if the internal symmetry is non-Abelian,
or if there are sign flip symmetries of the Abelian internal symmetries. On the other hand,
energy E can be used in the regulator function. The remaining procedure of properly defining
(3.44) is explained in [81]. One introduces a regulator function f(E/Λ) with a UV cut-off
Λ (to be sent back to infinity at the final stage) which satisfies the properties f(0) = 1,
f(∞) = 0 and is sufficiently flat at E/Λ = 0: f ′(0) = 0, f ′′(0) = 0, etc. The rigorous
definition replacing (3.44) is given by
tr
[
(−1)F E
2
f(E/Λ)
]
. (3.45)
When energy level E has an integer-spacing, E = m
R
withm = 1, 2, 3, · · · , and the degeneracy
for given m is a polynomial of m (as in [81]), one can show that this definition is the same
as
tr
[
(−1)F E
2
e−β
′E
]
= −1
2
d
dβ ′
tr
[
(−1)F e−β′E
]
, (3.46)
where small β ′ is the regulator here. We shall use the latter regulator in our discussions.
On the other hand, the correct regularization of (3.43) is constrained by different sym-
metries. At m = ±1
2
, ai = 0, the symmetry of the path integral is SU(4|2) subgroup of
OSp(8∗|4), containing 16 supercharges. For instance, this is visible on the 5d SYM on S5
[12], and is also manifest in (3.18). This subgroup is defined by elements of OSp(8∗|4) which
commute with E − R1. So to respect the SU(4|2) symmetry, only E − R1 can be used to
regularize the sum (3.43). So this sum can be regularized as tr
[
(−1)F E−R1
2
f(E−R1
Λ
)
]
, or
equivalently as
tr
[
(−1)F E −R1
2
e−β
′(E−R1)
]
= −1
2
d
dβ ′
tr
[
(−1)Fe−β′(E−R1)
]
. (3.47)
The quantities
fSUSY(β
′) = tr
[
(−1)F e−β′(E−R1)
]
, f(β ′) = tr
[
(−1)Fe−β′E
]
(3.48)
are computed in [46, 18] for the free (2, 0) tensor multiplet, given by
f(x) =
5x2(1− x2)− 16x 52 (1− x) + (10x3 − 15x4 + 6x5 − x6)
(1− x)6 ,
fSUSY(x) =
x
1− x , (3.49)
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where x ≡ e−β
′
r with the S5 radius r. From these expressions, one obtains
− 1
2
d
dβ ′
f(x) =
5r
16(β ′)2
− 25
384r
+ r−3O(β ′)2 (3.50)
and
− 1
2
d
dβ ′
fSUSY(x) =
r
2(β ′)2
− 1
24r
+ r−3O(β ′)2 , (3.51)
as β ′ → 0. As explained in [81], the first term 5r
16(β′)2
∼ 5
16
rΛ2 of (3.50) should be canceled by
a counterterm. This is because the vacuum value of E has to be zero in the flat space limit
r → ∞ from the conformal symmetry. A counterterm of the form Λ2 ∫
S5×S1
d6x
√
g R2 or
(β ′)−2
∫
S5×S1
d6x
√
g R2 can cancel this divergence. Similarly, the first term of (3.51) has to
be canceled by a counterterm of the same form. This is because the vacuum value of E−R1
has to vanish in the flat space limit, required by the superconformal symmetry. After these
subtractions and removing the regulator β ′ → 0, one obtains
ǫ0 = − 25
384r
, (ǫ0)SUSY = − 1
24r
. (3.52)
So although conceptually closely related, the two quantities are different observables. At
least with the Abelian example above, we hope that we clearly illustrated the difference.
Considering that our S5 partition function is constrained by SU(4|2) SUSY in the path
integral, it is very natural to expect that (ǫ0)SUSY of (3.41) is the supersymmetric Casimir
energy. Note also that, (ǫ0)SUSY = − 124r computed above for the free 6d theory agrees with
the zero point energy (3.41) computed from the S5 partition function at N = 1, which
concretely supports this natural expectation. (Note that c2|G| ≡ fabcfabc = 0 for Abelian
gauge group, and also that we absorbed the factor 1
r
into β.) Even in the non-Abelian case,
we think that (3.41) should be the supersymmetric Casimir energy (ǫ0)SUSY, and not ǫ0.
The more conventional Casimir energy ǫ0 in the large N limit has been computed in the
AdS7 × S4 gravity dual in the literature. The result is given by [83, 13]
ǫ0 = −5N
3
24r
, (3.53)
while from the 5d maximal SYM with U(N) gauge group, we obtain from (3.41)
(ǫ0)SUSY = −N(N
2 − 1)
6r
N→∞−→ −N
3
6r
. (3.54)
From the interpretation in our previous paragraph, we think it is likely that the disagreement
of the two quantities is simply due to the fact that the gravity dual and the 5d SYM computed
different observables.7 Assuming our interpretation, it will be interesting to study what kind
of computation should be done in the gravity side to reproduce (ǫ0)SUSY. We think the key
7See, however, the reference [17] for discussions on different possibilities of interpreting these results.
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is to keep SUSY manifest in the holographic renormalization computations, as this was what
yielded two different Abelian observables (3.52).
We also mention in passing that one can define a ‘supersymmetric version’ of Renyi
entropy [84] in SUSY QFTs. This supersymmetric version can be computed more easily in
SUSY QFTs, similar to the supersymmetric version of the Casimir energy that we explained
here. We expect that there should be many supersymmetric observables of this sort.
Finally, let us consider (3.40) at more general points in the chemical potential space.
For instance, if one tries to repeat the computation of Casimir energies from the free QFT
consideration, clearly we have less symmetries which constrain the regulator in the oscillator
sum. So it might be that the quantity could depend on the regularization scheme, and
the localization computation might have made an implicit assumption on it to get the result
(3.40). Since the maximal SUSY point (3.17) appears to remove all such possible ambiguities,
we expect that any implicit assumptions that could have been made in the path integral
will not spoil (3.41). On the other hand, even after turning on many chemical potentials,
observables like ‘Casimir force’ that can be derived from the Casimir energy should be
physical. So one should be able to define both versions of Casimir energies ǫ0, (ǫ0)SUSY at
most general values of chemical potentials. It is not clear to us whether our computation
captures such a physical quantity at general value of chemical potential at all.
3.3 The partition function on CP2 × S1
In this subsection, we discuss another expression of the superconformal index of the (2, 0)
theory of the same schematic form (1.1), which this time takes a manifest index form.
Following [18], let us explain this index for the U(N) gauge group only. The index takes the
following form:
ZS5×S1(β,m, ai) =
1
N !
∞∑
s1,··· ,sN=−∞
∮ N∏
I=1
dλIe
−S0(λ,s,β)ZR4×T 2
(
iβω1
2π
, iλ− sβa1, ω21, ω31, m− ω1
2
)
·ZR4×T 2
(
iβω2
2π
, iλ− sβa2, ω32, ω12, m− ω2
2
)
· ZR4×T 2
(
iβω2
2π
, iλ− sβa2, ω32, ω12, m− ω2
2
)
,
S0(λ, β) = β
N∑
I=1
(
−s
2
I
2
+ isIλI
)
, (3.55)
where again the index ZR4×T 2(τ, v, β, ǫ1,2, m0) is used as building blocks, and we use the
notation ωi = 1 + ai, ωij = ωi − ωj . The ‘Coulomb VEV’ parameter λ is taken to be
λI ≡ λ′I − isβζ with any positive ζ , where λ′I are variables whose integration contours are
almost at the real axis in the range 0 ≤ λ′I ≤ 2π. The precise integration contour will be
explained below, which goes around the poles in a specific manner. ζ appeared in [18] as a
freedom to choose the path integral contour for some fields, and can be any number as long
as it is positive. (The index will not depend on its value. In [18], it was parametrized by
ζ = 4
ξ−1
with ξ > 0.)
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The contour for λ′I was heuristically motivated in [18], and was checked to yield reasonable
results, but it is not rigorously derived so far. The contour prescription is obtained as follows.
We first take all ai parameters and m− 12 to be imaginary, in which case there will be many
poles in the ZR4×T 2 factors at the line Im(λI) = 0. When one considers an integral with all
sI 6= sJ , the integral contour is taken to be along real λ′I line between 1 ≤ λ′I ≤ 2π, which
does not hit any poles. When some sI ’s are equal, then the above real axis contour will hit
some poles on the real axis. In such a case, we slightly deform the contour, or equivalently
the poles away from the real axis, as follows. In each ZR4×T 2 factor, the effective Omega
parameters ǫ1, ǫ2 are taken to be imaginary. The pole or contour deformation is obtained by
giving infinitesimal real shifts to these imaginary parameters as
ǫ1 + ε , ǫ2 + ε , (3.56)
with 0 < ε ≪ 1. This effectively deforms the contour to go around the poles in a specific
way. Although with some motivations about this rule presented in [18], we should stress
that this is just a working prescription at the moment of writing this review.
This formula was derived from a 5d SYM on CP2 × R, which was obtained by first
considering 6d (2, 0) theory on a supersymmetric S5/ZK ×R orbifold [14, 18]. The orbifold
acts as follows. Considering the round S5 as a Hopf fibration over CP2, its metric is given
by
ds2(S5) = r2
[
ds2(CP2) + (dy + V )2
]
, (3.57)
where y ∼ y + 2π and V is related to the Kahler 2-form J of CP2 by J = 1
2
dV . S5/ZK is
obtained by modding out the fiber direction by
y ∼ y + 2π
K
. (3.58)
Our strategy is to first consider the regime with large K, and obtain a 5d Yang-Mills theory
on CP2 × R whose gauge coupling is proportional to 1
K
. The coupling will be small for
large K, or in the energy scale 1
r
∼ E ≪ K
r
. Of course our eventual interest is the case
with K = 1, in which case the 5d SYM is strongly coupled at all energy scale E & 1
r
. The
expression(3.55) is obtained by studying this 5d Yang-Mills theory on CP2 × R at strong
coupling.
We would like to consider supersymmetric orbifold, as this would yield 5d supersymmetric
Yang-Mills theory which admits some exact computations. However, the above action leaves
none of the (2, 0) Killing spinors invariant [14]. To make a supersymmetric ZK orbifold,
one can make a simultaneous rotation on the spatial angle (3.58) in SO(6), and also on
the internal SO(5) R-symmetry. In [18], an infinite family of rotations by 2π
K
angle was
considered with the rotation generator
j1 + j2 + j3 +
3
2
(R1 +R2) + n(R1 −R2) , (3.59)
where the 2π
K
rotation with j1 + j2 + j3 generates (3.58). To make the 2π rotation with this
charge to be an identity, we should take n to be half an odd integer. By construction of the
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charge (3.59), this ZK commutes with a pair of supercharges Q = Q
++
−−− and S = S
−−
+++ that
we used to define the superconformal index. At K 6= 1, various 5d SYMs labeled by different
n will describe inequivalent systems, as ZK orbifolds are all different. At the strong coupling
point K = 1, there is no orbifolding, so different 5d SYMs on CP2×R are expected to be all
equivalent at the quantum level. In particular, we expect SUSY enhancement to OSp(8∗|4).
At K = 1, the index (3.2) is computed from 5d SYM on CP2× S1, with suitable twisted
boundary conditions of fields on S1 by the chemical potentials [14, 18]. Although we expect
that all SYMs labeled by n would yield equivalent results, 5d SYMs are very different at
different values of n. The formula (3.55) is obtained from the SYM associated with n = −1
2
,
which has a virtue of showing 8 supercharges explicitly in the 5d SYM action, including Q, S
above. The QFT at n = −3
2
was first discovered in [14], and the perturbative index (without
including instantons) of this QFT at large K was also computed.
The action and SUSY transformation of fields are explained in [18], which we shall not
repeat here. The derivation of the index (3.55) goes in a similar way as that of the index (3.3)
from the S5 partition function, which can be found in [18]. (Just like on S5, the ‘derivation’
again assumes some localized nature of the instanton saddle point configurations.) Here we
would just like to stress a few qualitative differences in the formula (3.55), compared to (3.3).
Firstly, the complex structure parameter τi =
iβωi
2π
in each ZR4×T 2 provides the factor
e2πiτiki = e−βωiki in the ki instanton coefficients. So the expression(3.55) manifestly takes
the form of an index at β ≫ 1. This should be clear since the 5d SYM is put on CP2 × S1,
explicitly having a time direction, with β being the circumference length of the circle. This
is in contrast to the S5 partition function, where the time direction had to ‘emerge’ at strong
coupling β ≫ 1.
Secondly, apart from the three instanton summations in ZR4×T 2 factors, the expression
(3.55) has extra summations over integers s1, · · · , sN . This originates from a more compli-
cated saddle point structure of the path integral. To explain it, let us first fix our orientation
convention on CP2. We can decompose 2-forms CP2 to self-dual and anti-self-dual 2-forms.
Our convention is such at the Kahler 2-form J is in the anti-self-dual part. Then, the saddle
point first admits singular self-dual instantons, localized at the fixed points of the U(1)2 ro-
tations generated by j1− j2, j2− j3. The summation over these instanton numbers generate
the series expansion with e2πiτiki in the three ZR4×T 2 factors. With nonzero λ which breaks
U(N) to U(1)N , these self-dual instantons are all U(1)N instantons, just like the instantons
appearing in the Nekrasov partition functions. On top of these, it turns out that one could
also have anti-self-dual field configurations F− = 2s
r2
J , where s = diag(s1, · · · sN) with integer
eigenvalues. The −β∑I s2I2 term in S0 is the contribution of these anti-self-dual instantons
to the energy E in (3.2). These extra anti-self-dual instantons play very nontrivial roles in
making (3.2) to work.
One might worry that, summation over all the integers sI with unbound negative energy
weight eβ
∑
I
s2
I
2 will make the expression (3.55) divergent. However, the λ integration contour
explained above will project this infinite sum over sI into a finite sum. The state which
contributes with the most negative energy will be the vacuum. (Here, by ‘energy’ we mean
E − R1+R2
2
.)
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In [18], the expression (3.55) was used to study various aspects of the (2, 0) theory. Here
we shall explain two studies made there. Firstly, we shall explain how the unrefined index of
section 2.2 appears from this approach, as this will illustrate how the formula (3.55) works
in the simplest setting. Secondly, we shall explain the systematic series expansion of the
expression (3.55) in terms of fugacities at some finite N (> 1), keeping all independent
chemical potentials generic. This should probably be the strongest virtue of the expression
(3.55).
We first consider the unrefined index at m = 1
2
− a3. From the expressions of ǫ1, ǫ2,
m0 appearing in the three factors of the expression (3.55), one can show that they satisfy
m = ǫ− in the first factor, m = −ǫ− in the second factor, and m = ǫ+ in the third factor.
So the simplification pattern of the integrand is similar to the S5 partition function. Thus,
one obtains [18]
1
η( iβω3
2π
)N
· 1
N !
∮
[dλI ]
∞∑
s1,··· ,sN=−∞
e
β
2
∑
I s
2
I
−i
∑
I sIλI
∏
I<J
2 sinh
iλIJ − βsIJa1
2
·2 sinh iλIJ − βsIJa2
2
,
(3.60)
where the first factor η( iβ
2π
)−N comes from Zinst from the third factor of the expression (3.55)
at m = ǫ+.
8 The integrand is so much simplified that there are no poles of λ′I on their
real axes. Thus, the contour integral can be taken along the real axes of λ′I , or along the
ImλI = −sIβζ line. Consider the complex variable zI = e−iλI . Since the only pole of the
integrand appears at zI = 0, one can continuously deform the integration contour to the unit
circles |zI | = 1 (namely ImλI = 0). The integral (3.60) can be done easily [18], which yields
eβω3
N(N2−1)
6 η(
iβω3
2π
)−N
N−1∏
n=1
(1− e−nβω3)N−n = eβω3
(
N(N2−1)
6
+N
24
)
∞∏
s=0
N∏
d=1
1
1− e−βω3(d+s) . (3.61)
The spectrum part of this index is exactly the same as (3.37), with d = 1, · · · , N for U(N)
Casimir operators.
We next consider the vacuum energy factor. First of all, we go back to the integral
expression (3.60) and trace where the vacuum is coming from, among the various saddle
points of the 5d SYM. The vacuum comes from the configuration in which e
β
2
∑
I s
2
I factor in
(3.60) is the largest. Apparently, taking all sI ’s to be arbitrary large, it might look that one
can make this factor as large as possible. If this were the case, then the index (3.55) would
not have made sense. But from the structure of the contour integral (3.60), one cannot make
sI to be arbitrary large. This is due to the term e
−i
∑
I sIλI , which is part of the classical
action. Physically, this term comes from a term of the form [14]∫
J ∧ tr
(
A ∧ dA− 2i
3
A3
)
(3.62)
in the action on CP2 × S1 [14, 18]. Namely, a magnetric flux F ∼ J induces an electric
charge via the Kahler-Chern-Simons term (3.62). This induces a phase e−i
∑
I sIλI in (3.60).
8We have included the zero point energy factors of these instanton particles, to obtain η−N .
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So for the contour integral to be nonzero, the rest of the measure in (3.60) should provide a
phase which can cancel e−i
∑
I sIλI . Since the measure consists of a product of N2 − N sine
functions, there are only finitely many values of s1, · · · , sN for which the integral is nonzero.
It turns out that the maximal value of e
β
2
∑
I s
2
I is obtained at
(s1, · · · , sN) = (N − 1, N − 3, · · · ,−(N − 3),−(N − 1)) , (3.63)
or any other configurations obtained by permuting the above sI fluxes. Summing over N !
such fluxes, one obtains the following contribution
1
N !
·N !eβ2 ((N−1)2+(N−3)2+···+(−N+1)2) = eβN(N
2−1)
6 . (3.64)
Collecting the other factors coming from the sine functions, one finds extra e
a3βN(N
2−1)
6 ,
and by expanding the instanton correction η( iβ
2π
)−N , one obtains e
Nβω3
24 at lowest energy.
So combining all, one finds 1 · exp
[
βω3
(
N(N2−1)
6
+ N
24
)]
. This illustrates that, from the
viewpoint of SYM on CP2×R, the 6d CFT vacuum and its energy ∼ N3 appear in a highly
nontrivial manner, by ‘exciting’ many non-perturbative anti-self-dual instantons. It should
be very interesting to understand this vacuum structure more directly.
We find that the vacuum energy
(ǫ0)SUSY = −ω3
(
N(N2 − 1)
6
+
N
24
)
(3.65)
is not the same as (3.40) computed from the S5 partition function in general. This is
not surprising because, as we explained in the previous subsection, we have not too strong
symmetry in general which could constrain the regularization/renormalization of the path
integral, so the two SYM computations on S5 and CP2 × S1 could have implicitly chosen
inequivalent regularization schemes. It is not clear to us at the moment if any of the two
is physically meaningful. However, when m = 1
2
and ai = 0, recall that we have maximal
SUSY SU(4|2) which we expect to constrain the regularization completely. Indeed, at this
point (ωi = 1), the two results (3.40) and (3.65) agrees with each other, supporting our
expectation.
The final subject of this subsection is the general index with all four chemical potentials
turned on. The full expression (3.55) is too complicated for us to handle exactly, but now
we can systematically make a low energy fugacity expansion. This has been done in [18] for
various values of N until a few low orders in e−β .
Let us define q ≡ e−β, y ≡ eβ(m− 12 ), yi ≡ e−βai (satisfying y1y2y3 = 1). We shall be
expanding the index by assuming q ≪ 1, keeping y, yi to be of order 1. Firstly, for general
N , the expression (3.55) was computed up to O(q2). The result apart from the zero point
energy factor is
ZS5×S1 = 1 + qy + q
2
[
2y2 + y(y1 + y2 + y3)− (y−11 + y−12 + y−13 ) + y−1
]
+O(q3)(3.66)
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for N ≥ 2. (The exact index at N = 1 was worked out in [18] separately.) The result is
independent of N for N ≥ 2. In fact, empirically in all studies done in [18], the index will
turn out to be independent of N at qk order if k ≤ N . This is a natural thing to expect for a
CFT with large N gravity dual. This is because E ≪ N is the regime in which supergravity
approximation of the string/M-theory is valid, and the gravity spectrum is independent of
N . Of course, the N independence of the spectrum up to the threshold E = N is too much
to expect, but it often happens at least in the BPS sector that E ∼ N is the threshold
beyond which the ‘stringy exclusion’ behaviors [85] start to appear. The N independent
index (3.66) completely agrees with the large N supergravity index on AdS7 × S4, which is
a consistency check of the expression (3.55).
As explained in [18], the analysis at higher orders in q becomes quickly complicated,
due to the appearance of many instanton saddle points contributing to the formula (3.55).
The studies are made for N = 2, 3 till q3 order in [18]. After adding many contributions
from various saddle points, each of them acquiring contributions from many residues in the
contour integral, the q3 order corrections to (3.66) for N = 2, 3 are given by
U(2) : q3
[
2y3 + 2y2(y1 + y2 + y3) + y
(
y21 + y
2
2 + y
2
3 −
1
y1
− 1
y2
− 1
y3
)
−
(
y1
y2
+
y2
y1
+
y2
y3
+
y3
y2
+
y3
y1
+
y1
y3
)
+ y−1(y1 + y2 + y3)
]
, (3.67)
U(3) : q3
[
3y3 + 2y2(y1 + y2 + y3) + y
(
y21 + y
2
2 + y
2
3 −
1
y1
− 1
y2
− 1
y3
)
−
(
y1
y2
+
y2
y1
+
y2
y3
+
y3
y2
+
y3
y1
+
y1
y3
)
+ y−1(y1 + y2 + y3)
]
. (3.68)
The U(3) result (3.68) completely agrees with the large N supergravity index on AdS7×S4,
presumably because k = N is the threshold until which the BPS spectrum is independent of
N . For U(2), we see from (3.67) that one state is missing compared to the large N index,
i.e. 2y3 vs. 3y3 in the first terms. It will be interesting to study the U(2) index at very
high order in q, and investigate a truly unexplored sector of the 6d (2, 0) theory beyond
supergravity.
4 Discussions
In this review, we explained the recent progress on the 6d SCFT partition functions in the
Coulomb and the symmetric phases, focusing on the Coulomb branch indices in the Omega
background and the superconformal index on S5 × S1. The two observables are closely
related, and we explained their relations and the physics contained in these indices with the
example of (2, 0) theory. In this section, we discuss some open problems, and some recent
progress on this subject that we could not properly review in this work.
As we tried to emphasize in section 2, the computation of the indices in the Coulomb
phase does not really rely on the 5d SYM description. We can rather understand it as
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a direct string theory computation, in the very background which is used to engineer the
6d SCFT itself. The references [41, 42] discuss more subtle (1, 0) theories in the Coulomb
phase in a similar manner, such as those living on the M5-M9-brane system. [41] also
explain how one can extract out the 6d Coulomb branch partition functions from string
theory computations. So we claim that the expressions like (3.3) and (3.55) for the 6d
superconformal indices should be using such ‘intrinsic’ partition functions on R4×T 2, which
are defined and computed without referring to the 5d SYM. However, it seems (at least so
far) that we have no way to even motivate the curved space partition functions results like
(3.3) and (3.55), set aside derivations, without using the the 5d SYM descriptions. Of course
one can hope these formulae to be true even when small circle reductions of the 6d CFT
does not flow to weakly coupled 5d SYM, as all the ingredients appearing in these formulae
can be addressed without referring to 5d SYM. This makes us suspect that there should be
a more abstract way of understanding these formulae, perhaps directly using string theory.
However, we do not know if we can realize S5×R background and put 6d CFT there directly
in the string theory setting.
We have presented two different expressions (3.3) and (3.55) for the superconformal
indices for a given theory, and found the same physics in various sectors of the (2, 0) theory
when we could make concrete studies of them. Of course more basic question is whether
the two partition functions are identically the same, perhaps modulo the Casimir energy
factors which might be ambiguous in general. Answering this question would have to do
with making a strong-coupling re-expansion of the ingredients ZR4×T 2 in (3.3).
Related to the last question, and also for applying our findings to more general (1, 0)
SCFTs, it would be very important to understand the modular properties of the partition
functions (2.4) and (2.5) better. Knowing its modular property under τ → − 1
τ
means that
we can make a strong coupling expansion of (3.3). At this point, we should emphasize the
studies of the elliptic genus which appears as the coefficients of (2.4) for various self-dual
strings. Namely, assuming large Coulomb VEV v, ZnI (τ, ǫ1,2, m) were computed from various
2d gauge theories living on the self-dual strings. It has been first studied for the AN−1 type
(2, 0) strings in [38, 39], which are called M-strings. More interesting (1, 0) self-dual strings
have been studied this way. For instance, the (1, 0) strings for M2-branes suspended between
M5-M9 branes are called E-strings, whose elliptic genera were systematically computed from
2d QFT [42]. Some other strings for (1, 0) theory engineered by F-theory were studied
recently in [45]. With these elliptic genera known, it will be in principle possible to trace
how to make a strong coupling re-expansion of the integrand of (3.3), and address the index
for a variety of (1, 0) CFTs.9
Even if one forgets about the application to the symmetric phase observables, computing
the elliptic genera of various (1, 0) self-dual strings would be very valuable by itself. And
this is quite challenging in general, as engineering a weakly coupled 2d gauge theory on
the worldsheet is not always easy. For instance, the task becomes relatively easier if the
9Note that the studies of this paper either used special properties of the Abelian theory, or relied on
SUSY enhancement which are not available for (1, 0) theories. Also, the CP2 × S1 index might have used
too many ingredients of the (2, 0) theory, so it is not clear whether the strategy will go through well for all
(1, 0) CFTs.
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self-dual strings can be engineered using D-branes subject to various boundary conditions
[38, 39, 42, 45]. However, many interesting 6d CFTs are engineered from F-theory, which
involves exotic 7-branes. It will be interesting to see how much we can learn about them
from 2d gauge theories.
Finally, it should be interesting to explore the 6d CFT partition functions on other curved
manifolds, presumably using various 5d SYM approaches. In this paper we tried not to
mention 5d SYM description when unnecessary, e.g. in section 2, for the sake of consistency
and also for logical clarity. But of course 5d SYM provides extremely useful viewpoint to
study this system. In the very limited class of SUSY observables that we studied, the only
subtlety of 5d SYM that we could find was the small instanton issue. So we would very much
like to know how much 5d SYM can be teaching us about higher dimensional CFTs [86].
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5 Appendix. Off-shell supergravity analysis on S5
By making the KK reduction from S5×S1 with twists by ai, our background fields are given
by
C = iα2ain
2
i dφi , α
2 =
1
1− a2in2i
. (5.1)
The field C is imaginary. By comparing the gravitino SUSY condition of [70] and the 5d
reduction of the Killing spinor equation for the two spinors on our background, one finds that
vµν = − i4α(dC)µν for the antisymmeric field in the Weyl multiplet, bµ = 0 for the dilatation
gauge field, and Vµ = −Cµ σ32 for the SU(2)R gauge field. The Killing spinor equation is
Daǫ =
[
i
8α
γabc(dC)
bc + iγa
(
−ασ3
2
− 1
4α
γbcV
bc +
i
2α
γb∇bα
)]
ǫ , (5.2)
where Daǫ =
(∇a + Ca σ32 ) ǫ. a, b, c, · · · are frame indices. The conjugate spinor ǫ† is literally
taken to be the Hermitian conjugate in our Euclidean theory, so it satisfies
Daǫ
† = ǫ†
[
− i
8α
γabcV
bc − i
(
−ασ3
2
− 1
4α
γbcV
bc − i
2α
γb∇bα
)
γa
]
, (5.3)
where Daǫ
† = ∇aǫ†− ǫ†Ca σ32 . The imaginary nature of C, V is all taken into account. Below
we shall study some bosonic equations which are derived from the above Killing spinor
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equation, from which we determine various geometric quantities. As we are physically quite
confident from 6d arguments that (3.4) should be a SUSY background, we shall only study a
subset of the bosonic equations to determine the fields, rather than completely solving them.
We study the differential conditions satisfied by the spinor bilinears. One first obtains
∇a
(
α ǫ†ǫ
)
= −iξb(dC)ab . (5.4)
where ξa ≡ ǫ†γaǫ. One similarly obtains the following condition for the vector bilinear:
∇bξa = − i
4α
(ǫ†γabcdǫ)(dC)
cd+ iα(ǫ†σ3γabǫ) +
i
α
(ǫ†ǫ)(dC)ab− 2
α
ξ[a∇b]α− 1
α
δabξ
c∇cα . (5.5)
Note that all but the last term is antisymmetric in a, b. So one obtains
∇aξb +∇bξa = −2gab ξ · ∇α
α
(5.6)
and
dξ =
i
4α
⋆ (V ∧ ξ)− i
α
fV +
2
α
ξ ∧ dα + 2αX3 , (5.7)
where f = ǫ†ǫ, Vµν ≡ (dC)µν , X3µν = − i2ǫ†σ3γµνǫ. We shall need the expression for X3 from
(5.7) later. There are more differential conditions for the tensor bilinears. We will not need
to consider them. We also study the algebraic conditions satisfied by the bilinears. In our
Euclidean theory, the algebraic conditions become
ξµξµ = f
2 , iξX
3 = 0 , iξ ⋆ X
3 = −fX3 , 4(X3 ·X3)µν = −f 2gµν + ξµξν (5.8)
etc. We shall not consider other 2-form bilinears X1, X2 in this paper.
A possible guess for ξ = ξµ∂µ is the following. A highly well-motivated conjecture for ξ
is that it should generate the bosonic symmetry for Q2 algebra, where Q = Q + S is the
supercharge associated with our index. So we try
ξ =
3∑
i=1
ωi∂φi . (5.9)
Firstly, this trivially solves (5.6), since ξ is a Killing vector which leaves α invariant. Then we
plug this ξ into the right hand side of (5.4). Here we can nontrivially test our educated guess
(5.9), since −iξb(dC)ab is integrable with the above ξ. The solution to (5.4) with f = ǫ†ǫ is
f =
1 + ain
2
i√
1− a2in2i
. (5.10)
One can check that this result is also compatible with the algebraic conditions (5.8).
The only background fields of [70] that we have not determined yet are D in the Weyl
multiplet, and the background vector multiplet fields. D can be determined in the above
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background by studying the Weyl multiplet gaugino SUSY variation. Contracting the SUSY
condition with ǫ†, one obtains
fD =
i
2α
ξa
(
∇bV ba − i
4α
ǫabcdeVbcVde +
∇bα
α
V ba
)
− 2iX3abV ab −
f
2α2
V abVab . (5.11)
Inserting (5.7) for X3, and plugging in gµν , V = dC, α of (3.4), ξ of (5.9), f of (5.10), one
finds a big simplification, after which D is simply given by
D = 2(a21 + a
2
2 + a
2
3)α
2 . (5.12)
We also need to determine the background vector field of various sorts. There are various
flavor background gauge fields, coupling to the hypermultiplet, and also one auxiliary vector
multiplet whose scalar VEV should provide the Yang-Mills coupling. In the notation of [70],
SUSY condition for gauge multiplet gaugino is given by
δχA =
i
2
Fµνγ
µνǫA + γµDµφǫ
A −DABǫB + 2φηA (5.13)
=
i
2
(Fµν − α−1φVµν)γµνǫA + αDµ(α−1φ)γµǫA + (iαφσ3 −D)ABǫB
in our notation and normalization for fields, with
η± = i
(
ασ3/2− 1
4α
Vµνγ
µν +
i
2α
∇µαγµ
)
ǫ± . (5.14)
The ± signs are for the SU(2)R doublet, containing R or R1+R22 as the Cartan. The super-
symmetric configurations, apart from possible singular behaviors, are
Fµν = α
−1φ(dC)µν , Dµ(α
−1φ) = 0 , D = iαφσ3 . (5.15)
This is solved by φ = αφ0 with a constant φ0, and Aµ = φ0Cµ, D = iα
2φ0σ3. For various
background vector multiplet fields, this will be enough. However, these configurations are
also legitimate saddle point configurations for the dynamical vector multiplet fields in the
path integral. There it will be necessary to include singular configurations to the above
solutions. There is only one background vector multiplet field appearing in the vector mul-
tiplet action, whose nonzero scalar VEV sets the Yang-Mills coupling scale. Namely, we
take (AIµ, χ
IA, φI) with I = 0, 1, · · · , nV , where nV is the number of matter vector multiplet
fields. In our case, nV = |G|. There is one auxiliary scalar φ0, and the remaining nV scalars
are arranged into a matrix φ. The matter-gravity coupling action is given by the cubic
function N = CIJKφIφJφK , which we take as N = φ0tr(φφ) in our case. The background
fields are given by A0µ = Cµ, φ
0 = α, D0 = iα2σ3. So these background fields are the
‘gravi-photon/dilaton’ background. The vector multiplet action can be read off from [70].
For instance, the bosonic part of the vector multiplet action is given by
2g2YMe
−1LV =
(
−1
2
D +
1
4
R +
3
16α2
V 2
)
αφ2 − 1
2α
φ2V 2 + φ
(
2∂aαDaφ− i
4
α2(σ3)ABD
AB
)
+
α
2
FabF
ab + αDaφDaφ+
α
2
DABD
AB + e−1
i
4
ǫµνρστCµFνρFστ , (5.16)
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where trace is assumed. The first order term 2φ∂aαDaφ on the first line can be integrated
by part, to yield the mass term −(∂2α)φ2.
Now we consider the special SUSY configuration Aµ = φ0Cµ, D = iα
2φ0σ3, φ = αφ0
for dynamical vector multiplet fields. Plugging this into the action (5.16), the saddle point
action is given by
S0 =
4π3tr(φ20)
g2YMω1ω2ω3
. (5.17)
Restoring r and making all parameters dimensionless β =
g2
YM
2πr
, rφ0 = φnew, one obtains
S0 =
2π2tr(φ2)
βω1ω2ω3
, (5.18)
which is the classical measure used in (3.3). When singular self-dual instanton strings are put
on S5 along S1 at (n1, n2, n3) = (1, 0, 0), (0, 1, 0), (0, 0, 1), as mentioned in section 3.1, there
is an extra contribution to the classical action. Supposing that k1, k2, k3 self-dual instanton
strings are put at three circles in U(1)r ⊂ Gr part of the gauge group, the first and last term
of the second line of (5.16) makes additional contribution to the action. The net action is
[16]
S0 =
2π2tr(φ2)
βω1ω2ω3
+
3∑
i=1
4π2ki
βωi
. (5.19)
For the charged hypermultiplets, one should rely on a bit brute-force method of construct-
ing the SUSY action and transformation. One can follow [27], which constructs the action
with one off-shell supersymmetry. For the hypermultiplet with scalar qA, complex fermion
ψ, we introduce two complex auxiliary fields FA′ , following [27]. The supersymmetric action
(also coupling with vector multiplet fields) is given by
LH = |DµqA|2 + |[φ, qA]|2 − q¯A(σI)AB[DI , qB] +
(
4− α2/4) |qA|2 − F¯A′FA′ (5.20)
+iψ†γµDµψ + iψ
†[φ, ψ] +
√
2iψ†[χA, q
A]−
√
2i[q¯A, χ
†A]ψ − 1
8α
ψ†Vabγ
abψ +
i
2α
∂aαψ
†γaψ .
We presented the result for adjoint hypermultiplet, but the action for other representations
should also be clear. The action is invariant under the SUSY transformation
δqA =
√
2iǫ†Aψ , δq¯A =
√
2iψ†ǫA , (5.21)
δψ =
√
2
[
−DµqAγµǫA + [φ, qA]ǫA + 3i
2
αqA(σ
3)ABǫ
B + (
i
2α
Vabγ
ab +
2
α
∂aαγ
a)qAǫ
A − iFA′ ǫˆA′
]
,
δFA
′
=
√
2ǫˆ†A
′
[
−γµ∇µψ − [φ, ψ] + i
8α
Vabγ
abψ +
1
2α
∂aαγ
aψ
]
,
and the spinor ǫˆ satisfies [27]
ǫ†ǫ = ǫˆ†ǫˆ , (ǫA)TCǫˆB
′
= 0 , ǫ†γµǫ+ ǫˆ†γµǫˆ = 0 . (5.22)
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To turn on the hypermultiplet mass m, we introduce one more background vector multiplet
for the hypermultiplet flavor symmetry, and give them supersymmetric background values
with φ0 ∼ m. Then one can couple this background vector field with the above hypermulti-
plet in the same way as the dyanmical vector fields couple to the hypermultiplets above.
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