Abstract-Network coevolution, the process of network topology evolution in feedback with dynamical processes over the network nodes, is a common feature of many engineered and natural networks. In such settings, the change in network topology occurs at a comparable time scale to nodal dynamics. Coevolutionary modeling offers the possibility to better understand how and why network structures emerge. For example, social networks can exhibit a variety of structures, ranging from almost uniform to scale-free degree distributions. While current models of network formation can reproduce these structures, coevolutionary modeling can offer a better understanding of the underlying dynamics. This paper presents an overview of recent work on coevolutionary models of network formation, with an emphasis on the following three settings: (i) dynamic flow of benefits and costs, (ii) transient link establishment costs, and (iii) latent preferential attachment.
I. INTRODUCTION Dynamic models for modeling network formation, where nodes/agents have the power to form or severe links with other nodes/agents over time, have served as a natural tool for capturing the establishment of real-world social networks. Questions such as how certain network structures form and how these structures may emerge through certain agent-level decision processes arise naturally. Recent efforts in modeling such endogenous processes in network formation emphasize the dynamic nature of the formation process, considering dynamic/evolutionary models. In such models, agents react adaptively to the current form of the network by forming new links or severing some of the existing ones. Examples of such models include [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , emphasizing the role of agent-level decisions on the observed structures.
In such settings, agents make unilateral decisions about their links based on their own preferences governed by utility functions that depend on the network topology. For example, preferential attachment [15] uses degree distributions, whereas a strategic connections model [16] uses internode distances. An implicit assumption here is that the utility derived from a network topology is an instantaneous function of the network topology. Stated differently, if the utility is a dynamic function of the network topology, these dynamics evolve much faster than changes in network topology, resulting in a time-scale separation between agents revising their decisions and the utility dynamic process. In the absence of time-scale separation, this combination of evolving network and dynamic utility dependence necessitates a coevolutionary analysis.
A general description of coevolutionary systems is that there is a dynamic process reacting to network topology and a network topology reacting to the states of these dynamics (cf., [17] ). In the above discussion of network formation, the dynamics process was the evolving utilities, and the network topology evolves in reaction to these utilities. Another setting where coevolution arises is in diffusion models of consensus, gossip, averaging, etc. (e.g., [18] , [19] , [20] ). In this setting, there is an underlying graph over which agents (nodes) evolve a local state by averaging over their neighbors in the graph. In much of this work, the network topology is fixed. In a coevolutionary setting, the topology evolves in reaction to the evolving states. One such example is a graph based on proximity as in the Hegselmann-Krause dynamics [21] . Here, there is an edge between two agents only if their states are close. Accordingly, the states evolve according to the topology and the topology evolves according to the states, and the ensuing analysis is significantly more complicated [22] , [23] , [24] . One can interpret a fixed topology as a slowly varying topology as compared to the averaging state dynamics, but again, the absence of a time-scale separation necessitates a coevolutionary analysis.
This paper presents a summary of selected recent work that addresses such coevoltuionary behavior in network formation. We consider three settings. In the first setting [25] , the benefits and costs of links evolve as a dynamic function of the network topology. Furthermore, agents are impatient to wait for these values to settle. In the second setting [26] , we consider a setup where benefits and maintenance costs are an instantaneous function of network topology, but introduce a link establishment cost that reflects an agent's familiarity with other agents. Finally, we consider a coevolutionary form of preferential attachment in which incoming nodes are unable to observe the actual degree of a node, but rather a latent version of the degree.
II. DYNAMIC FLOW OF BENEFITS AND COEVOLUTION
In networks involving the exchange of benefits or goods, the benefits may not be transferred immediately, i.e., the benefits between two nodes will flow over time. Traditional strategic network formation models of such systems do not account for the dynamics of flow of benefits and assume the immediate transfer of benefits. Here, we present an overview of our recent results in [25] in which we present a model that captures the emergent behaviors of network coevolution under dynamic benefit flows.
Consider a generic form of utility function that captures the balance between benefits and costs is
where u i (·) is the utility of the i th agent, g i is the chosen neighbor set of the i th agent, and g −i are the chosen neighbor sets of other agents. The combined set of choices/actions, g i , of all agents i ∈ {1, 2, . . . , N }, where N is the number of nodes, defines a network/graph g which we identify as g = (g i , g −i ). Accordingly, R i (g) and C i (g) are the benefits and costs, respectively, to the i th agent as a function of the network, g. This formulation has been studied extensively in the network formation literature [27] , [1] , [6] , [6] , [3] , [2] , [4] , [26] . As previously discussed, the link formation dynamics implicitly presume that such benefits and costs are constant functions of the network topology that arise instantaneously upon link formation. Such restriction permits establishing a connection between static equilibrium notions, such as the Nash equilibrium of the associated game, with the convergence properties of the considered dynamics, such as the bestresponse dynamics of [1] . On the other hand, such restriction ignores potential temporal variations of the utility function itself and their impact on the observed asymptotics.
For a given network g = (g i , g −i ), and given the benefits b i , the utility for node i can be given by
In the instantaneous benefit flow model, the feedback law to select strategies assumed an instantaneous realization of the full benefits from other nodes. Alternatively, the strategy of a node can dynamically depend on the available benefits at a given time. Here, a node can be selecting a strategy at a given point in time such that it maximizes a utility dependent cost function.
In particular, consider the following benefit flow dynamics
ij is the shortest distance between nodes i and j.
Upon establishing a link, the benefits will flow from node j to node i and will be fully realized asymptotically. Alternatively, when a path between two nodes is severed, then the benefits available from a node to another are not lost immediately, but are forgotten over time. Here, the rate is also distance dependent.
For myopic decision makers that seek to maximize the projected utility in the next time step assuming the strategies of the other nodes remain fixed, we can define the utility for a given strategy g i and benefits vector b i at time t − 1 to be
Let G i denote the set of all possible pure strategies of node.
A randomly selected node, at time steps t = 1, 2, . . ., plays a best response to the currently observed benefit flow and network topology,
Definition 2.1: The pair (B * , g * ) is an equilibrium of the coupled dynamics in (1) and (3) 
Here the equilibrium involves both network topology g * and a steady-state benefit flow B * . One class of equilibria that can emerge is when the topology of the network remains unchanged, i.e., g t = g * , ∀t ≥ t 0 for some network topology g * . As a consequence, the shortest distances between nodes remain unchanged, i.e, d ij (g
), ∀i, j and ∀t ≥ t 0 . Therefore, the benefits for each node will correspond to
One of the questions to consider is whether the coevolutionary dynamics can induce some network topologies to become equilibria while they are not equilibria of the noncoevolutionary network formation (static game). In the following we show through an example that given a common set of parameters, such topologies exist.
Proposition 2.1:
2 ), and β 2 < α 1 , then the pair (B * , g * ) given by
is an equilibrium of the coupled dynamics in (1) and (3), and g * is not a Nash equilibrium of the static game when α 1 > 0.
Another important question to consider is whether such equilibria are stable in that a given network topology with benefit flows close enough to the equilibrium values will remain unchanged. Proposition 2.2:
III. ESTABLISHMENT COST, EXPLORATION BENEFIT AND
STABLE NETWORKS Most models of network formation assume some cost associated with link formation. Typically, these are maintenance costs, which reflect the cost of having a link. Another important type of cost is establishment costs, i.e., the cost to form a new link. Unlike maintenance costs, establishment costs are transient phenomena in that once a link is established, the impact of the establishment cost diminishes over time. We present recent work that models establishment cost in terms of familiarity. Nodes have associated familiarity with other nodes based on a fading memory of past links. Establishing a new link has a cost that is greater for nodes that are less familiar. Once the link is established, familiarity increases, and so the establishment cost decays. Alternatively, there can be an establishment reward, in which nodes are encouraged to explore by connecting to unfamiliar nodes. We analyze and illustrate establishment costs on a dynamic network formation process and contrast the behaviors with and without establishment costs.
To capture such dynamic aspects of the utility function, we define state-based utility functions [28] as follows.
Definition 3.1 (State-based utility function): A state-based utility function maps v i : A × X i → R + with v i (α, x i ) being the payoff of agent i at joint action α and at state x i . The definition of the state vector is open-ended. For capturing a familiarity dependence of the cost function, we may define the state vector as a probability distribution over the available link selections A i , i.e., x i ∈ ∆(|A i |), where ∆(n) denotes the probability simplex of dimension n. In that case, the familiarity vector x i corresponds to a unit vector, say e j , i.e., the "familiarity" weighting of agent i with action j is 1, while the corresponding weighting with other actions is 0. By abusing notation, we will also write x i = α i to denote familiarity weighting 1 with the action selection α i .
Stability notions, such as the Nash equilibrium may be extended to capture the state dependency of the utility function. In the case of the familiarity dependence of the cost function, we may define a better reply as follows: Definition 3.2 (State-based better reply): The better reply set of agent i ∈ I to an action profile α = (
Note that better reply is a set-valued function and might be empty. Furthermore, when we evaluate the better reply set of an agent i to an action profile α = (α i , α −i ), the underlying familiarity state in the agent's state-based utility is assumed to be the corresponding action of that agent, α i . Based on this definition of better reply, we introduce the notion of a "stable" action profile by extending the definition of a Nash equilibrium to state-based utility functions. Definition 3.3 (State-based Nash equilibrium): An action profile α * is a (state-based) Nash equilibrium if BR i (α * ) = ∅ for every i ∈ I, i.e.,
for all α i ∈ A i \{α * i } and i ∈ I. Likewise, a strict (statebased) Nash equilibrium satisfies the strict inequality in (5) .
Implicitly here we assume that equilibrium may only be established at a state of maximum familiarity, while deviations from it will result to connecting with unfamiliar nodes.
Example: The state-based utility function of agent i is a function of the form v i : A × ∆(|A i |) → R + , where
Links will be considered unidirectional, where the direction of a link determines the direction of benefits flow. In particular, the function R i : A → R + is the reward of agent i and will be defined here as the number of nodes accessed from node i through its direct/indirect connections [27] . Informally, a link with another agent inherits the benefits available to that agent via its own links.
The cost function of agent i, C i : A i × ∆(|A i |) → R + will capture establishment cost based on link familiarity and may be defined as follows:
with κ 0 ≥ 0, κ 1 ∈ R, and
{a∈Ai:j∈a} x ia , where we are using a as both an index, as in x ia , and a set, as in j ∈ a ∈ 2
Ni . In words, [ψ i (x i )] j denotes the probability that agent i will form a link to neighbor j based on the distribution x i . The term (1− ψ i (x i )) T ψ i (α i ) grows with misalignment of the action α i with the distribution x i . In the perfectly aligned case, for any
The first part of the cost function (6) corresponds to the cost of maintaining the currently established links. The state x i reflects familiarity with a particular set of links. Accordingly, the second part corresponds to an establishment cost. The establishment cost models possible inertia of the system. When κ 1 > 0, this term represents the effort necessary to establish a new link, whereas in the case κ 1 < 0, it represents incentives to explore.
The question that naturally emerges is whether the familiarity state may alter the stability properties of networks that are stable when the familiarity term is non present (κ 1 = 0), i.e., they are Nash equilibria under no state dependence. We start with considering positive establishment cost.
Proposition 3.1 (Nash networks for small κ 1 > 0): For κ 0 + κ 1 < 1, there existsκ 1 > 0 such that: 1) If α is not a Nash network for κ 1 = 0, then α is not a Nash network for κ 1 ∈ (0,κ 1 ); 2) If α is a Nash network for κ 1 = 0, then α is a strict Nash network for κ 1 ∈ (0,κ 1 ). In other words, establishment cost may strengthen stability of Nash networks with no familiarity dependence. On the other hand, the case of negative establishment cost, i.e., κ 1 < 0, can be viewed as rewarding exploration. The consequences are as follows.
Proposition 3.2 (Nash networks for small κ 1 < 0): For κ 0 + κ 1 < 1, there exists a κ 1 < 0 such that: 1) If α is not a Nash network for κ 1 = 0, then α is not a Nash network for κ 1 ∈ (κ 1 , 0); 2) If α is a non-strict Nash network for κ 1 = 0, then α is not a Nash network for κ 1 ∈ (κ 1 , 0); 3) If α is a strict Nash network for κ 1 = 0, then α is a strict Nash network κ 1 ∈ (κ 1 , 0). The opposite phenomenon is observed here, since rewarding exploration may result in weakening stability of Nash networks with no familiarity dependence.
In either one of the above cases, we observe how a statedependent cost function based on familiarity may alter the stability properties of networks, emphasizing the significant role of transition phenomena on the emerging behavior.
IV. COEVOLUTIONARY PREFERENTIAL ATTACHMENT
Another fundamental model of network formation is that of preferential attachment [15] . Here a new node connects to existing nodes within the network based on the degree of each node. In many real-life networks, the actual degree of a given node is not available; rather a proxy of the degree can be measured or estimated. This perceived degree can lag the actual degree. For example, in citation networks, knowledge of the number of citations a given paper has can be inaccurate. The estimate of the node degree can be less than the actual number due to delays in propagating and accumulating citation info. Despite this uncertainty, citation networks exhibit a degree distribution similar to that of standard preferential attachment. We introduce a new dynamic preferential attachment model to capture the lack of knowledge of node degree and the dynamic nature of update of estimates of node degrees. The resulting system exhibits a power-law distribution of node degrees.
In the Barabasi-Albert model of network formation, starting with a small number of nodes (m 0 ), a new node arrives at every time step and forms m ≤ m 0 links (edges) with existing nodes, the probability of forming a link with an existing nodes is proportional to the state of the node here taken as the degree, giving rise to preferential attachment. Hence, a node with a higher degree has a higher probability of getting a new link to it. For node i with degree k i , the probability that an incoming node forms a link with node i is Π(
Consider the case when the state of a given node is the apparent attractivity of a node, and is a delayed response of the degree of the node. That is, an incoming node cannot see the exact degree or attractivity of a given node, rather, it sees a delayed response of the degree of the node. Let c i be the apparent attractivity of a given node such that
where α ∈ [0, 1], with α = 0 corresponding to the original Barabasi-Albert model. The coevolutionary dynamics of state dependent network formation and network dependent state evolution presents an interesting problem that requires further analysis, especially when the time-scales of the two equations are comparable and there is no separation of time-scales. If the attractivity of a node is updated upon the arrival of any new node to the system, then the attractivity will be updated fast enough for most nodes and a separation of time scales arises. However, whenever the attractivity is updated only upon an incoming link to the node itself, then the times scales of the two processes will be comparable, resulting in coevolutionary dynamics.
The derivation of a closed form representation of the limiting distribution of the coevolutionary model is a challenge and remains open. We conducted numerical experiments to to examine the emergent behavior. The simulation results show that the coevolutionary model exhibits a degree distribution that deviates from that of standard preferential attachment.
While the slope for higher values of k (k ≥ 12) is comparable to standard preferential attachment, the distribution exhibit a different behavior for low values of k. There is also an increase in the number of super hubs (nodes with very high degree k). A similar increase in super hubs was observed previously due to multi scaling and competitiveness [29] . 
V. CONCLUDING REMARKS
We have reviewed three settings of coevolutionary dynamics in network formation: (i) dynamic flow of benefits and costs, (ii) transient link establishment costs, and (iii) latent preferential attachment. Clearly, much work remains both in the analysis of such models and their relation to available network data. Coevolutionary modeling offers the possibility to better understand how and why network structures emerge. For example, social networks can exhibit a variety of structures, e.g., ranging from almost uniform to scale-free degree distributions [30] . While current models of network formation can reproduce these structures, coevolutionary modeling can offer a better understanding of the underlying dynamics. Likewise, coevolutionary modeling can provide insights into other phenomena such as cascading failure in networks. The model of [31] compares the robustness of different network structures, in which nodes are randomly and exogenously assigned immunity levels. This exogenous assignment allows for the questionable circumstance of a node with high centrality to have low immunity. Alternatively, coevolutionary modeling could offer insights into the interplay between centrality and immunity. 
