Articles you may be interested in Self-heating and athermal effects on the electroluminescence spectral modulation of an AlGaInP light-emitting diode J. Appl. Phys. 110, 073103 (2011) This work presents a model for describing the shape of the spontaneous emission spectrum from a quantum-well structure. A function is introduced to specify the probability distribution for the effective band gap. Based on this model, the coexisting carrier thermal broadening and effective band gap broadening in the spontaneous emission spectrum can be separated from each other. Applying this model to the spectra of AlGaInP light-emitting diodes reveals that the probability distribution functions are almost Gaussian. Therefore, the emission spectra can be described by an analytical expression with fitted parameters. Possible reasons for this band gap broadening are discussed. The determination of the junction temperatures from the emission spectra and possible deviations of the results thus determined are also elaborated.
I. INTRODUCTION
AlGaInP alloys are extremely important in visible lightemitting diodes ͑LEDs͒ with a yellow-green to red spectral range, because of their direct band gap, their lattice matching to the GaAs substrate, and the large range of tunability of their wavelengths.
1-3 Therefore, considerable effort has been made to enhance the performance of AlGaInP LEDs, including both the internal quantum efficiency [4] [5] [6] and the extraction efficiency. [7] [8] [9] [10] [11] [12] [13] [14] Hence, current AlGaInP LEDs exhibit a luminous efficiency of as high as 100 lm/W, 14 and have already been adopted in numerous applications. However, in the light of rapid advances in device performance, there are a few studies on the fundamental properties of LED emission, such as spectral width and shape. The emission is generated by electron-hole recombination in the active layer, so the spectrum should depend strongly on numerous parameters, such as the energy distribution of carriers, the density of states, temperature, the coupling strength between electrons and holes, compositional fluctuations, and dimensional fluctuations. All of these important parameters can be investigated using the emission spectrum. For example, comparing the surface and edge emissions from AlGaInP LEDs reveals not only the origin of their difference, but also the electron-hole radiative recombination lifetime, the optical joint density of states, the absorption spectrum, and the bimolecular recombination coefficient of the quantum wells. 15 This work presents a model for describing the shape of the spontaneous emission spectrum from a quantum-well structure. A function is introduced to specify the probability distribution for the effective band gap. Based on this model, the coexisting carrier thermal broadening and effective band gap broadening in the spontaneous emission spectrum can be separated from each other. Applying this model to the spectra of AlGaInP LEDs reveals that the probability distribution functions are almost Gaussian. Therefore, the emission spectra can be described by an analytical expression with fitted parameters. Possible reasons for this band gap broadening are discussed. The determination of the junction temperatures from the emission spectra, and possible deviations of the determined results from actual values are also considered.
II. EXPERIMENT
The spectra of two AlGaInP LEDs that separately emit yellow-green and amber were analyzed. The wafer structure of the yellow-green sample has an n-type GaAs substrate, a 390-nm-thick n-type Al 0.5 In 0.5 P hole-blocking layer, 65 pairs of multiple quantum wells ͑MQWs͒, each of which comprises a 3.3 nm ͑Al 0.3 Ga 0.7 ͒ 0.5 In 0.5 P well/2.9 nm ͑Al 0.58 Ga 0.42 ͒ 0.5 In 0.5 P barrier, a 517-nm-thick p-type Al 0.5 In 0.5 P electron-blocking layer, and a 9.38-m-thick p-type GaP current spreading layer. Since the spectral characteristics of the amber sample are similar to those of the yellow-green sample, details of the wafer structure of the amber device are not elaborated here. Chips made from these wafers had an area of 225ϫ 225 m 2 and a height of 180 m. These chips were mounted onto heat sinks using a metal solder. The heat sink was a Bergquist thermal clad substrate with an area of 3 ϫ 3 cm 2 and a height of 0.2 cm. According to the authors' earlier work, the thermal resistance of a device that is mounted in this method is less than 105 K/W. 16, 17 Therefore, the junction temperature was less than 2.5 K greater the ambient temperature when the device was operated at 10 mA. The device spectra were obtained by placing the device onto the sample holder of a cryostat, electrically driving the device, collecting the top emission using a microscope, and then analyzing the wavelength-dependent energy spectral density functions P͑͒ using a monochromator and a silicon photodetector. The overall system wavelength-dependent response comprised of the responsiv-ity of the silicon photodetector and the reflectivity of the grating was taken into account. Figures 1͑a͒ and 1͑b͒ present the spectra of the yellow-green and the amber devices that were operated at 10 mA, at temperatures from 120 to 400 K in steps of 20 K, and the variations were summarized in Fig.  2 . As the ambient temperature increased, the peaks were redshifted and the intensities attenuated. As each photon represents a transition event in the active layer, the photon density spectrum is more useful than the power spectrum in obtaining information about spontaneous emission and the related phenomena. P͑͒ was then transformed to the corresponding frequency-dependent energy spectra P͑h͒, according to P͑h͒ = ͑ 2 / hC 0 ͒P͑͒, where C 0 is the speed of light in a vacuum and h is Planck's constant. 18 The relative photon density spectra r͑h͒ were then obtained using r͑h͒ = P͑h͒ / h, 15 and the results are plotted as solid curves on a semilog scale in Figs. 3͑a͒ and 3͑b͒ for the yellow-green and the amber devices, respectively.
III. THEORETICAL SPECTRAL SHAPE
The spontaneous emission rate for a direct band gap semiconductor is 15, 19 
where r is the electron-hole radiative recombination lifetime, ͑h͒ is the optical joint density of states, and f c ͑1 − f v ͒ is the probability that an electron is in the initial state and a hole is in the final state. 20 Since LEDs function with low-level excitation, 
where E g0 and m r denote the band gap energy and the reduced mass of the electronhole pairs, respectively. Thus, the spectrum of spontaneous emission should look like the solid curve in Fig. 4͑a͒ , which reveals the well-known 1.8KT full width at half maximum ͑FWHM͒. Likewise, in a quantum-well structure, since the motions of electrons and holes are confined in twodimensional wells, the densities of states of the carriers are step functions, and the corresponding optical joint density of states is also a step function ͑h͒ = m r u͑h − E g ͒ / ប 2 d, where u͑ ͒ denotes the step function, d is the thickness of the quantum well, and E g is the effective band gap, which includes the quantum-confined zero-point energies of electrons and holes. The resulting theoretical spectrum should be similar to the solid curve in Fig. 4͑b͒ , which rises sharply when h Ͼ E g and has a FWHM of 0.7KT.
However, the real spectra in Fig. 3 did not rise sharply when h Ͼ E g and the corresponding FWHMs in Fig. 5 also greatly exceed the value predicted using Eq. ͑2͒. Linear regression yields approximate FWHMs of 18.6+ 1.11KT and 13.2+ 1.19KT in units of meV for yellow-green and amber devices, respectively. The fact that the FWHMs exceed 13 meV even when the temperature is extrapolated to 0 K indicates that the band gaps of the quantum wells are broadened. This broadening has many potential causes, including fluctuation of well width, [23] [24] [25] compositional fluctuation, 26 the low-energy tail of the band gap states, 21 and variations among wells. However, regardless of the actual reasons, a satisfactory analytical description of the experimental results must include the effects of the broadening. Therefore, a distribution function, W͑E g ͒, which satisfies the normalization condition
is adopted herein to specify the probability distribution for the effective band gap. Because of this distribution, the collection of all the emissions from various band gaps constitutes the observed spectrum. Therefore, the spontaneous emission spectrum should be
This equation is somewhat more complex than that for the unbroadened spectrum. However, when h is much larger than the major distribution range of W͑h͒, W͑h͒Ϸ0,
and Eq. ͑4͒ can be approximated as 
This spectral shape is the same as that of the unbroadened spectrum ͓Eq. ͑2͔͒ that attenuates as a function of e −h/KT at the high-energy tail. This attenuation can be used as a metric of the temperature of the junction. Furthermore, since
the derivative of this equation with respect to h yields the shape of W͑h͒ as follows:
This proportionality in conjunction with the normalization condition, Eq. ͑3͒, exactly determines the band gap probability distribution function W͑h͒.
IV. EXPERIMENTAL SPECTRAL ANALYSIS
As indicated by the solid curves in Figs. 3͑a͒ and 3͑b͒, although the ambient temperature covers a rather wide range ͑from 120 to 400 K͒, the slopes of the low-energy tails of the measured spectra do not change appreciably with the temperature. This fact is consistent with Eq. ͑4͒, which states that the low-energy tails of these spectra depend strongly on the broadening of the band gap but weakly on the junction temperature. In contrast, as revealed by the dashed lines in Figs. 3͑a͒ and 3͑b͒ , the high-energy tails of these spectra are accurately described by straight lines whose gradients depend strongly on the temperature. Figure 6 plots the junction temperatures obtained from the gradients, which are very close to the ambient temperatures. This finding agrees with Eq. ͑5͒: When h exceeds the major distribution range of W͑h͒, the high-energy tails of the broadened spectra are similar to that of the unbroadened spectrum that attenuates as a function of e −h/KT .
After the junction temperatures were determined, the band gap distribution functions W͑E g ͒ were determined from the spectra. Figure 7 presents an example of the determination of one such function. The solid points in Fig. 7͑a͒ plot the spectrum obtained from the yellow-green sample at 300 K. The spectrum was multiplied by e h/KT , where T is the obtained junction temperature, and by a normalization constant to make the resultant function unity at high energy, yielding the integral ͐ 0 x W͑E g ͒dE g using Eq. ͑4͒, as plotted in the inset in Fig. 7͑a͒ . Differentiation with respect to x yielded W͑E g ͒, which is represented by the solid points in Fig. 7͑b͒ . Based on this procedure, W͑E g ͒ was obtained for the yellowgreen and the amber devices at various temperatures and plotted as solid curves in Figs. 8͑a͒ and 8͑b͒, respectively. The temperature-induced band gap shrinkage caused the peaks of W͑E g ͒, presented in Fig. 9͑a͒ , to be redshifted as the temperature increased. The FWHMs of W͑E g ͒, presented in Fig. 9͑b͒ , can be approximated by linear regression as 25.7 + 0.27KT and 18.6+ 0.41KT in units of meV for the yellowgreen and the amber devices, respectively. Fig. 3 .
FIG. 7.
͑Color online͒ ͑a͒ Points plot spectrum of yellow-green sample measured at 300 K while solid curve plots simulated results. The inset plots the relationship between ͐ 0 x W͑E g ͒dE g and x obtained from measured spectrum. ͑b͒ Points plot effective band gap probability distribution function W͑E g ͒ obtained by differentiating the curve in inset in ͑a͒. These points are very close to a Gaussian distribution, plotted as a solid curve.
weaker than that of the original spectra, presented in Fig. 5 ͑18.6+ 1.11KT and 13.2+ 1.19KT͒, since broadening by thermal distribution of the carriers is eliminated.
Notably, all of the band gap distribution functions look like unit-area Gaussian functions
where E 0 and ⌬ denote the central energy and the FWHM, respectively, of the distribution function, and E g is the band gap parameter. For example, the band gap distribution function of the yellow-green sample, plotted in Fig. 7͑b͒ , is centered at E 0 = 2.161 eV and has a FWHM of ⌬ = 0.037 eV.
Substituting these E 0 and ⌬ values into the Gaussian function yields the solid curve in Fig. 7͑b͒ , which is markedly consistent with the experimentally determined band gap distribution function, except at the wings, where its intensity is low. This is not a special case since all of the experimentally determined band gap distribution functions in Fig. 8 ͑solid curves͒ can also be reasonably fitted by their corresponding Gaussian functions ͑dashed curves͒. Based on this observation, the theoretical spectrum that is given by Eq. ͑4͒ can be analytically expressed as
where Erfc͑ ͒ is the complementary error function. The simulated spectrum of the yellow-green sample at 300 K, plotted as the solid curve in Fig. 7͑a͒ , is very close to the experimental solid points. This closeness is also evident in Fig. 10 . All of the experimental spectra that were investigated in this work are represented as solid curves, while the corresponding simulated spectra are plotted as dashed curves. Accord- TABLE I. Linear regression of FWHMs of photon density spectra in Fig. 3 , and of effective band gap probability distribution functions in Fig. 8 ingly, Eq. ͑9͒ effectively simulates the spontaneous emission spectrum from a quantum-well structure.
V. DISCUSSION
The broadening of the high-energy tail of a spontaneous emission spectrum is caused mainly by the thermal distributions of the electrons and holes. Thus, the temperature obtained from the high-energy tail, or equivalently, determined from the equation
is frequently called the carrier temperature T c , in contrast to the junction temperature T j , which specifically refers to the lattice temperature in this situation. In the cases considered herein, the measured carrier temperatures are close to the lattice temperatures. However, the authors' experience has also established that many other devices, especially nitride LEDs, have a higher carrier temperature, as indicated frequently in literature. [27] [28] [29] [30] [31] [32] [33] [34] [35] Henry et al. [36] [37] [38] addressed this issue by considering the balance of energy flow and concluded that the real carrier temperature should not deviate appreciably from the lattice temperature. Their argument, when applied to the cases in this work, is modified as follows. Since the room-temperature bimolecular recombination coefficient between the electrons and holes is B = 1.87ϫ 10 −10 cm 3 s −1 in the AlGaInP quantum wells herein, 15 when the devices are operated at I = 10 mA and assumed to have a 100% internal quantum efficiency, the carrier injection rate, the injected excess carrier density, and the radiative excess carrier lifetime are R r = 5.75ϫ 10 24 cm −3 s −1 , ⌬n = 1.75ϫ 10 17 cm −3 , and c = 30.5 ns, respectively, derived from the equality R r = ͑I / e͒ / V = B⌬n 2 = ⌬n / c , where V denotes the total volume of the quantum wells. Now, the energy relaxation time E required to yield T c − T j = 10 K can be estimated. The temperature difference between the carriers and the lattice causes the rate of energy loss from the electron-hole pairs to the lattice to be 3⌬nk͑T c − T j ͒ / E . However, since an electronhole pair that moves from the barrier to the quantum well should obtain a kinetic energy E offset Ϸ 0.1 eV from the offset between the barriers and the zero-point energies in the wells, the carrier heating rate is R r E offset = ⌬nE offset / c . Since both rates must be equal in the steady state, the energy relaxation time is estimated to be E =3k͑T c − T j ͒ c / E offset Ϸ 788 ps. This value is unreasonably large in comparison to 2.5 ps for n-type GaAs and 1.7 ps for n-type InP, 39 and is the result of overestimation of the temperature difference. Accordingly, a high carrier temperature, measured from the high-energy tail, does not really reflect the true carrier temperature; rather, it reflects the fact that the high-energy tail of the spectrum cannot be fully described by the attenuation factor e −h/KT . The deviation of the high-energy tail from pure exponential decay has many potential causes. The first is the improper transformation of the measured spectrum. For example, if the spectral analyzer has been carefully calibrated and the measured result corresponds to the wavelengthdependent power spectrum, then not only should the x-axis be changed from wavelength to frequency, but also the y-axis, as stated above, should be changed to the frequencydependent photon density. If the transformation of the y-axis is ignored, then, although the determined peak position of the spectrum will not be significantly affected, the shape of the spectrum will be changed, and the carrier temperature obtained from the improperly transformed spectrum will be T m = T c / ͓1-3KT c / hv͔, where T m is the measured carrier temperature, T c is the real carrier temperature, and hv is the energy at which T m is determined. Therefore, when T c = 300 K and hv = 2.2 eV, the measured carrier temperature is T m = 311 K, which exceeds the real carrier temperature. The second possible cause is the deviation in the optical joint density of states. For example, in double heterostructure or homojunction LEDs, the optical joint density of states is proportional to ͑hv − E g ͒ 0.5 , and the measured carrier temperature is T m = T c / ͓1−KT c / 2͑hv − E g0 ͔͒. Thus, at T c = 300 K and hv − E g0 = 50 meV, the measured carrier temperature is T m = 405 K, which markedly exceeds the real carrier temperature. The third possible cause is the broadening of the band gap. [31] [32] [33] [34] [35] For example, if this broadening follows a Gaussian function as in the cases presented herein, then the measured carrier temperature is 
. ͑11͒
where G͑ ͒, E 0 , and ⌬ are defined in Eq. ͑8͒. This equation can be further simplified to
where f͑hv , E 0 , ⌬͒ = ͐ 0 hv G͑x − E 0 , ⌬͒dx / G͑hv − E 0 , ⌬͒, as plotted in Fig. 11 for various ⌬ and hv − E 0 . Consider the yellowgreen sample described above and presented in Fig. 7͑b͒ as an example; since the broadening ⌬ is only 37 meV, f͑hv , E 0 , ⌬͒ equals 6222 meV and markedly exceeds KT c when hv − E g0 = 50 meV. Thus, the deviation of the measured carrier temperature T m from the real carrier temperature T c is only 0.4% when T c = 300 K. Accordingly, the measured carrier temperatures were almost the same as the lattice temperatures. However, if ⌬ is extended to 5KT, f͑hv , E 0 , ⌬͒ equals 171 meV. The deviation of the measured carrier temperature T m from the real carrier temperature T c is 15%, and the measured carrier temperature should be 345 K, which greatly exceeds the real carrier temperature. The fourth possible cause is the reabsorption of the spontaneous emission by the quantum wells. By this reabsorption, the spontaneous emission spectrum r͑h͒ should be attenuated to become r͑h͓͒1 − exp͑−␣͑h͒L͔͒ / ␣͑h͒L, where ␣͑h͒ is the absorption coefficient that can be deduced from r͑h͒ via the relationship between Einstein's A and B coefficients, and L is the total thickness of the light-emitting layer. 15 The parameters E 0 = 2.161 eV, ⌬ = 0.037 eV, and T = 300 K were substituted into Eq. ͑9͒, which describes the theoretical spontaneous emission spectrum, to determine the relation between the carrier temperatures measured at hv − E g0 = 50 meV and the number of quantum wells. The results plotted in Fig. 12 clearly show that the deviation between the measured and the real carrier temperatures is less than 7 K, even when the number of quantum wells reached an unreasonably large value of 1000. This small deviation is the result of the constant optical joint density of states that causes the absorption coefficient to depend weakly on the energy when hv ӷ E g0 . Thus, the high-energy tail of the spectrum was attenuated by a similar factor at various energies, and the measured carrier temperature is always very close to the real carrier temperature. Therefore, reabsorption cannot be a major cause of largely responsible for the overestimation of carrier temperature in a two-dimensional structure.
After the broadening effect, induced by the thermal distribution of carriers, has been eliminated from the spontaneous emission spectra, the resulting probability distributions of the effective band gap, presented in Figs. 7͑b͒ and 8, still reveal significant line widths. Moreover, the widths of these distributions still depend weakly on the lattice temperature. Thus, the possible determinants of the line shape, the line width, and the temperature dependence of the width are of great interest. The Gaussian behavior of these distribution functions, according to the central limit theorem in statistics and probability theory, indicates that the broadening is probably related to some random distribution in the active layers. The random distribution in the structures has two possible causes. The first is fluctuation of and variation among the well widths. [23] [24] [25] If the standard deviation of the well thickness is assumed to be the thickness of a single monolayer, then solving Schrödinger's equation using the effective mass approximation yields a deviation of the ground state transition between the electrons and the holes of = 6.24 meV.
Thus, the FWHM is ⌬ =2 ͱ ln 2 = 14.7 meV. This value is about half of the experimental broadening, presented in ϫ 10 −18 / V h ͒ 1/2 meV cm −3/2 . The electron ͑hole͒ mean free path in a two-dimensional structure can be determined from the relation ᐉ e͑h͒ = v th,e͑h͒ e͑h͒ = ͱ2KT/m e͑h͒ e͑h͒ , where v th,e͑h͒ is the thermal velocity, e͑h͒ is the momentum relaxation time, and m e͑h͒ is the effective mass of the electrons ͑holes͒. Given the typical value e͑h͒ ϳ 10 −13 s used in the estimation, 40 the mean free paths of the electrons and holes are 28 and 12 nm, respectively, and the FWHM associated with alloy broadening is 9.6 meV. This value is comparable to that ascribed to the well width fluctuation, and demonstrates the role of alloy broadening in the devices. Moreover, when the temperature is increased, the phonon population is also increased, the momentum relaxation time of carrier e͑h͒ is decreased, the coherent volume of the carrier wave function V e͑h͒ is reduced, and the compositional fluctuation increases, since a smaller volume has fewer cation sites. These changes may explain why the line widths of the effective band gap distributions still depend weakly on the temperature, even when the thermal broadening effect of the carrier distribution has been removed.
VI. CONCLUSION
This work presents a model for describing the spectra of quantum wells. A function W͑E g ͒ is introduced to specify the probability distribution for the effective band gap. The shape of the spectrum is determined by the product of the integral of W͑E g ͒ and the high-energy attenuation function e −h/KT . Accordingly, the carrier temperature can be determined from the high-energy tail of the spectrum and the probability distribution function can be deduced by further numerical processing. This model was applied to AlGaInP LEDs, and the measured carrier temperatures were found to be very close to the set lattice temperatures. This finding is important evidence of the validity of the proposed model. Since the probability distribution functions of the samples were almost Gaussian functions, the experimental spectra can be directly described by an analytical expression with fitted parameters. Well width and composition fluctuations are presumed to be responsible for W͑E g ͒ broadening, as determined from their orders of magnitude. The inherent randomness of these two mechanisms explains the Gaussian nature of the distribution functions. In spite of the successful application of this model herein, an excess of the carrier temperature over the lattice temperature, determined from the high-energy tail, is also frequently encountered. In such cases, the measured carrier temperature may not reflect the true carrier temperature, but indicates that the high-energy tail deviates from pure exponential decay. Four possible causes of this deviation are discussed. They are improper transformation of the measured spectrum, samples having different optical joint densities of states with respect to a quantum-well structure, excessive broadening of the band gap distribution function, and reabsorption of the emission by the active layer. The last, however, has less effect than the others.
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