The neuronal paradigm of studying the brain has left us with major limitations in both our understanding of how neurons process information to achieve biological intelligence and how such knowledge can be translated into artificial intelligence. Overturning our fundamental assumptions of how the brain works, the recent exploration of glia is revealing that these long-neglected brain cells, and in particular astrocytes, dynamically contribute to and regulate neuronal activity by interacting with neurons at the synaptic level. Following recent glial-specific in vivo calcium imaging studies, we built a biologically-constrained model of an astrocytic-neural network and analyzed the dynamics of the astrocyte-neural interaction. We show that the inclusion of astrocytes was sufficient to trigger transitions between learned states in a Hopfield-type model of memory. The timing of the transitions was governed by the dynamics of the calcium-dependent slow-currents in the astrocytic processes ensheathing the synapses. Our results align with calcium imaging studies that in the last several years have revealed that astrocytes respond to neural activity on a much faster timescale than previously believed, and provide a possible computational mechanism for the long-suspected role of astrocytes in learning and memory. Overall, this paper aims to steer and expand our concept of information processing in the brain to include non-neuronal elements.
Introduction
Since Ramon Y Cajal's first drawings of the microscopic brain structures [4] , neurons have monopolized brain research, being at the forefront of disciplines such as computational neuroscience [27] and inspiring artificial intelligence [23] . Therefore, it comes as a shock to many to learn that perhaps up to 90 percent of the brain's cells are not neurons, but are instead glial cells [17] . Spurred by the recent technological advancements in glial-specific Ca 2+ imaging in vivo [30] , a new interest in these electrically silent cells is starting to reveal their computational roles in the brain.
Astrocytes, the most well-studied and abundant type of glial cell [2] , receive input from neurons and also provide input to them. They do this through processes extending from their somas, which can contact up to 10 5 nearby synapses [14, 6] . This three body arrangement (astrocyte process, pre-synaptic neuron, post-synaptic neuron) is called a tripartite synapse [1] . The main signaling mechanism that astrocytes have is the elevation of their Ca 2+ concentration [2] . The cells communicate with one another by propagating long-distance intercellular waves of Ca 2+ ions [20, 13, 21] ; they are also known to propagate intracellular waves within themselves-the conditions under which these two signaling modes occur remain largely mysterious [2, 30] . Individual astrocyte processes respond to pre-synaptic input also with an elevation in their internal Ca 2+ levels [2] . Interestingly, this astrocytic-neural interaction is dynamic and plastic, although little is known about the exact form of this plasticity [29] . The timescale of astrocyte Ca 2+ excitability was previously believed to be entirely on the order of seconds to hours, yet recent experiments have found a faster astrocytic response to synaptic activity-on the order of hundreds of milliseconds, taking place at the astrocytic process [22, 9] . The role of this recently discovered "fast" Ca 2+ signal remains unknown, although some authors have linked it to hemodynamic response [22, 33] .
Astrocytes share the same mechanisms with neurons as they, too, modulate the flux of ions into and out of the neurons, through gliotransmitters. The current injected into the neurons can be positive or negative-denoted slow-inward current (SIC) and slow-outward current (SOC), respectively [19, 26, 11] . SICs appear to be released into postsynaptic neurons only when the Ca 2+ level inside the astrocyte reaches a certain threshold from below [31] . Less is known about SOCs, although they seem to follow a similar time-course to SICs [25] . In this paper, we propose a model of how an astrocyte may employ the SICs and SOCs to enable the transition between memories in a biologically constrained astrocytic-neural network. We also propose a simple, co-occurence (Hebbian-type) learning rule between the astrocyte process and the post-synaptic neuron which formalizes the notion of astrocyte-neuron plasticity [29] .
To model distinct memories, we designed a Hopfield-type recurrent neural-astrocytic network, where each synapse is enseathed by an astrocytic process (see Fig 1) . The current leading hypothesis-which faces many interesting competitors [8] -is that memories are stored as the connection strengths between neurons [15] . A simple and computationaly elegant model, the Hopfield network, incorporates the above features to perform autoassociation: in other words, the tag to retrieve a network state is a corrupted version of the state itself [5] . Learning in the Hopfield network [16] can be understood as creating new attractors in the configuration space of the system, so that when the system is put into a configuration close to a stored configuration (i.e when the network is presented a noisy version of a fundamental memory), it will dynamically relax towards the nearest fundamental memory, and stay there indefinitely. This model-as well as its continuous analogs [10] -have been used to explain neural dynamics in several brain regions, including persistent activity in cortex [32, 7] and path integration in hippocampus [24] . A challenge for Hopfield-type neural networks is explaining the origin of temporal sequences; in other words, how can a network be constructed so that the tag to retrieve a given sequence of memories is the first memory in that sequence? Hopfield recognized this problem and proposed a modification to his original model which allowed for the recall of temporal sequences by using an asymmetric synaptic weight matrix [16] . However, this method suffered from instabilities and was difficult to control. Sompolinsky et al [28] , independently and in parallel with Kleinfeld [18] , showed that this scheme could be made robustly stable by the introduction of "slow-synapses"-synapses which compute a weighted average of the pre-synaptic neuron state.
Incorporating the recently discovered short response time of the astrocytic processes to the presynaptic activity, we propose a model which uses the Ca 2+ dynamics of astrocyte processes to transition between memories in a Hopfield-type neural network. In this memory model, astrocyte processes triggered the transitions between learned states, where the timing of the transitions was governed by the dynamic of the Ca 2+ -dependent SICs and SOCs.
Methods
The neurons in our model are zero-temperature, spin-glass units, with 1 and 0 representing the active and quiescent states, respectively. The output of neuron i was aligned with the local field, h i :
Here, we expanded h i to include the effects of astrocyte-mediated post-synaptic SICs and SOCs, as follows:
where N was the number of neurons, J ij was the stabilizing, symmetric matrix, and T ij was the matrix of amplitudes for the astrocyte-mediated slow-currents (SCs), either a SIC or a SOC. No self-connections were allowed. The astrocyte processes are independent, and respond only to the presynaptic firing activity at the tripartite synapse. b) The tripartite synapse, showing the flowchart of a presynaptic activity s j (t) driving the astrocytic process state P j (t) which triggers the SC signal to get injected into the postsynaptic neuron for SC production.
Following experimental studies suggesting that most synapses are enseathed by astrocytic processes [3] , all N 2 synapses in the network were tripartite synapses. Since all the processes that take neuron i as its input were synchronized, the vector of SCs was of size N 2 /N . Let ξ µ i denote the activity of neuron i during memory µ, and m denote the number of memories stored in the network:
where q < m, the ξ µ+1 i ξ µ j terms define the sequence of memories, and λ controls the relative strength between the two matrices. We set all diagonal elements of both matrices to zero, not allowing self-connections. Following experimental evidence [25] , the SCs exponentially decayed (see Fig 2) after a rapid rise time (negligible). :
where δ cal is the time at which the astrocyte Ca 2+ reached the SC-release threshold, c thresh . We propose a minimal model for Ca 2+ level in the astrocyte process, P j , where the time evolution of P j depends linearly on the activity of the presynaptic neuron s j and the previous state. Dropping the j subscript, an astrocyte process at time t+1, denoted P t+1 is given by:
where 0 ≤ α < 1.
Results
The above equation can be solved in terms of s t , α and β alone by defining the operatorL such that: wave (blue) which rises in response to the presynaptic activity and the related SIC (green) which is injected into the postsynaptic neuron. The y-axes are scaled for visibility/clarity, as their relative amplitudes are of no biological relevance for this study.
We can then arrive at an expression for P t :
We can determine the amount of time it takes for the Ca 2+ to reach the SC-release threshold, which in turn will determine the duration of time a network spends in a given quasi-attractor (τ ) (see Fig 3) . The analysis is simplified in the continuous limit:
which has the general solution:
Though the choice of β and c thresh are arbitrary (provided that τ remains a positive real number and 0 < c thresh < 1), if one makes the simplifying assumption that βα t is normalized to unity, this expression becomes:
This equation says that for a fixed α, the time to reach the SC-threshold scales logarithmically with the threshold value. The biological interpretation of the normalization is that the more the astrocyte processes depends on its own Ca 2+ level in the previous timestep (determined by α), the less it depends on the presynaptic neural activity (determined by β), since normalization implies that β = ln( 1 α ). Having this parameter, we can now examine the dynamics of the network in detail. The analysis is simplified by switching to the s i = ±1 neural representation, which is related to the s i = 0, 1 representation by the transformation 2s i − 1.
Imagine that at time t = 0 the network has entered into the attractor for memory ξ 1 . The Ca
2+
thresholds have not been hit (i.e. SC j (t) = 0 for all j).Therefore, the total field felt by neuron i is simply: Figure 3 : The amount of time the network spends in each quasi-attractor τ , as a function of α and c thresh . For a fixed α, increasing c thresh increases the time it takes for an astrocyte processes to release a SC, thus increasing τ .
If we assume low loading (i.e p << N ), the noise term vanishes. This field persists until t = τ , the time at which c thresh is reached by the active astrocyte processes. Now the field becomes:
Since the SCs are only released from an astrocyte process if the neuron has been in the active state for 0 < t < τ , the vector of SCs at t = τ is equal to the vector of neuron states when 0 < t < τ . In other words, we identify SC j (t) = ξ 1 j , which permits the simplification:
In the zero noise limit, the neurons will align with memory ξ 2 . This field persists until t = 2τ , when the next transition is precipitated by the astrocyte processes (see Fig 4) .
An important point to note is that the results of the model are insensitive to the choice of response function for astrocytic Ca 2+ , so long as the Ca 2+ crosses the threshold with some periodicity. It is interesting to consider cases when tau is time-dependent, since simulations of biophysically-detailed calcium response [13] suggest that astrocytes can perform FM, and AFM encoding of synaptic information. Let us consider the simple case of a frequency modulated sinusoid and its first time derivative, which can be written in the following way:
To solve for τ , we attempt to solve for t such that: y(t thresh ) = 0 and dy dt | t thresh > 0. Where we assume that SC-threshold equals zero without loss of generality. Since the SC-threhsold must be crossed from below for the astrocyte to release gliotransmitters. For example, if ω(t) = w 0 t (i.e the frequency increases linearly with time) then one can easily show that the time between the n th (n = 1, 2, 3, 4...) SC-threshold crossings (i.e τ ) can be written:
which, for large n, approximately equals π 2ω0n . Note that τ n tends to zero for large n , as one would expect when the frequency tends to infinity.
For learning, we propose a simple, Hebbian-type mechanism by which the astrocytic neural network could arrive at the correct form of the matrix T. Assume that at t = 0 the network is presented a pattern, ξ µ , until some later time t = t switch when the network is presented ξ µ+1 . If t switch »0, the astrocyte process which takes neuron i as its input will be very nearly equal to ξ µ . At t = t switch , the astrocyte process correlates its current state with the state of the post-synaptic neuron and adjusts the levels of future gliotransmitter release accordingly-changing the sign and amplitude of future SC release. This can be expressed as follow:
which yields exactly the T-matrix used above (assuming the learning rate, η, equals 1 and the sequence is presented to the network exactly one time), in the s i = ±1 representation. Interestingly enough, this mechanism requires retrograde signaling between the post-synaptic neuron and astrocyte process, which is known to occur through endocannabinoid mediated pathways [11] .
Discussion and Conclusion
In this paper, we presented a biologically plausible astrocytic-neural network, where astrocytes were sufficient to trigger transitions between stored memories. By injecting a "fast" Ca 2+ triggered current in the postsynaptic neuron, astrocytes modulated the neural activity into coherent, predictable patterns across time, sharpening a particular input to our memory and recalling a learned memory sequence. The ability of astrocytes to modulate neuronal excitability and synaptic strength can have several immediate applications to systems neuroscience and artificial intelligence.
In light of the fact that almost all neurological conditions are now regarded as conditions where both neurons and glia are affected, the computational role of astrocytes in brain diseases is indisputable. Astrocytic-neural networks could be used to study hypotheses on astrocytes failing to perform their critical synaptic functions. Mounting evidence suggests that astrocytes change their strength of their connections in learning [12] . Crucially, little is known about the interactions between the localized Ca 2+ response of individual astrocyte processes and the global Ca 2+ events [22] . We speculate that this interaction might enable training the astrocytic-neural network to not only learn the correct sequence of memories, but also the time spent in each memory for a given sequence. This is the more biologically relevant case, as the amount of time spent in each memory (e.g the duration of a note when humming a melody) is crucial for correctly recalling a learned sequence. In the framework of our model, this can be achieved by dynamically modifying τ -which in turn is controlled by the SC-release threshold and the astrocytic sensitivity to pre-synaptic activity.
Memory underlies all cognitive functions; therefore, understanding memory is one of the basic, fundamental goals of computational brain science. By reproducing the functional organization of astrocytic-neural networks, as well as the dynamics of astrocytic Ca 2+ activity and astrocyteneuron interactions, we aim to computationally reveal the role of information processing on different temporal and spatial scales in astrocyte-neuron networks. The theoretical benefit of having parallel processing on different temporal and spatial scales is an open question in computational brain science: Our model aims to tackle this problem by combining millisecond-scale neural activity with the comparatively slow calcium activity of astrocytes. Although our understanding of neuralastrocytic dynamics is still in its infancy, translating the new "bottom-up" knowledge of astrocytic function into artificial intelligence is a promising research area.
