The book soon goes far beyond the study of words, and is thus of less direct interest to linguists than the content of the author's earlier book, The Psychobiology of Language,' beyond which the present book has added relatively few linguistic data. In this chapter the empirical regularities are presented in slightly more systematic form than in the previous book. Here the author makes more use of the frequency-rank of a variable, whereas in the The Psycho-biology of Language it was mostly the NUMBER of cases of a frequency range that was made the independent variable. The first batch of equations are the following: r Xf= C
that is, the rank, r, of frequency of a word is inversely proportional to its frequency (24).
m \= VFr (2) that is, the number of meanings of a word of frequency-rank r is equal to the square root of its frequency (28).
N(f2 -1/4) = C (3)
that is, the number of different words of the same frequency, under conditions of equation (1) 
that is, the number of intervals, of like size I, between occurrences of words of like frequency f is inversely related (to a certain exponent p) to the size I. It means, in effect, a somewhat even distribution of work over time (41). These equations are not all independent, but have mostly been verified empirically, some already recorded in previous publications. But it is in this book When p = 1, it is the formula for word frequency of normal speech. In the speech of schizophrenes (291, 294), p > 1, the series is convergent as n increases, and the interpretation is that 'the schizophrene can continue forever to say the same things about an increasing diversity of things' (303). In discussing the economy of phonetic systems the author sets up four fundamental principles: (1) The number of phonemes of a language is generally between 20 and 60 and not hundreds, thousands, or millions. (2) Certain sounds (a, n, m, s, etc.) occur in most languages, human speech apparently leaning heavily on these. (3) When different languages happen to have about the same sounds, they tend to have about the same frequencies. (4) The fourth principle states the usual phonetic law about the same change occurring under the same conditions, and cites Brugmann (99).
In rationalizing these principles, the comparability of the number of phonemes in different languages is argued from the identity of physiological apparatus for speech and the 'saturated' use of permutations for economy. It is not made clear however why, as a result of the operation of these factors, the order of magnitude of the number of phonemes should be 20 or 60 and not 2 (the number of elements involved in the all-or-nothing kind of action of nerve cells) or some function of the number of distinguishable or recognizable auditory qualities.
In using supporting materials for the thesis that difficult sounds are less frequent than easy sounds, some of the conditions do not seem to be very clearly defined. As Martin Joos has noted,2 unaspirated lenis (voiceless) stops are by no means simpler than aspirated stops or than voiced stops. From the point of view of economy of effort, the kind of stops quoted from Peipingese (101) requires a very difficult coordination of timing. The fact that these same phonemes have voiced allophones in intervocalic positions also cuts across Zipf's category of voiced sounds, which he counts as more complex and therefore less frequent. It is symptomatic that Zipf has to mull over the voiced pronunciation of the middle consonant in American latter, and finally concludes that its phonemic status must be decided according to what will happen in the future. 3 We might in fact ask, why are initial unaspirated stops comparatively rare in languages of the world? We might also ask, by the way, why are fronted palatal stops (like Tibetan t'-, t", etc., spelt by-, py-, phy-, etc.) also comparatively rare? They are 'difficult', not because it takes more work or more effort (aspiration, voicing, etc.) to make them, but because they have to be formed just so. Unaspirated voiceless stops need critical timing in starting the vowel-too soon makes them voiced, too late makes them aspirated. Fronted palatal stops need critical pressure of air--enough for an explosion, but not enough to turn them into affricates. The Principle of Least Effort will probably have to be supplemented by a different principle, namely the principle of probability, to the effect that events corresponding to a greater range of combinations of factors are more likely to happen than those limited to a narrower combination of factors. If the Principle of Least Effort has to do with work or rate of work, tihis other principle has to do with configuration or entropy.4 It is not claimed that linguistic change is all 'down hill' in any higher-order sense than the usual downhill direction of physical process according to the second law of thermodynamics; but it seems that the factor of probability of configurations will have to enter into any complete account of human behavior. Furthermore, the emphasis on work and effort at the expense of other factors leads to overstatements such as this: 'Implicit therefore in the mass of this earth is an organization of the surface which involves conscious living phenomena. In the unity of nature with a continuity of natural law, life may then be rather a property of large masses of matter than a peculiarity of earth' (252). Now the very first author quoted in this book is L. J. Since the conception of organism plays an important part in the book, here is a definition of the term: 'An organism is a movable mathematical point in timespace, in reference to which matter-energy moves in such a way that a physical situation exists in which work is expended in order to preserve a physical system (continual as a whole but not continual as to its parts) from a final gravitational and electromagnetic equilibrium with the rest of the universe' (212). This seems to fit the actual biological organisms of the earth, but it does not seem to exclude crude imitations of them like the mechanical tortoises 'Elmer' and 'Elsie' of W. Grey Walter.'
In striving not to overlook any relevant factors, the author often explicitly mentions reflexive applications of a principle to his problem. 'The work of calculating a path of least effort must be included in the total work of taking the path of least effort' (11). The work of improving the economy of tools must be included as part of the economy (58). The author's own researches of course form part of this research, as when he observes that the increasing intelligibility of children's speech 'will also be more economical of the efforts of the listeners (as well as for the student of biosocial dynamics who has to classify it)' (150-1), which, though whimsically mentioned, seems to be none the less true. However, logicians may wonder how those self-contradictory paradoxes (of the type 'All Cretans are liars') from reflexive application of a metalanguage to a lower-order language will fare under the present treatment. But that is an aspect of the problem not covered by the present book, nor apparently found troublesome so far. Perhaps the question does come up in those passages where the author departs from his usual style, as when he warms up to exhortations ('The greatest of all arts is the art of one's own living. ... So act that ye may so become' 335), or is wrought up over the 'Pied Piper Morality' and the foreign policy of the United States during and after the second world war (478-82, 525, 537). Here the reader finds unexpected 'agitato' passages in an otherwise deliberate book; the book seems to go suddenly off color. (Whether one agrees or disagrees with the author's political views is another matter.) Nevertheless, the writing of the book and the inclusion of such strenuous language must of necessity be instances of the principle of least effort, and that has to be that.
So much for the author's philosophical outlook. As to his method of procedure, he calls it 'inductive-deductive'. Preliminary examination of data results in certain empirical uniformities, for example the inverse proportion between fre-quency and frequency-rank of words. An explanation by a balance between forces of diversity and forces of uniformity is suggested, and further predictions are checked by further empirical investigations. Very often the students who helped gather the data did not know what the data were to prove (543).
Besides this usual alternation between induction and deduction, there is a related procedure in the abundant use of models, analogues, or illustrations, introduced by phrases like 'upon reflection', 'we assume', 'obviously'. The problem of least effort is illustrated by the choice of paths between places with intervening mountains, swamps, etc. (11), by the bell analogy, where a little demon is to plan a least-effort pattern for running back and forth between a scoring board and bells to ring at various distances from the board (48), and by the tool analogy, by which a workman has to plan, design, arrange, and, when necessary, improve his tools and permutations of tools so as to get the most out of them by the least effort (57-63). As often happens in other fields, a good analogy may turn out to be just a special case of a more generalized form of the concept illustrated by the analogy, thus making a figure of speech literally true.
A very interesting application of the tool analogy is that of senescent and nascent tools in connection with the Principle of Economical Specialization. Reasoning from tool efficiency yields the result that 'whenever we find a tool (or word) whose magnitude is smaller than that of its neighbors in the frequency range, we may conclude that the tool (or word) of below-average size is an older tool (or word) whose usage is on the decrease (hereinafter we shall call this a senescent tool)', and 'whenever we find a tool (or word) whose magnitude is above average for its frequency, we may conclude not only that it is a newer tool (or word), but that its usage may well be directed toward an increase (hereinafter we shall call this a nascent tool)' (72). The application to words is verified to a fair degree for English of various periods (111). By regarding all behavior as work and words as tools, the analogy becomes a case and the qualifier 'or word' can be omitted. Now in the development of many branches of science, a broadening of a concept usually goes with a sharpening of definitions. Thus, the concept of 'energy' was defined with progressive precision as the law of conservation was extended. Is there a progressive sharpening of definitions of terms in this work, of whose breadth there is no question? Take the example of the Hanley-Joos statistical study of words in James Joyce's Ulysses (23-7), which 'provided the most clearcut example of a harmonic distribution in speech of which I know' (546). Now in the data for correlation between rank and frequency of words, morphemes, varimorphs (or morphs), holophrases (or compounds), the relation is not always that of simple inverse proportion, not even always one of simple power relation (called by Zipf 'linear', from plotting on log-log graph). If now a word is already defined by minimum free utterability, or by some other formal feature or features, then a formula for inverse ratio or some other 'linear' relation will be a law, or a synthetic statement about facts. On the other hand, by taking the inverse proportion, or, more accurately, the harmonic relation (35-7) as the norm, and DEFINING words as units of such size as will satisfy that condition, the formula will fix the nature of the word. Thus, 'the negative slope [of the REVIEWS rank-frequency graph on a log-log scale] for words in English ..., as well as for some other tongues, was 1, thereby indicating theoretically that words represent an equilibrium in class inclusiveness between the opposite economies of the generic and the specific in the particular case where the magnitudes of the two opposite economies are equal. Indeed a word might almost be thus defined' (187).
While this is no formal definition, it is an operational definition in that the graph can be tested (though it would be hard to apply to individual cases). However, the author only says that 'a word might almost be thus defined', and his official-since it is not 'formal'--definition says 'words are tools that are used to convey meanings in order to achieve objectives' (20), which is even less workable than the descriptions, given in his earlier work: 'a word as a name of a frequently used category of experience' and 'Empirically a word is an event in the stream of speech somehow related to the data of experience.'7 While a looseness of concepts is to be expected in a pioneering work, where additional data and systematization will serve to tighten them up-just as momentum, force, energy, etc. were gradually defined and differentiated and definitions and laws are separated-there does not seem to be any notable progressive clarification and rigor as the book goes on. To be sure, the author is quite aware that some of the mathematical formulas are not to be taken literally. In his earlier work, he said 'yet the conclusions themselves can probably never be Pike has made two important contributions to the study of pitch phenomena in language: The Intonation of American English (1946), which treats the special type of pitch phenomenon known as intonation, and the present volume, which is chiefly concerned with the analysis of tones. There are so few general treatises on the nature of tones in different languages that Pike's book is a welcome contribution to the field and an indispensable aid to students working on languages of this type. The purpose of this book, as stated by the author (vi), is '(1) the illustration of an analytical approach to tone languages, a methodology based upon recent linguistic advance, and (2) the presentation of firsthand data on Mixteco and Mazateco, languages which represent two very different structural arrangements of linguistic tone.' Accordingly, Part I of the book is devoted to the characteristics of tone languages, forming the general theoretical background of his study; Part II is concerned with the methods of analysis; and Part III is an analysis of the various tonal phenomena in Mixteco and Mazateco.
A tone language is defined by Pike (3) as 'a language having lexically significant, contrastive, but relative pitch on each syllable'. One may doubt, in the first place, the theoretical justification of such a classification of languages, although one can readily admit the practical convenience of such a label to designate the languages that come under discussion. H. Maspero, L'indochine 63 ff. (Paris, 1929) , divides the languages in French Indo-China into two groups, langues monotoniques and langues variotoniques. He does not consider his division a purely practical device, but intends to convey some implications of genetic relationship. His purpose is thus entirely different from Pike's, which is purely descriptive. One may also question the advisability of limiting tone language to a type in which each syllable has a lexically contrastive pitch, especially as Pike recognizes (25) what he calls nonlexical tonemes, non-lexical neutral tonemes (not contrastive), and rhythmically toneless syllables. But these are minor points, because Pike is primarily interested in describing tones, tone systems, and tone
