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Abstract- A neural network to implement a hysteresis 
model for a magnetic material within a finite element 
program is described. It is shown that such a system can 
e results produced by a Preisach model but the time 
overhead can be considerably reduced thus making feasible 
the solution of large problems involving hysteretic materials. 
I. INTRODUCTION 
The finite element analysis of electromagnetic devices is 
now a routine design tool. Critical to this process is the 
development of effective material models and the 
representation of magnetic hysteresis is important in the 
accurate prediction of the performance of devices from 
transformers to recording systems. Structures which have 
been proposed for representing it have largely been based on 
either attempts to match the measured curves [l] or 
phenOXIIenOlOglCal models which try to simulate the actual 
mechanisms of hysteresis [2], [3]. In finite element analysis, 
the hysteresis model has to be applied to each element and, 
in a large three-dimensional system, the number of elements 
needing to be able to track the material behavior can be in 
the thousands or tens of thousands. Additionally, during the 
non-linear iteration process and the overall time evolution, it 
is necessary to evaluate the appropriate M-H relationship 
many times for each element. Thus there is a requirement 
for a hysteresis modeling approach which is both memory 
efficient and fast. Several authors have considered the use of 
an Artificial Neural Network (ANN) as a method of 
providing a functional representation of the hysteresis curve 
whilst minimizing the storage and time requirements, [4], 
[5] ,  [6]. However, while these papers show that it is possible 
to model the hysteresis curves with a high degree of 
accuracy, they do not attempt to use these models to solve 
realistic magnetic field problems by embedding them within 
a finite element analysis. Alternate models, based on the 
Preisach structure, have been embedded in finite element 
analysis systems and have shown good results, [7], [SI. The 
aim of this paper is to demonstrate that the neural network 
models can be substituted for the Preisach model in a finite 
element based 
Manuscript received February 5, 1997. This work was supported in pad by the 
Natural Science and Engineering Research Council of Canada. 
analysis with results which are equivalent but with 
considerable savings in computer memory and execution 
time. 
11. THE BASIC NEURAL NETWORK 
The basic architecture of the neural network is shown in 
Fig. 1. The inputs to the system are the current value of the 
magnetic field and the previous values of the magnetic field 
and magnetization, the output is the new value of 
magnetization. The system is trained, using error 
backpropagation, [9], by presenting it with the M and H 
curves for a decaying sinusoidal field from a Preisach model 
of the material behavior. A conventional network based on 
simple neurons implementing a weighted sum of their 
inputs, (l), requires a hidden layer in order to model the 
non-linear behavior and this can lead to extended times in 
training the network. The waveforms representing the 
training data are shown in Fig. 2. and the output M-H curves 
generated by the neural network when it is presented with a 
decaying sinusoidal input are shown in Fig. 3. 
In the implementation in a finite element based analysis 
Hidden  
Fig. 1. Feed Forward Network. 
system, each element has access to the defining parameters 
of the neural network. These are the weights of the 
interconnections. In addition, each elemmt has to store the 
values of M and H for the last two time steps. This is the 
minimum amount of data needed and thus the approach 
should achieve a minimum memory requirement. The time 
to evaluate the required value of M for a given H is 
minimized since the output of the neural network is, from 
(l), just a weighted sum of the inputs. 
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Fig.2. M and H Training Data. 
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Fig. 3. M-H Curves Output by Network. 
HI. A FINITE LEMENT IWLEMENTATION 
While the previous discussion has demonstrated that a 
neural network can be to designed and trained to produce a 
response matching that of a Preisach model, the real test of 
the system is its use within a finite element analysis code. 
Consider a problem in which it is desired to track the 
magnetization of a device as the current is increased from 
zero and then reduced to zero. If the material is initially 
unmagnetized it will move up its initial magnetization curve 
until the current peaks and then will track down the 
appropriate hysteresis loop. At each current value, the 
system solves a non-linear magnetic problem using a 
Newton-Raphson process. During the iterations of this 
method, the starting state of the material magnetization must 
be held constant. 
To generate a complete curve, there is a second iterative 
process in which the current is stepped up and the 
magnetization is dependent on the previous state. In actual 
fact, once the magnetization curves have been defined, the 
process is identical to that of a standard magneto-static 
solution. At the point at which the field begins to decrease, 
the state of the material is stored and forms the basis for the 
next part of the hysteresis curve to be used. The state of the 
material at the maximum field point defines the path to be 
followed until the next field maximum. 
The calculation of material properties takes place during 
the matrix assembly. The material model receives the values 
of the magnetic field, H, at each step and returns the 
permeabilities at that step. In order to help the convergence 
of Newton-Raphson, these routines also compute the slope of 
the curve at the current operating point. To do this, the 
following linear material relation is considered in each 
element: 
M = Q . H  + M O  (2)  
where M is the vector magnetization and H is the magnetic 
field vector, Q is a 3x3 tensor that represents the 
permeability and MO is another magnetization vector. 
During the nonlinear steps inside the finite element solver 
the following events take place: 
(i) The material modeling routines provide the initial values 
(ii) The finite element solver solves the linear problem. 
(iii) Based on the solution H, the material modeling 
(iv) Steps 2 and 3 are repeated until the field H stops 
of Q and MO in each element. 
routines provide new values of Q and MO. 
changing. 
If (H1,M1) are the latest values of magnetic field and 
magnetization, then the following calculations in the 
material modeling routines provide the data that the FE 
solver and the Newton-Raphson method require: 
dM, 
' dH, Q.. =- (3) 
M O  = M ,  -Q.H, (4) 
Iv. RELWLTS 
A simple test problem was defined to provide an initial 
check of the process being implemented. The hysteresis 
model was provided to the system via an external interface 
and the analysis code used was MagNet [lo]. This approach 
meant that several different hysteresis models could be 
implemented and compared in terms of perfomance. In the 
tests performed, both a Preisach model [3] and the neural 
network model were tested and compared. 
The problem considered was that of a cylinder of 
magnetic material placed inside an infinite solenoid so that 
it is subjected to a uniform field. The field in the solenoid is 
increased from zero to a maximum value and then reduced 
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to zero. The problem is, essentially, axisymmetric and the 
cylinder is subjected to an axial field. 
Since this problem can be scaled by applying an 
appropriate amount of MMF, all the units can be 
normalized. The cylinder base has a radius of 0.2 units and a 
height of 1 unit. The boundaries of the problem are placed 
far enough away to make sure that the images due to 
symmetry conditions do not affect the problem. 
The material properties of the cylinder were set up, 
initially, in the Preisach model. This was then used to 
generate the initial magnetization and main hysteresis loop 
of the material. This data provided the training set for a 
neural network having 9 inputs, 3 outputs and 15 hidden 
units. The material is anisotropic in its behavior and the off 
diagonal terms in the permeability tensor were ignored, both 
in the neural network and Preisach calculations, since the 
Preisach model showed them to be extremely small 
compared with the diagonal terms. The material curves for 
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Fig. 4. Magnetization Curves Used in Tests. 
the easy and hard directions are given in Fig. 4. 
The problem was solved for several increasing values of 
current, until the materia3 reached saturation. The current 
was then decreased back to zero in several steps. 
To verify the results, the field values inside the material 
were obtained from the Preisach model and the neural 
network approach were compared. The Preisach model used 
was that developed by Ossart et al [3 ] ,  and is a combined 
vector model. The values for the parameters in [3] which 
were used were: he4600, sigma_hc=1400, sigma_hi=225, 
number of std dev to integrate over-3, number of samples in 
integration=4, sigma_alpha=0.5,sigma_beta=0.5, msat=600, 
fback=(O.6,0,0), q=0.375, number of perfectly oriented 
models=60. The two sets of results agreed closely. 
However, the main goal of this work is to produce a 
system which minimizes the time and memory needed to 
solve a problem involving hysteresis. Thus the major factor 
of interest is the relative timings of the two approaches. The 
critical component here is the time for the matrix assembly 
which involves a determination of the material properties of 
each element - the actual equation solution is the same for 
both approaches. Thus the following table gives the matrix 
assembly times for a model containing 2280 tetrahedra: 
Preisach Model 154 seconds 
Neural Network 3 seconds 
Both solutions were run on the same computer (an HP 
712) and the code was identical except for the material 
property calculation. As can be seen, the neural network can 
provide the same results as the Preisach model but in about 
2% of the computation time. 
As a further check, the neural network was trained on a 
non-hysteretic material and the matrix assembly time 
compared with that used internally by the solution system. In 
this case, the assembly times were essentially the same. Thus 
the results suggest that the neural network approach is 
capable of modeling hysteresis problems with almost no 
extra time overhead compared with non-hysteretic materials. 
V. CONCLUSIONS 
The use of a neural network presents the possibility of 
including magnetic hysteresis within a large scale finite 
element analysis system in an efficient manner - the 
computation of magnetization values being reduced to a 
weighted sum calculation. However, while the basic process 
has been proven, there is still considerable work to be done 
in producing a complete system handling major and minor 
loops. 
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