The genetic covariance matrix conditional on pedigree is proportional to the pedigree-based additive relationship matrix (PARM), which is twice the matrix of identity-by-descent (IBD) probabilities. In genomic prediction, IBD probabilities in the PARM, which are expected genetic similarities between relatives that are derived from the pedigree, are substituted by realized similarities that are derived from genotypes to obtain a genomic additive relationship matrix (GARM). Different definitions of similarity lead to different GARMs, and two commonly used GARMS are the matrix G, which is based on an allele substitution effect model, and the matrix T, which is based on an allele effect model. We show that although the two matrices T and G are not proportional, they give identical predictions of differences between breeding values. When genomic information is used for variance component estimation, the GARM G x is computed from genotype covariates that have been standardized to have unit variance. That approach is equivalent to fitting a random regression model using the same standardized covariates. We show that under Hardy-Weinberg and linkage equilibria (LE) that the genetic variance is kr 2 c , where r 2 c is the variance of a randomly sampled element from the vector of k substitution effects. However, if linkage disequilibrium (LD) has been generated through selection, covariances between genotypes at different loci will be negative, and therefore, the additive genetic variance will be lower than kr 2 c . When the GARM G x is assumed to be proportional to the genetic covariance matrix, the parameter being estimated is kr 2 c . We have demonstrated by simulation that kr 2 c overestimates the additive genetic variance when LD is generated by selection. We argue that unlike the PARM, GARMs are not proportional to a genetic covariance matrix conditional on the observed causal genotypes. The objective here is to recognize the difference between these covariance matrices and its implications.
| INTRODUCTION
The landmark paper of Fisher (1918) established the theoretical foundation for the analysis of quantitative traits based on covariance between relatives. Although the theory for covariance between relatives can accommodate non-additive gene action (Kempthorne, 1954) , due to its simplicity, the additive model is widely used in animal breeding. In pedigree-based genetic analyses, the vector of additive genetic values or breeding values of animals is included in the model as a random effect with zero means and a covariance matrix that is proportional to the pedigree-based additive relationship matrix (PARM), which is twice the matrix of identity-by-descent (IBD) probabilities; hereafter, best linear unbiased prediction (BLUP) obtained using PARM will be referred to as P-BLUP. When genotypes at causal loci are available, it has been proposed that replacing the additive relationship matrix with a genomic relationship matrix (GARM) that is twice the matrix of identical-by-state probabilities (IBS) in BLUP would lead to improved predictions (Nejati-Javaremi, Smith, & Gibson, 1997) . We will denote this GARM by T and the BLUPs obtained using T as T-BLUP. As we will show later, the matrix T can be written as T ¼ QQ 0 2k , where Q is the matrix of allele covariates and k is the number of loci. It has been shown that random regression using the covariate matrix Q, which has two columns for each SNP locus, gives predictions that are equivalent to those from T-BLUP (Fernando, 1998) . At present, however, when random regression is used for genomic prediction, a single substitution effect is estimated per locus rather than two allele effects. Let M be the matrix of genotype covariates for the substitution effect model (SEM). Then, it has been shown that using the GARM computed as G ¼ MM 0 2k in BLUP (G-BLUP) gives the same results as the SEM (Habier, Fernando, & Dekkers, 2007; Strand en & Garrick, 2009 ). In variance component estimation, the GARM is computed as G x ¼ XX 0 k , where X is obtained by scaling the columns of M to have untit variance (Powell, Visscher, & Goddard, 2010; Visscher, Medland, Ferreira, & Morley, 2006; Yang et al., 2010) . We will refer to the BLUPs obtained using G x as G x -BLUP. We show that T-BLUP and G-BLUP are closely related and lead to identical predictions for differences of breeding values. However, this result does not hold for G x -BLUP.
It is well established that the PARM that is used in pedigree-based analyses is proportional to the covariance matrix of additive genetic values conditional on the pedigree (Henderson, 1976; Kempthorne, 1954) . Although GARMs have been used in place of PARMs for genomic prediction (Nejati-Javaremi et al., 1997; VanRaden, 2008) and for estimation of genetic parameters (Powell et al., 2010; Visscher et al., 2006; Yang et al., 2010) , it has not been clearly established that the GARMs are proportional to a genetic covariance matrix.
In this study, we argue that the GARMs are in general not proportional to a genetic covariance matrix. Analyses involving GARMs as opposed to random regression models may have computing advantages (Strand en & Garrick, 2009; VanRaden, 2008) , but as we will attempt to demonstrate here, implicitly assuming that the GARMs are proportional to a genetic covariance matrix can be misleading.
We will show that when LD is generated by selection, the estimate of the genetic variance obtained by assuming that the GARM is proportional to a genetic covariance matrix will be larger than the genetic variance of a randomly sampled individual. This does not arise when the PARM is used because the PARM is proportional to a genetic covariance matrix. To make this presentation as straightforward as possible, we will assume that IBS probabilities and GARMs are computed from genotypes at the causal loci, which is recognized as the ideal condition for IBS analyses (Powell et al., 2010; Speed & Balding, 2014) .
2 | THEORY 2.1 | Relationship between genomic predictions using T, G or G x When genotypes at the causal loci are observed, NejatiJavaremi et al. (1997) proposed replacing the PARM with a GARM that is obtained by averaging twice the matrix of IBS probabilities across all the causal loci. Following Fernando (1998), we first show that this is equivalent to fitting a random regression model with two effects per locus. We assume two alleles labelled A and B are segregating at each of k loci. Then, under additive gene action, the vector of breeding values for n animals can be written as:
where Q j is a n 9 2 matrix with row i being [2,0], [1,1], or [0,2] depending on the genotype for i being AA, AB or BB at locus j; a j is a column vector with the additive effects for alleles A and B at locus j. The first element of row i of matrix Q j /2 gives the probability that a randomly sampled allele from locus j of individual i is an A allele and the second element gives the probability that it is a B allele. So, the matrix of IBS probabilities for locus j can be written as Q j Q 0 j =4, and the GARM of Nejati-Javaremi et al. (1997) can be written as follows:
where Q ¼ ½Q 1 ; Q 2 ; Á Á Á ; Q k . Now, if a specific Bayesian model is adopted that assigns a prior for a with mean vector 0 and covariance matrix Varðajr 2 a Þ ¼ Ir 2 a , the covariance matrix for the breeding values becomes:
k . Suppose for simplicity, each animal has a phenotypic value and l is the only fixed effect in the model. Then, both the BVM:
and the causal effects model
have same expected value: 1l, and covariance matrix:
e for y, where we have assumed Varðejr 2 e Þ ¼ Ir 2 e . Thus, under normality, these two models are said to be equivalent and will lead to the same inference on breeding values (Henderson, 1984) .
The random regression model that is currently used for genomic prediction fits only the substitution effect for each locus, and the model (SEM) for the phenotypic values becomes:
where M is a n 9 k matrix with element i of column j equal to 0, 1 or 2 depending on the number of A alleles at locus j for animal i, b j = a jA -a jB , a jA and a jB are the effects at locus j for alleles A and B, Varðbjr To understand how these models are related, note that Q j ¼ ½M j 21 À M j , where M j is column j of M. Using this identity for Q j , the model for the vector of breeding values can be written as In fact, comparing the mixed model equations (MME) for the allele effects model (2) to the MME for the substitution effects model (3), it can be shown that the solutions from these MME are related as (Appendix 1):
Thus, the best linear unbiased prediction (BLUP) of
The BVM that corresponds to the substitution effects model is:
where b = Mb, and VarðbjM; r
b . This BVM (4) and the SEM (3) are equivalent (Strand en & Garrick, 2009 ) and will lead to identical BLUPs for breeding values (Henderson, 1984) . In most current applications, the columns of M are centred to have mean zero and scaled to have variance of one. Then, a small value is added to the diagonals of G to make it nonsingular (Vela-Avit ua, Meuwissen, Luan, & Ødeg ard, 2015) . It can be shown that centring the columns of M has no effect on the BLUPs of the substitution effects and thus will also not affect the BLUP of a i À a i 0 (Martini et al., 2017; Strand en & Christensen, 2011) . Scaling on the other hand, results in a GARM that unequally weights the IBS matrices across the loci. Following scaling of genotype covariates, the breeding values can be modelled as follows:
where M j is the centred or uncentred genotype covariates that have not been scaled, p j is the allele frequency at locus
Then, assuming a prior distribution for c with mean vector 0 and covariance matrix Ir 2 c , the covariance matrix for b becomes:
where
k is the GARM computed from scaled genotype covariates, and r Both IBD and IBS matrices quantify the genetic similarity between individuals. The difference between these matrices comes from the information used to compute the similarity. The actual genetic similarity between some relatives such as full-sibs is a random variable, and IBD computations that are conditional on pedigree relationships result in expected genetic similarity between relatives. Given genotypes at a locus, on the other hand, actual similarity at that locus can be quantified with an IBS matrix, and a GARM can be obtained as a weighted mean of these matrices across all loci with equal or unequal weights. When these genetic similarity matrices are used in prediction of genetic merit of a selection candidate, phenotypic information from an individual contributes to the prediction depending on the genetic similarity between that individual and the candidate. As we have shown above, when genotypes are observed at the causal loci, the more straightforward approach of using a SEM to estimate the effects of the causal loci and using these to predict genetic merit gives the same result as using a GARM with a BVM. This straightforward approach, however, cannot be used when only pedigree and phenotype data are available for prediction, and in that case, prediction has to rely on expected genetic similarity between relatives.
| Genetic covariance
The PARM, in addition to being a genetic similarity matrix, is also proportional to a genetic covariance matrix. On the other hand, we argue here that GARMs are not proportional to a genetic covariance matrix.
First consider the covariance matrix of the vector b = Mb of breeding values conditional on some pedigree P. In this covariance matrix, the i th diagonal element is the variance of b i across samples of the vector b drawn conditional on the pedigree P. Similarly, element (i, j) of this covariance matrix is the covariance between elements b i and b j across samples of the vector b drawn conditional on the pedigree P. When a random sample of animals is drawn from P, b will be a random vector due to randomness in M. In every such sample, however, the values in the vector b will stay constant. Furthermore, the difference between the breeding values b i ¼ m 0 . Thus, in deriving the covariance matrix of b conditional on P, b will be treated as fixed because genetic differences between animals does not arise from randomness in b but from randomness in their genotypes (de los Campos, Sorensen, & Gianola, 2015) .
At this point, we digress to explain why in genomic prediction b was considered random. Suppose the number n of animals with phenotypic records was substantially larger than the number k of causal loci. Then, using a SEM, the effects of these loci could be estimated by least squares without treating b as random. In many situations, however, k is larger than n. Then, the substitution effects cannot be estimated by least squares. One strategy that can be employed in that situation is ridge regression, where a constant is added to the diagonals corresponding to b in the least-squares equations (Sorensen & Gianola, 2002 ). This does not require assuming b is random. When a Bayesian viewpoint is adopted, a prior distribution is used to incorporate prior information about b into the analysis (Gianola, de los Campos, Hill, Manfredi, & Fernando, 2009 ). Treating b as random also makes the BVM and the SEM equivalent. However, the prior distribution that is assigned to b does not arise from a sampling process, but is simply a mathematical description of our prior belief on the possible values that b can take. In contrast, the distribution and covariance matrix of the vector m i of genotypes of a randomly sampled individual arise from actual random processes that can be modeled under the assumption of Mendelian inheritance. Now we will consider in more detail the variance of b i for a randomly sampled animal from pedigree P. Let V be the k 9 k covariance matrix of the genotype covariates, m, for a founder. Then, the variance of b i , regardless of the level of inbreeding, is as follows:
where a ii is the diagonal for i from the PARM, which is equal to a ii = 1 + f i , with f i the inbreeding coefficient for animal i, and r 2 a the additive genetic variance for a noninbred animal. Following Gianola et al. (2009) , the covariance between m i and m i 0 can be written as a ii 0 V, and so the covariance between b i and b i 0 becomes:
where a ii 0 is the additive relationship coefficient for i and i 0 from the PARM. Thus, the covariance matrix for b conditional on P is as follows:
where A is the PARM for the pedigree P. The variance in b is due to sampling of genotypes, and thus, Ar 2 a is a genetic covariance matrix.
As shown previously, under the assumption of a Bayesian prior distribution for b with mean vector 0 and covariance matrix Varðbjr 
or if scaled covariates are used:
However, this conditional covariance matrix of b is not the result of any random sampling of genotypes. It is rather an expression of prior belief about possible values for b.
To emphasize the difference between the variance due to random sampling of genotypes and the variance due to a Bayesian prior on b, we will compare a diagonal element from VarðbjP; r 2 a Þ with a diagonal element from VarðbjX; r 2 b Þ. It should be noted that the i th diagonal element of the covariance matrix for b gives the variance across samples for element b i and not for a randomly sampled element from a particular sample of b. First, consider the conditional variance of b i given P : a ii r 2 a . This is the variance of the breeding value of animals with inbreeding f i . The breeding value has a variance because repeated samples of such an animal from the same pedigree will have different genotypes due to Mendelian sampling and therefore different breeding values. A totally inbred individual at a particular locus will be homozygous AA or BB across samples, and this phenomenon generates variance in its breeding value, which is more extreme than for a non-inbred individual. Consider another example where all individuals in the pedigree are clones of a single individual. Even in this case, as long as you do not condition on the genotype of this individual, across samples, there will be genetic variability. Suppose a pedigree consists of three animals. If all three of these animals are clones, there are three possibilities for their genotype vectors at a particular locus: [AA, AA, AA], [AB, AB, AB], [BB, BB, BB]. So, animal 2, for example, can have genotype AA, AB or BB, and the genetic variance due to this variability in the genotypes will contribute to element (2,2) of their genetic covariance matrix. Response to selection among such animals based on their phenotypes will be proportional to their genetic variance, a ii r 2 a . Next, consider the conditional variance of b i given X : g ii r 2 b . This is the variance of the breeding value of animals with genotype vector x i . In contrast to the previous situation, selection of animals across samples that all have the same genotype vector x i will not result in any genetic progress. This is because all these animals across the samples are genetically identical and g ii r 
| CONDITIONAL DISTRIBUTION OF B GIVEN G X AND c
Next, rather than conditioning on X, we will consider the distribution of b conditional on G x and c. The product XX 0 can be written as follows:
So, it can be seen from (10) that permuting the columns of X will give the same value for G x but different values for b = Mb = Xc. Also, changing the sign of any column X j will not change the value of G x but will change the value of b. It can be shown that if the allele frequency is 0.5 at each locus, and genotypes across all loci and individuals are sampled independently, the distribution of b conditional on G x and c will have a mean vector 0 and a covariance matrix proportional to G x (Appendix 2). This is a genetic covariance matrix, because now the distribution of b arises from sampling of genotypes. Unfortunately, this result is not general as we will demonstrate with an example.
Consider the matrix of genotype covariates for five animals at 10 loci given in Table 1 . Following common practice, these covariates were centred to have mean zero and scaled to have variance one. Eight X matrices were obtained by permuting the columns of the matrix given in Table 1 , and eight more were obtained by multiplying each of these by negative one. The eight permutations used are given in Table 2 . Note that this is only a small subset of the possible permutations, but when allele frequencies are not 0.5 at all loci, not all permutations are equally likely and some may have almost zero probability as explained in Appendix 2.
For each of these 16 X matrices, the breeding values for the five animals were computed as b = Xc, for the vector c of substitution effects given in Table 2 , and these 16 vectors of breeding are given in Table 3 . In this example, the 16 breeding values of each animal have mean zero. Thus, assuming the 16 X matrices are equally likely, the covariance matrix for the five animals, Var(b|G x , c), is obtained by taking the average of the sums of squares and cross products between their breeding values. That covariance matrix of the breeding values is given in Table 4 , and the GARM computed as G x ¼ XX 0 k from the centred and scaled covariates given in Table 5 . These two tables show that Var(b|G, b) is not proportional to G. For example, the 
| USE OF IBS MATRICES TO ESTIMATE GENETIC VARIANCE
The theory of covariance between relatives has long been the basis for estimation of genetic variance components (Falconer & Mackay, 1996) . In pedigree-based analyses, the PARM is used to model the additive genetic covariance matrix in both maximum likelihood and Bayesian methods (Sorensen & Gianola, 2002) . When genotype information is available, the GARM is substituted for the PARM in these same methods under the assumption that the GARM is proportional to the additive genetic covariance matrix (Yang et al., 2010) . Although we have reasoned that the GARM is not proportional to an additive genetic covariance matrix, we will show that under some conditions, it can be used to estimate the additive genetic variance. We will use computer simulation to show that when these conditions are violated, estimates can be misleading.
Suppose a normal prior is used for c with mean vector 0 and covariance matrix Ir 2 c . Then, the variance of a randomly sampled element from c is as follows:
b is the additive genetic variance under Hardy-Weinberg and linkage equilibria (LE). The BVM:
where b is assigned a normal prior distribution with mean vector 0 and covariance matrix G x r 2 b is used to estimate r 2 b (Yang et al., 2010) . In the Bayesian approach, flat priors are used for fixed effects, and scaled inverse chi-square priors are often used for the variance components (Sorensen & Gianola, 2002).
As we have seen previously, however, the additive genetic variance of a randomly sampled animal is as follows:
where under linkage disequilibrium (LD), v jj 0 6 ¼ 0. Even under LD, it is possible that the sum involving the cross products between the substitution effects in (12), which is the contribution to the variance from LD, would be close of zero. However, as explained below, when LD is generated from directional or stabilizing selection, the contribution to the variance from LD is expected to be negative. If the substitution effects at two loci are both positive or both negative, selection will cause the genotypes at these two loci to be negatively correlated. On the other hand, if the T A B L E 3 Breeding values of the five animals that correspond to each of the 16 M matrices. Eight M matrices were obtained by permuting the columns of the matrix given in Table 1 , and eight more were obtained by multiplying each of these by negative one. The eight permutations used are given in substitution effects at two loci have opposite signs, selection will cause the genotypes at these two loci to be positively correlated. Thus, under selection, the cross product between substitution effects multiplied by the covariance between genotypes, b j b j 0 v jj 0 , will tend to be negative, making the contribution from LD to the variance negative. This reduction in genetic variance due to selection is what is known as the Bulmer effect (Bulmer, 1971) . Under linkage equilibrium, r 2 b is as follows:
but it will be larger than the additive genetic variance given by (12) for a population undergoing directional or stabilizing selection because it ignores the contribution to the variance from the Bulmer effect given by P k j¼1 P j 0 6 ¼j b j b j 0 v jj 0 . Regardless of the extent of LD, the variance of a randomly sampled element from b is as follows:
where b V is the estimated value of V from the matrix M of observed marker genotypes. The vector b of breeding values, however, is not observable, and so the posterior mean of V b can be estimated using Gibbs sampling, where in each iteration of the Gibbs sampler, V b is computed from samples of b i drawn from their full-conditional distributions, and the mean of these V b values over all iterations is an estimate of E(V b |y) (de los Campos et al., 2015; Fernando & Garrick, 2013; Sorensen, Fernando, & Gianola, 2001 ).
| COMPUTER SIMULATION
Two populations of 1,000 animals each were simulated using XSim (Cheng, Garrick, & Fernando, 2015) , to estimate the genetic variance. In the first population, all loci and animals were sampled independently so that the conditions of Hardy-Weinberg and LE would be met. To obtain a population with LD that is generated by selection, genotypes at all loci on 50 males and 50 females were sampled independently. Then, the best 25 males and 25 females for a phenotype with heritability 0.9 were selected as parents. These parents were randomly mated to produce the next generation of 50 males and 50 females. This selection and random mating procedure was repeated for 10 generations. In generation 11, the selected parents were randomly mated to produce 1,000 animals.
The simulated genome consisted of 10 loci on each of five chromosomes each 1 cM in length. In generation 1, the genotypes were sampled independently from a binomial distribution with N = 2 and p = 0.5. The breeding values in the 1,000 animals used for the analysis were scaled to make V b = 1.0, and the residual variance was computed as Two approaches were used to estimate the additive genetic variance, using the BVM (11). The first assumes r 2 b is the additive genetic variance. The "GBLUP" method in the JWAS package (Cheng, Garrick, & Fernando, 2016) was used to get the posterior mean, E(r 
where x is b or e. The default value of m x = 4 for the degrees of freedom was used for both priors. In the second approach, Markov chain Monte Carlo samples were used to estimate the posterior mean, E(V b |y), of V b . Posterior means of these two variance components were used as point estimates of the additive genetic variance. Table 6 presents results from estimation of the additive genetic variance from simulated data under LE or LD. In both data sets, the breeding values were scaled such that the variance V b of a randomly sampled animal was 1.0, and the residual variance was set to make the h 2 = 0.9. As can be seen from (12), the additive genetic variance includes the sum of the genetic variances across the k loci, which is denoted here by r 2 b , and the sum of all pairwise genetic covariances between these loci. In a population with LE, loci are uncorrelated, and so the additive genetic variance is equal to r 2 b . However, in a finite sample that is drawn from a population with LE, due to sampling, the sum of all genetic covariances between these loci may deviate from zero. Thus, even in the data sampled under LE, where the V b was scaled to be 1.0, the value of r 2 b was 1.02, indicating that the sum of the genetic covariances between loci was À0.02. In the data sampled from a population with LD, the value of r 2 b was 1.89, indicating that the sum of the genetic covariances between loci was À0.89. This was expected as LD in this population was generated from selection, which causes a reduction in the genetic variance due to the Bulmer effect (Bulmer, 1971) . In both data sets, the estimates were close to their true values.
| RESULTS

| DISCUSSION
When only pedigree and phenotypes are available, the PARM, which is a matrix of expected similarity between relatives, has been used to predict genetic merit of candidates, where contribution from an animal's phenotype to the prediction is a function of the genetic similarity between the animal and the candidate. Thus, it has been proposed that when genotypes at causal loci are available, the PARM could be replaced by a GARM that is a matrix of realized similarity between relatives (Nejati-Javaremi et al., 1997). However, it is important to distinguish the difference between Ar 2 a , which is the conditional covariance matrix of b given the pedigree, and G x r 2 b , which is the conditional covariance matrix of b given the matrix X of scaled genotype covariates. It is well known that Ar 2 a is a genetic covariance matrix. On the other hand, as we have reasoned here, G x r 2 b is not a genetic covariance matrix, because the distribution of b conditional on X is not due to sampling of genotypes at random from some population, but it stems from the Bayesian prior assigned to the vector c of scaled substitution effects, which is a mathematical expression of what is known or believed about the possible values of substitution effects. As mentioned previously, a Bayesian prior distribution is not even necessary when the number of observations is larger than the number of SNP loci. Then, G x cannot be considered as a covariance matrix in any sense. In this situation, G-BLUP with a BVM would not be possible, but the realized value of b could be estimated by least squares, using a CEM. Gianola and others (de los Campos et al., 2015; Gianola et al., 2009 ) have also discussed the difference between the additive genetic variance and the variance of the prior distribution of substitution effects. Here, we recognize that this difference extends to the entire covariance matrix of b, and argue that G x is not proportional to a genetic covariance matrix. We have also considered if Var(b|G x ) is proportional to G x just as Var(b|A) is proportional to A. While this can be shown to be true if genotypes are sampled independently across loci and animals with an allele frequency of 0.5, we have also shown with a counter example that this result does not hold in general.
When the causal loci are in Hardy-Weinberg and linkage equilibria, r 2 b ¼ kr 2 c is the additive genetic variance, where r 2 c is the variance of a randomly sampled element from the vector c of scaled substitution effects. However, when LD is generated through selection, genetic covariances between loci will be negative, which is known as the Bulmer effect (Bulmer, 1971) . In that situation, the additive genetic variance will be lower than r 2 b , which only consists of the sum of the genetic variances across the loci. We have demonstrated this by simulation and shown that r 2 b over estimates the additive genetic variance when LD is created by selection. However, following Sorensen et al. (2001) , the variance V b of a randomly sampled element from b can be estimated as described here and elsewhere (de los Campos et al., 2015; Fernando & Garrick, 2013) . Simulation results showed that this approach gave the correct result for the additive variance under both LE and LD (Table 6) .
It should be noted that the usual pedigree-based estimate of the genetic variance is that of V b defined for a randomly sampled founder. However, as in Sorensen et al. (2001) , it is possible to define V b for any subvector of b. In a population undergoing selection, V b defined for founders will be higher than that defined for individuals from a subsequent generation.
If loci are negatively correlated in the founders due to selection in generations before the pedigree was obtained, the variance of a randomly sampled founder will be equal to r 2 a given in (12), which will be lower than r 2 b ¼ kr 2 c : In that case, the usual pedigree-based estimate of the genetic variance will be of r 2 a ; but the estimate obtained by assuming the genetic covariance matrix is proportional to the GARM is that of r 2 b ¼ kr 2 c , which will be higher than r 2 a . In conclusion, the focus of this study has been on the difference in meaning between the conditional covariance matrix of b given the pedigree and given genotypes at causal loci. We have shown that ignoring this difference can lead to misleading results. More generally, the conditional distribution of b given pedigree has a different meaning than that given genotypes. Conditional on the matrix M of genotype covariates or X of scaled covariates, b is not random in a frequentist or genetic sense. On the other hand, conditional on pedigree, b is random with mean vector 0 and covariance matrix Ar 2 a , and the properties of pedigree-based BLUP predictions depend on these distributional aspects of the breeding values. In fact, GBLUP predictions that are obtained by replacing the PARM by a GARM are not even unbiased in a frequentist sense. Further, the prediction error variances obtained from mixed model equations for GBLUP do not have the frequentist interpretation as those from a pedigree-based BLUP analysis. These differences that stem from the genotypes not being observed in a pedigree-based analysis and being observed in a genomic analysis are hidden when we adopt Bayesian priors together with a BVM. Failure to recognize and understand the differences between frequentist and Bayesian ideas underlying these analyses will lead to results that can be misleading and development of methods based on a shaky foundation that need various ad hoc and confusing tweaks to perform as expected.
frequency that is not equal to 0.5. The most obvious example is a locus with frequency 1.0 for the A locus. Then, all genotypes at this locus will be AA in all samples; there will not be a single sample where all genotypes are BB. Thus, this locus will never switch sign.
First, we will show that E(X*|G, p) = 0, where p is the vector of allele frequencies when p has 0.5 for each locus. Consider the expected value of an arbitrary column of X*. This column is equally likely to be any one of the k columns of the original X either multiplied by 1 or À1 with equal probability. Thus, because of the equal probability of either sign, each column of X* will have expected value zero and therefore EðbjG; pÞ ¼ EðX Ã0 jG; pÞc ¼ 0 Clearly, this will not be true in a population undergoing selection. Now, because E bjG; p ð Þ¼0, the covariance matrix b given G x and p can be written as follows: VarðbjG x ; pÞ ¼ Eðbb 0 jG x ; pÞ ¼ EðX Ã cc 0 X Ã0 jG x ; pÞ where the expectation is taken over all possible X* matrices. The distribution that is generated by permuting the columns of X and by changing their sign is identical to that generated by holding the observed X constant and applying the same permutations and sign changes to elements of c that would have been applied to the columns of X. Then, the covariance matrix b given G x can be written as: VarðbjG x ; pÞ ¼ XEðc Ã c Ã0 jG x ; pÞX 0 , where the expectation is taken over all possible c* vectors. Consider an arbitrary element of c*. This element is equally likely to have one of the k elements from c, either multiplied by 1 or À1 with equal probability, and thus each diagonal of Eðc Ã c Ã0 jG x ; pÞ ¼ K will be equal to Þ, which are all equally probable, can be generated from these two elements by including sign changes. The contribution from these pairs of values to the symmetric positions jj 0 and j 0 j of Λ is: 2ab À 2ab = 0. This will also be true for any other c* that is generated by permuting the elements of c. Thus, K ¼ Ir which is proportional to G x .
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