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Abstract
One of the key requirements of fifth generation (5G) systems is having a connection to mobile
networks without interruption at anytime and anywhere, which is also known as seamless con-
nectivity. Nowadays, fourth generation (4G) systems, Long Term Evolution (LTE) and Long
Term Evolution Advanced (LTE-A), are mature enough to provide connectivity to most ter-
restrial mobile users. However, for airborne mobile users, there is no connection that exists
without interruption. According to the regulations, mobile connectivity for aircraft passengers
can only be established when the altitude of the aircraft is above 3000 m. Along with demands
to have mobile connectivity during a flight and the seamless connectivity requirement of 5G
systems, there is a notable interest in providing in-flight wireless services during all phases of
a flight. In this thesis, many issues related to the deployment and operation of the onboard
systems have been investigated.
A measurement and modelling procedure to investigate radio frequency (RF) propagation in-
side an aircraft is proposed in this thesis. Unlike in existing studies for in-cabin channel char-
acterization, the proposed procedure takes into account the deployment of a multi-cell onboard
system. The proposed model is verified through another set of measurements where reference
signal received power (RSRP) levels inside the aircraft are measured. The results show that
the proposed model closely matches the in-cabin RSRP measurements. Moreover, in order to
enforce the distance between a user and an interfering resource, cell sectorization is employed
in the multi-cell onboard system deployment. The proposed propagation model is used to find
an optimum antenna orientation that minimizes the interference level among the neighbouring
evolved nodeBs (eNBs).
Once the optimum antenna deployment is obtained, comprehensive downlink performance eval-
uations of the multi-cell, multi-user onboard LTE-A system is carried out. Techniques that are
proposed for LTE-A systems, namely enhanced inter-cell interference coordination (eICIC) and
carrier aggregation (CA), are employed in the system analysis. Different numbers of eNBs, an-
tenna mounting positions and scheduling policies are examined. A scheduling algorithm that
provides a good tradeoff between fairness and system throughput is proposed. The results show
that the downlink performance of the proposed onboard LTE-A system achieves not only 75%
of the theoretical limits of the overall system throughput but also fair user data rate performance,
irrespective of a passenger’s seat location.
In order to provide the seamless connectivity requirement of 5G systems, compatibility be-
tween the proposed onboard system deployment and the already deployed terrestrial networks
is investigated. Simulation based analyses are carried out to investigate power leakage from
the onboard systems while the aircraft is in the parked position on the apron. According to
the regulations, the onboard system should not increase the noise level of the already deployed
terrestrial system by 1 dB. Results show that the proposed onboard communication system can
be operated while the aircraft is in the parked position on the apron without exceeding the 1 dB
increase in the noise level of the already deployed terrestrial 4G network. Furthermore, han-
dover parameters are obtained for different transmission power levels of both the terrestrial and
onboard systems to make the transition from one system to another without interruption while
a passenger boards or leaves the aircraft. Simulation and measurement based analyses show
that when the RSRP level of the terrestrial system is below −65 dBm around the aircraft, a
boarding passenger can be smoothly handed over to the onboard system and vice versa. More-
over, in order to trigger the handover process without interfering with the data transmission, a
broadcast control channel (BCCH) power boosting feature is proposed for the in-cabin eNBs.
Results show that employing the BCCH power boosting feature helps to trigger the handover
process as soon as the passengers step on board the aircraft.
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Lay summary
During the evolution of wireless communications, the way people use their mobile devices
changed from voice-oriented to data-oriented services. In today’s world, every mobile user
wants to stay connected to online services at anytime and anywhere. In other words, an un-
interrupted, seamless connectivity is desired. Although the current form of the fourth genera-
tion (4G) networks can provide such connectivity to the majority of terrestrial users, having an
onboard connection for passengers has recently been proposed. Therefore, a lot of questions
regarding how to deploy and when to operate onboard systems are gaining attention from both
industry and academia. An aircraft cabin is characterised by a high user density. This poses
a particular challenge to fairly distribute the user data rate inside the aircraft. Another chal-
lenge is the unusual propagation environment due to the construction materials of the aircraft
including the metal hull, which is an excellent reflector of radio frequency (RF) waves. As
a result, interference may become the system throughput limiting factor. Hence, in-cabin RF
propagation characteristics and interference mitigation techniques are of primary importance.
This thesis focuses on the fundamental downlink characteristics of the onboard 4G system
which consists of multiple cells. Firstly, in order to investigate the channel propagation charac-
teristics inside the aircraft, a measurement and channel modelling procedure is proposed. The
proposed channel model is used to find an optimum antenna orientation that minimizes the re-
ceived power level of a neighbouring cell. The received power level generated by the proposed
channel model is verified through on-site, multi-cell deployment measurements. The results
show that the modelled power levels closely match the measured received power levels. Af-
terwards, a scheduling algorithm that provides a good tradeoff between the fair user data rate
distribution and total system throughput is proposed. According to comprehensive downlink
performance evaluations, the proposed scheduling algorithm achieves a better tradeoff between
the fairness and system throughput than the commonly considered scheduling algorithms.
In order to establish the seamless connectivity for passengers, interference between the system
in the aircraft and terrestrial networks is another focus point of this thesis. Based on regulations,
an onboard system could only be in operation when the altitude of the aircraft is above 3000
m in order to mitigate harmful interference from onboard systems to terrestrial networks. In
this thesis, power leakage from onboard to terrestrial systems and vice versa are investigated
by computer simulations and on-site measurements while the aircraft is in the parked position
on the apron. Furthermore, handover parameters are also investigated to provide a smooth,
uninterrupted transition from one system to another as soon as users step on board or leave the
aircraft. The results show that (1) the proposed onboard system can coexist within the already
deployed terrestrial network without causing a harmful interference while the aircraft is in the
parked position; and (2) a boarding passenger can be smoothly handed over to the onboard
system and vice versa. Consequently, it can be advised that the legislation that prohibits the
operation of onboard systems should be reviewed, so that the necessary steps can be taken to
provide seamless mobile connectivity.
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The demand for high data rates is an inherent result of the increasing number of mobile sub-
scriptions and recent developments in video and gaming technology. Long Term Evolution
(LTE), also known as fourth generation (4G), is proposed to fulfill the required data rates and
improve mobile user experience in the long term. LTE is also designed to provide a smooth
transition to fifth generation (5G) mobile wireless technology through different phases such as
Long Term Evolution Advanced (LTE-A) and LTE-A Pro. The key component of 5G tech-
nology is unlimited access to information and the sharing of data anywhere and anytime for
anyone and anything [6]. Although LTE technology is mature, it has only recently been pro-
posed for use in aircraft [7–10], so, further development is required to satisfy the unlimited
access requirement of 5G technology.
The main reasons to postpone in-flight connectivity are the prohibition of mobile device use
within the aircraft, the cost of providing a high speed backhaul link to the aircraft and inter-
ference from the onboard system to terrestrial networks. However, today, customer demand
coupled with new business models in the airline industry such as the “bring your own device”
initiative and onboard shopping are responsible for increasing the interest around in-flight con-
nectivity.
In 1963, the first regulation on using mobile devices onboard an aircraft was published by the
Federal Aviation Administration (FAA). Although it is commonly believed that mobile devices
are prohibited for security reasons, in actuality, the regulation is based on the fact that the
onboard mobile devices have a potential to interfere with terrestrial wireless networks [11].
In 1991, the Federal Communications Commission (FCC) released its rules which banned the
airborne use of mobile devices [12]. At that time, time division multiple access (TDMA) was
used as the access technology. In TDMA, once a user is assigned for transmission, they benefit
the whole operated frequency channel for a given period. Also, adaptive power allocation was
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not used at that time. Therefore, concerns about interference caused by using mobile devices
onboard an aircraft to terrestrial networks were reasonable.
However, LTE systems use orthogonal frequency division multiple access (OFDMA) in down-
link and the single carrier frequency division multiple access (SCFDMA) scheme in uplink di-
rections. The orthogonality feature of both of the schemes provide efficient use of the operated
frequency band and manage the interference among deployed cells as well as mobile devices.
Moreover, along with the enhancements in LTE systems, deploying smaller cells, which can
have a coverage area from tens to hundreds of metres, and establishing cooperation among
those cells to adapt their control decisions is achievable. Also, using multiple input multiple
output (MIMO) systems in LTE allows the antenna propagation to be beamed in a specific di-
rection. As a matter of fact, providing backhaul link to an aircraft, managing interference from
an onboard system to terrestrial systems and deploying multiple cells inside an aircraft are at-
tainable for LTE systems. Accordingly, revising the imposed limitations on mobile connectivity
for the passengers onboard is considered by the FCC [12, 13] and the Electronic Communica-
tions Committee (ECC) [2, 3, 14–17]. Based on the ECC reports and decisions, the in-cabin
mobile system should only be operated when the altitude of the aircraft is 3000 m or more and
the system should not be operated while the aircraft is on the ground or during take-off and
landing [14].
Nowadays, satellite based systems are used to provide a backhaul link to aircraft onboard sys-
tems. However, due to the latency issue of the satellite based systems, an LTE based approach,
which is called direct air-to-ground communication (DA2GC), is considered as a complemen-
tary technology to provide the backhaul link [7, 9]. Since in-flight connectivity is a newly
proposed concept, many questions related to providing backhaul, designing in-cabin deploy-
ment and managing interference from the in-cabin system to terrestrial systems still remain
open. Limitations of the satellite and LTE based techniques to provide the backhaul link are
discussed in detail in [8, 9, 18]. This thesis focuses on the designing of an onboard commu-
nication system, which is motivated by the following considerations. On the one hand, in
order to satisfy a quality of service (QoS) requirement for all passengers, a multi-cell network
should be considered inside the aircraft. However, due to the channel conditions, weight and
antenna mounting space constraints of an aircraft, deploying a multi-cell network inside is not
as straightforward as it is in terrestrial systems. Therefore, the onboard system should be well
investigated to provide the same performance for passengers irrespective of their seat location.
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As noted, according to the current regulations, the onboard system can only be in operation
when the altitude of the aircraft is above 3000 m. However, in order to provide seamless con-
nectivity as a requirement for the new generation of communication system, the onboard system
should be active in every phase of a flight. Therefore, the onboard system should be designed
to avoid harmful interference to the terrestrial networks while the aircraft is on the ground.
An in-cabin communication system can be considered as a user dense and interference-limited
environment due to the structure and construction materials of the aircraft. In a medium-sized
commercial aircraft, the passenger capacity varies between 150 and 240, and the passenger
seats are located very close to each other by means of rows and columns. Due to this tight
structure and the metal hull of the aircraft, the radio frequency (RF) propagation characteristics
inside the cabin severely limit the system capacity. It is important to note that the challenge is
not in the selection of the best single link transmission technique, but in the design of the system
as a whole, which is a challenging multi-user system with point-to-multipoint and multipoint-
to-point transmission. Therefore, the in-cabin channel propagation characteristics should be
well investigated to design such a multi-user system deployment. For these reasons, a series of
measurement and modelling studies are conducted in this research.
It has been estimated that involvement of new technologies and applications such as cloud-
based technologies, internet of things (IoT), machine-type communication (MTC) and virtual
reality (VR) would see mobile data usage increasing at its current pace [19]. This increase
is also foreseen for the in-flight connectivity where 15 Mbps per passenger1 and 1.2 Gbps per
aircraft downlink data rates are considered as 5G requirements for in-flight connectivity [20].
Such a performance can be achieved when more cells are deployed. However, the cable weight
and wiring cost of a dense in-cabin deployment substantially increases the operational and
manufacturing costs. In the designing of a multi-user system deployment, a number of system
metrics such as system throughput, user throughput and deployment cost can be considered.
In this thesis, the tradeoff between the overall system throughput and user data rate fairness
is considered as the objective of the design. Therefore, techniques to improve the throughput
performance of the users that are severely affected by interference and to improve the achiev-
able peak data rate are investigated in the multi-cell, multi-user onboard system design in this
research.




This thesis focuses on investigating the characteristics of in-cabin communication systems. In
a systematic approach, the following three research objectives are aimed to be addressed:
• Establishing a multi-cell system deployment model for in-cabin LTE-A communication
systems.
• Evaluating and improving the downlink performance of the multi-cell, multi-user on-
board LTE-A communication networks.
• Evaluating the compatibility between the in-cabin and already deployed terrestrial net-
works.
By following these objectives, several contributions have been established.
As the first contribution of this thesis, an optimum antenna deployment by means of minimizing
the interference level among neighbour cells and maximizing the received signal level for the
users is proposed. Due to the materials used to construct an aircraft, the in-cabin channel prop-
agation has different characteristics than commonly considered indoor channel propagation. In
the proposed deployment, measurement based channel propagation characteristics inside the
aircraft are considered for an onboard multi-cell system deployment. A tilt angle which is op-
timum for deploying multiple evolved nodeBs (eNBs) inside the aircraft is obtained. The work
conducted on antenna deployment and the measurement based channel propagation character-
istics has led to the publication of [21, 22].
Following the second research objective leads to the second and main contribution of this the-
sis: the comprehensive performance evaluation of the multi-cell, multi-user onboard LTE-A
system. A major concern in the multi-cell, multi-user systems is the user throughput fairness.
Although deploying the multi-cell structure may improve the overall system throughput, it may
cause performance outage for the users that are on the edge of the deployed cells and severely
impacted by interference. A scheduling algorithm is proposed to provide a good tradeoff be-
tween the overall system throughput and fairness. In particular, the practical constraints that
LTE-A systems have are considered in the formulation of the scheduling problem. The work
conducted on the practical LTE-A scheduler has led to the publication of [23]. Furthermore,
the performance of the techniques that are proposed to manage interference level in LTE-A sys-
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tems is evaluated to recommend the system deployment for different QoS metrics. The research
conducted on the system deployment recommendation has led to the submitted paper [24].
Regarding the third objective, an onboard mobile communication system can only be operated
in certain phases of a flight. However, in order to provide seamless connectivity for aircraft
passengers, the onboard communication system should be in operation in every phase of the
flight. This leads to the third contribution of this thesis: compatibility of an onboard LTE-A
system with the current terrestrial LTE-A systems when the aircraft is stationary on the ground.
The signal-to-noise-plus-interference ratio (SINR) performance and interference level of the
users, who are (1) inside the airport building; (2) waiting to board the aircraft; and (3) ground
service employers, are investigated using computer simulations. To validate the simulation
based analysis of the compatibility of both systems, a power leakage measurement from on-
board to terrestrial and terrestrial to onboard systems has been conducted. Furthermore, how to
handover the passengers to the in-cabin cells when the passenger steps on board the aircraft is
studied. Different power levels for the terrestrial system are considered around the aircraft and
the parameters that provide a smooth handover are obtained. The research conducted on the
compatibility of the onboard and terrestrial systems when the aircraft is in the parked position
on the apron has led to the submitted paper [25].
1.3 Thesis Outline
The remainder of this thesis is organised as follows. In Chapter 2, the evolution of the communi-
cation technologies is briefly introduced. Furthermore, the concept of the in-flight connectivity
is introduced. For the investigation of an onboard LTE-A system, a number of basic procedures
in LTE are provided.
In Chapter 3, the issue of deploying multiple cells inside the aircraft is introduced. Firstly,
the aircraft geometry is presented. Then, a measurement and modelling procedure is proposed
to characterize radio propagation inside an aircraft. The proposed procedure contains three
phases in order to characterize (1) the propagation direction; (2) the reflections from the cockpit
and tail ends of the cabin; and (3) the reflections from the sidewalls of the cabin. The first
phase of the proposed measurement procedure is conducted in an Airbus A321 aircraft for the
1800 MHz frequency band. Based on the measured propagation characteristics, an optimum
antenna tilt angle is found to deploy an onboard multi-cell system. Furthermore, a seat-by-seat
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measurement is conducted to investigate the received power level from the deployed cells inside
the aircraft and validate the SINR performance of the found optimum tilt angle.
In Chapter 4, the downlink performance evaluation of the multi-cell, multi-user onboard LTE-A
system is considered. The main objective of the downlink performance evaluation is to find
an optimal system architecture which improves the tradeoff between the system throughput
and user throughput fairness. Firstly, a resource scheduling problem is formulated to consider
the LTE system constraints such as channel quality indicator (CQI) reporting, resource allo-
cation (RA) type and single modulation and coding scheme (MCS) index assignment to the
resources allocated to a user. Then, the scheduling problem is updated to consider interference
coordination techniques. A proportional fair based coordinated scheduler (PCS) is proposed to
improve the user data rate fairness to system throughput tradeoff. Accordingly, the performance
of an onboard system with and without almost blank subframe (ABS) and reduced power-ABS
(RP-ABS) techniques is analysed. Furthermore, effects of employing carrier aggregation (CA)
and an enhanced modulation scheme, which is 256-quadrature amplitude modulation (QAM),
are investigated. Finally, a recommended system decision diagram is provided.
In Chapter 5, compatibility of an onboard system and the already deployed terrestrial network
is investigated while the aircraft is stationary and in the parked position on the apron. In or-
der to understand how these two systems interact with each other, the downlink SINR and
power leakage from onboard to terrestrial and terrestrial to onboard systems are analysed based
on computer simulations. Then, the given simulation results are validated through on-site mea-
surements. In the measurement setup, an A321 aircraft inside a hangar is covered by a terrestrial
network provider. Transmission power level of the terrestrial and onboard systems is varied to
investigate the power leakage from one system to another. Based on the measurement results,
procedure and parameters on how to handover the passengers when they board the aircraft are
provided. The results overwhelmingly demonstrate that the onboard system can be activated in
every phase of a flight.
Chapter 6 summarises key findings of this thesis. Additionally, the limitations of the research





In the early years of cellular communications systems, analogue technology was used to trans-
mit voice signals. Service providers deployed cells with a range of up to 20 km in rural areas
and up to 1 km in urban areas for mobile voice transmission. In the first generation (1G) sys-
tems, frequency division multiple access (FDMA), which divides the operated frequency band
into multiple bands and assigns each band to a user, was used as the multiple access scheme.
Along with enhancements in digital technology, multiplexing multiple users per channel was
enabled in second generation (2G) digital systems. Moreover, text messaging was added to
the already existing voice transmission as a mobile service. For these services, time division
multiple access (TDMA) which uses operated frequency band for a user on a time basis, was
used to serve multiple users. Today, many 2G systems are still in operation to deliver mobile
voice services. When the number of mobile subscriptions increased and data transmission took
place among the already available text and voice services, service providers had to shrink their
deployed cells in order to improve their service quality in terms of connectivity and throughput.
Also, another multiple access technique termed code division multiple access (CDMA), which
spreads the user signal across the entire bandwidth at a transmission time period and uses a code
for each user, was used in order to serve multiple users at the same time instance. However,
mobile subscriptions and the demand for higher mobile data rates were increasing. Due to the
used access technology, interference became a system limiting factor with an increased number
of cells. Therefore, an enhanced access scheme was needed in order to deploy more, smaller
cells.
Nowadays, the telecommunication industry is in its fourth generation (4G) and discussions
on fifth generation (5G) technologies are ongoing. 4G is also known as Long Term Evolu-
tion (LTE) and designed to provide a smooth transition to 5G. The definition and key tech-
nologies of LTE are introduced for the first time in third generation partnership project (3GPP)
Release 8. One of the most important technologies defined in LTE is orthogonal frequency di-
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vision multiple access (OFDMA), which allows multiple users to share the same bandwidth at















































Figure 2.1: Illustration of multi user access schemes where colors represent users. (a) FDMA.
(b) TDMA. (c) CDMA. (d) OFDMA.
However, due to the need to have high frequency reuse factors to satisfy capacity and coverage
constraints, interference caused by nearby cell transmissions becomes a major factor that limits
system and user capacity especially at the cell-edge. Thus, inter-cell interference coordination
(ICIC) techniques are proposed in Release 8 to improve favorable channel conditions across
subsets of users that are severely impacted by interference.
The evolution of LTE technology continues with 3GPP Release 9 which introduces LTE fem-
tocells and several refinements to the techniques defined in Release 8. After the definition
of LTE femtocells, the number of deployed small cells are free to increase in an unplanned
manner. Thus, the performance of already planned cells (macrocells, microcells and picocells)
by service providers is degraded for both centre and edge users. Therefore, better techniques
are needed to simultaneously achieve the potential advantages of OFDMA as well as those
granted by small cells. Accordingly, the enhanced inter-cell interference coordination (eICIC)
techniques are proposed to improve small cell performance in 3GPP Release 10. One of the
eICIC techniques used in time domain is almost blank subframe (ABS). ABS mitigates the
interference on selected subframes by blanking data transmission at the interfering evolved
nodeBs (eNBs)1 in the system. However, blanking the data transmission at one of the eNBs
means that resource blocks (RBs) of the muted eNB are unused during ABS. Thus, the through-
put of the users attached to the muted eNB decreases.
Since Release 10, LTE is referred to as Long Term Evolution Advanced (LTE-A). The main
reason behind the name change to LTE-A from LTE is due to two techniques introduced in
Release 10: carrier aggregation (CA) and coordinated multi-point transmission (CoMP) [26].
CA is adopted to achieve wider deployment bandwidths by aggregating carrier components
1In LTE terminology, eNB is used to represent base station.
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(CCs)2. Whereas, CoMP is adopted to efficiently manage the interference level between the
deployed cells. Such a coordination between the geographically separated cells requires the
sharing of data, which can be established by using the LTE X2 interface [27].
Beyond 3GPP Release 10, a number of refinements to existing capabilities are done to achieve
a quality of service (QoS) threshold for all types of users. In 3GPP Release 11, an enhanced ap-
proach of ABS, reduced power-ABS (RP-ABS), is proposed to decrease the interference level,
while providing throughput to interfering eNBs during the ABS subframe [28]. In Release 12
some new features such as 3D beamforming, dual connectivity, data offloading and LTE for
unlicensed spectrum are proposed. Beyond Release 12, further enhancements have been done
to the proposed features and new technologies such as software defined network (SDN) and
network function virtualization (NFV) are introduced. Therefore, since Release 13 the term
LTE-A is changed to LTE-A Pro. LTE-A Pro is the phase in which 4G systems pave their way
to 5G systems.
2.2 Examination of Mobile Data Forecast
During the evolution of wireless communications, the way people use their mobile devices
changed from voice-oriented to data-oriented services. The noted evolution in the communica-
tion technologies are involved with new applications such as cloud-based technologies, internet
of things (IoT), machine-type communication (MTC), augmented and virtual reality lead to a
data hungry ecosystem. Mobile data traffic and its 5 or 6 year based projection reports are re-
leased annually by several technology companies such as Cisco, Ericsson and Nokia. In these
reports, the compound annual growth rate (CAGR) of mobile data usage, mobile subscriptions
and the number of mobile handsets are obtained by using different methodologies3. The fore-
cast methodology is based on historical data, internal and external measurements on mobile
networks, advancement in the transceiver technologies and user-market trends.
In Fig. 2.2, the mobile data traffic forecast from 2011 to 2022 is given based on reports released
2The term CC is used in 3GPP terminology for CA to represent a channel, which is made up of several MHz of
bandwidth at a time. In this study, phrases CC, channel and cell are used interchangeably.
3CAGR is calculated based on (vn/v0)(1/(n−1))−1 where v0 and vn are the initial and last values, respectively;
and n is the considered time period.
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Figure 2.2: Mobile data usage forecast. The graph label represents reporter company, forecast
period and predicted CAGR for the given forecast period, respectively.
by Cisco and Ericsson4. In general, although both the reporters accurately predict the mobile
traffic of the following year, the long term predictions are either exaggerated or underestimated.
The mobile traffic forecast report released in 2011 by Cisco predicts that the mobile traffic will
grow at a CAGR of 78%, and will reach 10.8 exabytes in 2016. However, the recorded mobile
data traffic in 2016 was 7.8 exabytes by Cisco and 8.5 exabytes by Ericsson5. According to the
recently published forecast reports, the mobile data traffic from 2016 to 2021 is expected to rise
at a CAGR of approximately 45% and reach 49 exabytes.
It is important to note that mobile data traffic dramatically increased from 2015 to 2016. In
2015, the mobile data usage was 3.7 exabytes. In 2016, the mobile data usage almost doubled
and reached 7.2 exabytes. Based on the 2015 figures, both reporters were not expecting such
growth in 2016. The main underlying driver for this increase is the advanced technologies
used in mobile networks and user equipment (UE) handsets, such as CA, employing multiple
input multiple output (MIMO), data offloading to hotspots and network densification6. Network
densification arguably has been the main contributing factor for the increase in achieved user
data rates and consequently for the total mobile data traffic. As noted in [29], of the six orders
4‘Cisco Visual Networking Index: Global Mobile Data Forecast’ reports published by Cisco for the years 2011-
2016, 2012-2017, 2013-2018, 2014-2019, 2015-2020, and 2016-2021; and ‘Ericsson Mobility Report’ reports pub-
lished by Ericsson for the years 2012-2018, 2013-2019, 2014-2020, 2015-2021, and 2016-2022 are analysed.
5The reason of having different recorded mobile data for 2016 is that both the reporters have different collabo-
rators and customers to perform the mobile traffic measurements.
6Increasing the spatial density of cell sites in order to improve achievable data rate in terms of per unit area is
termed as network densification.
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Figure 2.3: Mobile devices, traffic and network speed.
of magnitude improvements in data rates on our mobile devices during the last decades, the
small cell concept contributed by a staggering factor of 1600, and this is in stark contrast to a
factor of 25 attributed to the allocation of new spectrum.
In Fig. 2.3, the recorded data for mobile network speed, mobile data traffic and number of
mobile devices from 2011 to 2016 are shown based on Cisco reports. The increase in the
number of mobile devices has a linear trend. The recorded number of mobile devices has
increased by 1.38 billion from 2011 to 2016 where 30% of the increase is seen from 2015 to
2016. For the mobile network speed, an increase from 315 kbps to 2 Mbps is recorded from
2011 to 2015 whereas from 2015 to 2016, a significant increase to 6.8 Mbps, which is a 240%
improvement in the mobile network speed, is seen.
In order to understand how both the reports could not predict the mobile traffic increase from
2015 to 2016, the recorded and predicted overall mobile network rate, 4G network rate, and
hotspot rate as well as the number of 4G capable devices from 2011 to 2016 are analysed in
more detail. The most accurate prediction for the speed of the mobile network is made for the
hotspots, as shown in Fig. 2.4. From 2011 to 2015, the hotspots’ speed increased linearly, and
it was predicted to be around 30 Mbps in 2016. The recorded hotspot rate was 32 Mbps in 2016
which is slightly above the prediction given in 2015. The prediction given in the forecast reports
from 2011 to 2015 for overall mobile data rate varies from 2.1 Mbps to 2.9 Mbps. However,
the achieved overall mobile data rate was 6.8 Mbps in 2016. This increase can be explained by
considering mobile data offloading to the hotspots. Offloading the third generation (3G) and
11
Background



















s] Achieved Hotspot Rate
Hotspot Rate (Prediction for 2016)
Achieved 4G Rate
4G Rate (Prediction for 2016)
Achieved Mobile Rate




Figure 2.4: Achieved and predicted rates.
4G mobile traffic to the hotspots increased the achieved overall mobile data rate. The same
underestimation is seen for the 4G network speed in 2016 as well. The latest prediction given
in 2015 was 16.4 Mbps which is 10 Mbps lower than the actually recorded rate in 2016.
As shown in Fig. 2.3, there is a correlation between the trends of mobile traffic and overall
network speed. Also it is shown that the number of newly added mobile devices notably affects
the mobile traffic trend. In other words, 7.6 billion mobile devices generated 3.7 exabytes
mobile traffic in 2015, whereas in 2016, 400 million newly added mobile devices generated
almost the same amount of mobile traffic. Therefore, although there was no significant increase
in the number of mobile devices from 2015 to 2016, the capability of the recently added 400
million devices in 2016 affected the mobile data traffic. In Fig. 2.5, the amount of 3G and
4G devices from 2012 to 2016 as well as the prediction on the number of 4G devices in 2016
are shown. Overall, from 2012 to 2016, the number of 3G and 4G mobile devices increased
by 800 million and 1.9 billion, and reached to 2.4 billion and 2 billion, respectively. From
2015 to 2016, the number of 4G mobile devices increased from 1 billion to 2 billion, and the
number of 3G mobile devices increased by several million. However, the number of 4G mobile
devices in 2016 was underestimated. The amount of 4G devices in 2016 is predicted as 0.6
billion, 0.8 billion, 1 billion and 1.5 billion in the reports relased in 2012, 2013, 2014 and 2015,
respectively.
The huge rise seen in the number of 4G devices led to increase in the overall percentage for
4G devices, which increased from 14% to 26% between 2015 and 2016. In the forecast reports
12
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Figure 2.5: Amount of 3G and 4G devices. On the left axis of the figure, black graphs shows
the amount of devices in billion, and on the right axis of the figure, red graphs
shows the amount of devices as percentage.
released in 2012, 2013 and 2014, it is not expected that the number of 4G devices would reach
the number of 3G devices. However, the report released in 2015 predicted that the number of
4G devices would overlap with the number of 3G devices by 2020. In the recent report in 2016,
the overlap is expected by 2017. Due to such increases in 4G devices, a drop in the percentage
for 3G devices is expected. However, the percentage of 3G devices remained the same at 33%
in 2016. Although it is not shown in Fig. 2.5, the reason for having the same percentage for 3G
devices is due to the decrease in the amount of 2G devices. In fact, it can be concluded that the
4G devices have taken the place of the 2G devices.
Consequently, this analysis has shown one very important fact: whatever the amount of wire-
less network capacity provided, it will be utilized by the mobile users. This is shown by the
unforeseen 240% increase in average mobile data speeds enabled by offloading from cellular.
2.3 In-Flight Connectivity
The desire of mobile users to be connected to online services at anytime leads the in-flight con-
nectivity market, of which the share is expected to be around $15.9 Billion by 2028 [30]. Ac-
cording to a survey based study given in [31], 83% of passengers would prefer to have in-flight
connectivity during their flight. In fact, applications that are proposed to enhance passenger
13
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Figure 2.6: An in-flight connectivity scenario.
experience such as augmented reality (AR) and virtual reality (VR) require an onboard system
that provides high data rates. Therefore, an aircraft is an environment where connectivity is of
primary importance.
2.3.1 Regulations
Deployment and compatibility of mobile communication services on board aircraft and ground-
based systems have been studied for the Global System for Mobile Communications (GSM) and
Universal Mobile Telecommunications System (UMTS) in [14–16]; and for LTE in [2, 3, 17].
Based on the Electronic Communications Committee (ECC) reports and decisions, the in-cabin
mobile system should only be operated when the altitude of the aircraft is 3000 m or more, and
the system should not be operated while the aircraft is on the ground or during take-off and
landing [14].
For in-flight connectivity, a backhaul link, which is the connection link between the core net-
work and small networks that are close to the end-user, to the aircraft can be provided by using
satellite based or LTE based direct air-to-ground communication (DA2GC) technologies [7–
9, 32]. Although satellite and LTE based DA2GC technologies can be used independently, a
hybrid solution, which allows both of technologies to be used complementary to each other, is
achievable [8]. In Fig. 2.6, an in-flight connectivity scenario with satellite and DA2GC back-
haul links is depicted.
Nowadays, satellite based systems operating at L-band (in between 1 GHz and 2 GHz), Ku-band
(in between 12 GHz and 14.5 GHz) and Ka-band (in between 26.5 GHz and 40 GHz) are the
widely used solutions to provide a backhaul link to the aircraft [33]. However, the main draw-
back of the satellite links is latency [32, 33]. Latency is the round trip time for a data package
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between the transmit and receive nodes. It is foreseen that the latency between two nodes con-
nected via a satellite can exceed 400ms [9, 32]. With such a high latency, it is not possible to
provide real-time services such as video conferencing in an onboard aircraft. Moreover, the
peak rate performance of the noted satellite technologies are ranging between 30 Mbps and
70 Mbps [33].
Whereas, in LTE based DA2GC systems, terrestrial base stations are used to provide the back-
haul link to the aircraft. In order to establish a link between the terrestrial stations and aircraft,
some modifications are needed on both sides. Terrestrial base stations are designed to provide
a coverage on the ground. Therefore, most of the terrestrial base station antennas are pointed
toward the ground. In order to provide an aerial coverage area, an antenna should be placed
and pointed upwards on the already deployed terrestrial base stations. On the aircraft side, an
antenna should be placed below the aircraft to receive the link from the ground station. Both
of the antennas dedicated for DA2GC should be able to dynamically shape and steer beams in
order to mutually track each other [34]. Additionally, in order to serve multiple aircraft at the
same time, the antenna placed at the terrestrial stations should produce multiple beams.
Performance of a 60 ms latency and a downlink rate of 26 Mbps is achieved in a test flight [7].
Along with the noted enhancements in LTE, it is expected that the latency and achievable rates
will be improved. Current industrial and commission studies are aiming to have a latency of less
than 10 ms and peak data rate of 75 Mbps per cell [8]. For the DA2GC systems, frequencies
at 1900-1920 MHz and 5855-5875 MHz are considered as a short term solution. For the next
generation DA2GC systems, the required data rate is provisioned as 1.2 Gbps per aircraft [20].
Therefore, in order to provide such a high data rate backhaul link, frequencies above 6 GHz are
subject to investigation for the next generation DA2GC systems [7].
Furthermore, in Fig. 2.6, an aircraft-to-aircraft link is also shown. Although such a network
structure is not considered by ECC, Federal Communications Commission (FCC) has recently
released an agreement to test an aircraft-to-aircraft mesh network structure, which is patented
back in 2001 [35]. Based on [35], 30 GHz frequency band is considered to provide aircraft-to-
aircraft link.
Once the backhaul link is provided to the aircraft, an onboard communication system should
be used to distribute the traffic inside the aircraft. In ECC reports and decisions [2, 3, 14–17],
it is suggested that a network control unit (NCU) should be operated in order to prevent in-
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cabin UE sets trying to access the terrestrial networks. The NCU is used to raise the noise
floor inside the cabin. Therefore, the quality of the signal received from the in-cabin eNBs will
become higher than the terrestrial eNBs and the in-cabin UE sets will not attempt to access
the terrestrial network. The same goal can be achieved through radio frequency (RF) shielding
of the aircraft. The RF shielding of the aircraft increases the signal attenuation of the aircraft
fuselage. Thus, the quality of the signal received from the terrestrial eNBs will be much lower
than the signal received from the in-cabin eNBs. Therefore, the in-cabin UE sets will try to
access the in-cabin network, not the terrestrial network.
The limitations of activating the onboard communication system are firstly investigated for
GSM 1800 MHz in [15]. Then, in [2, 3], the frequency bands given in Table 2.1 are analysed
for UMTS and LTE technologies. In Table 2.1, connectivity bands represent the frequencies
used inside the aircraft and controlled bands represent the frequencies that are currently being
used by the terrestrial networks.
Band Type Technology FrequencyUplink Downlink
Connectivity
LTE 1800 1710-1785 MHz 1805-1880 MHz
UMTS 2100 1920-1980 MHz 2110-2170 MHz
LTE 2600 2500-2570 MHz 2620-2690 MHz
Controlled
LTE 800 791-821 MHz
LTE 900 925-960 MHz
LTE 1800 1805-1880 MHz
LTE 2600 2500-2690 MHz
Table 2.1: Analysed frequency bands in [2]
According to [2, 17], when the altitude of the aircraft is 3000 m, the maximum effective isotropic
radiated power (EIRP) from the in-cabin station to outside the aircraft must not exceed 1 dBm
for 5 MHz (or -13 dBm for 200 kHz) of a LTE 1800 MHz system to prevent service degrada-
tion at the ground-based systems. This limit represents a 1 dB increase of the noise figure of
the system. For a UMTS 2100 MHz system, this limit is given as 1 dBm for 3.84 MHz channel.
In Table 2.2, the limitations on the UE and base station inside the aircraft are given for both the
UMTS and LTE systems when the altitude of the aircraft is higher than 3000 m. It is important
to note, in [2], due to the radar services in the band adjacent to 2600 MHz, LTE 2600 MHz
system is found incompatible and it is not considered for the onboard communication systems.
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3 3.1 1.0 1.7 1.0
4 5.6 3.5 3.9 3.5
5 7 5.4 5 5.5
6 7 7.0 5 7.1
7 7 8.3 5 8.4
8 7 9.5 5 9.6
Table 2.2: Maximum EIRP, which is defined as outside the aircraft, limitations [2, 3]
there are other bands available for LTE such as 800 MHz and 900 MHz, interference to the
terrestrial networks will be less in 1800 MHz systems due to its wavelength. From GSM to
LTE, low frequency bands are used to provide a wide coverage area and high frequency bands
are used to provide high data rate. Moreover, the total downlink bandwidth is 30 MHz in LTE
800 MHz whereas, it is 75 MHz in LTE 1800 MHz [36].
2.3.2 Aircraft Cabin Geometry
In this research, an Airbus A321 aircraft, which is a commercial 38 m long medium sized air-
craft with a seating capacity of 210 passengers in economy class, is considered. The passenger
seat layout of the aircraft is configured with a single aisle and 35 rows of seats, as shown in
Fig. 2.7. In addition to the seating plan shown in the figure, five points, fromA toE, are shown.
These points are placed on the ceiling of the cabin (close to overhead storage) and provisioned
for an antenna placement inside the cabin. The approximated A321 cabin interior dimensions
are given in Table 2.3.




A B C D E
Figure 2.7: Cabin layout of Airbus A321 - Points represents the antenna mounting locations.
Provisioned positions means the positions designed by the aircraft manufacturer
which provide pre-configured power supply. Centreline positions are used to en-
sure that the antennas are uniformly distributed in the cabin. There is no power
supply provided by the aircraft manufacturer for the centreline positions.
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Number of Rows 35 Aisle width 50 cm
Number of Seats 210 Row width 80 cm
Seat width 60 cm Cabin width 395 cm
Seat height 110 cm Cabin height 249 cm
Table 2.3: Dimensions of Aircraft
In this study, deployment of the systems with 2 eNBs and 3 eNBs are considered. For the
considered deployments, each eNB is operated within LTE band 3 (1800 MHz - 3× 20 MHz
channels and 1× 15 MHz channel). The channel index, bandwidth, number of RBs and the
frequency range information used are given in Table 2.4.
For 3 eNBs deployment, the points A, C and E are used to mount the antennas for both pro-
visioned and centreline antenna positions. However, if a deployment of 2 eNBs is considered,
eNB antennas are placed on the points A and D for provisioned antenna positions and placed
on points B and D for centreline antenna positions, as shown in Fig. 2.7. In order to decrease
interference among the eNBs, cell sectorization is employed. In cell sectorization, directional
antennas are used to direct the propagation to a specific point. By doing that, while the fre-
quency reuse factor of the eNB is not changed, a minimum distance between a user and an
interfering eNB is enforced. Therefore, each eNB is equipped with two 2× 1 directional patch
antennas in the considered in-cabin LTE system model. For each antenna mounting point,
which is an eNB location for the considered system, two antennas are deployed and directed in
opposite directions along the aisle, as in [21]. In other words, according to the employed cell
sectorization, each eNB has two channels pointed towards the cockpit of the aircraft and two
channels pointed towards the tail of the aircraft. Channels with indexes 3 and 4 are used in the
cockpit direction and channels with indexes 1 and 2 are used in the tail direction of the aircraft.
2.4 LTE System Basics
LTE is proposed to achieve a higher data rate and lower latency on the user and control planes
Channel Index Bandwidth Number of RBs Frequency Range
CH 1 20 MHz 100 1805 - 1825 MHz
CH 2 20 MHz 100 1825 - 1845 MHz
CH 3 15 MHz 75 1845 - 1860 MHz
CH 4 20 MHz 100 1860 - 1880 MHz








Figure 2.8: Overall LTE network architecture.
by introducing a packet-optimized radio access technology. Therefore, there are several mod-
ifications on the existing UMTS network architecture. In Fig. 2.8, an overall LTE network
architecture is illustrated. Accordingly, the network has four main components namely UE,
evolved universal terrestrial radio access network (E-UTRAN) which consists of eNBs, evolved
packet core (EPC) and service domains. UE is typically a handset and E-UTRAN eNB is the
base station that controls all radio related functions of the network. The E-UTRAN provides
physical layer (PHY), medium access control (MAC), radio link control (RLC), packet data
convergence protocol (PDCP) and radio resource control (RRC) protocols for user and control
planes. Accordingly, packet compression, modulation/demodulation, coding/decoding, UE ra-
dio signal measurement control and resource allocation are done in the eNB. Signalling within
the E-UTRAN eNBs is carried out via the X2 interface whereas each eNB is connected to
the EPC via the S1 interface. EPC consists of three main units namely mobility management
entity (MME) which handles signalling and controlling of UE network connection, serving
gateway (SGW) which transports all internet protocol (IP) data traffic between the UE and net-
work, and packet data network gateway (PGW) which provides IP address allocation to UE to
communicate with external networks.
2.4.1 Frame Structure
In LTE, two types of frame structure are defined for different duplexing methods, namely fre-
quency division duplex (FDD) and time division duplex (TDD). In FDD, simultaneous uplink
and downlink transmissions are allowed on different portions of a band. For example, as shown
in Table 2.1, for LTE 1800 MHz, uplink and downlink transmissions take place on different
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bands where there is a 20 MHz gap between these bands. Whereas, in TDD, uplink and down-
link transmissions are allocated to the same frequency portion but transmission takes place on
different time instances.
In Europe, FDD is used as the duplexing method for LTE. An FDD frame has 10 ms duration
and consists of subframes and slots. Each subframe has 1 ms interval and consists of two
equally sized slots with 0.5 ms, as shown in Fig. 2.9. In each slot, there are 6 (extendend cyclic
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16 #17 #18 #19#0
Slot = 0.5 ms
Subframe = 1 ms
Frame = 10 ms
Figure 2.9: LTE FDD frame structure [1].
prefix) or 7 (normal cyclic prefix) orthogonal frequency division multiplexing (OFDM) symbols
based on the used cyclic prefix type. In each OFDM symbol, the subcarriers are located with
15 kHz spacing. During one slot, 12 consecutive subcarriers (180 kHz) correspond a RB. The
number of RBs, NRB, spans between 6 and 110 depending on the transmission bandwidth, as








Table 2.5: Number of RBs for different transmission bandwidths
In LTE, each element in a RB is called a resource element (RE). REs are uniquely defined to
represent a time and frequency domain pair in a RB. As it will be shown in the next section,




In LTE, there is no power control for the data part of the signaling. Most hardware allows for
a static transmission power to be set as a configuration parameter i.e. the total transmission
power of the eNB can be constrained [37]. The downlink power allocation algorithm in the
LTE eNBs is based on UE-specific parameter PA, cell-specific parameter PB and cell-specific
reference signal (CRS) power.
In the reference signaling power control algorithm, the parameter referenceSignalPower pro-
vided by higher layers is used to derive the downlink reference signal (RS) energy per resource
element (EPRE) [4]. Then, the ratio of the physical downlink shared channel (PDSCH) EPRE
to CRS EPRE among PDSCH REs is derived for each OFDM symbol. This ratio is denoted
by either ρA or ρB based on OFDM symbol index. Fig. 2.10 shows LTE RB structure when
a single antenna port and normal cyclic prefix is considered. The ratio of the PDSCH EPRE
CRS RE
PDSCH RE
PDSCH RE within CRS RE
















Figure 2.10: LTE RB structure - single antenna port.
to the CRS EPRE is denoted by ρA for OFDM symbol indices 1, 2, 3, 5, 6 where the ratio is
denoted by ρB for OFDM symbol indices 0 and 4 within a slot [4, Table 5.2-2 and Table 5.2-3].
The ratio ρA is calculated as follows:
ρA[dB] =
 δpower-offset + PA + 10 log10 2, precoding with 4 cell-specific antenna ports,δpower-offset + PA, otherwise,
(2.1)
where δpower-offset is 0 dB for all PDSCH transmission schemes except multi-user MIMO [4].
According to the cell-specific parameter PB and number of configured eNB cell-specific an-
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Figure 2.11: Power level of REs in a RB.









Table 2.6: LTE cell-specific ratio [4, Table 5.2-1]
When there is no RS present in the OFDM symbol, the power of the PDSCH RE is configured
as a multiplication of the CRS EPRE, referenceSignalPower, and UE-specific parameter, ρA.
However, when there is a RS in the OFDM symbol, then the power of the PDSCH RE is equal
to the multiplication of referenceSignalPower and the cell-specific parameter, ρB . In Fig. 2.11,
a single antenna port is considered with CRS EPRE of Ptx. Accordingly, power of the PDSCH
REs of the OFDM symbol without RS is ρAPtx W. When PB is configured as an integer from 0
to 3, the cell-specific power ratio for a single antenna port system can be found from Table 2.6.




2.4.3 Received Power Level Determination
In LTE, a UE measures the received power level from its connected and neighbour cells, de-
termines its channel quality and reports it back to its connected cell. There are two different
received power levels measurements in LTE, namely reference signal received power (RSRP)
and received signal strength indicator (RSSI). Based on the definition given in [38], RSRP is
the linear average of the RS within the used channel bandwidth. It provides information on the
signal strength of the connected cell. Whereas, RSSI is the linear average of the total received
power observed in the OFDM symbols that carry RS within the used channel bandwidth. It is
representative of the wideband power level, which includes co-channel serving and non-serving
(interfering) cells, adjacent channels and noise, and is used to determine interference and noise
information. In other words, RSRP is the average power level of the CRS REs, which are shown
black in Fig. 2.10, and RSSI is the total power level of all the REs given in red and black in
Fig. 2.10, which is averaged over the two OFDM symbols. Once a UE measures the RSRP and
RSSI levels, it can determine the quality of the received signal, which is represented by refer-
ence signal received quality (RSRQ). RSRQ is determined by multiplying the number of RBs in
the used channel bandwidth and the ratio of RSRP and RSSI, RSRQ = NRB × (RSRP/RSSI).
It is worthwhile to note that a UE does not report its RSSI measurements. RSSI measurements
are only used to determine RSRQ level. A UE reports the RSRP and RSRQ measurements
which can be used to trigger cell re-selection or handover events, which will be described
later. The reporting range for RSRP is defined from -140 dBm to -44 dBm with 1 dB resolu-
tion [39, Table 9.1.4-1] and for RSRQ is defined from -34 dB to 2.5 dB with 0.5 dB resolution
[39, Table 9.1.7-1].
2.4.4 Channel State Reporting
In LTE systems, the modulation order to be used on a RB is represented by a modulation and
coding scheme (MCS) index, and it is chosen by the adaptive modulation and coding (AMC)
functions. As noted, adaptive downlink power allocation to the available RBs is not supported
in LTE. This implies that the power amplifier is always transmitting at full power and the
downlink-rate adaptation is controlled by adjusting the MCS indexes using AMC functions
[37]. The AMC functions use channel quality indicator (CQI) reports to decide on the MCS
indexes. In LTE, CQI reporting and MCS index assignments are based on a set of defined
structures. Due to extensive signaling overhead, CQI reporting with per RB granularity and
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using different MCS indexes across scheduled RBs for a user are not supported [40]. Thus,
subband and wideband based CQI reporting modes and single MCS assignment to all RBs
allocated to a user are currently used in LTE systems [5, 37, 40].
Based on LTE specification [5], CQI reports can be sent periodically or aperiodically. In the
periodic reporting, UE reports its CQI based on a fixed period. In the aperiodic reporting, UE
reports its CQI based on a request from the eNB. Moreover, the CQI reporting is classified into
modes as wideband (Mode 1-0), UE-selected subband (Mode 2-0) and higher layer configured
subband (Mode 3-0). In wideband CQI reporting Mode 1-0, the UE reports a single CQI for the
whole bandwidth. However, in periodic CQI feedback in Mode 2-0 and aperiodic Mode 3-0,
the UE reports a CQI for a portion of the bandwidth. The difference between Mode 2-0 and
Mode 3-0 is how the reported subband is chosen. In Mode 2-0, the UE selects the best M
subbands and reports the averaged CQI value of the selected M bands. However, in Mode 3-0,
the eNB decides which subband will be reported by the UE.
The number of RBs in a subband depends on the available bandwidth. As shown in Table 2.5,
for 15 MHz and 20 MHz bandwidths, there are 75 and 100 RBs, respectively. Based on [5],
if the number of available RBs is in between 64 and 110, the subband size is equal to 8 RBs
and the subband index starts from the lowest frequency. Therefore, the last subband may have
fewer RBs than 8 RBs. For example, as shown in Table 2.7, the last subband has 3 RBs and
4 RBs when the channel bandwidth is 15 MHz and 20 MHz, respectively.
Bandwidth Subband size Size of the last subband
1.4 MHz NA NA
3 MHz 4 3
5 MHz 4 1
10 MHz 6 2
15 MHz 8 3
20 MHz 8 4
Table 2.7: Size of subband for different transmission bandwidths
2.4.5 Allocation Types
OFDMA allows multiple users to access the frequency resources at the same time. In LTE,
the smallest unit that can be assigned to users is the RB. The way to assign the available RBs
is called resource allocation (RA) and it is also based on a defined structure. In LTE, RA is
24
Background
divided in three different types, Type 0, Type 1 and Type 2 [5].
In Type 0, contiguous RBs are grouped and RB groups (RBGs) are allocated to users based
on a bitmap. When a value is ‘1’ in the bitmap, it means the RBG is allocated to a user, and
‘0’ otherwise. As in the subband CQI reporting, the size of a RBG depends on the available
bandwidth. Based on [5], if the number of available RBs is between 64 and 110, the RBG
size is equal to 4 RBs. As in the subband CQI reporting, the number of RBs in the last RBG
may have fewer RBs. The size of a RBG and the size of the last RBG are given for different
transmission bandwidths in Table 2.8.
Bandwidth Size of RBG Size of the last RBG
1.4 MHz 1 1
3 MHz 2 1
5 MHz 2 1
10 MHz 3 2
15 MHz 4 3
20 MHz 4 4
Table 2.8: Size of RBG for different transmission bandwidths
The granularity of the allocation in Type 0 is a RBG where the number of RBGs is 19 for
15 MHz and 25 for 20 MHz. Type 0 RB indexing, RBG mapping and their allocation based
on a bitmap are shown in Fig. 2.12 when 20 MHz bandwidth is considered (100 RBs) in the
system.
In Type 1, RBs are grouped as in Type 0. However, in Type 1, an additional grouping is also
used to group RBGs. In LTE specification [5], the grouped RBGs are termed ‘subset’ and
number of subsets are defined as 4 for 15 MHz and 20 MHz channel bandwidths. Same as in
Type 0, the bitmap approach is used to indicate which resources are allocated to users. As noted,
in Type 0, the bitmap indicates RBGs. However, in Type 1, the bitmap indicates a selected
subset and allocated RBs in this subset. Accordingly, the granularity of the allocation is a RB
in Type 1, where in Type 0, RA is in terms of RBG and the granularity is 4 RBs (for 15 MHz
and 20 MHz). In Fig. 2.14, the subset mapping for the 20 MHz (100 RBs) channel is shown.
Based on this shown subset mapping, in Fig. 2.15, the bitmap reading and resource allocation
are shown. It is important to note that non-contiguous RB allocation in a subset is possible by
using Type 1. However, in Type 0, the non-contiguity is based on RBG. Also, for both of the
allocation types Type 0 and Type 1, the size of the bitmap is the same, and equals the number
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Figure 2.12: RA Type 0 for bitmap ‘1 1110 0000 0110 0011 1100 0010’ where RB group in-
dexing starts from the least significant bit (LSB) to most significant bit (MSB) in
the bitmap. When a value is ‘1’ in the bitmap, it means the RB group is allocated
to user, otherwise, the RB group is not allocated. Value ‘1’ in the bitmap is shown
by amber, allocated RB groups and RBs are shown by grey and red, respectively,
and unallocated RB groups and RBs are shown by white color.
Figure 2.13: RA Type 1 - Subset mapping for 20 MHz
In Type 2, the allocation does not rely on a bitmap. A resource indication value (RIV) is used to
indicate the start position and length of the RA. Therefore, signaling overhead is reduced with
Type 2. Based on the indicated RIV information, Type 2 supports contiguous RB allocation
whereas non-contiguous RB allocation can be supported by using virtualized resource blocks
(VRBs). In LTE, two types of VRBs are defined as localized VRB and distributed VRB [1].
In the localized VRB, RBs are directly mapped to VRBs. However, in distributed VRB, RBs
are mapped to VRB based on a principle [1]. According to this principle, even VRBs are
contiguous, RBs in the frequency domain can be non-contiguous. Also, the granularity of
Type 2 is 1 RB. An example of Type 2 allocation based on distributed VRBs with 48 RBs gap
rule is given in Fig. 2.15.
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Figure 2.14: RA Type 1 for bitmap ‘1 1110 0000 0110 0011 1100 0010’ where starting from
MSB (right-hand side) the first 2 bits represents selected subset, following 1 bit
represents shifting RBs is used or not. From the fourth bit to last, allocation
bitmap per RB granularity is used where as same in Type 0 RBs are in decreasing
order of frequency from LSB to MSB in the bitmap. When a value is ‘1’ in the
bitmap, it means the RB in the subset is allocated to user, otherwise, the RB in
the subset is not allocated. Subsets and RB groups belongs to subsets are shown
by different colors, allocated RBs in the subset are shown by red and unallocated
RBs are shown by white color.
2.4.6 Handover
When a UE is turned on, it starts to look for cells that provide an acceptable level of signal power
to attach to. When the UE is attached to one of the cells, it becomes a part of the network and
periodically measures the RSRP and RSRQ levels based on the RS received from the connected
and neighbour cells, which are the cells adjacent to the connected cell. In case the UE moves
out7 of the coverage area of its connected cell, it starts to look for another cell that provides
a better signal power level. When a neighbouring cell provides better signal quality than the
connected cell, the UE will connect to the neighbouring cell. When the UE has no dedicated
resources for transmission, this is called idle mode and means that the UE just transmits and
receives control messages. Connecting to the neighbour cell in the idle mode is called cell
re-selection. However, when the UE is in the connected mode, where it transmits and receives
data messages, connecting to the neighbor cell is called handover. In LTE, these processes are
triggered by the eNB based on measurement reports sent by UE. Therefore, cell re-selection
and handover are a UE assisted, the eNB triggered processes in LTE.
7In some cases, due to the load level of the cell or channel quality degradation due to fading or interference, UE



















RBG0 RBG1 RBG2 RBG3 RBG4 RBG5 RBG6
RBG7 RBG8 RBG9 RBG10 RBG11 RBG12
RBG13 RBG14 RBG15 RBG16 RBG17 RBG18
RBG22 RBG23 RBG24RBG19 RBG20 RBG21
48495051525354555657585960616263646566676869707172737475
7677787980818283848586878889909192939495 0 1 2 3
4 5 6 7 8 9 101112131415161718192021222324252627
282930313233343536373839404142434445464748495051
Figure 2.15: RA Type 2 for RB gap equals to 48 and RIV equals to 924. Allocated RBs are
shown by red and unallocated RBs are shown by white color.
In LTE, system information and configuration messages are sent by the eNB to the UE via
system information blocks (SIBs). Each SIB carries specific configuration messages which are
dedicated to specific cases. For instance, cell re-selection and handover configuration messages
are carried by SIB 3. As noted, cell re-selection and handover are based on measurement
reports sent by the UE. Before the UE conducts any measurement, the eNB specifies the type
of measurement through RRCConnectionReconfiguration message. The type of measurement
is called an “event” in LTE. In Table 2.9, event types and their descriptions as well as the
information element (IE) that conveys the event types are given.
Based on the measurement reports sent by the UE, the eNB decides to trigger cell re-selection or
the handover process. Triggering these processes can be based on the RSRP level, RSRQ level
or both of them. The triggering quantity depends on the eNB configuration and is sent to UE
via SIB messages. When the trigger quantity is achieved by a neighbouring cell, the serving
eNB decides whether to handover the UE or not. In Fig. 2.16, the measurement event A3 is
depicted. As shown in Fig. 2.16, RSRP is chosen as the trigger quantity and there are offset
and hysteresis parameters added to the serving cell RSRP. The offset parameter is used to
make the serving cell attractive in order to decrease the number of handovers. The hysteresis
parameter is used to discard small fluctuations and make sure that the UE has a stronger signal
from a neighbouring cell. Moreover, there is another offset value used for the neighbouring
cell, called cellIndividualOffset. This parameter is used to extend the range of a cell, termed
8Primary cell is the cell operating on the frequency that user established the initial connection procedure or
initiated the connection re-establishment.
9Primary secondary cell is a subset of cells that are used when a user is configured with dual-connectivity.







A1 Serving becomes better than threshold
ReportConfigEUTRA
A2 Serving becomes worse than threshold
A3 Neighbour becomes offset better than primary
cell8 / primary secondary cell9
A4 Neighbour becomes better than threshold
A5 Primary cell / primary secondary cell be-
comes worse than threshold1 and neighbour
becomes better than threshold2
A6 Neighbour becomes offset better than sec-
ondary cell10
C1 CRS resource becomes better than threshold
C2 CRS resource becomes offset better than ref-
erence CRS resource
B1 Neighbour becomes better than absolute
threshold
ReportConfigInterRAT
B2 Primary cell becomes worse than absolute
threshold1 AND Neighbour becomes better
than another absolute threshold2
Table 2.9: LTE measurement reporting events
cell range extension (CRE) in LTE. CRE method is used in heterogeneous networks to force a
user, which is connected to a highly loaded macrocell, to connect a lightly loaded small (pico
or femto) cell. Therefore, the cellIndividualOffset parameter artificially increases the received
signal quality of a cell in order to offload the highly loaded cells.
As shown in Fig. 2.16, when the artificial RSRP of the neighbouring cell exceeds the triggering
threshold of the serving cell, event A3 is triggered. At this point, the cell handover has not
happened yet. The event A3 is triggered with a time-to-trigger parameter. The time-to-trigger
is a duration that UE performs frequent measurements of the signal quality of the serving and
neighbouring cells. The purpose of using such a time interval before handover the UE is to
avoid a ping-pong effect11. Therefore, when the time-to-trigger duration is finished and the
filtered12 signal quality measurement of the neighbouring cell is better than the serving cell,
then the eNB decides to handover the UE to the cell which provides better signal quality.
11A ping-pong effect is the term used to describe a situation that a UE is continuously handedover between the
same two cells.
12In LTE, UE applies a filtering (averaging) for all measurements (except for UE transmitter-receiver time differ-
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Figure 2.16: Handover in event A3.
2.4.7 Interference Mitigation
In cellular networks, different frequencies are used in adjacent base stations based on a specific
pattern in order to decrease the co-channel interference level. This is called frequency reuse.
However, in LTE networks, the same frequencies are used in each eNB. Therefore, for LTE
systems, the frequency reuse factor is equal to 1. In other words, LTE uses full frequency reuse
to achieve high spectral efficiency. In virtue of OFDM, intra-cell interference is eliminated.
However, due to using the same frequency in adjacent eNBs, inter-cell interference becomes
a major factor that limits system throughput performance. In order to address the inter-cell
interference problem, different techniques such as ICIC, eICIC and CoMP are proposed in
LTE.
2.4.7.1 ICIC Techniques
A potential technique to control and suppress the level of downlink interference is ICIC. The
ICIC techniques are employed to reduce the impact of interference in the network planning
stage by an operator or during transmission at an eNB or after the reception of the signal at UE
by sharing the current or prospective status of the interference among cells. Those techniques
can be classified into two groups: interference mitigation and interference avoidance [42]. The
interference mitigation techniques are also classified into three categories of techniques. The
first one is interference randomization where users have allocated resources spread over the
available bandwidth based on cell-specific scrambling, interleaving or frequency hopping, in-
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stead of having adjacent resources. The goal of the interference randomization techniques is to
spread out the interference, instead of cancelling it. However, in the second category of interfer-
ence mitigation techniques, interference is cancelled by detecting and subtracting or selecting
the best quality signal at the receiver, when the receiver has more than one antenna. Adaptive
beamforming is the third technique to mitigate interference by changing the radiation pattern
of the antenna based on the location and desired data of users13.
2.4.7.2 eICIC Techniques
In LTE specifications, the ABS technique is proposed to mitigate interference on selected sub-
frames by blanking data transmission at one of the eNBs in the system. However, ABS still uses
normal transmission power on control channels on the selected subframes. Thus, a high level
of interference on control channels is inherent when the ABS technique is used. In addition to
that, blanking data transmission at one of the eNBs on the selected subframes means that RBs
of the muted eNB are unused. Therefore, there will be no throughput for the users attached to
the muted eNB during the ABS subframe. Accordingly, an enhanced approach, RP-ABS, is
proposed to decrease interference on control channels, as well as provide throughput to victim
eNB during the ABS subframe [28, 43–46].
The difference between the RP-ABS and ABS is data transmission in the blanked subframe. As
noted, in ABS, although there is no data transmission at all in the subframe which is selected
to be blank, the control channel is transmitted with normal transmission power. However,
in RP-ABS, there is control and data transmission in the subframe with a reduced level of
transmission power, as illustrated in Fig. 2.17. Thus, the additional data transmission on the
RP-ABS subframes increases the achieved total capacity compared to ABS and the number of
served users at any given time instant in the system [43]. However, when RP-ABS is used at
one of the eNBs, a lower modulation order should be used in the AMC function to conserve
modulation accuracy, which is measured by the error vector magnitude (EVM) [28, 47].
2.4.7.3 CoMP Techniques
A transmission based on the coordination between geographically separated cells is termed
CoMP [26, 27, 48–50]. In CoMP, multiple cells cooperate to determine scheduling decisions,
13The beamforming technique needs multiple antennas at the transmitter side.
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Figure 2.17: Illustration of ABS and RP-ABS.
transmission parameters and transmit antenna weights for a particular user in order to decrease
interference levels or convert interfering signals to useful signals for cell-edge users. This
cooperation can be established on an intra-site basis where deployed cells in an eNB cooper-
ate without the need for an external connection. The technique can also be employed on an
inter-site basis where an external connection is needed between the cooperating cells. Such a
connection can be established by the LTE X2 interface [26].
Based on the complexity level of the data transmission and scheduling, CoMP techniques can
be classified into two groups: joint processing (JP), which includes joint transmission (JT)
and dynamic point selection (DPS), and coordinated scheduler (CS)/coordinated beamforming
(CB). In JP techniques, channel state information (CSI) and transmission data for multiple users
are available at each coordinated cell. The available data is transmitted from every coordinated
cell by using jointly (coherent) or individually (non-coherent) decided precoding matrices in JT.
However, in DPS, even the transmission data is simultaneously available at each coordinated
cell, one of the coordinated cells is selected as the transmission cell and only this cell transmits
data at each time instance. On the contrary, in CS/CB, coordinated cells share only CSI for
multiple users and only one cell has transmission data [27]. Thus, with regard to complexity
and overhead, implementation of the CS/CB is easier than the JP techniques.
In published research and 3GPP meetings, several scenarios and techniques are proposed for
CS/CB and JT [51, 52]. Since several eNBs are coordinated to perform CS/CB and JT, con-
nection delay among those eNBs is also considered in the proposed techniques as ideal back-
haul (IB) without delay and non-ideal backhaul (NIB) with delay. In [51, 52], detailed analysis
and performance evaluations of Release 12 inter-eNB CoMP with a dynamic coordinated mut-
ing algorithm based on NIB is proposed for both distributed and centralized architecture options
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by Nokia. The basic function of the coordinated muting is to jointly decide the resource allo-
cation/muting pattern for multiple eNBs in a coordination area. For a decentralized inter-eNB
coordination, every eNB can decide the muting pattern for its own cells. Updating the muting
pattern can happen (1) every transmission time interval (TTI) when instant CSI and buffer sta-
tus are available; or (2) periodically when delayed CSI and buffer status are available. Then, the
muting pattern is shared through the LTE X2 interface. However, in a centralized deployment,
there is a need for a new backhaul interface for the coordination information as outlined in [52].
An algorithm based on a master/slave relation is considered for the coordinated muting in a
decentralized CoMP with NIB in [53]. In the considered master/slave relation, one of the eNBs,
which can be the eNB with the highest or lowest traffic, becomes master eNB and informs the
remaining coordinated eNBs as its slaves to mute indicated RBs. In [54], another approach for
a decentralized scheduling algorithm is proposed by sharing information of semi-static power
allocation and scheduling for users through the LTE X2 interface in the NIB connection. In
the proposed semi-static power allocation algorithm, firstly, users are classified into different
groups based on their received signal power levels as cell-centre, cell-middle and cell-edge.
Then, the downlink transmission power for cell-centre and cell-middle users is set to quarter of
the allowed maximum transmission power, and the maximum transmission power is set for cell-
edge users. Afterwards, a CS is proposed to be used in conjunction with fractional frequency
reuse (FFR) which is an ICIC based resource management technique [42].
Field trial results for a centralized CS by Deutsche Telekom AG (DTAG) and Samsung, and
for non-coherent JT by Zhong Xing Telecommunication Equipment (ZTE) and China Mobile
Communications Cooperation (CMCC) companies are given in [55]. An LTE network consist-
ing of 12 macro and 3 small sites was tested for a centralized CS. When the full buffer traffic
model with insensitive latency and a single cell-edge user are considered, gains of 120% and
30% are observed in the throughput performance of cell-edge users and overall cell capacity,
respectively. Another LTE network with 18 cells was also tested for a non-coherent JT in [55].
In the test setup, non-coherent JT technique was applied to 3 out of 18 cells, and the remaining
15 cells provided load and interference to those 3 cells. Results of the non-coherent JT test
show that the cell-average throughput is improved by about 40% when a 30% of traffic load
was considered. Also, the probability of UE sets having throughput below 4 Mbps decreased




CA is proposed to improve the achievable peak data rate and system throughput by combining
several channel bandwidths, CCs. The aggregated CCs can be in the same band and adjacent to
each other or in the same band but separated along the band. These types of aggregations are
called intra-band contiguous CA and intra-band non-contiguous CA, respectively. The aggre-
gated CCs can also be in different bands. This is called inter-band non-contiguous aggregation
[56]. An illustration of the CA types are given in Fig. 2.18.
CC 1 CC 2 CC 1 CC 2 CC 1 CC 2
Band A Band A Band A Band B
(a) (b) (c)
Figure 2.18: Aggregation types. (a) Intra-band contiguous. (b) Intra-band non-contiguous. (c)
Inter-band non-contiguous.
In Release 10, a maximum 2 downlink CCs can be aggregated. Also in Release 11, a maximum
number of downlink CC aggregation is limited to 2. However, aggregating 3 CCs, 4 CCs and
5 CCs in the downlink direction is supported in 3GPP standards Release 12, Release 13 and
Release 14, respectively.
Several field test reports are published to show the performance of CA. In a collaboration
between Huawei, Qualcomm and EE, LTE-A CA was tested at Wembley Stadium. A data rate
of 400 Mbps was achieved from a single UE by aggregating a CC with 20 MHz of 1.8 GHz
spectrum and CCs with 15 MHz and 20 MHz bandwidth in the 2.6 GHz spectrum [57]. StarHub
and Nokia have successfully demonstrated 600 Mbps data transmission speed by using 4 × 4
MIMO technology with 3 aggregated CCs in different bands [58].
2.5 Summary
In this chapter, the evolution of LTE has been introduced. Predictions on mobile data traffic,
number of mobile devices and mobile network speed have been compared with achieved values
in order to understand how mobile data usage correlates with the number of devices and network
capability. Then, the in-flight connectivity and its regulations have been described. Finally, the





Due to the construction materials and shape of the cabin, electro-magnetic (EM) propagation
inside the aircraft is not similar to commonly considered indoor channel propagation models. In
particular, the metal hull of the aircraft is an excellent reflector of radio frequency (RF) waves.
Moreover, the high density of passenger seating and the tunnel shape structure of the cabin
make the environment highly reflective. A medium-sized aircraft is approximately 30 m long
and has a capacity of 150-240 passengers. Therefore, covering such a user dense environment
with one cell will not be sufficient to satisfy the required high data rates. Thus, deploying more
than one cell is needed in order to satisfy high data rates [21]. As a result of this, interference
is the system throughput limiting factor for a multi-cell in-cabin system. To optimize such an
interference limited system deployment, the radio propagation characteristics in that specific
environment should be well identified.
Channel characterization of an aircraft cabin environment has been performed in different air-
craft models and frequency bands [59–61]. In [59], the ultra wideband channel over the fre-
quency range of 3.1 to 10.6 GHz is characterized for a Boeing B737-200 aircraft. In [61], radio
propagation measurements are taken at 2.45 GHz and 5.8 GHz bands in a Bombardier CRJ700
jet aircraft, and channel characterization is obtained. In [60], the objective was to develop a
propagation model at 1.8 GHz, 2.1 GHz and 2.45 GHz bands inside a Boeing B737-400. By
using the measurement data on in-cabin propagation: path loss exponent, free-space loss, slow
fading and frequency-selective fading distribution functions are determined.
In the noted studies [59–61], the transmit antenna position in the measurements is fixed at the
front of the cabin and placed in the middle of the aisle. Only in [61] another transmit antenna
position is considered where it is again fixed at the front of the cabin but placed at slightly right
of the middle of the aisle. For this type of measurement setup, the modelled propagation is only
valid for the given particular location and given particular propagation direction. Therefore,
considering another antenna location with the radio propagation model given in [59–61] will
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not be valid and realistic for an in-cabin multi-cell deployment. A passenger seat has two
parts, i) the seat front which consists of foam and fabric, and ii) the seat back which consists
of aluminum and plastic. Due to the differences between the used materials in the front and
back, and since the radio propagation depends on the media, reflections from both parts will
be different. In order to propose and design a multi-cell in-cabin deployment, a more general
channel propagation model which addresses the effects of propagation direction inside the cabin
is required.
In this research, a measurement and modelling procedure is proposed to accurately charac-
terize channel propagation inside an aircraft. In general, conducting a channel propagation
measurement campaign takes a substantial amount of time. When the measurement campaign
is scheduled to be conducted in an aircraft, in addition to a substantial amount of time, the cam-
paign can also cost a considerable amount of money. Therefore, the proposed measurement
and modelling procedure is divided into three phases: (1) characterization of the direction of
propagation; (2) characterization of the reflection from the cockpit and tail ends of the cabin;
and (3) characterization of the reflection from the sidewalls of the cabin. In order to prove that
the proposed measurement and modelling procedure is worthwhile to employ and follow, the
obtained results of the first phase are given in this chapter. In the first phase, in order to investi-
gate how the channel propagation changes based on the direction of the propagation inside the
cabin, three different transmit antenna locations are considered. For each transmit antenna lo-
cation, the receive antenna is located in different passenger seats. Each receive antenna location
is classified with respect to the transmit antenna location to identify the propagation direction.
The proposed measurement procedure is conducted in the Airbus A321 aircraft described in
Section 2.3.2. The Airbus A321 is a medium-sized, medium range aircraft and is one of the
most commonly used models by flight operators. In the measurements, the propagation char-
acteristics of the 1800 MHz frequency band are obtained. As explained in Section 2.3, Long
Term Evolution (LTE) 1800 MHz is the preferred option for the onboard communication sys-
tem. Also, the 1800 MHz band is one of the most commonly used LTE bands in Europe.
As described in Section 2.3.2, cell sectorization is employed by using directional antennas in
order to decrease interference among neighbouring evolved nodeBs (eNBs). Therefore, it is
important to find an optimum tilt angle that minimizes interference among eNBs. For the
considered in-cabin system model, besides minimizing the interference, finding the optimum
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tilt angle is crucial in order to provide a better desired signal quality for the users1. Thus,
the obtained tilt angle should be optimum by means of minimizing the interference among
neighbour eNBs and minimizing the path loss for the users. The former is the objective of cell
sectorization and the latter is the condition to further improve the users’ desired signal quality.
The optimum tilt angle that improves the throughput of the users at the cell-edge is found by
using Taguchi’s method in [21]. The tilt angle of each antenna is considered as a parameter to
optimize the throughput when a proportional fair (PF) scheduler is used in an onboard system
in [21]. Taguchi’s method is an experiment-based searching algorithm that uses orthogonal
arrays to reduce the number of parameter combinations [62]. It has been shown in [62] that
Taguchi’s method performs better than simulated annealing, which is one of the common opti-
mization methods used by the network operators. Therefore, Taguchi’s method is used to reach
the near-optimal results in [21]. As a result of considering each antenna tilt angle as a parame-
ter, different tilt angles have been found for different objectives such as improving throughput
of users at the cell-edge, cell-middle and cell-centre. Also, finding the optimum tilt angle based
on the achieved throughput highly depends on the considered scheduling algorithm. There-
fore, in this study, finding the optimum angle is based on achieved path loss, not the achieved
throughput as in [21]. Improving the throughput performance will be considered as another
optimization criteria of the in-cabin system design in combination with enhanced inter-cell in-
terference coordination (eICIC) techniques, carrier aggregation (CA) and a scheduler. When
the tilt angle of each antenna is considered as a parameter in the optimization problem as in
[21], there will be several combinations of optimum tilt angle for antennas due to symmetry in
the system. Thus, in this study, in order to find only one optimum tilt angle for all deployed
antennas, it is assumed that each antenna has the same tilt angle.
The remainder of this chapter is arranged as follows. The proposed channel characteriza-
tion measurement procedure and an in-cabin measurement based channel model are given in
Section 3.2. Based on the proposed in-cabin channel model, the optimum tilt angle is found
in Section 3.3. The validation of the modelled channel propagation characteristics inside the
aircraft is presented in Section 3.4. This chapter is summarised in Section 3.5.
1Desired signal means the signal that a user gets from its connected cell.
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3.2 In-Cabin Channel Propagation Characterization
3.2.1 Proposed Measurement and Modelling Procedure
3.2.1.1 Characterizing the Propagation Direction
To perform the first phase, several transmit antenna mounting locations, such as locations close
to the cockpit, in the middle of the cabin and near the tail, should be considered to understand
how the channel propagation behaves in different propagation directions. As noted, different
materials are used in the passenger seat front and seat back, and therefore, reflection from the
different parts will be different. In order to identify the change in the propagation characteristics
based on the reflectivity of the passenger seat back and seat front, the measured seat locations
are classified with respect to each transmit antenna location. The passenger seats located in the
direction of flight with respect to the transmit antenna position are mainly affected by reflections
from the seat back and labeled seats in the in-flight direction, and the seats located in the
opposite direction are mainly affected by reflections from the seat front and labeled seats in
the in-rear direction. Fig. 3.1 illustrates dominant reflection points. According to the given
labeling description, seats in rows X , Y and Z in Fig. 3.1 can be labeled as seats in the in-
flight direction, and seats in rows Q, P and R can be labeled as seats in the in-rear direction.
Once the received power is measured, based on the given procedure, the distance dependent
Row X Row Y Row Z Row Q Row P Row R
Figure 3.1: Propagation reflection - solid line represents reflection from seat back; dotted line
represents reflection from seat front; dashed-dotted line represents reflection from
top and end walls of the cabin (cockpit and tail).
path loss should be modelled for each propagation direction separately. Therefore, the channel
propagation in the in-flight direction and in the in-rear direction should be analysed individually




3.2.1.2 Characterizing the Reflection From the Cabin Ends
The second phase of the proposed measurement and modelling procedure is to characterize
the radio wave reflection from the cockpit and tail ends of the aircraft cabin. In a commercial
aircraft, the passenger seating area is divided from the cockpit and tail ends of the aircraft by
plastic walls filled with flame resistant foam. In general, storage units (for food and first aid
materials) and in-flight control units used by the cabin crew are placed on a metal profile at
the cockpit and tail ends of the cabin. Therefore, due to the plastic walls used to divide the
seating area and the metal profile used in the galley and in-flight control units, there should be
reflections from both the ends of the aircraft cabin. In order to understand the characteristics
of the reflection from the cabin end, the cockpit and tail ends of the cabin should be covered
by a RF absorbing material, and the same measurement procedure described in the first phase
should be conducted. Then, the measured values obtained with (the second phase) and without
(the first phase) the RF absorbing material should be compared to understand the contribution
of the reflected power from the cockpit and tail ends of the cabin. As described in the first
phase, the direction of the propagation should be taken into account in the characterization of
the reflection from both the ends of the cabin.
3.2.1.3 Characterizing the Reflection From the Cabin Sidewalls
In general, a commercial aircraft has several passenger seats in a row, and the seats in a seat row
are labeled from one sidewall to the other as columns, such as column A, column B, etc. The
third phase of the proposed measurement and modelling procedure is to investigate how the
received power level changes from seat to seat in the same row. Due to the concave structure
of the aircraft fuselage, reflections from the sidewalls may differ for seats at different columns
in the same row. In order to characterize the reflections from the aircraft sidewalls, all the
passenger seats in a seat row should be measured as described in the first phase. Based on
the measurement results, the distance dependent path loss should be modelled for each seat
column.
3.2.2 Measurement Environment
The Airbus A321 aircraft cabin is configured with 35 rows of seats and a single aisle. It has
a seating capacity of 210 passengers (all in economy class). The approximated cabin interior
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dimensions are given in Table 2.3.
In the A321 aircraft interior design, three positions are already designated in the ceiling of the
cabin for antenna placement. Accordingly, the first provisioned antenna location is close to the
cockpit and close to seat 5D, the second antenna location is in the middle of the cabin, close to
seat 18D, and the third location is close to the tail, next to seat 29C on the aisle side. The cabin
layout and already provisioned antenna locations can be found in Fig. 2.7.
3.2.3 Measurement Setup
In the given measurement procedure, a 75 MHz wide channel in the 1.8 GHz band was mea-
sured for each of the given provisioned antenna positions. In order to represent the LTE struc-
ture, the 75 MHz channel is divided into four channels as given in Table 2.4. A continuous
wave (CW) signal with 1 MHz bandwidth was generated by an Agilent E4438C signal gener-
ator and transmitted via a directional 2 × 1 patch antenna. The directional antenna has 12 dBi
antenna gain, 10 dB front-to-back attenuation, 80o azimuth half power beamwidth (HPBW)
and 45o elevation HPBW. The transmit antenna is mounted to the ceiling of the aircraft at the
three different locations shown as provisioned in Fig. 2.7 and directed to the floor of the cabin.
On the receiver side, an omnidirectional probe antenna was used to capture the transmitted sig-
nal over the air by an Agilent E4440A spectrum analyser. The omnidirectional probe antenna
has 2 dBi antenna gain. Both the signal generation and capture were controlled by Matlab code
executed on a laptop. In each measurement point, the measurements are repeated 10 times and
the average received power level is used in the path loss modelling. The measurement steps can
be ordered as follows:
• Establish a connection between the signal generator and spectrum analyser;
• Set measurement parameters in order to test the desired transmitter position;
• Set the position of the intended measurement seat;
• Set the span of the spectrum analyser based on the considered channel bandwidth;
• Set the centre frequency of the transmitted signal;
• Run measurements to capture the received power of the transmitted CW signal with
1 MHz bandwidth at the spectrum analyser.
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The given measurement steps will be repeated 10 times. The centre frequency of the transmitted
signal is varied from 1805 MHz to 1880 MHz to obtain the channel frequency response and the
given steps will be repeated for each centre frequency. An example of the user interface of
the Matlab code is shown in Fig. 3.2. An observation of the frequency response of a receiver
Figure 3.2: User interface of Matlab code used in the measurements.
location is shown in Fig. 3.3.
In terms of the measurement testbed, the signal generator and spectrum analyser were con-
trolled from the same laptop to mitigate any possible problems with synchronization. Thus, a
trolley to carry the spectrum analyser and an Ethernet cable which was long enough to con-
nect the laptop and the signal generator (which was located below the antenna position) were
used. The transmit and receive antennas were connected to the function generator and spec-
trum analyser, respectively, by 5 metres long RF cables which had 2.5 dB loss. According
to the operation limit of the function generator, antenna gain and the used RF cable loss, the
output power level of the function generator was set to 20.5 dBm (for a radiated power of
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Figure 3.3: Captured signal - noise level is around -100 dBm, and some peaks around the noise




























Figure 3.4: Measurement setup. (a) Link budget. (b) Receive antenna position.
3.2.4 Large-Scale Propagation Path Loss Model
To obtain generalized propagation path loss characteristics, any antenna related gain should be
suppressed to make the model independent from the used antenna characteristics. The used
transmit antenna has directionality along both its elevation and azimuth planes, as shown in
Fig. 3.5. Hence, the antenna pattern gain is mitigated in the measured path loss calculation.
The 3-D antenna pattern gain, B (Φ, φ,Θ, θ), is calculated according to [63] and is equal to:
B (Φ, φ,Θ, θ) = −min {−(Bφ(Φ, φ) +Bθ(Θ, θ)), B0} (3.1)
where B0 is the maximum antenna front-to-back attenuation in decibels; and Bφ(Φ, φ) and
Bθ(Θ, θ) are the azimuth and elevation pattern gains of the antenna. The calculation of the






























Figure 3.5: Antenna pattern. (a) Elevation plane. (b) Azimuth plane.
follows:
















where Φ and Θ are azimuth and elevation orientations of the antenna; φ and θ parameters are
angles between transmitter and receiver in azimuth and elevation planes as shown in Fig. 3.6;




















Figure 3.6: Illustration of azimuth and elevation orientation of the antenna. (a) Elevation ori-
entation. (b) Azimuth orientation.
Consequently, the measured path loss is calculated as follows:
PLaircraft(d,Θ) = Ptx +Gtx +Grx +B (Φ, φ,Θ, θ)− Lcable − (Prx + 0.5) (3.4)
where d is the 3-D transmitter and receiver separation distance in metres; PLaircraft(d,Θ) is
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the measured path loss for antenna tilt angle Θ at distance d in decibels; Ptx and Prx are the
transmit and received power levels in decibels referenced to milliwatt (dBm); Gtx and Grx
are the transmit and receive antenna gains; Lcable is the total RF cable loss at transmitter and
receiver sides (2.5 dB + 2.5 dB = 5 dB in total). In the equation, the received power, Prx is
normalized by adding 0.5 dB which is the amount of loss when the receiver gain and RF cable
loss at the receiver side are taken into account (2 dBi - 2.5 dB = -0.5 dB).
Once the measured path loss is obtained, the in-cabin large-scale distance dependent propaga-
tion path loss is modelled by the standard log-distance path loss law which is:






where PLmodel(d) is the modelled path loss at distance d in decibels; FPL(d0) is the free-space
path loss in decibels at reference distance d0; n is the path loss exponent; and χσL is the large-
scale signal fluctuations (shadowing) term which is a zero-mean Gaussian random variable with
a standard deviation σL in decibels.
In Fig. 3.7, the measured received power at the seats labeled as in-flight and in-rear is shown.
There is a 6 dB difference between the seats in the in-flight and in-rear directions when the
transmitter-receiver separation is between 5 and 14 metres. However, when distances that are
shorter than 5 metres and longer than 14 metres are considered, the received power level is
approximately the same for both directions. Accordingly, the path loss exponent n and standard
deviation of the large-scale signal fluctuations σL, are obtained for three different distance
ranges as illustrated in Fig. 3.7: (1) distances shorter than 5 metres; (2) distances between 5
and 14 metres; and (3) distances longer than 14 metres.
In Fig. 3.8(a), the path loss models for the measurement results of seats in the in-flight and
in-rear directions are given for distances shorter than 5 metres. The path loss exponent of 1.5
is used for the path loss model for both seats in the in-flight and in-rear directions with a stan-
dard deviation of 1.81 dB and 2.55 dB, respectively. For such short distances, there is a direct
link between transmitter and receiver. Thus, line of sight (LoS) path dominates the measured
received power level, and the same path loss exponent is found for both the propagation direc-
tions.
In Fig. 3.8(b), the path loss models for the seats in the in-flight and in-rear directions are given
for distances between 5 and 14 metres. When the seats in the in-flight direction are considered,
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Seats in the in-flight direction
Seats in the in-rear direction
321
Figure 3.7: Average received power for seats in the in-flight and in-rear directions - three dis-
tance based regions are considered.
the path loss is well modelled with a path loss exponent of 2 which is considered as a free-
space path loss exponent, and standard deviation of the log-normal shadowing component of
2.49 dB. However, when the seats in the in-rear direction are considered, the path loss exponent
is increased to 2.3 and the standard deviation is reduced to 1.84 dB. Based on the given path
loss model parameters, it can be said that the propagation loss for seats in the in-rear direction
is larger than the in-flight direction. As depicted in Fig. 3.1, when the seats in the in-flight
direction are considered, the radio wave first hits the seat back, which consists of aluminum and
plastic, and bounces back to the receiver. When the seats in the in-rear direction are considered,
the radio wave first hits the seat front, which consists of foam an fabric. Due to the materials
used in the seat front, the radio wave does not bounce back to the receiver located on the seat as
it does in the seat back case. Therefore, the received power level is decreased, and accordingly,
the path loss is increased in the in-rear propagation direction.
Measurement results and modelled path loss of seats in the in-flight and in-rear directions for
distances longer than 14 metres are given in Fig. 3.8(c). As shown in Fig. 3.7, the received
power level in both propagation directions follow the same decay trend when the distance be-
tween transmitter and receiver is longer than 14 metres. Accordingly, the same path loss ex-
ponent, which is 2.6, is found for both seats in the in-flight and in-rear directions. For such
distances, there is no LoS link between the transmitter and receiver due to the cabin geometry
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Measurement - Seats in the in-flight direction
Log-distance model for in-flight direction
Measurement - Seats in the in-rear direction
Log-distance model for in-rear direction
n = 1.5, σ
L
 = 1.81 dB for in-flight direction
n = 1.5, σ
L
 = 2.55 dB for in-rear direction
n = 2.0, σ
L
 = 2.49 dB for in-flight direction
n = 2.3, σ
L
 = 1.84 dB for in-rear direction
n = 2.6, σ
L
 = 3.39 dB for in-flight direction
n = 2.6, σ
L
 = 3.01 dB for in-rear direction
Figure 3.8: Path loss model based on seats in the in-flight and in-rear directions. (a) For
distances shorter than 5 metres. (b) For distances between 5 and 14 metres. (c)
For distances longer than 14 metres. Path loss model parameters n and σL are
given for each region and propagation direction.
where the link is blocked by passenger seats2. Although this is the case for distances between
5 and 14 metres, the number of blockage points is higher for distances longer than 14 metres.
It can be found that once the received power decreases to a particular level and the blockage
points are increased to a particular number, the reflected power from the seat back does not
contribute to the received power level in the in-flight direction.
2When the cabin height, seat height and row width given in Table 2.3, and the receiver height shown in Fig. 3.4(b)
are considered, a direct link between the transmitter and receiver occurs for the first few metres.
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3.2.5 Frequency Response Characteristics
As described in Section 3.2.3, the transmitted CW signal has a bandwidth of 1 MHz and the
centre frequency of the transmitted signal is varied from 1805 MHz to 1880 MHz in order to
obtain the frequency response of a receiver location. An observation on the spectrum analyser
screen is shown in Fig. 3.3 and the measured frequency response of different receiver positions
is given in Fig. 3.9.
























Figure 3.9: Snapshot of the measured channel frequency response at different seats when the
antenna is mounted on the point A given in Fig. 2.7.
To obtain the characteristics of the frequency response of the channel, the measured power level
is normalized by subtracting the distance-dependent path loss characteristic as follows:
∆Prx = 10
(Prx−Prx)/10, (3.6)
where ∆Prx represents the ratio of the received power variation through the channel frequency;
and Prx is the average measured power level. Once the received power variations are obtained,
the probability distribution function (PDF) of the ratio of the variations are modelled by using
Nakagami-m, Rayleigh, exponential and Weibull distribution functions. It is assumed that ∆Prx
has L elements, where each element ∆Prx,l (l = {1, . . . , L}), is identical and independently
distributed (i.i.d.), and its probability depends on a set of unknown parameters. In order to
find the set of distribution parameters that represents the statistics of the obtained power level
variation ratio, maximum likelihood estimation (MLE) is used. Log-likelihood of the obtained
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power level ratio, `(Dx), for a given PDF x, fPDFx , and its distribution parameters set Dx are








3. When x represents Nakagami-m distribution, Dx has two
elements, namely the shape parameter m, which ranges from 0.5 to∞, and spread controlling
parameter ω, which is the mean-square value. In the Rayleigh and exponential distributions,
the parameter σray and λexp are used as a scaling parameter and are the only parameter of set
Dx, respectively. In the Weibull distribution, parameters λwei and kwei are used as scale and
shape parameters of the distribution, respectively. The parameters of the distribution x that fits




log fPDFx (∆Prx,l|Dx) (3.7)
D̂x = arg min
Dx
− `(Dx) (3.8)
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nak
 = 1.42
Figure 3.10: Distribution of the fade depth.
In Table 3.1, the output of (3.8) and the set of distibution parameters are given. According to the
table, the Weibull distribution with parameters λwei = 1.02 and kwei = 1.06 has the minimum
negative log-likelihood result. Also, as shown in Fig. 3.10, distribution of the empirical data
3PDF of the Nakagami-m, Rayleigh, exponential and Weibull distributions are given in Appendix A.
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closely matches the Weibull PDF4.
Distribution: Weibull Exponential Rayleigh Nakagami-m
D̂x
λwei = 1.02 λexp = 1 σray = 0.97
µnak = 0.5
kwei = 1.06 ωnak = 1.42
−`(D̂x) 26083 26154 38189 27826
Table 3.1: Log-likelihood performance of the considered distributions
3.2.6 Overall In-Cabin Channel Model
The path loss model with varying path loss exponent according to the direction of propagation
and distance, the path loss characteristics are obtained for the Airbus A321 aircraft model. The
path loss exponent n is obtained by (3.9).
(n, σL) =

(1.5, 1.81) d ≤ 5 m, in-flight direction;
(1.5, 2.55) d ≤ 5 m, in-rear direction;
(2.0, 2.49) 5 m < d ≤ 14 m, in-flight direction;
(2.3, 1.84) 5 m < d ≤ 14 m, in-rear direction;
(2.6, 3.39) 14 m < d, in-flight directions;
(2.6, 3.01) 14 m < d, in-rear directions.
(3.9)
Once the overall signal attenuation is obtained, the channel response of each resource block






where HARB(d,Θ) is the channel frequency response of the RB for a given distance d and an-
tenna tilt angle Θ; and κRB is the Weibull distributed power variation term of the RB with the
parameters λwei = 1.02 and kwei = 1.06.




3.3.1 Antenna Tilt Optimization
In order to find the optimum tilt angle of an eNB that minimizes interference at a neighbour-





where Z(Θ) is the utility function that an angle Θ achieves. The utility function consists of
harmonic means of the path loss difference between two antennas at the deployed eNB loca-
tions and observed path loss for users connected to each eNB5. In this study, user-eNB/channel
association is considered as the maximum-power based association. In maximum-power based
user-eNB/channel association, a user will connect to the eNB/channel that provides the maxi-
mum signal power. In other words, minimum path loss will be the criterion for a user to pick
an eNB/channel to connect.
Accordingly, the utility function Z(Θ) can be written as follows:
Z(Θ) = T PL(Θ)− ZPL(Θ), (3.12)
where T PL(Θ) is the harmonic mean of the absolute value of the path loss difference seen
at each antenna location; and ZPL(Θ) is the harmonic mean of the path loss of each user.
The T PL(Θ) is obtained by (3.13) and can be considered as achievable signal-to-interference
ratio (SIR) when the same transmission power is considered for each antenna. In (3.13), PLX
represents the path loss of the antenna located at pointX , whereX can be any antenna location
point given in Fig. 2.7. dA → du represents the absolute distance between point A and the
location of user u where u = a and u = x represent users a and x which are located just below
the antenna at point A and X , respectively. The harmonic mean of the path loss of each user,
ZPL(Θ), is calculated by (3.14) whereNU is the number of users between pointA and pointX;
and Yu is the eNB that user u is connected to. As noted, the optimum tilt angle should minimize
both the interference and path loss for users. Therefore, based on the maximization problem
5Harmonic mean is calculated by dividing the number of data points by the summation of the reciprocal of values
of data points. For example, harmonic mean of a data set X ∈ x1, x2, . . . , xN is calculated by N/
∑N
i 1/xi. The
reason for using the harmonic mean instead of the arithmetic mean to average the performance is that the harmonic
mean does not alleviate the effect of small values and over emphasize the effect of large values, which is not the



















Figure 3.11: Illustration for path loss - dX is the location of the second eNB point X , which
depends on the considered number of eNBs as shown in Fig. 2.7; di is the inter-
section point, which can be considered as the cell border; and PLX represents
the path loss of the antenna located at point X .
given in (3.11), the achieved SIR is maximized and observed path loss for users is minimized














In order to comply with third generation partnership project (3GPP) descriptions [63], the an-
tenna tilt angle is obtained based on consideration of the horizontal plane as the antenna main
lobe, as shown with dashed lines in Fig. 3.6(a). The considered optimization criteria are ob-
tained for users between the two eNBs, which are the users from row A to row X = D for
2 eNBs and to row X = C for 3 eNBs deployments for the provisioned antenna positions
shown in Fig. 2.7. In order to clarify how to obtain the utility function, Fig. 3.11 illustrates the
path loss of different antennas located at distance dA and dX , namely PLA and PLX , respec-
tively. The harmonic mean of the path loss difference at deployed eNB locations dA and dX
can be obtained by (3.13). The intersection point of the path loss of the antennas, di, can be
described as the cell border. Therefore, based on the considered user-eNB/channel attachment,
it can be said that users between dA and di are connected to the eNB/channel located at point
A and users located from di to dX are connected to the eNB/channel located at point X . Then,
the harmonic mean of the observed path loss of each considered user can be obtained by (3.14).
The antenna tilt optimization problem given in (3.11) is solved with fixed and propagation
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direction dependent path loss parameters. The idea is to investigate the robustness of the found
optimum tilt angle to the different propagation parameters.
3.3.2 Effects of Path Loss Model Parameters
3.3.2.1 Fix Path Loss Parameters
For the fix path loss parameter case, the average of the path loss exponents and standard devi-
ation of the large-scale signal fluctuations given in (3.9) are used. Accordingly, the path loss
exponent and standard deviation are considered as n = 2.1 and σL = 2.5, respectively.
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Figure 3.12: Path loss of different antenna tilt angles. (a) 2 eNBs deployment. (b) 3 eNBs
deployment. (c) Utility for different tilt angles.
In Fig. 3.12(c), the normalized utility and the average path loss per row are shown for 2 eNBs
and 3 eNBs deployments. The average path loss per row is obtained by averaging the path loss
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values seen for users in a row. Intuitively, when the antenna is oriented to its cell border, the
path loss for the cell-edge users will be minimal. However, such antenna orientation will also
cause the highest possible interference at its neighbour eNBs. As noted, the main purpose of
using directional antennas to employ cell sectorization is to decrease the interference level at
the neighbour eNBs. Based on Fig. 3.12(a) and Fig. 3.12(b), the maximum path loss at the cell
border is 57 dB for 2 eNBs and 53 dB for 3 eNBs deployments when the antenna tilt angle is
greater than 50◦. The reason for having 4 dB lower maximum path loss at the cell border for
3 eNBs is related to the distance from the antenna location to the cell border, as can be seen
in Fig. 2.7. For the antenna tilt angles greater than 50◦, the lowest possible interference at the
neighbour eNB is achieved.
Although the antenna tilt angles smaller than 50◦ achieved lower path loss for the cell-edge
users, one of the antenna tilt angles greater than or equal to 50◦ will be the optimum tilt angle
based on the main purpose of cell sectorization. When the Fig. 3.12(a) is considered, 50◦ can
be seen as one of the optimum tilt angles for 2 eNBs deployment by means of minimizing
the interference at the neighbour eNB and providing the possible minimum path loss6. For
3 eNBs deployment, as shown in Fig. 3.12(b), 50◦ tilt angle would be the optimum tilt angle.
To propose a single tilt angle independent from the number of eNBs used in the system, 50◦ is
chosen as the tilt angle for the sectorized in-cabin deployment.
3.3.2.2 Propagation Direction Dependent Path Loss Parameters
When the fixed path loss parameters are considered for different propagation directions, 50◦ is
found as one of the optimum tilt angles that minimizes the interference level at the neighbour
eNB and minimizes the path loss of the desired signal. In this section, the propagation direc-
tion dependent path loss parameters given in (3.9) are used. When the distance and antenna
propagation direction dependent path loss model given in (3.9) is used, the 50◦ tilt angle is still
one of the optimum tilt angles by means of minimizing the interference level at the neighbour
eNB and minimizing the path loss of the desired signal, as shown in Fig. 3.13. However, for
the considered realistic path loss model, considering the same tilt angle for all antennas does
not provide an equal share of the number of users per cell. As can be seen from Fig. 3.13(a)
and Fig. 3.13(b), the intersection of the path loss level of two antenna locations are shifted to
the left of the cell border that equally shares the number of users. Therefore, it can be expected
6The interference level can be obtained by considering the level of the path loss of the neighbour eNB.
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Figure 3.13: Effects of path loss model parameters. (a) 2 eNBs deployment. (b) 3 eNBs de-
ployment. (c) Utility for different tilt angles.
that the number of users connected to the cell propagated to the in-rear direction is less than the
cell propagated to the in-flight direction. The unequal distribution of the users per cell and its
effects on the user throughput fairness will be considered in the resource scheduling problem
in the next chapter.
3.4 Propagation Modelling Accuracy
In order to validate the modelled propagation characteristics inside the aircraft, a set of received
power level measurements has been conducted. As noted, in LTE, reference signal received
power (RSRP) and received signal strength indicator (RSSI) values are used to determine the
signal-to-noise-plus-interference ratio (SINR) performance of a user. Therefore, the RSRP and
RSSI measurements are taken inside the aircraft seat-by-seat. Then, the in-cabin propagation
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Figure 3.14: Considered user-channel assignment for measurements.
model is used to generate channel coefficients by computer simulations. The distribution of the
measured and simulated RSRP and RSSI values are compared to understand the accuracy of
the modelled propagation characteristics.
In the measurement, a pre-planned seat map shown in Fig. 3.14 is used to assign the users
to specific eNB-channel pairs in order to track measurements. The 3 eNBs deployment in
the provisioned antenna positions is considered where the antennas are tilted with a 50◦ an-
gle to employ cell sectorization. The RSRP and RSSI values are measured using 6 QualiPoc
Android handsets which have a special software that collects and reports the RF network pa-
rameters. The QualiPoc Android handsets were Samsung S5 model. During the measurements,
6 QualiPoc handsets are placed on the seats in a row with a cardboard box7 in order to mimic
a standing passenger holding a handset. Once the handsets are placed on the seats, they are
forced to connect to the channels based on the pre-planned seat map given in Fig. 3.14. Then,
the RSRP and RSSI values are measured for 30 seconds in each location.
Also, in the measurements, two different transmission power levels are considered. In order to
have the similar power level on all available RBs in the 1800 MHz band, the transmission power
of the 15 MHz channel is adjusted based on the power of the 20 MHz. Accordingly, when a
14 dBm transmission power is used for the channels with 20 MHz bandwidth, the transmission
power of the 15 MHz channel is set to 12 dBm. The same is applied for the 8 dBm transmission
power for 20 MHz channel where 6 dBm is used for the 15 MHz bandwidth.
As explained in Section 2.4.3, RSRP is the linear average of the reference signal (RS) within
the used channel bandwidth. Therefore, in order to obtain the RSRP level of the simulated
channel model, firstly, the transmission power is equally shared among all available RBs in
the channel bandwidth. Then, the received power level is divided into the number of resource
7For illustration of the used cardboard box, please see Fig. 3.4(b).
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elements (REs) in a RB, which is 84 as shown in Fig. 2.10, to find the received power of a RE.
Afterwards, the RSRP value can be obtained by averaging the received power level of the cell-
specific reference signal (CRS) REs in orthogonal frequency division multiplexing (OFDM)
symbols 0 and 4. The same steps can be followed to determine the RSSI value where as noted,
it is the averaged total power of the all REs in OFDM symbols 0 and 4. Accordingly, for the
simulated channel model, RSSI values can be obtained by dividing the received power level of
a RB to 7.
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Figure 3.15: Comparison of the measured and simulated RSRP distributions for different trans-
mission power levels.
The cumulative distribution function (CDF) of the measured and simulated values are given for
RSRP in Fig. 3.15 and for RSSI in Fig. 3.16. As it can be seen from Fig. 3.15, for the consid-
ered transmission power levels, the cumulative distribution of the measured and modelled RSRP
values are closely matched. The same observation can be seen for the CDF of the RSSI of the
measured and simulated models. In order to understand the difference between the measured
and simulated model, the Kolmogorov-Smirnov test is applied. In the Kolmogorov-Smirnov
test, the output of two different CDFs for each sample value is compared. The maximum differ-
ence between the output of the CDFs can be found by (3.15) where F (.) is the empirical CDF;
RSRPmeasured and RSRPmodelled are measured and modelled RSRP values, respectively. The
maximum difference represents the result of the Kolmogorov-Smirnov test which determines
how different the two distributions are. In Table 3.2, the results of the Kolmogorov-Smirnov
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test are given. According to the table, it can be said that the modelled in-cabin channel propa-
gation characteristics are representative of the real-world measurements. The reason for having
a relatively higher difference in RSSI than RSRP can be explained when the interference from
the terrestrial network is considered during the measurements.
dK−S = max (|F (RSRPmeasured)− F (RSRPmodelled)|) (3.15)
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Figure 3.16: Comparison of the measured and simulated RSSI distributions for different trans-
mission power levels.
14 dBm (20 MHz)
12 dBm (15 MHz)
8 dBm (20 MHz)
6 dBm (15 MHz)
RSRP RSSI RSRP RSSI
dK−S 0.158 0.258 0.154 0.273
Table 3.2: Kolmogorov-Smirnov test results
3.5 Summary
In this chapter, the channel propagation characteristics of an aircraft in-cabin environment are
investigated based on the proposed measurement and modelling procedure conducted inside
an Airbus A321 aircraft for 1.8 GHz frequency band. Based on the measurement results, it
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is shown that the path loss model has different path loss exponents according to the distance
between transmitter and receiver, and the considered propagation direction. Also, it is shown
that the frequency response characteristics inside the aircraft follow a Weibull distribution. The
Weibull distribution parameters that fit with the measured power variations are obtained and
an in-cabin channel propagation model is proposed. Based on the proposed channel model, a
tilt angle, which minimizes the interference at a neighbour cell and provides the minimum path
loss for its connected user for deployments of 2 eNBs and 3 eNBs, is obtained. It is shown
that the found tilt angle is the same for the fixed and propagation direction dependent path loss
parameters.
Furthermore, another set of measurements has been conducted to verify the RSRP and RSSI
values generated by the proposed in-cabin channel model. Accordingly, the RSRP and RSSI
values are measured inside the aircraft by a special handset that uses a software to collect and
report RF network parameters. The distribution of the measured RSRP and RSSI values are
compared with the ones generated by the proposed channel model. A Kolmogorov-Smirnov
test is applied to the CDF of the measured and model values. It is shown that the RSRP and
RSSI values generated by the proposed channel model closely match the measured values.
To sum up, this chapter verifies that the proposed measurement and modelling procedure can
be considered for the in-cabin radio propagation characterization. Based on the given results,
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4.1 Introduction
In Long Term Evolution (LTE) and Long Term Evolution Advanced (LTE-A) systems, a re-
source allocation (RA) algorithm should comply with the specified channel quality indica-
tor (CQI) reporting, modulation and coding scheme (MCS) assignment and RA types. How-
ever, in literature, most of the studies where RA/scheduling schemes are proposed assume that
the transmitter has a CQI report for each resource block (RB) and/or assigns different MCS
as well as power to each RB. For example, in [64], a multi-cell RA problem is considered to
maximize the tradeoff between user data rate fairness and system throughput by using almost
blank subframe (ABS) at the most interfering evolved nodeB (eNB). However, it is assumed
that the CQI of each RB is known at the transmitter and individual MCS indexes are assigned
to allocated RBs for a user. Using the same MCS index across the allocated RBs to a user is
considered as a constraint in the multi-user scheduling problem in [65] for a single-cell, and
in [66] for multi-cell deployments. However, the assumption of having a CQI report with RB
granularity still exists in [65, 66], where in [66], allocating different power levels to RBs also
exists. Besides that, in [67], different CQI reporting modes are considered. However, assigning
different MCS indexes to the allocated RBs to a user is assumed. In addition, any of the LTE
RA types are not considered in the noted studies [64–67]. In [68], although LTE RA Type 0
and subband CQI feedback mode are considered, the single MCS index constraint per user is
not taken into account.
Consequently, practical LTE system constraints such as the common MCS index assignment
to all allocated RBs for a user, the CQI reporting modes and the RA types are not combined
and considered in a single scheduling optimization problem. In this research, the user data rate
fairness, which is defined as the lowest variation in user data rates across a large user population,
to system throughput tradeoff is investigated for a multi-cell multi-user in-cabin communication
system inside the Airbus A321 aircraft. A proportional fair (PF) based downlink coordinated
scheduler is proposed. The goal of the proposed scheduler is to improve the user rate fairness
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to system throughput tradeoff with a given quality of service (QoS) target by using enhanced
inter-cell interference coordination (eICIC) techniques, namely ABS and reduced power-ABS
(RP-ABS), and/or carrier aggregation (CA) under practical system constraints. It is shown that
such a scheduling problem is a NP-hard [69] problem. In particular, the proposed solutions
given in [64] and [65] are adapted to approximate and solve the considered NP-hard problem as
a linear programming problem. It is assumed that users report their CQI based on higher layer
configured subband reporting, Mode 3-0. The scheduler allocates RBs based on RA Type 0 and
assigns single MCS index to the allocated RBs.
The remainder of this chapter is arranged as follows. In Section 4.2, the resource scheduling
problem, which takes into account the LTE system constraints, is described. The considered
scheduling policies, which include the proposed scheduler, are introduced in Section 4.3. The
downlink performance of the in-cabin LTE-A network with various schedulers, interference
management techniques and system parameters is evaluated in Section 4.4. A recommended
system decision diagram for a given QoS metric is provided in Section 4.5. Finally, this chapter
is summarised in Section 4.6.
4.2 Resource Scheduling Problem
In orthogonal frequency division multiple access (OFDMA), users communicate via orthogonal
RBs so that downlink intra-cell interference is completely avoided. However, inter-cell inter-
ference can be potentially experienced by users due to spectrum reuse in the nearby cells in a
multi-cell deployment. Thus, when the full transmission power is used by every cell, which
is referred to normal subframes (NSF) transmission, the signal-to-noise-plus-interference ra-
tio (SINR) of a user u ∈ U (c) , {1, . . . , U (c)} in a cell c ∈ C , {1, . . . , C} on a RB











where P cr is the transmitted power of cell c on RB r; H
c
u,r represents the channel gain, which
includes fading components, path loss and antenna gain, from cell c to user u on RB r; and Nr
is the noise power on RB r. The channel gain Hcu,r is obtained by (3.10) where the cell index
c and the user index u can be used to obtain the distance d in (4.1). The noise power Nr is
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computed by utilizing the well known thermal noise power equation Nr = kTBr, where k is
Boltzmann’s constant; T is the temperature in Kelvin; and Br is the bandwidth of a RB.
In this study, higher layer configured subband CQI reporting, which is called CQI feedback in
Mode 3-0 [5], is considered. Accordingly, a user reports one CQI value for each subband set
s ∈ S , {1, . . . , S}, where the size of each set is 8 RBs. In addition to that, RA Type 0 is
considered in this study. In Type 0, contiguous RBs are grouped to form a RB group (RBG)
g ∈ G(c) , {1, . . . , G(c)}, where the size of a RBG is given in Table 2.8.
In order to satisfy the block error ratio (BLER) condition, which is 10% in LTE [70, 71], an
effective SINR value of a RB, Γcu,r, is determined by an effective SINR mapping function, feff ,






Then, the effective SINR of a RBG, Γcu,g, is obtained by fCQI,RA in (4.3), which determines






In LTE, data rate calculation is based on the number of allocated RBs, CQI, MCS and transport
block size (TBS) indexes [5]. According to LTE standards, once the CQI report of a user is
received at the eNB, it is mapped to a MCS index and then mapped to a TBS index based on [5,
Tables 7.1.7.1-1, 7.1.7.2.1-1 and 7.2.3-1]. In [5, Table 7.1.7.2.1-1], TBS is determined accord-
ing to its index mapped from the MCS index and number of allocated RBs. The TBS represents
the number of bits that can be transmitted per transmission time interval (TTI). Although map-
ping the CQI index to achievable spectral efficiency and mapping the MCS index to TBS index
are defined in LTE, there is no specific mapping between the CQI index to MCS index. It is
considered as vendor/operator specific. In this research, achievable rates are determined based
on the reported SINR values and corresponding MCS indexes of the RBGs by using an adap-
tive modulation and coding (AMC) function fAMC. Accordingly, the reported SINR, Γcu,g, the
achievable rate, ξcu,g, and the MCS index, Q
c
























2 -5 1 0.2344
3 -3 3 0.3770
4 -1 5 0.6016
5 1 7 0.8770




8 8 14 1.9141




11 12 22 3.3223
12 14 24 3.9023
13 16 26 4.5234
14 18 28 5.1152
15 20 28 5.5547
Table 4.1: Modulation order and spectral efficiency in bits/symbol for NSF based on [5, Tables
7.1.7.1-1 and 7.2.3-1]
The considered AMC function fAMC, which maps the CQI index, SINR Γ, MCS index, modu-
lation order MfAMC and spectral efficiency kj , is given in Table 4.1. Once the MCS index of a
RBG and its corresponding spectral efficiency kj is determined, the achievable rate for user u






where j∗ is the chosen MCS index; and CRBRE is the constant that represents the number of
physical downlink shared channel (PDSCH) subcarriers per RB in a subframe. CRBRE depends
on the considered control format indicator (CFI) [72]. The CFI can be 1, 2 or 3 and it rep-
resents the number of symbols that are going to be used for the physical downlink control
channel (PDCCH)1. Therefore, the subcarriers in the PDCCH symbols are not considered as
PDSCH subcarriers and they are neglected in the user data rate calculation. In this study, CFI
1Based on [72], when the number of RBs of a channel is less than 10, CFI should be 2 or 3. However, for the
channel that has more than 10 RBs, CFI can be set to 1, 2 or 3.
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where N symbolRE is the number of resource elements (REs) in a symbol; N
subframe
symbol is the number
of symbols in a subframe; NPDCCHsymbol is the number of the symbols that are used for PDCCH
based on the considered CFI; NPDSCHCRS,RE is the number of cell-specific reference signal (CRS)
REs except that are used in PDCCH2 and Tslot is the slot duration. According to the parameter








12 14 1 6 0.5 ms
Table 4.2: Parameters to obtain CRBRE
Fig. 4.1 shows the data rate performance of the MCS-TBS index mapping used in [5] and
the described CQI-MCS based AMC function, fAMC, given in Table 4.1. It is shown that the
performance of the described CQI-MCS based data rate calculation is representative of what is
achieved in LTE standards using the MCS-TBS index mapping. The only exception to this is
the maximum index used in the MCS-TBS index mapping where its performance is in between
CQI indexes 14 and 15. Thus, the same MCS index is used for CQI indexes 14 and 15 in
Table 4.1.
4.2.1 Scheduling with NSF
Most of the existing studies assume that the CQI is known for each RB and RBs are assigned
to users with different MCS indexes. However, in practice, due to the defined CQI reporting
schemes, there may be different CQI values for the available RBGs for the users. Therefore,
the CQI reporting scheme, common MCS assignment for all RBs allocated for a user and RA
types should be considered in a scheduling optimization problem. As noted, common MCS
assignment for all allocated RBs to a user in the scheduling problem under the assumption of
having the CQI report with RB granularity is considered in [65]. In this study, the proposed
solution in [65] is adopted to consider not only the common MCS assignment but also LTE CQI
2As shown in Fig. 2.10, there are 4 CRS REs in a slot and 8 in a subframe. However, 2 of them are inside the
PDCCH for the considered CFI configuration and they are already neglected in (4.7).
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Figure 4.1: Achievable rate comparison for the specified MCS-TBS mapping and the consid-
ered AMC function that maps CQI-MCS.
reporting, and RA schemes in the scheduling problem.
The scheduling problem for NSF under the LTE constraints can be written as in (4.8) where
xcu,g is a binary decision variable that is equal to 1 if user u in cell c uses the RBG g; b
c
u,j is a
binary decision variable that is equal to 1 if user u in cell c uses the MCS index j; kj represents
spectral efficiency of the MCS index j based on Table 4.1; Kg represents the number of RBs in
a RBG g; and wcu is the scheduling metric of user u in cell c, which is described in Section 4.3.
Constraint (4.8b) ensures that the RBG g is assigned to a single user; constraint (4.8c) ensures
that a common MCS index is used for all the allocated RBGs to user u. In (4.8c),Qcu∗ represents
























bcu,j = 1, ∀c, u, (4.8c)
xcu,g, b
c
u,j ∈ {0, 1}, ∀c, u, g, j. (4.8d)
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Due to the multiplication of two binary decision variables, the given scheduling problem (4.8)























subject to (4.8b), (4.8c), (4.8d) and
tcu,g,j ≤ bcu,j , (4.10a)
tcu,g,j ≤ xcu,gV, (4.10b)





where V is a large positive real valued constant. As noted in [65], the transformed problem
(4.9) can be solved by integer linear programming tools.
4.2.2 Scheduling with eICIC Techniques
In light of the higher layer configured subband CQI reporting scheme, common MCS assign-
ment and RA Type 0, the multi-cell multi-user scheduling problem with ABS is given in this
section. Before stating the scheduling problem, some modifications in the SINR calculation
given in (4.1) and in the achievable rate determination given in (4.4) are needed to take into
account the use of ABS in the system.
The SINR expression given in (4.1) represents the full transmission power being used by every
cell. This is referred to as NSF transmission. However, when ABS (or RP-ABS) is used on
a specific subframe, some of the cells use zero (or reduced) transmission power. Assume that
cell c is the cell with full transmission power and cell ć is the most dominant interfering cell to
cell c. Accordingly, cell ć is chosen to transmit with zero or reduced transmission power in the
specific subframe. Thus, due to the differences in transmission power, the SINR level for all
the users will change. The SINR expression for RB r for user u in cell c, γ̃cu,r, and user ú in cell
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where pćoffset is the used power offset in the cell ć in ABS (or RP-ABS) subframe. The p
ć
offset is
zero when ABS is considered, and is 10−p/10 where p is the level of reduction in transmission




is used to neglect the blanked cell or
to consider the interference level of the cell with reduced transmission power when ABS or
RP-ABS is considered in the system, respectively.
In LTE, the level of reduction in transmission power for RP-ABS is limited to 0 dB, 3 dB and
6 dB (p ∈ {0, 3, 6}) [28]. In order to conserve the modulation accuracy determined by error
vector magnitude (EVM) in LTE, the used modulation order is limited to the quadrature phase
shift keying (QPSK), 16-quadrature amplitude modulation (QAM) and 64-QAM, for 6 dB,
3 dB and 0 dB power reduction levels, respectively [28, 47]. However, it is also stated in [28]
that power reduction can be considered as a vendor specific parameter.
In this research, the above noted power reduction levels and modulation order limits are consid-
ered. Thus, the supported modulation order of AMC MfAMC should be modified for a RP-ABS
subframe as MfpAMC based on the used power reduction level p as given in (4.13). In the case
of using 0 dB power reduction, M
fp=0AMC
is equal to MfAMC .
MfpAMC
∈
 {QPSK, 16-QAM}, p = 3 dB{QPSK}, p = 6 dB, (4.13)
According to the updated SINR values for the specific subframe, the input of functions given in
(4.2) and (4.3) will be different for the users u and ú. Also, due to modulation order limitation
during RP-ABS, the achievable rate and MCS index of the users u and ú will be obtained
by different AMC functions. Accordingly, the CQI value, reported SINR, achievable rate and
MCS index of a RBG are rewritten for the user u with normal AMC function fAMC and for the
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2 -5 1 0.2344 0.2344 0.2344
3 -3 3 0.3770 0.3770 0.3770
4 -1 5 0.6016 0.6016 0.6016
5 1 7 0.8770 0.8770 0.8770







8 8 14 1.9141 1.9141





11 12 22 3.3223
12 14 24 3.9023
13 16 26 4.5234
14 18 28 5.1152
15 20 28 5.5547
Table 4.3: Modulation order and spectral efficiency in bits/symbol for normal and RP-ABS
subframes based on [5, Tables 7.1.7.1-1 and 7.2.3-1]
As given in Table 4.1, in the AMC function fAMC, the MCS index j represents different achiev-
able spectral efficiency kj based on the reported effective SINR values. However, this is not
the case for the AMC function f̃AMC(Γ, p) due to limitations on the supported modulation or-
der MfpAMC . The MCS indexes that have a modulation order smaller or equal to the limited
3The parameters used in NSF transmission are updated and given with (̃.) in (4.14) when RP-ABS is considered.
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modulation order MfpAMC have different achievable spectral efficiencies. Although the reported
effective SINR may support more than the limited modulation order, the achievable spectral
efficiency will be fixed to kjp , where jp is the MCS index that represents the index of the lim-
ited modulation order with the highest efficiency as shown in Table 4.3. For example, when
the level of reduction in transmission power is set to 6 dB, p = 6, the MCS index j ≤ 6 has
different achievable spectral efficiencies and the MCS index j > 6 will have the efficiency of
index jp = 6.
4.2.2.1 Cell Indexing
The optimization problem given in (4.9) is used to allocate RBGs to users with a single MCS
index. When eICIC techniques ABS and RP-ABS are employed in the system, there is a need
to decide on which cell(s) should be blanked or used at a reduced transmission power level
during the specific subframe. To this end, the level of additional rate that can be gained by
reducing the transmission power of a cell ć should be taken into account. The additional rate
is equal to the difference between the rate per RBG with NSF, ξcu,g, and the rate in the reduced
power subframe, ξ̃cu,g. Obtaining the additional rate by reducing the transmission power of
an interfering cell with the common MCS assignment constraint will make the problem more
difficult. Therefore, firstly, the interfering cells are indexed without taking into account the
common MCS assignment constraint. Then, RBG allocation is carried out using (4.9) for all
active cells.






















xcu,g = 1− Ic, ∀c, (4.15b)
xcu,g, I
c ∈ {0, 1}, ∀u, (4.15c)
where Ic is the binary decision variable to indicate that cell c is blanked (or forced to use
RP-ABS), Ic = 1, or not, Ic = 0. It is important to note that the RA decision variable xcu,g
in (4.15) does not represent the actual RA. As noted, the actual RA will be done using (4.9)
when the interfering cells are indexed. The reason for using xcu,g in the interfering cell indexing
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problem is to ensure that a RBG can only be assigned to a user in cell c as long as cell c is not
blanked, as given in (4.15b). Also, in [64], the blanking decision is taken based on a RB level.
However, in practice, if the ABS or RP-ABS decision is taken for a subframe, the interfering
cell should set its transmission power for all RBs.
It is also important to note the given problem in (4.15) is for a dominant interference envi-
ronment where only the most interfering cell is chosen to be blanked. When the employed
cell sectorization for the described multi-cell in-cabin system is considered, there is only one
dominant interfering cell in the system independent from the number of deployed eNBs. There-






in (4.15a) is representative of a single blanked cell and does
not allow combination of different cells, which are operating at the same frequency band, to
be blanked. Blanking cells irrespective of their interference dominance will degrade the total





in (4.15a) presents how much additional rate will be gained on
RBG g for user u at cell c by reducing the transmission power of the interfering cell ć. Due







given problem is a binary non-linear optimization problem. It can be converted to a binary















where yc,ću,g is defined as follows:
∑
ć
yc,ću,g ≤ xcu,g, ∀u, g, (4.17a)∑
U ć
yc,ću,g ≤ I ć, ∀c, ć, (4.17b)
yc,ću,g ∈ {0, 1}, ∀c, ć, u. (4.17c)
Accordingly, the problem in (4.15) can be written in linear form as follows:
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xcu,g = 1− Ic, ∀c, (4.18b)∑
ć
yc,ću,g ≤ xcu,g, (4.18c)
U(c)∑
u=1




c ∈ {0, 1}, ∀c, ć, u. (4.18e)
The binary linear optimization problem given in (4.18) can be solved by relaxing the constraint
given in (4.18e) to non-integer values in [0, 1]. When the solution of the relaxed problem is
rounded to the closest binary feasible solution, it becomes a near-optimal solution of (4.15)
[64].
4.2.2.2 Scheduling for eICIC
Once the cells are indexed, LTE constraint based RBG allocation can be carried out by mod-
ifying (4.9) and the constraint given in (4.8c). For the cells that use full transmission power
(Ic = 0), the MCS index of a RBG will be updated with Q̃cu,g in (4.9) and the maximum MCS
index among RBGs for user u will be changed to Q̃cu∗ in (4.8c).
Inherently, if ABS is used in the indexed cells (Ic = 1), there will be no allocation. However,
if RP-ABS is used, the indexed cells do transmission with the constrained AMC function given
in (4.14f) and Table 4.3. Accordingly, the MCS index of a RBG will be updated with Q̃ćú,g in
(4.9) and the maximum MCS index among RBGs for user u will be changed to Q̃ć
ú∗
in (4.8c)
to allocate RBGs to users during the RP-ABS subframe.
4.2.3 Carrier Aggregation
As noted, in LTE, CA is adopted to achieve wider deployment bandwidths by aggregating
carrier components (CCs). Based on [36], the maximum aggregated bandwidth can be 40 MHz
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for the LTE 1800 MHz, irrespective of the contiguous or non-contiguous aggregation type.
Lemma 1. In each eNB, aggregating the CCs that are pointed in opposite directions would
improve the fair distribution of resources in the system.
Proof. According to the employed cell sectorization, each eNB has two channels pointed to-
wards the cockpit of the aircraft and two channels pointed towards the tail of the aircraft. Also,
it is noted that the maximum received signal power based user-channel association is consid-
ered in this study. Therefore, due to the provisioned antenna mounting locations and different
propagation characteristics based on antenna direction, this type of user-channel association
causes uneven user-channel bandwidth distribution, which leads to an unfair user data rate per-








where Rc is the number of RBs in the considered channel as given in Table 2.5. The numerator
represents the total number of users in the system and the denominator is the total number of
RBs in the system. For an even user-channel bandwidth distribution, the ideal number of users
per channel, U c
∗








where dxe is the ceiling function which maps the smallest integer greater than or equal to x.
Accordingly, U c
∗
is 19 for a 20 MHz channel and 14 for a 15 MHz channel for the 3 eNBs
deployment. Fig. 4.2 shows the ideal number of users and user distribution per channel when
the eNB antennas are mounted on the provisioned positions shown in Fig. 2.7. The maximum
received power based user-channel association is considered and the received power is averaged
over 1000 realizations. Due to the channel characteristics inside the aircraft and the mounting
location of the first eNB, there is a significant gap between the number of connected users at the
channels pointed to the cockpit of the aircraft. Inherently, there will be a significant difference
in the distribution of resources, hence, there will also be a significant difference in the achieved
4In Fig. 3.13(a) and (b), the dashed line represents a virtual cell border where each cell has an equal number
of users. However, when the antenna direction based propagation characteristics are taken into account, the actual
cell border, which is the intersection point of the propagation of different cells, is observed at a few rows left of the
virtual cell border. This means that the number of users connected to the cell on the left will be less than the one on
the right.
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Figure 4.2: Number of users per channel distribution.
data rate performance of these channels. At one side, the 20 MHz bandwidth is used to serve
around 6 users and on the other side, there are approximately 30 users which will be served
by the same amount of bandwidth. However, when the channels that are pointed in opposite
directions are aggregated, the total number of connected users per aggregated channel become
close to each other. Therefore, an ideal number of users per channel bandwidth distribution will
be achieved.
Accordingly, the channels with indexes 4 and 2 are aggregated to compose a 40 MHz band-
width in one hand, and on the other hand, the channels with indexes 3 and 1 are aggregated to
compose a 35 MHz bandwidth. The given aggregation is the intra-band non-contiguous CA.
The cell that a user is connected to based on its received signal strength is considered as the
primary cell and the cell that aggregated with the connected cell is considered as the secondary
cell. The users sent their CQI reports for both the primary and secondary cells. In the de-
scribed CA, the aggregated CCs are in the same eNB. Thus, the scheduling decision is taken
centrally for the two aggregated CCs. Accordingly, when there is no eICIC techniques em-
ployed, for an aggregated channel cn ∈ Cn , {1, . . . , Cn}, which is composed by aggregating
two CCs, the user set is defined as U (c
i,j
n ) , U (c=i) ∪ U (c=l); and the resource set is defined as
R(c
i,j
n ) , R(c=i) ∪R(c=l), where i and l, i 6= l, represents the aggregated CCs. When ABS or
RP-ABS is employed along with CA, firstly the cells to be blanked or forced to reduce trans-
mission power level, Ic = 1, are determined by (4.18). Then the aggregation takes place for
the non-indexed channels, Ic = 0 and modification is carried out for the user and resource sets.
Once the modified sets are obtained, the LTE constraints based scheduling decision is taken as
described in Section 4.2.1 and Section 4.2.2.2 for normal and blanked subframes, respectively.
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4.3 Scheduling Policies
In LTE systems, scheduling policies are not specified in the standards and are based on ven-
dor/operator preferences. However, in the literature, several well-known scheduling policies
exist [37]. In this research, different scheduling policies, namely round-robin (RR), PF and
proportional fair based coordinated scheduler (PCS), are considered. In the RR scheduling,
the users access the channel in a circular order and use the whole channel during their access
period. The channel conditions of a user are not considered in the RR scheduler. Therefore,
although it is fair in the sense of the channel access period that is utilised by every user, rate
performance depends on both the period of channel use and its SINR conditions. In the PF
scheduling, instantaneous and average data rate performance of the users are taken into account
to allocate resources. Therefore, it considers both the channel conditions and amount of the
resources allocated to each user.
To achieve a system-wide fair scheduling for a multi-cell system, the scheduler should have
all the necessary information used to allocate resources. However, a centralized unit is not
considered in the LTE-A system. Therefore, for a system-wide user data rate fairness, a PCS
is proposed. The PCS is a modified version of the conventional PF scheduler where a data rate
threshold is used to assert users who achieved data rate performance below the threshold. The
scheduling metric, wcu, of the considered scheduling policies are obtained as
wcu =










where U cRR is the vector that turns users in the circular order in every TTI and cell
5; ξ̄cu is the
average data rate for user u over a certain averaging period based on TTI; and Ξth is the data rate
threshold value that is a constant value for all users. According to the given scheduling metric
calculation in (4.21), if ξ̄cu = Ξth, the scheduling metric of the PCS becomes 1/ξ̄
c
u, which is the
metric of the conventional PF. However, if ξ̄cu  Ξth, then the user that achieves the minimum
average data rate is prioritized in the scheduling algorithm. Similarly, when ξ̄cu  Ξth, the user
that achieves such a high average rate will almost be neglected in the algorithm due to using the
square of the average user rate in the denominator, if and only if there are users with ξ̄cu < Ξth.
5It is assumed that all cells are synchronized.
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Therefore, if there is a case U c  U c∗ , as shown in Fig. 4.2 for eNB 1/channel 1, then the
scheduling metric used in PCS will also fail to improve data rate fairness among all users in the
system. In order to improve the system fairness, when a user has already achieved the given
data rate threshold, there will be no more allocation to this user during the scheduling epoch.
It is important to note that the cell indexing problem given in (4.18) is solved centrally. In
other words, it is assumed that there is a central unit that collects CQI reports and average
achieved data rate performance of the users to decide the cells to be blanked. In order to make
the decision to employ ABS or RP-ABS in a decentralized way, Algorithm 1 is followed.
Algorithm 1 Decentralized Cell Blanking
1: Create a list of randomly sorted cell indexes, L
2: Classify users into groups in each cell
3: while L 6= {} do
4: Find the user with the highest scheduling metric at cell c = L(1)
5: if The user is a cell-edge user then
6: Find the most interfering cell ć to cell c = L(1)
7: if The most interfering cell ć is not considered before the cell c = L(1) then
8: Index the cell ć, I ć = 1
9: end if
10: end if
11: Flag the cell c = L(1) to prevent to be indexed by the rest of the cells in the list
12: Remove the c = L(1) from the list
13: end while
In step 2 in Algorithm 1, it is stated that the users are classified into groups. According to
[54], users associated with a channel can be grouped as cell-centre or cell-edge based on their
reference signal received power (RSRP) levels. In this study, half of the users connected to a
cell are classified as cell-edge, with the other half classified as cell-centre users.
4.4 Performance Evaluations
The system performance evaluation is based on 400 iterations, where in each iteration 400
TTIs are considered. This allows for the results to be well averaged and hence representative
of a realistic scenario. A full buffer traffic model, where all users constantly request data, is
considered in this study. Also, it is assumed that there is always a backhaul link between the
aircraft and ground/satellite stations, which provides the data traffic generated by passengers.
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System Parameters Value
Aircraft model Airbus A321
Number of users 210
Number of eNBs 2 eNBs, 3 eNBs
Total bandwidth per eNB 75 MHz
eNB transmission power per 20 MHz channel 12 dBm
eNB transmission power per 15 MHz channel 10 dBm
Centre frequency 1.8425 GHz (LTE Band 3)
Resource bandwidth 180 kHz
Subcarriers per RB 12
OFDM symbols per time slot (TS) 7
TS duration 0.5 ms
Antenna type 2×1 directional patch antenna
Antenna gain 12 dBi
Antenna tilt 50o
Antenna positions Centreline, Provisioned
Traffic model Full buffer
Number of TTIs 400
Scheduling epoch 1 TTI
Number of iterations 400
CQI Reporting Aperiodic Mode 3-0
RA Type Type 0
Rate averaging window (per frame) 10 TTIs
RP-ABS power reduction 3 dB, 6 dB
User grouping percentages 50% cell-edge; 50% cell-centre
Table 4.4: Simulation parameters
A list of all the parameters used within the simulation are given in Table 4.4. In the system
throughput and user data rate result figures, the function F (X) refers to the empirical cumula-
tive distribution function (CDF) which is defined as the probability of the random variable X
taking on values less than or equal to x.
4.4.1 Performance Comparison of Subframes
The performance of the system with NSF and ABS or RP-ABS is compared when the PF
scheduler is used in the RA. For RP-ABS, two different power reduction levels, p = 3 dB and
p = 6 dB, are considered.
In Fig. 4.3(a) and Fig. 4.3(c), the user data rate distribution of the system with and without
eICIC techniques are shown when the eNB antennas are mounted on the provisioned positions
for 2 eNBs and 3 eNBs deployments, respectively. With the use of ABS, the data rate perfor-
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Figure 4.3: Performance comparison of normal and blanked/reduced power subframes when
the provisioned positions, PF scheduler and 64-QAM are used in the system.
(a) 2 eNBs - user data rate [Mbps]. (b) 2 eNBs - system throughput [Mbps].
(c) 3 eNBs - user data rate [Mbps]. (d) 3 eNBs - system throughput [Mbps].
mance of the cell-edge users6 in the system with NSF is improved by around 13% for 2 eNBs
and 9% for 3 eNBs deployments. Using ABS also improves the minimum achieved user rate by
32% and 12% for 2 eNBs and 3 eNBs deployments, respectively. However, such a performance
improvement comes with the cost of 48 Mbps and 27 Mbps decrease in the system throughput
performance for 2 eNBs and 3 eNBs deployments, as shown in Fig. 4.3(b) and Fig. 4.3(d), re-
spectively.
With the use of RP-ABS, the cell-edge user data rate performance in the system with NSF is im-
proved by 7.3% and 8.5% when 3 dB and 6 dB power reduction levels are used for 2 eNBs de-
ployment, respectively. The same trend is seen for the 3 eNBs deployment where the cell-edge
user performance is increased by 2.5% and 6.4% when 3 dB and 6 dB power reduction levels
are used, respectively. However, with the use of RP-ABS, there is a 57 Mbps and 48 Mbps
decrease in the system throughput for 2 eNBs and 3 eNBs deployments, respectively, irrespec-
6For the user data rate distribution, the 5th-percentile and 95th-percentile represent the performance of the cell-
edge and cell-centre users, respectively. The 50th-percentile represents the average user data rate performance.
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Figure 4.4: Performance comparison of normal and blanked subframes for different antenna
deployment positions when PF scheduler and 64-QAM are used in the system. (a)
2 eNBs - user data rate [Mbps]. (b) 2 eNBs - system throughput [Mbps]. (c) 3
eNBs - user data rate [Mbps]. (d) 3 eNBs - system throughput [Mbps].
tive of the used power reduction level. As noted, the purpose of using RP-ABS is to provide
throughput to the interfering cells during the ABS subframe. However, as shown in Fig. 4.3,
RP-ABS does not achieve higher performance than ABS by means of the achieved cell-edge
user rate and average system throughput. This is due to (1) reducing the power level of an
interfering cell does not fully eliminate the interference, thus limits the achievable rate of the
users impacted by interference; and (2) the constraint on the modulation order to conserve
EVM during RP-ABS by the AMC function f̃AMC(Γ, p) limits the achievable rate during the
RP-ABS.
In Fig. 4.4, the performance of the system with and without ABS is compared for provisioned
and centreline antenna mounting positions when the number of deployed eNBs is 2 and 3. It
is shown that deploying the antennas at the centreline antenna positions achieves a slightly
better user data rate fairness and cell-edge user throughput performance than deploying the
provisioned positions. This is due to having better number of users distribution among the
eNBs in the centreline positions than the provisioned positions. It is also shown that employing
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ABS further improves the user data rate fairness and cell-edge user throughput performance in
the system irrespective of the antenna mounting positions.
4.4.2 Performance Comparison of Schedulers
The performance comparison of the considered RR, PCS and PF scheduler are given in Fig. 4.5
for the systems with different numbers of eNBs and NSF when the eNB antennas are mounted
on the provisioned positions7. Based on the given results, the RR scheduler achieves the
worst user data rate fairness performance. The difference between the minimum and maxi-
mum achieved user rate is around 8 Mbps for both 2 eNBs and 3 eNBs deployments. When the
performance of the PCS is compared with the PF scheduler, the cell-edge user performance is
improved by 4.6% and 17% for 2 eNBs and 3 eNBs deployments, respectively.



















































Figure 4.5: Performance comparison of the considered schedulers with NSF when the provi-
sioned positions and 64-QAM are used in the system. (a) 2 eNBs - user data rate
[Mbps]. (b) 2 eNBs - system throughput [Mbps]. (c) 3 eNBs - user data rate
[Mbps]. (d) 3 eNBs - system throughput [Mbps].
7At the rest of this chapter, the performance comparison is only given for the provisioned antenna mounting
positions. However, the overall system performance comparison, which considers all the noted techniques, number
of deployed eNBs and antenna mounting positions, will be provided in Section 4.5.
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Inherently, the cost of improving the fairness in the given system model is a degradation in
the system throughput performance. When the performance of the PCS is compared to the PF
one, the system throughput degradation is approximately 98 Mbps and 280 Mbps for 2 eNBs
and 3 eNBs deployments, as shown in Fig. 4.5(b) and Fig. 4.5(d), respectively. This is due to
stopping the allocation to the users who have already achieved the target rate. When a user
achieves the data rate threshold, the resources that are favourable for the user will be assigned
to remaining users who have not yet achieved the target rate. Therefore, those favourable
resources may be used with lower MCS indexes for the remaining users. In order to qualify
which system is best, the desired metric as well as the implementation limitations of the system
must be known.
In addition, a performance comparison of the systems with and without ABS, centralized and
decentralized cell blanking algorithms as well as a different data rate threshold of the PCS are
given in Fig. 4.6 when 3 eNBs are deployed at the provisioned antenna positions. The PCS
scheduler achieves a fairer user data rate distribution compared to the PF scheduler, irrespec-
tive of the used subframe and the considered rate threshold, as shown in Fig. 4.6(a). The
difference between the maximum and minimum achieved data rate is around 6 Mbps for the PF
scheduler for both NSF and ABS. However, for the PCS, the difference is between 1 Mbps and
2 Mbps, depending on the considered target data rate. Increasing the target data rate slightly
degrades the minimum achieved and cell-edge user performance but improves the average sys-
tem throughput. As noted, improvement in the user data rate fairness costs system throughput
degradation. In Fig. 4.6(b), it is shown that the system throughput difference between the PCS
and PF schedulers is decreased by using a higher target data rate. The system throughput dif-
ference is 280 Mbps, 212 Mbps and 158 Mbps for the target data rate of 3 Mbps, 3.5 Mbps and
4 Mbps, respectively.
When the performance of the centralized and decentralized cell blanking is compared for the
PCS with a target rate of 3 Mbps, the centralized cell blanking achieves a better performance
than the decentralized way of blanking. However, both the cell-edge user and average system
throughput performance are close to each other, as shown in Fig. 4.6(a) and Fig. 4.6(b), re-
spectively. When the cost of deploying a centralized unit in the system as well as the cost of
transmitting all scheduling information of users to the unit are considered, decentralized cell
blanking becomes more efficient than centralized blanking.
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PCS, NSF, 3 Mbps
PCS, ABS, 3 Mbps
PCS, ABS (D), 3 Mbps
PCS, NSF, 3.5 Mbps
PCS, NSF, 4 Mbps
Figure 4.6: Performance comparison of PCS and PF scheduler with normal and blanked
subframes when 3 eNBs are deployed at the provisioned antenna positions and
64-QAM is used in the system. “(D)” represents decentralized cell blanking.
(a) User data rate [Mbps]. (b) System throughput [Mbps].
4.4.3 Performance of System with CA
As shown above, the fairness of the user data rate distribution is not as smooth as desired. In
fact, the desired smoothness could not be achieved by using the eICIC techniques. As per the
results presented in Fig. 4.7(a), the fairness of the user data rate distribution in the considered
system model is improved by employing CA. Previously, using the PCS provided a fairer user
rate distribution than the PF with ABS. However, employing CA in the system further improves
the performance of the cell-edge users. In order to investigate how different techniques perform
together, CA and ABS are combined together in a system where the PCS is used. Accordingly,
in Fig. 4.7, the performance of the system with only CA as well as the system with a combina-
tion of CA and ABS are shown. When the performance of the system with only CA and with
combined CA and ABS is compared, employing only CA in the system achieves a better user
rate fairness, minimum user rate and system throughput performance.
As noted and shown in Fig. 4.6, increasing the data rate threshold value used in the PCS slightly
decreases the cell-edge user performance but improves the average system throughput. When
CA is employed with the PCS in the system, the threshold value of 3.5 Mbps achieves the same
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cell-edge user performance with the threshold value of 3 Mbps. Whereas both threshold val-
ues achieve the same cell-edge user performance, using 3.5 Mbps data rate threshold achieves
80 Mbps higher system throughput.
The most important result to note is that when CA is employed in the system, there is no need
to employ eICIC techniques for the PCS. The purpose of employing eICIC techniques with
PCS is to improve the data rate performance of users who have not achieved the target data
rate by stopping or limiting the transmission of the interfering cell for a certain time. In other
words, eICIC techniques waste some of the resources in order to improve the performance
of vulnerable users. However, employing CA provides (1) better user per channel bandwidth
distribution; and (2) a higher number of RBs which are available to be assigned to a single user.
Therefore, if the users achieve the same SINR performance, the achieved even user-resource
distribution can provide fair user data rate distribution. If the SINR performance of some of the
users are lower than the average SINR performance, then having a higher number of RBs to be
assigned to those users can compensate for the low SINR performance. Accordingly, when CA
is employed with PCS, the additional employment of eICIC wastes the capability of resources
at the interfering cell, which in turn degrades the performance. Another notable result is the
degradation level of the system throughput performance. It is shown in Fig. 4.7(b) that the user
data rate fairness is improved with a drop of 190 Mbps8 in the system throughput performance
by employing CA.
4.4.4 Performance of System with 256-QAM
So far, the maximum modulation order of the system is considered as 64-QAM. However, the
recent LTE standard releases support the use of a higher modulation order, which is 256-QAM
[5, Table 7.2.3-2]. Therefore, the performance of the system with 256-QAM is investigated for
the NSF. The modified AMC function to employ 256-QAM is given in Table 4.5.
In Fig. 4.8, the performance of the systems with 64-QAM and 256-QAM is shown when the
PCS with 3.5 Mbps target rate is used for the 3 eNBs deployment at the provisioned antenna
positions. Also, the performance of the system with and without employing CA is given for the
different maximum modulation orders. Inherently, using a higher modulation order improves
8As shown in previous sections, the highest achievable average system throughput performance among the con-
sidered system models is 876 Mbps. This is achieved by using PF scheduler with NSF when 3 eNBs deployed at
the provisioned antenna positions.
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PCS, NSF, 3 Mbps
PCS, NSF, 3 Mbps, CA
PCS, ABS (D), 3 Mbps, CA
PCS, NSF, 3.5 Mbps
PCS, NSF, 3.5 Mbps, CA




Figure 4.7: Performance comparison of normal and blanked subframes with and without CA
when 3 eNBs are deployed at the provisioned antenna positions and PCS and 64-
QAM are used in the system. “(D)” represents decentralized cell blanking. (a)
User data rate [Mbps]. (b) System throughput [Mbps].
the performance for users who have good channel quality. As shown in Fig. 4.8(a), using
256-QAM as the maximum modulation order does not significantly improve the performance
for cell-edge users. The reason for this can be explained as follows. It can be expected that the
channel quality of a cell-edge user will be lower than a cell-centre user. Although there may be
some RBGs that can support 256-QAM, using a lower modulation order may achieve a better
data rate due to the common MCS assignment constraint of LTE. Accordingly, maximizing
the modulation order of the AMC function neither improves the cell-edge user experience nor
the fairness of the user data rate distribution. However, there is a slight improvement in the
achievable system data rate as shown in Fig. 4.8(b).
4.5 Recommended System Decision Diagram
After analyzing all of the different algorithms and techniques, the question of how to put to-
gether the best system should be answered. It is shown that tradeoff between the fairness in the
system and the achievable total system data rate exists. If the system throughput is the metric
of choice, the system with PF solely performs the best by achieving an average system rate
of 876 Mbps for the 3 eNBs and 612 Mbps for the 2 eNBs deployments. However, when the
user data rate fairness is chosen as the system metric, then there are several options such as
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2 -3 1 0.3770




5 8 8 1.9141




8 12 15 3.3223
9 14 17 3.9023
10 16 19 4.5234




13 22 26 6.2266
14 23 27 6.9141
15 25 27 7.4063
Table 4.5: Modulation order and spectral efficiency in bits/symbol for NSF based on [5, Tables
7.1.7.1-1A and 7.2.3-2]
the system with only ABS, with only CA and with ABS and CA. It is important to note that
based on the given performance results, achieving 3 Mbps for all users is the upper limit of
user data rate fairness. In theory, for a system with 64-QAM, the achievable system throughput
is around 625 Mbps for 2 eNBs and 940 Mbps for 3 eNBs deployments. When the achievable
system throughput is divided into the number of users in the system, the achievable user rate is
around 2.97 Mbps and 4.45 Mbps for 2 eNBs and 3 eNBs deployments, respectively. However,
this calculation is based on all the users in the system achieving a SINR value above 20 dB.
When the interference in the real world is taken into account, achieving such a high SINR for
all users is not possible. As shown in performance evaluations, achieving a minimum user rate
of 3 Mbps is the system limit. Therefore, 3 Mbps is considered as the QoS target for all users.
In the decision diagram given in Table 4.6, the recommended system deployment is given based
on the achieved minimum QoS outage. In the case where systems have similar QoS outage,
minimum user rate and the difference between the maximum and minimum user rate are con-
sidered to decide the recommended system. Thus, once the QoS target or optimality criterion9 is
9The optimality criterion can be the minimum user rate, fairness or system throughput based on a system de-
signer’s choice.
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PCS, 3.5 Mbps, 256-QAM
PCS, 3.5 Mbps, CA
PCS, 3.5 Mbps, CA, 256-QAM
Figure 4.8: Performance comparison of the supported modulation order when 3 eNBs are de-
ployed at the provisioned antenna positions and PCS is used with and without CA
in the system. (a) User data rate [Mbps]. (b) System throughput [Mbps].
changed, the given QoS outage values as well as the recommended system deployment change.
For example, if the optimality criterion is chosen as the minimum achieved user data rate in-
stead of the minimum QoS outage, the recommended optimal system may have a higher QoS
outage and lower system rate. To allow for the diagram to be read in the easiest way, the opti-
mal recommended system deployment for different antenna mounting positions is given in bold
font. It is important to note that scheduling decisions are made on each eNB in a decentralized
way. The centralized unit is only considered for the systems with eICIC to decide which cells
should be blanked.
In Fig. 4.9, the performance of the optimal system deployments for different antenna mounting
positions are shown when the 3 eNBs are deployed inside the aircraft and 64-QAM is used as
the maximum modulation order. As it can be seen from the figure, when the proposed scheduler
is employed with CA, the user data rate fairness is improved along the aircraft cabin. Mounting
antennas at the centreline positions achieve the most flat user data rate distribution inside the
cabin.
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s] PF, NSF, w/o CA, Provisioned
PCS, NSF, 3.5 Mbps, w/ CA, Provisioned
PF, NSF, w/o CA, Centreline
PCS, NSF, 3.5 Mbps, w/ CA, Centreline
Figure 4.9: Performance comparison of the optimum system deployments when 3 eNBs are
deployed and 64-QAM is used in the system.
4.6 Summary
This study has explored a number of existing combinations of algorithms/techniques and sys-
tem deployments as well as proposed new ones such as a scheduler. The optimal system, which
provides the optimal tradeoff between the user data rate fairness and overall system throughput,
inside a medium-sized commercial aircraft is investigated. Once the optimum antenna orien-
tation is obtained for cell sectorization based multi-cell system, eICIC techniques ABS and
RP-ABS as well as CA are employed in the system to improve achieved data rate performance
of the cell-edge users. Three different schedulers, namely PF, RR and PCS, two different an-
tenna mounting positions and two different number of eNBs to be deployed such as 2 and 3 are
considered.
It is shown that the system with RP-ABS does not achieve better performance than ABS due
to its modulation order limitations that can be used with the reduced power level. When the
ABS is used with the PF scheduler, it slightly improves the performance of the cell-edge users.
However, there is still a significant difference of around 6 Mbps between the maximum and
minimum achieved user rates. Once the proposed scheduler with a target data rate is employed,
the minimum achieved data rate performance is improved by around 1 Mbps and the difference
between the maximum and minimum user rates is reduced to 1 Mbps. Nonetheless, this costs
around 280 Mbps of degradation in the system throughput. When the performance of different
schedulers are compared, the RR scheduler achieves a better system data rate than the PCS but
it has the worst user data rate fairness performance among the considered schedulers.
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When CA is employed with the proposed scheduler, it is shown that the fairness can be im-
proved without a significant drop in the system throughput performance. Also, it is shown that
employing CA with eICIC techniques does not improve the already achieved performance with
employing only CA in the system. Although employing CA with ABS achieves slightly better
performance than employing only ABS for some users, there is no need to employ ABS in the
presence of CA in the system based on the achieved performance with only CA.
Accordingly, the best proposed system is able to achieve the required 3 Mbps QoS for over
93% of the users inside the cabin. The remaining 7% are able to enjoy a data rate higher than
2.5 Mbps. For the considered antenna mounting positions, the centreline positions can provide
better performance than the provisioned positions. Although the centreline antenna positions
improve the user data rate fairness, their implementation is prohibitive due to the high additional
costs of redesigning the airframe in order to accommodate LTE equipment at those locations.
This is the case for the considered number of eNBs to be deployed. Although deploying 3
eNBs can achieve better performance than 2 eNBs deployment, the weight and size of the eNB
hardware can be seen as limitations which should be taken into account by the aircraft in-cabin
connectivity system design engineers.
From a general point of view, the system capacity results achieved are significant compared
to the theoretical limits. In theory, the system capacity of the 3 eNBs deployment inside the
cabin in the presence of no interference is approximately 940 Mbps. The proposed system is
able to achieve approximately 75% of this capacity in the presence of interference. Higher
system capacity is achievable if a degradation in the minimum achieved QoS and/or user data
rate fairness is acceptable.
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64 1.76 2.25 53% 564 PF NSF
256 1.6 2.73 29% 590 PF NSF
w/ CA D
64 2.17 1.1 32% 556 PF NSF





64 2.27 1.51 48% 551 PF ABS
256 2.34 1.37 45% 561 PCS (4) ABS
D
64 2.06 1.61 58% 539 PCS (6) ABS
256 2.25 1.67 50% 567 PCS (5) ABS
w/ CA
C
64 2.31 0.58 100% 480 PCS(3) ABS
256 2.48 0.56 95% 513 PCS (3.5) ABS
D
64 2.26 0.76 96% 490 PCS (4) ABS





64 2.33 1.72 7% 751 PCS (4) NSF
256 2.37 1.17 6% 689 PCS (3.5) NSF
w/ CA D
64 2.62 1.17 1.5% 702 PCS (3.5) NSF





64 2.7 0.84 2.93% 693 PCS (3.5) ABS
256 2.87 0.46 1.46% 657 PCS (3.25) ABS
D
64 2.7 0.59 6.34% 654 PCS (3.25) ABS
256 2.71 0.58 4.39% 653 PCS (3.25) ABS
w/ CA
C
64 2.47 1.96 15% 665 PCS (3.5) ABS
256 2.63 1.03 9% 677 PCS (3.5) ABS
D
64 2.42 2.12 35% 677 PCS (5) ABS











64 1.6 6.34 57% 577 PF NSF
256 1.52 8.15 54% 610 PF NSF
w/ CA D
64 2.14 1.29 51% 563 PF NSF





64 2.09 2.68 72% 513 PCS (5) ABS
256 2.06 1.56 52% 546 PCS (3.5) ABS
D
64 1.91 3.52 60% 533 PCS (6) ABS
256 2 2.79 56% 567 PCS (5) ABS
w/ CA
C
64 1.43 1.95 84% 480 PCS (3) ABS
256 2.29 1.10 89% 504 PCS (4) ABS
D
64 1.41 1.86 78% 483 PCS (3) ABS





64 1.95 2.1 18% 720 PCS (4) NSF
256 1.94 2.11 18% 724 PCS (4) NSF
w/ CA D
64 2.48 1.06 8% 689 PCS (3.5) NSF





64 2.22 1.31 14% 667 PCS (3.5) ABS
256 2.37 1.19 9% 676 PCS (3.5) ABS
D
64 1.92 1.64 18% 666 PCS (3.5) ABS
256 2.1 1.48 17% 671 PCS (3.5) ABS
w/ CA
C
64 1.97 2.54 14% 693 PCS (5) ABS
256 1.99 2.71 12% 718 PCS (5) ABS
D
64 1.76 2.67 27% 671 PCS (5) ABS
256 1.74 2.88 20% 688 PCS (5) ABS
Table 4.6: Recommended system decision diagram. Performance and details of the recom-
mended system are given as minimum user rate [Mbps]; difference between the
maximum and minimum user rate [Mbps]; 3 Mbps QoS outage [%]; average sys-
tem (sum) rate [Mbps]; scheduler; subframe type. “w/” stands for with and “w/o”
stands for without. “C” and “D” represents centralized and decentralized cell
blanking, respectively. If the scheduler is the PCS, then the used user data rate




Operating In-Cabin LTE-A System
within Cellular Terrestrial Network
5.1 Introduction
Based on the Electronic Communications Committee (ECC) reports and decisions, an onboard
mobile communication system can only be operated in certain phases of a flight [2, 14]. The
compatibility between the terrestrial and onboard communication networks is firstly investi-
gated for Global System for Mobile Communications (GSM) systems in [15], then it is further
analysed for different frequency bands and technologies such as Universal Mobile Telecom-
munications System (UMTS) and Long Term Evolution (LTE) in [2, 3]. For GSM systems, a
network control unit (NCU) is considered as part of the onboard communication system. The
NCU is used to increase the noise floor inside the aircraft which in turn prevents the onboard
mobile stations communicating with the terrestrial networks [15]. The same approach of using
the NCU as part of the in-cabin system is considered in the compatibility analysis given for
UMTS and LTE systems. Accordingly, the investigations have been done for the emissions:
(1) from the NCU to the downlink of the terrestrial system, which is the link from a terrestrial
evolved nodeB (eNB) to a terrestrial user equipment (UE); (2) from an in-cabin eNB to a ter-
restrial UE; and (3) from an onboard UE to the uplink of the terrestrial system, which is the
link from a terrestrial UE to a terrestrial eNB.
According to the noted investigations, the in-cabin onboard system should not be operated
while the aircraft is on the ground or during take-off and landing. The system should only be
operated when the aircraft is flying at an altitude of 3000 m or more1. This conclusion is based
on a set of assumptions which include using the maximum transmission power for the onboard
UE as well as using the free space path loss for the link between the in-cabin and terrestrial
systems. Along with enhancements in wireless technology, LTE systems can aggregate oper-
ated frequency bands of the same or different eNBs with carrier aggregation (CA) and establish
1The limitations on the UE and eNB inside the aircraft are given in Table 2.2.
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a cooperation among cells with coordinated multi-point transmission (CoMP) to manage in-
terference. Also, adaptively allocating the transmission power per UE is also possible in LTE.
The maximum and minimum output power of a UE for the whole uplink channel2 is defined as
23 dBm and -40 dBm, respectively [36]. Due to the decreased distance between the transmitter
and receiver in small cells, it is possible to provide a sufficient quality of service (QoS) to small
cell users with low transmission powers and vice versa. As a matter of fact, minimizing the
potential interference from aircraft mobile users to terrestrial users is possible for LTE systems.
In order to provide a truly seamless and user-friendly integration of an onboard communication
system, it is important that the users can make use of the system as soon as they step on board
the aircraft. Therefore, an onboard communication system should be in operation in all phases
of a flight, from the taxi out and take-off as well as landing and the taxi in. In this chapter, the
effects of the operation of the in-cabin Long Term Evolution Advanced (LTE-A) system on the
existing terrestrial LTE-A network are investigated, while the aircraft is stationary and in the
parked position on the apron. The particular focus of this study is to determine the downlink
interference power due to the in-cabin eNBs that terrestrial users experience, as well as the
effects of the terrestrial systems on the operation of the in-cabin deployment. The signal-to-
noise-plus-interference ratio (SINR) performance and interference level of the users, who are
(1) inside the airport building; (2) waiting to board the aircraft; and (3) ground service employ-
ers, are investigated using computer simulations. Moreover, the simulation based analysis of the
compatibility of both systems is validated through on-site power leakage measurements from
onboard to terrestrial and vice versa. For the computer simulations, Edinburgh Airport and LTE
cells which cover Edinburgh Airport are modelled to investigate the overall downlink interfer-
ence with and without the operation of the in-cabin LTE system. For the on-site measurements,
an A321 aircraft, which is inside a hangar and covered by a terrestrial network provider, is
used to investigate the power leakage from one system to another. Furthermore, based on the
measurement results, the procedure and parameters used to handover the passengers when they
board the aircraft are provided.
The rest of the chapter is structured as follows. In Section 5.2, the considered simulation en-
vironment, which includes details of Edinburgh Airport, existing terrestrial eNBs that cover
the airport and the used terrestrial channel model are provided. Also, the computer simula-
2The whole uplink channel represents all the available resource blocks (RBs) of the considered channel band-
width. Therefore, the given minimum and maximum uplink transmission power should be divided by the number
of the available RBs.
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Figure 5.1: Overview of Edinburgh Airport.
tion based analysis are presented in this section. The on-site measurement setup is introduced
in Section 5.3. The analysis on how to handover the onboard passengers is also given in this
section. Finally, this chapter is concluded in Section 5.4.
5.2 Compatibility of the In-cabin System with Terrestrial Network:
Simulation
5.2.1 Edinburgh Airport
Edinburgh Airport is located in Ingliston, a town 5 miles west of the City Centre. The airport
is one of the busiest in the UK, with an average of 33, 880 passengers and over 333 flights
per day [73]. The airport comprises two runways and one terminal, with one domestic and
two international arrival halls. There are a total of 23 aircraft gates. The satellite image of
Edinburgh Airport was obtained from the Google maps service as shown in Fig. 5.1.
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5.2.2 Existing LTE eNBs
In the UK, there are four main wireless cellular network operators: EE, O2, H3G and Voda-
fone [74]. Each operator uses different frequencies to deliver mobile services. The permitted
frequency bands used in the UK for LTE are: 800 MHz, 1800 MHz and 2600 MHz. The LTE
frequency bands used by the mobile network operators are shown in Table 5.1 [74]. As the fre-
quency band of the in-cabin LTE system uses the frequencies between 1805 and 1880 MHz for
downlink, the downlink interference from operators of H3G and EE is investigated. The inter-




800 MHz 1800 MHz 2600 MHz
EE 2× 5 MHz
2× 45 MHz
Downlink: 1831.7 - 1876.7 MHz
Uplink: 1736.7 - 1781.7 MHz
2× 35 MHz
H3G 2× 5 MHz
2× 15 MHz
Downlink: 1816.7 - 1831.7 MHz
Uplink: 1721.7 - 1736.7 MHz
-
O2 2× 10 MHz - -
Vodafone 2× 10 MHz - 2× 20 MHz
1× 25 MHz
Table 5.1: Cellular operators in the UK and their licensed LTE frequency bands
5.2.3 Terrestrial Channel Model
As part of the Wireless World Initiative New Radio (WINNER) II [75] and WINNER+ [76]
projects, path loss models of different scenarios have been investigated. These models are based
on literature and real measurements taken during the WINNER II and WINNER+ projects. The
general form of the logarithmic path loss model can be expressed as follows:




where APL is the path loss exponent; d is the distance between eNB and UE; BPL is the in-
tercept which is determined by the free space path loss for the reference distance; CPL is the
frequency dependent path loss; fc is the carrier frequency; andX is the environment dependent
term. Specifically, the logarithmic path loss model is modified according to different envi-
ronments, such as line of sight (LoS) or non-line of sight (NLoS) links, suburban or urban
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environments, and indoor or outdoor scenarios. The considered WINNER scenarios in this
study are listed below [75]:
• B1 Urban Microcell Scenario (UMi): The height of the eNB and UE antennas is as-
sumed to be well below the tops of surrounding buildings.
• B4 Outdoor-to-Indoor Scenario (O2Ia): In an outdoor to indoor urban microcell sce-
nario. It is assumed that the UE antenna height is at 1-2 m (plus the floor height), and
eNB antenna height below roof-top, at 5-15 m depending on the height of surrounding
buildings. The variations in the height of the eNB antenna depends on surrounding build-
ings over four floors.
• C1 Suburban Macrocell Scenario (SMa): Macro eNBs are located well above the roof
tops to allow wide area coverage and UE handsets are outdoors at street level. Buildings
are typically low residential detached houses (1-2 floors) or low rise flats.
• C2 Urban Macrocell Scenario (UMa): The UE is located outdoors at street level and
an eNB is fixed above the height of surrounding buildings. NLoS or obstructed LoS is a
common case.
• C4 Urban Macro Outdoor-to-Indoor Scenario (O2Ib): Outdoor environment is the
same as in C2, and the indoor environment is an office environment. The eNB antenna
is clearly above the average building height. Long LoS channels to indoor environment
walls is a common case.
The path loss models for the considered scenarios can be found in Table 5.2 [75, 76].
There are different outdoor path loss models for LoS and NLoS cases, respectively. The NLoS
case provides a shadowing standard deviation higher than that for LoS. Due to the blocking
effect of walls and ceilings, there is a severe shadowing in the outdoor-to-indoor case. For
example, the shadowing standard deviation is σSF = 7 for scenario B4 and σSF = 10 for
scenario C4 [75].
Therefore, if an eNB is an urban microcell, and the distance between the UE and eNB is rela-
tively short, scenario B1 with LoS is appropriate. Otherwise, there is a high probability it could
be a NLoS link. The LoS link probability of scenario B1, PB1,LoS can be written as follows:
PB1,LoS = min(18/d, 1)(1− exp(−d/36)) + exp(−d/36), (5.2)
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PLB1,LoS = 22.7 log10(d) + 27 + 20 log10(fc)
σSF = 3









BP < d < 5km
−17.3 log10(h
′
MS) + 2.7 log10(fc)
NLoS
PLB1,NLoS = [44.9− 6.55 log10(hBS)] log10(d) σSF = 4 10m < d < 2km




B1,LoS + 21.04 + 0.5din
σSF = 7 10m < d < 2km+14[1− 1.8 log10(fc)]
PLB4,NLoS = PL
[dout+din]
B1,NLoS + 21.04 + 0.5din
−0.8hMS + 14[1− 1.8 log10(fc)]
SMa (C1)
LoS
PLC1,LoS = 23.8 log10(d) + 27.2 + 20 log10(fc) σSF = 4 30m < d < dBP
hBS = 25m,
hMS = 1.5m
PLC1,LoS = 40 log10(d) + 9− 16.2 log10(hBS) σSF = 6 dBP < d < 5km
−16.2 log10(hMS) + 3.8 log10(fc)
NLoS
PLC1,NLoS = [44.9− 6.55 log10(h BS)] log10(d) σSF = 8 50m < d < 5km
+11.78 + 5.83 log10(h BS) + 34.97 log10(fc)
UMa (C2)
LoS
PLC2,LoS = 26 log10(d) + 25 + 20 log10(fc) σSF = 4 10m < d < d
′
BP
PLC2,LoS = 40 log10(d) + 9.27− 14 log10(h
′
BS) σSF = 6 d
′
BP < d < 5km
−14 log10(h
′
MS) + 6 log10(fc)
NLoS
PLC2,NLoS = [44.9− 6.55 log10(hBS)] log10(d) σSF = 8 10m < d < 5km




C2,LoS + 21.04 + 0.5din
σSF = 10 10m < d < 5km+14[1− 1.8 log10(fc)] hBS = 25m,
PLC4,NLoS = PL
[dout+din]
C2,NLoS + 21.04 + 0.5din hMS = 3nFl
+1.5m−0.8hMS + 14[1− 1.8 log10(fc)]
Table 5.2: Terrestrial path loss model. dout is the distance between the outdoor terminal and
the wall nearest to the indoor terminal; din is the distance between wall to the
indoor terminal; nFl ∈ [1,∞) represents floor index; hBS is antenna height of
eNB; h
′
BS = hBS − 1m is the effective antenna height of eNB; hMS is the antenna
height of UE; h
′
MS = hMS − 1m is the effective antenna height of UE; fc repre-







MSfc/c; and Std. stands for standard deviation.
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where min(x, y) is the function to take the minimum between x and y. Also, if the UE is
indoors, such as in an airport gateway or inside the aircraft, the outdoor-to-indoor scenario B4
is used. If the eNB is a suburban macrocell, scenario C1 is applied and the LoS probability is:
PC1,LoS = exp(−d/200). (5.3)
If the eNB is an urban macrocell, scenario C2 should be used and the LoS probability is:
PC2,LoS = min(18/d, 1)(1− exp(−d/63)) + exp(−d/63). (5.4)
Once the distance dependent path loss is calculated, a clustered delay line (CDL) model specific
to each scenario is used to generate frequency selective fading coefficients. The CDL models
based on cluster and power delay profile values for each scenario can be found in Appendix B






where ai is the power delay value of the ith cluster of the applicable CDL model; hwi is a
random variable with zero mean and unity variance; and τi is the delay of the ith cluster of
the applicable CDL model. When the time-domain channel response h′(t) is calculated, the







where H0(f) is the frequency-domain fast fading channel information for the frequency f .
Thus, in order to calculate the channel response of each RB, the frequency band of the channel
should be appropriately quantized.







whereHTRB(fRB) is the channel frequency response of RB; PLterrestrial is the distance dependent
path loss based on the considered scenario; XσSF is the log-normal shadowing value based on
the considered scenario; andH0(fRB) is the channel frequency response of the centre frequency
of the RB as given in (5.6).
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5.2.4 System Model
5.2.4.1 Frequency Reuse
LTE uses frequency reuse 1, which means all available RBs are used by every eNB. In general,
the terrestrial eNBs are sectorized in three sectors and use full frequency reuse. As noted,
cell sectorization is also used for the in-cabin eNBs to increase the effective distance of the
interfering source. For the in-cabin eNBs, full frequency reuse is applied where the 4 available
channels (3 × 20 MHz and 1 × 15 MHz) are divided into two sectors with each pointing in
opposite directions.
5.2.4.2 User-eNB Attachment
In the considered system model, each in-cabin user is connected to an eNB which serves the
best average signal power to the user. However, for the terrestrial users, two different user-
eNB association schemes are considered. The first scheme is the same approach used to attach
in-cabin users, each terrestrial user is served by the eNB that provides the best average signal
power. In the second scheme, a terrestrial user can associate with the eNB that serves the best
average signal power as long as there is room for the user at the eNB. In other words, there
is a limitation on the number of attached users to an eNB in the second scheme. This can be
considered as load balancing in the network. Accordingly, the first scheme can be considered
as the best case scenario where a user always has the best possible desired signal power, and
the second scheme can be considered as the real-world scenario where there is no guarantee to
serve a user from the eNB which could best serve the user.
5.2.4.3 Scheduling
In order to investigate changes in the interference level with and without an in-cabin LTE sys-
tem, scheduling is out of the scope of this chapter. Accordingly, it is assumed that all available
RBs in each eNB/channel are always being transmitted for each user. In other words, it is
assumed that each user is served by all available RBs at its connected eNB.
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5.2.5 System Performance Analysis
In light of the given system model assumptions, to investigate the effects of the in-cabin LTE
system on the already existing terrestrial LTE network as well as the effects of the existing
terrestrial LTE network on the in-cabin LTE system when the aircraft is in the parked position,
four different cases are considered as follows:
• CASE 1: Only terrestrial LTE system: In this case, the in-cabin LTE system is not
considered in operation, and only the terrestrial LTE system performance is investigated
to consider it as a benchmark for terrestrial users.
• CASE 2: Full-scale LTE system: In addition to the existing terrestrial LTE network,
an in-cabin LTE system with 2 eNBs deployed in the aircraft on the airport apron is
considered. This case can also be considered as the overall network model where all of
the eNBs are considered in operation.
• CASE 3: Only in-cabin LTE systems: To investigate how the nearby in-cabin LTE
deployments interact between each other, only the in-cabin LTE systems are considered.
In this case, all the terrestrial eNBs are out of operation and all the in-cabin eNBs are in
operation.
• CASE 4: Only single in-cabin LTE system: An isolated in-cabin LTE system is consid-
ered to be used as a benchmark while investigating the in-cabin user performance affected
by the terrestrial LTE network, as well as the other nearby in-cabin deployments. Dif-
ferent from case 3, a single in-cabin LTE system deployed in an aircraft is considered in
operation. All the remaining eNBs are considered out of operation.
5.2.5.1 Interference Analysis
For the described cases, received signal strength indicator (RSSI) is considered as a perfor-
mance metric. The reasons for considering RSSI as a performance metric are twofold: (i) inter-
ference power levels can be obtained by comparing different system cases which are described
above; and (ii) RSSI measurement results can be found in any mobile device which is connected
to a mobile network. Therefore, interference analysis given in this report can be verified by a
simple mobile device (with no need to use expensive software to carry out measurements).
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Based on third generation partnership project (3GPP) definitions, RSSI represents the wideband
received power which includes the power from a serving cell, non-serving (interfering) cells
and noise, observed in certain orthogonal frequency division multiplexing (OFDM) symbols
[38]. Therefore, comparing the RSSI performance from different cases provides information
on changes in the received power level between the cases. For example, obtaining the received
power level difference between the system with (case 2) and without (case 1) in-cabin eNBs
gives information on how much interference is caused by the in-cabin eNBs.
As described in Section 2.4, in LTE systems, a RB consists of 7 OFDM symbols, each OFDM
symbol has 12 subcarriers/resource elements (REs) and each subcarrier/RE has 15 kHz spacing
[1]. Thus, a RB consists of 84 subcarriers. Among the OFDM symbols, only 2 of them (the
first and fifth OFDM symbols) carry the reference signal. RSSI is obtained by averaging the
total received power of 12 subcarriers located in each OFDM symbol that carries the reference
signal.
Obtaining the RSSI of a user is dependent on used RBs at the connected cell and the cells using
the same RBs in the given case. Let x be the case index, C be the set of all cells considered
in the system, c be the cell index and r be the used RB index at the cell c that serves the user
u. Firstly, obtain the set Cx which represents the active cells in the case x. For example, in
case 1, all the terrestrial cells will be considered whereas in case 2, the terrestrial and in-cabin
cells will be considered. Then, obtain the set Crx which represents the cells that use the RB r.












where Pu,c,r is the received power on RB r from cell c to user u; and NRB,c is the number
of RBs that are used in cell c. The factor of 1/7 used in (5.8) is to calculate RSSI based on
3GPP definitions where 2 out of 7 OFDM symbols use reference signals in a RB and the total
received power on subcarriers in these symbols are averaged. In this study, channel gain is
obtained based on a RB level. In order to obtain the average received power level of the 2
OFDM symbols, the received power of a RB should be divided by the number of symbols in
a RB, which is equal to 7. The parameter Pu,c,r is calculated based on the transmission power
and number of RBs used in cell c as well as channel coefficients between the cell c and user u
98
Operating In-Cabin LTE-A System within Cellular Terrestrial Network








where Pc is the transmission power at cell c; and H
u,c
r represents channel coefficients. H
u,c
r is
obtained by (3.10) or (5.7) when cell c is an in-cabin LTE cell or terrestrial LTE cell, respec-
tively.
5.2.5.2 SINR Analysis
As noted, RSSI gives information on the average total received power. It can only be affected by
the number of deployed eNBs, their transmission power and channel coefficients between the
mobile device and eNBs. When there is a limitation on the number of attached users per eNB,
a user may not attach to its best serving eNB and may be forced to connect to its second best
eNB. The RSSI level of this user will be the same. Therefore, the effect of having a limitation
on the number of attached users cannot be observed from the RSSI level. However, in such a
situation, the SINR performance of the user will be degraded. Therefore, SINR performance
is considered in order to investigate the interaction between the in-cabin and terrestrial LTE
systems when there is a constraint on the number of users per eNB. SINR of a user u on RB r







where c∗ is the cell that user u is connected to3.
5.2.5.3 Handover Analysis
As described in Section 2.4.6, handover in LTE is a UE assisted, eNB triggered process. Based
on the measurement reports sent by the UE, the eNB decides to trigger the handover process,
where the triggering can be based on the reported reference signal received power (RSRP)
level, reference signal received quality (RSRQ) level or both. As depicted in Fig. 2.16, several
parameters are used at both the connected eNB and neighbour eNB sides. The parameters hys-
teresis (hysteresis), offset (a3-Offset) and cell-specific offset (cellIndividualOffset) are added to
3Description of the other parameters can be found after (4.1).
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the serving cell triggering quantity, which are used to discard small fluctuations over the mea-
sured value and make the serving cell attractive to decrease handover occurrences, respectively.
At the neighbour eNB side, the cellIndividualOffset parameter is used to artificially increase
the received signal quality. The reported triggering quantity is observed over a certain period,
which is described as time-to-trigger, to avoid the UE to handover between the same neighbour
and serving cell continuously. The range of the handover parameters are given in Table 5.3.
Accordingly, the parameters a3-Offset, hysteresis, cellIndividualOffset and time-to-trigger are
needed to be known to make the transition from the terrestrial system to the onboard system
smoothly while the passengers board the aircraft. In this research, RSRP is considered as the









The factor of 1/(7 × 12) is used to calculate received power of a subcarrier/RE, as explain in
Section 2.4.3.
Parameter Range Unit Notes
cellIndividualOffset -24, -22,...,-2, -1, 0, 1, 2,...,22, 24 dB Set as Q-OffsetRange
a3-Offset -30,...,30 - 0.5×a3-Offset dB
Hysteresis 0,...,30 - 0.5×Hysteresis dB
TimeToTrigger 0, 40, 64, 80, 100, 128, 160, 256, 320, 480,
512, 640, 1024, 1280, 2560, 5120
ms
Table 5.3: Event A3 handover parameters
5.2.6 Simulation Model
5.2.6.1 Physical Model
In the simulation platform, Edinburgh Airport is physically modelled based on its coordinates.
In addition, the existing LTE eNBs of each operator are modelled. The height of each eNB is
randomly assigned as 10 m or 25 m. Then, three Airbus A321 aircraft are modelled as parked
on the airport apron where each of them is connected to the airport building by a passenger
boarding bridge (referred to as the gateway in this study).
Once all the physical buildings and cells are modelled, in-cabin and terrestrial users are mod-
elled. As shown in Fig. 2.7, all passenger seats represent a user. Terrestrial users are divided
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Figure 5.2: Simulation model. (a) Full-scale. (b) Zoomed version.
into 3 different classes – airport indoor users, gateway users who are waiting to board the
aircraft and aircraft ground service users. In total, 4 different classes of user are considered,
including in-cabin users alongside the aforementioned ones. The location of the airport indoor
and ground service users are randomly distributed inside the airport and around each aircraft,
respectively. However, the gateway users are uniformly distributed to model them as if they
are waiting in a line within the gateway. The geometrical model of Edinburgh Airport, existing
LTE eNBs, in-cabin eNBs and users are shown in Fig. 5.2.
5.2.6.2 Path Loss and Channel Model
The channel models given in WINNER+ are used to model the channels between terrestrial
eNBs and all users, both in-cabin and terrestrial. When a link from an in-cabin eNB to a
terrestrial user is considered, the indoor-to-outdoor scenario B4 is used to model path loss.
Also, when a link from a terrestrial eNB to an in-cabin user is considered, the same scenario
B4 is used to model outdoor-to-indoor link path loss. For both cases, the aircraft fuselage
attenuation which will be explained in more detail in the next section, is added to the calculated
path loss. However, when a link from a terrestrial eNB to terrestrial users is considered, a
WINNER scenario and link case (LoS or NLoS) decision is made as follows:
• Step 1 - Check the height of the eNB,
– if it is 10 m, the eNB is a microcell and the scenario should be B1 or B4;
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Link from eNB A to airport user 1
Link from eNB B to airport user 1
Intersection of link and wall
Figure 5.3: LoS and NLoS channels.
– if it is 25 m, the eNB is a macrocell and the scenario should be C1, C2 or C4.
• Step 2 - Check the link from the eNB to the user,
– if the number of the wall intersection points is larger than 1, the link is definitely
NLoS;
– otherwise, the link can be LoS or NLoS based on its distance dependent LoS prob-
ability which is given in (5.2), (5.3) and (5.4) for scenarios B1, C1 and C2, respec-
tively.
In Fig. 5.3, the calculation of the number of wall intersection points is depicted. When the
channel between the user and eNB A is considered, there is only one intersection point on the
path of the signal propagation, which means that between eNB A and the airport building wall,
the channel could be a LoS one. However, when the channel between the user and eNB B is
considered, there are 3 intersection points along the line of signal propagation. Accordingly,
the link from eNB B to the airport building wall is definitely NLoS. The same approach can be
used to characterize the channel between the eNBs inside the 1st and 3rd aircraft where the 2nd
aircraft is in the parked position between the other two. Thus, all the channels from/to eNBs
inside the 1st aircraft as well as to/from the 3rd aircraft are definitely NLoS channels.
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5.2.6.3 Aircraft Fuselage Attenuation
Based on ECC reports [2, 15], three different aircraft fuselage attenuation cases, namely case
A, case B and case C, are considered. The aircraft fuselage attenuation level is assumed as
5 dB, 10 dB and 15 dB for case A, case B and case C, respectively. In this study, the described
aircraft fuselage attenuation cases A and C are considered. Accordingly, the channel from/to the
in-cabin eNBs/users are attenuated an additional 5 dB or 15 dB to model the aircraft fuselage
for cases A or C, respectively. Moreover, when channels between the aircraft are considered,
the attenuation is added twice in order to model from aircraft-to-air and from air-to-aircraft
transmissions.
5.2.6.4 Transmission Power and Antenna Gain
Based on [2, 63], antenna input power is assumed as 43 dBm for a 5 MHz channel, and 46
dBm for 10 MHz, 15 MHz and 20 MHz channels in downlink of the LTE 1800 MHz system.
However, in [77], the maximum permitted downlink transmission power for LTE 1800 MHz is
increased by 3 dB for operators in the UK which covers operators EE and H3G. Accordingly,
the antenna input power is assumed as 46 dBm for 5 MHz channel and 49 dBm for 10 MHz,
15 MHz and 20 MHz channels in the system downlink. Also, maximum allowable effective
isotropic radiated power (EIRP) is stated as 65 dBm [77] which is the summation of the antenna
input power and antenna gain. In the simulations, the antenna gain of the terrestrial eNBs is
set to 16 dBi [63] and assumed to be uniform in each direction to simulate an omni-directional
antenna. Although the terrestrial eNBs are generally deployed in three sectors with directional
antennas, assuming uniform gain in each direction makes the system operate at its worst case
scenario.
The described in-cabin deployment in Section 2.3.2 is used for the in-cabin LTE 1800 MHz
system. Accordingly, the antenna input power is assumed as 10.2 dBm due to the short distance
between eNBs and users inside the aircraft. The antenna gain of the used 2×1 directional patch
antennas is 12 dBi. Therefore, for the in-cabin eNBs, an EIRP of 22.2 dBm is considered.
5.2.6.5 Simulation Parameters
The system parameters used within the simulation adhere to the LTE specifications and operator
licenses. A list of the terrestrial system parameters is summarized in Table 5.4 where the in-
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cabin system related parameters can be found in Table 4.4.
Terrestrial LTE System Parameter Value
Operator H3G frequency band 1816.7-1831.7 MHz (1×5 MHz + 1×10 MHz; 75 RBs)
Operator EE frequency band 1831.7-1876.7 MHz (3×15 MHz; 225 RBs)
Antenna input power - 5 MHz 46 dBm
Antenna input power - 10, 15, 20 MHz 49 dBm
Tx antenna gain 16 dBi
Rx antenna gain 0 dBi
Tx antenna height (from ground) 10 or 25 m
Rx antenna height (from ground/floor) 1.5 m
Tx antenna type Omni-directional
Tx antenna tilt 0o
Total number of EE eNBs 50
Total number of H3G eNBs 26
Total number of gateway users 50 per aircraft
Total number of ground service users 8 per aircraft
Total number of airport indoor users 250
Frequency Reuse 1
Table 5.4: Simulation parameters
5.2.7 Simulation Results
Performance of the in-cabin LTE system within the existing LTE network is simulated and
the results are given below. The system performance evaluation is based on 500 Monte Carlo
simulations, where in each simulation the terrestrial users are randomly located. As noted in
Section 5.2.5, RSSI and SINR are considered as the performance metrics for four different
cases and RSRP is considered to investigate handover occurrence. Accordingly, the RSSI and
SINR performance of the terrestrial users are observed when the in-cabin LTE eNBs are not
in operation, which represents case 1. RSSI and SINR performance are also observed for the
in-cabin users when there is no transmission from the terrestrial and nearby in-cabin LTE eNBs,
which is represented in case 4. As explained in Section 5.2.5, cases 1 and 4 are the benchmark
for the terrestrial and in-cabin users, respectively. In addition to the performance observation
for cases 1 and 4, RSSI is observed for case 3, by considering the only in-cabin LTE eNBs in
operation. After that, full-scale LTE system (case 2) is considered by operating all the in-cabin
and terrestrial eNBs. Then, in order to understand the interaction among the terrestrial and
in-cabin LTE systems, the benchmark cases are compared with the full-scale system case.
In the performance result figures, the function F (X) refers to the cumulative distribution func-
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tion (CDF) which is defined as the probability of the random variable X taking on values less
than or equal to x.
5.2.7.1 Interference Power Results
In order to evaluate the transmission power leakage from the aircraft to outside, as well as from
the outside to the aircraft, users inside the second aircraft are considered. The second aircraft
is parked inbetween the other two aircraft. Therefore, the passengers inside the second aircraft
are the users that can be mostly affected by the onboard systems deployed in the neighbouring
aircraft. In Fig. 5.4(a), the received interference power level of users inside the second aircraft
are shown for different numbers of aircraft and the described simulation cases 2, 3 and 4. It can
be seen from Fig. 5.4(a) that the interference signal from one aircraft to another has almost no
effect. This is due to the aircraft fuselage attenuation, which is considered as 5 dB, the distance
between the aircraft and the transmission power used in the in-cabin eNBs. In the proposed
in-cabin LTE system, eNB antennas are pointed to the cockpit and tail of the aircraft by using
directional antennas. Thus, signal propagation is constrained in the pointed direction and the
side lobe propagation is minimized. Moreover, the interference power from the terrestrial eNBs
to the users inside the aircraft has slightly increased the received interference power for 20%
of the in-cabin users, as shown in Fig. 5.4(a). However, it is important to note that the main
interference source of the in-cabin users is the other eNB deployed inside the aircraft. The
received interference power level within the same onboard system inside the second aircraft is
around 70 dB and 20 dB higher than the received power level from the other two aircraft and
terrestrial eNBs, respectively. Therefore, it can be said that based on the position of the aircraft
parking spots and the given onboard system deployment, increasing the number of aircraft does
not degrade the performance of other onboard systems.
In order to investigate the transmission power leakage from in-cabin eNBs to the outside of
the aircraft, the received power level from the in-cabin eNBs at outside of the aircraft is ob-
tained inside a circle with a radius of 50 m around the second aircraft4. In Fig. 5.4(b), the
received interference power level of different numbers of aircraft and fuselage attenuation lev-
els are shown. When the number of aircraft parked on the apron is increased, the median of
the received interference power level increases. However, the maximum value of the inter-
ference remains unchanged. This is due to the architectural plan used in airport aprons. The
4Based on the given system model, the second aircraft is located 44 m away from the both first and third aircraft.
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Figure 5.4: Received interference power levels for the second aircraft. (a) For in-cabin users
inside the second aircraft when the fuselage attenuation is considered as 5 dB. (b)
For terrestrial users. “A/C” stands for aircraft.
minimum distance between the aircraft parking spots depends on regulations to standardize it
independent from the type and size of an aircraft. When the power leakage from the 1st and
3rd aircraft is considered for the users on the ground around the 2nd aircraft, it will only affect
the users close to these aircraft. Therefore, the median of the received interference power CDF
is increased but the maximum received level remains the same. The same observation can be
made for both aircraft fuselage attenuation levels. Inherently, for a low attenuation level, the
power leakage increases but increasing the number of aircraft in the system does not change
the maximum received interference level. Moreover, when the interference power level from
all 3 aircraft is taken into account for the users around the 2nd aircraft, there is no change to the
overall received interference power level independent from the considered fuselage attenuation.
This is due to having relatively higher interference from other terrestrial eNBs compared to the
in-cabin eNBs in the system.
The RSSI performance of the users in the considered system is also investigated. Fig. 5.5
shows the CDF of the experienced RSSI difference between the systems with and without in-
cabin LTE eNBs. As described in Section 5.2.5.1, the difference between the RSSI performance
of the described cases provides information on changes in the received power level between the
two. When the performance of the in-cabin users is considered, a notable RSSI degradation is
not observed. Therefore, it can be understood that the terrestrial LTE eNBs do not contribute to
the interference level inside the aircraft in the downlink direction. However, the in-cabin LTE
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Figure 5.5: RSSI difference between the systems with and without in-cabin LTE system for
fuselage attenuation (a) 15 dB and (b) 5 dB.
eNBs cause interference to the gateway users. This could potentially result in the connectivity
in an area close to the aircraft doors being compromised. Although the in-cabin eNB causes
an increase in the interference power level, exceeding the limit considered by the ECC, which
is a 1 dB increase in the noise level, is observed for 30% and 60% of the gateway users when
the aircraft fuselage attenuation is considered as 15 dB and 5 dB, respectively. It is clear that
the least vulnerable users are those inside the airport due to the aircraft fuselage attenuation,
the used in-cabin transmission power, the airport wall attenuation and distance between the
apron and the airport. Based on the simulation results, for 15 dB fuselage attenuation, the RSSI
performance of airport indoor users is essentially the same as when the in-cabin LTE system is
transmitting and when it is not. This is the case for the ground service users as well. There is
no significant additional interference power caused by the in-cabin LTE eNBs. Although the
RSSI performance of airport indoor and ground service users are slightly increased for the 5 dB
fuselage attenuation, only 5% of both classes of users are above the ECC’s limit.
5.2.7.2 SINR Results
SINR performance is observed in order to investigate the effects of having limitations on the
number of users that a terrestrial eNB can serve. Cases where there are 20 users per eNB,
50 users per eNB and unlimited users per eNB are simulated and compared. As described in
Section 5.2.4.2, the given user number is the maximum capability limit for a terrestrial eNB.
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Figure 5.6: Effect of number of users limit per eNB. (a) Gateway Users. (b) Ground Service
Users. (c) Airport Indoor Users.
It is important to note that the given user capability limitation is only applied to the terrestrial
eNBs, not to the in-cabin eNBs. When a terrestrial eNB has reached its maximum capability
number, it will not accept the connection request from a user. The declined user has to connect
to another terrestrial eNB, which is not its best serving eNB. Therefore, when the systems
with and without limitations on the number of users that an eNB can serve are compared, a
SINR performance degradation is expected. However, as noted, the focus of this study is to
understand how the in-cabin eNBs interact with the terrestrial network. From this perspective,
when a terrestrial user cannot connect to its best serving eNB and is forced to connect to another
terrestrial eNB, its main interference source will become its best serving eNB. Therefore, it is
expected that the SINR performance degradation due to interference generated by the in-cabin
eNBs in operation is negligible.
Fig. 5.6 shows the observed SINR difference between the systems with and without in-cabin
eNBs for different classes of users when there is a limitation on the number of users per eNB.
According to the Fig. 5.6, having a number of users per eNB limitation has a negligible effect
on the RB SINR performance. When three cases for the number of users per eNB are consid-
ered for the gateway users, the SINR performance degradation due to the existence of in-cabin
eNBs is reduced while the number of users per eNB decreases, as expected. Although a small
degradation in the SINR performance can be seen for the gateway users, the considered three
cases for the number of users that an eNB can serve have exactly the same SINR performance
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Figure 5.7: SINR difference per RB between the systems with and without in-cabin LTE system
when the fuselage attenuation is considered as (a) 15 dB and (b) 5 dB.
per RB for the ground service and airport indoor users. The capacity of RBs appears to be
minimally affected by the given eNB user capability limits.
In Fig. 5.7, the SINR difference per RB is shown for the eNBs with unlimited user capability in
order to make a fair comparison between the performance of the terrestrial and in-cabin users.
When the observed RSSI difference performance given in Fig. 5.5 is taken into account, it is
expected that the SINR difference observed for the in-cabin, ground service and airport indoor
users should be the same. However, as shown in Fig. 5.7, the SINR difference of the in-cabin
users is slightly larger than the SINR difference performance of the ground service and airport
indoor users, irrespective of the considered fuselage attenuation. This can be explained by the
considered EIRP for the in-cabin LTE system which is 22.2 dBm and relatively lower than the
EIRP values considered for the terrestrial LTE system.
In addition to the given analysis for 2 eNBs deployment, RSSI and SINR performance of the
3 eNBs deployment are also investigated. As shown in Fig. 5.8, for RSSI peformance, increas-
ing the number of deployed in-cabin eNBs slightly increases the percentage of gateway users
that are above the ECC’s limit. However, the RSSI performance of both airport indoor and
ground service users remain the same. For SINR performance, the conclusion drawn for the
2 eNBs deployment can also be drawn for the 3 eNBs case with an exception for in-cabin users.
The SINR difference between the systems with and without terrestrial eNBs has less effect for
the 3 eNBs deployment. Due to increasing the number of eNBs inside the aircraft, the interfer-
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Figure 5.8: Difference between the systems with and without in-cabin LTE system when 3 eNBs
are deployed inside the aircraft and the fuselage attenuation is considered as 5 dB.
(a) RSSI. (b) SINR.
ence power of the onboard system is increased and becomes more dominant than the terrestrial
interference power.
In general, activating the in-cabin LTE system does not have a significant harmful effect on the
existing terrestrial LTE network and its users. Especially since, realistically, there are limita-
tions on the number of users that an eNB can serve, the contribution of the in-cabin eNBs to
the interference level is negligible. The main interference source becomes the terrestrial eNBs.
Although, the performance of several RBs is decreased, the majority of the RBs have the same
performance with and without the in-cabin system being operational.
5.2.7.3 Handover Results
In order to analyse the handover triggering for a passenger boarding the aircraft, a moving user
is modelled in the system where it starts its move from inside the airport, then travels through
the gateway to board the aircraft and walks to the end of the cabin. The speed of the moving
user is assumed to be 3 km/h (0.82 m/s) and its path is shown in Fig. 5.9.
Fig. 5.10 shows handover instances along the moving user path. The handover triggering quan-
tity is considered as the RSRP. The range of the handover parameters are given in Table 5.3.
The parameters a3-Offset, hysteresis and time-to-trigger are set to 12 dB, 6 dB and 1024 ms,
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Figure 5.9: Moving user route.
respectively. The individualCellOffset is considered as 0 dB for terrestrial eNBs and 3 dB for
in-cabin eNBs. As it is shown in Fig. 5.10(b), when the moving user steps onto the aircraft, it
is handed over to the in-cabin eNB.
For the considered system model, the received signal power level varied from eNB to eNB.
However, in order to understand all perspectives of the compatibility of the terrestrial and in-
cabin systems, −50 dBm, −70 dBm and −90 dBm of RSRP levels are considered outside the
aircraft irrespective of the location of the eNBs. In Table 5.5, an approximated distance between
the terrestrial eNB and the aircraft is given for the noted RSRP levels when the transmission
power and transmit antenna gain of the terrestrial eNB are set to 49 dBm and 16 dBi, respec-
tively.
Based on the given handover parameters and RSRP levels from terrestrial and in-cabin eNBs,
the handover triggering threshold can be written as follows:
RSRPout + CIOout + a3-Offset + hysteresis < RSRPin + CIOin, (5.12)
where RSRPout is the RSRP level from the terrestrial eNB; RSRPin is the highest RSRP level
from the in-cabin eNBs in front of the aircraft entrance door when a user onboard the aircraft;
CIOout represents cellIndividualOffset of the terrestrial eNB; and CIOin represents cellIndivid-
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Figure 5.10: Handover occurrence for the moving user for (a) Full scale and (b) Zoomed.
Written number on the red circles represents serving eNB after handover - eNB
index equal or smaller than 24 represents in-cabin eNBs (there are 3 aircraft, in
each aircraft there are 2 eNBs and in each eNB there are 4 cells) and larger than
24 represents terrestrial eNBs.
ualOffset of the in-cabin eNBs. The possible cellIndividualOffset values can be obtained based
on the achieved RSRPout, RSRPin and the used handover parameters, namely a3-Offset and
hysteresis5. For example, lets consider that RSRPout, a3-Offset, CIOin and hysteresis are equal
to −90 dBm, 10 dB, 0 dB and 5 dB, respectively. When the in-cabin eNB transmission power
is set to 10.2 dBm, RSRPin is −78.9 dBm around the aircraft front entrance door. Accordingly,
for the given example, cellIndividualOffset of the in-cabin eNB, CIOin, should be set to 6 dB
to satisfy (5.12) to handover the users as soon as they board the aircraft. However, for the given
example, if the considered RSRPout level is equal to −50 dBm, then there is no cellIndividu-
alOffset value in its prescribed range – the maximum value of the cellIndividualOffset is 24 dB.
Therefore, for such a case, the a3-offset and hysteresis parameters of the terrestrial eNB should
be set to lower values, as depicted in Fig. 2.16.
5Range of a3-Offset, hysteresis and cellIndividualOffset parameters can be found in Table 5.3.
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−50 dBm 50 m
−70 dBm 135 m
−90 dBm 500 m
Table 5.5: Distance between the terrestrial eNB and aircraft for a given RSRP level
5.3 Compatibility of the In-cabin System with Terrestrial Network:
Measurement
5.3.1 Measurement Setup
The measurement campaign for compatibility of the in-cabin and terrestrial system is con-
ducted in the Airbus GmbH campus which is based in Finkenwerder, Hamburg, Germany. The
objectives of the measurement campaign are to investigate the A321 aircraft fuselage attenua-
tion, power leakage from/to in-cabin system to/from terrestrial system and handover process.
Different transmission power levels for both in-cabin and terrestrial systems are considered.
5.3.1.1 Terrestrial System
In the measurement setup, the A321 aircraft is parked inside a hangar and the terrestrial eNB
antennas are mounted on a tower roughly 550 m away, as illustrated in Fig. 5.11. Based on
Table 5.5, the expected RSRP value around the aircraft is roughly −100 dBm. In order to
analyse all perspectives of the compatibility of both systems, higher received power levels are
needed around the aircraft. Therefore, a repeater antenna is installed inside the hangar to am-
plify the received power level of the terrestrial eNBs. The measurement campaign is conducted
in collaboration with Vodafone Germany which has the license to operate LTE 1800 MHz sys-
tem in Germany. Due to having the measurement in a live network, increasing the terrestrial
RSRP level around the aircraft may degrade the performance of the LTE systems operating at
1800 MHz. Thus, in order to setup the measurement case with high terrestrial RSRP values, a
femto cell antenna is mounted inside the aircraft. In the measurement, the considered terres-
trial RSRP levels around the aircraft are −100 dBm, −80 dBm, −70 dBm and −60 dBm. The
evolved universal terrestrial radio access absolute radio frequency channel number (EARFCN)
and physical cell ID (PCI) of the terrestrial cell was configured to 1836 and 384, respectively.
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Figure 5.11: On-site measurement scenario with a terrestrial eNB outside and a repeater an-
tenna inside the hangar. The terrestrial eNB is located about 550 m away from
the hangar. The distance between the repeater antenna and aircraft is about 25 m.
5.3.1.2 In-Cabin System
The in-cabin system is deployed as described in Section 3.4. Accordingly, 3 eNBs are deployed
at the provisioned antenna mounting positions. The deployed in-cabin eNBs are manufactured
by a vendor company called AZCOM Technology. As in Section 3.4, the QualiPoc Android
handsets are used to measure the RSRP and RSSI levels of both in-cabin and terrestrial sys-
tems. In the measurement, the considered transmission power of in-cabin eNBs are 17 dBm,
14 dBm and 8 dBm. The EARFCN and PCI configuration of the in-cabin system used in the
measurement is given in Table 5.6.
EARFCN ChannelIndex
PCI
eNB 1 eNB 2 eNB 3
1300 CH 1 119 111 115
1500 CH 2 118 110 114
1675 CH 3 121 113 117
1850 CH 4 120 112 116
Table 5.6: PCI configuration
5.3.2 Measurement Results
5.3.2.1 Aircraft Fuselage Attenuation
In order to investigate the aircraft fuselage attenuation, the measurements have been conducted
with a scenario where a mobile user moved from/to outside to/from inside the aircraft. The
terrestrial cell is provided by Vodafone. The RSRP level outside the aircraft is adjusted to
have −80 dBm in front of the aircraft door. During the measurement, the aircraft door is left
open. As shown in Fig. 5.12, the RSRP level decreases while the user board the aircraft. The
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attenuation level is 10 dB around the cockpit site. When the user moves away from the aircraft
door towards the tail of the aircraft, the attenuation level becomes 20 dB.





















Figure 5.12: Moving user from outside to inside the aircraft when the terrestrial RSRP level is
−80 dBm around the aircraft.
The same scenario is measured with a different terrestrial RSRP level. The repeater antenna
is deactivated and the terrestrial eNB located outside the hangar is considered. The RSRP
level outside the aircraft is measured as −100 dBm in front of the aircraft door. Moreover,
for this case, the door was open when the moving user was on board the aircraft, then the
door was closed and remained closed for the duration of the measurement. Fig. 5.13 shows
the measured RSRP levels when the user is outside the aircraft, inside the aircraft when the
aircraft door is open and inside the aircraft when the aircraft door is closed. When the door
is open, the attenuation level is around 10 dB, as in the −80 dBm terrestrial RSRP level case.
However, when the door is closed after the moving user is on board the aircraft, an attenuation of
15 dB is observed. The 5 dB difference between the two measurement cases can be explained
with antenna characteristics of the repeater and terrestrial eNB. Considering a 12 to 15 dB
attenuation level is more realistic for a general system point of view.
5.3.2.2 Handover
Handover in LTE depends on eNB configured parameters a3-Offset, Hysteresis, cellIndividu-
alOffset and TimeToTrigger and UE measurement report on the configured triggering quantity.
Configuration of the a3-Offset, Hysteresis and TimeToTrigger parameters can only be done
by the terrestrial eNBs and their configuration affects the performance of the whole network.
Therefore, in cases where a terrestrial user is forced to handover to an in-cabin cell, the only
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Figure 5.13: Moving user from outside to inside the aircraft when the terrestrial RSRP level is
−80 dBm around the aircraft.
parameter that can be configured by the in-cabin eNB is the cellIndividualOffset.





















Figure 5.14: Moving user from inside to outside the aircraft when the transmission power of
the in-cabin eNB is set to 17 dBm with additional 8 dB BCCH power boosting.
In this research, a broadcast control channel (BCCH) power boosting feature in the in-cabin
eNBs is proposed in order to trigger the handover instance earlier. As its name states, BCCH
is a control channel that conveys system control information. The idea of the proposed BCCH
power boosting feature is to degrade the quality of BCCH transmitted by terrestrial eNBs.
Therefore, when the boarding passenger UE cannot get the system information messages, it will
start to search for other cells. Accordingly, when the proposed BCCH power boosting feature is
employed in the system, the transmit power level of the broadcast channel is increased. Hence,
in the proposed feature, there will be no increase in the interference level on the data channels.
Before measuring the handover performance, the power leakage from the in-cabin eNBs to
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outside the aircraft is investigated. The maximum transmission power capability of the used
hardware was limited to 25 dBm. Therefore, in order to investigate the worst case scenario,
the maximum transmission power is considered for the in-cabin eNBs, in combination with the
proposed BCCH power boosting feature. In Fig. 5.14, the transmission power level of the in-
cabin eNB is set to 17 dBm and the BCCH power boosting feature is activated to increase the
broadcast channel power level by 8 dB, which makes 25 dBm of transmission power in total.
During the measurement, a mobile user moved from inside to outside the aircraft where the
QualiPoc handset of the user is forced to connect to EARFCN 1850. The RSRP level from
the first eNB observed outside the aircraft is around −102 dBm whereas it is around −90 dBm
inside the aircraft. This observation further validates the aircraft fuselage attenuation of 12 dB.
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Figure 5.15: Moving user from inside to outside the aircraft when the transmission power of
the in-cabin eNBs is set to 17 dBm with additional 8 dB BCCH power boosting
and RSRP level outside the aircraft is adjusted to −80 dBm.
Further measurements have been conducted to investigate handover performance when the pas-
sengers leave the aircraft. Fig. 5.15 shows the RSRP level from the terrestrial and in-cabin cells
when the transmission power of the in-cabin eNB is set to 17 dBm with an additional 8 dB of
BCCH power boosting. The gap between samples 15 and 20 can be explained as follows: as
the UE was trying to handover between cells, the software could not get the RSRP measure-
ments. Once the handover process is completed, the software again started to show the RSRP
level. The outside6 cell is provided by a repeater antenna inside the hangar and the RSRP level
outside the aircraft is adjusted to −80 dBm. In order to fully interfere with the terrestrial cell,
the EARFCN of the in-cabin cell with PCI equal to 120 is set to the same EARFCN of the
6Outside cell and terrestrial cell are used interchangeably where both represent the cell provided by Vodafone
Germany.
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Vodafone’s cell, which is 1836. As can be seen from the figure, when the passenger leaves the
aircraft, they are directly connected to the outside cell. It is important to note that the in-cabin
system is seen as a private network by the terrestrial network providers. Moreover, the eNB
hardware does not support the sending of a system information block (SIB) 3 message which
contains handover parameters. Therefore, there is no coordination between the terrestrial and
in-cabin eNBs and there is no cellIndividualOffset parameters sent by the in-cabin eNBs. Thus,
the noted handover analysis represents the cell re-selection procedure and it will be based on
the RSRP level.
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Figure 5.16: Moving user from outside to inside the aircraft when the transmission power of
the in-cabin eNBs is set to 17 dBm with additional 8 dB BCCH power boosting
and RSRP level outside the aircraft is adjusted to −80 dBm.
In Fig. 5.16, the mobile user moves from outside to inside the aircraft, which represents a
passenger boarding. When the RSRP level outside the aircraft is adjusted to −80 dBm and the
transmission power of the in-cabin eNBs is set to 17 dBm with 8 dB BCCH power boosting
feature. Due to the noted lack of cooperation between the Vodafone and in-cabin networks, as
well as the lack of system information messages that are used in the handover process at the
in-cabin eNBs, the mobile user is not moving at the same pace in this measurement. In order
to understand the exact point where the handover process starts for the given power levels, the
mobile user is moved from one row to another by spending some time in each row. Accordingly,
once the RSRP level from the in-cabin eNB became higher than the terrestrial eNB, the UE
handset needs some time to drop from the connected terrestrial cell. As it can be seen from the
figure, once the user boards the aircraft, the in-cabin RSRP level becomes 25 dB higher than
the terrestrial RSRP. This means that if the two networks were in cooperation and the in-cabin
eNBs transmitted handover messages, such as SIB 3, it is most likely that the mobile user will
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be handed over to the in-cabin network. However, due to the noted shortage, the mobile user
has to spend some time to drop from its connected cell and search for other cells. In Fig. 5.16,
the measurements are taken while the user was standing in the 1st row. As it can be seen from
the figure, the mobile user needed some time to drop from the connected terrestrial cell.
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Figure 5.17: Moving user from outside to inside the aircraft when the transmission power of
the in-cabin eNBs is set to 17 dBm with additional 8 dB BCCH power boosting
and RSRP level outside the aircraft is adjusted to −70 dBm.
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starting from Row 1
Figure 5.18: Moving user from outside to inside the aircraft when the transmission power of
the in-cabin eNBs is set to 17 dBm with additional 8 dB BCCH power boosting
and RSRP level outside the aircraft is adjusted to −60 dBm.
The same measurement case is repeated for different RSRP levels outside the aircraft. The
RSRP level outside the aircraft is adjusted to−70 dBm and−60 dBm in Fig. 5.17 and Fig. 5.18,
respectively. To prevent any performance degradation on the live terrestrial network, the re-
peater antenna is mounted inside the aircraft. In order to represent the aircraft fuselage, the
actual RSRP level is set to 10 dB lower than the considered outside RSRP level. For example,
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when the RSRP level of −60 dBm is considered outside the aircraft, the transmission power
of the repeater antenna is adjusted to have −70 dBm inside the aircraft. According to the pre-
sented results, the mobile user is dropped from the terrestrial cell at the 5th and 7th rows for the
outside RSRP level of −70 dBm and −60 dBm, respectively.
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Figure 5.19: Moving user from outside to inside the aircraft when the transmission power of
the in-cabin eNBs is set to 14 dBm and RSRP level outside the aircraft is adjusted
to −70 dBm.
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starting from Row 1 to 15
Figure 5.20: Moving user from outside to inside the aircraft when the transmission power of
the in-cabin eNBs is set to 8 dBm and RSRP level outside the aircraft is adjusted
to −70 dBm.
Another set of measurements have been conducted to understand the effects of the transmis-
sion power level of the in-cabin eNBs on handover performance. Therefore, the BCCH power
boosting feature is disabled and the transmission power level of the in-cabin eNB is reduced.
The RSRP level outside the aircraft is adjusted to −70 dBm. In Fig. 5.19 and Fig. 5.20, the
handover performance is observed for the in-cabin eNB transmission power level of 14 dBm
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and 8 dBm, respectively. It is observed that the mobile user is dropped from the terrestrial
cell at row 10 for the transmission power level of 14 dBm, whereas for 8 dBm transmission
power, the mobile user is not disconnected from the terrestrial cell. When the user moves from
the 1st to 15th row, the RSRP level should increase through the in-cabin eNB location, then
it should decrease through to the 15th row. However, as it can be seen from Fig. 5.20, the
RSRP level of the in-cabin cell remained the same for a while due to having the noted lack of
cooperation among the terrestrial and in-cabin networks. Therefore, it can be concluded that
the lack of coordination between the terrestrial and in-cabin eNBs makes the transition inter-
mittent. This statement is valid for the all figures presented for the handover analysis. Based
on the measured RSRP levels, the mobile user can be handed over to the in-cabin cell when
the transmission power of 8 dBm and RSRP level of −70 dBm are considered for in-cabin and
terrestrial systems, respectively.
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Row 17 Row 4
Figure 5.21: Moving user inside the aircraft when the transmission power of the in-cabin eNBs
is set to 17 dBm with additional 8 dB of BCCH power. No outside cell is consid-
ered.
In Fig. 5.21, cell re-selection performance inside the aircraft is investigated. Accordingly, the
measurements are taken with the QualiPoc handset inside the aircraft while the mobile user
moves from row 35 to row 1. The in-cabin eNBs locations are indicated on the measured value.
Only the channels with index 4 are activated in each eNB with 17 dBm transmission power and
additional 8 dB BCCH power. In Fig. 5.21, the connected cell PCI and re-selection instances
are shown inside a text box and straight line, respectively. As in the previously shown figures,
the gap in the measured values can be seen while the UE establishes the cell-reselection or
handover process. The software did not report the measured value during these processes. In
Fig. 5.21, the dashed line shows the connected cell and it can be observed that the moving user
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is smoothly handed over through the in-cabin cells.
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Figure 5.22: RSSI difference of in-cabin users with respect to RSRP level outside the aircraft.
In order to specify handover parameters to make the transition from/to terrestrial to/from in-
cabin system, the parameters used in Vodafone Germany’s network are considered. According
to the system information messages sent by the cell with PCI equal to 384, the cellIndividu-
alOffset, CIOout, and hysteresis are considered as 0 dB and 2 dB, respectively. Whereas, two
different configurations are specified for the a3-Offset parameter, which are 2 dB and −10 dB.
In Fig. 5.22, power leakages from the terrestrial eNBs to in-cabin system for different RSRP
levels outside the aircraft is shown. The average of the RSRP level inside the aircraft for dif-
ferent transmission power levels is obtained from the measurement results shown in Fig. 3.15
and the aircraft fuselage attenuation is considered to be between 12 and 15 dB. Accordingly,
when the RSRP level of the terrestrial cell is −50 dBm around the aircraft, the in-cabin system
performance suffers due to harmful interference, irrespective of the considered transmission
power level of the in-cabin eNB. Therefore, when the ECC’s limit on the power leakage is con-
sidered, the acceptable RSRP levels from the terrestrial cell should be −65 dBm and −75 dBm
around the aircraft for in-cabin eNB transmission power level of 14 dBm and 8 dBm, respec-
tively. In Table 5.7, range of the in-cabin cellIndividualOffset parameter, CIOin, is given for
different in-cabin transmission power and terrestrial RSRP levels according to the noted ter-
restrial eNB handover parameters. The minimum value of cellIndividualOffset parameter that
provides smooth transition from terrestrial to in-cabin system is obtained by (5.12).
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Table 5.7: Minimum cellIndividualOffset value for in-cabin eNBs when the configuration of the
Vodafone Germany’s cell is considered.
5.4 Summary
In this chapter, compatibility between the proposed in-cabin LTE system and the existing ter-
restrial LTE network is investigated while the aircraft is parked on the ground. Although the
ECC reports and decisions state that an in-cabin mobile communication system should not be
activated/operated while the aircraft is on the ground or during take-off and landing (only active
when the altitude of the aircraft is above 3000 m), it is of interest to establish the effects such
an operation would have on the existing terrestrial networks. Accordingly, Edinburgh Airport
and existing LTE eNBs covering the airport are modelled in this study. Generally accepted
and validated WINNER channel models are used to model link between terrestrial eNBs and
all classes of users, and a channel model obtained from in-cabin measurement campaign data
is used to model channel between the in-cabin eNBs and in-cabin users. Although the pre-
sented simulation results are based on only Edinburgh Airport, they could be extended to any
airport because of (1) regulations and standards on the minimum distance between the aircraft
parking spots; and (2) considering the different received power levels around the aircraft in the
simulation platform.
Based on interference power performance results of the systems with and without in-cabin LTE
eNBs, an in-cabin LTE system can be operated within the existing LTE network without causing
almost any interference. There should be an exception for the users who are in the process of
boarding the aircraft by use of a passenger bridge. To mitigate possible harmful interference
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to the existing LTE network users on the passenger bridge, the in-cabin LTE system could be
operated only after boarding is completed and the passenger bridge is empty.
In addition, users who are connected to the terrestrial network are split between the different
operators and only allowed to connect to their operator’s eNBs. The process through which a
UE attaches to an eNB is also studied in detail, in order to understand if there are any other
challenges associated with having a limitation on the number of users that an eNB can serve.
Based on the SINR performance results with and without in-cabin LTE eNBs, when a user can-
not connect to an eNB that serves the best average received power, the performance degradation
due to the presence of the in-cabin eNBs is negligible.
In order to validate the simulated results, on-site measurements have been conducted. As a
result of the measurements, the aircraft fuselage, power leakage from in-cabin eNBs to the ter-
restrial system as well as handover performance are validated. Although the in-cabin system is
seen as a private network by the already deployed terrestrial system, radio conditions of both
terrestrial and in-cabin systems are measured to analyse the handover performance. Accord-
ingly, the parameters that provide a smooth transition from terrestrial to in-cabin systems for
the passengers who board the aircraft are obtained for different transmission power levels of
in-cabin and terrestrial eNBs. It is important to note that the handover parameters are obtained
for the cells which are operated at the same frequency band. In LTE, when the neighbouring
cell is at the same frequency as the connected cell, then intra-frequency measurements can be
used to trigger handover. However, if the neighbouring cell is at a different frequency, then
eNB should inform the UE to do intra-frequency measurements from time to time. This is
known as the measurement gap in LTE and it is configured based on MeasGapConfig informa-
tion element (IE). During the measurement gap, there is no transmission and reception and UE
switches to frequency bands other than its connected cell to perform measurements.
Another important issue in the in-cabin LTE system design is that the considered 75 MHz
bandwidth is not assigned to a single network operator in the terrestrial systems7. When a UE
is connected to a cell which is operated by its subscribed network operator, then it will keep
searching the frequency band used by its network operator. The UE should be informed by its
connected eNB to perform measurements at frequency bands that are operated by other service
7In general, frequency bandwidth is divided into 5 MHz, 10 MHz, 15 MHz and 20 MHz portions. An auction
mechanism is used by governments to sell these portions. Therefore, most of the time, the available portions are
shared between network operators in the market, as given in Table 5.1 for the UK.
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providers. In LTE, this is done with a public land mobile network (PLMN) number which is
an identity for a service provider. When a multi-operator network is considered in LTE, PLMN
information is sent as PLMN-IdentityList, which is an IE carried by SIB 1. Once the user have
the PLMN list, it knows which frequency bands should be measured. In LTE, there can only be
a maximum of 6 PLMNs listed in PLMN-IdentityList [41].
In conclusion, it is shown that the in-cabin LTE network does not interact significantly with the
terrestrial LTE network in the downlink direction. Although there can be performance degra-
dation for the in-cabin network when the terrestrial eNB is deployed roughly 50-135 m away
from the airport apron, this can be solved by regulations considered for direct air-to-ground
communication (DA2GC). This means that there should not be any significant challenges from
a signal quality and network management perspective that need to be solved in order for the
two networks to co-exist. Therefore, the legislation that prohibits the use of mobile devices
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6.1 Summary and Conclusions
In this thesis, a series of fundamental studies related to operating a multi-cell, multi-user on-
board communication system in every phase of a flight have been presented. According to
regulations, an onboard system could only be operated when the altitude of the aircraft is above
3000 m. However, the key requirement of a next generation communication system is to pro-
vide seamless connectivity for anyone and anything. Therefore, this thesis includes an analysis
and evaluation of in-flight connectivity. An aircraft cabin is characterised by a high user den-
sity which poses a particular problem in this environment. Accordingly, channel propagation
characteristics inside the aircraft have been investigated to propose an onboard wireless system
design. Specifically, the performance of the onboard Long Term Evolution Advanced (LTE-A)
system for an optimal tradeoff between fairness and system throughput has been obtained. Ad-
vanced techniques to mitigate co-channel interference for cell-edge users have been considered
in a resource allocation (RA) problem. In the problem statement, practical LTE-A system con-
straints have been taken into account to be able to arrive at a realistic system performance
results. Finally, compatibility between the onboard system with the already deployed terrestrial
wireless networks has been investigated while the aircraft is in the parked position on the apron.
In Chapter 2, the relevant background related to in-flight connectivity has been presented.
Firstly, a brief history of the evolution of wireless communication systems has been provided.
Then, the focus of the chapter was to introduce the basic concepts of LTE-A systems, which
includes radio frame structure, channel state reporting, RA, handover process and interference
mitigation. The introduction of these concepts helps the reader to understand how the LTE-A
system works. Specific studies and system concepts in subsequent chapters are based on these
basic concepts.
In Chapter 3, the channel propagation characteristics inside the aircraft have been investigated.
In many in-cabin channel propagation studies, the transmit antenna location was fixed in the
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front of the aircraft aisle. Therefore, the characteristics obtained in these studies do not repre-
sent an accurate in-cabin multi-cell deployment. In this research, a measurement and modelling
procedure has been proposed where the transmit antenna location has been considered at the
front, middle and end of the aircraft aisle. The proposed measurement procedure has been con-
ducted to model channel propagation of an onboard multi-cell deployment. Then, in order to
minimize the interference among the neighbouring evolved nodeBs (eNBs) and the path loss
for users, the proposed channel propagation model has been used to optimize the antenna orien-
tation. In addition, another set of measurements have been conducted to validate the proposed
model. It has been shown that co-channel interference is realistically modelled by the proposed
channel model.
In Chapter 4, a comprehensive performance evaluation of the multi-cell, multi-user onboard
system has been given for LTE-A system where the proposed channel propagation model de-
veloped in Chapter 3 has been used. The tradeoff between fairness, which is defined as the low-
est variation in user data rates across a large user population, and system throughput has been
considered as the optimality criterion of the system. In order to improve fairness, enhanced
inter-cell interference coordination (eICIC) techniques, namely almost blank subframe (ABS)
and reduced power-ABS (RP-ABS), as well as carrier aggregation (CA) have been employed.
In addition, the performance evaluations have been carried out for different resource schedul-
ing policies. Accordingly, round-robin (RR), proportional fair (PF) and a proposed proportional
fair based coordinated scheduler (PCS) have been used in the system. The LTE-A system con-
straints, which are channel quality indicator (CQI) reporting; RA types; and single modulation
and coding scheme (MCS) index assignment to the resources allocated to a user, have been
considered in the formulation of the scheduling algorithms. Furthermore, the cases have been
examined as follows: (1) two different antenna mounting positions, which are ‘centreline’ and
‘provisioned positions’; and (2) deployments of different numbers of eNBs. As a result of the
given comprehensive study, an optimum system configuration out of a large set of system op-
tions has been provided. It has been shown that with respect to system throughput, the system
with PF scheduler and normal subframes (NSF) performs the best, irrespective of the consid-
ered antenna mounting positions and number of deployed eNBs. It achieves an average system
data rate of 876 Mbps for the 3 eNBs and 612 Mbps for the 2 eNBs deployments when the max-
imum modulation order has been considered as 64-quadrature amplitude modulation (QAM).
However, when the fairness and quality of service (QoS) threshold of 3 Mbps have been con-
sidered as the metric of choice, the system with PCS, CA and NSF performs the best for 3
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eNBs deployment. When the maximum modulation order has been considered as 64-QAM, the
3 Mbps QoS outage has been recorded as 1.5% and 8% for centreline and provisioned antenna
positions, respectively. In other words, 98.5% and 92% of the passengers enjoy a minimum
data rate of 3 Mbps when the antennas are mounted at the centreline and provisioned positions,
respectively. It has also been shown that a system which employs CA and eICIC techniques
together offers no performance improvement compared to the systems which employ only CA.
For the considered antenna mounting positions, although the centreline antenna positions have
achieved better performance by means of the tradeoff between the fairness and system through-
put, their implementation has been considered to be prohibitive due to the additional cost of
redesigning the airframe of all aircraft.
In Chapter 5, operating the onboard system within the already deployed terrestrial network has
been investigated while the aircraft is considered in the parked position on the apron. Firstly,
the power leakage from onboard to terrestrial systems and vice versa has been analysed based
on computer simulations. The systems with and without onboard LTE-A deployment have been
considered for different classes of users such as those inside the aircraft, waiting on the board-
ing brigde, working as ground service employees and waiting inside the airport terminal. It
has been shown that the onboard LTE-A system can coexist within the already deployed ter-
restrial LTE-A network without causing almost notable interference. Furthermore, in order to
provide a seamless integration of the onboard system, handover parameters have been evaluated
for different received power levels of the terrestrial system. It has been shown that when the
received power level of the terrestrial system is −50 dBm, it is not possible to provide transi-
tion for passengers from the terrestrial to onboard system for the given in-cabin deployment.
Secondly, on-site measurements have been conducted in order to validate the simulated results.
Based on the measurement results, the aircraft fuselage attenuation has been found to be in
the range of 12 to 15 dB. It has been shown that when the received power level from the ter-
restrial systems is below −65 dBm around the aircraft, (1) a passenger who boards/leaves the
aircraft can be handed over to the onboard/terrestrial system; and (2) the terrestrial system does
not cause harmful interference to the onboard system for the considered in-cabin deployment.
Consequently, it has been demonstrated that the onboard LTE-A system can be operated while
the aircraft is in the parked position on the apron. Therefore, the legislation that prohibits the
operation of the onboard system should be reviewed to offer seamless mobile connectivity.
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6.2 Limitations and Future Research
In the analysis presented in this thesis, a majority of the practical limitations related to the
LTE-A system have been taken into account to provide insights into the deployment of onboard
LTE-A systems and the coexistence of the onboard and terrestrial networks. Some of the in-
vestigations in this thesis have been supported by on-site measurements. However, as inherent
with any work that is not fully tested in the real world, there are limitations on the accuracy of
the given results. More detailed measurements are needed to further investigate and validate
the presented results in order to provide broad guidance for possible regulation changes.
In the modelling of the in-cabin channel propagation characteristics, only a single aircraft type
has been used in the measurements. In order to generalize the proposed in-cabin channel propa-
gation, different aircraft types should be used in further measurements. Moreover, the proposed
channel model has been given for an empty aircraft. Therefore, the effects of human bodies
should also be found and considered for a general in-cabin propagation model. In addition,
due to the cost of conducting on-site measurements, only the first phase of the proposed mea-
surement and modelling procedure, which characterizes the antenna propagation direction, has
been conducted. The remaining phases which characterize the reflection from the cabin ends
and sidewalls could be subjects in the future work in order to precisely investigate the channel
propagation inside the aircraft.
In the analysis of the downlink performance of the onboard systems, it has been assumed that
there is always an ideal backhaul (IB) link. In other words, the link between the core network
and onboard system has infinite capacity and no connection delay. The same assumption has
also been held for transmissions in the uplink direction. The effects of having a non-ideal link
with limited capacity and connection delay for the backhaul and uplink transmission can be
added to the analysis in the future research. Moreover, a full buffer traffic model has been
assumed in the onboard network. Although it can be a reasonable assumption for the usage of
in-flight entertainment system during a flight, the effects of a finite buffer traffic model should
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Power Delay Profiles for Terrestrial
Channel Model
Power delay profile table of each scenario for both line of sight (LoS) and non-line of sight
(NLoS) link cases can be found in this subsection from Table B.1 to Table B.5.
Cluster # Delay [ns] Power [dB]
1 0 0.0
2 30 35 40 -10.5 -12.7 -14.5
3 55 -14.8






Cluster # Delay [ns] Power [dB]
1 0 -1.0
2 90 95 100 -3.0 -5.2 -7.0















Table B.1: Scenario B1 clustered delay line model. (a) LoS. (b) NLoS
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Cluster # Delay [ns] Power [dB]












Table B.2: Scenario B4 NLoS clustered delay line model
Cluster # Delay [ns] Power [dB]
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Table B.3: Scenario C1 clustered delay line model. (a) LoS. (b) NLoS.
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Cluster # Delay [ns] Power [dB]
1 0 0.0
2 0 5 10 -16.2 -18.4 -20.2
3 30 -15.3
4 85 -16.7









4 145 150 155 -3.0 -5.2 -7.0
5 150 -1.9
6 190 -3.4















Table B.4: Scenario C2 clustered delay line model. (a) LoS. (b) NLoS.
Cluster # Delay [ns] Power [dB]
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