This paper generalizes the Dynamic Conditional Correlation (DCC) model of Engle (2002) to incorporate a ‡exible non-Gaussian distribution based on Gram-Charlier expansions. The resulting semi-nonparametric (SNP)-DCC model formally admits a separate estimation of, in a …rst stage, the individual conditional variances under a Gaussian distribution and, in the second stage, the conditional correlations and the rest of the density parameters, thus overcoming the known "dimensionality curse" of the multivariate GARCH models. Furthermore the proposed SNP-DCC solves the negativity problem inherent to truncated SNP densities providing a general parametric structure that may accurately approximate a target heavy-tailed distribution. We test the performance of a (positive) SNP-DCC model with respect to the (Gaussian)-DCC model through an empirical application of density forecasting for portfolio asset returns data. Our results show that the proposed multivariate model is more ‡exible and provides a better …t and forecast of the portfolio returns distribution tails, being thus useful for …nancial risk forecasting and evaluation.
Introduction
The Gram-Charlier and Edgeworth series were initially de…ned in the seminal papers of Edgeworth (1907) and Charlier (1905) to approximate a probability distribution in terms of its cumulants. Since then, they have been investigated from many perspectives and disciplines, Sargan (1975) being who brought them into econometrics. More recently, that literature has attracted a renewed interest and so we …nd contributions, in the theoretical …eld -see, e.g., Nishiyama & Robinson (2000) and Velasco & Robinson (2001) -and in the applied …eld, with particular emphasis in …nance, to deal with the unsolved problem of …tting the heavy-tailed distribution of high-frequency asset returns -see, e.g., Corrado & Su (1996) , Mauleón & Perote (2000) and Verhoeven & McAleer (2004) . The latter articles provide empirical evidence on the good in-sample performance of univariate seminonparametric (SNP hereafter) distributions. Nonetheless, the applications of SNP densities require truncation of the Hermite expansion and the resulting density presents then the well-known de…nition problem of not being positive for all values of the parameters in the parametric space, as …rstly highlighted by Barton and Dennis (1952) . This problem can be dealt with in di¤erent ways, e.g., through parametric restrictions or density reformulations, (Bollerslev, 1990) ; the Factor-ARCH (Engle, Ng & Rothschild, 1990) ; the BEKK (Engle & Kroner, 1995) ; the Dynamic Conditional Correlation (DCC) model (Engle (2002) and Engle & Sheppard (2001) ) or, more recently, the Dynamic Equicorrelation (DECO) model (Engle & Kelly, 2007) . However, up to the knowledge of the authors, much less has been done regarding the modeling of dynamics of the variance-covariance matrix in a SNP framework.
An example of this type of modeling is found in Perote (2004) , in which the so-called multivariate Edgeworth-Sargan ES (MES hereafter) density was introduced. In that paper it is shown that the MES density provides a quite accurate …t to the multivariate distribution of …nancial returns. However, it is recognized that the MES distribution presents several problems: …rstly, it is not strictly a probability density function (pdf hereafter) since it is not positive for all values of the parameters in the parametric space, and therefore its applications, e.g. for forecasting, are limited. Secondly, the constant correlation assumption of the MES model, although it eases its implementation for large portfolios, is too restrictive.
Regarding the modeling of multivariate distributions conditional moments, the DCC model (Engle, 2002 ) was introduced to allow for time-varying correlations, and at the same time deal with the known "curse of dimensionality" of the multivariate context, by means of separate quasi-maximum likelihood estimation (QMLE) of conditional variances, and correlations dynamics. Unfortunately, the DCC model two-step estimation procedure has been so far shown to be theoretically valid only under normality (see Engle & Sheppard (2001) for a detailed discussion on the estimation properties of DCC models). Despite this fact, DCC processes have been implemented in empirical works using the Student's t distribution, i.e., using …rst stage QMLE of conditional variances followed by second stage MLE of correlation processes and Student's t distribution parameters. and Jondeau & Rockinger (2005) showed by means of an empirical application that although the decomposition proposed by Engle (2002) is not formally possible for the Student's t distribution and a one-step approach should be adopted (i.e. joint MLE of conditional variances and covariances processes under the Student's t), the estimation results from both one step and two steps approaches do not di¤er signi…cantly.
In this article, we jointly analyze the aforementioned problems, namely, (1) the negativity problem inherent to truncated SNP distributions, and (2) the multivariate framework "curse of dimensionality" -speci…cally when the model accounts for time-varying correlations-, through a new family of multivariate SNP distributions. That family presents the following features: (i) generality: it encompasses as marginals not only the Gaussian but also the di¤erent univariate Edgeworth and Gram-Charlier distributions proposed in the literature,
(ii) positiveness: it is positive for all its parameter values in the parametric space, (iii) empirical tractability: it theoretically admits the decomposition proposed by Engle (2002) , allowing to obtain consistent MLE (under correct speci…cation), which eases the model implementation, and (iv) it yields a reasonable out-of-sample performance for forecasting the density of portfolio returns, as stems from a graphical analysis based on the methodology of Diebold, Gunther & Tay (1998), Davidson & MacKinnon (1998) and Diebold, Hahn & Tay (1999) . Our DCC-SNP model is inspired by the fact that, up to the authors knowledge, none of the aforementioned non-Gaussian multivariate approaches formally admit the estimation in two stages proposed by Engle (2002) . The solution provided by our approach in relation to the latter point, together with its other features, (i), (ii) and (iv) above, makes it a useful tool for …nancial econometrics research and applications.
The remainder of the article is divided into the following four sections. In Section 2, we present the methodology to de…ne multivariate SNP densities, and discuss their properties. Section 3 describes a particular SNP-DCC model of interest for …nancial applications. Section 4 provides an empirical application to US stock returns to test the in-and out-of-sample performance of the proposed model, and Section 5 summarizes the main conclusions.
Multivariate SNP distributions
The modeling of the multivariate distribution of …nancial variables faces serious obstacles that are still not fully resolved. For instance, the generalization of univariate marginal distributions to a multivariate framework has been successfully achieved by the use of copulas, but those models present drawbacks related with the integration of the joint distribution (e.g., to compute moments), which becomes analytically intractable and requires the implementation of highly computationally demanding numerical algorithms (see Jondeau, Poon & Rockinger, 2007, p. 196) . On the other hand, the use of the existing heavy-tailed and skewed multivariate distributions are interesting alternatives, but in most cases those distributions cannot capture some of the salient features of …nancial returns due to the lack of a su¢ ciently ‡exible parametric structure. Moreover, the multivariate time-varying models can also be implemented for capturing conditional moments, but at the cost of a parameter structure that might give place to very complicated speci…cations for large-dimensional portfolios. That problem is known in the literature as the "dimensionality curse", and has been tackled with more parsimonious multivariate models and through estimation procedures in two stages, as in the DCC model. Nevertheless, the implementation of the latter process is not proved to be consistent for other multivariate distributions rather than the Normal.
In this paper we present a di¤erent approach to the joint distribution of …nancial asset returns that solves some of the aforementioned shortcomings, and produces reasonably good empirical results. Speci…cally, we propose a methodology to generalize the univariate SNPtype of distributions to a multivariate framework, which preserves the good performance of the SNP distributions in terms of generality and ‡exibility, since the marginal distributions of the proposed joint density are univariate SNP densities. The methodology may also incorporate the Gallant & Nychka's (1987) reformulations to ensure positivity, but the main stress is put on implementing the two-stage estimation procedure established in the DCC model. For this purpose we initially de…ne the multivariate pdf distribution of a random vector x t = (x 1t ; x 2t ; : : : ; x nt ) 0 2 R n with zero mean and uncorrelated variables as given in equation (1),
where g( ) denotes a standard Gaussian distribution, q i ( ) (equation (2)) represents the Hermite polynomials expansion for the i th variable (i = 1; 2; :::; n), m is the truncation order, which without loss of generality is considered the same for all i, and w i are the constants that make the marginal densities to integrate up to one,
This distribution type involves di¤erent speci…cations depending on the assumed Hermite polynomials structure. Speci…cally, in this article we compare two di¤erent multivariate SNP alternatives, denoted with the index = I; II. The …rst one, named SNP I , is initially de…ned in terms of uncorrelated variables (i.e. correlation is introduced by means of linear restrictions), in contrast with the MES model which considers a combination of a multivariate Gaussian density with a non-diagonal covariance matrix and a term that incorporates the Hermite expansion for every variable. These di¤erences are the key to achieve the separability of the log-likelihood function as proposed by Engle (2002) , and allows to formally implement two-step maximum likelihood estimation. The second one, denoted by SNP II , has a similar structure but ensures the positivity of the SNP I by de…ning the Hermite polynomials expansion in terms of its squares. The matrix of parameters, n m , -with general element f is g-is constrained to: i0 = 1 and i1 = 0 8i; so that the density has zero mean. The Hermite polynomials, denoted by H s ( ) ; 8s 2 N (H 0 ( ) = 1), can be de…ned in terms of the s th order derivative of the Gaussian pdf as,
These H s ( ) polynomials satisfy, among others, the orthogonality properties given in equations (4), (5) and (6); see Kendall & Stuart (1977) for further details on Hermite
s!;
Under these properties it can be straightforwardly proved (8i = 1; 2; :::; n) that:
(1) The constants, w i ; weighting q i ( ) are (by direct application of equation (5)) given by,
(2) The multivariate SNP I and SNP II functions integrate up to one (see Proof 1 in the Appendix). 
(4) The moments of all order for the SNP I and SNP II exist and can be obtained in terms of the density parameters and the moments of the standard Normal density ( r 8r 2 N),
as displayed in equation (9),
where fc j g r j=0 and fd j g r=2 j=0 are the sequences of constants such that x
e.g.,
H 2 (x it ) + 1;
and
2 , e.g., 
respectively. Proof 3 in the Appendix shows this result by assuming (without loss of generality) r < m.
(5) The SNP cumulative distribution functions (cdf hereafter) can be easily computed by means of equations (12) and (13) (see Proof 4 in the Appendix).
where I (a i ) and II (a i ) stand for the cdfs of the Gram-Charlier density and its positive version proposed in Ñíguez & Perote (2004) , respectively.
Despite all of these interesting properties, this distribution would certainly be more useful if correlation among variables were incorporated. To do so, we transform the vector x t such as the transformed variable, u t = 1=2 t x t , has zero mean and variancecovariance matrix t , with t = 1=2 t 1=2 t being the symmetric spectral decomposition, i.e.
; nt g is the diagonal matrix of the eigenvalues of t ; and C t the corresponding orthogonal matrix of eigenvectors of t . Note that this decomposition of the matrix t , which is always possible for symmetric and positive de…nite matrices, yields the product of two identical symmetric matrices, unlike either the Cholesky decomposition (in terms of triangular matrices) or the "non symmetric" eigenvector decomposition (
. Furthermore, note that if the variance and covariance matrix of x t is given by k
; k 2 nt g ; then the vector x t can be standardized by the following transformation: x t = k 1 t x t . If so, the variance and covariance matrix of u t = 1=2 t x t can be interpreted in terms of the matrix t . However, if the focus of the empirical analysis is forecasting, the latter transformation is unnecessary.
Alternatively, we can write u t = D t R 1=2 t x t , since t can be decomposed in terms of the diagonal matrix of conditional standard deviations, D t = diagf 1t ;
; nt g, and the correlation matrix, R t , as given in equation (14),
Then, u t is distributed according to a multivariate SNP distribution, whose pdf is displayed in equation (15) .
Analogously, in terms of " t = D 1 t u t the SNP density can be rewritten as,
In particular, for the bivariate case (i = 1; 2) the inverse transformation
can be easily written as a function of the standardized variables, " it = u it it ; and time-varying correlation, t , as displayed in equation (17),
3 The multivariate SNP-DCC model Let r t be a n 1 vector of asset returns distributed according to a multivariate SNP with conditional …rst and second moments de…ned by t ( ) and
respectively, where , and are the parameter vectors of conditional mean, variance and correlation processes, respectively, and = ( 0 ; 0 ) 0 . Following the Engle's (2002) DCC model speci…cation, the matrices D t ( ) and R t ( ) can be modeled as displayed in equations (21) to (24), the equation (23) 
This model, named SNP-DCC, encompasses the (Gaussian)-DCC, and presents a loglikelihood which (as the one of the (Gaussian)-DCC) can be split into two di¤erent components: (1) the mean-volatility part, L M V ( ); where = ( 0 ; 0 ) 0 , and (2) the "standardized" SNP component, L SN P ( ; '); where ' = ( 0 ; 0 ) 0 includes the correlation and the shape parameters (see Proof 5 in the Appendix). Speci…cally, these two terms can be written (after deleting the unnecessary constants) as given in equations (25) and (26).
; 8 = I; II: the DCC under normality. In the context of the SNP-DCC, the …rst step is QMLE, but the second step is MLE since the likelihood corresponds to the SNP density. We argue that our second-step MLE is also consistent and asymptotically normal provided that the multivariate (in…nite) SNP is almost surely the "true" density (Sargan (1975) and Gallant & Nychka (1987) ). Thus, the distribution of the two-steps estimator of = (
where
It is clear that, due to the structure of A 0 , the asymptotic variances of the GARCH On the other hand, it must be noted though that for the SNP-DCC, consistency cannot be guaranteed in practice since the Gram-Charlier expansions need to be truncated.
Nonetheless, we argue that the density misspeci…cation error can be minimized by selecting the truncation order of the SNP density according to Wald speci…cation tests or Information
Criteria. In any case, a possible loss in consistency is inevitable if we want to apply the two-step DCC model to non-Gaussian distributions. Note that the consistency of the DCC two-step estimation is not guaranteed for other non-Gaussian distributions widely used (e.g. [Insert Figure 1 ] 4 An empirical application to stock returns
In this section we investigate the empirical performance of the models discussed above through an in-and out-of-sample comparative analysis. To do so, we consider three types of distributions with either constant or dynamic conditional correlation, and which admit two- known that SNP densities may present multiple local modes, the optimization is monitored using di¤erent starting values to ensure that the (Q)MLE we obtain are global optima. We observe that the required control is not very severe and the optima are achieved reasonably smoothly.
[Insert Figure 2 ] Table 1 presents the estimation results of the bivariate models. i i = 1; 2 and = 0; 1; 2 denote the parameters of the GARCH(1,1) models used for the conditional variances, i0 and i1 denote the intercept and the slope, respectively, of the AR(1) process for the conditional mean and denotes the correlation parameter in CCC models. The rest of parameters displayed in the table follow the same notation used in previous sections. Bollerslev & Wooldridge (1992) standard errors are in parenthesis next to the parameter estimates. We observed that the presented (Newton-Raphson corrected) standard errors did not change much in relation to those from the separated two-step estimation.
For the speci…cation of the SNP models we started considering densities truncated at the 8th moment, then clearly non-signi…cant parameters were removed. In Table 1 we present the …nal SNP speci…cations. The estimated SNP densities are unconditionally symmetric since the odd parameters, is s = 3; 5; 7, are not signi…cant at any reasonable signi…cance level.
The even parameters of the SNP I ; 12 and 16 , were not statistically signi…cant, although they were not removed from the model for the sake of clear comparisons across SNP models.
The SNP II models have three signi…cant even parameters for the …rst asset ( 1s ; s = 2; 4; 6) and two signi…cant even parameters for the second asset ( 2s ; s = 4; 6). It is interesting to note that, the estimates b i4 and b i6 are smaller than those represented in Figures 1.3 and   1 .4, and therefore the evidence of multimodality in our data is not severe, as is commonly observed in …nancial returns data, although the heavy tails of the returns distribution do not necessarily decrease uniformly, as they would do under other commonly assumed parametric distributions in …nancial econometrics applications.
According to the AIC, de…ned as AIC = 2(# ln L)=n (# being the number of the parameters of the model), we observe that SNP models provide a better goodness-of-…t than Gaussian models, and that dynamic conditional correlation helps the models to …t the data. Furthermore, among SNP models, SNP I are preferred to SNP II even including the non-signi…cant coe¢ cients 12 [Insert Table 1 ] 
Density forecasting
In this section we test the performance for full density forecasting of the SNP II -DCC model in comparison with the DCC model from a graphical perspective. Forecasts are produced by using a rolling window of size N that discards old observations. The recursive optimization is monitored by using the same starting value for all windows, instead of using the usual optimum from the previous data window. This mechanism is used to avoid getting trapped in successive local optima. On the other hand, it is worth noting that although the SNP I -DCC is in principle a candidate to provide a good forecasting performance, it is not a suitable model in a forecasting experiment that involves data rolling windows over a long time period, since a combination of parameter estimates during the optimization process for a given window may lead to a negative value of the density. In this paper we have addressed this problem by de…ning the SNP II distribution in which positivity is guaranteed through reformulation of the density function. Furthermore, we consider models with DCC structures given its better in-sample …t (as we can see on Table 1 ). Thus, SNP II -DCC and (Gaussian)-DCC models are compared with respect to their performance for forecasting the density of the portfolio returns by using the methodology in Diebold et al. (1998) , Diebold et al. (1999) and Davidson & MacKinnon (1998) . The application of that methodology in a multivariate framework is based on marginal, conditional and joint cdfs evaluated through the whole out-sample period at the forecasted standardized AR(1) residuals, b " i;T +1 = b u i;T +1 =b i;T +1 , and forecasted conditional correlation, b T +1 , as shown in equations (30) and (31) for the bivariate case (i; = 1; 2) of the SNP II . We consider a portfolio of two assets for the sake of simplicity, note that considering a larger portfolio would make the density forecasting analysis much more complicated, likely to obtain similar conclusions. The marginal and joint SNP II -DCC distributions are given in equations (8) and (16), respectively. The resulting so-called probability integral transforms (PIT) sequences, labelled p iT ; p ij T , are i.i.d. U (0; 1) under correct density speci…cation,
Moreover since p iT and p ij T are also interpreted as the p-values corresponding to the quantiles b " i;T +1 of the forecasted marginal and conditional densities, respectively, we use the p-value plots methods in Davidson & MacKinnon (1998) to compare the models forecasting performance. So, if the model is correctly speci…ed the di¤erence between the cdf of p iT and the 45 degree line should tend to zero asymptotically. The empirical distribution function of p iT can be easily computed as,
where 1(p iT y % ) is an indicator function that takes the value 1 if its argument is true and 0 otherwise, and y % is an arbitrary grid of % points. Particularly we use a % = 215 points grid that is …ner in its extremes to highlight the models forecasting performance of the distribution tails, y % = 0:001; 0:002; :::; 0:01; 0:015; :::; 0:99; 0:991; 0:992; :::; 0:999: Furthermore, the pvalue discrepancy plot (i.e. plotting b P p iT (y % ) y % against y % ) can be more revealing when it is necessary to discriminate among speci…cations that perform similarly in terms of the 
Proof 2:
Proof 3:
Pr[x 1 a 1 ; ; x n a n ] = 1 n
n ln(2 ) + 2 ln jD t j + ln jR t j + " Notes: The coe¢ cients presented in this table are (Q)ML estimates of the CCC, DCC, SNP-CCC and SNP-DCC models, for the two-stock portfolio returns (i= 1; 2). denotes the unconditional correlation parameter in CCC models and, is (s = 2; 4; 6) denotes the order s polynomial weighting parameter of the SNP model. t statistics calculated from robust standard errors are in parentheses. Figure 3 . Discrepancy plots of the empirical marginal cdfs of probability integral transforms of standardized residuals, from SNP II -DCC and DCC models. Plots on the 2nd column highlight the models forecasting performance of the left tail of the distributions. Figure 4 . Discrepancy plots of the empirical conditional cdfs of probability integral transforms of standardized residuals, from SNP II -DCC and DCC models. Plots on the 2nd column highlight the models forecasting performance of the left tail of the distributions.
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