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Abstract
In various applications the search for certificates for certain prop-
erties (e.g., stability of dynamical systems, program termination) can
be formulated as a quantified constraint solving problem with quan-
tifier prefix exists-forall. In this paper, we present an algorithm for
solving a certain class of such problems based on interval techniques in
combination with conservative linear programming approximation. In
comparison with previous work, the method is more general—allowing
general Boolean structure in the input constraint, and more efficient—
using splitting heuristics that learn from the success of previous linear
programming approximations.
1 Problem Description
We study the problem of finding x1, . . . , xr such that
n∧
i=1
∀y1, . . . , ys∈Bi φi(x1, . . . , xr, y1, . . . ys)
where each Bi is a box (i.e., Cartesian product of closed intervals) in R
s
and each of the φ1, . . . , φn is a Boolean combination of inequalities where
for each i ∈ {1, . . . , n} only one of those inequalities contains the variables
x1, . . . , xr and this one inequality contains those variables only linearly. If no
such x1, . . . , xr exist, we want to detect this. Here is an illustrating example:
∀y1 ∈ [0, 1], y2 ∈ [−1, 1] [y1 ≥ y2 ∨ x1 sin(y1)y2 + x2y
2
1y2 ≤ 0]
∧
∀y1 ∈ [0, 1], y2 ∈ [−1, 1] [y1 < y2 ∨ x1 cos(y1)y2 + x2y1y
2
2 ≤ 0].
We also study the extension of this problem to the case where the con-
junction may—in addition to constraints of the form
∀y1, . . . , ys∈Bi φi(x1, . . . , xr, y1, . . . ys)
1
—also contain linear equalities in the variables x1, . . . , xr (the equalities can
be viewed as a conjunction of inequalities, but this violates the condition
that only one inequality contains x1, . . . , xr).
In an earlier paper [22], we showed how to solve a special case, with
restricted Boolean structure. The contributions of this paper are:
• The extension of the approach to arbitrary Boolean structure.
• The design of splitting heuristics that improves the performance of the
algorithm by orders of magnitude.
Constraints of this type occur in various applications. Especially, they
are useful in finding certificates for certain global system properties. For
example, a Lyapunov function [15] represents a certificate for the stability
of dynamical systems. In the case of global stability, such a function has
to fulfill certain properties in the whole state space except for the origi-
nal/equilibrium. After using an ansatz (often also called template) of the
Lyapunov function as a polynomial with parametric coefficients, one can
find the Lyapunov function by solving a universally quantified problem for
those parameters. The fact that polynomials are linear in their coefficients
corresponds to linearity of our variables x1, . . . , xr. A similar situation oc-
curs, for example in termination analysis of computer programs [18, 4], or
in the termination analysis of term-rewrite systems [7].
However, usually further work is usually necessary to apply the method
studied in this paper to such problems: In the case of Lyapunov functions,
one has to exempt one single point (the equilibrium) from the property
which cannot be directly expressed by the boxes B1, . . . ,Bn. In the case
of termination analysis, such constraints have to be solved for the whole
real space instead of boxes B1, . . . ,Bn. In an earlier paper, we solved this
problem for Lyapunov functions [22, 10]. However, in other areas this is an
open area for further research.
In the polynomial case, constraints over the domain of real numbers with
quantifiers can always be solved due to Tarski’s classical result that the first-
order theory of the real numbers allows quantifier elimination [28]. The area
of computer algebra has developed impressive software packages for quan-
tifier elimination [2, 8]. However, those still have problems with scalability
in the number of involved variables and, in general, they cannot solve non-
polynomial problems. This was the motivation for several approaches to use
interval based techniques for such problems, for special cases [14, 1, 11] and
for arbitrary quantifier structure [21].
Alternative approaches for finding Lyapunov function certificates are
based on techniques from real algebraic geometry [19, 25]. However, those
methods cannot solve general constraints of the form discussed in this paper
(no general Boolean structure, no non-polynomial constraints).
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In termination analysis of term-rewrite systems constraints with quantifier-
prefix ∃∀ are usually solved by first eliminating the universally quantified
variables using conservative approximation [13, 16], and then solving the
remaining, existentially quantified problem. Again, this technique cannot
solve general constraints of the form discussed in this paper (no general
Boolean structure, no non-polynomial constraints).
The structure of the paper is a as follows: In the next section, we will
introduce the basic algorithm for solving the constraints. In Section 3 we
will introduce splitting heuristics for the algorithm. In Section 4 we will
extend the algorithm with equality constraints. In Section 5 we will prove
termination of the algorithm for all non-degenerate cases. In Section 6 we
discuss how, for a given box to split, choose the variable of that box to split.
In Section 7 we will provide the results of computational experiments with
the algorithm. And in Section 8 we will conclude the paper.
Throughout the paper, boldface variables denote objects that are inter-
vals or contain intervals (e.g., interval vectors or matrices).
2 Basic Algorithm
We use the following algorithm (which generalizes an algorithm [22] that
solves constraints of a more specific form arising in the analysis of ordinary
differential equations):
1. For each i ∈ {1, . . . , n}, substitute the intervals of Bi corresponding
to y1, . . . , ys into φi, and evaluate using interval arithmetic. As a
result, all the inequalities that do not contain x1, . . . , xr are simplified
to an inequality of the form I ≤ 0, where I is an interval, and every
inequality (one for each i ∈ {1, . . . , n}) that does contain x1, . . . , xr to
an inequality of the form
p1x1 + · · ·+ prxr ≤ q,
where the p1, . . . ,pr,q are intervals.
2. Replace any inequality of the form I ≤ 0 with a (not necessarily
strictly) negative upper bound of I by the Boolean constant T (for
”true”).
3. Replace any inequality of the form I ≤ 0 with a (strictly) positive
lower bound of I by the Boolean constant F (for ”false”).
4. Simplify the constraint further using basic reasoning with the Boolean
constants T and F (e.g., simplify T ∨ φ to T , F ∨ φ to φ).
5. If the resulting constraint is a Boolean constant, we are done (if the
result is the Boolean constant T , every x1, . . . , xr is a solution, if the
result is F , no solution exists).
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6. If the constraint is an interval linear system of inequalities Px ≤ q
(i.e., all disjunctions ∨ in the formula have been removed by the sim-
plifications in Step 4), we reduce the interval linear system to a linear
system Az ≤ b using the method of Rohn and Kreslova´ [24, 12], and
solve this system using linear programming. If the result is not yet an
interval linear system, we continue with the next step.
7. If the previous step resulted in a solvable linear program, we have a
solution to the original problem. If no, we choose an i ∈ {1, . . . , n},
split the box Bi into pieces B
1,B2, replace the original constraint by
∧
j∈{1,...,i−1,i+1,...,n}[∀y1, . . . , ys∈Bj φj(x1, . . . , xr, y1, . . . ys)]∧
[∀y1, . . . , ys∈B
1 φi(x1, . . . , xr, y1, . . . ys)]∧
[∀y1, . . . , ys∈B
2 φi(x1, . . . , xr, y1, . . . ys)]
and iterate from Step 1 of the algorithm.
Note that this algorithm only splits boxes with bounds pertaining to the
variables y1, . . . , ys but not wrt. variables x1, . . . , xr. This is the main ad-
vantage of such an algorithm over a naive algorithm that substitutes sample
points for the free variables x1, . . . , xn. Completeness can be preserved due
to completeness of the Rohn/Kreslova´ algorithm which we now describe in
more detail:
The basic idea is, to replace each variable xi by two non-negative vari-
ables x1i and x
2
i , and then to rewrite each term [pi, pi]xi of the interval sys-
tem of inequalities to [pi, pi](x
1
i − x
2
i ) which is equal to [pi, pi]x
1
i − [pi, pi]x
2
i .
Based on the fact that the inequalities should hold for all elements of the
intervals, we can now exploit the fact that the x1i and x
2
i are non-negative.
Hence, we can now replace the interval coefficients of x1i with their upper
endpoint, and the interval coefficients of x2i with their lower endpoint, re-
sulting in pix
1
i − pix
2
i . The result is an linear system of inequalities of the
form Px1 − Px2 ≤ q, x1 ≥ 0, x2 ≥ 0.
3 An Informed Splitting Strategy
The major building block of the algorithm that we left open is the splitting
strategy: Which box to choose for splitting in Step 7 and along which vari-
able to split it. In this section we will develop such a strategy. We will first
describe the basic idea for the linear system Az ≤ b created in Step 6 of
the algorithm (sub-section 3.1), then we will study how to take into account
the fact that the linear system was created from an interval linear system
Px ≤ q by the algorithm of Rohn and Kreslova´ (sub-section 3.2), then we
will study how to ensure convergence of the strategy (sub-section 3.3), take
into account interval evaluation from Step 1 of the main algorithm (sub-
section 3.4), and summarize the result into a sub-algorithm of our main
algorithm (sub-section 3.5).
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3.1 Basic Idea
Our goal is to have a strategy that is
• complete: if the problem has a solution, we will eventually find it1
• efficient: the algorithm converges to a solution as fast as possible.
It is not too difficult to ensure completeness of the algorithm: Just ensure
that the width of all boxes goes to zero [21, 22]. However, the result can
be highly inefficient: each split increases the size of the constraint to solve,
slowing down the algorithm. Hence it is essential to concentrate on splits
that bring the constraint closer to solvability.
Since splitting heuristics for classical interval branch-and-bound (or branch-
and-prune) algorithms are well-studied [6, 9, 20] we assume that in Step 6
the algorithm already arrived at an interval linear system of inequalities.
We will try to come up with splits that bring the next linear program closer
to solvability. For achieving this, we need some measure of what it means
for an infeasible system of inequalities Az ≤ b (as created by Step 6 of the
algorithm) to be close to solvability, which will lead us to a method for
determining how it can be brought closer to solvability by splitting.
The overall approach is to
1. use the minimum of the residual maxi∈{1,...,n} (Az − b)i, that is
min
z
max
i∈{1,...,n}
(Az − b)i
as a measure of closeness to feasability (here the index i denotes the
i-th entry of the vector Az − b),
2. to compute the corresponding minimizer, and then to
3. use those splits that promise to improve the residual for this minimizer
the most.
For computing the minimum of the residual, we reformulate
min
z
max
i∈{1,...,n}
(Az − b)i
as the constrained optimization problem
min
z,ρ
ρ subject to ρ = max
i∈{1,...,n}
(Az − b)i
which is
min
z,ρ
ρ subject to ρ ≥ (Az − b)1, . . . , ρ ≥ (Az − b)n,
1with the exception of degenerate cases, see Section 5
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from where we arrive at the linear program
min
z,ρ
ρ subject to Az − b ≤ [1, . . . , 1]T ρ.
Let z∗, ρ∗ be the resulting minimizer. If the residual ρ∗ ≤ 0 then we know
that the system Az ≤ b is solvable. If not, then the constraint violation
vector Az∗− b provides information on how much the individual constraints
contribute to non-solvability.
We try to decrease the constraint violation of the row of A for which
Az∗ − b is maximal. Denote this row by i. The constraint corresponding
to this row is of the form a1z
∗
1 + · · · + a2rz
∗
2r ≤ b where each coefficient
aj, j ∈ {1, . . . , 2r} results from an endpoint of some interval in the interval
system Px ≤ q. Now we want to choose a j ∈ {1, . . . , 2r} such that splitting
will aim at changing the coefficient aj as much as possible. We assume that
the change that we can expect for coefficient aj if using such a split, is given
by some real number δj. Under this assumption, the inequality will change
to
a1z
∗
1 + · · ·+ aj−1z
∗
j−1 + (aj + δj)z
∗
j + aj+1z
∗
j+1 + · · ·+ a2rz
∗
2r ≤ b
which is
a1z
∗
1 + · · ·+ a2rz
∗
2r ≤ b− δjz
∗
j ,
resulting in an improvement −δjz
∗
j .
Hence we can expect the maximal improvement of the residual by choos-
ing j as
arg max
j∈{1,...,2r}
−δjz
∗
j
For analyzing how δj should look like, we have to analyze the precise
form of the system Az − b which we will do in the next sub-section.
3.2 Exploiting Structure
Now observe that the linear program that we used in the previous sub-section
is not arbitrary, but is the result of the Rohn/Kreslova´ transformation of an
interval system of linear inequalities of the form
min ρ subject to Px1 − Px2 − b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0.
Observe that the entries of the underlying interval linear system of in-
equalities Px ≤ q are created by interval evaluation (Step 1 of the main
algorithm). Assuming that splitting shrinks large entries of the interval ma-
trix P more than small intervals, the change δj that we can expect for aj
from splitting is proportional to the width w(pv(j)) of the corresponding
interval pv(j) in the i-th row of (p1, . . . ,pn) of P. However, since splitting
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results in a sub-interval p′
v(j) ⊆ pv(j), the expected change for lower bounds
of intervals is positive, and for upper bounds of intervals is negative.
Analyzing the left-hand side Px1−Px2− b of the linear program result-
ing from the Rohn/Kreslova´ transformation, we observe that the x1 have
coefficient P , that is, the sign of upper bounds is positive, and the x2 have
coefficient −Px2 that is, the sign of lower bounds is negative. Combining
this with the fact that lower bounds will be increased and upper bounds be
decreased by splitting, the expected change δj = −w(pv(j)), resulting in
arg max
j∈{1,...,2r}
−δjzj = arg max
j∈{1,...,2r}
w(pv(j))z
∗
j .
Now observe furthermore, that the coefficients of the linear program
come in pairs that refer to the two bounds the same intervals, and hence
also their width is the same. So, instead of
arg max
j∈{1,...,2r}
w(pv(j))z
∗
j
we can directly refer to the interval matrix:
arg max
j∈{1,...,r}
[w(pj)max{x
1
j , x
2
j}]
where x1j and x
2
j refer to the individual entries of the vectors of variables as
introduced by the Rohn/Kreslova´ transformation.
We also note the following:
Lemma 1 Let P and P be real matrices in Rn×r such that for every i ∈
{1, . . . , n}, j ∈ {1, . . . r}, P i,j < P i,j. Let b a real vector in R
n. Then for
every solution x1, x2 of the linear program
min ρ subject to Px1 − Px2 − b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0
for every j ∈ {1, . . . , r}, either x1j or x
2
j is zero.
Proof. Let Pc be the center of the interval matrix P, that is the matrix
that contains the midpoint of the corresponding intervals of P. Let P△
be the matrix that contains for every entry the width of the corresponding
interval of P. Then the above linear program is equivalent to
min ρ,Pc(x1 − x2) +P△(x1 + x2)− b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0
Let j ∈ {1, . . . , r} be arbitrary, but fixed, and assume that both x1j and
x2j are non-zero. Then, we can replace x
1
j by x
1
j − ε and x
2
j by x
2
j − ε, where
ε > 0. As a result, the value of the first term Pc(x1 − x2) stays unchanged,
while the value of the second term P△(x1 + x2) has decreased. Hence we
can decrease the minimum of the linear program, which is a contradiction
to the assumption that the original values x1j or x
2
j were a solution of the
linear program.
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3.3 Ensuring Convergence
The basic idea, as described in the previous section, does not result in a
converging method. We will demonstrate this on a concrete example, taking
into account the precise form of how the system of inequalities is created by
the method of Rohn and Kreslova´. For this, assume the interval inequality
[−1, 3]x1 + [−3, 1]x2 ≤ −2
and the corresponding inequality
3x11 + x
2
1 + x
1
2 + 3x
2
2 ≤ −2, x
1
1 ≥ 0, x
2
1 ≥ 0, x
1
2 ≥ 0, x
2
2 ≥ 0.
The resulting linear program
min
x1
1
,x2
1
,x1
2
,x2
2
,ρ
ρ subject to 3x11+x
2
1+x
1
2+3x
2
2+2 ≤ [1, . . . , 1]
T ρ, x11 ≥ 0, x
2
1 ≥ 0, x
1
2 ≥ 0, x
2
2 ≥ 0
has the solution ρ = 2, x11 = 0, x
2
1 = 0, x
1
2 = 0, x
2
2 = 0 which corresponds to
the values x1 = 0, x2 = 0 of the original interval inequality. Evaluating our
heuristics, we get
arg max
j∈{1,2}
[w(pj)max{x
1
j , x
2
j}] = arg max
j∈{1,2}
0 = 0
Hence our heuristics already compute the value 0 for each coefficient,
suggesting that no shrinking of interval coefficients is necessary anymore
(Theorem 1 in Section 5 will provide a more general characterization of such
behavior). Still, we have not yet found a solution of [−1, 3]x+[−3, 1]y ≤ −2,
and the residual value ρ > 0 correctly indicates this. Moreover, a shrinking
of the first interval, for example, resulting in
[2, 3]x + [−3, 1]y ≤ −2
leads to a solvable system.
Analyzing the problem, we see that for the solution of [2, 3]x+[−3, 1]y ≤
−2, x 6= 0! So the original heuristics was misleading, since it mistakenly
assumed x = 0. In other words, while the minimizer z∗ of the linear program
minz,ρ ρ,Az−b ≤ [1, . . . , 1]
T ρ gives some orientation on which coefficients to
shrink, it need not necessarily be a solution of the original input constraint,
and hence may be misleading.
To fix the problem, we assume that the minimizer x1, x2 to the linear
program only approximates the final solution of the input constraint that
we are looking for. For each j ∈ {1, . . . , r}, the final solution might instead
be located in an interval [x1j − x
2
j − ε, x
1
j − x
2
j + ε] around the corresponding
solution x1j − x
2
j of the interval system of linear inequalities.
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We will now analyze the corresponding changed value of the term max{x1j , x
2
j}
used in the computation of the heuristic value
arg max
j∈{1,...,r}
[w(pj)max{x
1
j , x
2
j}].
In the case where x1j − x
2
j ≥ 0, by Lemma 1, x
2
j = 0. Hence the original
value of the term max{x1j , x
2
j} is x
1
j , and the corresponding changed value
is x1j + ε. In the case where x
1
j − x
2
j < 0, the original value is x
2
j , and the
changed value is x2j + ε. Putting those cases together, the changed value is
max{x1j , x
2
j}+ ε.
Hence the corresponding heuristic value can be up to
arg max
j∈{1,...,r}
[
w(pj)[max{x
1
j , x
2
j}+ ε]
]
which we will use, for a user-provided constant ε > 0.
We will see later (Section 5), that even if the constant ε does not cor-
rectly estimate the difference between the solution of the current linear pro-
gram and a solution of the original constraint φ, for constraints that have
a non-degenerate solution, the resulting method always converges to such a
solution, if ε > 0.
In general, we will use heuristics of the form
arg max
j∈{1,...,r}
h(pj , x
1
j , x
2
j )
and show convergence under certain conditions of this function h.
3.4 Interval Evaluation
Up to now, we know which row(s) of P to split, that is, for which i ∈
{1, . . . , n} to split the box Bi. We also know, which bound of which inter-
val in that row of P we want to decrease, but we still do not know which
coordinate of Bi result in the biggest decrease of that bound. For deter-
mining this, observe that each entry of the interval matrix P results from
interval evaluation of a certain expression on the box Bi. Hence we need to
infer, for a given arithmetical expression and an interval for each variable
in that expression, which split of an interval results in the biggest decrease
of the given resulting (lower or upper) bound of interval evaluation. There
are many possible choices for this. Hence our approach will be paramet-
ric in the concrete method used. We will assume a function splitheur such
that for a given arithmetical expression t, box B, and sign s ∈ {−,+},
splitheur(t,B, s)
• returns a variable of B to split for improving the lower/upper bound
(depending on s ∈ {−,+}) of the interval evaluation of t on B, and
for which
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• repeated splitting according to this function converges, that is, for the
sequence B1,B2, . . . created by splitting according to this function,
for every ε > 0 there is a k such that for all i ≥ k the width of t(Bi)
is smaller than ε.
Right now, we use this function for only the coefficient chosen by our
heuristics. It might also make sense to try it on all coefficients, and choose
the best one.
3.5 Algorithm
The resulting algorithm is called from the main algorithm in Step 7 in the
case where in Step 6 we arrived at an (unsolvable) interval linear system.
The algorithm has the following form (where, for an arithmetical expression
t and a box B, eval(t,B) denotes interval evaluation of t on B):
Input: expressions ti,j, i ∈ {1, . . . , n}, j ∈ {1, . . . , r} s.t.
ti,j is the coefficient of xj in φi,
boxes Bi, i ∈ {1, . . . , n}
Output: i ∈ {1, . . . , n}, k ∈ {1, . . . , s}
suggesting to split box Bi at its k-th coordinate
1: let P be the (n× r)-interval matrix s.t. Pi,j = eval(ti,j,Bi), i ∈ {1, . . . , n}, j ∈ {1, . . . , r}
2: (x1, x2)← argmin ρ, Px1 − Px2 − b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0
3: d← Px1 − Px2 − b // residual
4: i← argmaxi∈{1,...n} di // box Bi to split
5: j ← argmaxj∈{1,...,r} h(Pi,j , x
1
j , x
2
j ) // coefficient to improve
6: return i, splitheur(ti,j,Bi, sgn(x
1 − x2)j)
We will call this version of the algorithm the split-worst version. We will
also consider an alternative version that, instead of splitting only the box
corresponding to the maximal constraint violation (as computed in Line 4),
splits all boxes with positive constraint violation. We will call that version
of the algorithm, the split-all version.
As already discussed above, if for the solution ρ computed in Line 2,
ρ ≤ 0, then we know that the interval linear system Px ≤ q from Line 6
of the main algorithm is solvable. Moreover, since ρ ≤ 0 is equivalent to
the linear system of Rohn/Kreslova´ being solvable, this computes the same
information as Line 6 of the main algorithm and hence no solving has to
be done there. In other words, instead of solving the Rohn/Kreslova´ linear
system of equations, we solve the linear program
min ρ, Px1 − Px2 − b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0
and use it both for determining the overall solution of the algorithm and
heuristics for splitting.
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4 Equality Constraints
Now we analyze the extended problem that—in addition to constraints of the
form ∀y1, . . . , ys∈Bi φi(x1, . . . , xr, y1, . . . ys)—also contain linear equalities
over the variables x1, . . . , xr. Viewing each equality as a conjunction of two
inequalities one sees that in that case, the two inequalities force the optimum
ρ∗ of
min ρ, Px1 − Px2 − b ≤ [1, . . . , 1]T ρ, x1 ≥ 0, x2 ≥ 0
to be zero. So in this case, the heuristics in the form described above are not
useful. In order to handle equalities better, we do not view such equalities
as two inequalities, but we handle them directly. That is we solve the linear
program
min ρ, Px1 − Px2 − b ≤ [1, . . . , 1]T ρ,C(x1 − x2) = d, x1 ≥ 0, x2 ≥ 0
where Cx = d is the linear system of equations containing all the linear
equalities.
5 Convergence
Our main algorithm consists of a loop that continues until a solution has been
found. In this section we will answer the question: Will the loop terminate
for all input constraints? Again we will assume that in Step 6 the algorithm
already arrived at an interval linear system of inequalities, since convergence
of basic interval branch-and-bound (or branch-and-prune) algorithms is not
difficult to show (e.g., it follows as a special case of Theorem 6 in [21]).
Observe that the only place where the algorithm approximates, is the
interval evaluation in Step 1 of the main algorithm. In the whole section, for
the formal proofs, we assume that the resulting linear programs are solved
precisely, using rational number arithmetic. Still, in practice, it suffices to
solve them approximately, for example, based on floating-point arithmetic.
In the following we will denote by Pˆx ≤ qˆ the system of linear interval
inequalities that would result from the input constraint if interval evaluation
would be non-overapproximating. In a similar way, we will denote by Aˆz ≤ bˆ
the system of linear inequalities corresponding to Pˆx ≤ qˆ.
Definition 1 We call z a robust solution of a system of inequalities and
equalities Az ≤ b ∧ Cz = d iff Az < b ∧ Cz = d. We call a constraint φ
robust if the corresponding system Aˆz ≤ bˆ ∧ Cz = d has a robust solution.
In other words, a robust solution of a system Az ≤ b ∧ Cz = d is an
interior point of Az ≤ b that satisfies the equalities Cz = d.
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Lemma 2 If z is a robust solution of Az ≤ b ∧ Cz = d, then there is an
ε > 0 s.t. that for all A′, and b′ differing from A and b not more than ε for
each entry, A′z ≤ b′ ∧ Cz = d.
Proof. Since z is a robust solution, Az− b is a vector of negative numbers.
From this we can compute an upper bound on the allowed changes of A and
b.
It is not difficult to ensure convergence of the algorithm:
Lemma 3 Assume that the splitting strategy ensures that the width of every
bounding box Bi goes to zero. Then the algorithm will terminate for robust
inputs.
Proof. Assume an arbitrary iteraton of the algorithm. As above, denote
by Pˆx ≤ qˆ the interval system of inequalities that the algorithm would
compute if using the precise range instead of over-approximating interval
evaluation in Step 1. Denote by Aˆz ≤ bˆ the corresponding system of linear
inequalities the algorithm computes from Pˆx ≤ qˆ in Step 6. Assuming, in
addition, a system of linear equalities Cz = d, let zˆ be the robust solution
of Aˆz ≤ bˆ ∧ Cz = d, so Aˆzˆ < bˆ. Due to the fact, that the algorithm
does not compute the precise range in Step 1, but over-approximates it
using interval evaluation, the algorithm will compute with an interval matrix
P ⊇ Pˆ. The over-approximation error goes to zero due to convergence of
interval arithmetic. Hence Aˆ will be approximated increasingly well. So,
due to Lemma 2, Aˆz ≤ bˆ ∧ Cz = d will eventually hold and the algorithm
terminates.
However, our heuristics do not necessarily ensure that the width of every
bounding box goes to zero: Even if it would ensure that every bounding box
is split infinitely often, it might still happen that the width of some bounding
box does not go to zero, because a certain coordinate of the box is not split
infinitely often. This might not even be necessary for termination, because
this coordinate might correspond to a variable that does not occur in an
coefficient term.
Theorem 1 Consider the split-all version of the algorithm with heuristics
of the form
max
j∈{1,...,n}
h(pj , x
1
j , x
2
j )
where
(a) limw(p)→0 h(p, x) = 0
(b) w(p) > 0 implies h(p, x) > 0.
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Then we have: If the input constraint has a robust solution, then the algo-
rithm terminates.
Proof. We consider the split-all version of the algorithm and assume that
the algorithm does not terminate. Then it creates an infinite sequence of
unsolvable interval linear programs and corresponding linear programs (see
Line 6 of the main algorithm). In each iteration all Bi with positive con-
straint violation are split. Hence, all those bounding boxes are split infinitely
often. In each iteration, in Line 5 of the algorithm from Section 3.5, a co-
efficient j for improvement is chosen. If all coefficients are chosen infinitely
often, then due to convergence of splitheur the width of all coefficients goes
to zero, which implies that the constraint will eventually have non-positive
constraint violation and the corresponding bounding box would not be cho-
sen for splitting, which is a contradiction.
Hence, non-termination implies that at least one of the coefficients is
not chosen infinitely often. Let us analyze the state of the algorithm where
all coefficients that are chosen finitely often will not be chosen any more.
All other coefficients are chosen infinitely often, which means that due to
convergence of splitheur, their interval width goes to zero. Hence, due to
Assumption (a), their h-value goes to zero. Moreover, due to Assumption (b)
the coefficients that are not split any more, have positive h-value. This
implies that Line 5 eventually chooses one of them, a contradiction. So the
algorithm terminates.
Clearly, the heuristics
arg max
j∈{1,...,r}
[
w(pj)[max{x
1
j , x
2
j}+ ε]
]
,
with ε > 0, as developed in Section 3, fulfill the assumptions of the theorem,
and hence the algorithm converges.
6 Variable Splitting Heuristics
In this section we discuss, how the function splitheur(t,B, s), that we intro-
duced in Section 3.4, can be implemented.
A widely used technique (e.g., in global optimization [6]) for this is to use
derivatives of the arithmetical expression. An alternative would be Corollary
2.1.2 in Neumaier’s book [17]. However, that would need the computation
of interval over-approximation of derivatives, or interval Lipschitz constants,
respectively. Moreover, those techniques are only a priori estimates of the
decrease that might fail to give exact information. In order to arrive at more
precise information, we use the observation that we already have a fixed
set of usually small expressions that we want to analyze. Hence, interval
evaluation of those expressions will usually take negligible time compared
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to the rest of the algorithm. Hence we explicitly try all possible splits and
compare their effect on the width of the result of interval evaluation [5]:
splitheur(t,B, s) = arg max
i∈{1,...,|B|}
min
k
{|bs(t(B)) − bs(t(splitk(B, i)))|}
where bs takes the upper-/lower bound respectively of the argument
interval according to s, and splitk(B, i) denotes the k-th box resulting from
splitting the box B at variable i (usually k ∈ {1, 2}).
However, the method as described up to now does not ensure convergence
of the method. The reason is the following: Assume a term t in n variables.
Assume intervals I1, . . . , In on which we evaluate t. Let I
−
i be the lower and
I+i be the upper half of Ii. Assume a procedure that replaces that interval
Ii by its lower or upper half, for which this results in the biggest decrease
of interval evaluation of t. Repeated application of this procedure does not
result in the width of interval evaluation going to zero. For example, for the
term x2 + y with x ∈ [−1, 1], y ∈ [−0, 2], splitting [−1, 1] does not result in
any improvement at all. However, it is necessary for global convergence.
One way of solving this problem is, to take the time since the last split
into account. For example, we could use
splitheur(t,B, s) =
arg max
i∈{1,...,|B|}
[
c(i) + min
k
{|bs(t(B))− bs(t(splitk(B, i)))|}
]
where c(i) is a function that increases with the time of the last split of
variable i. If this function goes to infinity with the time of the last split,
then every variable will be split eventually, ensuring convergence. The result
is some compromise between round-robin-splitting (which ensures conver-
gence) and aggressive local improvement. In order to make this heuristics
independent of the size of B (which decreases during the algorithm) it makes
sense to use some scaling with w(t(B)) in the function c(i).
7 Computational Experiments
We did experiments on examples for computing Lyapunov-like functions [22],
with the heuristic function
arg max
j∈{1,...,r}
[
w(pj)[max{x
1
j , x
2
j}+ ε]
]
and ε = 0.001.
For the resulting examples we have φ1 = · · · = φr with different bounding
boxes for each branch i ∈ {1, . . . , r}. The bounding boxes and the inequality
constraints of the examples are as follows:
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Example A:
B1 = [0.8, 1.2] × [0.3, 0.49], B2 = [0.8, 1.2] × [0.51, 0.7],
B3 = [1.01, 1.2] × [0.49, 0.51], B4 = [0.8, 0.99] × [0.49, 0.51]
where φ is of the form
x1(2y
3
1y2−2y
2
1+y1)+x2(y
2
1y2−y1+0.5)+x3(y
2
1y
2
2−y
3
1y2−y1y2+0.5y1+0.5y2)+
x4(0.5 − y1y
2
2) + x5((−2)y
2
1y
2
2 + y2) ≤ −0.0001
Example B:
B1 = [−0.8, 0.8] × [−0.8,−0.1], B2 = [−0.8, 0.8] × [0.1, 0.8],
B3 = [−0.8,−0.1] × [−0.1, 0.1], B4 = [0.1, 0.8], [−0.1, 0.1]
where φ is of the form
x1(−2y
2
1 + 2y1y2) + x2(0.2y1y2 − 4y
2
2 − 2y
2
1y2 − 0.2y
3
1y2) ≤ −0.0001
Example C:
B1 = [−0.4, 0.4] × [−0.4,−0.1], B2 = [−0.4, 0.4] × [0.1, 0.4],
B3 = [−0.4,−0.1] × [−0.1, 0.1], B4 = [0.1, 0.4] × [−0.1, 0.1]
where φ is of the form
x1(−16y
6
1 + 24y
5
1 − 8y
4
1) + x2(−12y
5
1 + 18y
4
1 − 6y
3
1)+
x3(−8y
4
1 + 12y
3
1 − 4y
2
1) + x4(−4y
2
2) ≤ −0.000001
Example D:
B1 = [−0.2, 0.2] × [−0.2, 0.2] × [−0.2,−0.1], B2 = [−0.2, 0.2] × [−0.2, 0.2] × [0.1, 0.2],
B3 = [−0.2, 0.2] × [−0.2,−0.1] × [−0.1, 0.1] B4 = [−0.2, 0.2] × [0.1, 0.2] × [−0.1, 0.1],
B5 = [−0.2,−0.1] × [−0.1, 0.1] × [−0.1, 0.1], B6 = [0.1, 0.2] × [−0.1, 0.1] × [−0.1, 0.1]
where φ is of the form
x1(−2y1y2) + x2(−2y2y3) + x3(−2y
2
3 − 2y1y3 + 2y
3
1y3) + x4(−y
2
1 − y1y3)+
x5(y
2
1−2y1y2−y1y3−y2y3+y
4
1)+x6(−2y
2−y23−y1y2−y2y3+y
3
1y2) ≤ −0.0001
In all four cases, we normalized the first coefficient a to 1. To create ver-
sions with equality constraints we used the pre-processing method described
in Section 4.3. of [22]. We will denote the result by A′, B′, C ′ and D′.
The results of the experiments can be seen in Figure 1. Here, round-
robin refer to the classical round-robin splitting heuristics where variables
are split one after the other, and that we used in earlier work [22]. Empty
entries correspond to cases where the algorithm did not terminate within 10
minutes, and ε corresponds to cases where the algorithm terminates in less
than 0.1 seconds. The experiments were done based on an implementation
in the programming language Objective Caml using the LP solver Glpk, on
a Linux operating system and a 64-bit 2.80GHz processor).
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round-robin split-worst split-all
splits time splits time splits time
A 48 0.260 21 ε 5 ε
B 545 8.777 112 0.648 6 ε
C 20 0.128 5 ε
D 719 70.176 10 2.472
A’ 0 ε 0 ε 0 ε
B’ 719 19.233 82 0.300 9 ε
C’ 244 6.472 4 ε 3 ε
D’ 0 ε 0 ε 0 ε
Figure 1: Results of Experiments
8 Conclusion
We have shown how to efficiently solve a class of quantified constraints.
Computational experiments show that the corresponding splitting heuristics
result in efficiency improvements by orders of magnitude.
Possibilities for further research include:
• The application of the algorithm to areas such as termination analy-
sis [4, 16, 18].
• The extension of the algorithm to a more general class of constraints,
for example to ensure applicability in invariant computation [23, 26,
27].
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