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Abstract
The main topics of this article are split graphs, their degree sequences, and the place of these
“split partitions” at the top of the partially ordered set of graphic partitions. One application is that
threshold covered partitions are unigraphic. © 2003 Elsevier Science Ltd. All rights reserved.
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0. Preamble
A split graph is one whose vertex set can be partitioned as the disjoint union of an
independent set and a clique (either of which may be empty). These graphs were introduced
in [6], where it was shown, e.g. that G is split if and only if it does not have an induced
subgraph isomorphic to one of the three forbidden graphs, C4,C5, or 2K2. It follows from
the definition (or the forbidden subgraph characterization) that the complement, and every
induced subgraph of a split graph is split.
Let G = (V , E) be the graph with vertex set V = {1, 2, 3, 4} illustrated in Fig. 0.
Evidently, G is a split graph. One way to partition V into a disjoint union of an independent
set and a clique is V = {4} ∪ {1, 2, 3}. Other possibilities are V = {3, 4} ∪ {1, 2}
and V = {2, 4} ∪ {1, 3}. A splitted graph (G,U,W ) is a split graph G together with a
specified partition of its vertex set into the disjoint union of an independent set U and a
clique W . Split graphs (G,U,W ) and (H, A, B) are said to be s-isomorphic if there is an
isomorphism from G to H that maps U to A (and W to B). (Evidently (G, {3, 4}, {1, 2})
and (G, {2, 4}, {1, 3}) are s-isomorphic, but neither is s-isomorphic to (G, {4}, {1, 2, 3}).)
URL: http://www.sci.csuhayward.edu/∼rmerris.
0014-5793/03/$ - see front matter © 2003 Elsevier Science Ltd. All rights reserved.
doi:10.1016/S0195-6698(03)00030-1
414 R. Merris / European Journal of Combinatorics 24 (2003) 413–430
4
3
1
2
Fig. 0.
Let Σ be the set of splitted graphs up to s-isomorphism, and Γ the set of simple graphs
up to ordinary isomorphism. Regina Tyshkevich has defined a partial join “composition”
◦ : Σ × Γ → Γ . In a remarkable series of articles she has shown that every simple graph
H can be uniquely expressed as a “canonical decomposition”,
H = (G1,U1,W1) ◦ · · · ◦ (Gk,Uk,Wk) ◦ H0,
of “indecomposable components”. In this sense, Tyshkevich has reduced graph theory to
the study of splitted graphs and “indecomposable” graphs. (Among the applications of the
Tyshkevich decomposition is a characterization of “unigraphic partitions” [33], a topic to
be addressed in Section 5.)
Many other characterizations and properties of split graphs have been discovered over
the past 25 years (see, e.g. [24, Ch. 8–9]). Among them is the fact that whether a graph
is split can be determined from its degree sequence [10]. Motivated by this fact, we
investigate the arrangement of split degree sequences in the lattice of partitions. One
application is a new sufficient condition for a partition to be unigraphic.
Prerequisite notions are developed in Sections 1–5, Section 8 contains most of the
proofs, and Section 9 is devoted to open problems. Specialists may wish to skip from this
point directly to Section 6.
1. Preliminaries
Let G = (V , E) be a graph with vertex set V and edge set E , where o(V ) = n
and o(E) = m. Examples are the cycle Cn , the path Pn , the complete graph Kn , and the
complete bipartite graph Ks,t , where s + t = n.
Denote by d(v) the degree of vertex v ∈ V , and let d(G) = (d1, d2, . . . , dn) be the
sequence of these degrees arranged in nonincreasing order, d1 ≥ d2 ≥ · · · ≥ dn . By what
has come to be known as the First Theorem of Graph Theory, d(G) is a partition of 2m,
i.e.
d1 + d2 + · · · + dn = 2m.
A partition π of 2m (written π  2m) is graphic if there is a graph G such that
d(G) = π . Such a graph is said to realizeπ . A graphic partition is split if it is realized
by a split graph.
Several characterizations of graphic partitions are known. (See, e.g. [32] or [20, Ch.
3], but beware of typographical errors in the first and somewhat careless attributions in
the second.) For our purposes, the most useful criterion is the one widely attributed to
Ha¨sselbarth [12], but first published by Ruch and Gutman [30]. A brief digression will be
required before we can state the Ruch–Gutman criterion in its most illuminating form.
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Fig. 1. F(4, 3, 3, 2, 2, 2).
2. Partitions
A partition of r , of length  = (π), is a sequence of positive integers, π =
(π1, π2, . . . , π), where π1 ≥ π2 ≥ · · · ≥ π ≥ 1, and π1 + π2 + · · · + π = r . The
 positive integers are the parts of π .
According to this definition, the degree sequence of a graph with isolated vertices is not
a partition. We propose to glide nimbly over this difficulty, in many cases ignoring vertices
of degree 0. This approach is partly justified by the following extension of a result from
[13].
Lemma 2.1. A split graph has at most one nontrivial component.
Proof. If G is split, then 2K2 is forbidden. 
3. Majorization
Suppose µ  r and ν  s. Then µweakly submajorizes ν, written µ 
w
ν, if
k∑
i=1
µi ≥
k∑
i=1
νi , 1 ≤ k ≤ min{(µ), (ν)}, (1)
and
r =
(µ)∑
i=1
µi ≥
(ν)∑
i=1
νi = s. (2)
When r = s, it follows that
(µ)∑
i=1
µi =
(ν)∑
i=1
νi . (3)
In this case, with equality holding in (2), µ is said to majorize ν, written µ  ν. (The
standard reference for variations on the theme of majorization is [21].)
The notion of majorization is perhaps best illustrated using Ferrers (or Young) diagrams.
If µ = (µ1, µ2, . . .)  r , the Ferrers diagram F(µ) is comprised of (µ) left-justified
rows of “boxes”, where the i th row contains µi boxes. (Consistent with our nimble
approach, invisible rows containing zero boxes are permitted but overlooked.) If µ  ν
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then (µ) ≤ (ν), and F(µ) and F(ν) contain the same number of boxes. Almost as
obvious is the following, stated here for later reference.
Muirhead’s Lemma 3.1. Suppose µ, ν  r . Then µ  ν, if and only if F(µ) can be
obtained from F(ν) by moving boxes up(to lower numbered rows), if and only if F(ν) can
be obtained from F(µ) by moving boxes down (to higher numbered rows).
The set Par(r) = {π : π  r} is a lattice with respect to the partial order of majorization.
If µ, ν ∈ Par(r), µ = ν, and µ  π  ν, together imply that µ = π or π = ν,
then µ is said to cover ν. In view of Muirhead’s lemma, µ covers ν if and only if F(ν)
can be obtained from F(µ) by moving a single box from row i to row j ( j > i), where
µi ≥ µ j + 2, and either j = i + 1 or µi − 1 = µi+1 = · · · = µ j−1 = µ j + 1. (It may
happen that j = (ν) = (µ)+ 1, in which case µ j is to be interpreted as 0, and the single
box becomes the first in a previously unoccupied j th row of F(µ).)
The covering relations in Par(10) are exhibited by the “Hasse diagram” of Fig. 2, where
each partition is represented by its Ferrers diagram. An explanation for the dark partitions
emerges from the following two results.
Lemma 3.2 ([30]). If µ  2m is a graphic partition, and if µ  ν, then ν is a graphic
partition.
Lemma 3.3. If µ, ν  2m are graphic partitions, if µ  ν, and if ν is split, then µ is split.
Lemma 3.2 was proved by Ruch and Gutman. Lemma 3.3 will be proved in Section 8
(below).
Somewhat like proverbial cream, split partitions “rise to the top” of the subposet
of Par(2m) consisting of the graphic partitions. It is the split partitions that have been
darkened in Fig. 2. Lying below (majorized by) the split partitions are the remaining
(nonsplit) graphic partitions.
4. Graphic partitions
Following [25], we divide the Ferrers diagram of a partition into two disjoint pieces.
Denote by B(µ) those boxes of F(µ) that lie strictly below some diagonal box. Let A(µ)
be the rest, i.e. A(µ) consists of those boxes whose column index is at least as large as
its row index. Informally, B(µ) is the downstairs piece of F(µ), consisting of those boxes
(strictly) below the diagonal, and A(µ) is the upstairs piece, consisting of the boxes on,
above, or to the right of the diagonal. (An equivalent idea can be found in [16].) For
π = (4, 3, 3, 2, 2, 2), the division of F(π) into A(π) and B(π) is illustrated in Fig. 3
where the diagonal boxes have been darkened for easy identification.
Definition 4.1. Suppose µ  r . Let α(µ) be the partition whose parts are the lengths of
the rows of A(µ). Denote by β(µ) the partition whose parts are the lengths of the columns
of B(µ).
From Fig. 3, α(π) = (4, 2, 1) and β(π) = (5, 4). The division of F(µ) leads to the
following variation on the theorem of Ruch and Gutman [30].
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Fig. 2. Hasse diagram for Par(10).
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F(π)   =
=  A(π)
B(π)   =
Fig. 3. Divison of F(π) when π = (4, 3, 3, 2, 2, 2).
Theorem 4.2. Suppose µ  2m. Then µ is graphic if and only if β(µ) weakly
submajorizes α(µ).
If π = (4, 3, 3, 2, 2, 2) then β(π) = (5, 4) 
w
(4, 2, 1) = α(π), so the criterion for
π  16 to be graphic is satisfied. (If µ is a graphic partition then, setting α = α(µ)
and β = β(µ), it is evident that α1 = µ1 = d1, the maximum vertex degree, and
β1 + 1 = n = (µ), the number of [nonisolated] vertices, of any graph realizing µ.)
5. Split partitions
Of natural interest is the special case of Theorem 4.2 in which β(µ)  α(µ). These are
precisely the split partitions:
Theorem 5.1. Suppose µ  2m. Then µ is a split partition if and only if β(µ) majorizes
α(µ).
Theorem 5.1 is equivalent to [10, Theorem 6]; in [24] it is the definition of “split
partition”. The reader might find it useful to spend a moment using Theorem 5.1 to confirm
that, as advertised, the split partitions in Par(10) correspond precisely to the dark Ferrers
diagrams in Fig. 2.
Foremost among the split partitions are those for which β(µ) = α(µ).
Definition 5.2. Suppose µ  2m. If α(µ) = β(µ) then µ is a threshold partition.
The threshold partitions in Par(10) are (3, 3, 2, 2), which can be abbreviated as (32, 22),
(4, 22, 12), and (5, 15).
Theorem 5.3 ([9, 17, 29]). If µ is a threshold partition then, up to isomorphism, there is
a unique graph G such that d(G) = µ.
In fact, more is true. Threshold partitions are characterized by the property that they
have unique realizations as labeled graphs. As nice as it is, this stronger form of uniqueness
plays no role in the present discussion.
Graphic sequences that, up to isomorphism, determine a unique graph are called
unigraphic [18]. The unique graph determined by a threshold partition (not to be confused
with its “realization graph” [2] is a threshold graph.
Threshold partitions first appeared in [17]. Shortly thereafter, threshold graphs were
introduced in connection with packing and knapsack problems [4] and, independently, in
the analysis of parallel processes in computer programming [13]. These graphs have since
been rediscovered in a variety of contexts, and numerous interesting results about them
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have been obtained. (See, e.g. [1, 5, 11, 14, 19, 20, 22, 23, 25, 26, 28, 29].) Of particular
interest here are the following.
Theorem 5.4 ([4]). Let G be a graph. Then G is a threshold graph if and only if it does
not have an induced subgraph isomorphic to one of the forbidden graphs P4,C4 or 2K2.
Theorem 5.3 is a consequence of Theorem 5.4. Comparing Theorem 5.4 with the
corresponding result for split graphs in Section 0, we deduce that every nonthreshold split
graph must contain an induced subgraph isomorphic to P4. Indeed, the path of length 3 is
the simplest nonthreshold split graph.
Theorem 5.5 ([30]). Suppose µ  2m is a graphic partition. Then µ is a threshold
partition if and only if no graphic partition strictly majorizes µ. Moreover, every graphic
partition in Par(2m) is majorized by a threshold partition.
Another way to express Theorem 5.5 is as follows:µ  2m is a threshold partition if and
only if it is maximal in the subposet of Par(2m) consisting of the graphic partitions. As we
have seen, the threshold partitions in Par(10) are (32, 22), (4, 22, 12), and (5, 15), precisely
the boundary between the graphic and nongraphic partitions in Fig. 2. The remaining split
partitions are
(32, 2, 12) = (32, 22) ∧ (4, 22, 12),
the meet in Par(10) of the threshold partitions (32, 22) and (4, 22, 12),
(4, 2, 14) = (4, 22, 12) ∧ (5, 15),
and
(32, 14) = (32, 22) ∧ (5, 15).
6. The lattice of shifted shapes
It follows from Theorem 5.1 that a necessary condition for π ∈ Par(2m) to be split is
that α(π), β(π) ∈ Par(m). But, not every α, β ∈ Par(m) can be the “pieces” of a split
partition. Because π = (π1, π2, . . . , π)  r is a nonincreasing sequence, the i th row of
F(π) is at least as long as the (i + 1)st. Because the upstairs part shares its right-hand
boundary with F(π), the (i + 1)st row of A(π) cannot stick out past its i th row. Since its
left-hand boundary is a staircase, each row of A(π) is “shifted” one more box to the right.
So, no two rows of the shifted shape A(π) can contain the same number of boxes, i.e. α(π)
is a partition of m having distinct parts. A similar argument applied to B(π) shows that
β(π) is also a strict partition of m.
Definition 6.1. The Lattice of Shifted Shapes, denoted Dis(m), is the subposet of Par(m)
consisting of the strict partitions.
It is an old result that o(Dis(m)) is equal to the number of partitions of m each of whose
parts is odd. It is easy to see, however, that the subposet of Par(m) consisting of the odd-
part partitions is not generally isomorphic to Dis(m).
420 R. Merris / European Journal of Combinatorics 24 (2003) 413–430
(8, 5, 3, 1)
(7, 6, 3, 1)
(7, 5, 4, 1)
(7, 5, 3, 2)
(6, 5, 4, 2) (7, 4, 3, 2, 1)
(6, 5, 3, 2, 1)
(8, 4, 3, 2)
Fig. 4. The interval [(6, 5, 3, 2, 1), (8, 5, 3, 1)] ⊂ Dis(17).
Lemma 6.2. Suppose α, β ∈ Dis(m) and β  α. Then there exists a (unique) split
partition π ∈ Par(2m) satisfying α(π) = α and β(π) = β, if and only if (β) = (α)− 1
or (β) = (α).
From the hypothesis and Theorem 5.1, the obvious necessary condition that the upstairs
and downstairs pieces of F(π) must fit together is easily seen to be sufficient.
Lemma 6.2 suggests an alternative notation for split partitions, along the lines of [α | β].
Using such a notation, threshold partitions would take the form [α | α], which one might
naturally want to abbreviate as [α], or even α, an idea that leads to a natural isomorphism
between the Lattice of Shifted Shapes and a certain lattice whose elements are threshold
graphs [25] (also see [9, p. 45] and [20, Section 15.4.1]). We will return to this notational
idea momentarily.
A useful parameter in previous studies of split graphs is h(π) = o({i : πi ≥ i−1}). The
notation used in [9, 10] for this number is “m”. Since that letter is already being used here
for something else, another symbol is needed. Our choice is influenced by the pioneering
work of Peter Hammer in the area of split graphs.
Denote by ω(G) the clique number of G, i.e. the maximum cardinality of its cliques
(complete subgraphs).
Lemma 6.3. Suppose π ∈ Par(2m) is a split partition. Let G be any realization of π . Then
h(π) = ω(G) = (β)+ 1.
A proof of Lemma 6.3 can be found in Section 8.
Illustrated in Fig. 4 is the “interval”
[α, β] = {γ ∈ Dis(17) : α ≺ γ ≺ β},
where α = (6, 5, 3, 2, 1) and β = (8, 5, 3, 1). Note that the hypotheses of Lemma 6.2
are satisfied for this pair: β  α and (β) = 4 = (α) − 1. The unique split partition π ,
satisfying α(π) = α and β(π) = β, is π = (62, 53, 3, 2, 12). (Taking a moment to confirm
it should help motivate what follows.) In the notation suggested by Lemma 6.2, π would
be replaced by the more revealing [α | β]. As we are about to see (Theorem 6.5, below)
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the interval [α, β] may be viewed as a listing of all threshold partitions that majorize the
split partition [α | β].
Lemma 6.4. Suppose τ, π  2m are split partitions. Then τ  π if and only if α(τ) 
α(π) and β(π)  β(τ).
A proof of this lemma can be found in Section 8. The following is an immediate
consequence.
Theorem 6.5. Suppose τ, π  2m, where τ is a threshold partition and π is a split
partition. Then τ  π if and only if β(π)  β(τ) = α(τ)  α(π).
Expressing the split partition π in the form [α | β] and the threshold partition τ in the
form [γ | γ ], or just γ , Theorem 6.5 says that τ  π (in Par(2m)) if and only if β  γ  α
(in Dis(m)). With α = (6, 5, 3, 2, 1) and β = (8, 5, 3, 1), the interval [α, β], illustrated in
Fig. 4, consists precisely of all such strict partitions γ .
In the Hasse diagram for Dis(m), [α, β] is spread out more or less vertically. From the
perspective of Par(2m), where
[α | β] = [α | α] ∧ [β | β], (4)
the threshold partitions [γ | γ ] extend more or less horizontally, along the top of the
subposet of graphic partitions. From this perspective, the notation [α | β] expresses π
in terms of the extremes of this horizontal grouping. Informally, the threshold partitions
[α | α] and [β | β] “bracket” the threshold partitions that majorize π . Using the metaphor
of a family tree, [α | α] and [β | β] might be called “canonical threshold ancestors” of
π = [α | β].
Corollary 6.6. Suppose τ, π  2m, where τ is a threshold partition and π is a
nonthreshold split partition. Then τ covers π in Par(2m) if and only if
(i) β(π) = β(τ) and α(τ) covers α(π) in Dis(m); or
(ii) β(π) covers β(τ) and α(τ) = α(π).
Corollary 6.6 follows directly from the definitions and the previous theorem. (From the
perspective of shifted shapes and Ferrers diagrams, the covering relation in Dis(m) differs
from that for Par(2m) in only one particular: a [single] box can be moved to a previously
unoccupied row only if the row directly above the latter contains [is left with] more than
one box.)
It follows from Corollary 6.6 that if π = [α | β] is a threshold covered split partition, it
is covered by precisely two threshold partitions, namely [α | α] and [β | β], its canonical
threshold parents. In particular, split partitions covered by one canonical threshold parent
are covered by the other. (A similar notion can be found in [9, p. 46].)
7. Unigraphic partitions
Because threshold partitions are unigraphic, it is natural to wonder about the
nonthreshold partitions just under them in Par(2m), i.e. the threshold covered partitions.
(The phrase “threshold cover” is used in an entirely different way in [14]. Being threshold
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Fig. 5. Split graphs realizing π = (4, 32, 2, 12).
covered is not the same as having a unit “majorization gap” [1, 2] or unit “threshold
distance” [9]. These concepts are related to the idea of moving one box down in the Ferrers
diagram of a threshold partition. Covering involves moving one box down, subject to the
additional conditions described in Section 3.)
Theorem 7.1. Threshold covered partitions are unigraphic.
A proof can be found in Section 8.
Might all split partitions be unigraphic? No. The nonisomorphic split graphs in Fig. 5
share the degree sequence π = (4, 32, 2, 12), alternatively written [(4, 2, 1) | (5, 2)].
(Confirming Lemma 6.3, both of these graphs have clique number (β(π))+ 1 = 3.)
The general problem of determining which partitions are unigraphic has been solved in
principle (see, e.g. [16, 18, 33]). Methods exist to produce the generating function for the
numbers of nonisomorphic graphs realizing a graphic partition (see, e.g. [8, 27]), and even
to measure distances between nonisomorphic realizations of the same partition [34]. (Also
see [3, 7, 15].) Still, if there is an easy way to tell, just by glancing at the Hasse diagram of
Par(2m), which partitions are unigraphic, it is yet to be discovered.
Theorems 5.3 and 7.1 suffice to show (at a glance) that five of the six split partitions in
Fig. 2 are unigraphic. The “sixth” split partition in Fig. 2, namely (32, 14), is unigraphic
because it is the degree sequence of a “hairy clique”, i.e. a connected split graph whose
vertex set can be partitioned into the disjoint union of a clique and an independent set,
where each vertex of the independent set has degree 1. (The hairy cliques with ω(G) = 2
are precisely the split trees.)
Theorem 7.2 ([33]). Hairy cliques are unigraphic.
Do Theorems 5.3, 7.1 and 7.2, together, characterize unigraphic split partitions? No.
Among the simplest counter examples is π = (44, 22). The unique graph realizing
π = (44, 22) is the split graph illustrated in Fig. 6.
8. Proofs
We begin this section with some additional notation. If µ  r , let f (µ) = (α(µ)) =
o({i : µi ≥ i}). Not the same as h(µ) = o({i : µi ≥ i − 1}), f (µ) is the length of the
diagonal of F(µ).
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Fig. 6. Unique graph realizing (44, 22).
If G = (V , E) and H = (W, F) are graphs on disjoint sets of vertices, their union is
the graph G ⊕ H = (V ∪ W, E ∪ F). For example, K2 ⊕ K2 = 2K2. Interms of unions
and complements the join of G and H (unrelated to the lattice join) is the graph
G ∨ H = (Gc ⊕ H c)c.
In other words, the vertex set of G ∨ H is V ∪W , and its edge set is E ∪ F ∪ {vw : v ∈ V
and w ∈ W }. Observe that G is uniquely determined by its degree sequence if and only if
G ⊕ K1 is uniquely determined by its degree sequence if and only if G ∨ K1 is uniquely
determined by its degree sequence.
Proof of Lemma 3.3. (If µ, ν  2m are graphic partitions, if µ  ν, and if ν is split, then
µ is split.)
We first prove the following.
Lemma 8.1. Suppose µ, ν  2m. If µ  ν, then α(µ) 
w
α(ν).
Proof. If π  2m, then αi (π) = πi − (i − 1), 1 ≤ i ≤ f (π) = (α(π)). So, it follows
from the hypotheses that
t∑
i=1
αi (µ) ≥
t∑
i=1
αi (ν), (5)
1 ≤ t ≤ min{ f (µ), f (ν)}. If f (ν) ≤ f (µ), the conclusion follows from (5) and the
definitions. If f (µ) < f (ν), it remains to prove that
f (µ)∑
i=1
αi (µ) ≥
f (ν)∑
i=1
αi (ν). (6)
A box in the Ferrers diagram F(µ) contributes to the left-hand side of (6), if and only
if its column number is at least as large as its row number. Each time a box is moved
down, in the process of transforming F(µ) to F(ν), its row number strictly increases
and its column number strictly decreases. It follows that the diagonal acts like the event
horizon surrounding a black hole. Once a box falls downstairs, it will never again be seen
upstairs. So, in the process of converting F(µ) to F(ν), the number of boxes on or above
the diagonal is nonincreasing. 
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If µ  ν, where ν is split but µ is not, then
m >
f (µ)∑
i=1
αi (µ) ≥
f (ν)∑
i=1
αi (ν) = m,
contradicting (6), and completing the proof of Lemma 3.3. 
Proof of Lemma 6.3. (Suppose π ∈ Par(2m) is a split partition. Let G be any realization
of π . Then h(π) = ω(G) = (β)+1.) Let α = α(π) and β = β(π). Suppose G = (V , E)
and consider a disjoint union, V = U ∪ W , where U is an independent set and W is a
maximal clique. Let o(U) = r and o(W ) = s, so that r + s = n = o(V ). By our definition
of partition, G has no isolated vertices and m ≥ 1. Hence s ≥ 2. If ω(G) > s, there exists
a clique K ⊂ V such that ω(G) = o(K ) > s. It follows that U ∩ K = φ. Let u ∈ U ∩ K .
Since no two elements of U are adjacent, U ∩ K = {u} and K\{u} ⊂ W . It follows that
K = W ∪ {u}, contradicting the maximality of W . Therefore, ω(G) = s.
Suppose V = {v1, v2, . . . , vn}, where d(v1) ≥ d(v2) ≥ · · · ≥ d(vn). Because
d(w) ≥ s − 1 for w ∈ W , and d(u) ≤ s − 1 for all u ∈ U , we may assume
W = {v1, v2, . . . , vs} and U = {vs+1, vs+2, . . . , vn}.
It might happen that πs = d(vs) = s − 1, but only if uvs /∈ E for all u ∈ U , so that
d(u) < s − 1 for all u ∈ U . This implies that πs+1 = d(vs+1) ≤ s − 2 so that, in this
case, h = s. Since πs−1 = d(vs−1) ≥ s − 1, the last box in row (s − 1) of F(π) is on or
above the diagonal. Since πs = s− 1, every box in row s is below the diagonal. Therefore,
(α) = s − 1 ≤ (β) ≤ (α), because π is split. Therefore, (β)+ 1 = s = h.
If πs = d(vs) ≥ s then (α) = f (π) = s, and (β) ≤ s − 1. Because every partition
satisfies (β(π)) ≥ f (π)− 1, (β)+ 1 = s. Moreover, because d(vs+1) ≤ s − 1, h = s.
Hence, (β)+ 1 = s = h. 
Proof of Lemma 6.4. (Suppose τ, π  2m are split partitions. Then τ  π if and only if
α(τ)  α(π) and β(π)  β(τ).) Suppose τ  π and consider the process of converting
F(τ ) to F(π) by moving boxes down. As in the proof of Lemma 8.1, once downstairs,
a box stays downstairs. Since F(τ ) and F(π) both have m upstairs boxes, Lemma 8.1
implies α(τ)  α(π).
Similarly, the number of downstairs boxes does not change in the process. A box in the
downstairs piece of F(µ) moves down if and only if it moves down in B(µ), if and only if
it moves up in the transpose of B(µ), the shifted shape corresponding to β(µ). Therefore,
β(π)  β(τ).
Conversely, if α(τ)  α(π), then A(π) can be obtained from A(τ ) by moving boxes
down. If β(π)  β(τ), the transpose of B(π) can be obtained from the transpose of B(τ )
by moving boxes up, i.e. B(π) can be obtained from B(τ ) by moving boxes down. If
α(τ)  α(π) and β(π)  β(τ), then F(π) can be obtained from F(τ ) by moving boxes
down, i.e. τ  π . 
Proof of Theorem 7.1 (Threshold Covered Partitions are Unigraphic). Not every thresh-
old covered partition is split. The simplest examples are (14) and (24), the nonsplit par-
titions covered by the threshold partitions (2, 12) and (3, 22, 1), and uniquely realized by
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2K2 and C4, respectively. (Note that the threshold partition τ = (4, 33, 1) does not cover
ν = (34, 2). The split partition π = (4, 32, 22) is between them, i.e. τ  π  ν.)
We divide the proof of Theorem 7.1 into two parts, depending on whether the threshold
covered partition is split or not. Suppose, first, that π  2m is a threshold covered split
partition. Since every graphic partition of 2m,m ≤ 3, is unigraphic, we may assume
m ≥ 4. Let τ be the canonical threshold parent of π that satisfies α(τ) = β(τ) = β(π).
Then (π) = (τ ) = n, say, and τ1 = n − 1. Let T be the unique threshold graph on n
vertices satisfying d(T ) = τ . (Since T is a graph with m ≥ 4 edges, it must have more
than three vertices, i.e. n ≥ 4 as well.)
Because β(π) covers α(π) in Dis(m), F(π) can be obtained from F(τ ) by moving a
single upstairs box down to an appropriate upstairs location. If τ2 = n−1, the moving box
does not come from the first row. In this case, let π ′  2(m − n+ 1) be the partition whose
Ferrers Diagram is obtained from F(π) by removing its first row and column. Then (since
τ2 = n − 1 implies τn = πn ≥ 2),
π ′ = (π2 − 1, π3 − 1, . . . , πn − 1).
Because every diagonal box of π ′ is a diagonal box of π , undeleted upstairs boxes
(locations) remain upstairs boxes (locations). In particular, π ′ is a split partition covered
by the threshold partition:
τ ′ = (τ2 − 1, τ3 − 1, . . . , τn − 1).
Indeed, the unique threshold realization T ′ of τ ′ is obtained from T by deleting one
dominating vertex (and all the edges incident with it). By induction, there is (up to
isomorphism) a unique graph G′ that realizes π ′. In this case, the unique realization of
π is easily seen to be G = G′ ∨ K1.
If τ2 < n − 1, but the moving box does not come from the first row of F(τ ), we would
like to remove its first row and column and proceed as above. Unfortunately, this gives rise
to a technical difficulty. Threshold graphs (on n ≥ 4 vertices) with a single dominating
vertex have one or more vertices of degree 1. Deleting a dominating vertex from T will
leave some isolated vertices; τ ′ will contain some zeros and will not be a partition of
2(m−n+1), at least not according to the definition we are using. Fortunately, this difficulty
is easily overcome by removing the “null graph” N consisting of the isolated vertices,
using the induction assumption to obtain a unique split graph G′, and then observing that
G = (G′ ⊕ N) ∨ K1 is the unique realization of π .
We are now free to proceed under the assumption that it is the last box from the first row
of F(τ ) that is moved down to produce F(π). Suppose the first space available to receive
the moving box is at the end of row r . If τ2 < n − 2, then r = 2. If τ2 = n − 2 then,
because τ covers π, 2 < r ≤ f (π),
τ1 = n − 1, τ2 = τ3 = · · · = τr−1 = n − 2, and τr = n − 3. (7)
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It is well known and easily seen that T is “constructed” by the following greedy
algorithm (see, e.g. [1], [24, p. 139] or [25])
Set V = {v1, v2, . . . , vn} and E = φ.
For i = 1 to f (τ )
For j = i to τi
E = E ∪ {viv j+1}
Next j
Next i
End
In the “End”, T = (V , E), where d(vi ) = τi , 1 ≤ i ≤ n. Under our working assumptions,
v1 is the unique dominating vertex of T , vn is a vertex of degree 1 adjacent only to v1;
viv j ∈ E , whenever 2 ≤ i < r , and n = j = i ; and vrv j ∈ E , whenever 1 ≤ j < n − 1
and j = r .
From the perspective of T , moving a box, from the first row of F(τ ) down to the end
of row r , corresponds to detaching one of the edges from v1 and reattaching the loose end
to vr . But, which edge? In order for the result to be a graph, it cannot have any multiple
edges. Therefore, because vr is already adjacent to v1, . . . , vr−1, vr+1, . . . , vn−2, the only
possibilities for the fixed end of the edge are vn−1 and vn . Either way, we obtain a graph
G that realizes π . Formally, G = (V , F), where V is the vertex set of T and either
F = (E\{v1vn}) ∪ {vrvn} or F = (E\{v1vn−1}) ∪ {vrvn−1}. In either case, it follows
from the properties of T that
K = {v1, v2, . . . , vr }
is a clique in G and, from (7), that the degree, in G, of each vertex of K is n−2. Apart from
the other vertices of K , each of v1, v2, . . . , vr is also adjacent (in G) to vr+1, . . . , vn−2;
one of them, either v1 or vr , is also adjacent to vn , where the rest are all adjacent to vn−1.
Evidently, ψ : V → V defined by ψ(v1) = vr , ψ(vr ) = v1, and ψ(vi ) = vi , for
all i /∈ {1, r}, is an automorphism of G. The two possibilities, “either v1 or vr ” result
in isomorphic graphs! To complete the part of the proof in which the threshold covered
partition is split, it remains to prove that if H is a graph satisfying d(H ) = π , then H is
isomorphic to G. To do this, we invoke a common technique, developed originally in the
context of (0, 1)-matrices [31, Section 6.3], and referred to here as a Ryser switch.
Let G = (V , F) be a graph. Suppose u, v, x, y ∈ V are four different vertices such
that uv, xy ∈ F and ux, vy /∈ F . (No assumptions are made about uy or vx .) A Ryser
switch in G is accomplished by deleting edges uv and xy and adding edges ux and vy.
Ryser switches are relevant here because they do not change the degree of any vertex.
Indeed, d(H ) = d(G) if and only if G can be transformed into H by a sequence of Ryser
switches. (The referee attributes this result to Havel and Hakimi. A proof can be found,
e.g. in [24, p. 129].)
Evidently, in order for a Ryser switch to be possible in G, the four vertices, u, v, x , and
y, must induce a subgraph isomorphic to one of P4,C4, or 2K2. Let us temporarily call
such an induced subgraph a Ryser subgraph. (Because Ryser subgraphs are precisely the
subgraphs forbidden to threshold graphs by Theorem 5.4, the fact that threshold sequences
are unigraphic [Theorem 5.3] follows from the theorem on Ryser switches.)
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Returning to the proof of Theorem 7.1, we have a graph G = (V , F) that was obtained
from the threshold graph T = (V , E) by detaching one edge from v1 and reattaching the
loose end to vr . Since T does not have a Ryser subgraph, every Ryser subgraph of G must
involve this edge. If G was obtained by deleting v1vn and adding vrvn , then vrvn is an
edge of every Ryser subgraph. If the modification was replacing v1vn−1 with vrvn−1, then
vrvn−1 belongs to every Ryser subgraph of G.
Let u ∈ {v1, vr } be the vertex adjacent in G to vn , and w ∈ {v1, vr } the one adjacent to
vn−1. Is it uvn or wvn−1 that must belong to every Ryser subgraph of G? With subscripts 1
and r gone, how do we know whether G came into existence through the first modification
or the second? Evidently, uvn and wvn−1 both belong to every Ryser subgraph of G! (This
point could also be reached by arguing that, apart from u, w is automorphically equivalent
to every other vertex of K .)
Because d(vn) = 1, vn is adjacent in G only to u, so vnvn−1 and vnw are not edges
of G. Moreover, since u is the vertex adjacent to vn , it is not adjacent to vn−1. It seems
the only possible Ryser switch is the one that replaces uvn with uvn−1 and wvn−1 with
wvn . But, this just interchanges u and w, and we have already determined that the graph
resulting from this interchange is isomorphic to G.
This completes the split part of the proof of Theorem 7.1. The following lemma
establishes the nonsplit part, and a little more.
Lemma 8.2. Let ν  2m be a nonsplit, threshold covered partition. Then ν is unigraphic.
Its unique realization is obtained, either from C4 or from 2K2 by a recursive sequence
of (possibly no) modifications, each of which consists of a union or join with an isolated
vertex.
By the remarks at the beginning of this section, any graph obtained from C4 or 2K2 by a
sequence of such modifications is uniquely determined by its degree sequence. (Moreover,
the degree sequence of any such graph is easily seen to be a non-split, threshold covered
partition, an observation that is not required to prove the stated result.)
Proof. For m ≤ 3, the only nonsplit, threshold covered partition is (14). Thus, we may
assume m ≥ 4. Suppose τ  2m is a threshold partition covering ν  2m. Since m ≥ 4,
n = (τ ) ≥ 4. If T is the unique (connected) threshold graph realizing τ , then T has
n vertices. Because ν is not split, it must be that F(ν) is obtained by moving a (single)
upstairs box of F(τ ) down to the first available space, and that space must be downstaris,
strictly below the diagonal. In particular, T = Kn .
Because τ1 = n − 1, T has a dominating vertex. If T has q + 1 dominating vertices
altogether, then its smallest vertex degree, τn = q + 1. (It may be that q = 0.)
There are two cases.
Case 1. If the moving box comes from a row of F(τ ) that contains n − 1 boxes (so that
it corresponds to an edge of T incident with a dominating vertex), then it is the box at the
end of the (q + 1)st row. Suppose the first space available to receive the moving box is at
the end of row (q + s). Since row (q + 2) already contains (at least) q + 1 boxes, and since
the box is moving downstairs, s > 2. Indeed, it must be the case that τq+s = n − 3 and
τq+2 = · · · = τq+s−1 = n − 2.
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Otherwise, the same effect could be achieved in two moves, contradicting the fact that τ
covers ν.
Let T ′ be the graph obtained from T by deleting all but one, call it v, of its dominating
vertices. Because F(τ ′) is obtained from F(τ ) by removing its first q rows and columns,
τ ′ is a threshold partition of length n′ = n − q . The moving box is now the last box in
the first row of F(τ ′). Because the part of the right-hand boundary of F(τ ) below row q
is identical to the right-hand boundary of F(τ ′), the first available space in F(τ ′) for the
moving box is the end of row s, τ ′s = n − 3 − q = n′ − 3 ≥ 1, and
τ ′2 = · · · = τ ′s−1 = n − 2 − q = n′ − 2.
Moreover, because every diagonal box of F(τ ′) is a diagonal box of F(τ ), the end of row s
is in the downstairs part of F(τ ′), i.e. n′ ≥ s > f (τ ′), the number of boxes on the diagonal
of F(τ ′). In particular, τ ′i = n′ − 2, 1 < i ≤ f (τ ′) = (α(τ ′)). Because β(τ ′) = α(τ ′),
we deduce that s = n′ ≥ 4 and
τ ′ = (n′ − 1, [n′ − 2]n′−2, 1).
Moving the last box from the first row of F(τ ′) down to the first available space, namely,
the second spot in row n′, yields F(ν′), where ν′ = ([n′ − 2]n′−1, 2). If n′ > 4, this is not
a covering move. Hence, n′ = 4, τ ′ = (3, 22, 1), and ν′ = (24). It follows that the unique
realization of ν is the graph G = C4 ∨ Kq , which can be obtained by recursively joining q
isolated vertices to C4.
Case 2. Suppose the moving box comes from row (q+1+r) of F(τ ), a row that contains
fewer than n − 1 boxes. In this case, the moving box represents an edge joining two
nondominating vertices u and w of T . Suppose the first space available to receive the
moving box (in producing F(ν)) is the end of row (q + 1 + s), s > r ≥ 1.
Because A(T ) is the transpose of B(T ), the threshold graph T has p ≥ 1 vertices of
degree q+1. Since each of these p vertices is adjacent only to dominating vertices, neither
u orw is among them. Let T ′ be the graph obtained from T by deleting all q+1 dominating
vertices, and then all of the resulting p isolated vertices. Denote the number of edges of T ′
by m′. (Because uw is an edge of T ′, m′ > 0.) Let τ ′ = d(T ′). Because F(τ ′) is obtained
from F(τ ) by removing its first q + 1 rows and columns, τ ′  2m′ is a threshold partition.
If m′ < 4, then (because ν is not a split partition) m′ = 2, τ ′ = (2, 12), n = p + q + 4,
τ = ([p + q + 3]q+1, [q + 3], [q + 2]2, [q + 1]p),
r = 1, s = 4, and
ν = ([p + q + 3]q+1, [q + 2]4, [q + 1]p−1).
The unique graph realizing ν is Kq+1 ∨ (K cp ⊕ 2K2) which can be obtained from 2K2 by
recursive unions and joins of isolated vertices.
If m′ ≥ 4 and one of u or w is a dominating vertex of T ′, an application of Case 1
completes the proof. If neither u nor w is a dominating vertex of T ′, apply Case 2 to the
threshold graph T ′. 
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9. Open problems
1. Suppose α, β ∈ Dis(r), where β  α. Give a general formula, in terms of α, β, for
o([α, β]), the cardinality of the interval [α, β] ⊂ Dis(r).
2. Problem 1 with (β) = (α)− 1, and/or when (β) = (α).
3. Let a(m) be the number of split partitions of 2m and b(n) the number of split
partitions of length n. Find an explicit formula for the (exponential?) generating
function for one or both of these sequences. (See, e.g. [28].)
4. Find an explicit generating function for the numbers of nonisomorphic (connected)
split graphs with m edges and/or n vertices.
5. The Laplacian matrix of a graph is the difference of the diagonal matrix of its
vertex degrees and its adjacency matrix. Among the many interesting properties of
threshold graphs is that they are uniquely determined by their Laplacian spectra [22].
Because threshold graphs are “decomposable” their Laplacian eigenvalues are all
integers. Since a graph is decomposable if and only if it does not contain an induced
subgraph isomorphic to P4 (see, e.g. [24, p. 184]), no nonthreshold split graph
is decomposable. There appear, on the other hand, to be many nondecomposable
“Laplacian integral” graphs, and one might think that the natural place to look
for them would be among those graphs closest to the thresholds. Yet, preliminary
explorations have not yielded a single nonthreshold, Laplacian integral, split graph.
Why are they so difficult to find?
6. Characterize the Laplacian spectral relationship between nonisomorphic split graphs
that realize the same split partition.
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