Abstract-For 5G it will be important to leverage the available millimeter wave spectrum. To achieve an approximately omnidirectional coverage with a similar effective antenna aperture, an antenna array is required at both the mobile and basestation. Due to the large bandwidth and inefficient amplifiers available in CMOS for mmWave, the analog front-end of the transceiver with a large number of antennas is especially power hungry. Two main solutions exist to reduce the power consumption: Hybrid BeamForming (HBF) and Digital BeamForming (DBF) with low resolution ADC. This work compares the uplink rate region for both systems assuming a basestation with a large number of antennas. We show, that in the low SNR regime, the performance of DBF even with about 1-2 bits of resolution outperforms the one of HBF in terms of the achievable sum rate. The higher the SNR, the higher also the required resolution of the ADC to achieve a similar performance compared to HBF. If there is a large spread in receive power of the signal from different users, systems with very low resolution (1-3 bit) suffer from a performance loss.
I. INTRODUCTION
The use of the available bandwidth in the frequency range of 6 to 100 GHz is considered to be an essential part of the next generation mobile broadband standard [1] . This frequency range is referred to as millimeter wave (mmWave), even though it contains the lower centimeter wave range. In the last years, the available spectrum and the implementation of low cost, low power, consumer grade systems like 802.11ad [2] lead to a large increase in academic and industrial research. However, to fully leverage the spectrum while being powerefficient, the base band (BB) and radio front-end (RFE) capabilities must be drastically changed from state of the art devices.
The use of high carrier frequencies above 6 GHz will go hand in hand with the implementation of large antenna arrays [1] . The support of a large number of antennas at the mobile and basestation requires new front-end designs. To attain a similar link budget, the effective antenna aperture of an mmWave system must be comparable to current systems operating at carrier frequencies below 6 GHz [3] .
Therefore, antenna arrays at the base and mobile stations are unavoidable. Since the antenna gain, and thus the directivity increases with the aperture, an antenna array is the only solution to achieve a high effective aperture while maintaining an omnidirectional coverage.
The antenna array combined with the large bandwidth is a big challenge for the hardware implementation, because the power consumption will limit the design space. Currently, analog or hybrid beamforming are being considered as possible solutions to reduce the power consumption. The performance of analog and hybrid beamforming systems highly depend on the proper calibration of the analog components. Another major disadvantage is the large overhead associated with the alignment procedure of the Tx and Rx beams of base and mobile stations. Another option to reduce the power consumption, while keeping the number of antennas the same, is to reduce the power consumption of the ADC by reducing the resolution. This does only help to reduce the power consumption because the ADC is the major contributor to the power consumption of the RF front-end [4] .
There are different versions of hybrid beamforming. Some theoretical evaluations [5] , [6] consider systems where each antenna is connected to each RF-chain via phase shifters. Since this architecture has a large overhead when implemented, most prototypes currently consider a system where each RF-chain has exclusive antennas [7] . The system model in Figure 1 gives a general overview of both investigated systems. For M C = 1 the block analog signal combination is just connecting the input to the output. For M C > 1 this block contains an analog phase shifter for each signal followed by a power combiner.
In [8] , the authors evaluate a quantized Gaussian MAC with for only one receive antenna (M R = 1) with finite alphabet input constellation. In [9] also the MAC region of a system with quantized observations is evaluated. The quantization error is modeled as signal dependent noise, in the same way as in our work.
We derive expressions for the uplink achievable rate region of digital beamforming with low resolution A/D conversion and hybrid beamforming. For hybrid beamforming we model the analog beamforming as the optimal result of a spatial beam-search procedure as described in [2] . The overhead of this procedure is likely to grow exponentially with the number of users, if we would take it into account.
II. SYSTEM MODEL
The signal model is shown in Figure 2 
signal of user i, channel from user i to the basestation, noise, and receive signal of the system. We assume that there are M User Equipments (UEs) with one antenna each and a basestation with M R receive antennas. All vectors are column vectors. The receive signal y[n] is defined as
The operator F (·) is different for the two cases of hybrid beamforming and digital beamforming with low resolution ADC. In this work, we assume that the ADC stage for the hybrid beamforming system does not consume a major part of the power of the overall receiver. Therefore, we can assume that a sufficiently high resolution ADC is used, and thus, the effect of it can be ignored in the evaluation [5] . For the low resolution case F (·) represents the quantization function Q b (·) with resolution b. For the hybrid beamforming system F (·) represents a multiplication with the analog receiver beamforming matrix W R . The matrix W R has size M RFE × M R . We restricted the system to have M C antennas exclusively connected to one RF front-end chain (see Figure 1 ). Therefore the matrix W R has the form
where the vectors w j R is the analog beamforming vector of the jth RF chain. We also restrict our evaluation to each RF chain utilizing the same number of antennas M C . The vectors w j R and 0 have dimension M C . Since the channel cannot be directly observed, the most common practical solution is to scan different spacial direction (beams) and then select the configuration maximizing the Signal-to-Noise Ratio (SNR), or another channel quality measure. There are many different possibilities for selecting the optimal beam, e.g. in 802.11ad a procedure based on exhaustive search is used [2] . For the evaluation, we assume that the antennas of each RF chain form a Uniform Linear Array (ULA). The angle θ j is the angle of planar wavefront relative to the antennas of the ULA. If the distance between adjacent antenna elements is equal to half of the wavelength d = λ/2, the signal at adjacent antennas are phase shifted by φ j = π sin(θ j ). This formula assumes that a planar wavefront is impinging on the antenna array in the far field, and that the modulated signal is narrowband compared to the carrier frequency. With the constraint of observing only a single direction, the receive vector w j R for an ULA antenna array takes the form
As the quantization model used in [5] , [10] , [6] , we also use the Bussgang theorem to decompose the signal after quantization in a signal component and a uncorrelated quantization error e[n]
This basically models a deterministic process of quantization as a random process. The quantization distortion factor ρ (Q b (·)) is defined as:
Since we assume that the signal at the input of the quantizer is a Gaussian random variable, a with zero mean and unit variance. The distortion factor ρ (Q b (·)) depends on the actual quantization operator Q b (·) and represents the variance of the introduced distortion. As shown in [10] the matrix F can be calculated as
with R ry being the covariance matrix E[ry H ]. With the definition of the distortion factor and given that the y and e are uncorrelated R ry gets :
The assumption that y and e are uncorrelated is always true if minimal distortion linear quantization is used [11] . Otherwise, this can be ensured by multiplying the output of the quantizer by
Plugging (7) into (6) results in
The covariance matrix R ee of e can be calculated as
In [6] , only the diagonal elements of R rr are used. As we showed in [12] , based on the assumption of Gaussian signaling, it is possible to calculate the complete matrix R rr . We define this operation of calculating R rr from R yy as T (R yy , Q b (·)) which is dependent on the quantization function Q b (·). Using this definition and (7) in (10) we get
Now we can calculate the effective channel h ′ i and noise covariance matrix R η ′ η ′ of the overall system including the model of the quantization
and
From the derived expressions we see that the input signal y is always normalized. In an actual system, this would correspond the Automatic Gain Control (AGC) controlling a Variable Gain Amplifier (VGA). It is important to keep in mind that since F and R ee are dependent on R yy and therefore dependent on R xixi the actual effective channel and noise covariance matrix changes with the transmit covariance matrix. Up to now the actual expression is exact for the case of a Gaussian input signal x i [n]. The actual distribution of e[n] is unknown. Approximating e[n] as Gaussian with the same covariance matrix leads to simple rate expressions and represent a worst case scenario. The SNR γ per user i is defined as as
This expression gives the average SNR per-antenna over all receive antennas and all realizations of h i .
III. CALCULATION OF THE RATE REGION

A. Without Quantization
Given the maximum transmit powers P 1 and P 2 , assuming no cooperation among the users, the rate region of the SIMO Gaussian MAC is given by
This rate and all following ones are normalized by the available bandwidth. These rate regions are pentagon shaped and assume perfect CSI at the receiver. The edges of the pentagon at the R 1 and R 2 axis are defined by the single user rates in (15) and the points achieving the maximum sum rate by using successive interference cancellation (SIC) in (16). By decoding the signal of user one first and user two second, we get the following rates
The superscript in R
show the decoding order. Reversing the order of the decoding in 16 we get the last edge of the pentagon.
B. With Quantization
By assuming the quantization error is Gaussian distributed the SIMO Gaussian MAC rate region represent a lower bound of the actual achievable rate. Since we assume all signals are Gaussian, the rate expressions are similar to the ones of the case without quantization. Given the transmit powers P 1 and P 2 , the quantization function Q b (·) and perfect CSI at the receiver, we can again construct the two points corresponding to the two possible SIC decoding orders. The calculation formulas are the same as in (16). But h i and R ηη are the ones calculated with help of the signal model in (12) and (13) .
It is very important to highlight the difference between the case with and without quantization. For the case with quantization we have an effective noise η ′ with a non diagonal covariance matrix R η ′ η ′ . As we can see from (13), the power of the effective noise is always relative to the receive signal covariance matrix R yy and thus receive signal power. Therefore, we can conclude that the maximum sum rate is not necessarily achieved by transmitting with the maximum power for both users. Especially for very low resolution, it could also be the case that the interference could provoke the effect of dithering, which would then increase the rate. Thus the rate with an interfering user could then be even higher than the one without a second user.
Combining these results with time sharing lead to the approximation of the rate region in the case of quantized observation as
(17) where co(·) is the convex hull of the given set. The P contains all possible transmit power combination P = [P 1 P 2 ] of user one and user two up to a defined maximum. The rate region for all possible pairs in the set P need to be calculated and then convex hull of all these rate region give the overall rate region for the case of quantization.
C. Hybrid Beamforming
As stated in the signal model, we assume that the antennas belonging to one RF-chain form a ULA. Due the exponential growth even with a medium amount of possible beams and RF-chains, the number of possible beam configuration is very large. In the numerical examples, we use a system with 8 RFchains and 8 antennas per RF chain. Using the this system configuration, we need to check 32 8 possible directions. This is basically infeasible for any practical implementation and also our theoretical one.
The overall procedure of selecting the beams is described in the following paragraph in an abstract way. Afterwards, the mathematical details are presented. Therefore, we limit the search for the optimal beamforming configuration in the following way: First, we search the best beam for each user i and RF-chain j combination under the assumption that the other users are not present. Afterwards, all possible combinations of these selected beams are tried in terms of their achievable rate with the maximum transmit power of the users.
Given the beamforming matrix W R , the system forms an effective channel h eff i = W R h i for each user i. This can then be treated as the previously described system without quantization. For each of the beam configuration, a pentagon shaped rate region is formed. To show the full set of possible rates, we form the convex hull of these rate region for all tested beam configurations.
Finding the best beam out of a predefined set B (i,j) for user i on RF-chain j can be formulated aŝ
with B (i,j) being the set of all spatial directions φ (i,j) that are scanned. The channel h j i contains the M C elements of h i corresponding to the antennas of the jth RF chain.
To select the number of elements in the set B (i,j) we first calculated the array factor. With this array factor, we then select the spacing of the values φ (i,j) uniform from −π to π. Here isotropic antennas are assumed. For ULA with spacing λ/2, the absolute value of the normalized array factor [13] is defined as
That means that for the angle of the arriving wavefront θ, choosing φ (i,j) = θ is optimal. But this would mean that we have an infinite grid of φ (i,j) . Assuming that the angle of the arriving signal θ is uniform distributed and letting the average error reach a maximum of ǫ, we arrive following expression of the error
where ∆ is the distance between two elements of B (i,j) . If we define a maximum allowed ǫ, we can then calculate ∆ and thus the number of elements in B (i,j) . A table for minimum number of elements in B (i,j) for ǫ = 10% is shown Table I . It can be observed that for the given parameters, the minimum number of elements can be approximated by 4M C . Therefore, we select 4M C angles uniform in the range from −π to π to represent the set B (i,j) . By comparing the maximum receive power, we get the best configurationφ (i,j) for each user i and RF-chain j. The set of all possible W R denoted as B is formed out of all possible combination of w R (φ (i,j) ) assigned to each RF-chain.
In the next step, the achievable rate region is calculated as
(21) For the calculation of the rates (16) is used. For each W R , the pentagon shaped rate region is calculated by replacing h i with W R h i and R ηη by W R R ηη W and the channel of an actual system is likely going to be between those two. The first represents a rich scattering environment, therefore each element of h i is independent Gaussian distributed. In the second case, the channel from each user to the basestation consists only of a single planar wavefront received by the basestation (single ray). The resolution b is varied from 1 to 8 bit for all plots. The graphs Figure 3 show the rate region with different SNR γ i . In the title of the plots only the SNR assuming the maximum possible transmit power for each user is given.
The results are shown in Figure 3 . The results for with/without quantization and hybrid beamforming are labeled as quant, unquant and hybrid BF. In general the graphs show that the rate region of the quantized observations converge to the one without quantization by increasing b. For the low SNR cases in (A) and (B) even 3 bit resolution is enough to achieve approximately the rate of the system without quantization. For the higher SNR cases (C) and (D) 4 and 5 bit are necessary to achieve a similar performance.
Since the behavior of the quantized system is different to the system without quantization, also the rate points corresponding to transmitting with the highest possible power (quant max P ) and the rates corresponding to the maximal sum rate (max sum rate) are shown. It is clear that if the system is not limited by the quantization error and is also not asymmetric from the best achievable receive power by both users, it is always best to transmit with the highest possible power (A), (B) and (C). The exception is the case with 1 bit quantization. Due to effect of the correlated effective noise, even the SIMO achievable rate has a peak at about 0 dB SNR and carries over to the SIMO MAC results. Due to size limitation, the SIMO single user case is not shown in this paper. From (D), we can deduce that if the users experience clearly different channel conditions and the resolution of the ADC is very low, the system experiences a significant degradation if users would only transmit with the highest possible power. For a practical system, this would call for a scheduling algorithm taking this behavior into account or an accurate power control.
If we now compare the low resolution results to the hybrid beamforming ones, we see that in the low SNR regime ((A) and (B)) even 1 bit quantization achieves a higher sum rate than hybrid beamforming. The higher the SNR gets ((C) and (D)), the better hybrid beamforming performs relative to low resolution digital beamforming. Basically, the performance is influenced by the different properties of the two systems. The low resolution ADC digital beamforming system has access to all degrees of freedom, but the quality of the signals is limited. That means in the low SNR regime, where the performance is limited by noise, very little degradation is visible. But dependent on the resolution, the performance saturates in the high SNR regime. For hybrid beamforming, the system does not have access to all degrees of freedom, which especially limits the performance for multi-user scenarios. Therefore, the performance in low SNR is limited by the number of degrees of freedom. In contrast, in the high SNR regime, the performance is less influenced by the limited degrees of freedom. Overall, if the number of users increases, a further degradation of hybrid beamforming relative to the low resolution digital beamforming system is expected, especially in the low SNR regime.
V. CONCLUSION
In this work, the achievable rate region for low resolution ADC digital beamforming and hybrid beamforming were compared in a massive MIMO scenario. The results show that in the low SNR regime, the low resolution ADC digital beamforming is clearly superior compared to hybrid beamforming. In the high SNR regime, the performance is similar if a higher resolution of about 4 bit is used for digital beamforming. The evaluation also showed that for very low resolution A/D conversion in the range of 1-2 bit and asymmetric maximum receive power of different users, it is essential to have an accurate power control to achieve the maximum sum rate. This clearly limits the applicability of this approach and motivates the use of 3-4 bit resolution to relax the requirements of the power control.
In the future, the following topics need to be addressed: For hybrid beamforming the evaluation only shows the result if the beams are already aligned. This is an additional overhead that is not considered in this work. A possible future mobile broadband system operating at mmWave frequencies will definitely suffer from additional RF-frontend related constraints in the transmitter and receiver. This constraints are also not taken into account in this contribution. To utilize the actual benefit of massive MIMO a larger number of parallel transmitting UE need to be considered.
