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At Saitama Women’s Junior College, we carry out many questionnaires.  We have 
many data from the questionnaire tests.  We must analyze them, and find a way to 
put the result to good use.  There are many methods of analyzing the data.  So I try 
some methods on the data from the questionnaire tests of freshmen.  I show that 
their results are satisfying and that they show distinctions between the Department of 
Business and the Department of English. 
 
 
1. はじめに 
 
アンケートを実施してその結果の分析を行うとき、単純に回答結果を数値化して平均点
や標準偏差を求めて分析していることが多い。この場合、設問ごとに数値としての結果が
得られるのみで、それらの数値の差異が判断できるにすぎない。設問間の類似性や重要な
結果を導き出すような設問の抽出などを行うためには、やはり多変量解析によりデータ分
析を行わなければならない。 
本論文では、SPSS(1)やSAS(2)などの本格的な多変量解析アプリケーションを用いずに、
身近なオフィスツールである表計算アプリケーションのMicrosoft Excel(3)を用いて簡単に
データ分析を行うことを目的とする。さらに、同じ分析を行うために複数の多変量解析の
方法を試みて、すべて満足いく結果が得られることを示している。 
また、ここで利用するアンケートデータは、本学の大学研究センターが本学の 1999 年
度新入生に対して実施した「新入生アンケート」を研究センター長の許可を得て用いてい
る。 
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2. アンケートの実施 
 
埼玉女子短期大学では、毎年新入生に対して「新入生アンケート」を実施している。こ
のアンケートは各設問に対して 5段階評価によりマークシートで行っている（「表 1：回答
内容」参照）。 
表 1：回答内容 
回答番号 回答の意味 
0 まったくそう違う 
1 違う 
2 どちらとも言えない 
3 その通り 
4 まったくその通り 
毎年、50項目近い設問数のアンケートに対して、回答を数値化して学科別・入試方法別
で結果判断を行っていた。しかし、この方法では、設問間の相関や学科間での重みの差を
正確に判断することができなかった。そのため、今年度はアンケートの設問を見直し簡潔
にして、回答しやすいように設問数を 20に減らした（「表 2：設問項目」参照）。 
表 2：設問項目 
設問番号 設問内容 
1 本学のイメージが好き 
2 本学のキャンパスが素敵 
3 本学の教育方針に共鳴した 
4 通学に便利 
5 コース制が魅力的である 
6 セメスター制である 
7 ゼミ別担任制である 
8 勉強したい科目がある 
9 外国に留学できる 
10 留学の奨学金制度がある 
11 外国語教育を重視している 
12 パソコン教室がある 
13 めざす資格が取れる 
14 進学（四大編入学・専攻科）指導が熱心である 
15 就職内定率が高い 
16 入試日程が合った 
17 家族にすすめられた 
18 友人・先輩にすすめられた 
19 先生にすすめられた 
20 入学金や授業料が妥当 
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そして、アンケートの実施概要は、「表 3：実施概要」のとおりである。 
表 3：実施概要 
実施年月日 1999年 4月 15日 
アンケート実施人数 262人 
有効回答者数 
（推薦入学者のみ対象） 
208人 
（商学科115人・英語科93人） 
以下の議論は、すべてこの有効回答者のデータに対して行うものとする。 
 
 
3. データのインポート 
 
マークシートに記入されたアンケートデータは、そのままではデータ分析に利用するこ
とができないため、OMR（Optical Mark Reader:光学式マーク読取装置）を使ってパソコ
ンなどに読み込む必要がある。今回、マークシートのデータ読み取りは、新しい機器が手
元になかったため、「表 4：OMR構成」で行った。 
表 4：OMR構成 
使用パソコン NEC PC98シリーズ 
OMR SEKONIC SR-305S 
OS Windows98（MS-DOSモードで起動） 
ソフトウェア N88-日本語 BASIC(86)（MS-DOS版）
のプログラムを作成 
このプログラムは、一人分のデータが 1 レコードで、各フィールドが「表 4：データレ
コード」で示されるようにカンマ区切り形式のテキストデータとしてアンケート結果の出
力を行っている。また、MS-DOS形式のテキストファイルとしてデータ出力を行うことに
より、今回データ分析を行った ExcelなどのWindows（またはそれ以外）用のソフトウェ
アで容易に扱うことが可能となる。しかし、N88-日本語 BASIC(86)（いわゆる DISK 
BASIC）で作成したデータは、他のソフトウェアで扱うことが困難であることを付け加え
ておく。また、表 5は、実際にデータをインポートした結果の一部である。 
表 4：データレコード 
学科 入試方法 設問 1 … 設問 20 
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表 5：データファイル 
1, 0, 2, 2, 0, 1, 2, 1, 1, 4, 0, 0, 0, 2, 4, 0, 0, 0, 0, 0, 0, 0 
1, 0, 0, 3, 0, 0, 4, 4, 0, 4, 1, 0, 2, 1, 3, 2, 2, 0, 0, 0, 0, 0 
1, 0, 3, 4, 2, 0, 4, 4, 2, 2, 0, 0, 0, 3, 3, 0, 4, 0, 0, 0, 0, 0 
2, 0, 2, 4, 2, 0, 3, 0, 2, 0, 1, 0, 1, 0, 2, 2, 3, 0, 0, 0, 4, 0 
2, 0, 2, 4, 1, 1, 3, 3, 3, 1, 1, 4, 3, 1, 0, 0, 4, 0, 0, 0, 4, 0 
2, 0, 2, 3, 1, 0, 4, 1, 1, 3, 1, 1, 3, 3, 2, 1, 4, 1, 0, 0, 4, 0 
ここで、第一フィールドは「1－商学科・2－英語科」を表わす。第二フィールドは「0－推
薦入学・1－一般 I期入学」を表わす。第三フィールド以降は各設問の回答を表わす。 
 
 
4. 分析方法 
 
データ分析は、マークシートからインポートされたテキストデータを Excel で開いて行
った。Excel にはテキストファイルを開き、カンマ区切りのデータは各セルに分割すると
いう機能がある。以降、アンケートの結果はすべて Excel のデータとして処理していくも
のとする。なお、今回利用する Excelのバージョンは 2000であり、OSはWindows98（自
作パソコン）である。 
今回のデータ分析の目的を商学科と英語科の学生の分類を行うことにして、学科判別の
ために設問間における差異を調べることとする。そのため、多変量解析として判別分析を
用いることとする。また、この分析では線形判別関数を求める方法と重回帰分析により回
帰式を求める方法の二種類の解析方法を行い、その結果を比較する。 
ここで、判別分析とはサンプル（各学生）が持っているいろいろな特性（各設問の回答）
から、そのサンプルがどのグループ（商学科と英語科）に属するかを判別する方法である(4)。 
 
 
5. 変数選択 
 
アンケートの設問数は全部で 20個ある。これらの設問すべてに対してデータ分析を行う
ことも可能であるが、設問によっては学科間の判別に有効でないようなものもあるため、
それらの設問をデータ分析から除く必要がある。そのため、変数選択を行って設問を減ら
すことにする。 
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変数選択の方法には数多くの方法があるが、ここでは以下の 2つの方法を試みる。 
z ウィルコクスンの順位和検定－二つの母集団分布にズレがあるかどうかを検定する方
法であり、標本の値を順位に置きかえて検定統計量を求めるものである(5)。 
z ウェルチのt検定－二つの母集団に対して何ら情報がない場合、それらの母平均の差を
検定する方法である(6)。 
「表６：各設問の検定結果」は各方法による結果を小数点三桁まで求めたものである。 
表 6：各設問の検定結果 
設問番号 ウィルコクスンの 
順位和検定のP値(7)
ウェルチの 
t検定のP値(8)
1 0.053 2.564 
2 0.056 2.078 
3 0.080 1.948 
4 0.568 0.695 
5 0.002 3.238 
6 0.999 0.085 
7 0.993 0.213 
8 0.916 0.092 
9 0.000 11.250 
10 0.000 6.258 
11 0.000 11.903 
12 0.000 4.272 
13 0.006 2.516 
14 0.015 2.458 
15 0.908 0.346 
16 0.895 0.093 
17 0.179 1.207 
18 0.499 0.313 
19 0.466 0.839 
20 0.642 0.456 
ここで各方法の結果は以下のように判断することができる。 
z ウィルコクスンの順位和検定の P値－有意水準である 0.05未満の場合、商学科と英語
科でアンケート結果に差があると言える。 
z ウェルチの t検定の P値－棄却値である 1.972より大きい場合、商学科と英語科でア
ンケート結果に差があると言える。 
よって、以上の結果からどちらの検定を利用しても同じような結果が得られることがわか
る。そこで、この二つの検定結果から商学科と英語科でアンケート結果に差があると判断
できる設問を選択した（「表 7：変数選択後の設問」参照）。 
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表 7：変数選択後の設問 
設問番号 設問内容 
1 本学のイメージが好き 
2 本学のキャンパスが素敵 
5 コース制が魅力的である 
9 外国に留学できる 
10 留学の奨学金制度がある 
11 外国語教育を重視している 
12 パソコン教室がある 
13 めざす資格が取れる 
14 進学(四大編入学・専攻科)指導が熱心である 
次にこれらの設問で商学科と英語科がどのように分類できるか分析をする。これにより、
各学科の学生がどの設問において重要となる重みを持っているかを判断できるようになる。 
 
 
6. 線形判別関数 
 
ここでは、変数選択後のアンケート結果から判別基準となる線形判別関数を求めて学科
の判別を行っていく。 
以下に、Excelを用いての実際の分析を示す(9)。 
1. 分析ツールの「共分散」により、商学科と英語科の分散共分散行列を求める（「表 8：
商学科の分散共分散行列」「表 9：英語科の分散共分散行列」参照）。 
表 8：商学科の分散共分散行列（ ） }{ 11 ijsS =
 1 2 5 9 10 11 12 13 14 
1 0.823         
2 0.567 0.955        
5 0.382 0.510 0.977       
9 0.309 0.176 0.113 1.224      
10 0.270 0.207 0.153 0.962 1.048     
11 0.277 0.219 0.255 0.650 0.602 1.076    
12 0.286 0.317 0.320 0.271 0.267 0.239 0.711   
13 0.328 0.340 0.356 0.177 0.238 0.243 0.448 0.741  
14 0.141 0.184 0.117 0.460 0.393 0.399 0.180 0.082 1.186 
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表 9：英語科の分散共分散行列（ ） }{ 22 ijsS =
 1 2 5 9 10 11 12 13 14 
1 0.443         
2 0.098 0.595        
5 0.022 0.127 0.774       
9 0.113 -0.021 0.043 1.107      
10 0.176 0.073 0.024 0.526 1.270     
11 0.088 0.120 0.137 0.367 0.301 0.698    
12 0.145 0.067 0.132 0.122 0.442 0.243 0.871   
13 0.164 0.234 0.169 0.227 0.144 0.242 0.249 0.773  
14 0.064 0.014 0.033 0.258 0.200 0.284 0.133 0.125 0.880 
2. プールされた分散共分散行列を以下の式により求める（「表 10：プールされた分散共
分散行列」参照）。 
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表 10：プールされた分散共分散行列 
 1 2 5 9 10 11 12 13 14 
1 0.653 0.357 0.221 0.221 0.228 0.192 0.223 0.255 0.107 
2 0.357 0.794 0.339 0.088 0.147 0.175 0.205 0.293 0.108 
5 0.221 0.339 0.886 0.082 0.095 0.202 0.236 0.273 0.080 
9 0.221 0.088 0.082 1.172 0.767 0.524 0.204 0.200 0.370 
10 0.228 0.147 0.095 0.767 1.147 0.467 0.345 0.196 0.307 
11 0.192 0.175 0.202 0.524 0.467 0.907 0.241 0.242 0.348 
12 0.223 0.205 0.236 0.204 0.345 0.241 0.783 0.359 0.159 
13 0.255 0.293 0.273 0.200 0.196 0.242 0.359 0.755 0.101 
14 0.107 0.108 0.080 0.370 0.307 0.348 0.159 0.101 1.049 
3. プールされた分散共分散行列の逆行列を組込関数「MINVERSE」により求める（「表
11：プールされた分散共分散行列の逆行列」参照）。 
表 11：プールされた分散共分散行列の逆行列 
 1 2 5 9 10 11 12 13 14 
1 2.271 -0.796 -0.103 -0.230 -0.084 -0.023 -0.198 -0.240 0.025 
2 -0.796 1.941 -0.434 0.203 -0.093 -0.063 0.028 -0.339 -0.081 
5 -0.103 -0.434 1.465 0.034 0.102 -0.191 -0.202 -0.206 0.016 
9 -0.230 0.203 0.034 1.771 -0.965 -0.459 0.224 -0.163 -0.208 
10 -0.084 -0.093 0.102 -0.965 1.766 -0.236 -0.497 0.141 -0.026 
11 -0.023 -0.063 -0.191 -0.459 -0.236 1.732 -0.080 -0.195 -0.289 
12 -0.198 0.028 -0.202 0.224 -0.497 -0.080 1.900 -0.667 -0.098 
13 -0.240 -0.339 -0.206 -0.163 0.141 -0.195 -0.667 1.989 0.065 
14 0.025 -0.081 0.016 -0.208 -0.026 -0.289 -0.098 0.065 1.143 
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4. 各設問の平均値を組込関数「AVERAGE」により求め、その差と和を求める（「表 12：
商学科と英語科の平均差と和」参照）。 
表 12：商学科と英語科の平均差と和 
 1 2 5 9 10 11 12 13 14 
商学科 2.235 2.661 2.557 1.313 1.148 1.339 3.191 3.157 1.696 
英語科 2.516 2.914 2.978 3.011 2.097 2.892 2.656 2.849 2.043 
差 -0.281 -0.253 -0.422 -1.698 -0.949 -1.553 0.535 0.307 -0.347 
和
（ ）}{ iy  
4.751 5.575 5.535 4.324 3.245 4.232 5.847 6.006 3.739 
5. 表 11の逆行列と表 12の平均差のベクトル積を組込関数「MMULT」により求め線形
判別関数の係数を求める（「表 13：線形判別関数の係数」参照）。 
6. 最後に、定数項を以下の式により求める（「表 13：線形判別関数の係数」参照）。 
∑= ii yaa 210  
表 13：線形判別関数の係数 
 1 2 5 9 10 11 12 13 14 定数項 
係数
（ ） }{ ia
-0.078 -0.302 -0.514 -1.236 0.119 -1.587 1.196 0.917 0.404 1.282 
これらの手順により、線形判別関数は、 
282.1404.0917.0196.1587.1
119.0236.1514.0302.0078.0
14131211
109521
++++−
+−−−−=
xxxx
xxxxxz  
となる。ここで、zは判別得点であり、各 は設問番号( )に対するアンケート結果である。
さらに、上記式で得られた判別得点
ix i
zは、正の場合商学科を示し、負の場合英語科を示す
ことになる。 
この線形判別関数よりアンケート結果を判別すると「表 14：判別結果 1」のとおりであ
り、判別的中の確率は 90%となる（「表 15：判別的中の確率 1」参照）。 
表 14：判別結果 1 
 人数（人） 商学科と判別（人） 英語科と判別（人） 
商学科の学生 115 101 14 
英語科の学生 93 7 86 
 
表 15：判別的中の確率 1 
商学科の学生 英語科の学生 学生全体 
88% 92% 90% 
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よって、この線形判別関数による判別精度はよいことがわかる。また、相関比(10)を求め
ると 0.578となり、これによっても判別精度がよいことがわかる。 
 
 
7. 重回帰分析 
 
ここでは、変数選択後のアンケート結果の判別分析を重回帰分析による方法で学科の判
別を行っていく。 
以下に、Excelを用いての実際の分析を示す(11)。 
1. 目的変数を数値化する。 
である
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は商学科の学生数
ここで
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2. 分析ツールの「回帰分析」を実行し、分析結果を求める（「表 16：回帰分析結果」参
照）。 
表 16：回帰分析結果 
 係数 標準誤差 t P-値 
切片 0.103 0.111 0.927 0.355 
1 -0.008 0.035 -0.236 0.814 
2 -0.031 0.032 -0.987 0.325 
5 -0.054 0.028 -1.948 0.053 
9 -0.129 0.029 -4.423 0.000 
10 0.012 0.030 0.404 0.687 
11 -0.166 0.028 -5.951 0.000 
12 0.125 0.030 4.107 0.000 
13 0.096 0.032 3.024 0.003 
14 0.042 0.024 1.730 0.085 
これらの手順により、回帰式（判別式）は、 
103.0042.0096.0125.0166.0
012.0129.0054.0031.0008.0
14131211
109521
++++−
+−−−−=
xxxx
xxxxxy  
となる。ここで、 は予測値であり、各 は設問番号( i )に対するアンケート結果である。
さらに、上記式で得られた予測値 は、正の場合商学科を示し、負の場合英語科を示すこ
とになる。 
y ix
y
また、予測値によりアンケート結果を判別すると「表 17：判別結果 2」のとおりであり、
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判別的中の確率は 88%となる（「表 18：判別的中の確率 2」参照）。 
表 17：判別結果 2 
 人数（人） 商学科と判別（人） 英語科と判別（人） 
商学科の学生 115 96 19 
英語科の学生 93 6 87 
 
表 18：判別的中の確率 2 
商学科の学生 英語科の学生 学生全体 
83% 94% 88% 
よって、この回帰式による判別精度もよいことがわかる。また、次の回帰統計も同時に
得られるので、これによっても寄与率が 0.5 以上となっており判別精度がよいといえる(12) 
（「表 19：回帰統計」参照）。 
表 19：回帰統計 
重相関 R（重相関係数） 0.761 
重決定 R2（寄与率） 0.578 
補正 R2（自由度調整済み寄与率） 0.559 
標準誤差（残差の標準偏差） 0.331 
観測数 208 
さらに、同時に得られた分散分析表(13)からも、信頼度 95%のF値である 1.927 よりも「観
測された分散比」が大きいので、分析精度がよいといえる（「表 20：分散分析表」参照）。 
表 20：分散分析表 
 自由度 変動 分散 観測された
分散比 
回帰 9 29.740 3.304 30.181 
残差 198 21.678 0.109  
合計 207 51.418   
 
 
8. まとめ 
 
線形判別関数を求める方法と重回帰分析により回帰式を求める方法の二種類の判別分析
を行った結果、二つとも十分に満足行く結果が得られた。ここで得られた線形判別関数 
282.1404.0917.0196.1587.1
119.0236.1514.0302.0078.0
14131211
109521
++++−
+−−−−=
xxxx
xxxxxz
 
－102－ 
アンケート調査におけるデータ分析 
と回帰式 
103.0042.0096.0125.0166.0
012.0129.0054.0031.0008.0
14131211
109521
++++−
+−−−−=
xxxx
xxxxxy
 
の二つの式の係数から判断できるのは、 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
科に重みがある係数が負の場合は英語
科に重みがある係数が正の場合は商学  
という点である。 
また、重回帰分析で得られたt値が 2以上の変数は、学科判別を行う上での重要なポイ
ントとなる(14)。 さらに上記二式の係数の大きさを考慮して、それらの変数から学科判別
を行ううえで重要な設問を「表 21：学科間の重み」に選び出した。ここで、設問番号は対
応する変数に対する係数の大きい順に並べ替えを行っているため、上にあるほうが商学科
の重みが大きく、下にあるほうが英語科の重みが大きくなる。 
表 21：学科間の重み 
設問番号( i ) 設問内容( ) ix 学科の重み 
12 パソコン教室がある 商学科 
13 めざす資格が取れる 商学科 
5 コース制が魅力的である 英語科 
9 外国に留学できる 英語科 
11 外国語教育を重視している 英語科 
これらの結果により、商学科の学生は「パソコン教室」・「資格」というキーワード、英
語科の学生は「外国語教育」・「留学」・「コース制」というキーワードが入学を決定するに
あたって重要視されているといえる。 
最後に、判別分析はサンプルがどのグループに属するかを決定する分析であるが、それ
以外にも、判別結果からグループ判別を行う上で重要な変数を決定することも可能である
ことがわかる。また、この分析を毎年続けることにより、入学生の変化の状態も知ること
ができるようになる。 
 
 
注 
 
(1) エス・ピー・エス・エス株式会社の製品である。詳しくは、「http://www.spss.co.jp/」参照のこと。 
(2) 株 式 会 社 サ ス イ ン ス テ ィ チ ュ ー ト ジ ャ パ ン の 製 品 で あ る 。 詳 し く は 、
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「http://www.sas.com/offices/asiapacific/japan/」参照のこと。 
(3) マイクロソフト株式会社の製品である。詳しくは、「http://www.microsoft.com/japan/」参照のこと。 
(4) 詳しくは、「多変量解析の実践（上）、菅 民郎、現代数学社、1993 年 12 月 10 日、P.88」を参照の
こと。 
(5) 詳しくは、「すぐわかる統計解析、石村 貞夫、東京図書、1994年 2月 28日、P.162」を参照のこと。 
(6) 詳しくは、「すぐわかる統計解析、石村 貞夫、東京図書、1994年 2月 28日、P.139」を参照のこと。 
(7) 検定方法は、「すぐわかる EXCEL によるアンケート調査・集計・解析、内田 治、東京図書、1998
年 4月 10日、P.174」を参照した。 
(8) 検定方法は、「すぐわかる統計処理、石村 貞夫、東京図書、1994年 5月 25日、P.36」を参照した。 
(9) この分析は、「Excel でやさしく学ぶ多変量解析、室 淳子、石村 貞夫、東京図書、1999 年 7 月 26
日、P.141」を参考にした。 
(10) 相関比については、「多変量解析の実践（上）、菅 民郎、現代数学社、1993年 12月 10日、P.107」
を参照のこと。 
(11) この分析は、「すぐわかる EXCELによる多変量解析、内田 治、東京図書、1996年 9月 30日、P.112」
を参考にした。 
(12) 分析精度については、「多変量解析の実践（上）、菅 民郎、現代数学社、1993年 12月 10日、P.35」
を参照のこと。 
(13) 分散分析表については、「多変量解析の実践（上）、菅 民郎、現代数学社、1993年 12月 10日、P.40」
を参照のこと。 
(14) 詳しくは、「すぐわかる EXCELによる多変量解析、内田 治、東京図書、1996年 9月 30日、P.86」
を参照のこと。 
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