Abstract. Exchanges of carbon, water and energy between the land surface and the atmosphere are monitored by eddy covariance technique at the ecosystem level. Currently, the FLUXNET database contains more than 500 registered sites, and up to 250 of them share data (free fair-use data set). Many modelling groups use the FLUXNET data set for evaluating ecosystem models' performance, but this requires uninterrupted time series for the meteorological variables used as input. Because original in situ data often contain gaps, from very short (few hours) up to relatively long (some months) ones, we develop a new and robust method for filling the gaps in meteorological data measured at site level. Our approach has the benefit of making use of continuous data available globally (ERA-Interim) and a high temporal resolution spanning from 1989 to today. These data are, however, not measured at site level, and for this reason a method to downscale and correct the ERA-Interim data is needed. We apply this method to the level 4 data (L4) from the La Thuile collection, freely available after registration under a fair-use policy. The performance of the developed method varies across sites and is also function of the meteorological variable. On average over all sites, applying the bias correction method to the ERA-Interim data reduced the mismatch with the in situ data by 10 to 36%, depending on the meteorological variable considered. In comparison to the internal variability of the in situ data, the root mean square error (RMSE) between the in situ data and the unbiased ERA-I (ERA-Interim) data remains relatively large (on average over all sites, from 27 to 76 % of the standard deviation of in situ data, depending on the meteorological variable considered). The performance of the method remains poor for the wind speed field, in particular regarding its capacity to conserve a standard deviation similar to the one measured at FLUXNET stations.
Introduction
In the late 1970s and early 1980s, exchanges of carbon, water and energy between the land surface and the atmosphere began to be monitored by the eddy covariance technique at the ecosystem level (Desjardins and Lemon, 1974; Anderson et al., 1984; Anderson and Verma, 1986; Ohtaki, 1984; Desjardins et al., 1984; Baldocchi, 2003 , for a review). Since this period, several networks of eddy sites have been built, on regional or continental scales: Euroflux in 1996 for Europe Valentini et al., 2000) , AmeriFlux in 1997 for North America (Running et al., 1999) , AsiaFlux in 1999 for Asia (Kim et al., 2009 ) and OzFlux in early 2000 for Australia. Currently most of these networks evolved in long-term research infrastructures, such as Integrated CarbonThese scientific goals have been largely achieved by several publications; examples of other studies published in the last years are Jung et al. (2010) , Teuling et al. (2010) , Beer et al. (2010) , Stoy et al. (2009) and Mahecha et al. (2010) .
Many modelling groups have also used the FLUXNET data set for evaluating models' performance at simulating energy, water and carbon exchanges between the surface and the atmosphere. Krinner et al. (2005) evaluate the temporal dynamics (mainly the mean diurnal cycle) of the sensible heat, latent heat, net ecosystem exchange (NEE) and net radiation simulated by the Organising Carbon and Hydrology In Dynamic Ecosystems (ORCHIDEE) model against ∼ 30 flux sites across the globe. The community land model (CLM) has been evaluated at 15 FLUXNET sites focusing mainly at the seasonal variability of the latent and sensible heat, the NEE and the GPP (gross primary productivity) (Stöckli et al., 2008) . They also make use of the evaluation against FLUXNET data as a way of benchmarking several versions of the CLM model. Similarly, Boussetta et al. (2013) use 35 FLUXNET sites for evaluating and benchmarking the Carbon Tiled ECMWF Scheme for Surface Exchanges over Land (CTESSEL) and Carbon Hydrology Tiled ECMWF Scheme for Surface Exchanges over Land (CHT-ESSEL) models, looking at the seasonal cycle of the latent and sensible heat, of the NEE and of its components (GPP and total ecosystem respiration (TER)), an analysis extended also to other models by Balzarolo et al. (2014) , who looked also at the functional relationships (e.g. GPP-radiation or respiration-temperature) in the data and in the models. Blyth et al. (2010) focus on the evaluation of the evapotranspiration simulated by the Joint UK Land Environment Simulator (JULES) model against 10 FLUXNET sites on annual, seasonal, weekly and diurnal timescales.
In most of these studies, where models are evaluated against in situ FLUXNET data, the attempt is to assess the intrinsic performance of the models and to diagnose a model's parameterization errors or missing processes in the models. Consequently, one wants to make use of meteorological data measured at the FLUXNET sites, jointly with the flux data, to force the models in such a way that errors due to inaccurate meteorological forcing data are avoided. To complement this aim, other studies such as Zhao et al. (2012) examine how errors in meteorological variables impact simulated ecosystem fluxes at FLUXNET sites by using several reanalysis (SAFRAN (Système d'Analyse Fournissant des Renseignements Atmosphériques à la Neige), REMO (Regional Model), ERA-Interim) and in situ data sets.
While models require uninterrupted time series for the meteorological variables used as input, original in situ data often contain gaps, from very short (few hours) up to relatively long (some months) ones. The reasons why meteorological data are missing are few compared to those for flux data (Baldocchi et al., 2001 ). In the case of meteorological data, gaps are mainly due to calibration and maintenance operations or system breakdown, in particular in remote sites powered by solar panels. These gaps prevent the use of original in situ meteorological data directly as inputs to the models. A gapfilling procedure using adequate methods is consequently needed.
In some of studies, simple gapfilling methods have been developed. For instance, in Blyth et al. (2010) , "gap filling involved, for each precise time step that was missing, using the average of values from other years at the same time step". In Stöckli et al. (2008) , "up to two month long successive gaps were filled by applying a 30 day running mean diurnal cycle forwards and backwards through the yearly time series. Years with more than 2 month of consecutive missing data were not used".
For long gaps, these simple methods may have strong limitations. Even if the evaluation of the modelled fluxes is only performed when in situ meteorological data are available, for some processes accounting for lag effects, periods where no in situ meteorological data are available may have an important impact on modelled fluxes over later periods, when meteorological data are available.
Other studies develop more sophisticated gapfilling procedures. For example methods, such as artificial neural networks or look-up tables, that are based on the relations between variables, such as the one presented in Papale (2012) , and that are generally applied to fill gaps in the fluxes can be successfully used also for gaps in meteorological data. The problem is, however, that often during gap periods in meteorological data, all the variables are missing and so these methods cannot be applied. Krinner et al. (2005) used the ECMWF ERA15 1×1 degree reanalysis for gapfilling the incoming short-wave radiation and weather stations nearby the FLUXNET sites for the other meteorological fields needed for running the ORCHIDEE model.
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The main limitations of these more sophisticated gapfilling methods are the lack of tools for evaluating their performances and a non-standardized application.
To overcome these limitations, we develop a new, robust and powerful method, making use of the ERA-Interim reanalysis for filling the gaps in meteorological data measured at FLUXNET sites. This approach has the benefit of making use of continuous data available globally (ERA-Interim) and a high temporal resolution spanning from 1989 to today. The ERA-Interim reanalysis performs well in simulating most of the atmospheric variables that are used for the gapfilling method presented here (Dee et al., 2011) , but precipitation is overestimated in tropical areas (Dee et al., 2011; Balsamo et al., 2015) compared to observation-based estimates of the GPCP (Global Precipitation Climatology Project; Adler et al., 2003) . Zhao et al. (2012) and Balzarolo et al. (2014) have shown that using raw ERA-Interim data instead of local atmospheric observations has little or no impact on the scores of the simulations of a land surface model with respect to local observations of CO 2 and energy fluxes. However, the good performance is partly explained by the fact that internal model errors may compensate for the errors contained in the ERA-Interim data (Zhao et al., 2012) . Beyond the quality of the simulated fluxes, the most important thing is to use data for the gapfilling method that are consistent with the original in situ data. In this respect, diagnosed bias against in situ data should be removed. For this reason a method to downscale and correct the ERA-Interim data is needed. The overall objective of the present paper is to describe in detail the method and tools used to fill the gaps and evaluate the results, estimating error and uncertainty in the gapfilled data.
We first present the data sets used (the FLUXNET data set and the ERA-Interim reanalysis) and the methods developed for filling the gaps. We then present the results of our gapfilling procedure for the overall fair-use data set of FLUXNET sites and discuss the potential use of this method for the ecosystem modelling community and its main limitations.
Methods

FLUXNET data set
We use level 4 data (L4) from the La Thuile collection (http: //www.fluxdata.org), based on a fair-use policy, as available in August 2013 (153 sites). Half-hourly values of air temperature (Ta_f; • C), global radiation (Rg_f; W m −2 ), vapour pressure deficit (VPD_f; hPa), wind horizontal speed (WS_f; m s −1 ), precipitation (Precip_f; mm timestep −1 ) and incoming longwave radiation (LWin; W m −2 ) are the six meteorological variables that will be gapfilled. These data were quality controlled and then gapfilled using a look-up table. For this reason we selected only original measured data (qc = 0), setting all the other half-hours (qc > 0) as missing values.
FLUXNET data are given in Coordinated Universal Time (UTC). The time (z, expressed in relation to UTC) of many FLUXNET sites can be found at http://www.fluxdata. org/DataInfo/Dataset20Doc20Lib/CommonAnc.aspx. At the same address, coordinates (latitude and longitude) of each site are also available.
The variables are classified into two main groups:
1. instantaneous: this group includes air temperature, vapour pressure deficit and wind speed, which are state variables where the instantaneous measurement is relevant as is;
2. averaged: includes the radiation and the precipitation where the relevant value is a flux measured over a time range.
Timestamps in the data indicate the time of measurement in the case of "instantaneous" variables, and in the case of "averaged" variables, the end of the averaging period, which is, in general, 30 min (i.e. first data in the year are for 01 January; 00:30 for the instantaneous variables and for 01 January; 00:00-00:30 for the averaged variables).
ERA-Interim reanalysis
The ERA-Interim (ERA-I) is the latest reanalysis (Dee et al., 2011) from the European Centre for Medium-range Weather Forecast (ECMWF). It is available from 1989 to the present, on a regular grid (0.7 • ), at a 3-hourly time resolution. In such a reanalysis, time is expressed in UTC + 0 over all the globe. The ERA-I variables that we use are the temperature at 2 m (t2m, K), the surface solar radiation downwards (Sw; W m −2 ), the dew point temperature at 2 m (dt2m; K), the U and V components of the wind speed at 10 m (u10 and v10; m s −1 ), the total precipitation (Pr; metres of water per time step) and the surface thermal radiation downwards (Lw; W m −2 ). Similarly to the FLUXNET data set, the timestamp indicates the time of the instantaneous measurement or the end of the averaging period for the averaged variables (i.e. first data in the year are for 01 January; 03:00 for the instantaneous variables and for 01 January; 00:00-03:00 for the averaged variables).
Gapfilling procedure 2.3.1 Harmonizing variables' units
We first change the units of some ERA-I variables to agree with FLUXNET units: t2m from K to • C and Pr from m to mm. A vapour pressure deficit inferred from dt2m and t2m, labelled VPD_erai (hPa), is also calculated for comparison with VPD_f such that
with e (hPa) being the vapour pressure and e sat (hPa) the saturation vapour pressure.
The Magnus-Tetens relationship (Murray, 1967 ) is used to calculate e and e sat :
and e sat = a exp b × t2m t2m − c ,
with dt2m and t2m expressed in • C and a, b and c being three constants (a = 6.11 × 10 −2 ; b = 21.874 if t2m < 0 else 17.269; c = 265.49 if t2m < 0 else 237.29).
Harmonizing variables' time periods
In order to compare ERA-I and FLUXNET data at similar time steps, original FLUXNET meteorological variables, denoted by F , are re-indexed from the FLUXNET (half-hourly resolution) to the ERA-I (3-hourly resolution) time grid, taking into consideration differences in time zone. For the instantaneous fields (Ta_f, VPD_f, and WS_f), the re-indexed variable denoted F E is defined by the following pseudo-algorithm (Alg. 1).
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Harmonizing variables' time periods
In order to compare ERA-I and FLUXNET data at similar time steps, original FLUXNET meteorological variables, denoted F , are re-indexed from the FLUXNET (half-hourly resolution) to the ERA-I (three-hourly resolution) time grid, taking into consideration differences in time zone. For the instantaneous fields (Ta_f, VPD_f, WS_f and Pa_f), the re-indexed variable denoted F E is defined by the following pseudo-algorithm (Alg. 1). Algorithm 1
where n F and n E are the length (expressed in number of values) of the FLUXNET and ERA-I time series respectively, r F and r E , the time resolution (expressed in hours) of the FLUXNET and ERA-I time series respectively and z the difference in local time respect to UTC.
When F j is not defined (j < 1 or j > n F ), the associated F E,j variable is set to −9999 as a missing value.
In the Appendix is given an application of each pseudoalgorithm defined in this paper for a site located in time zone UTC + 2.
For the averaged fields (Rg_f, Precip_f and LWin), the reindexed variable is defined by Alg. (2). Algorithm 2
When an element F k is not defined (k < 1 or k > n F ) or is defined as missing value (−9999), the associated F E,j variable is set to −9999 as a missing value.
De-biasing the ERA-I data
We denote the original ERA-I meteorological data, E. In order to correct for the observed bias between E and F E , the slope (s) and the intercept (i) of the linear regression of F E against E are used. The de-biased ERA-I meteorological data is denoted E d and calculated as followed, for all fields except the precipitation field:
For the Global Radiation and Wind Speed fields, when calculating the regression coefficients of the linear relationship, we force the intercept to 0 in order to avoid of having possibly negative radiations, or too flat regression slope for Wind Speed.
For the Precipitation field, we do not expect that the timing of precipitations in the ERA-I dataset is accurate enough, for using the linear regression between F E and E as a way to de-bias E. Instead, we simply use the ratio of the sum of the elements of F E over the sum of the elements of E, denoted f . f is written as:
The de-biased Precipitation field of the ERA-I dataset, E d , is then defined as
Reconstructing a diurnal cycle to the ERA-I data
In order to use the de-biased meteorological fields of the ERA-I dataset to fill the gaps in the meteorological fields of the FLUXNET dataset, they need to be interpolated from the original 3-hourly time step to the half-hourly time step. For the instantaneous fields (all fields, except the Global Radiation, the Long Wave Radiation and the Precipitation fields), the 3-hourly data are simply linearly interpolated in order to reconstruct a diurnal cycle at a half-hourly resolution. The half-hourly de-biased field of ERA-I dataset is denoted E d F and is written as: Algorithm 3
The Global Radiation field is distributed as a function of the solar angle, based on a code initially developed by J. C. Morrill within the frame of the GSWP (Dirmeyer, 2011) and used in the ORCHIDEE model (Krinner et al., 2005) for instance (http://dods.ipsl.jussieu.fr/orchidee/DOXYGEN/ webdoc/d1/db6/solar_8f90_source.html). The solar angle is a function of the longitude and latitude (lon, lat), the day of the year (doy) and the hour (hour in UTC + 0 time). The solar angle is denoted α(lon,lat,doy,hour) that we will restrict in the following to α(hour).
For the global radiation, E d F is defined as the corresponding E d value, weighted by the ratio of the current solar angle to the mean solar angle over the 3-h time period (over which the E d value is defined). E d F is written as:
Here, n F and n E are the length (expressed in the number of values) of the FLUXNET and ERA-I time series, respectively, r F and r E are the time resolution (expressed in hours) of the FLUXNET and ERA-I time series, respectively, and z is the difference in local time with respect to UTC.
The Appendix gives an application of each pseudoalgorithm defined in this paper for a site located in time zone UTC + 2.
For the averaged fields (Rg_f, Precip_f and LWin), the re-indexed variable is defined by Alg. (2). 
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De-biasing the ERA-I data
We denote the original ERA-I meteorological data, E. In order to correct for the observed bias between E and F E , the For the Global Radiation and Wind Speed fields, when calculating the regression coefficients of the linear relationship, we force the intercept to 0 in order to avoid of having possibly negative radiations, or too flat regression slope for Wind Speed.
The de-biased Precipitation field of the ERA-I dataset, E d , is then defined as E d = f E.
Reconstructing a diurnal cycle to the ERA-I data
The Global Radiation field is distributed as a function of the solar angle, based on a code initially developed by J. C. Morrill within the frame of the GSWP (Dirmeyer, 2011) and used in the ORCHIDEE model (Krinner et al., 2005) for instance (http://dods.ipsl.jussieu.fr/orchidee/DOXYGEN/ webdoc/d1/db6/solar_8f90_source.html). The solar angle is a function of the longitude and latitude (lon, lat), the day of the year (doy) and the hour (hour in UTC + 0 time).
De-biasing the ERA-I data
We denote the original ERA-I meteorological data by E. In order to correct for the observed bias between E and F E , the slope (s) and the intercept (i) of the linear regression of F E against E are used. The de-biased ERA-I meteorological data is denoted E d and calculated as follows, for all fields except the precipitation field:
For the global radiation and wind speed fields, when calculating the regression coefficients of the linear relationship, we force the intercept to 0 in order to avoid having possibly negative radiation or too flat a regression slope for wind speed.
For the precipitation field, we do not expect that the timing of precipitations in the ERA-I data set is accurate enough for the linear regression between F E and E to be used as a way to de-bias E. Instead, we simply use the ratio of the sum of the elements of F E over the sum of the elements of E, denoted as f . f is written as
The de-biased precipitation field of the ERA-I data set, E d , is then defined as E d = f E.
Reconstructing a diurnal cycle to the ERA-I data
In order to use the de-biased meteorological fields of the ERA-I data set to fill the gaps in the meteorological fields of the FLUXNET data set, they need to be interpolated from the original 3-hourly time step to the half-hourly time step. For the instantaneous fields (all fields, except for the global radiation, the longwave radiation and the precipitation fields), the 3-hourly data are simply linearly interpolated in order to reconstruct a diurnal cycle at a half-hourly resolution. The half-hourly de-biased field of the ERA-I data set is denoted E d F and is written as In order to compare ERA-I and FLUXNET data at similar time steps, original FLUXNET meteorological variables, denoted F , are re-indexed from the FLUXNET (half-hourly resolution) to the ERA-I (three-hourly resolution) time grid, taking into consideration differences in time zone. For the instantaneous fields (Ta_f, VPD_f, WS_f and Pa_f), the re-indexed variable denoted F E is defined by the following pseudo-algorithm (Alg. 1). Algorithm 1
De-biasing the ERA-I data
We denote the original ERA-I meteorological data, E. In order to correct for the observed bias between E and F E , the slope (s) and the intercept (i) of the linear regression of F E against E are used. The de-biased ERA-I meteorological data d For the Global Radiation and Wind Speed fields, when calculating the regression coefficients of the linear relationship, we force the intercept to 0 in order to avoid of having possibly negative radiations, or too flat regression slope for Wind Speed.
Reconstructing a diurnal cycle to the ERA-I data
d
The global radiation field is distributed as a function of the solar angle, based on a code initially developed by J. C. Morrill within the frame of the GSWP (Global Soil Wetness ProjectCE12; Dirmeyer, 2011) and used, for example, in the ORCHIDEE model (Krinner et al., 2005) Please note the remarks at the end of the manuscript.
Earth Syst. Sci. Data, 7, 1-15, 2015 www.earth-syst-sci-data.net/7/1/2015/ where nE (n F ) is the length expressed in the number of values of the ERA-I (FLUXNET) time series, r E (r F ) the time resolution expressed in hours of the ERA-I (FLUXNET) time series and z the difference in local time from UTC. When F j is not defined (j < 1 or j > n F ), the associated F E,j variable is set to −9999 as a missing value.
Appendix A gives an application of each pseudo-algorithm defined in this paper for a site located in time zone UTC + 2.
For the averaged fields (Rg_f, Precip_f and LWin), the re-indexed variable is defined by Alg. (2).
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17.269; c = 265.49 if t2m < 0 else 237.29).
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or is defined as missing value (−9999), the associated F E,j variable is set to −9999 as a missing value.
De-biasing the ERA-I data
Reconstructing a diurnal cycle to the ERA-I data
In order to use the de-biased meteorological fields of the ERA-I dataset to fill the gaps in the meteorological fields of the FLUXNET dataset, they need to be interpolated from the original 3-hourly time step to the half-hourly time step. For the instantaneous fields (all fields, except the Global Radiation, the Long Wave Radiation and the Precipitation fields), the 3-hourly data are simply linearly interpolated in order to reconstruct a diurnal cycle at a half-hourly resolution. The half-hourly de-biased field of ERA-I dataset is denoted E d F and is written as:
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For the averaged fields (Rg_f, Precip_f and LWin), the re-indexed variable is defined by Alg. (2). In order to compare ERA-I and FLUXNET data at similar time steps, original FLUXNET meteorological variables, denoted F , are re-indexed from the FLUXNET (half-hourly resolution) to the ERA-I (three-hourly resolution) time grid, taking into consideration differences in time zone. For the instantaneous fields (Ta_f, VPD_f, WS_f and Pa_f), the re-indexed variable denoted F E is defined by the following pseudo-algorithm (Alg. 1). Algorithm 1
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The de-biased precipitation field of the ERA-I data set, E d , is then defined as
In order to use the de-biased meteorological fields of the ERA-I data set to fill the gaps in the meteorological fields of the FLUXNET data set, they need to be interpolated from the original 3-hourly time step to the half-hourly time step. For the instantaneous fields (all fields, except for the global radiation, the longwave radiation and the precipitation fields), the 3-hourly data are simply linearly interpolated in order to reconstruct a diurnal cycle at a half-hourly resolution. The half-hourly de-biased field of the ERA-I data set is denoted E d F and is written as 
Harmonizing variables' time periods
De-biasing the ERA-I data
Reconstructing a diurnal cycle to the ERA-I data
Earth Syst. Sci. Data, 7, 1-13, 2015 www.earth-syst-sci-data.net/7/1/2015/
Earth Syst. Sci. Data, 7, 1-15, 2015 www.earth-syst-sci-data.net/7/1/2015/ Here, n F and n E are the length (expressed in the number of values) of the FLUXNET and ERA-I time series, respectively, r F and r E are the time resolution (expressed in hours) of the FLUXNET and ERA-I time series, respectively, and z is the difference in local time with respect to UTC. When F j is not defined (j < 1 or j > n F ), the associated F E,j variable is set to −9999 as a missing value.
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The global radiation field is distributed as a function of the solar angle, based on a code initially developed by J. C. Morrill within the frame of the GSWP (Global Soil Wetness Project CE12 ; Dirmeyer, 2011) and used, for The global radiation field is distributed as a function of the solar angle, based on a code initially developed by J. C. Morrill within the frame of the GSWP (Global Soil Wetness Project; Dirmeyer, 2011) and used, for example, in the ORCHIDEE model (Krinner et al., 2005) (http://dods.ipsl.jussieu.fr/orchidee/DOXYGEN/webdoc/d1/ db6/solar_8f90_source.html). The solar angle is a function of the longitude and latitude (long, lat), the day of the year (doy) and the hour (hour in UTC + 0). The solar angle is denoted α(long,lat,doy,hour); in the following, we will reduce this to α(hour). For the global radiation, E d F is defined as the corresponding E d value, weighted by the ratio of the current solar angle to the mean solar angle over the 3-h time period (over which the E d value is defined). E d F is written as (doy) and the hour (hour in UTC + 0). The solar angle is denoted α(long,lat,doy,hour); in the following, we will reduce this to α(hour)
Algorithm 4
The Incoming Longwave Radiation field is assumed to be uniformly distributed and consequently E d F is written as:
For the precipitation field, a mean number of hours of precipitation (h) over a 3-h rainy period was calculated using the FLUXNET dataset and used to distribute the precipitations. In this case, E d F was written as: Algorithm 5
Statistics used for evaluating the gapfilling method
In order to evaluate the gapfilling method, we compare, for each meteorological variable at each site, the E d time-serie to the in-situ time serie F E . We also make use of the original ERA-I dataset, E.
We use first the Root Mean Square Error (RMSE) and the Standard Deviation (SD) into two appropriate metrics in order to evaluate how the gapfilling method performs:
The error reduction enables to know how the bias correction applied to the ERA-I data contributes to improve the fit to the in-situ data. An error reduction of 50 % means that the bias correction cancels 50 % of the initial model/data mismatch. An error reduction of 0 % means that the ERA-I time series has no systematic error but only randomly-distributed errors. The relative error shows how the Root Mean Square Error between the in-situ data and the un-biased ERA-I data compares with the Standard Deviation of the in-situ data. It helps to compare the error to the internal variability of the in-situ data.
We also evaluate how the Standard Deviation of the ERAinterim products before and after correction differ from the one of the FLUXNET dataset by calculating normalized standard deviations (SD(E)/SD(F E ) and SD(E d )/SD(F E ), respectively) in order to evaluate how much the data variability is maintained.
Last, we specifically evaluate the diurnal cycle interpolated from the 3-hourly de-biased meteorological fields of the ERA-I dataset. To this end, two new time-series have been constructed from F and E d F , by removing their daily mean values. The correlation between these two time-series of "anomaly" is calculated at each site, as well as the standard deviation of the time-serie inferred from the ERA-I dataset, normalized to the standard deviation of the one inferred from the FLUXNET dataset.
Results and discussion
De-biasing ERA-interim time-series
The Mean Error Reduction for Air Temperature over all sites equals 14 % (Fig. 1) . Scores vary significantly across sites. For most sites, the Mean Error Reduction is less than 40 % (Fig. 1) , showing that most of the downscaled/measured data mismatch is due to non-systematic bias that our correction approach cannot account for. Sites for which the Error Reduction is higher than 40 % (IT-LMa, IT-Col, IT-Pia, ES-ES1, ES-ES2 and AT-Neu, Fig. 1 . This is probably due to a shift in the in-situ Air-Temperature timestamp, which leads to an important dephasing between FLUXNET and ERA-interim time-series, at infra-daily time scale.
The Error Reduction for VPD signal is of the same order of the one obtained for Air Temperature (mean value of 14 %, maximum of up to 60 %) but the Relative Error is much larger (mean value of 52 %) with only few sites having a Relwww.earth-syst-sci-data.net/7/1/2015/ Earth Syst. Sci. Data, 7, 1-13, 2015 Algorithm 4
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Results and discussion
De-biasing ERA-interim time-series
The Mean Error Reduction for Air Temperature over all sites equals 14 % (Fig. 1) . Scores vary significantly across sites. For most sites, the Mean Error Reduction is less than 40 % (Fig. 1) , showing that most of the downscaled/measured data mismatch is due to non-systematic bias that our correction approach cannot account for. Sites for which the Error Reduction is higher than 40 % (IT-LMa, IT-Col, IT-Pia, ES-ES1, ES-ES2 and AT-Neu, Fig. 1 ) are mountain sites or located near the cost, locations where the meteorological local conditions (as seen by the meteorological stations at FLUXNET sites) and the one provided by ERA-interim may vary the most.
The Mean Relative Error varies across sites from low values (13 % for RU-Ha2 and CA-NS3) to up to 50 % or more (BW-Ghg, BW-Ghm, BR-Sa3, ID-Pag, US-Wi7). Sites where the Relative Error is low are located in continental regions where the Air Temperature varies largely (more than 40 • C) from winter to summer period leading to a very large standard deviation of the Air Temperature signal. Oppositely, BR-Sa3 and ID-Pag are sites where the month-to-month variations of Ta are less than 4 • C. The two sites in Botswana have too few data (only in April 2003) for getting a significant standard deviation of the Air Temperature signal. Indeed, US-Wi7 is the only site where the high Relative Error is due to a very high RMSE (5.4 • C after bias correction). This is probably due to a shift in the in-situ Air-Temperature timestamp, which leads to an important dephasing between FLUXNET and ERA-interim time-series, at infra-daily time scale.
The Error Reduction for VPD signal is of the same order of the one obtained for Air Temperature (mean value of 14 %, maximum of up to 60 %) but the Relative Error is much larger (mean value of 52 %) with only few sites having a Relwww.earth-syst-sci-data.net/7/1/2015/ Earth Syst. Sci. Data, 7, 1-13, 2015
Statistics used for evaluating the gapfilling method
In order to evaluate the gapfilling method, we compare the E d time series to the in situ time series F E for each meteorological variable at each site. We also make use of the original ERA-I data set, E.
We use first the root mean square error (RMSE) and the standard deviation (SD) in two appropriate metrics in order to evaluate how the gapfilling method performs:
The error reduction enables to know how the bias correction applied to the ERA-I data contributes to improving the fit to the in situ data. An error reduction of 50 % means that the bias correction cancels 50 % of the initial model-data mismatch. An error reduction of 0 % means that the ERA-I time series has no systematic error but only randomly distributed errors. The relative error shows how the root mean square error between the in situ data and the unbiased ERA-I data compares with the standard deviation of the in situ data. It helps to compare the error to the internal variability of the in situ data. We also evaluate how the standard deviation of the ERA-Interim products before and after correction differs from the one of the FLUXNET data set by calculating normalized standard deviations (SD(E)/SD(F E ) and SD(E d )/SD(F E ) CE13 , respectively) in order to evaluate how much the data variability is maintained.
Lastly, we specifically evaluate the diurnal cycle interpolated from the 3-hourly de-biased meteorological fields of the ERA-I data set. To this end, two new time series have been constructed from F and E d F by removing their daily mean values. The correlation between these two "anomalous" time series are calculated at each site, as is the standard deviation of the time series inferred from the ERA-I data set, normalized to the standard deviation of the one inferred from the FLUXNET data set.
Please note the remarks at the end of the manuscript.
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helps to compare the error to the internal variability of the in-situ data. We also evaluate how the Standard Deviation of the ERAinterim products before and after correction differ from the one of the FLUXNET dataset by calculating normalized standard deviations (SD(E)/SD(F E ) and SD(E d )/SD(F E ), respectively) in order to evaluate how much the data variability is maintained.
Last, we specifically evaluate the diurnal cycle interpolated from the 3-hourly de-biased meteorological fields of Algorithm 5
Statistics used for evaluating the gapfilling method
The error reduction enables to know how the bias correction applied to the ERA-I data contributes to improving the fit to the in situ data. An error reduction of 50 % means that the bias correction cancels 50 % of the initial model-data mis-
In order to evaluate the gapfilling method, we compare the E d time series to the in situ time series F E for each meteorological variable at each site. We also make use of the original ERA-I data set, E. We use first the root mean square error (RMSE) and the standard deviation (SD) in two appropriate metrics in order to evaluate how the gapfilling method performs: The error reduction enables to know how the bias correction applied to the ERA-I data contributes to improving the fit to the in situ data. An error reduction of 50 % means that the bias correction cancels 50 % of the initial model-data mismatch. An error reduction of 0 % means that the ERA-I time series has no systematic error but only randomly distributed errors. The relative error shows how the root mean square error between the in situ data and the unbiased ERA-I data compares with the standard deviation of the in situ data. It helps to compare the error to the internal variability of the in situ data.
We also evaluate how the standard deviation of the ERAInterim products before and after correction differs from the one of the FLUXNET data set by calculating normalized standard deviations (SD(E) / SD(F E ) and SD(E d ) / SD(F E ), respectively) in order to evaluate how much the data variability is maintained.
Lastly, we specifically evaluate the diurnal cycle interpolated from the 3-hourly de-biased meteorological fields of the ERA-I data set. To this end, two new time series have been constructed from F and E d F by removing their daily mean values. The correlation between these two "anomaly" time series is calculated at each site, as is the standard deviation of the time series inferred from the ERA-I data set, normalized to the standard deviation of the one inferred from the FLUXNET data set. Figure 2 . Distribution across sites of the normalized standard deviation of the ERA-I data before (left) and after (right) bias correction for air temperature, vapour pressure deficit, wind speed, global radiation and longwave incoming radiation. The box extends from the lower (25 %) to upper quartile (75 %) values of the data, with a red line at the median. The whiskers extend from the box to show the range of the data within 1.5 × (25-75 %) data range. Outliers are marked by crosses beyond the end of the whiskers.
Results and discussion
De-biasing ERA-Interim time series
The mean error reduction for air temperature over all sites equals 14 % (Fig. 1) . Scores vary significantly across sites. For most sites, the error reduction is less than 40 % (Fig. 1) , showing that most of the mismatch between downscaled and measured data is due to non-systematic bias that our correction approach cannot account for. Sites for which the error reduction is higher than 40 % (IT-LMa, IT-Col, IT-Pia, ES-ES1, ES-ES2 and AT-Neu; Fig. 1 ) are mountain sites or located near the coast, locations where the meteorological local conditions (as recorded by the meteorological stations at FLUXNET sites) and meteorological conditions provided by ERA-Interim may vary the most.
The relative error varies across sites from low values (13 % for RU-Ha2 and CA-NS3) to up to 50 % or more (BW-Ghg, BW-Ghm, BR-Sa3, ID-Pag, US-Wi7). Sites where the relative error is low are located in continental regions where the air temperature varies significantly (by more than 40 • C) between the winter and summer period, leading to a very large standard deviation of the air temperature signal. Conversely, BR-Sa3 and ID-Pag are sites where the month-to-month variations in Ta are less than 4 • C. The two sites in Botswana have too few data (only in April 2003) to obtain a significant standard deviation of the air temperature signal. Indeed, USWi7 is the only site where the high relative error is due to a very high RMSE (5.4 • C after bias correction). This is probably due to a shift in the in situ air temperature timestamp, which leads to an important dephasing between FLUXNET and ERA-Interim time series on timescales shorter than a day.
The error reduction for the VPD (vapour pressure deficit) signal is of the same order as the one obtained for air temperature (mean value of 14 %, maximum of up to 60 %), but the relative error is much larger (mean value of 52 %), with only few sites having a relative error less than 40 %. The large relative error, which reflects the difficulty of correcting the ERA-Interim signal, might be partly due to the way we calculate VPD for ERA-Interim. It is inferred from the dt2m and t2m fields, which leads to the potential accumulation of the sources of errors from both of them.
Wind speed is the meteorological field for which the error reduction is the largest (mean value of 36 %). This large bias correction mainly reflects the fact that the reference heights at which the wind speed data are provided by ERA-interim (10 m) and measured at site level are different. Even though the error on wind speed is largely reduced, the remaining error after bias correction is still large, with a mean relative error over all sites of 76 % (minimum relative error is 40 % at NL-Haa, with an RMSE of less than 1 m s −1 ).
The mean error reduction over all sites for global radiation equals 11 % (with only 21 sites having an error reduction higher than 20 %). The global radiation is the field for which the mean error reduction is the lowest. The highest error reductions are obtained for the sites US-Wi7 and USWi8, whose global radiation values appear abnormally low, especially when compared to nearby sites such as US-Wi4 or US-Wi5. This could be due to a problem in the units of the original data or in the data processing and correction before their publication in the La Thuile collection. The relative error after bias correction for global radiation (mean value of 34 %) is of the same order as the one obtained for air temperature (mean value of 27 %), but it varies much less across sites.
The longwave incoming radiation has a mean error reduction and relative error similar to the VPD field (17 and 57 %, respectively), with large site-to-site variations. Figure 2 represents the normalized standard deviation (NSD) of the ERA-I products (Ta, VPD, WS, Rg and LWin) before and after the bias correction, and, consequently, it gives insights into how the de-biasing procedure impacts the internal variability of the meteorological fields Earth Syst. Sci. Data, 7, 157-171, 2015 www.earth-syst-sci-data.net/7/157/2015/ (in comparison with the measured variability). Overall, the bias correction tends to reduce the spread of the NSD across sites. This is especially true for the global radiation field. The mean NSD is not significantly modified by the bias correction for air temperature (mean NSD before correction of 0.91 compared to 0.87 after correction) and global radiation (1.06 compared to 0.93). By contrast, the bias correction impacts negatively on the NSD of the vapour deficit (mean NSD of 0.94 vs. 0.77), the wind speed (mean NSD of 0.98 vs. 0.65) and the longwave incoming radiation (mean NSD of 0.80 vs. 0.64) from ERA-I. These negative impacts show the limits of a bias correction method based on linear regression for meteorological fields for which the bias between FLUXNET and ERA-I data do not vary linearly.
Regarding the precipitation field, for which we only correct for the cumulative flux over the observation period, the error reduction can be large, both in terms of absolute and relative values. Figure 3 and Table B1 show the distribution across sites of the error on the mean annual precipitation (MAP) field when using ERA-Interim precipitation fields, in absolute values (mm yr −1 ) and relatively to the MAP measured locally at FLUXNET sites (%). At BR-Sa3, the observed value equals 1250 mm yr −1 while the ERA-Interim precipitation field equals 2500 mm yr −1 . Consequently, the error (1250 mm yr −1 ) is as large as the observed value (relative error of 100 %). Similarly, there are other sites where ERA-Interim largely overestimates the observed value: the CA-NS1-7 sites (relative error no less than 78 %), SK-Tat (177 %) and US-SP1 (156 %). By contrast, there are other sites where ERA-Interim underestimates the observed values: AU-How (41 %), AU-Tum (53 %), AU-Wac (59 %) and CZ-BK1 (60 %). Interestingly, for many of these sites where model and data disagree the most, the climatological mean (CM, as reported on the FLUXNET website) is in better agreement with the mean annual precipitation as estimated by ERA-Interim than with that from the observations: BR-Sa3 (CM = 2043 mm yr −1 ), CA-NS1-7 (CM = 500 mm yr −1 ), CZ-BK1 (CM = 1025 mm yr −1 ) and US-SP1 (CM = 1310 mm yr −1 ). This is probably due to an underestimation of the precipitation measurements at the FLUXNET sites, where the WMO standard methodology to measure the precipitation is not always used. In addition the precipitation value measured at sites in cold environments does not always include snow precipitation, leading to underestimation of the total values. On average, over all sites, the mean relative error equals 34 % of the observed annual mean precipitation. When removing the 13 above-listed sites where model and data disagree the most, the relative error decreases to 24 %.
Reconstructing a diurnal cycle to the ERA-I data
We evaluate here how good the interpolation of the ERA-I data from original 3-hourly to half-hourly time steps is (Fig. 4) . Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta Ta For air temperature, on average, over all sites, the mean correlation (R value) between the ERA-I and the FLUXNET time series equals 0.87, while the mean normalized standard deviation of the FLUXNET time series (NSD) equals 0.88. Across sites, there is a relative low spread of the correlation score, with few sites having a correlation lower than 0.8. NSD is more spread out, with values that range between 0.3 and 1.35.
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For vapour pressure deficit, the model-data agreement in terms of diurnal cycle is lower that the one obtained for air temperature: mean R and NSD equal 0.72 and 0.69, respectively. The spread between sites, both in terms of R and NSD, is relatively reduced, but for most of the sites, the R and NSD values are close to the mean values.
Wind speed is the meteorological variable for which the diurnal cycle inferred from the ERA-I data set is least in agreement with the observation (mean R and NSD values of 0.47 and 0.69, respectively. The model performance varies greatly among sites, especially for the NSD that ranges between 0.3 and 1. This is particularly amplified by the correction factor we apply to the original ERA-I data set (s factor, Eq. 4). The s factor being at many sites lower than 1 tends to reduce the diurnal amplitude of the time series.
The diurnal cycle of the global radiation inferred from the ERA-I data set is in very good agreement with the observed one. None of the sites have values lower than 0.8 and 0.75 for R and NSD, respectively. For both R and NSD, the mean value over all sites equals 0.92.
The diurnal cycle for the incoming longwave radiation does not match the observed one, with mean values across sites of 0.51 and 0.64 for R and NSD, respectively. This score is comparable to the one obtained for wind speed. Note, however, that the diurnal cycle of these two variables is much less pronounced than the one of air temperature, global radiation and vapour pressure deficit. Consequently, it is more challenging to catch the diurnal cycle of these two variables.
Concluding remarks
Gapfilling of in situ data
The method presented in this study has shown its capacity for filling the gaps in meteorological data collected at FLUXNET sites. The performance of the method developed varies across sites and is also a function of the meteorological variable. The results, however, show that when large gaps are present, the proposed methodology is the best available strategy (when no nearby stations are present). Nevertheless, the performance of the method remains poor for the wind speed field, in particular regarding its capacity to conserve a standard deviation similar to the one measured at FLUXNET stations. A significant effort should be undertaken to improve the bias correction method that could in the future be based on a non-linear fit between the ERA-I and FLUXNET data set. In addition, some methodological issues remain, which are discussed below.
Checking for data quality
The method presented in this study is based on the assumption that the ERA-I data contain some biases that we can correct in order to better match local meteorological information at FLUXNET sites. Nevertheless, one may ask whether, for some specific variables at some sites, the diagnosed ERA-I vs. FLUXNET bias does not reveal a problem in the FLUXNET measurements rather than a bias within the ERA-I data. As presented in Sect. 3, this is possibly the case for, among others, the precipitation field for different sites, the global radiation (e.g. for site US-Wi8) and the air temperature (site US-Wi7). It is not our purpose to point out particular sites but rather to highlight that our method and the associated graphical tools may serve also to support dataquality controls.
Improving the FLUXNET data set for modelling purposes
As underlined in Sect. 1, the FLUXNET data set is highly valuable for modelling purposes in order to evaluate how terrestrial ecosystem models perform at site level. In order to get the most valuable information at site level, it would be of interest to add the atmospheric pressure field to the standard FLUXNET data sets. Even if atmospheric pressure slightly varies over time, this variable is a required input of many ecosystem models and it would be good to benefit from the data measured locally instead of using only data from reanalysis. Similarly, measurement and vegetation heights are key parameters for modelling the turbulent fluxes within and at the top of the canopy; these are not yet standardly available for all the sites in the FLUXNET data set. In our method, we bias-correct the wind speed at a height of 10 m of ERA-I to better match the observed values at site level, without knowing the height at which these observations have been collected. Using default values for vegetation and measurement heights may have strong limitations on some modelled energy fluxes (latent and sensible heat fluxes).
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