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MRI Fuzzy Segmentation of Brain Tissue
Using Neighborhood Attraction With
Neural-Network Optimization
Shan Shen, William Sandham, Member, IEEE, Malcolm Granat, and Annette Sterr
Abstract—Image segmentation is an indispensable process in
the visualization of human tissues, particularly during clinical
analysis of magnetic resonance (MR) images. Unfortunately, MR
images always contain a significant amount of noise caused by
operator performance, equipment, and the environment, which
can lead to serious inaccuracies with segmentation. A robust seg-
mentation technique based on an extension to the traditional fuzzy
c-means (FCM) clustering algorithm is proposed in this paper.
A neighborhood attraction, which is dependent on the relative
location and features of neighboring pixels, is shown to improve
the segmentation performance dramatically. The degree of at-
traction is optimized by a neural-network model. Simulated and
real brain MR images with different noise levels are segmented to
demonstrate the superiority of the proposed technique compared
to other FCM-based methods. This segmentation method is a key
component of an MR image-based classification system for brain
tumors, currently being developed.
Index Terms—Improved fuzzy c-means clustering (IFCM),
magnetic resonance imaging (MRI), neighborhood attraction,
segmentation.
I. INTRODUCTION
I N THE analysis of medical images for computer-aided di-agnosis and therapy, segmentation is often required as a pre-
liminary stage. Medical image segmentation is a complex and
challenging task due to the intrinsic nature of the images. The
brain has a particularly complicated structure and its precise
segmentation is very important for detecting tumors, edema,
and necrotic tissues, in order to prescribe appropriate therapy.
Magnetic resonance imaging (MRI) is an important diagnostic
imaging technique for the early detection of abnormal changes
in tissues and organs. It possesses good contrast resolution for
different tissues and has advantages over computerized tomog-
raphy (CT) for brain studies due to its superior contrast prop-
erties. Therefore, the majority of research in medical image
segmentation concerns MR images.
Many image processing techniques have been proposed
for brain MRI segmentation, most notably thresholding, re-
gion-growing, and clustering. Since the distribution of tissue
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intensities in brain images is very complex, it leads to dif-
ficulties of threshold determination. Therefore, thresholding
methods are generally restrictive and have to be combined
with other methods [1], [2]. Region growing extends thresh-
olding by combining it with connectivity conditions or region
homogeneity criteria. Successful methods require precise
anatomical information to locate single or multiple seed pixels
for each region and together with their associated homogeneity
[3]–[5]. Clustering is the most popular method for medical
image segmentation, with fuzzy c-means (FCM) clustering and
expectation–maximization (EM) algorithms being the typical
methods. The applications of the EM algorithm to brain MR
image segmentation were reported by Wells et al. [6] and
Leemput et al. [7]. A common disadvantage of EM algorithms
is that the intensity distribution of brain images is modeled
as a normal distribution, which is untrue, especially for noisy
images.
The FCM algorithm has also been employed by many re-
searchers. Li et al. [8] presented a knowledge-based classifi-
cation and tissue labeling approach to initially segment MR
brain images using the FCM algorithm, and introduced an expert
system to locate a landmark tissue by matching it with a prior
model. Hall et al. [9] segmented brain MR images using an ar-
tificial neural network (ANN), and compared the performance
with FCM. FCM was shown to be superior on normal brains,
but worse on abnormal brains with edema, tumor, etc. Pham and
Prince [10] extended the traditional FCM algorithm to deal with
MR images corrupted by intensity inhomogeneities. Unfortu-
nately, the greatest shortcoming of FCM is its over-sensitivity
to noise, which is also a flaw of many other intensity-based seg-
mentation methods. Since medical images always include con-
siderable uncertainty and unknown noise, this generally leads to
further degradation with segmentation.
An MR image-based brain tumor classification system
is being developed by the authors, and this was the initial
motivation to develop a robust segmentation method, since
accurate and robust segmentation is a key stage in successful
classification. Many extensions of the FCM algorithm have
been reported in the literature to overcome the effects of noise,
but most of them still have major drawbacks.
In this paper, new extensions to FCM are described which
consider two influential factors in segmentation, both of which
address issues of neighborhood attraction. One is the feature dif-
ference between neighboring pixels in the image; the other is the
relative locations of neighboring pixels. Segmentation is there-
fore decided not only by the pixel intensities themselves, but
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also by the neighboring pixel intensities and locations. Consid-
eration of these neighboring pixels greatly restrains the influ-
ence of noise. The parameters referring to the degree of neigh-
borhood attraction are determined using a simple ANN model.
The organization of the paper is as follows. In Section II, the
traditional FCM algorithm and related extensions are briefly
reviewed. Section III presents our improved fuzzy clustering
algorithm, and Section IV compares our method with other
published techniques. Section V contains conclusions and
addresses future work.
II. FUZZY -MEANS CLUSTERING ALGORITHM
AND RELATED EXTENSIONS
A. Fuzzy C-Means Clustering (FCM) Algorithm
Historically, the FCM clustering algorithm introduced by
Bezdek is an improvement of earlier clustering methods [11].
It is based on minimizing an objective function, with respect to
fuzzy membership , and set of cluster centroids
(1)
In the above equation, is a
data matrix, where represents the dimension of each
“feature” vector, and represents the number of feature vectors
(pixel numbers in the image). is the number of clusters.
is the membership function of vector to the
th cluster, which satisfies and , (
). The membership function is expressed as follows:
(2)
, which is a matrix and
denotes the cluster feature center
(3)
is a weighting exponent on each fuzzy mem-
bership, which controls the degree of fuzziness. is a
measurement of similarity between and
(4)
can be defined as either a straightforward Euclidean dis-
tance or its generalization such as the Mahalanobis distance.
The feature vector in MR images represents the pixel
intensities, so . The FCM algorithm iteratively opti-
mizes with the continuous update of and , until
, where is the number of iterations.
The drawback of FCM for image segmentation is obvious.
First, it is clear from (1) that the objective function of FCM does
not take into consideration any spatial dependence among ,
but deals with images the same as separate points. Secondly, the
membership function in (2) is mostly decided by ,
which measures the similarity between the pixel intensity and
the cluster center. Higher membership depends on closer inten-
sity values to the cluster center. It therefore increases the sensi-
tivity of the membership function to noise. If an MR image con-
tains noise or is affected by artefacts, their presence can change
the pixel intensities, which will result in an incorrect member-
ship and improper segmentation. These problems must be prop-
erly addressed to improve the robustness of the FCM algorithm.
B. FCM-Related Extensions
The most direct way to compensate for the drawback of FCM
is to smooth the image before segmentation. However, standard
smoothing filters can lead to a loss of important image details.
Various extensions of the FCM algorithm which attempt to ac-
commodate noise have been presented by many researchers.
Tilias and Panas post-processed the membership function to
smooth the effect of noise [12]. Acton and Mukherjee incorpo-
rated multiscale information to enforce spatial constraints [13].
The most popular approach for increasing the robustness of
FCM to noise is to modify the objective function directly. Dáve
proposed the idea of a noise cluster to deal with noisy clustering
data in the approach known as NC [14]. Noise is effectively clus-
tered into a separate cluster which is unique from signal clusters.
However, it is not suitable for image segmentation, since noisy
pixels should not be separated from other pixels, but assigned
to the most appropriate clusters in order to reduce the effect of
noise.
Another similar method, developed by Krishnapuram and
Keller [15], is called possibilistic c-means (PCM), which in-
terprets clustering as a possibilistic partition. Instead of having
one term in the objective function, a second term is included,
forcing the membership to be as high as possible without a
maximum limit constraint of one. However, it caused clustering
being stuck in one or two clusters.
Pham presented a new approach of FCM, named the robust
fuzzy c-means algorithm (RFCM) [16]. A modified objective
function was proposed for incorporating spatial context into
FCM. A parameter controls the tradeoff between the conven-
tional FCM objective function and the smooth membership
functions. However, the modification of the objective function
results in the complex variation of the membership function.
Other improved versions of FCM by the modification of the
objective function were introduced by Ahmed et al. [17] and
by Zhang and Chen [18]. The former proposed a modification
of the objective function by introducing a term that allows the
labeling of a pixel to be influenced by the labels in its imme-
diate neighborhood. The latter (spatially constrained kernelized
FCM-SKFCM) used a different penalty term containing spatial
neighborhood information in the objective function, and simul-
taneously the similarity measurement in the FCM, was replaced
by a kernel-induced distance. All these methods inevitably in-
troduce computation issues, by modifying most equations along
with the modification of the objective function, and have to lose
the continuity from FCM, which is well-realized with many
types of software, such as MATLAB.
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III. IMPROVED FUZZY -MEANS CLUSTERING ALGORITHM
A. Description of Methodology
A new algorithm is proposed here in order to circumvent the
drawbacks of other methods described above. We have coined
it improved fuzzy c-means clustering (IFCM). From the above
description, the membership value of FCM decides the segmen-
tation results, and the membership value is determined by the
similarity measurement in (4). It may be deduced that
this measurement is the key to segmentation success. In FCM,
is a measure of the difference between the intensity
of a pixel and the cluster center, and has no resistance to noise.
In our proposed algorithm, an attraction entitled neighborhood
attraction is considered to exist between neighboring pixels.
During clustering, each pixel attempts to attract its neighboring
pixels toward its own cluster. This neighborhood attraction de-
pends on two factors; the pixel intensities or feature attraction,
and the spatial position of the neighbors or distance attraction,
which also depends on the neighborhood structure.
IFCM considers the neighborhood attraction in
directly
(5)
where represents the feature attraction and represents
the distance attraction. The two parameters and in (5), of
magnitude between 0 to 1, adjust the degree of the two neigh-
borhood attractions
(6)
where is the intensity difference between the study pixel
and its neighbor pixel
is the membership of neighboring pixel to the th cluster,
and is the number of neighboring pixels
(7)
where is the relative location between pixel and its neigh-
borhood pixel .
The neighborhood structure is of the form
(8)
where , denote the coordinates of pixel , .
is a constant, equal to , and is the level of the neigh-
borhood. Fig. 1 shows the neighborhood structure for different
levels.
in (7) can be described as follows:
(9)
Fig. 1. Neighborhood structure definitions. (A higher level includes pixels
labeled as the number of the level and pixels in all lower levels).
The mechanics of the IFCM algorithm are similar to the tra-
ditional FCM. Besides modifying , the initialization
of the membership is not created randomly but inherited from
FCM. The individual stages of IFCM are as follows.
1. Determine the number of clusters C(2  C 
N) and the degree of fuzziness m.
2. Execute FCM completely.
3. Utilize the final membership of FCM as the
initial membership u(0)ij of IFCM.
4. At the lth iteration (l = 0; 1; 2; . . .), calculate
the cluster center v(l)i (i = 1; 2 . . . ; C) using the
membership u(l)ij .
5. Calculate the improved similarity measure-
ment d2(xj ;v
(l)
i ).
6. Update u(l)ij with d
2(xj ;v
(l)
i ).
7. Compare u(l)ij and u
(l 1)
ij , If u
(l)
ij   u
(l 1)
ij < ",
then stop, otherwise, l = l + 1, go to step 4 and
repeat.
B. Parameter Optimization Using Neural Network
As indicated above, two parameters and are selected to
adjust the degree of feature attraction and distance attraction, re-
spectively, in (5). A simple ANN model is therefore designed to
search for the optimal values of these parameters. Fig. 2 shows
the architecture of the model, where ( ,1,2) denotes the
interconnection weights of the network
The cost function of the neural network is described as
follows:
DoRate
(10)
where
(11)
462 IEEE TRANSACTIONS ON INFORMATION TECHNOLOGY IN BIOMEDICINE, VOL. 9, NO. 3, SEPTEMBER 2005
Fig. 2. Architecture of ANN model.
is the objective function in (1), which requires to be min-
imized. It gradually converges during IFCM iteration. Hence,
describes the degree of the convergence. A lower
represents a better convergence of
DoRate (12)
DoRate is defined as the abbreviation of “Dominating Rate.”
stands for the highest membership of each pixel to all
clusters, thus DoRate represents the average dominating rate in
segmentation. Higher DoRate indicates a more pronounced seg-
mentation result.
In the cost function , the numerator is proposed to be
minimized and the denominator DoRate is meant to be max-
imized; hence must converge to a global minimum in the
ANN model. in (10) denotes an average minimum
achieved in the whole image.
The increasing rate of the weights is defined as
(13)
where , is the learning
rate.
The update of is then presented as
(14)
where is the number of iteration times.
The process of parameter optimization includes the following
steps.
1. Initialize w(0), where  = 0 and  = 0.
2. Obtain the initial membership function and
the cluster centers.
3. Compute the similarity measurement using
the present w(l).
4. Update the membership function and the
cluster centers and compute the cost function
E.
5. Update w(l) to w(l+1) using (14).
If w(l+1)r  1, Then w(l+1)r = w(l+1)r  1, where r = 1; 2.
6. Stop if both wl+11;2 reached 1 once, otherwise
go to step 3.
Fig. 3. Segmentation results on a synthetic square image with (0,120) noise.
(a) FCM. (b) PCM. (c) RFCM. (d) IFCM.
The termination criteria are defined as both parameters are
searched completely from 0 to 1. This helps to ensure a global
minimum of the cost function is achieved rather than a local
minimum.
IV. RESULTS
In this section, experimental results are described to compare
the segmentation performance of IFCM to other FCM exten-
sions. Three types of images were employed: 1) a synthetic
square image; 2) simulated brain images downloaded from
Brainweb [19] (http://www.bic.mni.mcgill.ca/brainweb); and
3) real MR images from two sources, IBSR [20] (http://www.
cma.mgh.harvard.edu/ibsr/) and the Southern General Hos-
pital, Glasgow, U.K.
Unless otherwise stated, a value of 2 was employed for the
weighting exponent in all fuzzy clustering methods in this
paper, since this value yielded the best results in most images.
The second level of the neighborhood was always used in
the IFCM algorithm. Optimized parameters in RFCM were
obtained by means of a cross-validation method presented in
[16]. This allowed a fair comparison between all methods.
A. Square Image
A synthetic square image (256 256 pixels) consisting of 16
squares is generated. It contains uniformly distributed noise in
the interval (0, 120). The intensity values of the four classes
are 0, 100, 200, and 300, respectively. Fig. 3(a)–(d) shows the
segmentation results of FCM, PCM, RFCM, and IFCM.
and in IFCM were chosen by the ANN
model within 21 iterations, where the learning rate was
(This value of applied to all images in this paper). Fig. 4 shows
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Fig. 4. Parameter selection of IFCM.
TABLE I
SEGMENTATION EVALUATION ON SYNTHETIC SQUARE IMAGE
the trends of the cost function as a function of and during
ANN selection in IFCM. Since the minimum and maximum
limits of and are 0 and 1, respectively, using the ANN model
reduces the number of combination possibilities. As shown in
Fig. 3(a) and (c), neither FCM nor RFCM can overcome the
degradation caused by noise in the segmentation performance.
Fig. 3(b) illustrates the drawback of PCM since the segmenta-
tion is trapped in two clusters. Only IFCM completely succeeds
in segmenting the four classes as shown in Fig. 3(d).
In order to evaluate the segmentation performance quantita-
tively, some definitions are required. is the number of pixels
that do not belong to a cluster and are segmented into the cluster.
is the number of pixels that belong to a cluster and are not
segmented into the cluster. is the number of all pixels that
belong to a cluster, and is the total number of pixels that do
not belong to a cluster. Three evaluation parameters may now
be defined as follows.
1) Under segmentation (UnS): , repre-
senting the percentage of negative false segmentation.
2) Over segmentation (OvS): , representing
the percentage of positive false segmentation.
3) Incorrect segmentation (InC): ,
representing the total percentage of false segmentation.
Table I lists the above parameters of the four tested methods.
It clearly demonstrates that despite the failure of PCM, RFCM
had a better performance than FCM, and that IFCM greatly re-
duces the incorrect segmentation rate to 0.026%.
B. Simulated MR Images
Since the ground truth of segmentation for real MR images is
not usually available, it is impossible to evaluate the segmenta-
tion performance quantitatively, but only visually.
However, Brainweb provides a simulated brain database
(SBD) including a set of realistic MRI data volumes produced
by an MRI simulator. These data enable us to evaluate the
Fig. 5. Simulated T -weighted MR image. (a) Discrete anatomical model
(from left to right) white matter, gray matter, CSF, and original image with 7%
noise. (b) Segmentation result of RFCM. (c) Segmentation result of IFCM.
Fig. 6. Parameter optimization in IFCM.
performance of various image analysis methods in a setting
where the truth is known [19], [21]–[24].
A simulated -weighted MR (181 217 181) image was
downloaded from Brainweb. The discrete anatomical model of
the simulated image consisting of cerebral spinal fluid (CSF),
white matter, and gray matter is shown in Fig. 5(a). 7% noise
was applied to each slice of the simulated image. The noisy
100th brain region only slice is shown in Fig. 5(a). This noisy
slice was segmented into four clusters: background, CSF, white
matter, and gray matter using FCM, IFCM, PCM, and RFCM;
however, the background was neglected from the viewing re-
sults. The segmentation results after applying RFCM and IFCM
are shown in Fig. 5(b) and (c). Fig. 6 plots the tendency of the
cost function in IFCM based on the various values of and .
The optimized values in the segmentation were
and , determined over 23 iterations of ANN. A
noisy segmentation result was obtained from RFCM, and a clear
segmentation result was achieved by IFCM. The performance
evaluation parameters of FCM, RFCM, PCM, and IFCM are
compiled in Table II.
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TABLE II
SEGMENTATION EVALUATION ON SIMULATED T -WEIGHTED MR IMAGE
Fig. 7. Variation of (top) cost function E, and (bottom) InC with different
noise levels.
To further demonstrate the superior capabilities of IFCM at
dealing with noise, different levels (0%–18%) of noise were se-
quentially applied to the simulated -weighted MR image.
The noisy images were segmented using all methods. Fig. 7
shows the cost functions and InC obtained from FCM,
RFCM, and IFCM. An increase in the level of noise led to
an increase of and InC for all methods. Below a 3% noise
level, all three methods had a similar performance described
by and InC. Above 3% noise, IFCM exhibited the most
robustness to noise, and reduced InC significantly within the
noise levels 7%–15%. Even with other noise levels, it achieves
a much lower , reflecting a more convincing segmentation.
The results for RFCM and FCM were close; however, RFCM
had a lower InC and was less convincing in segmentation.
This also indicates that the cost function may be regarded
as an approximate measure to InC for evaluating segmentation
Fig. 8. Simulated PD-weighted MR image. (a) From left to right: noisy 80th
slice, segmentation results of FCM and IFCM. (b) From left to right: noisy 100th
slices, segmentation results of FCM and IFCM.
performance, especially when InC is not obtainable in real
images.
A simulated proton density (PD)-weighted image was also
used to validate the segmentation advantages of IFCM. 3% noise
was applied to the image (Fig. 8) which was then segmented
using both FCM and IFCM (to simplify the comparison, only
FCM was compared to IFCM since other methods require an
optimization process). Fig. 8(a) and (b) shows the segmentation
results. These indicate that whereas FCM is unable to segment
the slice correctly, and noise still remains present, IFCM pro-
duced the better result with negligible residual noise.
C. Real MR Images
The superiority of IFCM was also demonstrated on real
MR images. A real MR image was downloaded from IBSR
by the Center for Morphometric Analysis at Massachusetts
General Hospital. The web provides manually guided expert
segmentation results along with brain MRI data to encourage
the evaluation and development of segmentation methods. It is
abrain only coronal -weighted image with a matrix size as
256 256. The segmentation results of gray and white matter
provided were obtained for the spatially normalized scan by
trained investigators, using a semi-automated intensity contour
mapping algorithm and also using signal intensity histograms
[25], [26]. Fig. 9(a) shows the original 25th slice of the image
with 3% Gaussian noise and Fig. 9(b) shows the manual seg-
mentation result provided by the web. For comparison with
the manual segmentation result, which included four classes,
CSF, gray matter, white matter, and others, the cluster number
was set to 4. The segmentation results of FCM and IFCM are
shown in Fig. 9(c) and (d) ( and within
21 iterations of ANN). Table III lists the evaluation parameters
for both methods. IFCM showed a significant improvement
over FCM parametrically, and eliminated the effect of noise
completely.
A further example of real MR images was chosen from our
in-house image database. It is a real -weighted image with
11% additive noise (unsigned 16-bit format). The preprocessing
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Fig. 9. T -weighted image from IBSR. (a) Original image with 3%
noise. (b) Manual segmentation result. (c) Segmentation result of FCM.
(d) Segmentation result of IFCM.
TABLE III
SEGMENTATION EVALUATION ON T -WEIGHTED MR IMAGE
steps including standardization, nonbrain region removal, and
contrast enhancement were applied to this image before seg-
mentation. Nonstandard MRI intensity scales for same tissue
types in different images leads to impossible intensity-based
classification. The traditional standardization method scales
each MR image into the same maximum and minimum intensity
values [27]. However, this is inappropriate to the classification
approaches where the intensities may indicate the pathologic
information. We proposed a method which standardizes MR
images into a prespecified standard deviation and mean; there-
fore each standardized image had a similar histogram but also
retained its original intensity features [28]. Nonbrain regions
were also removed using morphological operations and the
intensity contrast between white matter and gray matter was
enhanced using histogram equalization [29].
The preprocessed image was then segmented using the FCM
and IFCM algorithms. The parameters and in IFCM were
obtained as 0.5303 and 0.5707, using the ANN model within
19 iterations. The cluster number was 4. The segmentation
results along with the preprocessing demonstration are shown
in Fig. 10. Clearly, IFCM shows a superior performance than
FCM. Both algorithms were also applied to the image with
Fig. 10. T -weighted MR image with 11% noise. (a) From left to right:
original standardized image, brain only, and enhanced image. (b) From left to
right: segmentation results of FCM and IFCM.
Fig. 11. Variation of E with noise levels.
different noise levels. As no ground truth was available, the
cost function was employed as a performance evaluation
parameter. Fig. 11 shows how the value of increases with
the noise level. A lower value of reflects the superior perfor-
mance of IFCM compared to FCM.
Finally, the segmentation performance of IFCM was com-
pared with the most recent published algorithm, SKFCM [18],
and also other methods whose segmentation results were re-
ported at IBSR [20]. A comparison score (also called overlap
metric) used in both is introduced by the following equation:
(15)
where represents the pixels belong to the th class and
represent the th reference class as the ground truth. In [18],
a simulated -weighted image with 3% noise was segmented
by four methods. The highest score obtained among all clusters
was 0.88. The IFCM algorithm was tested on the same image
and scored as 0.88 (CSF), 0.85 (gray matter), and 0.92 (white
matter).
IBSR reported average scores of various methods such
as FCM, maximum aposteriori probability (MAP), biased
MAP, adaptive MAP, maximum likelihood, and tree-struc-
ture k-means, applied to a dataset including 20 normal brain
-weighted MR images [20]. The highest score for gray
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matter is 0.56 (adaptive MAP) and for white matter is 0.57
(tree-structure k-means). IFCM was applied to the same dataset,
and the average scores obtained were 0.53 (gray matter) and
0.64 (white matter).
As tested on simulated MR images, IFCM reduced InC
greatly within the noise levels 7%–15%. Therefore, a more
significant improvement over other methods can be expected
from IFCM at higher noise levels.
V. CONCLUSION
Medical images generally contain unknown noise and consid-
erable uncertainty, and therefore clinically acceptable segmen-
tation performance is difficult to achieve. Traditional FCM is a
popular segmentation method for medical images. However, it
is an intensity-based clustering algorithm which is not robust
to noisy images. Although many extended algorithms based on
FCM have been developed to overcome this shortcoming, none
of them are flawless. Usually, one pixel is too small to represent
part of an image. Assuming a pixel has a completely different in-
tensity from its surrounding pixels, it is reasonable to conclude
that this pixel must be affected by noise. Its real intensity should
be identical to its neighboring pixels. Therefore, it is assumed
that an attraction exists between neighboring pixels, which we
coin “neighborhood attraction” in this paper. With our proposed
IFCM algorithm, during clustering, each pixel attempts to at-
tract its neighboring pixels toward its own cluster.
If a pixel has a very similar intensity to one of its neighbors,
the attraction between them should be stronger than the attrac-
tion between the pixel and another neighbor with rather different
intensities. A spatially closer neighboring pixel should also have
a stronger attraction than a neighbor which is spatially distant.
The components of the neighborhood can also influence the at-
traction. Including neighborhood attraction, segmentation using
IFCM is not only decided by the pixel itself but also by its neigh-
boring pixels.
In MR images, the presence of noise or artefacts can change
the intensities of some pixels; these may be segmented more ap-
propriately with the help of their neighboring pixels. Instead of
modifying the objective function, the measurement of similarity
was extended by considering neighborhood attraction. This in-
cluded feature attraction and distance attraction, which account
for feature differences and relative spatial locations between
neighboring pixels in the image. Compared to RFCM and other
FCM-based methods, which modified the objective function and
resulted in complex membership functions, IFCM conserved all
formulas in FCM except for . Therefore, IFCM offers
better continuity compared to the traditional FCM algorithm,
and simpler computation. Additionally, the fundamental basis
of IFCM is more straightforward and easier to understand.
Two parameters and control the degree of two factors in
the neighborhood attraction. A higher leads to a stronger fea-
ture attraction and a higher leads to a stronger distance attrac-
tion. Optimized values of these parameters enable the best seg-
mentation results to be achieved. However, inappropriate values
can be detrimental. An ANN model was developed to search
for optimum values of and , using a cost function decided
by the objective function of segmentation and the dominating
rate. The model generally finds the optimized parameter within
30 iterations. It reduces the test validation times to 0.2%–0.3%
of initial estimates. Images with the same MR modality can use
the same values of and , especially after standardization. The
cost function of ANN can either validate the optimization of the
parameters or even evaluate the segmentation performance.
FCM, IFCM, and other FCM-based algorithms were tested on
a synthetic square image, simulated and real MR images, with
different noise levels. Three evaluation parameters were defined
and measured the segmentation performance quantitatively on
simulated images and real images from IBSR due to the avail-
ability of ground truth. The cost function in the ANN model
was used to validate the results on real images where no ground
truth was available. Both quantitative performance and subjec-
tive visual comparisons clearly demonstrated the superiority of
the proposed IFCM algorithm. A comparison score was intro-
duced to compare the results of IFCM to the newly published
FCM based method and also other methods reported by IBSR.
IFCM scored higher than most other methods.
Future work will focus on developing the automatic image
based classification system for brain tumor using data mining.
Preprocessing techniques will be enhanced that brain model fit-
ting may be considered to do the nonbrain region removal. More
comprehensive comparison of IFCM and the generalization of
the ANN model will be addressed.
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