We present a method for on-line mathematical formulae recognition based on the structural construction paradigm and twodimensional grammars. In general, this approach can be successfully used in the analysis of inputs composed of objects that exhibit rich structural relations. An important benefit of the structural construction is in not treating symbols segmentation and structural analysis as two separate processes which allows the system to perform segmentation in the context of the whole formula structure -this helps to solve arising ambiguities more reliably. We show that the proposed method can be effectively implemented and practically used.
Introduction
Mathematical formulae recognition is a task of growing importance. It can be applied to digitize mathematical texts in scanned images (off-line recognition) or to handle mathematical inputs written on tablets (on-line recognition).
In this paper, we propose a method for on-line formulae recognition. Our approach is based on so called structural construction. Its very general idea was presented in [8] . We use a kind of two-dimensional (2D) grammars to express spatial relations among elementary mathematical symbols. In general, 2D parsing could be a difficult task since time complexity can grow exponentially in the number of elementary symbols. This is reason why some authors introduced nongrammar based systems like virtual link networks [3] or formalisms like graph grammars [5] allowing to perform the structural analysis on the basis of local relations only. In our case, a 2D grammar better suits our needs for searching a formula structure that fits the input strokes the best, with the lowest overall penalty of the derivation. An additional advantage of this approach is that the parsing ensures we obtain a syntactically correct 2D structure, no additional verifications are needed as e.g. in [9] .
In systems for formulae recognition proposed by others, we can quite often find that the segmentation is done prior to the structural analysis. Segmentation errors are eventually corrected by some postprocessing. This is true in almost all methods referenced by a taxonomy in [2] . There are some recent works where local properties of mathematical structures are taken into account when performing the segmentation, e.g. in [10] . We go further and introduce a method where the resolution of ambiguities that arise during symbols recognition and segmentation is fully driven by the parsing algorithm. This is one of our main achievements. Figure 1 shows simple examples of segmentation ambiguities that can be resolved by the proposed method.
The process we introduce has two phases. The elementary symbols detection phase tries to find each group of strokes that can form an elementary symbol. It is done without any knowledge of the formula structure, but the chosen groups are just candidates for the symbols. The structural analysis phase takes these candidates as the input, decides which of them really represent a symbol in the written formula and determines mathematical relations among them.
In the past, we already developed a pilot study for the off-line formulae recognition and published related results in [6] . Comparing to that work, we present an adoption of the method for the on-line data where inputs are sequences of strokes rather than raster images. It requires to propose a completely different strategy for the detection of elementary symbols candidates and to modify the structural analysis, especially the used data structures. Furthermore, we present significant improvements in the parsing algorithm resulting in a fast and responsive implementation.
The ideas of structural construction [8] have been also applied by others using simplified 2D grammars to the off-line recognition of musical scores [7] and electrical circuits [4] . This paper is the first application for the on-line recognition. Fig. 1 . Segmentation ambiguities. The pair under each hand-written formula describes an expected interpretation followed by an incorrect interpretation.
Elementary Symbols Detection
Informally, a stroke is a sequence of points in a plane. Strokes data are usually produced by tablets. Except coordinates, it is also possible to obtain information on a pen pressure and time of creation, however, we do not use this in our method. A sequence of strokes S = (s 1 , . . . , s n ) forms an input to the recognition process.
The purpose of the elementary symbols detection phase is to detect candidates for the formula elementary symbols. To suppress the large number of possibilities, we have implemented a strategy where only some groups of strokes are evaluated by an OCR tool for on-line character recognition. The strategy is based on the assumptions that one stroke cannot be a part of two or more different symbols and that a symbol is formed of at most 4 strokes. Moreover, we choose only groups of neighboring strokes. The criterions are formalized in the following paragraphs.
Definition 2. The distance between strokes
In the condition, we use a global constant c determined empirically with respect to the training data set. Let C 1 (S) be a set containing groups of strokes where S ⊆ S is in C 1 (S) just when the following conditions are fulfilled:
Each S ∈ C 1 (S) is evaluated by the OCR tool whether it can be recognized as an elementary symbol.
Definition 3. A labeled group of strokes over S and a set of labels
We use labeled groups of strokes to represent results returned by the OCR tool: V is the set of all symbol names learned by the tool, l corresponds the recognized symbol, p expresses a reliability of the recognition (a lower value implies a bigger similarity to learned patterns) and M is a record storing information on the symbol's base line, logical center and bounding box (its size and coordinates). We denote the set of all metrics records by M.
For each S , the tool returns up to 5 best matches. Furthermore, no result where the penalty exceeds a global threshold constant is returned. Finally, we can define a set of candidates C(S) containing all elements (S , l i , p i , M i ) returned by the OCR tool when it runs for each S ∈ C 1 (S). A candidates example is depicted in Figure 2 . 
Given a set of candidates C(S) and a 2D co-ordinal grammar (modelling mathematical constructs in our case), the task of the structural analysis is to incrementally derive new labeled groups of strokes over S and V T ∪ V N . The result is chosen among those derived elements (S , N, p, M) where N = A 0 . Details on this will be given in Section 4. Informally, the goal is to minimize p and also the number of points in S \ S . We describe the form of productions in P and rules of how they are used to derive new elements. There are two types of productions:
be labeled groups of strokes. A production of the first type is just a simple renaming. If there is (N → l 1 ) ∈ P, it is possible to derive (S 1 , N, p 1 , M 1 ) from R 1 . A production of the second type is used to derive a union of two elements: (N → A ⊕ B, σ, π, μ) ∈ P can be applied on R 1 , R 2 iff
The following labeled group of strokes is derived Fig. 3 . A spatial constraint evaluation example. On the right, there is a zoomed reference point F and constraining rectangle C. Related production is (BinaryOperation → ExpressionFollowedByBinaryOperator ⊕ Expression, σ, π, μ).
We give some details on σ and π we use in our implementation. Let box(S ) denote bounding box of a sequence of strokes S . For R 1 and R 2 , production's spatial constraint evaluates mutual position of box(S 1 ) and box(S 2 ). First, a rectangle C is computed which of size and position is relative to box(S 1 ). And second, it is checked whether some specific point of box(S 2 ) (called a reference point ), determined based on M 2 , is contained in C. This is demonstrated in Figure 3 which shows an example of R 1 and R 2 . The reference point, denoted by F , is required to be located in C.
A constraint can be quite general, we do not require the bounding boxes to touch each other, they can overlap or even more, one bounding box can be included in the other one, as it is used to model the spacial relations between square roots and their arguments.
π(S 1 , S 2 ) is computed based on the distance between F and the center of C. Let (f 1 , f 2 ), resp. (c 1 , c 2 ) be coordinates of F , resp. the center of C. Then
where w 1 , w 2 ∈ R are production dependent weight constants.
μ(M 1 , M 2 ) computes a metrics record of the derived mathematical structure in terms of M 1 and M 2 .
Parsing Algorithm
This section describes the parsing algorithm used by the structural analysis phase. Let G = (V T , V N , A 0 , P) be a 2D co-ordinal grammar and S = (s 1 , . . . , s n ) an input sequence of strokes.
1. Initialize a list L by all labeled groups of strokes found by the terminals detection phase, i.e. append all elements in C(S) to L. 2. For each (S , l, p, M) ∈ L and each (N → l) ∈ P, append (S , N, p, M) to L. 3. Iterate through elements in L, repeat the following procedure till the end of L is reached. Let R 1 = (S 1 , l 1 , p 1 , M 1 ) be the current element in L. For each production (N → A ⊕ B, σ, π , μ) ∈ P where l 1 = A, and each such that
Let p = p 1 + p 2 + π(S 1 , S 2 ). Check if L contains an element
for some p and M . 3.1 If R is found and p < p, append (S 1 ∪ S 2 , N, p, μ(M 1 , M 2 ) ) to L and remove R from L, otherwise do nothing. 3.2 If there is no R, append (S 1 ∪ S 2 , N, p, μ(M 1 , M 2 ) ) to L. Handle analogously the case l 1 = B. 4. Compute a list L 1 such that
Among elements in L 1 , find that one with the lowest penalty and return it as the result.
To have the description readable, we have omitted implementation specific details speeding-up the algorithm: To search for R 2 in step 3 effectively, we use a data structure storing points in a plane, supporting to query for all points located inside a given rectangle. We speak about the orthogonal range searching [1] . A query is processed in time O(log n), where n is the number of stored points.
In the implementation, we have extended the condition (1) in step 3 to be more restrictive. In addition to (1), when the applied production does not model a relation where box(S 1 ) can be located inside box(S 2 ) (like e.g. a square root argument can), or vice versa, it is required that there is not any stroke s ∈ S \{S 1 ∪ S 2 } which of all points are located inside box(S 1 ∪S 2 ). This requirement substantially reduces the number of derived labeled groups of strokes, on the other hand, it still preserves the correctness of the structural analysis.
During the algorithm, whenever a new labeled group of strokes is appended to L, information on the production and groups of strokes used to derive it is recorded. This helps to construct the resulting derivation tree.
Experiments
We have implemented the described recognition method in Java. Except the recognition, our implementation provides some additional functionality. For example, it allows to display detailed information on resulting derivation trees and also to enter and evaluate queries on these trees -the user can query for derived groups of strokes labeled by a specific non-terminal, penalties of related derivations, etc. This helps to understand and tune the process of the structural analysis. The used OCR tool, integrated in the elementary symbols detection phase, is a modified existing application, freely available at [11] . It implements the elastic matching technique. ACECAD DigiMemo notepad has been used to produce formulae. It persists on-line data in special .DHW files. We have adopted this proprietary file format to represent the training and testing formulae sets.
The designed 2D co-ordinal grammar allows to recognize usual mathematical symbols and constructs as numbers, variables, brackets, subscripts, superscripts, basic unary and binary operators, power to operations, fractions, sums, integrals and square roots.
The We give two correctness rates. Rate 1 is computed as the ratio between the total number of errors and the number of processed formulae. Rate 2 is computed after excluding the formulae unrecognized purely due to OCR failures. This correct rate better evaluates the quality of the proposed method. We have had an OCR tool of a moderate correctness rate only. An increase in rate 1 can be expected when a better tool is used instead. Figure 4 shows an example of recognized formula as well as examples of recognition failures. The computed average time spent to recognize a formula shows that the implemented parsing algorithm is really fast, making the recognition process responsive. The first formula has been successfully recognized, the second formula has not been parsed by the grammar, the third formula has been recognized as a + a2 + a3 because of an OCR error (symbol 1 has not been recognized at all)
Conclusion
We have contributed to the problematic of the on-line mathematical formulae recognition by a method driving the strokes segmentation by structural analysis. The proposed analysis is robust. The strategy for elementary symbols detection differs to that one we presented for the off-line formulae recognition in [6] . It is more natural and elegant, since it is sufficient to evaluate groups of strokes. This is not true in the off-line case where we had to search trough rectangular areas of pixels. Many problems occurred with overlapping bounding boxes of elementary symbols. They had a relatively high impact on the correctness rate.
In future, we would like to extend the designed 2D grammar to support more mathematical constructs, find possibilities of how to learn and tune constraints assigned to productions automatically (so far they have been set manually) and improve or replace the OCR tool to achieve a higher OCR correctness rate.
