This article contains the theoretical foundations of LPTP, a logic program theorem prover that has been implemented in Prolog by the author. LPTP is an interactive theorem prover in which one can prove correctness properties of pure Prolog programs that contain negation and built-in predicates like is/2 and call/n + 1. The largest example program that has been verified using LPTP is 635 lines long including its specification. The full formal correctness proof is 13128 lines long (133 pages). The formal theory underlying LPTP is the inductive extension of pure Prolog programs. This is a first-order theory that contains induction principles corresponding to the definition of the predicates in the program plus appropriate axioms for built-in predicates. The inductive extension allows to express modes and types of predicates. These can then be used to prove termination and correctness properties of programs. The main result of this article is that the inductive extension is an adequate axiomatization of the operational semantics of pure Prolog with built-in predicates.
Introduction
It has often been claimed that programs written in a declarative programming language are easier to verify than imperative programs. There are, however, only a few examples of non-trivial declarative programs that have been verified formally. To support the claim we have implemented an interactive theorem prover LPTP in which one can verify pure Prolog programs of several hundred lines of code.
properties. The properties are expressed by formulas of a first-order language with syntactic operators S, F and T for success, failure and universal termination of queries. The operators are not modal operators. They are just abbreviations for other formulas (see Sect. 6 ). The properties of append/3 are: I. Mode properties of append/3:
1. ∀x, y, z (S append(x, y, z) ∧ gr(x) ∧ gr(y) → gr(z)), 2 . ∀x, y, z (S append(x, y, z) ∧ gr(z) → gr(x) ∧ gr(y)).
II. Type properties of append/3:
3. ∀x, y, z (S append(x, y, z) → S list(x)), 4 . ∀x, y, z (S append(x, y, z) ∧ S list(y) → S list(z)), 5 . ∀x, y, z (S append(x, y, z) ∧ S list(z) → S list(x) ∧ S list(y)).
III. Termination properties of append/3:
6. ∀x, y, z (S list(x) → T append(x, y, z)), 7 . ∀x, y, z (S list(z) → T append(x, y, z)).
IV. Function properties of append/3:
8. ∀x, y (S list(x) → ∃!z S append(x, y, z)), 9 . ∀x, y 1 , y 2 , z (S append(x, y 1 , z) ∧ S append(x, y 2 , z) → y 1 = y 2 ), 10 . ∀x 1 , x 2 , y, z (S list(z) ∧ S append(x 1 , y, z) ∧ S append(x 2 , y, z) → x 1 = x 2 ).
V. Other properties of append/3:
11. ∀l 1 , l 2 , l 3 , x, y, z (S append(l 1 , l 2 , x) ∧ S append(x, l 3 , z)∧ S append(l 2 , l 3 , y) → S append(l 1 , y, z)), 12 . ∀x, y, z (S append(x, y, z) ∧ S list(y) → lh(z) = lh(x) + lh(y)).
The predicate 'gr' expresses that its argument is ground; lh(x) denotes the length of x provided that x is a list; the data type list is defined as follows:
list([]). list([x|l]) :-list(l).
In the declarative approach, we take the clauses of append/3 and list/1 plus the obvious clauses for nat/1 (natural numbers), add/3 (addition of natural numbers) and length/2 (length of a list) and prove in the inductive extension of these clauses properties 1-12.
(The interested reader should try after reading Sect. 7 to prove the function property 10.) One of the main results of this article says then that, since, for example, the formula ∀x, y, z (S list(z) → T append(x, y, z)) is provable in the inductive extension, we can conclude that the goal append(t 1 , t 2 , t 3 ) terminates under depth-first evaluation for all terms t 1 , t 2 , t 3 such that list(t 3 ) succeeds. Moreover, if append(t 1 , t 2 , t 3 ) succeeds and t 3 is a ground term then it follows that t 1 and t 2 are also ground terms, etc. Thus we have a method to prove operational properties of a logic program in a declarative way. Thereby we obtain a declarative semantics for the the mode-, type-and determinism declarations of the new logic programming language Mercury [19] .
There are well-established methods for proving properties of logic programs. There are methods for proving termination, there are methods for proving well-typedness etc.
(cf. eg. [2, 4, 9, 16, 18] ). Our approach, however, is different in two aspects. First, we have one single formal system in which we prove all the different properties of logic programs. Second, we prove the properties not on the operational level but on the declarative level.
The main difference to [1, 10, 14] is that we use classical logic.
There are several differences between this article and [13, 21] . In this article we use general goals and not only sequences of literals. This allows a uniform treatment of built-in predicates including the predicate call/n + 1. The notion of modes, mode-assignments and µ-correct programs of [21] are no longer needed. Instead of it we use the unary predicate 'gr' which expresses that a term is ground. This has the advantage that we can prove now the type-correctness of programs inside the theory. We can even handle so-called second order programs that use the built-in predicate call/n + 1.
The claim that our methods can be applied to programs of practical interest can only be supported by examples. Based on the theoretical results of this article we have implemented an interactive theorem prover LPTP (Logic Program Theorem Prover). LPTP is still a prototype and it would be daring to say that LPTP is for Prolog what the Boyer-Moore theorem prover is for Lisp (cf. [5] ).
Although this article is on the theoretical foundations of LPTP, we list some details about the implementation:
LPTP consists of 6500 lines of Prolog code. It is a light system. LPTP has been designed for correctness proofs of pure Prolog programs. Programs may contain negation, if-then-else and built-in predicates like is/2, </2 and call/n + 1. The programs have to be free of cut and database predicates like assert/1 and retract/1 which allow one to modify a program during runtime. Is is assumed that pure Prolog handles unification and negation correctly, i.e. does an occurs check and produces an error message when evaluating a negated non-ground goal.
The kernel of LPTP is written in exactly the fragment of Prolog that can be treated in LPTP. This means that LPTP does not use cut. Moreover, it is possible in principle to prove properties of LPTP in LPTP.
LPTP has a graphical user interface in the Gnu Emacs Editor. For example, the user can double-click on a quantifier and the whole scope of the quantifier is highlighted.
Moreover, proofs and formulas are indented automatically.
LPTP generates T E X and HTML output.
LPTP runs under CProlog, Quintus Prolog and SICStus Prolog.
Performance: LPTP is able to check a 13128 line proof (133 pages) in 99.2 seconds for correctness (on a Sun SPARCserver 1000). Hereby it has to be said that in practise proofs or parts of proofs that have to be checked are rarely longer than 4 pages. The average response time of the system during interactive proving is therefore less than 4 seconds. In automatic theorem proving, however the response time can be arbitrary long.
A skilled user can generate up to 2000 lines of formal proofs with LPTP in one day (if the proofs are mathematically not too complicated).
LPTP uses the so-called ground representation for formulas and proofs. This means that formulas and proofs are encoded as ground Prolog terms.
The following theorem proving techniques are implemented in LPTP:
LPTP works with natural deduction style proofs which are readable for humans.
The formal proofs use about 70 different axioms and inference rules which are listed in the user's manual of LPTP according to their usage statistics.
LPTP is a proof refinement system. The user constructs formal proofs interactively.
It is possible to generate proofs deductively from the assumption forwards to the goal or goal directed from the goal backwards to the axioms.
LPTP has the ability to search for proofs or parts of proofs automatically. In the simplest case, LPTP just finds the name of a lemma that can be used at a certain point in a proof. In the best case, LPTP finds complete proofs. Given a proof with gaps, LPTP always replies with the next two or three "obvious" steps in the proof.
The axioms of the inductive extension of logic programs (a first-order theory) are hard-wired into LPTP. For example, LPTP creates the induction scheme for a given predicate automatically. Depending on the Prolog code of the predicate, however, the induction scheme can contain a large number of induction steps, for example 44 cases. LPTP usually solves the simple cases itself but leaves the other cases to the user.
Equality is treated by unification. An equation s = t can be introduced if sσ is syntactically identical to tσ, where σ is the most general unifier of the already derived equations. This is a simple and efficient treatment of Clark's equality theory CET (cf. [6] ).
The user can define new predicate and function symbols by definitional extensions.
Since the new function symbols are in general not simple data constructors, equality between terms with defined function symbols is treated in a different way.
LPTP has a library with lemmas about arithmetic and list processing.
More details about LPTP are described in the user manual that comes with the standard distribution.
Although LPTP is a one-person project, the largest program we have verified is 635 lines long. The example program is a parser for ISO standard Prolog. The 635 lines comprise the specification of the parser, too. The specification is given by a DCG (Definite Clause Grammar). The full correctness proof contains theorems like, for example, that if a parse tree is transformed into a token list (using write) and the token list is parsed back into a parse tree (using read), then this parse tree is identical to the original parse tree.
The fully formalized correctness proof for the ISO Prolog parser is 13000 lines long.
This means that we have a factor of 20 for the full verification of this example program. The advantage is that we can handle more complex types. In the correctness proof of a union/find-based unification algorithm, for example, the type 'finite equivalence relation' has been used.
Another problem arises in connection with built-in predicates. There is no induction principle for built-in predicates, since the code for built-in predicates is not known. LPTP has to rely on information given by the user. It is the burden of the user to set up the right axioms for built-in predicates. A single unsound axiom for a built-in predicate, however, can destroy the soundness of LPTP. Therefore, in Sect. 8 we give a sufficient condition that an axiom for built-in predicates has to satisfy so that it does not destroy the adequacy of LPTP. 
In implementations, negation (not), conjunction (&) and disjunction (or) are often written as \+ G, (G , H), and (G ; H). The empty conjunction is identified with 'true'; the empty disjunction corresponds to the goal 'fail'. Conjunction and disjunction are both associated to the right. For example, the goal
A query Q is a goal of the form
A query Q can be considered as a finite list of goals. We use [G 1 , . . . , G n ] as an abbreviation
The languageL contains in addition a special unary predicate 'gr' which expresses that an object is ground. The formulas ofL are
where R denotes any predicate symbol ofL. We write s = t for ¬(s = t) and ϕ ↔ ψ for
Equations can occur negatively in positive formulas. But all the predicates R s , R f and R t as well as 'gr' are only allowed to occur positively.
The meaning of formulas is given by the first-order predicate calculus of classical logic. The meaning of goals will be explained below in terms of an operational semantics and later by a transformation of goals into formulas. By anL-theory we mean a (possibly infinite) collection T ofL-formulas. We write T ϕ to express that theL-formula ϕ can be derived from theL-theory T by the usual rules of predicate logic with equality. Free and bound variables in formulas as well as in goals are defined as usual. We write G [ x ] and ϕ[ x ] to express that all free variables of G or ϕ are among the list x; G( x ) and ϕ( x ) may contain other free variables than x.
If A is a user-defined atomic goal and G is a goal then the expression A :-G is called a clause with head A and body G. Sometimes, clauses have to be written in a special normal form. Let C be the the following clause:
Then the definition form of C is defined as
and the normal form of C is the clause
A logic program is a finite list of clauses. Let P be a program and R be a user-defined predicate symbol such that the clauses for R in P are C 1 , . . . , C m (in this order). Then the definition form of R with respect to P is defined as
and the normalized definition of R in P is the clause R(
. Both, the definition form of a clause and the definition form of a user-defined predicate are goals. Thus, from a theoretical point of view, one could as well define a logic program to be a function that assigns to every user-defined predicate symbol R a goal D 
Logical built-in predicates
Using the concept of goals, all the so-called logical built-in predicates can be treated in a uniform way. Without general goals, a theory of built-in predicates would be rather ad-hoc, since then every built-in predicate has to be treated in a different way. We assume that D is a set of built-in atomic goals and B is a a function from D into the set of goals such that the following two conditions are satisfied:
The idea is that D contains exactly those built-in atomic goals that can be evaluated and do not report an error message because of type violations or insufficient instantiation of arguments. The goal B(A) is then the result of the evaluation of A. In most cases the goal B(A) is either 'true' or 'fail'. In other cases B(A) can be an equation or a conjunction of equations. In some cases, like in the case of the predicate call/n + 1, B(A) may even be an atomic goal.
We assume that the set D is given as a union D = {D(R) : R built-in}. Here are some examples.
D(is/2) := {t 1 is t 2 : t 2 is a ground arithmetic expression} B(t 1 is t 2 ) := (t 1 = n), where n is the value of t 2 (as an integer constant).
D(</2) := {t 1 < t 2 : t 1 and t 2 are ground arithmetic expressions} B(t 1 < t 2 ) := true, if the value of t 1 is less than the value of t 2 ; fail, otherwise.
Not all of the commonly used built-in predicates can be modeled this way. The var/1 predicate for example violates condition (B). Therefore the var/1 predicate is not considered as a logical built-in predicate:
Some multi-purpose, built-in predicates like functor/3 that are used in standard systems have to be decomposed into their single components in order that they can be treated in our framework. The components of functor/3 are decompose/3 and construct/3:
D and B can also be understood as a foreign language interface. Sometimes it helps to think of a built-in predicate R as given by the (possibly infinite) collection of clauses
that the conditions (D) and (B) imply that FV(B(A)) ⊆ FV(A) for all
A ∈ D and that B(Aσ)σ ≡ B(Aσ) provided that σ is idempotent.
A stack-based, top-down operational model
In this section we describe a simple operational model that directly reflects the stackbased memory management of most real implementations of logic programming systems.
The operational model is given by a transition relation between states of the computation. An environment is a finite set of bindings {t 1 /x 1 , . . . , t n /x n } such that the x i 's are pairwise different variables. Environments are different from substitutions, since it is not required that t i ≡ x i (cf. [7] ). We work with environments rather than with substitutions, since in this way we can avoid some problems related to "standardizing apart"
variables. All variables that have ever been used in the computation have a binding in the environment.
A frame consists of a query Q and an idempotent environment η. Idempotent means
Remember that a query is a list of goals. A frame stack consists of a (possibly empty) sequence Q 1 , η 1 ; . . . ; Q n , η n of frames. The query Q n together with the environment η n is called the topmost frame of the stack. Capital greek letters Φ, Ψ and Θ denote finite, possibly empty, sequences of the form Q 1 , η 1 ; . . . ; Q n , η n . Thus Φ; Q, η denotes a stack with topmost frame Q, η.
A state of a computation is a finite sequence Φ 1 . . . Φ n of frame stacks. Φ n is called the topmost stack of the state. States are denoted by the capital greek letter Σ. For a query Q with free variables x 1 , . . . , x n let init(Q) be the state Q, {x 1 /x 1 , . . . , x n /x n } .
There are three kinds of final states: yes(η), no and error. The transition rules of the query evaluation procedure are defined in Table 1 .
Rule 1 says that the constant 'true' can be deleted. In 2, the constant 'fail' starts backtracking. This means that the topmost frame of the topmost stack is popped. Thus the frames G 1 , η 1 ; . . . ; G n , η n are alternatives, also called choice points.
In 3 and 4, equations are solved by unification. If the unification is successful, it changes the current environment; if the unification fails then backtracking starts. It is assumed that mgu(s, t) returns an idempotent most general unifier if s and t are unifiable.
Rule 5 and 6 deal with atomic goals. User-defined predicates are replaced by their definition forms. Built-in predicates are replaced by their built-in definitions, but only if the necessary type conditions are satisfied. Otherwise, in 7, built-in predicates report an error message.
Rule 8 says that always the left goal is selected in a conjunction. This corresponds to a left-most goal selection rule in standard terminology or to so-called LDNF-resolution (see [3] ).
Rule 9 and 10 are nondeterministic. This is the only place where nondeterminism occurs. To solve a disjunction (G or H) means either to solve first G and then H or to solve first H and then G. In both cases, new frames are allocated. Without rule 10 one obtains a Prolog-like deterministic evaluation procedure. In 11, existential quantified variables are standardized apart. The environment is enlarged. The variable y must be chosen in such a way that is does not appear free neither in the query (some x G) & Q nor in the environment η.
In 12, negated goals start subcomputations. In order to solve the goal not Gη, the query [Gη] is tried provided that Gη is ground. Otherwise, in 13, an error message is raised. Rule 14 says that if G succeeds then not G fails. Rule 15 says that if G fails then not G succeeds. Rule 16 deals with the cases where the query of the topmost frame is the goal 'true'; rule 17 deals with the cases where the topmost stack is empty. If a query is safe then during a computation all negative goals goals are ground at the time when they are processed and all built-in atoms belong to D when they are called.
Note, that termination means universal termination. For Prolog-like systems this means that one can hit the semicolon key a finite number of times until one finally obtains the message no more solutions. Moreover, termination is defined in such a way that it includes safeness. If a goal terminates then it is safe.
A calculus for signed queries
In general, it is troublesome to work with a stack-based, operational model directly. One reason is that the computations are top-down (or goal directed). It is often easier to work with a bottom-up (or inductive) definition. Therefore we introduce a calculus for signed queries in Table 2 . A signed query is an expression of the form Y : Q, N : Q or T : Q. The symbols Y, N and T are considered as tags that are attached to the query Q. We write P O : Q if the signed query O : Q is derivable in the calculus of Table 2 . Some of the rules of the calculus have infinitely many premises. Since the substitution rule, however, is admissible in the calculus (see Lemma 11.1), they can be replaced by finitary rules. For example, the finitary rules for N are:
The following theorem relates the calculus for signed queries to the stack-based operational model.
Theorem 5.1 Let Q be a query.
(1) A query Q is safe and terminates if and only if P T : Q.
(2) If Q succeeds with answer σ, then P Y : Qσ.
If P Y : Qσ and P T : Q, then Q succeeds with answer including σ.
(5) If P N : Q and P T : Q, then Q fails. Since the proofs of this theorem is rather technical we postpone it into an appendix.
In the following we will use the the calculus for signed queries only, and we will not refer to the stack-based, operational model. Note, that the set of safe queries is not recursively enumerable. Therefore there is no finitary calculus in which one can derive exactly the safe queries.
Syntactic operators for success, failure and termination
For the declarative semantics of logic programs we need three syntactic operators S, F and T which transform goals of the language L into positiveL-formulas. S G is read: G succeeds; F G is read: G fails; T G is read: G terminates (and is safe). The operators S, F and T are not part of the language. They are defined notions. The operators are defined in Table 3 .
Special attention require the cases T(G & H), T(G or H) and T not G. The other cases are as one would expect. An immediate consequence of the definition of
. This can be seen as follows:
The definition of T(G or H) shows that termination has to be understood as universal
The definition of T(not G) is the essential difference between the T operator here and the T (resp. L) operator in [20] and [21] . There, T(not G) is simply defined as T G. Here, we require in addition that G is ground using the operator 'gr' which is extended from terms to goals as follows:
What we want is that for a goal G with free variables x 1 , . . . , x n the following is true:
It is not possible to take this as a definition of gr(G) directly, since then we would loose the substitution property that (T G)σ ≡ T(Gσ) for each substitution σ. In the inductive extension of a logic program, however, ( * ) will be provable.
The inductive extension of a logic program
The inductive extension of a logic program P is, roughly speaking, Clark's completion (cf. [6] ) of a logic program plus induction along the definition of the predicates. However, there are essential differences. For instance, the inductive extension is consistent for arbitrary programs. This is not the case for Clark's completion. In the inductive extension it is also possible to prove termination of predicates. This cannot be done in Clark's completion. The inductive extension of P , IND(P ), comprises the following axioms:
I. The axioms of Clark's equality theory CET:
[if f is m-ary, g is n-ary and f ≡ g]
II. Axioms for 'gr':
III. Uniqueness axioms (UNI):
IV. Totality axioms (TOT):
V. Fixed point axioms for user-defined predicates R:
VI. Fixed point axioms for built-in, atomic goals A ∈ D:
VII. True axioms for built-in predicates.
VIII. The simultaneous induction scheme for user-defined predicates:
Let R 1 , . . . , R n be user-defined predicates and let ϕ 1 ( x 1 ), . . . , ϕ n ( x n ) beL-formulas such that the length of x i is equal to the arity of R i for i = 1, . . . , n. Let
be the formula obtained from
by replacing simultaneously all occurrences of R i ( t ) by ϕ i ( t ) for i = 1, . . . , n and renaming the bound variables when necessary. Let
be the formula
Then the simultaneous induction axiom is the following formula:
We briefly discuss the axioms of IND(P ): I. Clark's equality theory CET is needed for the formalization of unification. Let E := {s 1 = t 1 , . . . , s n = t n } and ϕ E :≡ (
If E is unifiable and aσ ≡ bσ for a most general unifier σ of E, then CET proves ϕ E → a = b. If E is not unifiable, then CET proves ¬ϕ E . If σ is an idempotent most general unifier of E, then CET proves ϕ E → (ψ ↔ ψσ) for arbitrary formulas ψ.
II. The predicate 'gr' is used to say that a term is ground. We will see below that, if gr(t) is provable from IND(P ), then t is ground. We assume that the language L contains at least one constant symbol.
III. From the uniqueness axioms (UNI) one can immediately derive ¬(S G ∧ F G) for
arbitrary goals G.
IV. From the totality axioms (TOT) one can derive
The fixed point axioms for user defined-predicates say that one can read a clause both, from body to head, but also from head to body.
VI. In the fixed point axioms for built-in predicates it is important that A belongs to D. Otherwise, B(A) is not defined. Note, that if s and t are two terms such that

R(s) ∈ D and R(t) ∈ D then CET proves s = t → [O B(R(s)) ↔ O B(R(t))] for O ∈ {S, F, T}.
If s and t are not unifiable then this is trivial. Otherwise let σ = mgu(s, t). Since (O B(R(s)))σ is the same as O B(R(sσ)), by I, we obtain that CET proves
We also have that CET proves
Thus the claim follows, since sσ ≡ tσ.
VII. We will explain in Definition 8. 8.4 in the next section, after introducing the operator Γ P , what we mean by true axioms for built-in predicates. For example, the following axioms are true:
Note, that axioms like x = 7 ↔ S(x is 3 + 4) are included in the fixed point axioms VI.
VIII. The simultaneous induction scheme expresses the minimality of the R s predicates. Note, that the formulas S D P R are positive. Informally, the induction scheme says that one can use induction along the definition of the predicates. For the append/3 and the list/1 predicate we have the following rules:
Sometimes the induction rule for append/3 is called computational induction and the rule for list/1 is called structural induction. Another form of induction is induction on the universe. This form of induction, however, is not sound, as the following example shows.
Example 7.1 Assume that the language L has exactly one constant symbol c and one unary function symbol f . In this case, induction on the universe is the scheme
Let P be the program with the two clauses q :-r(x) and r(f (x)) :-r(x). Using induction on the universe ( * * ) for ϕ(x) :≡ T r(x) and the fixed point axioms ∀x T r(x) ↔ T q and ∀y(x = f (y) → T r(y)) ↔ T r(x) one can easily derive ∀x T r(x) and hence T q. But the goal q does not terminate under query evaluation. Therefore, induction on the universe is unsound for our purposes. We want that T G is provable if and only if G terminates. This examples also shows that we cannot restrict the semantics to Herbrand interpretations only, since for Herbrand interpretations induction on the universe is a valid principle.
Now we state the two main theorems that relate the inductive extension of logic programs to the Prolog query evaluation procedure. The next two theorems say that the first-order theory IND(P ) is adequate for proving properties of logic programs. The first theorem says that the Prolog query evaluation procedure can be interpreted in IND(P ). For this interpretation the full power of the inductive extension is not used. Only CET and the directions from left to right in the fixed point axioms are needed. (1) If P T : Q then IND(P ) T Q.
We prove these statements by induction on the length of a derivation in the calculus for signed queries. We consider some interesting cases. Note that O(G & true) is equivalent to O G for O ∈ {S, F, T}.
By the induction hypothesis, we obtain that T Qσ is provable in IND(P ) for each substitution σ such that sσ ≡ tσ. We have to show that
we have to show that IND(P ) proves s = t → T Q. If s and t are not unifiable, then
is derivable in CET and we are done. Otherwise, let σ be an idempotent most general unifier of s and t. By assumption, since sσ ≡ tσ, we know that T Qσ is derivable in IND(P ). Since CET proves s = t ∧ T Qσ → T Q, we are done.
Assume that G is ground and that the signed query T : (not G) & Q is derived from the premises T : G & true and Y : G & true. By the induction hypothesis, we obtain that the formulas T G and S G are derivable in IND(P ). We want to show that
is derivable as well. Since G is ground, the formula gr(G) is provable in IND(P ). Since T(not G) is defined as T G∧gr(G), we obtain that T(not G) is provable in IND(P ). Since
This is exactly the formula T((not G) & Q) and we are done.
The main theorem says that the theorems we can derive in IND(P ) are true under the procedural interpretation. For example, if the formula T Q is provable, then the query Q terminates.
Main Theorem 7.3 Let Q be a query. It is important to note, that from the provability of T Q if follows not only that all computations for Q terminate but also that there are no errors in calls of built-in predicates during the computation. There is an interesting analogy between the T operator and the logic of partial terms (cf. eg. [11, 12] ). In the logic of partial terms the expression t ↓ means that the functional program t terminates and that during the evaluation there are no type conflicts, i.e. the program is dynamically well-typed. The meaning of T Q is similar. It means that the evaluation of the goal Q terminates and that there are no error messages caused by non-ground negative goals or wrongly typed built-in atomic goals. The operator Γ P assigns to eachL-structure A a newL-structure Γ P (A) such that |Γ P (A)| = |A| and Γ P (A)(f ) = A(f ) for each function symbol f . The extensions of the predicates in Γ P (A) are defined as follows (we write S R for R s , F R for R f , T R for R t ):
Models of the inductive extension
Γ P (A)(gr) := {a ∈ |A| : there exists a closed term t with a = t A }.
In this definition O ranges over {S, F, T}. In the first line R is an n-ary user-defined predicate; in the second line R is an n-ary built-in predicate.
Lemma 8.1 Let A and B beL-structures.
( The definition of the stages of the operator Γ P is canonical (cf. [17] ). The results of [8] and [15] on the closure ordinal of ext and Φ P can be transformed to the operator Γ P . The closure ordinal of Γ P can be ω CK 1 . But in general only the finite stages have a computational meaning. Therefore we define a hierarchy of free term structures (J P n ) n<ω . The hierarchy is analyzed in detail in Sect. 10 .
Definition 8.2 Let
Definition 8.6
Let |J| be the set of all terms (with variables). The interpretation of the function symbols in J is the free interpretation, i.e.
Equality is interpreted as identity. The interpretation of the predicate symbols is empty.
We define J 
and say that Γ is true in the structure A. The axioms and rules of the sequent calculus are listed in Table 4 .
Note that in a proof of a sequent the rules IV for user-defined predicates and built-in atomic goals are used finitely many times only. Therefore, if a sequent is provable, then it is true at a finite stage J P n . Hereby we use the fact that (J P n ) n<ω is an increasing sequence of structures and that a sequent consists of positive formulas only. Lemma 9.1 If Γ is provable in the sequent calculus then there exists a natural number n < ω such that J P n |= Γ.
Although the sequent calculus is a rather weak system compared to the inductive extension IND(P ), it has the same strength for positive formulas. Proof. The proof is indirect. Assume that ϕ 0 is not provable in the sequent calculus.
Then, by standard methods, one can construct a set S of formulas such that ϕ 0 ∈ S and the following properties hold:
III. Structural and logical rules:
( * ) if y does not appear free in the conclusion. 
IV. Rules for user-defined predicates R and built-in atomic goals
ϕ ∨ ψ ∈ S =⇒ ϕ ∈ S and ψ ∈ S, (8) ∀x ϕ(x) ∈ S =⇒ there exists a y such that ϕ(y) ∈ S, (9) ∃x ϕ(x) ∈ S =⇒ ϕ(t) ∈ S for each term t,
We define a term structure A such that Γ P (A) ≤ A, A |= CET and A |= ϕ 0 . Let |A| be the set of all terms (with variables) and define
Equality is interpreted by an equivalence relation ∼
A which is defined as follows:
For an n-ary predicate symbols R ofL we set
The relation ∼ A satisfies CET and has the following additional properties:
Then one proves by induction on the length of a formula ϕ that if ϕ ∈ S then ϕ is not true in the structure A under the canonical variable assignment that assigns to each variable x the element x ∈ |A|. In particular we obtain that ϕ 0 is not true in A.
In the next step one shows that Γ P (A) ≤ A. Suppose, for example, that R is a userdefined predicate and a ∈ Γ P (A)(R s ) but a / ∈ A(R s ). By the definition of A this means that R s ( a ) ∈ S. By property 10 of S, we obtain that S D
. This is a contradiction to a ∈ Γ P (A)(R s ).
Suppose that R is built-in and a ∈ Γ P (A)(R s ) but a / ∈ A(R s ). By the definition of Γ P , there exist terms t and a substitution σ such that R( a ) ≡ R( t )σ, R( t ) ∈ D and A |= (S B(R( t ))σ. Now R( a ) is also in D and, by property 11 of S, we obtain that S B(R( a )) ∈ S and thus A |= S B(R( a )). This is a contradiction, since S B(R( t ))σ is the same formula as S B(R( a )).
The arguments for R f and R t are similar. Since A |= gr(t) if t is a ground term, it follows that Γ P (A) ≤ A.
By Theorem 8.5 we obtain a structure B ≤ A such that B |= IND(P ). Since the formula ϕ 0 is positive it is also not true in B. Thus IND(P ) |= ϕ 0 .
Proof. (Theorem 8.7) Assume that ϕ is positive and IND(P ) ϕ. The previous theorem says that ϕ is provable in the sequent calculus. By Lemma 9.1 we obtain an n < ω such that J P n |= ∀(ϕ).
We want to stress that the sequent calculus of Table 4 is for positive formulas only. It is not implemented in the logic program theorem prover LPTP. The reason is that, when we prove properties about logic programs, we are dealing with implications mainly and implications are not positive.
The finite stages and the operational model
We begin this section by recalling the essential properties of the finite stages (J P n ) n<ω . The notion J P n |= ϕ means that the formula ϕ is true in the term structure J P n under the canonical variable assignment which assigns to each variable x the value x; it does not mean that ∀(ϕ) is true in J P n . The properties of J P n are:
The finite stages (J P n ) n<ω have a computational meaning. They are related to the operational semantics in the following sense. From Theorem 7.2 and Theorem 8.7 we obtain: Corollary 10.1 Let Q be a query.
(1) If Q terminates, then J P n |= ∀(T Q) for some n < ω.
(2) If Q succeeds with answer σ, then J P n |= ∀(S Qσ) for some n < ω. Proof. Unfortunately, this lemma cannot be proved by a simple induction on n. In order to formulate more general statements which can be proved by induction, we need the abbreviations T-rk(Q, n ), S-rk(Q, n ) and F-rk(Q, n ):
If Q is the query [G 1 , . . . , G k ] then we have for the k-tuple n, . . . , n :
We define the ordinal ord(Q, n ) in the following way:
where # is the natural sum (or Hessenberg sum) of ordinals and |G| is the length of the goal G. The length of a goal is defined as follows: If there exists a bound r < ω such that |B(A)| < r for all A ∈ D and |D P R [ x ]| < r for all user-defined predicates R, then one can define
The abbreviations T-rk, S-rk, F-rk and the function ord are used to formulate the main induction. We prove by induction on α the following: for all Q and n such that ord(Q, n ) = α:
In the induction step we need the following properties of T-rk, S-rk and F-rk:
The function ord has been defined in such a way that whenever we have an implication
Therefore it is easy to see that the induction goes through. The induction hypothesis is that for all Q and m , if ord(Q, m ) < α and T-rk(Q, m ) then
Assume that ord(Q, m ) = α and T-rk(Q, m ). We have to show (a), (b) and (c). Consider, for example, the case s = t & Q with T-rk(s = t & Q, m, n ).
(a) We have to show that P T : Qσ for each substitution σ with sσ ≡ tσ. According to the rules of the calculus for signed queries in Table 2 it follows then that P T :
Therefore, assume that sσ ≡ tσ. By 4, we obtain T-rk(Qσ, n ). Since
we can apply the induction hypothesis and obtain
It suffices to show that s is identical to t and that P Y : Q. By 5, we obtain s ≡ t and S-rk(Q, n ). By 4, we obtain T-rk(Q, n ). Since ord(Q, n ) is less than ord(s = t & Q, m, n ), we can apply the induction hypothesis and obtain that P Y : Q.
(c) Assume F-rk(s = t & Q, m, n ). We have to show that P N : Qσ for each substitution σ with sσ ≡ tσ. Therefore, assume that sσ ≡ tσ. By 6, we obtain F-rk(Qσ, n ) and, by 4, T-rk(Qσ, n ). Since ord(Qσ, n ) is less than ord(s = t & Q, m, n ), we can apply the induction hypothesis and obtain that P N : Qσ. and, by 24, we obtain T-rk(Q, n ). By the induction hypothesis, we obtain P N : [G] and P Y : Assume that IND(P ) T Q ∧ S Qσ. As in the previous case we obtain an n < ω such that J P n |= ∀(T Q) and J P n |= S Qσ. By Lemma 10.2 it follows that P T : Q and that P Y : Qσ. By Theorem 5.1, we obtain that Q succeeds with answer including σ.
Assume that IND(P ) T Q∧F Q. Again, we obtain an n < ω such that J P n |= ∀(T Q) and J P n |= ∀(F Q). By Lemma 10.2 it follows that P T : Q and that P N : Q. By
Theorem 5.1, we obtain that Q fails.
Appendix
In this appendix we sketch a proof of Theorem 5.1, i.e. the relation between the query evaluation procedure of Table 1 and the calculus for signed queries of Table 2 . First we state some elementary properties of the calculus for signed queries.
Lemma 11.1 Let Q be a query.
(1) If P Y : Q then P Y : Qσ.
(2) If P N : Q then P N : Qσ.
(3) If P T : Q then P T : Qσ.
Proof. By induction on the length of a derivation of Y : Q, N : Q or T : Q in the calculus for signed queries.
Lemma 11.2 It is not possible that P Y : Q and P N : Q.
Proof. By induction on the the length of a derivation of Y : Q and N : Q.
In Table 1 (transition rules of the query evaluation procedure) we treat environments and substitutions differently. We consider environments as special representations of substitutions. The reason that we represent substitutions in this way is that in computations one has to keep track of the variables that have already occurred. We do this by adding bindings x/x to the current environment. In computations new bindings are composed to the current environment in unification steps. The next lemma says that these bindings do not act on variables that are defined in the current environment but are not used in the current query. In the next definition the notions 'a query succeeds with an answer' and 'a query fails' are generalized.
Definition 11 .9 We say that (1) a frame Q, η returns τ modulo Σ Φ , if there exists a Θ such that Σ Φ; Q, η * Σ Φ; Θ; true, τ mod Σ Φ ;
(2) a frame Q, η fails modulo Σ Φ , if Σ Φ; Q, η * Σ Φ mod Σ Φ .
As special cases we have the following:
(1) A query Q succeeds with answer σ iff there exists a τ such that init(Q) returns τ modulo and Qσ ≡ Qτ . (2) A query Q fails iff init(Q) fails modulo .
Lemma 11.10 Let Q be a query.
(1) If Q, η returns τ modulo Σ Φ , then P Y : Qτ .
(2) If Q, η fails modulo Σ Φ , then P N : Qη.
Proof. By induction on the length of the computation.
Corollary 11.11 Let Q be a query.
(1) If Q succeeds with answer σ, then P Y : Qσ.
(2) If Q fails, then P N : Q.
The notion 'a query terminates' is generalized to 'a state is terminating'. Assume that Σ is terminating. Since the tree of states reachable from Σ is finitely branching, it follows by König's Lemma that the tree is finite. We call the depth of the tree the rank of Σ.
Lemma 11. 13 If Σ Φ; Q, η is a terminating state then Q, η fails modulo Σ Φ or returns some answer τ modulo Σ Φ .
Proof. By induction on the rank of the terminating state.
Lemma 11.14 If Σ Φ; Q, η is terminating then P T : Qη.
Proof. By induction on the rank of the terminating state. In the case, where the first goal of Q is negated, Lemma 11.13 is used.
Since a query Q terminates iff the state init(Q) is terminating, we obtain the following corollary.
Corollary 11. 15 If Q terminates then P T : Q. The next lemma is a generalized lifting lemma. Lemma 11.19 Let Q be a query.
(1) If P Y : Qηθ then, for all Σ and Φ such that Σ Φ; Q, η is safe, the frame Q, η returns an answer τ modulo Σ Φ such that Qτ ≤ Qηθ.
(2) If P N : Qη then, for all Σ and Φ such that Σ Φ; Q, η is safe, the frame Q, η fails modulo Σ Φ .
The programs do not contain assert/1 and retract/1 or the cut (!) operator. The reason that our theory cannot be extended to assert/1 and retract/1 is simple. Using these predicates it is possible to write self-modifying programs which add and remove clauses to the program at run-time. Our approach, however, is static. We transform the predicates of a program into monotonic inductive definitions such that we can use induction along this definitions to prove properties of the programs. This is not possible with self-modifying programs.
Programs with cut cannot be handled, since in general they do not have the lifting
property. This property, however, is implied by our semantics. Consider, for example, the following program, where c and d are two different constants:
r(c) :-! .
r(d).
This simple program does not have the lifting property. Take the goal r(d). It succeeds with answer yes. But the more general goal r(x) has answer x = c only and no answer which is more general than x = d.
