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ABSTRACT 
This document contains two discussions having to do with two new seasonal 
adjustment methods that are competing at present for possible replacement 
of the method X ll/XllARIMA in European data producing agencies (mostly 
national statistical offices and central banks). The first discussion offers 
a critical review of X12ARIMA, the new U.S. Bureau of the Census 
method, still heavily based on the XlI approach. The second discussion 
is a reply to a critique made to SEATS, the alternative method, which 
represents a fairly drastic methodological change. The discussion clarifies 
some methodological points and deals with issues related to practical 
application of the program. 
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COMMENTS ON Xl2ARIMA 
1. GENERAL REMARK 
The program X12ARlMA contains significant improvements over 
Xll/XllARIMA. Broadly, they can be classified into 3 groups: 
(1) the development of REGARIMA; 
(2) some new options for the filters; 
(3) more diagnostics. 
Clearly, (1) implies the belief that REGARIMA models are 
appropriate for time series. Group (2) implies an increased filter 
flexibility, where the filter selection depends more and more on the data. 
These improvements obviously represent a move towards a "model-based" 
(MB) approach, which is also implicit in Fidley et aI. (1997): X12A 
"decomposes a time series into a product of (estimates) of a trend 
component, . . .  " . The distinction between a "theoretical" component and its 
estimator forms the basis of a MB approach. (Still, how is the theoretical 
component? What is the estimation criterion? ) Perhaps the reasons for not 
moving all the way to a MB method are the old fears having to do with the 
need for experts and with computing time, and, of course, the power of 
inertia. I believe that the fears are not anymore appropriate since, for 
example, programs TRAMO and SEATS are fully model-based, fully 
automatic, and faster than X12A. In the comment, I will not deal with 
REGARlMA. It is a good program, although a bit too slow and in need of 
a proper automatic model identification (AMI) and automatic outlier 
correction (AOe) procedure. My comments will center on flexibility and 
diagnosis; I will use as examples basic macroeconomic Spanish series. 
2. FLEXIBILITY: IDEMPOTENCY AND SPURIOUS RESULTS 
In the difficult field of finding "objective" criteria f�r comparison 
of seasonal adjustment methods J there are two that seem unquestionably 
desirable. One is idempotency J i. e. J a seasonal adjustment method applied 
to the seasonally adjusted (SA) series it has produced should leave the SA 
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series unchanged. The second requirement in that, when applied to white 
noise, the method should produce no spurious seasonality. Both properties 
show, of course, how flexible a filter is to adapt to the particular 
structure of a series. 
With a reasonable AMI procedure, an MB approach would identify 
nonseasonal models in both cases. But let us move one step backwards and 
compare X12A to the simplest MB procedure, whereby only a default model 
is considered, namely the so-called Airline Model, 
'1'112 x(t) = (1 + e B) (1 + e B
12)a(t) + '" [ 1] 
where V=I-B 
noise variable. 
VI2=1-8
12 , B is the lag operator, and aCt) is a white-
Thus X12A run by default is compared with a procedure that 
consists of fitting the default model, and using this model to obtain the 
filters for the component estimator (equivalent to running SEATS by 
default) . 
For the Consumer Price Index (CPI) , Figure 1 compares the seasonal 
component of the original series with those obtained for the SA series, 
using X12A both times. The seasonality in the SA series, although not 
large, is nevertheless disturbing. Figure 2 performs the same comparison 
for the MB procedure we consider (the default model yields a good fit). To 
all purposes, the estimated seasonal component in the SA series is now 
zero. (Notice also how the seasonality estimated with the MB filter is 
noticeably more stable. ) Figure 3 compares the seasonality estimated in the 
SA series by both methods. 
As for spurious seasonality, I generated 50 white noise (0,1) 
independent series and applied the two methods. Figure 5 compares the 50 
variances of the estimated s(t) series (the straight lines are the mean 
values: . 211 for X12A and .101 for the MB method). For all 50 cases the 
variance of the spurious seasonal component for X12A is considerably 
larger than that for the MB case. 
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The flexibility of the MB approach is explained by a simple feature. 
When model [1] is fit to the SA series, e converges to -1 fast. Stopping 
its value at, say, -.98 (or -.99) the seasonal structure of the model in 
practice cancels out. Notice that, if deterministic seasonality were to be 
present, it would have been well captured, as shown in Figure 4, which 
magnifies the MB estimator of 8(1) • In a similar way, when model [1] is 
fit to white noise, both e and e tend to -1, so that the regular unit 
root in practice also disappears, and the model reproduces well white 
noise. As a consequence, besides the good idempotency properties, in the 
MB case there is no need to worry about whether seasonality or trend are 
present; moreover, there is no need to worry about whether there may be 
deterministic or stochastic seasonality present: the model will handle it. 
Therefore, the default model seems flexible enough to encompass a 
wide variety of simpler cases. But the robustness of the results also 
extends to larger models. Figure 6 exhibits the seasonal factors obtained 
from application of the default model and of the model 
'it' "" x(t) = (1 + 6, B+6, B
') (l +8 B ") aCt) [2] 
to the ALP monetary aggregate. Since the default model provides an 
acceptable fit, model [2] may be seen as the result of overdifferencing. 
The two sets of seasonal factors are indistinguishable and, again, this is 
due to the fact that, in estimation, one of the roots of the regular MA 
polynomical goes to -1, and the effect of overdifferencing is cancelled out. 
Moderate overdifferencing causes, in fact, little damage. 
3. TESTING AND INTERPRETATION OF DIAGNOSTICS 
The mixing in X12A of MB and non-MB feature leads to some 
confusion. I shall illustrate this with some examples. 
a) Testing for Trading Day (TD) and Easter Effects (EE) 
Findley et al. (1997) state that the estimator of the irregular, 
"being an almost uncorrelated series" J can be used for TD and 
EE estimation using simply OLS. Uncorrelatedness characterizes 
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the component, but certainly not the estimator, which can be 
strongly correlated (see Maravall, 1995). Moreover, the 
spectrum of the irregular and of the SA series are used for 
detection of TD effects. Bur the estimator of the irregular (and 
of the SA series) is a noninvertible series and hence the use of 
finite AR models to estimate its spectrum makes little sense. In 
this respect, thus, I agree with the authors: REGARlMA seems 
the proper framework for TD and EE estimation. In other words, 
the MB way seems preferable to the old XlI spirit. 
b) Sliding Spans and Revision Histories Diagnostics 
These are new diagnostics. The first one basically consists of 
running succesively the program on overlapping subspans of 
the series, say 
[(x(t-k) • • • x(t)]. [x(t-k+ 1) • ...• x(t+ 1)] ..... [x(t-k+h) • •. • x(t+h)] • 
and look at the variation of set I t+j) (the estimator of set) 
obtained with the subs pan finishing at t+j), for j=O, 1 ,  . . . h. If 
that variation exceeds a limit k (recommended value of . 03), 
month t is "unreliable"; if the percent of unreliable months is 
larger than 25%. then the series should not be adjusted (the 
variability is "much too high"). This type of diagnostics, in my 
view, tend to mix what should be the characteristics of a good 
extraction method with the analyst wishful thinking concerning 
the properties of a series. 
Consider the decomposition x(t) � set) + n(t). where set) and 
net) denote the (orthogonals) seasonal component and SA 
series, respectively. Assume s(t) is generated by a perfectly 
acceptable seasonal component model of the type 
(1+B+ ... +B") set) � 8,(B) as(t). [3) 
where as(t) is white noise with variance V(s), and the r. h. s. 
is a finite variance moving average (MA) . Further, assume n (t) 
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follows some ARIMA model. Let us fix the models for s (t) and 
n(t), except for Ves), which is systematically increased. 
The new seasonal components obtained are all in exactly the 
same way reasonable seasonal components. When the same net) 
is added J a new series is obtained. For V (s) beyond some a 
priori fixed limit, why shouldn't the series be adjusted if J of 
course, an appropriate method is available? (The diagnostic 
reminds me of the one in XI1A, whereby if the average 
forecasting error was greater than 12% the series should not be 
forecasted. If stock prices could be forecasted with 12% error, 
wouldn't it be insane for investors not to forecast?) The 
variability that should be acceptable is the variability the series 
displays. This dependence is even implicit in the paper when we 
are told that the recommended value of k will be too large for 
series with small seasonality, and too small for series with large 
seasonal movements. 
The authors recommend that the span length be at least as large 
as the length of the filter, and that one should look at the 
variability starting with concurrent estimation. Since the filter 
can then be completed in one direction, the variability in the 
successive estimators of set) is, in essence, the total revision 
in the concurrent estimator. The MB approach permits us to 
address the variability issue in a more elegant and efficient 
manner (it is worth pointing out that the MB method yields a 
more direct measure of the uncertainty in the measurement of 
s(t), namely the standard error of the estimator.) 
Let sf(t) and sc(t) denote the final estimator of s(t), obtained 
with the complete filter, and the concurrent estimator, s(t l t), 
respectively. The MB equivalent of the condition for not 
adjusting the series becomes. 
Prob. [ l sf(t)-sc(t) l>kj). 25 [4) 
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or , letting d(t);sf(t)-sc(t) denote the revision in the 
concurrent estimator and assuming k;. 03, P( 1 d(t) 1>.03» .025. 
It is straightforward to express d(t) as a linear combination of 
a(t+j) , with pO (see Maravall, 1995), from which the 
distribution of d(t) can be easily obtained. 
Using as examples the total exports and imports series , for 
which the default model [1] provides also good fits, the 
probability in the 1. h. s. of [41 was computed. The following 
table is obtained: 
Exports Imports 
Prob. that month t is 41% 33% 
unreliable 
Frequency of unreliable 
months (sliding spans 38% 40% 
diagnostic) 
Thus X12A would conclude that none of the 2 series should be 
adjusted. Figures 7 and 8 present the MB estimates of the two 
series of seasonal components. They display a "moving" 
structure, but can be estimated nicely; moreover, as shown in 
Figure 9, they can also be forecasted well. 
In conclusion J the sliding span exercise seems a useful tool} not 
as a diagnostic on whether or not to adjust, but, in so far as 
stability is desirable, as an indication of whether direct or 
indirect adjustment of an aggregate may be preferable, or in 
helping in the selection of the filter length. Incidentally, in the 
MB approach, the sliding spans could serve as a diagnos tic: if 
the frequency of unreliable months is markedly different from 
the probability that a month is unreliable , then something wrong 
could be suspected. (For the exports and imports series, both 
computations seem quite in agreement). 
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A similar reflection applies to the revision histories diagnostic. 
Given the stochastic structure of the series, there is an optimal 
revision process, and departures from it may be costly in terms 
of MSE. I agree with the authors in that if may be preferable to 
use trends if revisions are smaller, yet the statement needs 
qualification. Two features of revisions are important: 
. the size of the revision; 
. the length of the revision period; 
and in general a smoother component does not decrease both. 
For the exports and imports series, the following table gives the 
variance of the revision in the concurrent estimator of the trend 
and of the SA series: 
Exports Imports 
Trend .088 .093 
SA series .077 .061 
(the variance are standarized by setting V(a)=I). It is seen that 
the trend revision is larger in both cases. The next table shows 
the percent reduction in the variance of the revision after 1 
year of additional data has become available: 
Exports Imports 
Trend 92 91 
SA series 31 22 
It is seen that the trend estimator converges much faster to the 
final estimator. This trade-off between size and duration is 
often found in practice, and it is difficult to say what is 
preferable: a moderate revision that takes many years to be 
completed, or a large one that is removed in a few periods. Be 
that as it  may, the imprecise criterion of having somewhat small 
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revisions should be replaced by that of having optimal revisions 
(in the sense that MMSE estimators are obtained.) 
4. CONCLUDING REMARK 
I congratule Professor Findley and his team (and the U. S. Bureau 
of the Census) for the good and important work put into their new 
X12ARIMA program. Further , I hope they continue in the same direction 
(Le. the MB direction). Then I think it is likely that X13 will be an ARIMA 
MB method. 
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PRACTICAL EXPERIENCES WITH SEATS 
In Stier (1996) the so-called ARlMA model-based (AMB) seasonal 
adjustment method as enforced in the program SEATS (Gomez
' 
and 
Maravall, 1996) is summarized and some "practical experiences" are 
reported. As Stier points out, the fact that its use has been recommended 
by Eurastat justifies a critical review. (The recommendation is the result 
of a detailed study and of three years of use, with careful monitoring , on 
, many thousand series every month; see Eurastat, 1996a.) Unfortunately, 
Stier's review is plagued with methodological errors and with serious 
mistakes concerning correct use of the programs. 
1. SUMMARY OF METHODOLOGY 
Most of the paper is simply a summary of MaravaU and Pierce (1987) 
and Maravall (1988). The summary is a direct transcription, with a few 
added comments which happen to be for the most part incorrect. For 
example: 
a) Concerning the properties of 'the theoretical components, on 
page 315, we are told that the components provided by the AMB 
method have to be invertible. This is not true and, in fact, the 
canonical components are noninvertible. 
b) In page 316 we are told that the covariance equations yield the 
restriction � +y =0 and hence 13.s0 . Both restrictions are 
wrong. For example, the model with p=. l , y=.7 , Vb=.039, 
V c=' 086 and V I= . 119, aggregates into the "prototypical" model 
discussed by Stier (with Va=1). It satisfies the covariance 
equations and represents a perfectly admissible decomposition. 
Yet p +y>O and P>O ! This error reflects a 
misunderstanding of the identification problem and yields a 
totally distorted parameter space. 
c) The next error (page 319) is a consequence of Stier's confusion 
between the theoretical component and its estimator. Stier 
presents as a weakness of the method the fact that the estimated 
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irregular component has a spectral peak between the zero and 
the seasonal frequency, so that "the estimated irregular is no 
realization of white noise". But it should not be! This is not a 
property of SEATS; it is a property of almost any filter that 
removes nonstationary trend and seasonal components, and a 
well known feature (see, for example, Nerlove 1964). For the 
CENSUS method it is discussed in Cleveland and Tiao (1976), 
and for the AMB case in Maravall (1987). A similar effect 
appears when, for example, the Hodrick-Prescott filter is used 
to detrend a series seasonally adjusted with CENSUS (Maravall , 
1995). An heuristic explanation is the following. The fact that, 
for the zero frequency, the irregular-to-trend ratio is zero 
implies that this frequency is not used for estimation of the 
irregular, which implies a spectral zero for the zero frequency. 
For the seasonal frequency, the irregular-to-seasonal ratio is 
again zero and, in a similar way, a spectral zero will show up. 
Since the spectrum is strictly positive between these two zeros, 
a peak should appear in between. A very simple example with 
deterministic seasonality may be illustrative. Consider the 
twice-a-year observed series 
x(t) = set) + u(t) [1] 
where set) is a deterministic seasonal component satisfying 
set) + set - 1) = 0 , [2] 
and u(t) is a white noise irregular. The seasonally adjusted 
series is equal to the irregular, and a standard filter to compute 
it would be, for example, (Kendall, 1976) 
u(t) = [x(t-I) + 2x(t) + x(t+ I)] / 4 
which, using [1] and [2] becomes u(t) = (1/4) [(I+B)2 u(t+l)] , 
that is, a moving average with a spectral zero at the seasonal 
frequency (root B ;;; -1). Proceeding in a similar way for the 
case of a deterministic trend, the spectral zero at the zero 
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frequency is easily derived. Putting the two together, the peak 
of Stier is obtained. 
Perhaps what may cause Stier's confusion is the apparent 
paradox that, since the estimator of the irregular displays 
autocorrelation, this may seem to imply forecastability, which 
would be incompatible with a theoretically white-noise irregular. 
A closer look at the estimator of the irregular shows that it is a 
linear filter of present and future innovations; in his example, 
u(t) = V. [a(t) - a(t+2)] , and hence any forecast E, u(t+K) is 
always zero; thus there is no paradox. 
d) In the example used in page 320, the canonical decomposition 
maximizes the variance of the trend revision, and it is said 
immediately after that the analysis can be generalized for any 
ARIMA process. This is somewhat misleading and, as shown in 
Maravall and Planas (1996), the revision of the trend may also 
be minimized for a canonical trend; it depends on the structure 
of the series. 
e) Then, there are several minor mistakes. For example, in page 
317, the discussion of the identification criteria is confusing. 
The structural component model of Harvey (1989) -solution (b) 
of Stier- reaches identification precisely through solution (a), 
i. ,e.,  by restricting the orders of the MA polynomials in the 
models for the components. The distinction between (a) and (b) 
is thus misleading. In p. 322 Stier states "Identification is again 
reached via minimization of V uTI; on the contrary, it is reached 
via maximation of V u' On p. 323, the expression for the Wiener­
KOlmogrov filter is wrong: o:(B)o:(1') should be replaced by 
P(B)P(I') , . . .  and so on. 
But Stier does not critizice the methodology as such; he 
repeatedly mentions the "theoretical elegance" of the approach. 
The problem according to him lies in its application. As we shall 
see, it is in this context that the most important mistake is 
made. 
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2. PRACTICAL EXPERIENCES WITH SEATS 
The main mistake of Stier's discussion is not due to the fact that the 
programs may be complex and require careful use. Rather the contrary. 
In what follows we shall stick to the use of TRAMO and SEATS in their 
strictly and fully automatic manner, without any need for specialized 
skills. Stier has mixed up the "default model" with "automatic use", 
Nowhere in the user instructions (G6mez and Maravall ,  1996) we 
"recommend the default model (Le. , the Airline Model of Box and Jenkins, 
1970) for Routine Seasonal Adjustment" or for large-scale use in general. 
These cases are explained in a special section (Section 3: Routine Use on 
Many Series), and only one parameter is involved (the parameter RSA). 
In all cases a procedure for an automatic model identification (AMI) and 
automatic outlier detection (AOD) is involved. We fully agree with Stier in 
that the Airline Model is absurd for many series. A recent study by 
Eurostat (1996b) on 13,227 series (indicators for all activities, and for the 
15 EU member states, USA and Japan) showed that approximately for 50% 
of them the default model was adequate. This proportion justifies using the 
Airline Model as the default one, but never as the only model! 
We proceed now to review the 4 examples presented. 
a) Stier claims that for one simulation of an ARIMA (1,1,1 )  model, 
the default model of SEATS estimates some seasonality. With just 
one simulated example , the claim is preposterous. Among say) 
100 random samples one is bound to find some displaying 
seasonal autocorrelation (rI2) that appears to be significant 
(from the tails of the distribution of '12 under HO:r12=O ; see 
Box and Pierce, 1970). In these cases, SEATS would capture 
some seasonality since, to start with, it is in the data. For 
Stier's example, '12=.15 , not far thus from-a borderline case. 
In any event , the (seasonal) Airline Model will naturally always 
produce some number for the estimator set) (the same would 
be true for OLS with seasonal dummies or for X11). The point 
is: how large this spurious seasonality is likely to be? In a more 
rigurous context and using many more series, Fischer (1995 ) 
looked at the problem and found that SEATS clearly 
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outperformed other methods (a similar result , when X12 ARlMA 
is the alternative , is reported in Maravall, 1997). When there is 
no significant seasonality, even if one estimates the Airline 
model, a seasonal IMA (1,1) structure with 612 close to -1 is 
typically obtained, and the two seasonal factors V12 and 
(1 +e12Bt
2
) in practice cancel out and the seasonality obtained 
is, to all effects, negligible. 
Be that as it may, as mentioned earlier, the correct way to 
proceed is to use SEATS after TRAMO. Simply setting RSA = 
3 or 4 (perhaps the most frequently used fully automatic 
procedures) the program performs AMI and AOD, as well as 
several pretests. Proceeding in this way with the example of 
Stier, TRAMO informs us that the series should be modelled in 
the levels, that there are no outliers (nor trading day or easter 
effects) J and that the orders of the seasonal polynomials in the 
model are (0,0,0); as a consequence, the seasonality estimated 
by SEATS is zero for all periods. NO spurious seasonality is 
estimated. 
As for the regular part, TRAMO identifies a (O, I , I ) -model 
instead of the (1,1,1) used to generate the series. Direct 
estimation of this latter model yields 4>=-.70, 6=-.50 , but the 
correlation between the two parameter estimates is .95! Thus it 
makes sense that a parsimonious AMI procedure reduces the 
parameters to only one. Incidentally, a look at the diagnostics 
of the model identified by TRAMO shows only one problem: lack 
of randomness of the residual autocorrelation ,  due to a sequence 
of (small) positive autocorrelations for low lags. To the careful 
analyst this may suggest the (1,1,1) specification. 
Back to the main point of spurious seasonality, to better assess 
the performance of TRAMO-SEATS we simulated 300 N(O,I)  
random samples and, from these, series x(t), given by 
(1 -8B)Vx(t) =(1-.4B)a(t) 
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were generated. In 86% of the cases, SEATS detected tilat the 
model had no seasonality whatsoever. In 9% of the cases it 
estimated a negligible (not significant) one, with an Airline 
model for which 612 approached - 1 . (As an example, Figure 1 
displays the original series and the adjusted series for a case 
with 612=-.84). Only in 5% of the cases there was some 
significant seasonality (in perfect agreement with a standard 
test size). Figure 2 exhibits the case with maximum variance of 
the spurious seasonal component; seasonal adjustment amounts 
to little· more than a mild smoothing of the series. It has little 
influe,nce on inference, as evidenced in Figure 3, where it is 
seen that it does not affect .the forecasts. In .what cOncerns 
spurious seasonality, TRAMO-SEATS perform quite reliably. We 
encourage Stier to chec� this on more series and in comparison 
with ,other procedures, such as X1.2ARlMA or Berlin BV4. 
It should be mentioned that, being conceived mostly as a 
. seasonal adjustment l?rogram, SEATS is biased towards 'finding 
modeis that provide stable estimators of the seasonal component. 
Thus, for example, if the nonseasonally differenced. series 
displays r12 = :4, and'perhaps an insignificant r24':: .2, instead 
of the seasonal MA(1) structure, which decomposes poorly, a . 
. seasonal IMA(1,1) structure, which provides.hetter estimators 
of the seasonal, is used. A.s mentioned before, as the 
seasonality goes to �ero, 612 goes to -1 and no damage is 
done. Besides, in exactly the same way, purely deterministic 
seasonality would also be well captured when present. 
b) Next Stier .considers the series ilNew orders, manufact�ring 
industr
,
y" and criticizes that the filters for the trend in SEATS 
are different wheq. 48, 72 and l()O observations 'are used. Given 
that. the trend filter depends on till? model, and that the model 
parameter estimates -depend on the sample size (T), the' filter 
depends on·r.  The use o( any model \.vo�ld produce tJ:iat result, 
·a�d th�t·would affeCt not only trend estimation (even when, for 
examp�e, OLS are used) , .. b�t. also forecasting, simulation or 
whatever use i� made ot the model; the distribution of the 
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estimators are functions of T. From a general point of view, it 
is sensible that the amount of information affects our knowledge 
(otherwise, why do we use data?) Of course, revising 
estimators causes inconveniences but, ultimately, it is simply 
the inconvenience of learning. Stier states that lithe definition 
of the components of the series varies with the lenght of the 
series!!. But the model does not really change; what changes are 
the estimators. 
The same series is used to illustrate how the use of TRAMO is of 
little help, but again, the argument is flawed from the 
beginning. No matter which automatic option is chosen, the 
Airline Model is always rejected, and TRAMO selects a (2, 1,0) 
(0, 1 , 1) model. Stier reports a different model, which 
apparently yields an abnormally erratic trend. We ignore where 
his results come from, since we have not been able to duplicate 
them. Given that he used a very old version of the programs, 
perhaps he ran into an old bug. This is regrettable, since 
updates of the programs, were periodically placed in the 
Internet site given in the user instructions. Criticism of the 
beta version of a program based on (at best) an old bug that has 
been already removed is of no help. 
Using, as before, the automatic procedure of TRAMO-SEATS, 
one obtains the trend of Figure 4 (very different from Figure 10 
of Stier), a rather reasonable trend for a series with a 
relatively fast-changing slope. For this series, however, 
TRAMO detects, at the pretesting stage, significant Trading 
Day and Easter effects, ignored by Stier. Incorporating them 
(still within a purely automatic use of the programs) yields a 
similar, perhaps slightly smoother, trend. 
A remark on trends seems worth making, since it is with trends 
that Stier's paper is mostly concerned, although nowhere in the 
paper is there a definition of a trend. What Stier seems to have 
in mind is a very smooth trend, obtained with a filter with a 
very narrow peak around the zero frequency. These are the 
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trends typically used in "economic business-cycle analysis", 
which is quite a different issue than seasonal adjustment. In the 
latter, the trend is a "short-term" trend. In Xll it has some 
power over cyclical frequencies, and in STAMP or in SEATS the 
same may happen. This is due to the fact that, in both 
approaches, the width of the peak around zero of the trend 
filter adapts to the width of the peak around zero in the 
spectrum of the actual series, and, on occasion, the peak is 
wide. This type of trend is often denoted trend -cycle, to 
emphasize precisely that short-term character. (Section 2.4.6 
of the SEATS Manual clarifies this point. ) 
Incidentally, the use of fixed trend filters with a narrow pass 
band is not free from many of Stier's criticims. For example, 
applying his low pass filter to his deterministic example (Figure 
12 in his paper), the nonsense trend component of Figure 5 is 
obtained. Also, if properly centered, those types of filters 
induce revisions that converge very slowly. Furthermore, they 
induce a strong phase effect in the trend concurrent estimator. 
c) We are next told that "a fundamental condition with SEATS is 
that the series are integrated". This, again, is false, and here 
I cannot imagine the source of the error. Stier can try to 
decompose the model (1-.7B)x(t) ; a(t) , to mention the 
simplest example. A different issue is the fact that highly 
stationary trends or seasonals make little sense, since they tend 
to converge fast to a constant or to zero. 
Stier generates a purely deterministic series and correctly 
points out that the default model of SEATS does not exactly 
reproduce his deterministic components. Given that SEATS 
assumeS the series to be stochastic, this is not really 
surprising. But, as seen in Figure 6, it is nevertheless 
remarkable how stable the trend estimated by the simple default 
model turns out to be (in fact, both parameters 61 and 612 
become close to -1). The figure does not quite reproduce Stier's 
Figure 13 and the same holds true for the seasonal component, 
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considerably more stable than the one in Figure 15 of Stier. 
Ultimately, since for a long time it has been known that 
quadratic deterministic trends and deterministic sine functions 
are not adequate for time series found in reality, the criticism 
seems of little relevance. In any case, the relatively small 
seasonal component and the dominance of the irregular in the 
series created by Stier causes problems for XU, but not for 
SEATS 
d) The last example considered by Stier is the Airline Passenger 
series of Box and Jenkins (1970). He questions the 
appropriateness of the default model of TRAMO-SEATS, namely 
the (O,I,l)-(O,l,l)l2 model, points out that the program 
AUTOBOX chases "the simpler" (1,O,l)-(O,l,O)l2 -plus- mean 
model, and that this last model produces a smoother trend. We 
fail to see why the model is simpler, since it implies estimation 
of one more parameter (3 versus 2). More relevantly, estimation 
of the second model yields unacceptable residuals: the Ljung­
Box Q statistics with 24 autocorrelations is 23.98 for the default 
model and 47.34 for the second model (In this example we use 
the default model and no automatic procedure. )  Besides, the 
residual variance for the default model is . 037 and increases to 
.042 for the second model. Further, contrary to the case of the 
default model, residuals display excess kurtosis and fail several 
Normality tests. Moreover, an out-of-sample forecast test for 
the default model yields the value F (24,107) = . 82. In summary, 
while the default model fits well the data, the model suggested 
by Stier is clearly rejected. Of course, an 1(2) trend is more 
flexible than an 1(1) trend, still, Figure 7 compares the trends 
estimated with the two models: Does the difference justifies the 
use of a bad model? Why not just use a straight line? (By the 
way, as TRAMO detects, the series contains a significant 
trading day effect and some possible outlier(s). Incorporating 
these effects also leads to an Airline-type model.) 
Using the same example, Stier performs a final comparison. 
Letting p(t I T) denote the estimator of the trend for period t 
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when the last observation is x(T), he compares the series of 25 
concurrent estimators pet I t) with the heterogenous series of 
preliminary estimators p(tlI44) for t�120, 121, ... , 144. What 
that comparison means is not clear to me. SEATS produces a 
large revision in the concurrent estimator of the trend around 
period t=135, which, as TRAMO finds a few periods later, is 
associated with an outlier. TRAMO automatically corrects the 
series and the drop in the trend disappears. What the example 
shows is that outliers do create problems, and this is an 
important reason for using TRAMO as a preadjustment program. 
In general, the behavior of SEATS with respect to revisions in 
comparison with other methods has been analyzed with some care 
in Fischer (1995) and Balchin (1995), and SEATS was found to 
perform well. For example, Balchin finds "small to medium" 
revisions for SEATS (and nonconvergent revisions for ST AMP .  ) 
Still, the criteria of minimum revisions is ambigous and should 
be interpreted with care. Whether it causes inconveniences or 
not, revisions should depend on the correlations between the 
future and the present or the past. In some cases the future will 
provide a much better understanding of the present; in other 
cases it will have little to say. For the Airline series, SEATS 
tells us that the variance of the total revision the concurrent 
estimator will undergo is slightly smaller than 1/6 of �he 1-
period-ahead-forecast error variance (or, equivalently, that 
the standard error of that revision is equal to 1.5% of the level 
of the series.) Whether this is too much or too little is difficult 
to answer; what we can say J however, is that the revision is 
optimal in a well-defined sense (of course, one may prefer 
another definition, but then it should be made explicit.) SEATS 
also tells us that 94% of the revision variance will disappear in 
one year and that, in any case, the forecast of the trend is 
considerably more precise than that of the observed series; 
these are facts of applied interest. 
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3. FINAL REMARKS 
In his final remarks Stier mentions that different ARIMA models will 
produce different results J thereby introducing a degree of subjectivity. 
Used in an automatic way, the results will always be identical. Of course, 
people with different criteria may choose different models, but the AMB 
approach provi�es the framework to compare them as well as the associated 
l;'esults in a precise way (and hence provides the basis for improvement) . 
In general, some �;!lement of sUbjectivity is unavoidable, be that in the 
selection of a model for forecasting, or in the choice of a method for 
seasonal adjustment (to the poi�t that, for �xample, seasonal adjustment 
of the monetary aggregates at the Federal Reserve Board used to be Xll 
�lus "judgmental" corrections; see Maravall and Pierce, 1983). 
As for the summary of the evidence, contrary to Stier's assertion, 
if properly used with TRAMO. the behavior of SEATS with respect to the 
problem of spurious seasonality is excellent. Furthermore, the 
decomposition of the New-Orders series turns out to be quite reasonable., 
and has nothing to do with the results reported by Stier. As for the 
statement that lithe trend component of SEATS shows oscillative 
properties" (which can be explained by the gain of the trend filter), as a 
general statement it is false .. First, Stier considers only a few cases of the 
default model. There are many models with very stable trends. This is 
true even for the default model, and, as an ex�mple, the continuous line 
in Figure 8 displays the gain of the trend component filter for the default 
model when 61",--.9 and 612=.1 ; obviously, no "oscillative behavior" will 
be �nduced. As mention,ed before, the trend filter in SEATS adapts to the 
width of the spectral peak around zero of the observed series. This is 
clearly seen in Figure 8 ,  where the dashed line corresponds to the example 
with a deterministic trend and the dotted line corresponds to the New­
Orders example, a series with a relatively moving trend; both examples 
have been already discussed (notice that the dotted line in Figure 8 has 
little to do with Figure 11 of Stier). 
The last paragraph contains the only constructive conclusion of the 
paper, and we fully support it: it would be interesting to compare TRAMO­
SEATS with the Beveridge-Nelson type of approach in Breitung (1994) and 
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with STAMP . The first approach mentioned, offers, in our opinion, a 
serious conceptual problem. Seasonality is typically removed because it is 
thought to be mostly caused by events ( weather, calendar, habits, . . .  ) 
different than those driving the business cycle or the underlying longer­
term evolution of the economy (for example, technological progress). 
Breitung's approach assumes perfectly correlated components, an 
unappealing assumption. In any case, we believe that relevant comparisons 
should be made on many more series and using the programs properly 
(possibly, in an automatic way). 
Of course, one can always find or build examples that produce 
awkward results. Perfection is an asymptotic property, and we are forced 
to choose among imperfect methods (or models). Clearly, the choice should 
be based on evidence. In this respect, the four examples of Stier help 
little, since they are the result of combining a poor understanding of the 
method with a wrong use ( that starts by confusing automatic use with 
default model) of what must have been rather obsolete versions of the 
programs. Given that the programs still are at the beta (experimental) 
stage, perhaps it might have helped if Stier could have asked us to check 
some of the strange results he was obtaining; this may have avoided some 
basic mistakes. Be that as it may, we appreciate Stier's interest and hope 
he continues his criticism ( although with the correct versions ! ). We are 
sure that he will discover errors or weaknesses that can be of help to us. 
Ultimately, we insist, the real test should involve a more systematic and 
complete comparison with well-defined alternative methods, based on a 
minimally meaningful set of real world series. 
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