Introduction
Kinematic motion analysis and design of mechanical systems lead naturally to system of nonlinear algebraic and/or transcendental equations. One of the most frequently occurring problems in kinematics is to find solutions to this system of equations. The solution approaches for such equations can be broadly divided into two classes: numerical ͑iterative͒ methods and closed-form ͑analytical͒ techniques. Numerical techniques rely heavily on numerical iteration while closed-form techniques are based on analytical expressions and often require massive algebraic manipulations. Using numerical methods, a kinematics problem is considered solved if a tight upper bound on the number of solutions can be established, and an efficient algorithm for computing all solutions can be implemented. The commonly used iterative methods are variants of either the Newton or conjugate gradient methods. These methods require an initial guess at the solution. If the initial guess is not close enough to a solution, the iterations may converge slowly, converge to an unacceptable solution or may diverge altogether. However, the Newton's method is a valuable tool and is used as the building block for numerical continuation methods.
Numerical continuation ͑homotopy͒ methods have been used in solving kinematic equations of motion for planar as well as spatial mechanisms. They are based on the concept that a system of polynomial equations can undergo small changes in the system parameters producing small changes in the solutions. If the system of equations to be solved can be cast in a polynomial form, numerical continuation methods are capable of finding all possible solutions and eliminate the need for a good initial estimate to the solution ͓1͔.
Analytical or closed-form solutions to kinematic equations can be obtained using elimination theories based on resultants ͓2͔ or Gröbner bases ͓3͔. In general, there are two types of eliminants. The first is concerned with the elimination of one variable in two polynomials. The commonly used resultant matrices for such problems are those of Sylvester and Bézout. These resultants are particularly effective in eliminations involving non-homogeneous polynomials. For a system of n polynomials in two or more variables, the resultant is defined as the greatest common divisor of a set of determinants ͑resultants͒. Hence, through successive or repeated application of resultants it may be ''possible'' to reduce a multivariate system of polynomials to one or more univariate polynomials.
For resultants of the second type, nϪ1 variables are eliminated simultaneously from a system of n polynomials. The eliminant is a matrix whose columns are indexed by the monomials in the polynomial ring and whose rows are indexed by monomial products of the n polynomials. The resultant is a polynomial in the remaining variable. For a system of three or more equations, no general conditions exist which express the resultant as a determinant, except for special class of systems of equations. However, it may be possible to express the resultant as a quotient of one determinant divided by another. The divisor is the extraneous factor. Since it is difficult to identify whether or not extraneous factors exist, it is not possible to insure that a resultant is devoid of extraneous solutions. For certain equation structures, it may be possible to derive the resultant using Sylvester's dialytic elimination method. In other cases, extraneous factors can be identified and eliminated as demonstrated by Macaulay ͓4͔ for homogeneous systems. However, problems arising in synthesis and analysis of mechanisms often result in a system of non-homogeneous polynomials. Hence, Macaulay's approach is not suitable for such problems because the system of equations has extraneous solutions including solutions at infinity, and thus the eliminant matrix is degenerate.
Elimination theories for solving multivariate polynomial equations such as Gröbner bases are related in their basic form to Gaussian elimination's for linear equations and Euclid's algorithm for solving nonlinear univariate polynomials ͓5͔. Just as Gaussian elimination triangulates a system of linear equations, elimination based on Gröbner basis under lexicographic term ordering of variables, i.e., x n Ͻ . . . Ͻx 1 produces a triangular set of nonlinear polynomials. Generally, the resulting Gröbner basis can be partitioned into sets of nonlinear polynomials where the last set involves only one polynomial in x n with minimal degree, the set before the last involves only the last two variables, x nϪ1 and x n , etc. The complete solution set for the original multivariate system of equations can then be obtained by first solving the last univariate polynomial in x n , next substitute each solution of x n in the set of polynomials immediately preceding it, which are now univariate polynomials in the variable x nϪ1 , and so on, ͓5͔. However, for kinematics problems of ''reasonable'' complexity, the Gröbner basis method under lex term ordering has been quite inefficient because of exploding intermediate results and excessive computation times ͓6͔. For a comprehensive review of the state-of-art in solving polynomial systems arising in kinematics, see Raghavan and Roth ͓7͔. To overcome the difficulties of existing approaches, this paper presents a new method for solving algebraic system of equations which utilizes the reduced Gröbner basis form of the system of equations under total degree term ordering of its monomials and Sylvester's Dialytic elimination method. Using the proposed hybrid approach, the system of equations F is first transformed into its reduced Gröbner basis representation G. Next, using the entire or a subset of the set of generators in G, the Sylvester's matrix is assembled. The vanishing of the Sylvester's determinant yields the necessary condition for the polynomials in G as well as F to have a common factor.
The proposed method provides a systematic approach for constructing Sylvester's matrix. Normally, the construction of Sylvester's matrix requires an exhaustive search involving multiplication of the polynomials in F by appropriate monomials ͑power products͒ until a new system of equations H is generated such that the number of polynomials in H is equal to the number of monomials in H. The Sylvester's matrix can then be constructed directly using H. For a general system of equations, no systematic procedure exists for constructing additional equations and setting up the Sylvester's matrix ͓6͔. Further, even if a resultant matrix can be obtained, it is not possible to conclude whether or not extraneous factors are present in the resultant. In an attempt to outline a general procedure for constructing a resultant matrix for a system of n equations in n unknowns, Macaulay ͓4͔ presented an approach applicable strictly to homogeneous system of equations. In addition, the proposed approach may lead to the introduction of extraneous factors as alluded to by Macaulay. The Gröbner-Sylvester hybrid approach may prove to be an important step towards a general approach for constructing a resultant matrix devoid of extraneous factors. In this method, the step for generating additional equations is based on a division approach similar to the S-polynomial and normal form reductions of Gröb-ner bases method rather than the common approach based on polynomial-monomial multiplications. Through three numerical examples, it is shown that the proposed hybrid approach can be used to perform closed-form displacement analysis of spatial and planar mechanisms devoid of any extraneous roots.
Gröbner Bases: Basic Concepts
If F is a system of polynomial equations, the Gröbner bases method reduces the problem of solving F to manipulating the monomials in F. This transforms F into its Gröbner basis representation G that generates the same ideal as F but is easier to solve. In brief, the Gröbner basis for ideal I generated by F k͓x 1 , . . . ,x n ͔ over field k, is a set of generators G k͓x 1 , . . . ,x n ͔ that generate the same ideal I, but are simpler in form and easier to solve. The Buchberger's algorithm is a simple and effective method for computing Gröbner bases. Since Gröb-ner bases computations involve manipulating the monomials in F, the notion of term ordering, denoted Ͻ T , on the set of monomials in F must first be introduced.
A polynomial equation f i F can be viewed as a finite sum of nonzero terms with distinct monomials with scalar coefficients. Hence, it is necessary to fix a term ordering Ͻ T on the set of monomials in each f i F. Two term orderings which play an important role in solving polynomial systems include the lexicographic ͑lex͒ order and degree lexicographic ͑dlex͒ order.
Lexicographic Ordering (lex): Let the term ordering on the variables x,y,w be fixed as wϽ T . Since a polynomial is uniquely expressible as a finite sum of nonzero terms involving distinct monomials, a term ordering permits a comparison between every pair of monomials in the polynomial to establish their relative positions. Thus every polynomial f F must be arranged such that its monomials are ordered as a descending sequence under the term ordering Ͻ T .
Computation of Gröbner Basis. The computation of Gröbner basis is based on the following properties of polynomial ideals:
Property 1:
Property 2:
If f i , f j F and r is the division remainder of f i , f j , then r IϭIdeal(F).
Based on properties 1 and 2, Buchberger ͓3͔ introduced the notion of a S-polynomial for eliminating leading monomials, and the concept of normal form as a reduction algorithm for also eliminating monomials. The Buchberger's algorithm consists of two steps: the computation of S-polynomials and their normal form reduction.
The S-polynomial, designed to produce cancellation of leading terms, is defined as follows: let Fk͓x 1 , . . . ,x n ͔ a system of polynomial equations and IϭIdeal (F) .
where Lcm(•) and Lm(•) denote leading coefficient, least common multiple and leading monomial, respectively. The definition of Spoly( f i , f j ) in Eq. ͑1͒ makes use of both properties 1 and 2. Since c j k, u i ,u j k͓x 1 , . . . ,x n ͔ and f i , f j I u i f i ,c j u j f j I and therefore the division remainder hI. Note that u i f i and c j u j f j have the same leading term Lc( f i )l i j k͓x 1 , . . . ,x n ͔ which is eliminated using Spoly( f i , f j ). Hence, Spoly( f i , f j ) may be viewed as one step in a generalized division and h is the division remainder.
The normal form reduction algorithm is designed to eliminate monomials such that no leading monomial of one polynomial divides the monomials of another. For instance, let f ,g k͓x 1 , . . . ,x n ͔ and Lm( f )рLm(g), then g is said to be reducible to h if and only if a monomial m i ͗m(g)͘ is divisible by Lm( f ). Here ͗m(g)͘ denotes the monomial ideal of g. Hence,
Õ Vol. 122, DECEMBER 2000
Transactions of the ASME
where A system of polynomial equations may have many Gröbner basis representations w.r.t. a fixed term order Ͻ T . For instance, the number and form of generators in G is sensitive to the order in which f i , f j F pairs are selected for the computation of each Spoly( f i , f j ). Further, using the S-polynomial and the normal form algorithm outlined previously, the resulting Gröbner basis G for a system of polynomial equations F may contain more generators than necessary. Therefore, some generators in G may be eliminated without changing the ideal generated by F. However, for any system of polynomial equations F, there exists a unique Gröbner basis, called reduced Gröbner basis, defined as: G is a reduced Gröbner basis if and only if for each g i G, Lc(g i )ϭ1
and no monomial of g i lies in ͗Lm(GϪ͕g i ͖)͘, i.e., no monomial of g i is divisible by the leading monomial of any g j ͕G Ϫ͕g i ͖͖.
Gröbner-Sylvester Hybrid Method
If Fk͓x 1 , . . . ,x n ͔ is a finitely solvable system of equations, the corresponding reduced Gröbner basis G under lex term ordering of the monomials with x n Ͻ T¯Ͻ T x 1 contains a univariate polynomial g p k͓x n ͔ with minimal degree ͓3͔. However, the computation of the reduced Gröbner basis under lex term ordering is very sensitive to permutation of the variables whereas the reduced Gröbner basis computation using dlex ordering is more stable. Further, the computation of the reduced Gröbner basis under dlex ordering has the advantage of being more efficient w.r.t. computation times and memory requirements. In fact, for three example problems considered herein, a univariate polynomial was obtained using the Gröbner-Sylvester hybrid approach where other methods such as the Gröbner bases under lex term ordering have failed.
The Gröbner-Sylvester hybrid approach for solving polynomial systems arising in kinematics problems is outlined as follows. Let F be a finitely solvable system of equations given as F ϭ͕ f 1 , . . . , f m ͖k͓x 1 , . . . ,x n ͔ where k is an arbitrary field. Using the Buchberger's algorithm and dlex term ordering with x n Ͻ T¯Ͻ T x 1 , the reduced Gröbner basis is given as G ϭ͕g 1 , . . . ,g p ͖k͓x 1 , . . . ,x n ͔. With G known, it may be possible to the construct Sylvester's matrix using G or a subset of G.
If the entire set of polynomials in G is used to setup the Sylvester's matrix, then there may exist a variable x i such that each g i G can be expressed as
and the number of monomials m j in G ͑including 1͒ may equal p ͑the number of polynomials in G͒. For such a case, G can be viewed as a system of linear polynomials in the unknown monomials m 1 ϭ1,m 2 , . . . ,m p . In matrix form, this linear system is given as
Theorem: Let F be a finitely solvable system of equations and Gϭ͕g 1 , . . . ,g p ͖ is the corresponding reduced Gröbner basis under dlex term order. Then the vanishing of the determinant of the coefficient matrix given by Eq. ͑4͒ gives necessary condition for polynomials in F and G to have common solutions.
Proof: Since Gϭ͕g 1 , . . . ,g p ͖ϭ0, Eq. ͑4͒ reduces to SXϭ0
where Sk͓x i ͔ is the pϫp Sylvester's ͑coefficient͒ matrix and Xk͓x 1 , . . . ,x iϪ1 ,x iϩ1 , . . . x n ͔ is the pϫ1 column matrix of the unknown monomials. For this homogeneous system of equations to admit a non-trivial solution, S must be singular, i.e., R ϭ͉S͉ϭ0.
1 Thus Rϭ0 yields the necessary condition for the polynomials in G to have common solutions. Since ideal(G) ϭideal(F), the vanishing of the resultant R yields the necessary condition for the polynomials in F to have common solutions.
It may be noted that the sufficiency of the above condition is not guaranteed because the possibility of extraneous solutions at infinity cannot be ruled out from G. However, for polynomial systems arising in our work on kinematics of mechanisms, it was seen that the proposed approach, in every instance, yields an I/O polynomial of correct degree devoid of any extraneous roots.
With x i known from R, the other variables are solved as follows. Since Sylvester's matrix is singular, rank(S)рpϪ1.
2 If rank (S)ϭpϪ1, by deleting the last row and column of Sylvester's matrix S and the last row of the monomials column matrix X, Eq. ͑4͒ yields
or simply SЈXЈϭϪS p where S p ϭ͓a 1,p , . . . ,a pϪ2,p ,a pϪ1,p ͔ T is the last column of Sylvester's matrix S with the last row deleted. Since SЈ,S p k͓x i ͔, and XЈk͓x 1 , . . . ,x iϪ1 ,x iϩ1 , . . . ,x n ͔, Eq. ͑5͒ can be explicitly solved for x 1 , . . . ,x iϪ1 ,x iϩ1 , . . . x n in terms of x i .
On the other hand, if a subset of G is used to setup the Sylvester's matrix, then there may exist q polynomials g i G defined in terms of ͕x ␣ , . . . ,x ␤ ͖ʚ͕x 1 , . . . ,x n ͖. If each h i ϭg i k͓x ␣ , . . . ,x ␤ ͔ is expressed as 
Here too, Hϭ͕h 1 , . . . ,h q ͖ϭ0 and Eq. ͑7͒ reduces to SXϭ0
where Sk͓x i ͔ is the qϫq Sylvester's matrix and X k͓x ␣ , . . . ,x iϪ1 ,x iϩ1 , . . . x ␤ ͔ is the qϫ1 column matrix of the unknown monomials. From Eq. ͑7͒, the resultant ͑R͒ is given as the determinant of the Sylvester's matrix S. The vanishing of this resultant yields the necessary condition for the polynomials in G as well as F to have common solutions since G generates the same ideal as F. With x i known from R, the solution for the other variables x ␣ , . . . ,x iϪ1 ,x iϩ1 , . . . x ␤ is obtained as follows. If rank (S)ϭqϪ1, upon deletion of the last row and last column of S and the last row of column X, Eq. ͑7͒ leads to
or simply SЈXЈϭϪS q where S q ϭ͓a 1,q Ј , . . . ,a qϪ2,q Ј ,a qϪ1,q Ј ͔ T is the qth column of S with the qth row deleted. Since SЈ,S q k͓x i ͔ and XЈk͓x ␣ , . . . ,x iϪ1 ,x iϩ1 , . . . ,x ␤ ͔, Eq. ͑8͒ yields expressions for x ␣ , . . . ,x iϪ1 ,x iϩ1 , . . . x ␤ explicitly in terms of x i . With x ␣ , . . . ,x ␤ known, the remaining polynomials in G can be used to derive explicit expressions for the remaining unknown variables ͕x 1 , . . . ,x n ͖Ϫ͕x ␣ , . . . ,x ␤ ͖ in terms of x ␣ , . . . ,x ␤ .
The case when rank(S)ϽqϪ1 is handled in a manner discussed earlier.
It should be noted that the form and number of generators in the reduced Gröbner basis is quite sensitive to the term ordering Ͻ T on the set of monomials. Even though the reduced Gröbner basis G for a system of equations F is always unique w.r.t. a single term ordering Ͻ T , different term orderings can yield completely different G's. Therefore, even though the system of equations processed by the hybrid approach is not unique ͑because it depends on the term order Ͻ T ͒, the resultant expressed in x i is always unique and is independent of the term order. Further, it is worth noting that even though the choice of hidden variable (x i ) is arbitrary, there may exist term orderings for which an eliminant cannot be derived from G regardless of the choice of x i .
The application of the Gröbner-Sylvester hybrid method is demonstrated next through forward kinematic analysis of the general 6-6 Stewart mechanism and platform. The forward kinematic analysis of these parallel manipulators is quite complex. Nevertheless, using the proposed approach, the univariate I/O polynomial can be derived quite easily. In addition, the displacement analysis of a general 8-link 1-DOF planar mechanism is also performed using this approach leading to the closed-form I/O polynomial for the mechanism. For all three examples presented below, the grobner package available in Maple V ͑Release 3͒ was used for Gröbner basis calculations. All computations were performed either symbolically or using rational arithmetic. Therefore, no numerical error is incurred in calculating the reduced Gröbner basis G. Once G is obtained, due to computational limitations, sometimes it was not possible to proceed further using symbolic manipulations and/or rational number arithmetic. Consequently, at this stage, floating-point calculations with anywhere from 30-200 digits were used to set up and expand the Sylvester's matrix to determine the univariate polynomial.
Forward Displacement Analysis of General Stewart Mechanism
Consider the 6-DOF general Stewart mechanism shown in Fig.  1 . The six inputs are provided at the prismatic joints in each leg, which in turn controls the location and orientation of the upper platform. For both moving and fixed platforms, the spheric joints P i and X i , iϭ1, . . . ,6, are not restricted to lie in a plane. The notation and the loop-closure equations used herein are adopted from Dhingra et al. ͓8͔ and are given as follows ͑see Fig. 2͒ .
Let x គ j denote the vector from the origin of the global system to the grounded spheric pair X j , p គ j denote the vector ͑expressed in moving frame͒ from the origin of the coordinate frame attached to the platform at P 1 to the spheric pair P j , l គ j denote the vector from the ground spheric pair X j to moving spheric pair P j expressed in the base coordinate frame with l x j , l y j and the l z j being the x-, y-and z-components of vector l គ j , ͓R͔ is the 3ϫ3 rotational matrix ͑of direction cosines͒ denoting the orientation of the mov- Transactions of the ASME ing frame relative to the base frame, and x j , l 1 , l j and p j denote the magnitudes of the vectors x គ j , l គ 1 , l គ j and p គ j , respectively. Then, the loop-closure equations for the mechanism are:
Equating the magnitudes of the vectors on the left-and righthand-side of Eq. ͑9͒ as
Expanding Eq. ͑11͒ yields
ϩ͑ p y j ͒r 2 ϩ͑ p z j ͒r 3 ͔x x j Ϫ2͓͑ p x j ͒r 4 ϩ͑ p y j ͒r 5 ϩ͑ p z j ͒r 6 ͔x y j
where h 1 ϭl x1 r 1 ϩl y1 r 4 ϩl z1 r 7 h 2 ϭl x1 r 2 ϩl y1 r 5 ϩl z1 r 8 (13) h 3 ϭl x1 r 3 ϩl y1 r 6 ϩl z1 r 9
and (r 1 ,r 2 ,r 3 ), (r 4 ,r 5 ,r 6 ), (r 7 ,r 8 ,r 9 ) represent the three rows of the rotation matrix ͓R͔. Since ͓R͔ is orthogonal, the rows and columns of ͓R͔ satisfy the following dot-and cross-product relations The constant length condition of vector l គ 1 is expressed as
The direct kinematics problem can now be stated as follows: for specified leg lengths l j , for jϭ1, . . . ,6, determine all possible assembly configurations ͑real and complex͒ of the mechanism in terms of the x-, y-and z-components of the reference leg l x1 , l y1 , l z1 and the nine elements r 1 , . . . ,r 9 of the rotational matrix ͓R͔. The system of Eqs. ͑12͒-͑17͒ represents a system of 19 equations in 15 unknown variables, namely r 1 , . . . ,r 9 , l x1 , l y1 , l z1 , h 1 , h 2 and h 3 . Although only 15 equations ͑Eqs. ͑12͒-͑13͒, Eq. ͑17͒, and any 6 equations from Eqs. ͑14͒-͑16͒͒ are needed to derive the closed-form I/O polynomial for this mechanism, the fact that additional equations are used may actually improve the reduced Gröbner basis computational efficiency, provided that the given overconstrained system of equations is finitely solvable. In fact, 11 additional relations can be derived from the dot-and cross products of the orthogonal vectors of the rotational matrix ͓R͔ that can be adjoined to Eqs. ͑12͒-͑17͒ to derive the same reduced Gröbner basis. It should be emphasized that the reduced Gröbner basis and the number of generators used to setup the Sylvester's matrix is independent of the initial number equations used to derive the reduced Gröbner basis provided that the initial system of equations is finitely solvable. Using the Buchberger's algorithm ͓3͔ and the dlex term ordering with 
Conclusions
For synthesis and analysis problems arising in kinematics, the Sylvester's matrix is normally constructed by generating as many equations as there are monomials. This is accomplished by multiplying the polynomials in the given system of equations F by certain classes of monomials until the number of equations in the new system of equations H is equal to the number of monomials in H. This allows H to be treated as a system of linear equations in the monomials in H. However, there is no guarantee that the monomial ideal of F is uniquely defined by the system of polynomials in H. If ideal (F) ideal(H), spurious factors may be present in the resultant. This has been a major problem with Sylvester's method as discussed by Roth ͓6͔.
The Gröbner-Sylvester hybrid method provides an alternate approach for solving a system of algebraic equations, which appears to overcome this difficulty. It combines the method of Gröbner bases under dlex term ordering and Sylvester's Dialytic elimination method. The method of Gröbner bases, through the S-polynomial algorithm, allows one to generate new polynomials and the uniqueness of the newly generated polynomial w.r.t. to the monomial ideal ͑of F͒ is guaranteed through the normal form reduction algorithm, i.e., whenever a new polynomial is generated using the S-polynomial algorithm, the normal form reduction algorithm allows one to determine whether or not the new polynomial is reducible to zero using other polynomials. Since ideal (F)ϭideal(G) throughout the solution process, this insures that vanishing of the resultant, given as the determinant of Sylvester's matrix, yields the necessary condition for the polynomials in G ͑as well as F͒ to have a common factor.
The application of the proposed method is rather straightforward and it is demonstrated through kinematic analysis of a number of mechanisms. Using the Gröbner-Sylvester hybrid method, a 40th degree I/O polynomial is derived for the forward kinematic analysis of the general Stewart mechanism. In the case of Stewart platform, the forward kinematics problem resulted in the 20th degree ͑40th degree counting all solutions including mirror images͒ I/O polynomial. The applicability of the hybrid approach is also demonstrated through the derivation of the 16th degree I/O polynomial for an 8-link 1-DOF mechanism that does not contain any 4-link loop. These three examples demonstrate that the proposed approach can be successfully used to perform closed-form displacement analysis of planar and spatial mechanisms devoid of any extraneous roots.
