Abstract-Finding the edges between different regions in an image is one of the fundamental steps of image analysis, and several edge detectors suitable for the special statistics of synthetic aperture radar (SAR) intensity images have previously been developed. In this paper, a new edge detector for polarimetric SAR images is presented using a newly developed test statistic in the complex Wishart distribution to test for equality of covariance matrices. The new edge detector can be applied to a wide range of SAR data from single-channel intensity data to multifrequency and/or multitemporal polarimetric SAR data. By simply changing the parameters characterizing the test statistic according to the applied SAR data, constant false-alarm rate detection is always obtained. An adaptive filtering scheme is presented, and the distributions of the detector are verified using simulated polarimetric SAR images. Using SAR data from the Danish airborne polarimetric SAR, EMISAR, it is demonstrated that superior edge detection results are obtained using polarimetric and/or multifrequency data compared to using only intensity data.
I. INTRODUCTION

F
OR SINGLE-CHANNEL images, an edge is defined as an abrupt change in image intensity between two regions. Finding the edges in an image provides important information about the scene, and edge detection is often used as a preprocessing step in a given image analysis problem. An efficient edge detector should match the two criteria suggested in [1] , i.e., it should determine the edge location accurately, and it should be robust in the sense that the probability of detecting an edge in a homogeneous region should be low, while actual edges need to be detected. The probability of detecting a nonexisting edge is normally denoted the probability of false alarms .
In order to ensure a high robustness, the edge detector needs to be adapted to the image statistics. For intensity synthetic aperture radar (SAR) images, the observed intensity follows the well-known speckle distribution, i.e., the gamma distribution. Edge detectors suitable for optical images are thus not efficient for SAR images, as they result in the probabilities of false alarms being influenced by the mean intensities within the homogeneous regions [2] , [3] . While edges in optical images are de- tected by finding the difference between two mean intensities on each side of the central pixel, the ratio edge detector suggested in [2] and [4] provides a constant false-alarm rate (CFAR) by taking the ratio of the same two means and this detector has been widely used by the SAR community [5] - [8] .
Edge detection in SAR intensity images is also treated in [9] , where it is shown that a single test can not fully optimize both performance criteria, i.e., a single detector can not provide the best edge-location determination and the highest possible probability of edge detection at the same time. CFAR-likelihood-ratio edge detectors are provided which optimize either of the two criteria and a combined edge detection scheme intended for optimizing both criteria is outlined. That work is extended in [10] by including texture in the treatment; hence, an edge is detected between regions having different mean intensity and/or texture. Also, Fjørtoft et al. [3] derive a CFAR edge detector based on the ratio of exponentially weighted means.
Polarimetric SAR data are completely described by the complex covariance matrix (CM) [11] . One approach to edge detection in polarimetric SAR images is to perform the detection separately for each polarization and subsequently combine the results using some kind of fusion operator [12] , [13] . This approach, however, does not utilize the full polarimetric information, as only the backscattering coefficients of the CM are used. Also, the choice of fusion operator affects the final result. The detection can also be performed using a standard detector on a single image resulting from a combination of channels as it is donein [14] .
In this paper, we describe a new approach to edge detection in polarimetric SAR data using a newly developed test for equality of complex covariance matrices following a complex Wishart distribution [15] . By estimating the CMs on each side of the central pixel, we test whether these two CMs are equal and edges are detected when the hypothesis is rejected. The new edge detector is a CFAR detector and it utilizes the full polarimetric information.
The paper is organized as follows. The complex Wishart distribution is described in Section II together with the test for equality of CMs. This test is used in Section III to derive the new polarimetric edge detector. The applied SAR data are discussed in Section IV, and the polarimetric edge detector is evaluated using simulated polarimetric SAR data as well as polarimetric EMISAR data in Section V. Section VI contains the conclusions.
II. IMAGE STATISTICS AND HYPOTHESIS TEST
This section shows how multifrequency and/or multitemporal polarimetric SAR data are described using the complex Wishart distribution. This distribution is used in the test for equality of covariance matrices. 
A. Complex Wishart Distribution
A fully polarimetric SAR measures the 2 2 complex scattering matrix at each resolution cell on the ground. If denotes the complex scattering amplitude for receive and transmit polarization and ( ), then reciprocity, which normally applies to natural targets, gives (in the backscattering direction using the backscattering alignment convention) [11] . Assuming reciprocity, the scattering matrix is represented by the three-component complex target vector , with being transpose, which follows a zero-mean multivariate Gaussian distribution [16] . The sample CM is formed from the target vector as (1) where denotes complex conjugate;
is the complex correlation coefficient between channels and ; and is the backscattering coefficient.
If the sample CM has number of looks, then we define the Hermitian matrix . follows a complex Wishart distribution having a mean CM [16] , i.e.,
where and denote the determinant and trace, respectively, and is the Gamma function. The mean CM provides information on the polarimetric properties of the surface. If the independent matrices all follow the complex Wishart distribution having mean CM and number of looks , respectively, then the sum of these matrices follows the complex Wishart distribution . It should be mentioned that the distribution of the nonnormalized sample CM is presented in (2) rather than the distribution of the normalized sample CM , since the test statistic applied in the following is based on [15] .
The correlation between the copolarized and the cross-polarized terms (i.e., the absolute values of and ) often contain little information, and for randomly distributed targets with azimuthal symmetry the correlation is zero [17] . It is important to notice, however, that if the sample CM is forced into azimuthal symmetry (i.e., if the terms in the sample CM containing either or are set to zero), then the sample CM no longer follows the complex Wishart distribution [15] . In the following, we will encounter several examples where some of the elements of the sample CM have been set to zero, and we use the terms azimuthally symmetric (sample) CM, or the azimuthally symmetric case, for describing the case where and in the sample CM have been set to zero. Likewise, the terms diagonal (sample) CM, or the diagonal case, is used for describing the case where the off-diagonal components of the sample CM have been set to zero.
Multifrequency and/or multitemporal polarimetric data can also be described using the complex Wishart distribution. If is the number of polarimetric datasets acquired at different frequencies and/or acquisition times, and if the target vector data are available, the complex target vector is simply redefined as resulting in the sample CM
where is the sample CM for acquisition , and the elements of the complex matrices , depend on the correlation between the acquisitions ( ). Again, the Hermitian matrix follows a complex Wishart distribution having number of looks. Often, however, the polarimetric SAR data from the acquisitions are already in the covariance matrix representation. In this case, the matrices cannot be formed, and does not follow a complex Wishart distribution, as some of the elements of the covariance matrix have been set to zero.
B. Test for Equality of Complex CM
Conradsen et al. [15] The term 2 is limited by , with for and . As discussed in Section II-A, the sample CM is not complex Wishart distributed when one or more of the elements of the sample CM are set to zero. The test statistic described above is still applicable in these cases, however, when it is applied to the resulting submatrices [15] . In the following, this is demonstrated for the case of forced azimuthal symmetry, and the extension to the general case of multiple acquisitions is explained. The complex target vector can be redefined as without introducing any constraints. The sample CM with forced azimuthal symmetry then becomes the block diagonal matrix (7) with being the 2 1 null matrix, the 2 2 sample CM for , and and the 1 1 sample CM for . Using the same concepts as previously, we introduce the four mutually independent matrices , , , and following the complex Wishart distributions (8) with and being the dimension of ( ) and ( ), i.e., and . The test for equality of the complex Wishart distributed matrices becomes [15] (9) against all alternatives. The likelihood-ratio test statistic becomes [15] ( 10) which is identical to the test statistic for the full covariance matrix (4). The asymptotic distribution of 2 is still given by (5) , where the parameters , , , and are now defined as
and (11d) From (7)- (11d), it is seen that this approach can be extended directly to a wide combination of SAR data, and this demonstrates a very important characteristic of the Wishart likelihoodratio test statistic and the associated asymptotic distribution of 2 . The test statistic can, for example, be applied directly to multiple acquisitions having different kind of information (some containing the full 3 3 sample CM, some containing the azimuthally symmetric sample CM, and some containing a single backscattering coefficient), and still the proper distribution of the test statistic can be derived. In the following notation, we always use and rather than writing the individual submatrices (e.g., , , , and for the azimuthally symmetric case).
III. EDGE DETECTION
In this section, the hypothesis test described in the Section II is applied by the polarimetric edge detector. Also, the ratio edge detector is extended to utilize all three backscattering coefficients.
A. Polarimetric CFAR Edge Detector
The edge detection is performed by visiting each pixel in the image in succession and, for each pixel, applying a set of filters having different orientation. The filters estimate the mean covariance matrices on each side of the central pixel, and the test of equality of these two mean covariance matrices determines whether an edge is detected by the current filter or not. This scheme corresponds to the scanning-window, center-edge (SWCE) configuration in [9] , which in the case of intensity SAR images provides optimum edge detection performance. To ensure the greatest amount of flexibility, the edge detection filters are defined according to Fig. 1 . A filter configuration is described by the length, the width, the spacing of the filter, and the angular increment between two orientations ( filters exist for each configuration). The adaptive filtering scheme can now be described as follows.
1) Select first filter configuration.
2) For filters a) Estimate and for filter . b) Calculate using (4). 3) Find the minimum , , of the values. corresponds to the maximum value of 2 , . 4) If is larger than threshold an edge is detected. Save the orientation and strength of the edge; move to next pixel; and continue from Step 1). 5) Apply the next filter configuration, and continue from
Step 2); or move to the next pixel, and continue from Step 1) if no more filter configurations are available. When an edge is detected in Step 4) of the adaptive filtering scheme, the orientation (if needed) and edge strength of the specific filter are stored, and the next pixel is examined. If no edge is detected, the next filter configuration is applied. It should be noted that only the most significant edge is obtained from Step 4), since only is compared to the threshold; the individual values should be compared to the threshold if the strengths and orientations of less significant edges are desired.
In Step 4) of the adaptive filtering scheme, it is tested whether is larger than a given threshold, and if this is the case, an edge is detected. The threshold depends on the number of looks for the two matrices, on the type of SAR data applied (e.g., fully polarimetric or azimuthally symmetric SAR data), and on the user-specified probability of false alarm . The equivalent number of looks for and are equal, as they for a specific filter configuration are estimated from the same number of pixels, and in the following this number is denoted as . If the pixels are independent, then , but as this is generally not the case, we need to estimate . This is done by averaging the backscatter images with a window [2] and finding as the average number of looks of the three polarizations. Having estimated , the threshold for the specific filter configuration is found. Detecting an edge corresponds to rejecting the null hypothesis, as the two mean covariance matrices are equal under the null hypothesis. The probability of rejecting the null hypothesis for a homogeneous region corresponds to the probability of false alarm; thus, we have (12) where corresponds to the probability of false alarm for a single value (i.e.,
). In Step 3) of the adaptive filtering scheme, the minimum is found from the stochastic variables. corresponds to the maximum value of 2 ; hence, the distribution of is given by [18] (13) assuming independent variables . Combining (5), (12) , and (13), we obtain the probability of false alarm for the filters as (14) For a given filter configuration and , (14) is solved with regard to , providing the specific threshold. Fig. 2 shows the relation between and for the three cases of fully polarimetric CM data, forced azimuthally symmetric CM data, and forced diagonal CM data for and . It is seen that is strongly dependent on for the fully polarimetric case, while only minor differences between the curves for and are observed for the other two cases. This is due to the fact that approaches zero quickly; for the diagonal sample CM, it is practically zero for ; hence, the distribution (14) is simply a -distribution having degrees of freedom. In Fig. 2 , it is seen that the thresholds are approximately identical for and (at least for the azimuthally symmetric and diagonal case), but the test statistic is strongly dependent on the equivalent number of looks. This can be demonstrated using and (i.e., the same equivalent number of looks for the two matrices), in which case the Wishart likelihood-ratio test statistic (4) becomes (15) Fig. 3 shows two plots of 2 using (15) as a function of and using equal to two and five, respectively. From the plots, it is seen that increasing values and increasing values both result in increasing values of 2 . This means that a large test statistic is obtained (i.e., an edge is detected) from two sample covariance matrices and , which are either significantly different or less different but representing a high equivalent number of looks.
This procedure assumes independent variables, but the variables are not independent, as the neighborhoods from which and are estimated are overlapping between filters [2] . In Section V-A, it is shown how changing the number of variables in (14) , provides a reasonable match between the theoretical distribution and the observations.
The asymptotic distribution of 2 in (5) only depends on the dimension of the CM and the number of looks for the two and , as seen in (6a)-(6c) for the standard polarimetric case and (11a)-(11d) for the azimuthally symmetric case. In (14) , it is shown that the asymptotic distribution is directly related to , i.e., the probability of false alarm is independent of the content of the CM (e.g., the backscattering levels), and hence a constant false-alarm rate is obtained for all homogeneous regions in the scene by using the same threshold . Therefore, the new polarimetric detector belongs to the group of CFAR detectors, which also includes the standard ratio edge detector [2] , [4] .
B. Ratio Edge Detector
Using an edge detection scheme similar to the one described in Section III-A, the ratio edge detector [2] , [4] estimates the mean intensities on each side of the central pixel and detects edges based on the ratio of these intensities. If the estimated intensities are denoted and , the ratio is defined as (16) resulting in small values of for edges having a large contrast. A direct comparison between the ratio detector and the polarimetric detector is difficult, as the ratio detector only applies to single polarization images. Using a fusion operator in combination with the ratio detector makes it possible to apply multiple intensity images, allowing for a better comparison with the polarimetric detector using diagonal CM data. In the following, the operator is applied, and the filtering scheme follows the scheme from the polarimetric detector described in Section III-A, except it is the ratio for filter that is calculated in Step 2). Also, filters are applied for each of the images ( when the three backscatter images are applied). In Step 3) of the scheme, the minimum , , is chosen, and if this value is smaller than a given threshold, then an edge is detected in Step 4). Applying the ratio detector to backscatter images results in an effective number of filters equal to ; hence, the distribution of is [18] 
assuming independent variables . The threshold corresponding to a given filter configuration and probability of false alarm is found using the procedure in [2] . However, as for the polarimetric edge detector, the variables are correlated; hence, the number of independent variables in (17) is smaller, as discussed in Section V-B. The ratio detector, using single or multiple polarization images, results in values in the interval ]0, 1] with small values corresponding to strong edges. In the figures shown in Section V, the ratio values are inverted to appear like the results from the polarimetric detector; hence, an edge appears bright in the edge detection results (the edge maps) from both detectors.
IV. SAR DATA
We apply L-and C-band EMISAR data as well as simulated L-and C-band SAR data in this paper.
A. EMISAR Data
The Danish airborne EMISAR system is a fully polarimetric SAR operating at L-and C-band (1.25 and 5.3 GHz, respectively) [19] . EMISAR is developed and operated at the Section of Electromagnetic Systems, Ørsted Department, Technical University of Denmark (DTU) and flown on board a Gulfstream G-3 aircraft from the Royal Danish Air Force at an altitude of typically 12.5 km. The images applied in this paper are L-and C-band 13-look covariance matrix data at a 5 5 m ground pixel spacing, having a spatial resolution of approximately 8 m. The datasets are geometrically rectified resulting in subpixel root mean-square accuracy [20] . Fig. 4 shows a Span-image, i.e., , of the test area near Research Centre Foulum, Denmark, containing a number of agricultural fields, farms, hedges, and forest areas.
B. Simulated SAR Data
Applying simulated data provides an efficient way of evaluating image analysis algorithms. In the case of edge detection, simulated images provide information of the exact location of the edges, as well as information of the different classes within the images. The Potts model [21] is used for generating a test image having seven classes, as seen in Fig. 5(a) , and in the following, this test image is denoted as the "cartoon image." Scattering matrix data are generated from the cartoon image using the approach suggested in [22] , although we generate homogeneous data rather than apply the -distribution. The scattering matrix data are transformed to 13-look covariance matrix data using the same processing scheme applied to real EMISAR data, i.e., a cosine-squared weighted 9 9 filter. To ensure the highest degree of consistency with actual EMISAR data, the covariance matrix parameters for the seven classes reflect the parameters estimated from a number of fields in an L-and C-band EMISAR acquisition, and the seven classes in the two simulated SAR images (denoted the L-band and C-band simulated images) are listed in Table I . A Span-image of the L-band simulated SAR image is shown in Fig. 5(b) .
V. RESULTS AND DISCUSSION
The polarimetric edge detector is evaluated using simulated polarimetric SAR data as well as polarimetric EMISAR data. The ratio edge detector using single and multiple intensity images is applied for comparison.
A. Distribution of the Test Statistic
Simulated images ensure totally homogeneous complex Wishart distributed data, and we apply two simulated polarimetric images having a single class (winter barley at L-band and C-band, respectively) for testing the distribution of the test statistic for the polarimetric edge detector. Fig. 6(a) shows the theoretical and observed cumulative distribution functions (cdf) of 2 as given by (5) for filter configuration (i.e., a single orientation) resulting in . Sets of theoretical and observed cdfs are shown for the four cases of fully polarimetric data, azimuthally symmetric data, diagonal data, and two simultaneous images of azimuthally symmetric data. The observed cdfs are shown as points, and an excellent agreement exists between predictions and observations for all four cases.
In Fig. 6(b) , we have applied the filter configuration (i.e., four orientations). Following the filtering scheme from Section III-A, the maximum edge strength from the four filters is saved at each pixel. These observed values are compared with the theoretical distribution given by (13) . However, the theoretical distribution assumes that from the four filters are independent, which is not the case as discussed in Section III-A; hence, we apply a value of resulting in the best match with the observations. The four theoretical distributions in Fig. 6(b) representing fully polarimetric data, the azimuthally symmetric case, the diagonal case, and two simultaneous sets of forced azimuthally symmetric data are all made using , resulting in a good match between the theoretical and observed distributions (a) (b) Fig. 6 . CDF of the theoretical and observed distribution of (a) 02 log(Q) and (b) (02 log(Q)) , using filter configurations K = f9; 3; 1; g and K = f9;3; 1; =4g, respectively. The four sets of theoretical and observed cdfs (the observations are the points) accounts for fully polarimetric CM data, forced azimuthally symmetric CM data, forced diagonal CM data, and forced azimuthally symmetric CM data for two images.
for
, which is normally the region we are interested in when applying the test statistic.
B. Edge Detection Using Simulated SAR Data
The two simulated polarimetric SAR images using L-band and C-band CM information are now used for testing the polarimetric edge detector in two cases: the case of diagonal sample CM data and the case of azimuthally symmetric sample CM data. Fig. 7(a) and (b) shows the edge maps when applying the filter configuration and for the diagonal and azimuthally symmetric case, respectively, using the simulated L-band SAR image from Fig. 5(b) . Comparing the edge map in Fig. 7(a) with the cartoon image in Fig. 5(a) we find that the detector using diagonal sample CM data is unable to fully distinguish between the following sets of classes at the specific probability of false alarm: oats and peas, and spring barley and winter wheat. Comparing these combinations with the L-band parameters in Table I , it is verified that the backscattering coefficients are quite similar for oats and peas and for spring barley and winter wheat; hence, we need to apply Fig. 7 . Edge maps of simulated polarimetric SAR images using P = 1%. (a) Polarimetric detector using diagonal CM data (L-band), (b) polarimetric detector using azimuthally symmetric CM data (L-band), (c) ratio detector using (L-band), (d) ratio detector using , , and (L-band), (e) polarimetric detector using diagonal CM data (L + C-band), and (f) polarimetric detector using azimuthally symmetric CM data (L + C-band).
a larger probability of false alarm (a lower threshold) to be able to distinguish these classes satisfactorily.
The edge map in Fig. 7(b) using the azimuthally symmetric sample CM data appears visually better than when using diag- onal CM data, and all of the actual edges between classes are detected. For both of the edge maps in Fig. 7(a) and (b) , it is noticed that several of the edges are quite wide, due to the fact that and are estimated in a neighborhood around the central pixel. If thin edges are required, one of the many edge-thinning algorithms suggested in the literature may be applied to the edge map subsequently. Fig. 7 (c) and (d) shows the edge maps when applying the ratio detector to a single backscatter image and to all three backscatter images using the approach outlined in Section III-B and using the same filter configuration and probability of false alarm as for the polarimetric detector (using two and six effective filters, respectively, in (17) leading to a very good correspondence between predicted and observed cdfs). Clearly, using only the polarization results in an edge map where only some of the actual edges are detected, whereas the result using all three backscatter images resembles the result from the polarimetric detector using only the diagonal elements.
The test statistic is also valid in the case of multiple SAR images as discussed in Section II-B. Using the L-and C-band simulated images and the same filter configuration and probability of false alarm as for a single test image, the edge map for the multifrequency diagonal case is shown in Fig. 7(e) . It is observed that the combination of L-band and C-band data improves the result for the edges causing problems in the L-band diagonal case (i.e., between oats and peas and spring barley and winter wheat). This is due to the fact that the fields have different scattering mechanisms at L-and C-band; hence, the probability of observing an edge between neighboring fields is generally increased when applying multiple datasets in the detection. For the azimuthally symmetric case, the edge map using only L-band appeared visually very good, and only a small improvement is seen in Fig. 7(f) .
Like Fjørtoft et al. [3] , we apply the figure-of-merit rating factor suggested in [23] for a more quantitative evaluation of the edge maps. Denoting the number of ideal and detected edge map points as and , respectively, is given as (18) where is a scaling parameter (set to one in this paper), and is the minimum distance of detected edge point to an ideal edge point. The distances are obtained by applying a Chamfer-1-1.3507 distance transformation to the ideal edge map providing the distance map [24] . The ideal edge map consists of all pixels having a Euclidean distance to the boundary between two different regions smaller than or equal to five; this set of ideal edge pixels is chosen, since an edge may be detected five pixels away from the actual edge using the applied filter configuration . The rating factor belongs to the interval [0, 1], with corresponding to the ideally detected edge map. Table II shows the rating factors for the polarimetric detector when applying azimuthally symmetric CM data and diagonal CM data, respectively, from the L-and C-band simulated images. Also, the results for the ratio detector when applying single intensity images as well as all three intensity images are shown. The rating factors for the L-band test image supports the previous discussion, i.e., the polarimetric detector using azimuthally symmetric sample CM data provides the overall best edge map. For the C-band test image, the diagonal case actually performs better than the azimuthally symmetric case; in Table I , it is seen that the argument and phase of the complex correlation coefficient has smaller differences between the classes in C-band than in L-band; hence, the addition of this term in the CM is less useful for edge detection in C-band. The overall best rating factors are obtained using multifrequency polarimetric edge detection with the azimuthally symmetric case performing slightly better than the diagonal case.
If only the diagonal terms of the CM are available, the polarimetric detector and the ratio detector (using all three terms) provides results in the approximately same range. The ratio detector using a single backscatter image is more sensitive to the applied images, resulting in very variable performance. This effect is especially noticeably for , where the low contrast between classes for the C-band image results in a very low rating factor compared to the L-band image.
C. Edge Detection Using EMISAR Images
The polarimetric edge detector is applied to the test area shown in Fig. 4 for the case of L-band azimuthally symmetric and diagonal sample CM data. A single filter configuration has been used, and the edge maps are shown in Fig. 8(a) and (b) , respectively. The edge maps have been scaled between the threshold values corresponding to and 3
. It is observed that two significant edges are missing or appear very weak in the diagonal case, i.e., between a winter wheat and a spring barley field (denoted A and B, respectively, in Fig. 4 ) and between an oat field and a pea field (denoted C and D, respectively, in Fig. 4 ). Both of these missing edges are expected when comparing with Fig. 7(a) , where the same two combinations of fields caused problems as well. On the other hand, both edges are clearly detected in the case of azimuthally symmetric sample CM data, as we also expect from Fig. 7(b) . Fig. 8(c) shows the edge map when applying L-and C-band diagonal sample CM data using the same filter configuration and probability of false alarm. The edge between the winter wheat and spring barley field is now clearly detected, primarily due to the large difference between and for the two crops at C-band, as seen in Table I . The edge between the oat field and the pea field is still not detected; this is not unexpected when comparing with Fig. 7(e) , where the edge between the two crops is less significant than the other edges in the edge map. Also, in Table I shows that the backscattering coefficients for the two crops are in the same range at C-band as well as L-band.
Finally, Fig. 8(d) shows the edge map when applying the standard ratio detector to a single intensity image at L-band using the same filter configuration and probability of false alarm. It is clearly observed how several of the edges between the fields are missing in the resulting edge map.
The results in Fig. 8 using real SAR data illustrate that the polarimetric information in the complex correlation coefficient can, in fact, improve the edge maps. Also, the application of multifrequency (and multitemporal) SAR data may improve the edge detection results.
VI. CONCLUSION
In this paper, a new edge detector for polarimetric SAR data is presented. Based on a test for equality of covariance matrices, edges are detected by comparing covariance matrices on each side of the pixel of interest. Using an associated asymptotic distribution of the test statistic, the edge detection can be performed at a given probability of false alarm, and as the asymptotic distribution is independent of the parameters contained in the CM, the edge detector belongs to the class of constant CFAR detectors, making it suitable for SAR images.
An important property of the polarimetric edge detector is that it can be applied to a wide range of SAR data, i.e., full covariance matrix data, forced azimuthally symmetric covariance matrix data, and forced diagonal covariance matrix data, but also single-channel backscattering images and multitemporal and/or multifrequency polarimetric data. This enables the simultaneous processing of, for example, fully polarimetric airborne SAR data and spaceborne single-channel SAR data. By simply changing the parameters in the asymptotic distribution accordingly, CFAR detection is obtained for all of these data.
An adaptive filtering scheme is outlined, and a procedure for obtaining the thresholds associated with a given probability of false alarm is described. When applying filters oriented at more than one orientation, an approximate relation between the observed and predicted distributions of the test statistic is provided. The relation behaves as expected when applied to simulated polarimetric data.
Applying the polarimetric edge detector to a simulated test image results in improved edge maps when using azimuthally symmetric CM data compared to using only diagonal CM data. This improvement is also observed for polarimetric EMISAR data.
