The stripe noise caused by nonuniform response of different detectors limits the sensitivity of the infrared imaging system and reduces the image quality. Existing destriping methods still struggle to remove the stripe noise as well as recover the image details, which restricts the application of the infrared focal plane array (IRFPA) imager. In this paper, an innovative destriping method through the perspective of spatiotemporal feature modeling is proposed, which excavates the intrinsic spatial characteristics of stripe noise as well as the redundant temporal information between the adjacent frames to estimate the stripe component more precisely. Moreover, the bidirectional fusion strategy that further strengthens the long-time correlation is introduced to separate the scene details from stripe noise more thoroughly. Experimental results show that the proposed model outperforms existing classical destriping methods on both simulated images and real data.
Infrared imaging system plays an import role in a wide range of fields, such as remote sensing, military and industry inspection [1] . However, the infrared images are generally contaminated by the stripe noise (SN) from the nonuniform response of detectors or read out circuits, which severely degrades the image quality and limits the subsequent application [2] , [3] . To reduce the unfavorable noise disturbance, it is critical to remove the stripe noise as well as recover the details in the scene simultaneously.
In recent decades, many single image destriping methods have been proposed under various frameworks. Existing destriping methods generally fall into three categories: optimization-based methods, statistics-based methods and deep learning-based methods. Optimization-based methods regard the stripe noise removal task as an ill-posed inverse problem and introduce several priors into the regularizer to estimate the stripe component as accurately as possible [4] . Such as a unidirectional total variation (UTV)
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoxiang Zhang. model for separating the stripe component [5] , L-1 norm regularization for depicting the group sparsity property of stripe noise [6] . However, these methods recognize the stripe component inaccurately and produce over-smooth results. Besides, the classical statistic-based midway histogram equalization (MHE) [7] removes the stripe noise only by introducing the statistical characteristics of stripe, which cannot distinguish and preserve the scene details mingled with noise in the desripting process. To overcome the above weaknesses, some optimization-based methods, such like low-rank based single-image decomposition model (LRSID), are presented to more thoroughly separate the stripe regions and stripe-free regions by considering the intrinsic properties of stripe component [8] . Even the LRSID achieves encouraged destriping performance, it still struggles to suppress the heavy stripe noise. Inspired by the roaring success of deep learning in image restoration and forecasting tasks, deep neural networks are gradually introduced to remove the stripe from complex scenes [9] [10] [11] . He and global information in CNN to suppress stripe disturbance [13] . Chang et al. propose a multiscale residual deep convolutional neural network to remove the stripe noise [14] . However, these methods ignore the self-characteristics of stripe component, which causes the detail loss in the destriping results [15] , [16] . In view of this, wavelet domain deep learning framework was presented in our previous work to separate the stripe noise and scene details from the perspective of the gradient properties [17] . Nevertheless, this work reckoned without the time dependency of stripe noise in temporal domain, which often leads to the details loss along stripe direction. To further improve the abovementioned deficiencies, the goal of this work is to explore temporal stripe prior as well as excavate spatial characteristics of the stripe for achieving better stripe noise removal results. The main contributions of this paper are as follows:
1. Design a gated convolutional recurrent neural unit (GCRU) to capture the temporal prior and spatial contextual information simultaneously, which is beneficial to estimate the stripe component more precisely.
2. Introduce the bidirectional fusion strategy to strengthen the long-time correlation as well as suppress redundant contextual information, which contributes to separate the image details from stripe noise more thoroughly.
The remainder of this paper is organized as follows. The motivation and the related works are presented in Section 2. The detail architecture and mechanism of the proposed spatiotemporal stripe noise removal (ST-SNR) model are discussed in Section 3. Extensive experiments are conducted to verify the effectiveness of the proposed method in Section 4. Finally, concluding remarks are given in Section 5.
II. RELATED WORKS A. PROBLEM FORMULATION AND MOTIVATION
In infrared focal plane array (IRFPA) imager, the imaging degradation model [18] can be formulated as
where Y , X , and S represent the observation, real radiation and stripe noise, respectively. The infrared stripe noise along the same column is modeled as a random variable that follows a Gaussian distribution and the stripe noise in different columns of the array are considered to be independent of each other [19] [20] [21] . The goal of our work is to directly estimate the stripe componentŜ from the noisy observation Y , which is then employed to remove the stripe noise and acquire the estimation of real radiation asX
The sample of the degradation model is shown in Figure 1 . Compared with Gaussian noise, the stripe noise has a significant structural characteristic in spatial domain. Chang et al. found that the ranks of stripe noise are close to 1 and the stripe component can be represented as the extension of a line vector [22] . Chen et al. observed that the stripe noise has directional characteristic [23] . Besides, the stripe noise also shows significant time dependency in the temporal domain. According to the transversal readout architecture of imagery, we can find that the signal of detectors in the same column is successively read out row-by-row [24] , and the columnto-column variation in the correlated double sampling (CDS) circuits inevitably generates vertical stripe noise [25] . In view of this, the characteristics of the stripe noise produced by the vertical adjacent detectors is time related, which shows special temporal dependency for each stripe. In this work, both of the spatial characteristic and temporal dependency will be utilized to remove the stripe noise as well as preserve the scene details efficiently.
B. RECURRENT NEURAL NETWORK FOR SEQUENCE MODELING
Recurrent neural network (RNN) has been widely employed to solve a variety of sequence modeling tasks including Nature Language Process (NLP) [26] [27] [28] , video process [29] [30] [31] and other forecast tasks [32] , [33] . Compared with traditional neural networks, RNN introduces recurrent operation which provides special strength to handle the contextual correlation and hidden information between the inputs. However, the information initially fed into the RNN rapidly becomes dilute, which results in the gradient vanishing problem. In view of this, some improvements of RNN such as Long Short Term Memory (LSTM) [34] and Gated Recurrent Neural Unit (GRU) [35] were proposed to capture the long-term dependencies in sequence signals as well as solve the problem of gradient vanishing and gradient explosion. Although the LSTM and GRU have achieved satisfactory results on sequence data processing, the local features between the pixels are still discarded due to the full-connect recurrent operation. This drawback severely restricts the application of LSTM and GRU in image restoration tasks [36] . In this paper, we will devise to embed the convolution operation inside the GRU cell to model long and local dependencies into spatiotemporal features and estimate the stripe noise more accurately.
III. THE PROPOSED METHOD
In this section, we will firstly introduce the overall architecture of the proposed ST-SNR method. Then, the implementation of the essential component GCRU and bidirectional feature fusion strategy will be further elaborated. Finally, the training strategy and parameter setting will be described.
A. OVERALL ARCHITECTURE
The proposed ST-SNR method consists of four parts: tensor decomposition (TD), spatiotemporal feature extraction, noise reconstruction and inverse tensor decomposition (ITD). Figure 2 shows the architecture of the proposed model. Firstly, we utilize the TD operation to transform the input image into a time tensor for excavating the temporal property of the stripe noise. As shown in Figure 3 , we slice the input image into fixed-width patches from top to bottom, and then the output tensor is formed by concatenating each patch of the input according to the channel axis. The TD operation can be presented mathematically as
:
where the operator denotes the concatenation operation. N stands for the number of the time patch. H indicates the height of the input image. Y [n:n + 1] means the n to n + 1 rows of the image Y .
As mentioned above, the stripe component is continuous in the spatial domain and shows strong time dependency in temporal domain. In view of this, the Bidirectional Gated Convolution Recurrent Unit (BiGCRU) is presented to fuse the spatial characteristics and time dependency of the stripe component in both of forward and backward directions. However, stacking another BiGCRU in the spatial-temporal feature extraction block can further promote the destriping performance at the cost of heavy computational load. Considering the efficiency of implementation, we stack a GCRU followed the BiGCRU to further extract the high-level spatiotemporal features for stripe noise removal as well as cheaply achieve real-time performance. In this stage, the BiGCRU generates a feature set consist of 32 feature maps for each time patch. Then the GCRU recurrently processes the feature set of each time patch from BiGCRU and outputs the higher-level features of each time patch.
After the spatiotemporal feature extraction, two standard convolution layers were cascaded to fuse the channel and spatial wise information for reconstructing the stripe component. Considering that the recurrent operation inevitably introduces duplicate information, the convolution layer (Conv-1) only utilizes the features of the last time patch for noise reconstruction. Moreover, a skip connection is adopted to remove the stripe component from the input noise image and generate the clean tensor. In view of the stripe component in each time patch is identical. We employ Conv-2 to reconstruct the same stripe component for all time patches. Then the stripe component will be broadcasted to each time patch and used to remove the stripe component in the addition operation. Finally, the ITD is applied to reconstruct the processed temporal tensor and produce the final destriping results. The detail configurations are listed in Table 1 . All the convolution operations in BiGCRU and GCRU are set to be the same.
B. GATED CONVOLUTION RECURRENT UNIT
To estimate the stripe noise of the infrared image precisely, the key issue is to excavate the properties of the stripe component and depict them with an appropriate method. Inspired by the Gated Recurrent Unit (GRU), we replace the full-connected operation with convolution layer to capture more spatiotemporal information and reduce the parameters. The improved unit is named as Gated Convolution Recurrent Unit (GCRU). The architecture of GCRU is shown in Figure 4 . This unit equipped with reset gate, update gate to control the context information flowed in the cell and capture the task related long-term dependencies as well as cut off the irrelevant information. The output of reset gate r t and update gate u t can be represented by
where the Relu (·) stands for the rectified non-linear function [37] , K and b respectively denote the convolution kernel and bias. x t represents the current input at time t, h t−1 indicates the previous hidden output. The operator ⊗ means convolution operation. The symbol {·} expresses concatenating the inputs as a single vector according to channel axis. The current input and the gated previous state are fused by concatenation and then fed into the convolution layer to acquire the hidden stateh t . This mechanism can be written as
where tanh (·) represents the hyperbolic tangent function, and * indicates the element-wise multiplication. The final state of the cell memory will be updated under the control of the update gate
where (1 − u t ) * h t−1 represents selective amnesia of the previous hidden state, u t * h t indicates selective memory of the current hidden state information. With this tactic, our proposed network can simultaneously extract the spatial characteristic and time-correlated information of the stripe to suppress the noise with less detail loss.
C. BIDIRECTIONAL GCRU
The stripe noise shows a strong similarity between the adjacent tensor frames [38] . In view of this, we design a bidirectional GCRU (BiGCRU) model to extensively gather the redundant information in past and future input frames for estimating the stripe component more precisely. The BiGCRU consists of two stacked GCRUs which extract features in the forward direction and the backward direction, respectively. The combined output is then computed based on the hidden state of both GCRUs in two opposite directions. Figure 5 shows the structure of the proposed BiGCRU, in which the input data is fed to the BiGCRU, and the hidden states of both GCRUs are combined in the output layer. This mechanism enables the model to effectively utilize the redundant information involved in the adjacent frames for preserving the image detail more perfectively. The hidden state of forward and backward can be calculated by
where h f t and h b t denote the forward and backward hidden state respectively. The function GCRU (·) stands for the operation of the GCRU.
Furthermore, the past and future information can be fused to obtain the output of the BiGCRU represented by
D. NETWORK TRAINING
In this work, we employ data argumentation with rotation and flip to crop 60×60 sized 200,000 patches from the BSD500 dataset [39] . In addition, the degraded model is utilized to corrupt the clean images and get the training pairs. The stripe noise in the training phase is set with mean 0 and standard deviation from 0.01 to 0.25. The input image is randomly sliced into 4, 5, 6, 10 or 12 patches to form a time tensor. We train the model with the different noise level and patch size to ensure that the proposed model adapts to the varying image size and noise intensity exist in practical applications. The parameters are updated by minimizing the Mean Square Error (MSE) loss function between the original clean images and destriping results. In order to validate the effectiveness of the proposed model, the classical image benchmark Set14 [40] is adopted as the test dataset, and it is not included in the training pairs. We use the Keras [41] toolkit to implement the proposed ST-SNR model on two NVidia 1080Ti GPUs. The backpropagation through time (BPTT) [42] and adaptive moment estimation (ADAM) [43] are adopted to train our model. In addition, the batch size and weight decay are set to 128 and 1 × 10 −6 , respectively. The learning rate is initially set to 0.001 and then decreased by the factor of 0.5 every 10 epochs. The maximum number of training epochs is set to 50 for the proposed model.
IV. EXPERRIMENTAL RESULTS AND ANALYSIS
In this section, we will carry out the explorative experiments to reveal the properties of our presented model. Thereafter, the effectiveness of the proposed ST-SNR method will be verified and compared with the classical destriping methods on both of the artificially corrupted data and real noisy data. In these experiments, the quantitative evaluation indexes peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) are employed to assess the destriping performance of various methods. Moreover, subjective visual appraisement is also implemented. It is worthy to note that the models in Section IV-A and B are trained with the same training strategy described in Section III-D.
A. EXPLORATIVE STUDY 1) EFFECTIVENESS OF THE BIDIRECTIONAL FEATURE FUSION STRATEGY
In order to demonstrate the effectiveness of the bidirectional feature fusion strategy, we respectively train two models with different configurations. The one named Model-Mix is configured as Figure 2 , and the other named Model-GCRU is constructed by replacing the former BiGCRU in the spatiotemporal feature extraction block with GCRU. The simulation is carried on six images picked from Set12 [44] and corrupted by stripe noise with standard deviation 0.04, 0.12 and 0.2, respectively. Moreover, the time patch is set to 32 for pursuing the best destriping performance. The results of PSNR and SSIM are listed in Table 2 , in which the highest scores are highlighted in bold. As can be seen, the Model-Mix achieves higher PSNR and SSIM than Model-GCRU in each noise level for most of the testing images. The reason lies in that the BiGCRU takes both forward and backward information into account to estimate the stripe component more accurately. In short, the bidirectional feature fusion strategy shows powerful effectiveness for improving the destriping performance.
2) DISSCUSSION ON TEMPORAL MODELING AND GLOBAL CONTEXTUAL DAMAGE
As mentioned in Section III, the ST-SNR method processes all the time patches recurrently and has the ability to capture the context information. In addition, the effective receptive field of our model will be expanded with the increasing of the cut times or iteration numbers [45] , [46] . But the global contextual damage caused by the tensor transformation operation is inevitable. In view of this, it is necessary to determine the balance point between temporal modeling and global contextual damage. The comparison experiment is conducted on the standard 256×256 sized test image CameraMan corrupted by stripe noise with standard deviation 0.14. In addition, the DMRN [14] method is adopted as the baseline to analyse the global contextual damage problem.
As shown in Figure 6 , the DMRN method outperforms ST-SNR method in the initial phase. The reason lies in that the slice operation damages the image consistency and derisory time patches could not provide sufficient temporal information for stripe estimation. However, the PSNR and SSIM of ST-SNR are improved significantly and outperform the DMRN method when the cut times over than 4. That is due to the larger cut times introduce richer temporal information and relatively larger receptive fields to compensate for the slice operation causing global contextual damage. Note that even though the extremely larger cut time leads to more serious contextual damage, the destriping performance only degrades slightly. This phenomenon indicates that the recurrent memory mechanism of the proposed method yields more returns than the loss from global contextual damage.
B. COMPARISONS WITH CLASSICAL DESTRIPING METHODS
In this section, we will compare the proposed method with several existing single image destriping methods including the traditional method MHE [7] , LRSID [8] , Deep Learning based Stripe Nonuniformity Correction (DLSNUC) [12] , Infrared image Stripe Noise Removal Network (ICSRN) [13] , Wavelet Deep Neural Network for Stripe Noise Removal (SNRDWNN) [17] and Deep Multiscale Residual Network (DMRN) [14] . The parameters of each method are assigned according to the recommended settings mentioned in relevant literatures for pursuing the best performance. Moreover, in order to improve the destriping performance on real infrared scene, 40,000 infrared patches were employed to fine-tune the model to real infrared distribution in the real world testing.
1) SIMULATION WITH ARTIFICIALLY CORRUPTED DATA
In this simulation, the test dataset Set14 is adopted to assess the destriping performance of different methods on various noise levels. In this experiment, the time patch is set to 16 and colour images are converted to gray images for conducting the comparison experiment. The average PSNR and SSIM are shown in Table 3 and the best results are marked in bold fonts. As can be seen that the deep learning based DLSNUC and ICSRN method achieve significant promotion on PSNR and SSIM than MHE. However, the LRSID method utilizes the low rank property of the stripe noise and achieves better results than DLSNUC and ICSRN method. The SNRDWNN method obtains higher PSNR and SSIM than LRSID that is due to the wavelet transformation extracts more gradient information for estimating the stripe components more precisely. In addition, DMRN employs multiscale feature extraction strategy and acquires robust destriping performance than SNRDWNN in high noise level. Significantly, the proposed ST-SNR method shows a remarkable improvement over the other methods on both of PSNR and SSIM. Moreover, the proposed method demonstrates super strong robustness than other methods with the noise strength sharply growing. The abovementioned outstanding results are benefited from the temporal and spatial information extracted by the recurrent convolution operation. Figure 7 shows the visual effects of different destriping methods of 512×384 sized infrared image. It can be seen that MHE method fails to remove the stripe and causes image distortion. The DLSNUC and ICSRN method inevitably over smooth the image details and suffer from serious noise residue effects. Although the LRSID, SNRDWNN and DMRN remove most of the stripe noise, it is struggle to handle the heavy stripe residues marked by the red arrow. Besides, LRSID and SNRDWNN over smooth the details along the stripe direction which are shown in the green and red box. In contrast, the proposed ST-SNR method remove the stripe noise efficiently and preserve the edges completely, which presents pleasant visual effects.
2) VALIDATIONS ON REAL INFRARED IMAGES
In this section, we will further implement a test on 640 × 480 sized real infrared image collected from uncooled infrared camera. The test image is transformed into 16 time patches for the best destriping performance. Figure 8 (b)-(h) show the destriping results of MHE, LRSID, DLSNUC, ICSRN, SNR-WDNN, DMRN and the proposed method, respectively. Similar to the results of simulation with artificially corrupted data, the MHE still struggles to remove stripe noise completely and causes obvious image distortion. The DLSNUC and ICSRN method excessively smooth the image details and suffer from serious stripe residues effects. The LRSID and DMRN generate ghosting edge marked by blue arrow. Although the SNRDWNN preserves image details better, it blurs the edges located in green box and stripe residues marked by red arrow. In contrast, the proposed ST-SNR method employs spatial and temporal information to remove the stripe noise and produces the most sharp and clear destriping result.
In addition, we further evaluate the effectiveness of our proposed destriping method on another infrared image with 320×216 sized natural scenes. In this experiment, the size of the time patch is set to 16 for best destriping performance. Figure 9 (b)-(h) show the visual effects of different destriping methods. As can be seen, the MHE method produces obvious distortions and artifacts in the correction results. Although the LRSID, DLSNUC, ICSRN and DMRN method can remove the stripe noise more efficiently, it suffers from serious over-smooth effects, which erases part of details in the original scene. The SNRDWNN method further suppresses the stripe noise but still destroys the textures especially along the vertical direction. In contrast, the proposed ST-SNR method removes the stripe and protects the image details more effectively. The experiment further demonstrates the effectiveness of the proposed ST-SNR method.
3) MODEL COMPLEXITY
In this section, we analyze the model complexity of various destriping methods from the aspects of parameters, computation and run time. In view of the deep learning based methods generally consume a large amount of computational complexity to achieve satisfied destriping results, we only carry the comparative experiment on deep learning based methods. It is worthy to note that the comparison experiments were implemented on a GTX1080Ti GPU to process the 256 × 256 sized test images. From the complexity shown in Table 4 (the best results are highlighted in bold red font, the second-best results are marked in italics blue font), we can see that the DLSNUC achieves the best computation results from employing the pooling layer to reduce the feature size. The SNRDWNN method significantly reduces the runtime by employing wavelet decomposition to improve the parallelism of computing. Significantly, the trainable parameters of the proposed method are the smallest and the computation is equivalent to DLSNUC. However, why it consumes the longest runtime? The reason lies in that the recurrent operations in GCRU share the same weights to sequentially extract image features by time steps which produces considerable latency time. In contrast, the other deep learning based methods can be accelerated in parallel to achieve higher real-time performance. Due to the limitation of the Keras toolkit [47] , the serial latency time during the prediction of the stripe step by step in GCRU is inevitable. Fortunately, the pipeline technique can be utilized to conceal the latency time and achieve real-time performance similar to DLSNUC.
V. CONCLUSION
In this paper, we propose an innovative destriping method through the perspective of spatial temporal feature modeling. The presented model utilizes the GCRU to excavate temporal information and spatial characteristic of stripe component for achieving better stripe removal results. Moreover, the bidirectional feature fusion strategy is employed to inhibit the unrelated context information for separating the scene details from stripe noise and prevent irregular stripe in estimation. Experimental results indicate that our method yields outstanding destriping precision and achieves amazing visual effect for human visual perception. In future work, we will expand the framework of the proposed model to further fuse the spatial-spectral-temporal information and achieves more accurately reconstructed results in the hyperspectral imaging fields [48] , [49] .
