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LA VARIANTE INFINITÉSIMALE DE LA FORMULE DES
TRACES DE JACQUET-RALLIS POUR LES GROUPES
UNITAIRES
MICHAŁ ZYDOR
Résumé. Nous établissons une variante infinitésimale de la formule des traces
de Jacquet-Rallis pour les groupes unitaires. Notre formule s’obtient par in-
tégration d’un noyau tronqué à la Arthur. Elle possède un côté géométrique
qui est une somme de distributions Jo indexée par les classes d’éléments de
l’algèbre de Lie de Upn ` 1q stables par Upnq-conjugaison ainsi qu’un "côté
spectral" formé des transformées de Fourier des distributions précédentes. On
démontre que les distributions Jo sont invariantes et ne dépendent que du choix
de la mesure de Haar sur UpnqpAq. Pour des classes o semi-simples régulières
Jo est une intégrale orbitale relative de Jacquet-Rallis. Pour les classes o dites
relativement semi-simples régulières, on exprime Jo en terme des intégrales
orbitales relatives régularisées à l’aide des fonctions zêta.
1. Introduction
1.1. Contexte. Dans [11] Jacquet et Rallis proposent une approche à la conjecture
globale de Gan-Gross-Prasad pour les groupes unitaires via une formule des traces
relative. Soient E{F une extension quadratique de corps globaux, σ P GalpE{Fq
non-trivial, A l’anneau des adèles de F et η : F˚zA˚ Ñ C˚ le caractère quadratique
associé à l’extension E{F par la théorie du corps de classes. Fixons V et W des E-
espaces hermitiens non-dégénérés, de dimensions n et n` 1 respectivement, munis
de l’inclusion V ãÑ W et notons U “ UpV q et rU “ UpW q les groupes unitaires as-
sociés. L’inclusion V ãÑW réalise U comme un sous-groupe de rU . Les formules des
traces qu’ils suggèrent les mènent à postuler l’égalité entre les intégrales formelles
suivantes :
(1.1)ż
UpFqzUpAq
ÿ
γP rUpFq
fpx´1γxqdx “
ż
GLnpFqzGLnpAq
ÿ
γ1PSn`1pFq
gpx´1γ1xqηpdet xqdx
où Sn`1pFq “ tx P GLn`1pEq : xσpxq “ 1u, f et g sont des fonctions lisses à support
compact sur UpAq et Sn`1pAq respectivement qui vérifient certaines conditions de
compatibilité des intégrales orbitales locales.
Ces formules des traces sont liées à la conjecture de Gan-Gross-Prasad de la
façon suivante. Chacune des deux intégrales peut être vue comme une période d’un
noyau automorphe. Au moins formellement, chacune admet deux développements :
l’un, qui exploite la décomposition spectrale du noyau automorphe, est la somme
des périodes des représentations du spectre automorphe, l’autre, qui utilise l’action
de U sur rU et de GLn sur Sn`1, est une somme des intégrales orbitales relatives.
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Pour GLn, les périodes automorphes sont reliés à des valeurs spéciales de fonctions
L par la théorie de Rankin-Selberg. L’égalité (1.1) relie les périodes des groupes
unitaires à celles de GLn et donc aux valeurs spéciales de fonctions L. Cette égalité
devrait résulter de l’égalité des décompositions géométriques. On renvoie à [6] pour
un énoncé précis de la conjecture de Gan-Gross-Prasad.
Zhang [18], proposition 2.11, établit l’égalité (1.1) pour des fonctions vérifiant
certaines contraintes locales. Il s’en est servi pour démontrer une partie substantielle
de la conjecture de Gan-Gross-Prasad. Cette même formule des traces a ensuite
permis à Zhang [19] d’obtenir certains cas du raffinement de la conjecture de Gan-
Gross-Prasad dû à Ichino et Ikeda [8] pour les groupes orthogonaux et adapté aux
groupes unitaires par N. Harris [7].
1.2. Nos résultats. Les deux intégrales dans (1.1) ne sont pas convergentes en
général et elles nécessitent d’être tronquées. Dans cet article nous nous proposons
de donner une version infinitésimale de la formule des traces relative de Jacquet-
Rallis dans le cas des groupes unitaires par un processus de troncature à la Arthur.
Le cas des groupes linéaires est traité dans [20].
Plus précisément, la formule qu’on tronque est
(1.2)
ż
UpFqzUpAq
ÿ
ξPrupFq fpx
´1ξxqdx “
ż
UpFqzUpAq
kf pxqdx, f P SprupAqq
où ru est l’algèbre de Lie du groupe unitaire rU et SprupAqq est l’espace des fonction
de classe Bruhat-Schwartz sur rupAq (voir le paragraphe 2.6).
Décrivons notre troncature brièvement. Fixons P0 un F-sous-groupe parabolique
minimal de U ainsi qu’une décomposition de Levi P0 “ M0N0 avec M0 une partie
de Levi de P0 et N0 son radical unipotent. Tout sous-groupe parabolique standard
P (i.e. P Ě P0) admet alors une unique décomposition de Levi P “ MPNP où
M0 ĎMP . Tout sous-groupe parabolique standard de U est défini comme le stabi-
lisateur d’un drapeau isotrope dans V . On associe à tout sous-groupe parabolique
standard P le sous-groupe parabolique rP de rU défini comme le stabilisateur du
même drapeau que P mais vu dans l’espace hermitien W . On a alors une unique
décomposition de Levi M rPN rP de rP telle que M rP Ě MP . Dans le paragraphe 2.3
on décrit une décomposition de rupFq en classes stables par UpFq-conjugaison, on
note O l’ensemble de ces classes.
Pour un sous-groupe parabolique standard P , o P O et f P SprupAqq on pose
kf,P,opxq “
ÿ
ξPLiepMĂP qpFqXo
ż
LiepNĂP qpAq
fpx´1pξ ` UqxqdU, x PMP pFqNP pAqzUpAq.
Le noyau tronqué est défini alors comme
kTf,opxq “
ÿ
PĚP0
p´1qdP
ÿ
δPP pFqzUpFq
τˆP pHP pδxq ´ T qkf,P,opδxq, x P UpFqzUpAq
où, si l’on pose aP :“ HomZpHomFpMP ,Gmq,Rq, alors HP : UpAq Ñ aP est
l’application de Harish-Chandra qui dépend du choix d’un sous-groupe compact
maximal dans UpAq, τˆP est la fonction caractéristique d’un cône obtus dans aP ,
dP “ dimR aP et T est un paramètre dans a0 :“ aP0 (voir le paragraphe 2.1).
Remarquons que Ichino et Yamana [9], en s’inspirant de [10], définissent des pé-
riodes régularisés qui apparaissent dans le contexte de la conjecture globale de
Gan-Gross-Prasad pour les groupes unitaires et leur opérateur de troncature ΛTm
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utilise les mêmes ensembles des sous-groupes paraboliques de U et rU que nous.
Notre premier résultat, démontré dans la section 3, est alors :
Théorème 1.1 (cf. 3.1). Pour tout T P T` ` a
`
0 on aÿ
oPO
ż
UpFqzUpAq
|kTf,opxq|dx ă 8.
Ici a`0 c’est le cône aigu engendré par les combinaisons linéaires à coefficients positifs
de copoids dans a0 et T` P a
`
0 est précisé dans le paragraphe 2.1.
Ensuite, on s’intéresse au comportement de l’application T ÞÑ
ş
UpFqzUpAq k
T
f,opxqdx.
Dans le le paragraphe 4.3 on obtient :
Théorème 1.2 (cf. 4.5). La fonction
T ÞÑ JT
o
pfq :“
ż
UpFqzUpAq
kTf,opxqdx
où T parcourt T`` a
`
0 est un polynôme-exponentielle (voir paragraphe 4.2) dont la
partie purement polynomiale est constante.
En fait, si l’on remplace l’intégrale dans (1.2) par
ş
UpFqzUpAq F
U px, T qkf pxqdx où la
fonction FU est à support compact (voir le paragraphe 2.1) alors on obtient une
expression convergente. D’après les résultats de [13], cette expression est asymp-
totiquement un polynôme-exponentielle en T . Notre distribution JT
o
égale alors ce
polynôme-exponentielle (cf. corollaire 3.3).
On note Jopfq la partie constante du polynôme-exponentielle JTo pfq. Il s’avère
que la distribution Jo a des propriétés remarquables. On obtient
‚ (cf. Théorème 4.7) La distribution Jo est invariante par conjugaison par
UpAq.
‚ (cf. Paragraphe 4.5) La distribution Jo ne dépend que du choix de la mesure
de Haar sur UpAq.
Dans le paragraphe 4.6, on constate que les distributions JT
o
pour les classes
semi-simples régulières, c’est-à-dire les classes composées d’une seule UpFq-orbite
de stabilisateur trivial, ne dépendent pas du paramètre T , donc JT
o
“ Jo, et qu’elles
s’expriment comme des intégrales orbitales relatives qui apparaissent déjà dans [11].
Dans la section 5 on obtient la formule des traces de Jacquet-Rallis infinitésimale
pour les groupes unitaires.
Théorème 1.3 (cf. 5.1). Pour tout f P SprupAqq on aÿ
oPO
Jopfq “
ÿ
oPO
Jopfˆq.
Ici fˆ c’est une transformée de Fourier (on en considère plusieurs) de f .
La section 6 est consacrée à donner une expression plus explicite des distribu-
tions Jo pour des o dites relativement semi-simples régulières. Ces classes sont des
réunions finies d’orbites et ses éléments admettent des tores pour centralisateurs.
Soient o une telle classe et P un sous-groupe parabolique standard de U tel que
l’unique orbite fermée dans o intersecte LiepM rP qpFq non-trivialement, minimal pour
cette propriété. On choisit des représentantsXI des orbites de dimension maximale
dans o de façon qu’ils aient le même centralisateur, noté T0, qui vérifie T0 Ď MP .
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Le F-tore T0 est alors anisotrope et le quotient T0pFqzT0pAq est compact. Pour
f P SprupAqq et XI l’intégrale
ζIpfqpλq “ volpT0pFqzT0pAqq
ż
T0pAqzUpAq
fpAdpx´1qXIqe
λpHP pxqqdx, λ P HomRpaP ,Cq
converge sur un ouvert de HomRpaP ,Cq qui dépend de XI , et admet un prolonge-
ment méromorphe à HomRpaP ,Cq noté aussi ζIpfq. La fonction ζIpfq peut avoir
un pôle en λ “ 0 mais la somme de ζIpfq sur toutes les orbites de dimension maxi-
male dans o n’en a pas. En fait, la valeur en λ “ 0 de cette somme est liée à notre
distribution de façon suivante :
Théorème 1.4 (cf. 6.12). On a
Jopfq “
˜ÿ
XI
ζIpfq
¸
p0q
où la somme porte sur toutes les orbites de dimension maximale dans o.
Dans [20] on définit aussi la notion d’une classe relativement semi-simple régu-
lière dans le contexte du groupe linéaire et on obtient une formule complètement
analogue.
La troncature que nous proposons et ses propriétés se transposent bien dans
le cas des groupes et donnent le développement géométrique de la formule des
traces de Jacquet-Rallis pour les groupes unitaires. Ceci sera établi dans [21] où on
donnera les formules des traces relatives de Jacquet-Rallis grossières. Par ailleurs,
notre formule a un intérêt propre. Elle peut être un outil puissant pour des questions
d’analyse harmonique locale. Par exemple dans le cas de l’endoscopie classique, un
analogue simple pour les algèbres de Lie de la formule des traces d’Arthur joue
un rôle central dans la preuve du transfert par Waldspurger [17]. Notons aussi que
Zhang [18] passe par les algèbres de Lie pour démontrer le transfert dans la formule
des traces simple qu’il utilise.
Remerciements. Je remercie chaleureusement mon directeur de thèse Pierre-
Henri Chaudouard pour ses multiples conseils. Je remercie aussi Atsushi Ichino et
Shunsuke Yamana pour la possibilité de consulter leur article [9] avant qu’il ne
soit publié. Merci à Jacek Jendrej pour son aide dans la preuve du lemme 6.7.
Je remercie finalement le rapporteur pour sa lecture attentive. Ce travail a été
partiellement soutenu par le projet Ferplay ANR-13-BS01-0012.
2. Prolégomènes
2.1. Préliminaires pour la formule des traces. Soient F un corps de nombres
et U un F-groupe algébrique réductif. Pour tout F-sous-groupe de Levi M de U
(c’est-à-dire un facteur de Levi d’un F-sous-groupe parabolique de U) soit FpMq
l’ensemble des F-sous-groupes paraboliques de U contenant M et PpMq le sous-
ensemble de FpMq composé des sous-groupes paraboliques admettant M comme
facteur de Levi. On fixe un sous-groupe de Levi minimal M0 de U . Fixons aussi un
P0 P PpM0q. On appelle les éléments de FpM0q les sous-groupes paraboliques semi-
standards et les éléments de FpM0q contenant P0 les sous-groupes paraboliques
standards. Tout F-sous-groupe parabolique de U est UpFq-conjugué à un unique
sous-groupe parabolique standard. On utilisera toujours le symbole P , avec des
indices éventuellement, pour noter un sous-groupe parabolique semi-standard. Pour
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tout P P FpM0q soit NP le radical unipotent de P et MP le facteur de Levi de P
contenant M0. On a alors P “MPNP . On note AP le tore central de MP déployé
sur F et maximal pour cette propriété. Les objets associés au sous-groupe P0 seront
noté avec l’indice 0, on écrit donc N0, A0 au lieu de NP0 , AP0 etc. De même, quand
il n’y aura pas d’ambiguïté on écrit N1 au lieu de NP1 etc, pour un P1 P FpM0q.
Soit P P FpM0q. On définit le R-espace vectoriel aP :“ HomZpHomFpMP ,Gmq,Rq,
isomorphe à HomZpHomFpAP ,Gmq,Rq grâce à l’inclusion AP ãÑMP , ainsi que son
espace dual a˚P “ HomFpMP ,Gmq bZ R et on pose
(2.1) dP “ dimR aP , dPQ “ dQ ´ dP , Q Ď P.
Si P1 Ď P2, on a un homomorphisme injectif canonique a˚2 ãÑ a
˚
1 qui donne la
projection a1 ։ a2, dont on note a21 “ a
P2
P1
le noyau. On a aussi l’inclusion a2 ãÑ a1,
qui est une section de a1 ։ a2, grâce à la restriction des caractères de A1 à A2. Il
s’ensuit que si P1 Ď P2 alors
(2.2) a1 “ a
2
1 ‘ a2.
Conformément à cette décomposition, on pose aussi pa21q
˚ “ tλ P a˚1 |λpHq “ 0 @H P
a2u. Grâce à la décomposition (2.2) ci-dessus, on considère les espaces a˚1 et pa
2
1q
˚
comme des sous-espaces de a˚0 .
Notons ∆UP “ ∆P l’ensemble de racines simples pour l’action de AP sur NP . Il
y a une correspondance bijective entre les sous-groupes paraboliques P2 contenant
P1 et les sous-ensembles ∆21 “ ∆
P2
P1
de ∆1 “ ∆P1 . En fait, ∆
2
1 est l’ensemble de
racines simples pour l’action de A1 sur N1 XM2 et l’on a
a2 “ tH P a1|αpHq “ 0 @α P ∆
2
1u.
En plus ∆21 (les restrictions de ses éléments à a
2
1) est une base de pa
2
1q
˚.
Fixons P1 Ď P2 et soit B P PpM0q contenu dans P1. On a alors l’ensemble
∆_B “ tα
_ P a0|α P ∆Bu de coracines simples associées aux racines simples ∆B. À
une racine α P ∆21 on associe de manière univoque une coracine α
_ P a21 de façon
suivante : α est une restriction d’une unique α0 P ∆2B r ∆
1
B à a
2
1 et on définit
α_ comme la projection de α_0 à a
2
1. Cela ne dépend pas du choix de B. Notons
également p∆21 et pp∆21q_ les bases de pa21q˚ et a21 duales à p∆21q_ et∆21 respectivement.
Si P2 “ U on note simplement ∆1,∆_1 etc.
Soient P, P1, P2 P FpM0q, on note
a`P “ tH P aP |αpHq ą 0 @α P ∆P u
et si P1 Ď P2 notons τ21 , τˆ
2
1 les fonction caractéristiques de
tH P a1|αpHq ą 0 @α P ∆
2
1u, tH P a1|̟pHq ą 0 @̟ P
p∆21u
respectivement. On note τP pour τUP et τˆP pour τˆ
U
P .
Soit A “ AF l’anneau des adèles de F et soit | ¨ |A la valeur absolue standard sur
le groupe des idèles A˚. Pour tout P P FpM0q, posons HP : MP pAq Ñ aP défini
comme
(2.3) xHP pmq, χy “ logp|χpmq|Aq, χ P HomFpMP ,Gmq, m PMP pAq.
C’est un homomorphisme continu et surjectif, donc si l’on note MP pAq1 son noyau,
on obtient la suite exacte suivante
1ÑMP pAq
1 ÑMP pAq Ñ aP Ñ 0.
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Soit A8P la composante neutre du groupe des R-points du tore déployé et défini
sur Q maximal pour cette propriété dans le Q-tore ResF{QAP . Alors, comme FbQ
R s’injecte dans A, on a naturellement A8P ãÑ AP pAq ãÑ MP pAq. En plus, la
restriction de HP à A8P est un isomorphisme donc MP pAq est un produit direct de
MP pAq
1 et A8P .
Fixons K un sous-groupe compact maximal admissible de UpAq par rapport
à M0. La notion d’admissibilité par rapport à un sous-groupe de Levi minimal
est définie dans le paragraphe 1 de [1]. On a donc, que pour tout sous-groupe
parabolique semi-standard P , KXMP pAq est admissible dans MP pAq et on obtient
aussi la décomposition d’Iwasawa UpAq “ P pAqK “ NP pAqMP pAqK ce qui nous
permet d’étendre HP à UpAq en posant HP pxq “ HP pmq où x “ nmk avec m P
MP pAq, n P NP pAq, k P K. Dans ce cas HP pxq ne dépend pas du choix de m.
On fixe un T1 P ´a
`
0 et un compact ω Ď N0pAqM0pAq
1 pour qu’on puisse définir
FP px, T q pour tout T P T1 ` a
`
0 comme le fait Arthur dans le paragraphe 6 de [2].
Pour tous sous-groupes paraboliques P1 Ď P2 et T P T1 ` a
`
0 soit
(2.4)
A81,2pT q “ ta P A
8
1 XM2pAq
1|αpH1paq´T1q ą 0, ̟pH1paq´T q ă 0 @α P ∆
2
1, ̟ P
p∆21u.
Pour un T P T1`a
`
0 on définit la fonction F
P px, T q où x P UpAq comme la fonction
caractéristique de la projection de ωA80,P pT qK sur A
8
PNP pAqMP pFqzUpAq. On a
alors la propriété que si x “ nmak où n P NP pAq, m P MP pAq1, a P A8P et
k P K alors FP px, T q “ FP pm,T q. Fixons aussi un T` P a
`
0 tel que pour tout
T P T` ` a
`
0 et pour tout sous-groupe parabolique P , les fonctions F
P p¨, T q sont
définies et vérifient le lemme 6.4 de [2]. En particulier, on peut choisir le compact
ω, et on le fait, de façon que la fonction FP restreint à MP pAq soit égale à FMP
relativement aux compacts ω XMP pAq et K XMP pAq.
On note Ω le groupe de Weyl de pU,A0q. Celui-ci opère naturellement sur les
espaces a0 et a˚0 . Pour tout s P Ω, on choisit un représentant ws dans l’intersection
de UpFq avec le normalisateur de A0.
Pour tous P,Q P FpM0q notons ΩpaP , aQq l’ensemble des isomorphismes dis-
tincts de aP sur aQ obtenus par restriction d’un élément de Ω à aP . Pour tout
s0 P ΩpaP , aQq il existe un unique s P Ω tel que la restriction de s à aP soit s0 et
s´1α est une combinaison linéaire à coefficients positifs d’éléments de ∆0 pour tout
α P ∆Q0 . Ainsi, on peut voir ΩpaP , aQq comme un sous-ensemble de Ω.
Fixons maintenant un sous-groupe parabolique standard P1. Pour un sous-groupe
parabolique standard P notons Ωpa1, P q l’ensemble de s P
Ť
QĚP0
Ωpa1, aQq tels que
aP Ď sa1 et s´1α est une combinaison linéaire à coefficients positifs d’éléments de
∆1 pour tout α P ∆PQ. Si l’on pose alors
(2.5) FpM1, P q “ tQ P FpM1q|Dγ P UpFq|γQγ´1 “ P u
on a la décomposition en parties disjointes FpM1q “
š
PĚP0
FpM1, P q ainsi que la
bijection entre Ωpa1, P q et FpM1, P q donnée par
(2.6) Ωpa1, P q Q s ÞÑ s´1P P FpM1, P q
où l’on note s´1P :“ w´1s Pws.
Pour tous P P FpM0q, s P Ω, T P a0 et x P UpAq notons la formule :
(2.7) τˆP pHP pwsxq ´ T q “ τˆs´1P pHs´1P pxq ´ s
´1T ´Hs´1P pw
´1
s qq.
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Notons finalement, que parfois, pour économiser l’espace, on utilisera la notation
rGs pour noter GpFqzGpAq.
2.2. Généralités sur le groupe unitaire. Soit E une extension quadratique de
F avec σ le générateur du groupe de Galois GalpE{Fq. SoitW un E-espace vectoriel
de dimension finie n ` 1, où n P N, muni d’une forme hermitienne non-dégénérée
Φ˜, et notons rU “ UpW, Φ˜q le groupe unitaire associé. Choisissons e0 P W tel que
ν0 :“ Φ˜pe0, e0q ‰ 0, notons D0 la droite engendrée par e0 et soit V le sous-espace
de W orthogonal à D0. La restriction de Φ˜ à V , notée Φ, est alors non-dégénérée et
l’on pose U “ UpV,Φq. Les groupes rU et U sont des F-groupes algébriques et l’on
voit U comme un sous-groupe de rU grâce à l’inclusion V ãÑW .
Un sous-espace V 1 Ď V est appelé isotrope si pour tous v1, v2 P V 1 on a
Φpv1, v2q “ 0. Soit d0 l’indice de Witt de Φ c’est-à-dire le maximum des dimen-
sions de sous-espaces isotropes de V . Fixons donc Vd0 et V
7
d0
deux sous-espaces
isotropes de V de dimension d0 qui sont en dualité grâce à Φ et choisissons d
droites D1, . . . , Dd0 (resp. D
7
1, . . . , D
7
d0
) engendrant Vd0 (resp. V
7
d0
) de façon que
ΦpDi, D
7
jq ‰ t0u si et seulement si i “ j pour tous 1 ď i, j ď d0. Pour i “ 0, . . . , d0
posons Vi “
Ài
k“1Di, V
7
i “
Ài
k“1D
7
i et Zi le complément orthogonal de Vi ‘ V
7
i
dans V . Notons Z “ Zd0 et remarquons que la restriction de Φ à Z est anisotrope.
On a alors
Zi “ Z
d0ë
k“i`1
pDk ‘D
7
kq, V “ V
K
i ‘ V
7
i “ Vi ‘ Zi ‘ V
7
i , i “ 0, 1, . . . d0.
Par drapeau isotrope dans V on entend une suite V 10 , . . . , V
1
j de sous-espaces
isotropes de V telle que V 10 “ t0u et V
1
i´1 Ĺ V
1
i pour i “ 1, . . . , j. Les stabilisateurs
des drapeaux isotropes dans U sont précisément les sous-groupes paraboliques de
U définis sur F. Soit M0 le sous-groupe de U défini par le fait qu’il fixe les droites
Di, D
7
j pour tous 1 ď i, j ď d0 et M0|Z “ UpΦ|Zq. Alors M0 est un sous-groupe
de Levi minimal de U . Les éléments de FpM0q sont en bijection avec des drapeaux
isotropes de type
(2.8) t0u “ V 10 Ĺ V
1
1 Ĺ ¨ ¨ ¨ Ĺ V
1
j
où V 1i est engendré par certaines des droites D1, . . . , Dd0 , D
7
1, . . . , D
7
d0
pour i “
0, . . . , j (de façon que V 1i soit isotrope). Si P P FpM0q stabilise le drapeau comme
ci-dessus (2.8) on pose
VP :“ V
1
j , ZP “ Z
ë
1ďiďd0
pDi‘D
7
iqXVP“t0u
pDi ‘D
7
iq, V
7
P “
à
1ďiďd0
DiĎVP
D
7
i ‘
à
1ďiďd0
D
7
iĎVP
Di.
On a alors V “ VP ‘ ZP ‘ V
7
P .
Pour se placer dans le cadre du paragraphe 2.1 on choisit le sous-groupe para-
bolique minimal P0 P FpM0q défini comme le stabilisateur du drapeau isotrope
(2.9) t0u “ V0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vd0´1 Ĺ Vd0 .
Alors, les sous-groupes paraboliques standards de U correspondent aux l`1-uplets
pi0, i1, . . . , ilq où 0 ď l ď d0 et 0 “ i0 ă i1 . . . ă il ď d0. Le l-uplet pi0, i1, . . . , ilq
correspond au sous-groupe de U fixant le drapeau
(2.10) t0u “ Vi0 Ď ¨ ¨ ¨ Ď Vil .
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Pour un sous-groupe parabolique semi-standard P dans U défini par un drapeau
comme dans (2.8), notons rP le sous-groupe parabolique de rU fixant le même dra-
peau sauf que l’on regarde les sous-espaces V 1i comme des sous-espaces de l’espace
hermitien W .
Soit Mr0 “ M rP0 le facteur de Levi de rP0 qui stabilise les droites Di, D7j pour
1 ď i, j ď d0. Pour P P FpM0q notons M rP le facteur de Levi de rP contenant
Mr0. L’application P ÞÑ rP est une bijection entre FpM0q et FpMr0q. En plus, sa
restriction à PpMQq, où Q P FpM0q est fixé, est une bijection entre PpMQq et
PpM rQq. On a pourtant :
Remarque 2.1. En général, le F-sous-groupe parabolique rP0 Ď rU n’est pas mini-
mal. Il l’est si et seulement s’il n’y a pas de v P Z tel que Φpv, vq “ ´ν0.
Posons ru “ LieprUq et u “ LiepUq ãÑ ru. On définit la forme bilinéaire x¨ , ¨y sur ru
invariante par adjonction donnée par
(2.11) x¨ , ¨y : ruˆ ruÑ Ga, xX,Y y “ TrpXY q.
Soit P P FpM0q. Notons mP “ LiepMP q, m rP “ LiepM rP q, nP “ LiepNP q et
n rP “ LiepNP˜ q. Il existe un unique P P PpMP q, appelé le sous-groupe parabolique
opposé à P , tel que P XP “MP . Notons alors n¯P :“ nP et n¯ rP :“ nrP . La restriction
de la forme x¨, ¨y à n¯ rP ˆn rP (resp. n¯P ˆnP ) est non-dégénérée donc l’espace n¯ rP (resp.
n¯P ) s’identifie à l’espace dual à n rP (resp. nP ) grâce à cette forme.
Pour des sous-groupes paraboliques semi-standards P1 Ď P2 on définit aussi
NP2P1 :“ MP2 X NP1 , n
P2
P1
:“ LieNP2P1 , n
rP2rP1 :“ LiepM rP2 X N rP1q, n¯P2P1 :“ mP2 X n¯P1 et
n¯
rP2rP1 :“ m rP2 X n¯ rP1 . On a alors mP2 “ n¯P2P1 ‘mP1 ‘ nP2P1 , etc.
Lorsqu’il n’y aura pas d’ambiguïté on écrira les objets associés à rU avec le tilde :
donc par exemple, on notera mr1 au lieu de m rP1 , nr2r1 au lieu de n rP2rP1 etc. En particulier
les objets associé au groupe rP0 seront noté avec l’indice r0.
2.3. Les invariants. Pour un E-espace vectoriel V soit glE{FpVq le F-groupe algé-
briqueResE{FpEndEpVqq. Le décompositionW “ V‘D0 induit l’inclusionGLpV q ãÑ
GLpW q. Soit X P glE{FpW q, on a
(2.12) X “
ˆ
B u
v d
˙
où B P glE{FpV q, u P ResE{FpHomEpD0, V qq, v P ResE{FpHomEpV,D0qq et d P
glE{FpD0q. On identifie u avec upe0q P ResE{FpV q et v avec l’élément de ResE{FpV
˚q
défini par x ÞÑ Φpe0, vpxqq. Notons u1 l’algèbre de Lie du groupe unitaire UpD0, Φ˜|D0q.
On a UpD0, Φ˜|D0q ãÑ ResE{FpGLpD0qq, U ãÑ ResE{FpGLpV qq ainsi que rU ãÑ
ResE{FpGLpW qq d’où u1 ãÑ glE{FpD0q, u ãÑ glE{FpV q et ru ãÑ glE{FpW q. Donc,
on a que X P glE{FpW q, décomposé comme (2.12), est dans ru si et seulement si
(2.13) B P u et v “ u7 :“ ´Φpu, ¨q et d P u1.
Le groupe ResE{FGLpV q agit sur glE{FpW q par conjugaison. On introduit alors
les invariants suivants de cette action. Soit X P glE{FpW q décomposé comme dans
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(2.12). On pose A0pXq “ Φpe0, dpe0qq et AipXq “ vBi´1u pour i “ 1, 2, . . . , n.
Notons aussi BipXq les coefficients de polynôme caractéristique de B :
detpT ´Bq “ T n ´B1pXqT
n´1 ` ¨ ¨ ¨ ` p´1qnBnpXq.
On a alors un F-morphismeResE{FpGLpV qq-invariantQ : glE{FpW q Ñ ResE{FpA
2n`1
E q,
où AE c’est la E-droite affine, donné par
QpXq “ pA0pXq, A1pXq, . . . , AnpXq, B1pXq, . . . , BnpXqq.
On dit que X P glE{FpW q est semi-simple régulier s’il vérifie les conditions de la
proposition suivante, due à [15], théorème 6.1 et proposition 6.3.
Proposition 2.2. Soit X “
ˆ
B u
v d
˙
P glE{FpW q, alors les conditions suivantes
sont équivalentes
1) detpaijq ‰ 0 où aij “ vB
i`ju, 0 ď i, j ď n´ 1.
2) Le stabilisateur de X dans ResE{FpGLpV qq est trivial et l’orbite de X dans
glE{FpW q pour l’action de ResE{FpGLpV qq est fermée pour la topologie de Za-
riski.
Par restriction, on a l’application U -invariante Q : ru Ñ ResE{FpA2n`1E q. On dit
qu’un élément de ru est semi-simple régulier s’il l’est comme un élément de glE{FpW q.
En vertu de la proposition 2.2, l’ensemble des éléments semi-simples réguliers dansru est un ouvert pour la topologie de Zariski. La proposition suivante, démontrée
dans [15], proposition 17.2, accentue le rôle privilégié des éléments semi-simples
réguliers.
Proposition 2.3. Soient X et Y deux éléments semi-simples réguliers de rupFq.
Alors QpXq “ QpY q si et seulement s’ils sont conjugués par UpFq.
On introduit une relation d’équivalence sur rupFq : X1 “ ˆB1 u1
u
7
1 d1
˙
, X2 “ˆ
B2 u2
u
7
2 d2
˙
P rupFq sont équivalents si et seulement s’ils sont dans la même fibre
de Q et si les parties semi-simples de B1 et B2 sont conjugués sous UpFq. Notons O
l’ensemble de classes d’équivalence pour cette relation. Grâce à la proposition 2.3
ci-dessus, si o P O est telle qu’il existe un X P o semi-simple régulier alors tous les
éléments de o le sont et o est une UpFq-classe de conjugaison dans rupFq.
On étudiera maintenant les intersection des classes o P O avec les algèbres de
Lie de sous-groupes paraboliques relativement standards.
Lemme 2.4. Soient X “
ˆ
B u
u7 d
˙
P rupFq et P P FpM0q. Alors
a) X P m rP pFq si et seulement si B P mP pFq et u P ZP ,
b) X P n rP pFq si et seulement si B P nP pFq et u P VP .
Démonstration. a). Supposons X P m rP pFq. Si l’on note rV KP l’espace orthogonal à
VP dans W on a rV KP “ V KP ‘ D0. Donc Xe0 “ u ` de0 P ZP ‘ D0 d’où u P ZP .
On voit alors que la restriction de X à VP et à V
7
P égale B, d’où B P mP pFq. La
réciproque est évidente. L’analyse analogue démontre b). 
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Proposition 2.5. Soit P P FpM0q. Alors, pour tous X P m rP pFq et N P n rP pFq on
a
QpXq “ QpX `Nq.
Démonstration. Soient alors X “
ˆ
B u
u7 d
˙
P m rP pFq et N “
ˆ
BN uN
u
7
N dN
˙
P n rP pFq.
D’après le lemme 2.4 on a B P mP pFq, BN P nP pFq, u P ZP , uN P VP . Soit V KP “
VP ‘ ZP l’espace orthogonal à VP dans V . En utilisant le fait que rB,BN s “
BBN ´BNB P nP pFq on voit qu’on a
ppB `BN q
i ´BiqV KP Ď VP , @ i ě 0.
En utilisant cela, le fait que u` uN P V KP ainsi que la relation (2.13), on obtient
Ai`1pX`Nq “ Φpu`uN , pB`BN q
ipu`uNqq “ Φpu`uN , ppB`BN q
i´Biqpu`uNqq
`Φpu`uN , B
ipu`uNqq “ 0`ΦpuN , B
iuN q`Φpu,B
iuN q`ΦpuN , B
iuq`Φpu,Biuq “
“ Φpu,Biuq “ Ai`1pXq
pour i ě 0. L’égalité A0pX `Nq “ A0pXq est claire.
Quant aux invariants Bi , l’identité BipX`Nq “ BipXq est un résultat classique
de l’algèbre linéaire. 
Corollaire 2.6. Soient P P FpM0q et o P O. Pour tous R Ď m rP pFq et S Ď n rP pFq
on a
oX pR‘ Sq “ poXRq ‘ S.
2.4. Racines simples. Pour tout choix de vecteurs non nuls dans Di, D
7
j et pour
toute base de Z, l’ensemble des F-points de A0 “ AP0 égale
(2.14)
tdiagpx1, . . . , xd0q :“
¨˚
˚˚˚˚
˚˚˚˚
˚˝
x1
. . .
xd0
IdZ
x´1d0
. . .
x´11
‹˛‹‹‹‹‹‹‹‹‹‚
| x1, . . . , xn P F
˚u.
Soit P P FpM0q. Remarquons que AP “ A rP (on voit toujours U comme un
sous-groupe de rU). On va alors écrire AP tout court pour dénoter l’un d’eux.
Soient P1, P2 P FpM0q standards. On s’intéresse à la relation entre ∆21 et ∆
r2r1.
Supposons donc d’abord que P1 “ P0 et P2 “ U . On voit alors que ∆0 égale
tα1, α2, . . . , αd0u où αipdiagpx1, . . . , xd0qq “ xi{xi`1 pour 1 ď i ă d0 et
αdpdiagpx1, . . . , xd0qq “
#
x2d0 si 2d0 “ dim V,
xd0 sinon.
Par définition de l’inclusion U ãÑ U˜ on voit que ∆r0 “ tα˜1, α˜2, . . . , α˜d0u où α˜i “ αi
pour 1 ď i ă d0 et α˜d0 “
αd0
2
si 2d0 “ dimV et α˜d0 “ αd0 sinon. On obtient donc
le lemme suivant :
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Lemme 2.7. Pour tous sous-groupes paraboliques standards P1 Ď P2, les éléments
de ∆
r2r1 sont égaux aux éléments de ∆21 à la multiplication par 1{2 près.
Démonstration. Cela découle du fait que pour un sous-groupe parabolique P , les
éléments de ∆P (resp. ∆˜P ) sont des restrictions de ∆0 r ∆P0 (resp. ∆r0 r ∆ rPr0 ) à
AP . 
2.5. Les mesures de Haar. Fixons dx une mesure de Haar sur UpAq. Soit P “
MPNP un sous-groupe parabolique semi-standard de U . On fixe alors, pour tout
sous-groupe connexe V de NP (resp. toute sous-algèbre h de n rP ) l’unique mesure de
Haar sur V pAq (resp. hpAq) pour laquelle le volume de V pFqzV pAq (resp. hpFqzhpAq)
soit 1. Choisissons la mesure de Haar sur K normalisé de même façon. On fixe aussi
une norme euclidienne } ¨ } Ω-invariante sur a0 et des mesures de Haar sur tous les
sous-espaces de a0 compatibles avec cette norme. On en déduit la mesure de Haar
sur A8P grâce à l’isomorphisme HP .
Soient dp la mesure de Haar sur P pAq invariante à gauche normalisé de façon que
dx “ dpdk (grâce à la décomposition d’Iwasawa). Notons ρP (resp. ρ rP ) l’élément
de a˚P tel que dpAdpmqnq “ e
2ρP pHP pmqqdn pour m P MP pAq et n P NP pAq (resp.
dpAdpmqU rP q “ e2ρĂP pHP pmqqdU rP pour m P MP pAq et U rP P n rP pAq) Il s’ensuit qu’il
existe une unique mesure de Haar dm sur MP pAq telle que si l’on écrit p “ nm où
p P P pAq, n P NP pAq et m PMP pAq alors dp “ e´2ρP pHP pmqqdndm. On pose aussi
ρ
P
:“ 2pρ rP ´ ρP q.
Puisque ρP (resp. ρ rP ) est la demi-somme des poids (avec multiplicités) pour l’action
de AP sur nP (resp. n rP ), on a, grâce à la partie b) du lemme 2.4, que ρP c’est juste
la somme de poids (avec multiplicités) pour l’action du tore AP sur VP .
2.6. Fonctions de Bruhat-Schwartz. On note A8 l’anneau des adèles finis de
F et A8 le produit de complétions de F aux places infinies, de façon qu’on a
A “ A8 ˆA
8. On fixe une norme } ¨ } sur rupA8q. Si X P rupAq, par }X} on entend
} ¨ } appliqué à la projection de X sur sa partie infinie grâce à la décomposition
canonique rupAq “ rupA8q ˆ rupA8q.
Soient VipFq Ď rupFq des sous-F-espaces en somme directe et notons VipAq “
VipFq bF A pour 1 ď i ď k. Notons VpFq “
À
1ďiďk VipFq et VpAq “ VpFq bF A.
Donc VpAq et les VipAq sont naturellement des sous-A-modules de rupAq. Pour X P
VpAq notonsXi sa projection sur VipAq. On a alors le lemme suivant qui se démontre
en utilisant l’équivalence des normes sur rupA8q.
Lemme 2.8. Il existe un réel positif cV tel que pour tout X P VpAq on a
}X} ě cV}X1}
1
k ¨ ¨ ¨ }Xk}
1
k .
Notons SprupAqq l’ensemble des fonctions des Bruhat-Schwartz sur rupAq i.e. l’es-
pace de fonctions sur rupAq engendré par des fonctions du type f8 b χ8 où f8 est
une fonction de la classe de Schwartz sur rupA8q et χ8 est une fonction caractéris-
tique d’un compact ouvert de rupA8q. Un opérateur différentiel B sur rupA8q s’étend
sur rupAq en posant Bpf8bχ8q “ Bf8bχ8. On a donc que pour tout f P SprupAqq,
tout opérateur différentiel B sur rupA8q et tout n P N il existe une constante Cf,B,n
telle que
sup
XPrupAq }X}
n|BfpXq| ď Cf,B,n.
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3. Convergence du noyau
À partir de cette section, jusqu’à la section 6, par un sous-groupe parabolique
de U on entend un sous-groupe parabolique standard.
Soit f P SprupAqq. Pour un sous-groupe parabolique P de U et une classe o P O
notons pour x PMP pFqNP pAqzUpAq
(3.1) kP,opxq “ kf,P,opxq “
ÿ
ξPmĂP pFqXo
ż
nĂP pAq
fpx´1pξ ` UP qxqdUP
et pour x P UpFqzUpAq
kT
o
pxq “ kTf,opxq “
ÿ
PĚP0
p´1qdP
ÿ
δPP pFqzUpFq
τˆP pHP pδxq ´ T qkP,opδxq
où dP est défini par (2.1). N.B. la somme sur δ dans P pFqzUpFq est finie en vertu
du lemme 5.1 de [2].
Le but de ce chapitre est de démontrer le résultat suivant :
Théorème 3.1. Soit T` P a
`
0 introduit dans le paragraphe 2.1. Alors, pour tout
T P T` ` a
`
0 on a ÿ
oPO
ż
UpFqzUpAq
|kT
o
pxq|dx ă 8.
Démonstration. Suivant Arthur [2] paragraphe 6, pour P1 Ď P2 on définie la fonc-
tion σ21 par
σ21pHq “ σ
P2
P1
pHq “ p´1qd2
ÿ
QĚP2
p´1qdQτQP1pHqτˆQpHq, H P a1.
C’est la fonction caractéristique d’un sous-ensemble de a1. On pose aussi
χTP1,P2pxq “ χ
T
1,2pxq “ F
1px, T qσ21pH1pxq ´ T q, x P P1pFqzUpAq,(3.2)
kP1,P2,opxq “ k1,2,opxq “
ÿ
P1ĎPĎP2
p´1qdP kP,opxq, x P P1pFqzUpAq.(3.3)
Alors, en utilisant le lemme 6.4 de [2] et l’invariance de kP,o et HP par rapport à
P pFq on s’aperçoit qu’on a l’identité
(3.4) kT
o
pxq “
ÿ
P1ĎP2
ÿ
δPP1pFqzUpFq
χT1,2pδxqk1,2,opδxq.
On a doncÿ
oPO
ż
UpFqzUpAq
|kT
o
pxq|dx ď
ÿ
oPO
ÿ
P1ĎP2
ż
P1pFqzUpAq
χT1,2pxq|k1,2,opxq|dx.
Il suffit donc de montrer que pour tous sous-groupes paraboliques P1 Ď P2
(3.5)
ÿ
oPO
ż
P1pFqzUpAq
χT1,2pxq|k1,2,opxq|dx ă 8.
Il résulte du lemme 6.1 de [2] que si P1 “ P2 ‰ U on a σ21 ” 0 donc l’intégrale (3.5)
vaut 0 dans ce cas. D’autre part, quand P1 “ P2 “ U on a que FU est la fonction
caractéristique d’un compact dans UpFqzUpAq donc l’intégrale est bien finie. On
peut supposer alors que P1 ‰ P2. Dans ce cas on montrera quelque chose de plus
fort que (3.5).
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Théorème 3.2. Soient f P SprupAqq et P1, P2 deux sous-groupes paraboliques tels
que P1 Ĺ P2. Alors, pour tout réel ε0 ą 0 et tout N P N il existe une constante C
qui ne dépend que de N , f et ε0 telle queÿ
oPO
ż
P1pFqzUpAq
χT1,2pxq|k1,2,opxq|dx ă Ce
´N}T }
pour tout T P T` ` a
`
0 tel que αpT q ą ε0}T } pour tout α P ∆0.
Notons au passage le corollaire immédiat de ce théorème :
Corollaire 3.3. Soit kpxq “
ř
oPO kU,opxq et k
T pxq “
ř
oPO k
T
o
pxq. Pour tout réel
ε0 ą 0 et tout N P N il existe une constante C qui ne dépend que de N , f et ε0
telle que
(3.6)
ż
UpFqzUpAq
|FU px, T qkpxq ´ kT pxq|dx ă Ce´N}T }
pour tout T P T` ` a
`
0 tel que αpT q ą ε0}T } pour tout α P ∆0.
On introduit d’abord quelques notations. Pour tous sous-groupes paraboliques
Q Ď S posons
pn¯
rSrQq1 “ n¯ rSrQ r
ď
QĎRĹS
n¯
rRrQ.
Alors pn¯ rSrQq1 est ouvert dans n¯ rSrQ et on a une décomposition en parties localement
fermées
(3.7) n¯
rSrQ “
ž
QĎRĎS
pn¯
rRrQq1.
En supposant toujours que Q Ď S notons aussi
m1rS, rQ “ m rS r
ď
QĎRĹS
Liep rRq “ pn¯ rSrQq1 ‘m rQ ‘ n rSrQ.
Fixons les sous-groupes paraboliques P1 Ĺ P2. Soit P un sous-groupe parabolique
tel que P1 Ď P Ď P2. On a donc
m rP “ ž
P1ĎSĎP
pm1rS,r1 ‘ n rPrS q
et, en utilisant le corollaire 2.6, on obtient, pour tout o P O
oXm rP pFq “ ž
P1ĎSĎP
oX pm1rS,r1 ‘ n rPrS qpFq “
ž
P1ĎSĎP
po Xm1rS,r1pFqq ‘ n rPrS pFq.
Grâce à cela, on peut réécrire kP,opxq commeÿ
P1ĎSĎP
ÿ
ηPn
ĂPrS pFq
ÿ
ζPm1rS,r1pFqXo
ż
nĂP pAq
fpx´1pη ` ζ ` UP qxqdUP .
Fixons un caractère additif non-trivial ψ sur FzA. En appliquant la formule som-
matoire de Poisson pour la somme portant sur η P n rPrS pFq de la fonction
n
rPrS pAq Q Y ÞÝÑ
ż
nĂP pAq
fpx´1pY ` ζ ` UP qxqdUP ,
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pour tout ζ P m1rS,r1pFq X o, on obtient
kP,opxq “
ÿ
P1ĎSĎP
ÿ
ηPn¯
ĂPrS pFq
ÿ
ζPm1rS,r1pFqXo
ΦSpx, ζ, ηq,
où
ΦSpx,X, Y q “
ż
n rSpAq
fpx´1pX`USqxqψpxUS , Y yqdUS , x P UpAq, X P m rSpAq, Y P n¯r2rSpAq.
En utilisant l’égalité (3.7) on peut écrire kP,opxq aussi commeÿ
P1ĎSĎRĎP
ÿ
ζPm1rS,r1pFqXo
ÿ
ηPpn¯
ĂRrS q1pFq
ΦSpx, ζ, ηq.
Grâce à cette formule, on a pour tout o P O
k1,2,opxq “
ÿ
P1ĎPĎP2
p´1qdP kP,opxq
“
ÿ
P1ĎSĎRĎPĎP2
p´1qdP
ÿ
ζPm1rS,r1pFqXo
ÿ
ηPpn¯
ĂRrS q1pFq
ΦSpx, ζ, ηq
“
ÿ
P1ĎSĎRĎP2
ÿ
ζPm1rS,r1pFqXo
ÿ
ηPpn¯
ĂRrS q1pFq
ΦSpx, ζ, ηq
ÿ
RĎPĎP2
p´1qdP .
(3.8)
On invoque maintenant l’identité due à Arthur [2], proposition 1.1
(3.9)
ÿ
tP |RĎPĎP2u
p´1qdP´d2 “
#
0 si R ‰ P2,
1 sinon.
On en déduit que la somme (3.8) décrivant k1,2,opxq se réduit à
p´1qd2
ÿ
P1ĎSĎP2
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFqXo
ΦSpx, ζ, ηq.
Remarquons que pour un S entre P1 et P2 fixé, le terme correspondant dans la
somme ci-dessus est P1pFq-invariant. Ainsi, pour démontrer le théorème 3.2 il suffit
de majorer
(3.10)
ż
P1pFqzUpAq
χT1,2pxq
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpx, ζ, ηq|dx
où P1 Ď S Ď P2 sont fixés. Remarquons que la double somme sur o P O et ζ P
m1rS,r1pFq X o s’est réduite à la somme sur tout ζ P m1rS,r1pFq.
On a la décomposition
P1pFqzUpAq “ N1pFqzN1pAq ˆA
8
1 ˆM1pFqzM1pAq
1 ˆK.
Suivant cette décomposition x “ n1a1m1k et dx “ e´2ρ1pH0pa1qqdn1da1dm1dk. Re-
marquons quand même que pour qu’on puisse intégrer sur les quotientsN1pFqzN1pAq
etM1pFqzM1pAq1 il faut d’abord intégrer surN1pFqzN1pAq et puis surM1pFqzM1pAq1.
On va remplacer maintenant les intégrales sur M1pFqzM1pAq1, N1pFqzN1pAq et K
par un supremum sur un ensemble convenable. Puisque on suppose que FP1px, T q “
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F 1pm1, T q “ 1 on peut restreindre l’intégrale sur M1pFqzM1pAq1 aux éléments m1
ayant un représentant dans
ω1A
8
0,1pT qpK XM1pAq
1q, où ω1 :“ ω XM1pAq1,
où le compact ω Ď N0pAqM0pAq1 est défini dans le paragraphe 2.1 et A80,1pT q est
défini par (2.4) dans le même paragraphe. En utilisant les faits que A1 commute
avec M1 et que le volume de M1pFqzM1pAq1 est fini, on a pour tout a1 P A81
(3.11)ż
K
ż
M1pFqzM1pAq1
ż
rN1s
F 1pm1, T q
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpn1a1m1k, ζ, ηq|dn1dm1dk ď
sup
k0Pω1,a
1
0
PA8
0,1pT q,
kPK
ż
rN1s
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpn1k0a
1
0a1k, ζ, ηq|dn1
à une constante multiplicative indépendante de T près.
Remarquons que la fonction |ΦSpx, ¨, ¨q| est invariante à gauche par N2pAq. En
effet, soient n2 P N2pAq, X P m rSpAq et Y P n¯r2rSpAq. Il existe un U2 P nr2pAq tel que
n´12 Xn2 “ X ` U2 et on a
|ΦSpn2x,X, Y q| “ |
ż
n rSpAq
fpx´1pX ` n´12 USn2 ` U2qxqψpxUS , Y yqdUS | “
|
ż
n rSpAq
fpx´1pX ` n´12 USn2 ` U2qxqψpxn
´1
2 USn2 ` U2, Y yqdUS |, x P UpAq.
Dans la dernière égalité on utilise le fait que la forme bilinéaire x¨, ¨y est invariante
par conjugaison, que n´12 Y n2 ´ Y P nr2pAq et x¨, ¨y est triviale sur n rS ˆ nr2 et que
|ψ| ” 1. Finalement, le changement de variable n´12 USn2`U2 ÞÑ US ne change pas
la mesure de Haar sur n rSpAq ce qui démontre que |ΦSpn2x,X, Y q| “ |ΦSpx,X, Y q|.
Fixons alors un compactK 11 de N
2
1 pAq qui se surjecte surN
2
1 pFqzN
2
1 pAq et posons
K1 “ K
1
1ω1. C’est un compact de N
2
0 pAqM0pAq
1 et on aż
rN1s
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpn1k0a
1
0a1k, ζ, ηq|dn1 “
ż
rN2
1
s
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpn
2
1k0a
1
0a1k, ζ, ηq|dn
2
1 ď
sup
k1PK1
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpk1a
1
0a1k, ζ, ηq|.
(3.12)
Ensuite on a ΦSpk1a10a1k, ζ, ηq “ ΦSpa
1
0a1pa
1
0a1q
´1k1pa
1
0a1qk, ζ, ηq. On prétend
que, tout comme k1, l’expression pa10a1q
´1k1pa
1
0a1q reste dans un compact fixé de
N20 pAqM0pAq
1 pour tout a1 P A81 tel que σ
2
1pH1pa1q ´ T q “ 1 et tout a
1
0 P A
8
0,1pT q.
On aura besoin du lemme suivant :
Lemme 3.4. Pour tout a10 P A
8
0,1pT q et tout a1 P A
8
1 tel que σ
2
1pH1pa1q ´ T q “ 1
on a τ20 pH0pa
1
0a1q ´ T1q “ 1.
Démonstration. La preuve se trouve dans [4], paragraphe 4. 
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Donc, comme ∆20 c’est l’ensemble de racines simples pour l’action du tore A
8
0 sur
N20 pAq on obtient bien que pour tout a P A
8
0 tel que τ
2
0 pH0paq´T1q “ 1 l’ensemble
a´1K1aK est contenu dans un compact de UpAq indépendant de T et a qu’on va
noter Γ.
On voit donc que pour tous a10 P A
8
0,1pT q, a1 P A
8
1 , k P K et k1 P K1 on aÿ
ηPpn¯
r2rSq1pFq
ζPm1rS,r1pFq
|ΦSpa
1
0a1pa
1
0a1q
´1k1pa
1
0a1qk, ζ, ηq| ď sup
yPΓ
ÿ
ηPpn¯
r2rSq1pFq
ζPm1rS,r1pFq
|ΦSpa
1
0a1y, ζ, ηq|.
Ensuite, en faisant le changement de variable pa10a1q
´1USpa
1
0a1q ÞÑ US dans la
définition de la fonction ΦS on obtient
ΦSpa
1
0a1y, ζ, ηq “ e
2ρ rSpH0pa10a1qqΦSpy,Adpa10a1q´1ζ,Adpa10a1q´1ηq.
En prenant compte de ceci ainsi que des majorations (3.11) et (3.12) on obtient que
l’expression (3.10) est majorée par
(3.13)
ż
A8
1
sup
a1
0
PA8
0,1pT q
yPΓ
e2pρ rS´ρ1qpH0pa1a10qqσ21pH1pa1q ´ T q
ÿ
ηPpn¯r2rSq1pFq
ÿ
ζPm1rS,r1pFq
|ΦSpy,Adppa
1
0a1q
´1qζ,Adppa10a1q
´1qηq|da1.
Fixons une Q-base teiu de u˜pFq composée de vecteurs propres pour l’action de
A0 sur u˜. Les éléments de l’espace SprupAqq sont, par définition, les sommes finies
des fonctions de type f8 b χ8 où f8 est une fonction de la classe de Schwartz
sur rupA8q et χ8 est une fonction caractéristique d’un compact ouvert dans rupA8q.
Alors, comme Γ est compact, il existe un compact rt Ď rupA8q tel que rt “ śvrtv oùrtv est un compact ouvert dans rupFvq où Fv est la complétion de F par rapport à
une place finie v, tel que pour tous y P Γ et X P m rSpAq (resp. Y P n¯r2rSpAq) on a
ΦSpy,X, ¨q “ 0 (resp. ΦSpy, ¨, Y q “ 0) si la projection de X sur m rSpA8q (resp. de
Y sur n¯r2rSpA8q) n’est pas dans rt. Or, les éléments de A80 n’agissent que sur la partie
infinie d’un ζ P rupFq dans la formule Adpa0qζ où a0 P A80 . Alors, si l’on décompose
ζ “
ř
biei avec bi P Q, on a que la composante correspondante à une place finie v
de Adpa0qζ c’est juste
ř
biei. Donc, pour que cela soit dans un compact rtv, il faut
que les valuations p-adiques des coefficients bi soient bornées où v|p. Cela démontre
que, quitte à changer la base teiu par une autre de type tcieiu où ci P Q˚, on peut
supposer que les sommes dans (3.13) portent en effet sur des éléments du Z-réseau
engendré par les teiu que l’on note R, qui appartiennent également à pn¯
rP2rS q1pFq et
m1rS,r1pFq. On pose
R1 “ RX pn¯
r2rSq1pFq, R2 “ RX ppn¯ rSr1 q1 ‘ n¯r1r0 ‘mr0qpFq, R3 “ RX n rSr0 pFq.
On majorera alors l’intégrale sur a1 P A81 du supremum sur a
1
0 P A
8
0,1pT q et y P Γ
de
(3.14)
e2pρ rS´ρ1qpH0pa1a10qqσ21pH1pa1q´T q
ÿ
ηPR1,
ζPR2, ξPR3
|ΦSpy,Adppa
1
0a1q
´1qpζ` ξq,Adppa10a1q
´1qηq|.
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Soit n0 P N tel que l’on aÿ
ξPRrt0u
}ξ}´n ă 8, @n ě n0.
Soient n, n1 P N tels que n ą n1 ě n0. On suppose n pair et on le laissera varier.
L’entier n1 va être fixé plus tard. On utilisera la notation suivante pour A,B P R
A ďn,f B
pour signifier qu’il existe une constante positive c qui dépend, éventuellement, seule-
ment de n et de f telle que A ď cB.
En faisant des intégrations par partie on a pour tous X P m rSpAq et Y P nr2rSpAqr
t0u que ΦSpy,X, Y q s’exprime comme une somme finie d’expressions de type
c2pyq}Y }
´nΦ
pnq
S py,X, Y q
où c2pyq dépend continument de y et
Φ
pnq
S py,X, Y q “
ż
n rSpAq
Bnfpy
´1pX ` UqyqψpxY, UyqdU
pour un opérateur différentiel Bn convenable sur les fonctions de classe C8 surrupA8q. On a donc
|c2pyqΦ
pnq
S py,X, Y q| ď
ż
n rSpAq
sup
yPΓ
|c2pyqBnfpy
´1pX ` USqyq|dUS “: ΨS,npXq.
La fonction ΨS,n est à décroissance rapide sur m rSpAq, donc pour tous ζ P R2 et
ξ P R3 r t0u on a
ΨS,npAdppa
1
0a1q
´1qpζ ` ξqq ďn,f }Adppa
1
0a1q
´1qζ}´n}Adppa10a1q
´1qξ}´n1 ,
ΨS,npAdppa
1
0a1q
´1qζq ďn,f }Adppa
1
0a1q
´1qζ}´n.
On obtient alors
ÿ
ηPR1,
ζPR2, ξPR3
|ΦSpy,Adppa
1
0a1q
´1qpζ ` ξq,Adppa10a1q
´1qηq| ďn,f
ÿ
ηPR1,
ζPR2, ξPR3
}Adppa10a1q
´1qη}´nΨS,npAdppa
1
0a1q
´1qpζ ` ξqq ďn,f
˜ ÿ
ηPR1
}Adppa10a1q
´1qη}´n
¸˜ ÿ
ζPR2
}Adppa10a1q
´1qζ}´n
¸¨˝
1`
ÿ
ξPR3rt0u
}Adppa10a1q
´1qξ}´n1‚˛.
(3.15)
On introduit un peu de notations. Soit Σ rU l’ensemble de racines pour l’action
du tore A0 sur l’algèbre de Lie ru. Pour µ P Σ rU et X P rupAq soit Xµ la projection
de X sur le sous-espace de ru de valeur propre µ. Notons dans ce cas ΣpXq “ tµ P
Σ rU |Xµ ‰ 0u.
Fixons Σ Ď Σ rU . En utilisant l’équivalence de normes sur rupA8q, on peut fixer
une constante cΣ ą 0 telle que pour tout X P rupAq tel que ΣpXq “ Σ on a
(3.16) }X} ě cΣ
ź
µPΣ“ΣpXq
}Xµ}
1
|Σ| .
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On fixe maintenant n1 :“ n0|Σ rU |.
En utilisant le lemme 2.7, on fixe des constantes kΣ,α P R pour tout α P ∆0,
telles que
ř
µPΣ
1
|Σ|µ “
ř
αP∆0
kΣ,αα. Pour tout S Ď R soit ΣpSq “ tΣpξq|ξ P Su.
On a alors
Lemme 3.5. Pour tous S Ď Rr t0u, a P A80 et n ě n1 on aÿ
ξPS
}Adpa´1qξ}´n ďn,f
ÿ
ΣPΣpSq
e
n
ř
αP∆0
kΣ,ααpH0paqq.
Démonstration. En utilisant l’inégalité (3.16), on a
ÿ
ξPS
}Adpa´1qξ}´n“
ÿ
ΣPΣpSq
ÿ
ξPS
Σpξq“Σ
}Adpa´1qξ}´n ď
ÿ
ΣPΣpSq
cΣ
¨˚
˚˝ź
µPΣ
p
ÿ
ξPRrt0u
Σpξq“tµu
}Adpa´1qξ}´nnΣ,µq
‹˛‹‚
“
ÿ
ΣPΣpSq
cΣ
¨˚
˚˝ź
µPΣ
ennΣ,µµpH0pa0qqp
ÿ
ξPRrt0u
Σpξq“tµu
}ξ}´nnΣ,µq
‹˛‹‚ďn,f ÿ
ΣPΣpSq
e
n
ř
αP∆0
kΣ,ααpH0paqq.

On pose k1 “ n1maxtkΣ,α|Σ Ď Σ rU , α P ∆0u et k2 “ mintkΣ,α|Σ Ď Σ rU , α P
∆0, kΣ,α ą 0u. Puisque on suppose P1 Ĺ P2, on a en particulier P0 ‰ U et donc
k1, k2 ą 0.
Corollaire 3.6. Pour tout a P A80 tel que τ
2
0 pH0paq ´ T1q “ 1 on a˜ ÿ
ηPR1
}Adpa´1qη}´n
¸˜ ÿ
ζPR2
}Adpa´1qζ}´n
¸
ďn,f e
´nk2
ř
αP∆2
0
r∆1
0
αpH0paqq
.
Démonstration. Soit a P A80 comme dans l’énoncé. En utilisant le lemme 3.5 pour
S “ R1 et pour S “ R2 on voit qu’il suffit de vérifier pour tout Σ1 P ΣpR1q et tout
Σ2 P ΣpR2q qu’on a
e
n
ř
αP∆0
kΣ1,ααpH0paqq ďn,f e
´nk2
ř
αP∆2
0
r∆S
0
αpH0paqq
,
e
n
ř
αP∆0
kΣ2,ααpH0paqq ďn,f e
´nk2
ř
αP∆S
0
r∆1
0
αpH0paqq
.
En effet, posons Θ1 “ ∆20 r ∆
S
0 et Θ2 “ ∆
S
0 r ∆
1
0. Alors, pour i “ 1, 2, on a
kΣi,α “ 0 pour tout α P ∆0 r∆
2
0 et kΣi,α ď 0 pour tout α P ∆
2
0. De plus, il résulte
de la définition de pn¯r2rSq1 (resp. m1rS,r1) que kΣ1,α ď ´k2 (resp. kΣ2,α ď ´k2) pour
tout α P Θ1 (resp. α P Θ2). Il existe une constante CT1 telle que αpH0paqq ą CT1
pour tout α P ∆20. Donc, pour tout αi P ∆0 rΘi et tout α
1
i P Θi on a
enkΣi,αiαipH0paqq ďn,f 1, e
nk
Σi,α
1
i
α1ipH0paqq ďn,f e
´nk2α
1
ipH0paqq, i “ 1, 2.

Corollaire 3.7. Pour tout a P A80 tel que τ
2
0 pH0paq ´ T1q “ 1 on a
1`
ÿ
ηPR3rt0u
}Adpaq´1ξ}´n1 ďn,f e
k1
ř
αP∆S
0
αpH0paqq
.
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Démonstration. Soit a P A80 comme dans l’énoncé. Il est clair qu’on a 1 ďn,f
e
k1
ř
αP∆S
0
αpH0paqq. En utilisant le lemme 3.5 pour S “ R3 r t0u et n “ n1 on voit
qu’il suffit de vérifier pour tout Σ P ΣpR3 r t0uq qu’on a
(3.17) en1
ř
αP∆0
kΣ,ααpH0paqq ďn,f e
k1
ř
αP∆S
0
αpH0paqq
.
Or, on a kΣ,α “ 0 pour tout α P ∆0 r∆S0 et n1kΣ,α ď k1 pour tout α P ∆
S
0 par
définition de k1. D’autre part, il existe une constante CT1 telle que αpH0paqq ą CT1
pour tout α P ∆20, ce qui démontre (3.17) et le corollaire. 
En regardant (3.14) et (3.15), et en utilisant les corollaires 3.6 et 3.7 on se ramène
a majorer le supremum sur a10 P A
8
0,1pT q deż
A8
1
σ21pH1pa1q ´ T qe
pλ´nk2
ř
αP∆2
0
r∆1
0
qαpH0pa
1
0
a1qq
da1 “ e
pλ´nk2
ř
αP∆2
0
r∆1
0
αqpH0pa
1
0
qq
¨
ż
a
2
1
e
´nk2
ř
αP∆2
1
αpH2
1
q
ż
a2
σ21pH
2
1 `H2 ´ T qe
λpH2
1
`H2qdH2dH
2
1
où λ “ 2pρ rS ´ ρ1q ` k1řαP∆S0 α P a˚S .
Il est clair qu’il existe une constante c1 ą 0 qui ne dépend pas de n telle que :
sup
a1
0
PA8
0,1pT q
e
pλ´nk2
ř
αP∆2
0
r∆1
0
αqpH0pa
1
0
qq
ďn,f e
c1}T }.
On a aussi
Lemme 3.8. Il existe une constante c2 ą 0 telle que pour tout H21 P a
2
1 on aż
a2
σ21pH2 `H
2
1 ´ T qe
λpH2qdH2 ď c2τ
2
1 pH
2
1 ´ T qe
c2}T }e
c2
ř
αP∆2
1
αpH2
1
q
.
Démonstration. En vertu du lemme 6.1 de [2] ainsi que du corollaire 6.2 de loc. cit.
il existe une constante c1 ą 0 telle que σ21pH2 `H
2
1 ´ T q “ 1 implique
τ21 pH
2
1 ´ T q “ 1 et }H2} ď c
1p1` }H21 } ` }T }q.
En utilisant cela, il existe une constante c2 ą 0 telle que λpH2q ď c2p}H21 } ` }T }q.
On a donc que l’intégrale dans l’énoncé est bornée par
τ21 pH
2
1´T qe
c2p}H2
1
}`}T }q
ż
H2Pa2| }H2}ďc1p1`}H21 }`}T }q
dH2 ď c
3τ21 pH
2
1´T qe
c3p}H2
1
}`}T }q
pour une constante c3 ą 0. On obtient le résultat en utilisant l’équivalence de
normes sur a21, en remarquant que ∆
2
1 est une base de pa
2
1q
˚ et que si τ21 pH
2
1´T q “ 1
alors |αpH21 q| “ αpH
2
1 q pour tout α P ∆
2
1. 
Grâce au lemme ci-dessus il nous reste a majorerż
a
2
1
τ21 pH
2
1 ´ T qe
´pnk2´c2q
ř
αP∆2
1
αpH2
1
q
dH21
où c2 ne dépend pas de n. En prenant n suffisamment grand ceci est majoré par
e
´pnk2´c2q
ř
αP∆2
0
r∆1
0
αpT q
. On rappelle qu’on a un ε0 ą 0 tel que αpT q ą ε0}T } pour
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tout α P ∆0. Il est clair donc que pour tout N ą 0 il existe un n P N qui dépend
de ε0 tel que
epc1`c2qp}T }qe
´pnk2´c2q
ř
αP∆2
0
r∆1
0
αpT q
ď e}T }pc1`c2´pnk2´c2qd
2
1
ε0q ď e´N}T }.
Ce qui conclut la preuve des théorèmes 3.1 et 3.2. 
4. Les propriétés qualitatives
Pour une fonction f P SprupAqq et T P T` ` a`0 on note
kT pxq “ kTf pxq “
ÿ
oPO
kTf,opxq, x P UpFqzUpAq.
Grâce au théorème 3.1 les distributions suivantes :
JT
o
pfq “
ż
UpFqzUpAq
kTf,opxqdx, o P O, T P T` ` a
`
0 ,
JT pfq “
ż
UpFqzUpAq
kTf pxqdx
sont bien définies.
Dans le paragraphe 4.3 on démontrera que la fonction T ÞÑ JT
o
pfq est un
polynôme-exponentielle dont le terme purement polynomial, noté Jopfq, ne dépend
pas de T . Pour bien énoncer ce résultat on introduit d’abord dans le paragraphe
4.1 les distributions JMQ,To pour tout sous-groupe parabolique standard Q et dans
le paragraphe 4.2 on étudie les fonctions de type polynôme-exponentielle. La suite
de ce chapitre est consacrée aux propriétés des distributions Jo.
4.1. Une généralisation du théorème 3.1. SoitG “
śk
i“1 ResE{FGLni où k P N
et ni P N˚ pour i “ 1, . . . , k. Soient aussi U 1 “ UpV 1,Φ1q et rU 1 “ UpW 1, Φ˜1q un
couple de groupes unitaires munis de l’inclusion U 1 ãÑ rU 1 comme dans le paragraphe
2.2. On va généraliser le théorème 3.1 au cas de l’inclusion Gˆ U 1 ãÑ Gˆ rU 1.
Notons g “ LiepGq, u1 “ LiepU 1q et ru1 “ LieprU 1q. Pour X P pg ˆ ru1qpFq soient
X1 P gpFq et X2 P ru1pFq tels que X “ X1`X2. Soit OGˆU 1 la relation d’équivalence
sur pgˆru1qpFq définie de la façon suivante. On a X “ X1`X2 „ Y “ Y1`Y2 si et
seulement si les polynômes caractéristiques de X1 et Y1 coïncident et si X2 et Y2
sont dans la même classe pour la relation d’équivalence dans ru1pFq décrite dans le
paragraphe 2.3 par rapport à l’inclusion U 1 ãÑ rU 1.
Fixons P0 un sous-F-groupe parabolique minimal de Gˆ U 1 et fixons aussi M0
une partie de Levi de P0. Soit P un sous-groupe parabolique standard de GˆU 1. On
a P “ PG ˆ PU 1 où PG (resp. PU 1 ) est un sous-groupe parabolique standard de G
(resp. U 1) par rapport au sous-groupe parabolique minimal P0XG (resp. P0XU 1).
On pose alors rP “ PG ˆ rPU 1 où rPU 1 c’est le sous-groupe parabolique de rU 1 associé
à PU 1 par la procédure décrite dans le paragraphe 2.2. On note m rP l’algèbre de Lie
de la partie de Levi de rP contenant M0.
Pour une fonction f P Sppg ˆ ru1qpAqq, un sous-groupe parabolique standard P
de Gˆ U 1 et une classe o P OGˆU
1
on pose
kf,P,opxq “
ÿ
ξPmĂP pFqXo
ż
LiepNĂP qpAq
fpx´1pξ ` UP qxqdUP , x P pGˆ U
1qpAq.
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Pour un T P paGˆU
1
P0
q` on pose donc
kTf,opxq “
ÿ
PĚP0
p´1qd
GˆU 1
P
ÿ
δPP pFqzpGˆU 1qpFq
τˆGˆU
1
P pHP pδxq ´ T qkf,P,opδxq.
Théorème 4.1. Soit f P Sppgˆru1qpAqq, alors pour tout T P T``paGˆU 1P0 q` on a :ÿ
oPOGˆU 1
ż
pGˆU 1qpFqzpGˆU 1qpAq1
|kTf,opxq|dx ă 8.
Démonstration. Le résultat découle des théorèmes 3.1 ci-dessus et 3.1 de [4]. 
Notons alors :
JGˆU
1,T
o
pfq “
ż
pGˆU 1qpFqzpGˆU 1qpAq1
kTf,opxqdx.
Revenons au groupe U . Soit Q le sous-groupe parabolique standard de U défini
par le l ` 1-uplet pi0, i1, . . . , ilq, de façon que Q soit le stabilisateur du drapeaux
isotrope (2.10). Les choix qu’on a faits dans le paragraphe 2.2 nous permettent
d’écrire Vil “ VQ et V “ VQ ‘ ZQ ‘ V
7
Q. La restriction de Φ à ZQ est une forme
hermitienne non-dégénérée. On a donc
MQ –
l´1ź
j“0
ResE{FGLij`1´ij ˆ UpZQ,Φ|ZQq.
En particulier MQ est de type considéré au début de ce paragraphe.
Soit o P O, il existe oQ,1, . . . , oQ,m P OMQ , où 0 ď m ă 8, tels que
(4.1) m rQpFq X o “
mž
i“1
oQ,i.
On définit alors les distributions JMQ,To et JMQ,T sur Spm rQpAqq par :
(4.2) JMQ,To pfq “
mÿ
i“1
J
MQ,T
oQ,i
pfq, JMQ,T pfq “
ÿ
oPO
J
MQ,T
o pfq
où pour oQ P OMQ , J
MQ,T
oQ
c’est la distribution décrite ci-dessus par rapport au
sous-groupe parabolique minimal P0 XMQ, le sous-groupe de Levi M0 et le sous-
groupe compact maximal K XMQpAq de MQpAq admissible par rapport à M0.
Pour f P SprupAqq on pose
(4.3) fQpXq “
ż
K
ż
nĂQpAq
fpk´1pX ` UQqkqdUQdk, X P m rQpAq;
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alors fQ P Spm rQpAqq. Notons que l’application Q Ě P ÞÑ MQ X P définit une
bijection entre les sous-groupes paraboliques de U contenus dans Q et les sous-
groupes paraboliques de MQ contenant P0 XMQ. On s’aperçoit alors qu’on a
J
MQ,T
o pfQq “
ż
MQpFqzMQpAq1
mÿ
i“1
kTfQ,oQ,ipmqdm
“
ż
MQpFqzMQpAq1
ÿ
PĎQ
p´1qd
Q
P
ÿ
ηPpPXMQqpFqzMQpFq
τˆ
Q
P pHP pηmq ´ T q¨˝ ÿ
ξPmĂP pFqXo
ż
n
ĂQĂP pAq
fQpAdppηmq
´1qpξ ` UQP qqdU
Q
P
‚˛dm.
(4.4)
4.2. Polynômes-exponentielles. Soit V un R-espace vectoriel de dimension finie.
Par un polynôme-exponentielle sur V on entend une fonction sur V de la forme
fpvq “
ÿ
λPV˚
eλpvqPλpvq, v P V
où Pλ est un polynôme sur V à coefficients complexes, nul pour presque tout λ P V˚.
On appelle λ P V˚ tels que Pλ ‰ 0 les exposants de f et le polynôme correspondant
à λ “ 0 le terme purement polynomial de f . On a alors le résultat d’unicité suivant :
si f est comme ci-dessus et g “
ř
λPV˚ e
λQλ est un polynôme-exponentielle sur V
tel que gpvq “ fpvq pour tout v P V alors pour tout λ P V˚ on a Pλ “ Qλ.
On rappelle qu’à la fin du paragraphe 2.5 on a défini un ρ
Q
P a˚Q pour tout
sous-groupe parabolique standard Q. On aura besoin du lemme suivant.
Lemme 4.2. Soit Q un sous-groupe parabolique standard de U . Alors, pour tout
̟_ P p∆_Q on a ρQp̟_q ą 0.
Démonstration. Soit S Ď a˚Q l’ensemble des poids pour l’action du tore AQ sur
VQ. Alors S est une base de a˚Q et on note S
_ Ď aQ sa base duale. Comme on a
déjà remarqué à la fin du paragraphe 2.5, on a ρ
Q
“
ř
e˚PS ne˚e
˚ avec ne˚ P N˚.
D’autre part, tout ̟_ P p∆_Q est une combinaison linéaire à coefficients positifs des
vecteurs dans S_, d’où le résultat. 
Donc, pour tout Q et tout R Ě Q différent de U on a que ρ
R
, vu comme un
élément de a˚Q grâce à la décomposition (2.2), est non-nul.
Soient Q Ď R deux sous-groupes paraboliques standards. Notons vRQ (resp. v
1
R)
le volume dans aRQ (resp. aR) du parallélotope engendré par pp∆RQq_ (resp. ∆_R).
Suivant le paragraphe 2 de [1], posons
(4.5)
θˆRQpµq “ pv
R
Qq
´1
ź
̟Pp p∆R
Q
q_
µp̟_q, θRpµq “ pv
1
Rq
´1
ź
αP∆R
µpα_q, µ P a˚0 bR C.
Quand R “ U on écrira θˆQ “ θˆUQ.
Toujours supposant R Ě Q, pour X P aQ on note XR sa projection à aR selon
la décomposition (2.2). Suivant loc. cit., posons
(4.6) Γ1QpH,Xq “
ÿ
RĚQ
p´1qd
R
Q τˆRpHR ´XRqτ
R
Q pHq, H,X P aQ.
LA FORMULE DES TRACES DE JACQUET-RALLIS 23
On démontrera le lemme suivant :
Lemme 4.3. Soit Q un sous-groupe parabolique standard de U . Alors, pour tout
R Ě Q il existe un polynôme pQ,R de degré au plus dQ sur aR tel que la fonction
pQpXq :“
ż
aQ
e
ρ
Q
pHq
Γ1QpH,XqdH, X P aQ
égale ÿ
RĚQ
eρRpXRqpQ,RpXRq
où pQ,U pXU q “ p´1q
dQ θˆQpρQq
´1. En particulier, la fonction pQ est un polynôme-
exponentielle dont le terme purement polynomial est constant et égale p´1qdQ θˆQpρQq
´1.
Remarque. On ne prétend pas que les polynômes pQ,R sont uniquement détermi-
nés pour tout R Ě Q. En effet, il arrive que ρ
R
“ ρ
R1
pour R ‰ R1. Cependant, U
est le seul sous-groupe parabolique R Ě Q tel que ρ
R
“ 0 d’où l’unicité du terme
pQ,U .
Démonstration. Étudions l’intégrale
(4.7)
ż
aQ
eµpHqΓ1QpH,XqdH, µ P a
˚
Q bR C.
Il résulte du lemme 2.1 de [1] que pour un X fixé, la fonction H ÞÑ Γ1QpH,Xq est
à support compact dans aQ. L’intégrale ci-dessus est donc bien définie et aussi la
fonction pQ est bien définie sur aQ.
D’après le lemme 2.2 dans [1] on obtient que l’intégrale (4.7) est une fonction
entière de la variable µ et sa valeur est donnée par
(4.8)
ÿ
RĚQ
p´1qd
R
QeµpXRqθˆRQpµq
´1θRpµq
´1
pour tout µ P a˚Q bR C pour lesquelles cela a un sens.
On n’a pas le droit d’utiliser cette formule pour ρ
Q
car certains θˆRQpρQq et θRpρQq
vont s’annuler. On procède alors comme suit. On fixe un ε P a˚Q bR C tel que
θˆRQpεq ‰ 0, θRpεq ‰ 0 pour tout R Ě Q. Alors il en est de même pour ρQ ` tε où
t P Rr t0u suffisamment petit. Pour calculer pQpXq on met µ “ ρQ` tε dans (4.8)
et on considère la fonction
R Q t ÞÑ
ÿ
RĚQ
p´1qd
R
Qe
pρ
Q
`tεqpXRq
θˆRQpρQ ` tεq
´1θRpρQ ` tεq
´1.
C’est une fonction analytique et sa valeur en t “ 0 égale pQpXq. Pour calculer
pQpXq il suffit alors de développer cette fonction en t “ 0 et de prendre le terme
constant.
Fixons R Ě Q et regardons
R Q t ÞÑ etεpXRqθˆRQpρQ ` tεq
´1θRpρQ ` tεq
´1.
Notons pQ,R,εpXRq son terme constant dans son développement en t “ 0. Il est
clair que pQ,R,ε est un polynôme en la variable XR P aR de degré au plus dQ.
On obtient donc
pQpXq “
ÿ
RĚQ
p´1qd
R
QeρRpXRqpQ,R,εpXRq,
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où on utilise le fait que la restriction de ρ
Q
à aR c’est ρR pour R Ě Q.
Regardons le terme pQ,U,εpXU q. On a
lim
tÑ0
etεpXU qθˆUQpρQ ` tεq
´1θU pρQ ` tεq
´1 “ θˆQpρQq
´1
en vertu du lemme 4.2, d’où le résultat. 
4.3. Le comportement asymptotique en T . On démontre la proposition sui-
vante.
Proposition 4.4. Soient f P SprupAqq, T 1 P T` ` a`0 , o P O et T P T 1 ` a`0 . Alors
JT
o
pfq “
ÿ
QĚP0
pQpTQ ´ T
1
Qqe
ρ
Q
pT 1QqJ
MQ,T
1
o pfQq.
où pour un sous-groupe parabolique Q Ě P0, la fonction pQ est définie dans le
lemme 4.3, ρ
Q
P a˚Q est défini à la fin du paragraphe 2.5, la distribution J
MQ,T
1
o est
définie dans le paragraphe 4.1 et fQ P Spm rQpAqq est définie par (4.3) dans le même
paragraphe.
Démonstration. Il est démontré dans le paragraphe 2 de [1], que les fonctions Γ1Q,
définies par (4.6), vérifient la relation suivante : pour tout sous-groupe parabolique
P de U , on a
(4.9) τˆP pH ´Xq “
ÿ
QĚP
p´1qdQ τˆQP pHqΓ
1
QpH,Xq, H,X P aP .
Fixons un T 1 P T` ` a
`
0 et soit T P T
1 ` a`0 . En utilisant l’égalité ci-dessus avec
H “ HP pδxq ´ T
1 et X “ T ´ T 1 on a
(4.10) JT
o
pfq “
ż
UpFqzUpAq
ÿ
PĚP0
p´1qdP
ÿ
δPP pFqzUpFq
ÿ
QĚP
p´1qdQΨT,T
1
P,Q,opδxqdx “
ÿ
QĚP0
ż
QpFqzUpAq
ÿ
PĎQ
p´1qd
Q
P
ÿ
ηPpPXMQqpFqzMQpFq
Ψ
T,T 1
P,Q,opηxqdx
où
Ψ
T,T 1
P,Q,opxq “ kP,opxqτˆ
Q
P pHP pxq ´ T
1qΓ1QpHQpxq ´ T
1, T ´ T 1q.
Posons x “ namk où n P NQpFqzNQpAq, m P MQpFqzMQpAq1, a P A8Q et
k P K. Donc dx “ e´2ρQpHQpaqqdndadmdk. On peut donc changer l’intégrale sur
QpFqzUpAq en l’intégrależ
A8Q
ż
MQpFqzMQpAq1
ż
K
ż
NQpFqzNQpAq
e´2ρQpHQpaqq.
On a ż
NQpFqzNQpAq
Ψ
T,T 1
P,Q,opηnamkqdn “
ż
NQpFqzNQpAq
Ψ
T,T 1
P,Q,opnaηmkqdn
car η P MQpFq normalise NQpAq sans changer sa mesure et il commute avec A8Q .
Les facteurs de ΨT,T
1
P,Q,opnaηmkq (η P pP pFq XMQpFqqzMQpFq) deviennent
Γ1QpHQpnaηmkq ´ T
1, T ´ T 1q “ Γ1QpHQpaq ´ T
1, T ´ T 1q,
τˆ
Q
P pHP pnaηmkq ´ T
1q “ τˆQP pHP pηmq ´ T
1q.
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Quant à kP,o, en utilisant sa définition (3.1) et en faisant les changements de va-
riables pa´1n´1pU ` ξqna´ ξq ÞÑ U et m´1η´1UQηm ÞÑ UQ on obtient
(4.11)
e
´2ρĂQpHQpaqq
ż
K
ż
rNQs
kP,opnaηmkqdndk“
ż
K
ż
nĂP pAq
ÿ
ξPmĂP pFqXo
fpk´1m´1η´1pξ`UP qηmkqdUPdk “
ż
n
ĂQĂP pAq
ÿ
ξPmĂP pFqXo
ż
K
ż
nĂP pAq
e2ρĂQpHQpmqqfpk´1pm´1η´1pξ `UQP qηm`UQqkqdUQdkdUQP “
ż
n
ĂQĂP pAq
ÿ
ξPmĂP pFqXo
fQpm
´1η´1pξ ` UQP qηmqdU
Q
P
où fQ P Spm rQpAqq est définie par (4.3) dans le paragraphe 4.1 et on a utilisé le fait
que ρ rQpHQpmqq “ 0 car m PMQpAq1 ĎM rQpAq1.
En regardant la relation (4.4), on s’aperçoit qu’avec la notation de l’équation
(4.10) on aż
QpFqzUpAq
ÿ
PĎQ
p´1qd
Q
P
ÿ
ηPP pFqXMQpFqzMQpFq
Ψ
T,T 1
P,Q,opηxqdx “ J
MQ,T
1
o pfQqpQpT, T
1q
où pQpT, T 1q égależ
A8Q
e
2ρĂQpHQpaqq´2ρQpHQpaqqΓ1QpHQpaq´T 1, T´T 1qda“
ż
aQ
e
ρ
Q
pHq
Γ1QpH´T
1
Q, TQ´T
1
QqdH.
Par un changement de variable on obtient pQpT, T 1q “ e
ρ
Q
pT 1QqpQpTQ ´ T
1
Qq où pQ
c’est la fonction étudiée dans le lemme 4.3, d’où le résultat. 
En utilisant la proposition 4.4 démontrée ci-dessus et le lemme 4.3 qui décrit les
fonctions pQ explicitement on obtient le comportement en T des distributions JTo
et JT .
Théorème 4.5. Soit f P SprupAqq. Les fonctions T ÞÑ JT
o
pfq et T ÞÑ JT pfq où
o P O et T parcourt T` ` a
`
0 sont des polynômes-exponentielles dont les parties
purement polynomiales sont constantes et données respectivement par
Jopfq :“
ÿ
Q
p´1qdQ θˆQpρQq
´1e
ρ
Q
pT 1QqJ
MQ,T
1
o pfQq,
Jpfq :“
ÿ
Q
p´1qdQ θˆQpρQq
´1e
ρ
Q
pT 1QqJMQ,T
1
pfQq.
pour tout T 1 P T` ` a
`
0 . En particulier, les distributions Jo et J ne dépendent pas
de T 1.
Remarque 4.6. Soit Q un sous-groupe parabolique standard de U . Il résulte de la
proposition 4.4 ci-dessus et du théorème 4.2 de [4] que les distributions JMQ,To et
JMQ,T , définies dans le paragraphe 4.1, sont des polynômes-exponentielles avec des
exposants ρ
R
´ ρ
Q
où R parcourt les sous-groupes paraboliques contenus dans Q.
Cependant, si Q ‰ U le terme purement polynomial n’est pas constant.
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4.4. Invariance. Dans ce paragraphe on démontrera l’invariance par conjugaison
des distributions Jo et J .
Soient f P SprupAqq et y P UpAq. Notons fy P SprupAqq la fonction définie par
fypXq “ fpAdpyqXq. On voit donc qu’on a
JT
o
pfyq “
ż
UpFqzUpAq
ÿ
P
p´1qdP
ÿ
δPP pFqzUpFq
kP,opδxqτˆP pHP pδxyq ´ TP qdx.
Pour x P UpAq soit kP pxq un élément de K tel que xkP pxq´1 P P pAq. Alors, en
utilisant l’égalité (4.9) on a
τˆP pHP pδxyq´TP q “
ÿ
QĚP
p´1qdQ τˆQP pHP pδxq´TP qΓ
1
QpHP pδxq´TQ,´HP pkP pδxqyqq
d’où
JT
o
pfyq “
ÿ
Q
ż
QpFqzUpAq
ÿ
PĎQ
p´1qdP´dQ
ÿ
ηPP pFqXMQpFqzMQpFq
Ψ
T,y
P,Q,opηxqdx
où
Ψ
T,y
P,Q,opxq “ kP,opxqτˆ
Q
P pHP pxq ´ TP qΓ
1
QpHP pxq ´ TQ,´HP pkP pxqyqq.
Soit x “ namk où n P NQpFqzNQpAq, m P MQpFqzMQpAq1, a P A8Q et k P K.
Donc dx “ e´2ρQpHQpaqqdndadmdk. On a pour η PMQpFq
Γ1QpHP pηnamkq ´ TQ,´HP pkP pηnamkqyqq “ Γ
1
QpHQpaq ´ TQ,´HQpkyqq.
Ensuite, en faisant les mêmes opérations comme dans (4.11) au début de la preuve
de la proposition 4.4 on s’aperçoit qu’on a pour P Ď Q, m P MQpFqzMQpAq1 et
η PMQpFqż
A8
Q
ż
K
ż
rNQs
e´2ρQpHQpaqqk rP ,opηnmakqΓ1QpHP pηnamkq´TQ,´HP pkP pηnamkqyqqdndkda“
e
ρ
Q
pTQq
ż
n
ĂQĂP pAq
ÿ
ξPmĂP pFqXo
ż
K
ż
aQ
ż
nĂQpAq
e
ρ
Q
pHq
fpk´1pm´1η´1pξ`UQP qηm`UQqkqΓ
1
QpH,´HQpkyqq
dUQdHdkdU
Q
P “ e
ρ
Q
pTQq
ż
n
ĂQĂP pAq
ÿ
ξPmĂP pFqXo
fQ,ypm
´1η´1pξ ` UQP qmηqdU
Q
P
où l’on pose
fQ,ypXq “
ż
K
ż
nĂQpAq
fpk´1pX ` UQqkqu
1
Qpk, yqdUQdk, X P m rQpAq
où
u1Qpk, yq “
ż
aQ
e
ρ
Q
pHq
Γ1QpH,´HQpkyqqdH.
La fonction k ÞÑ u1Qpk, yq étant continue on a bien fQ,y P Spm rQpAqq. On obtient le
théorème suivant.
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Théorème 4.7. Soient y P UpAq et f P SprupAqq. Les distributions JT
o
vérifient
JT
o
pfyq ´ JT
o
pfq “
ÿ
P0ĎQĹU
e
ρ
Q
pTQq
J
MQ,T
o pfQ,yq
où les distributions J
MQ,T
o sur Spm rQpAqq sont définies par (4.2). En particulier, on
a
Jopf
yq “ Jopfq, Jpf
yq “ Jpfq.
Démonstration. La formule pour la différence JT
o
pfyq ´ JT
o
pfq est claire après les
calculs qu’on a faits. Cette formule-ci démontre aussi l’invariance, car si Q Ĺ U ,
d’après la remarque 4.6, le terme JMQ,To pfQ,yq est un polynôme-exponentielle d’ex-
posants ρ
R
´ ρ
Q
où R Ď Q. Il en découle que e
ρ
Q
pTQq
J
MQ,T
o pfQ,yq n’a pas de terme
constant dans ce cas et par conséquent les termes constants de JT
o
pfyq et JT
o
pfq
coïncident. 
4.5. Indépendance des choix. Dans ce paragraphe on démontrera que la distri-
bution Jo ne dépend d’aucun choix, sauf le choix d’une mesure de Haar sur UpAq et
les choix des mesures sur les sous-espaces V de nr0, notre choix étant que VpFqzVpAq
soit de volume 1.
Démontrons d’abord que Jo ne dépend pas du choix du sous-groupe parabolique
minimal contenant M0. Soient P 10 P PpM0q et s P Ω tel que P
1
0 “ w
´1
s P0ws. Notons
JT
P 1
0
,o
et JP 1
0
,o les distributions construites par rapport à P 10. C’est une conséquence
simple de la relation (2.7) qu’on a pour T P T` ` a
`
0
JT
o
“ J
s´1T`HP0 pw
´1
s q
P 1
0
,o
.
En vertu du théorème 4.5 on voit donc que les termes constants de T ÞÑ JT
o
et
T ÞÑ J
s´1T`HP0 pw
´1
s q
P 1
0
,o
coïncident, d’où Jo “ JP 1
0
,o.
On va démontrer maintenant que Jo ne dépend pas du choix du sous-groupe
compact maximal admissible par rapport à M0. Soit K˚ un autre tel sous-groupe.
Pour tout sous-groupe parabolique standard P notons H˚P le prolongement à UpAq
par rapport à K˚ de la fonction HP définie sur P pAq par (2.3). Comme avant,
pour tout x P UpAq on note kP pxq un élément de K tel que xkP pxq´1 P P pAq. On
a alors H˚P pxq “ H
˚
P pxkP pxq
´1q ` H˚P pkP pxqq et ni H
˚
P pkP pxqq ni H
˚
P pxkP pxq
´1q
ne dépendent du choix de kP pxq. De surcroît H˚P pxkP pxq
´1q “ HP pxq. Alors, en
utilisant l’égalité (4.9) on a
(4.12) τˆP pH˚P pxq´T q “
ÿ
QĚP
p´1qdQ τˆQP pHP pxq´T qΓ
1
QpHQpxq´T,´H
˚
QpkP pxqqq.
Pour un sous-groupe parabolique standard Q on pose
f˚QpXq “
ż
K
ż
nĂQpAq
fpk´1pX ` UQqkqu
˚
QpkqdUQdk, X P m rQpAq
où
u˚Qpkq “
ż
aQ
e
ρ
Q
pHq
Γ1QpH,´H
˚
QpkqqdH.
Donc f˚Q P Spm rQpAqq.
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On note JTK˚,o et JK˚,o, les distributions construites par rapport à K
˚. En
partant alors de l’égalité (4.12) et en effectuant les mêmes opérations que dans le
paragraphe 4.4 on trouve
JTK˚,opfq ´ J
T
o
pfq “
ÿ
P0ĎQĹU
e
ρ
Q
pT q
J
MQ,T
o pf
˚
Qq.
De nouveau, en vertu du théorème 4.5 et de la remarque 4.6, par égalité des termes
constants, on a Jo “ JK˚,o.
Par définition de Jo, il est clair qu’elle est indépendante des choix des mesures
de Haar qu’on a fait dans le paragraphe 2.5, sauf pour la mesure de Haar sur UpAq
et les mesures sur les sous-espaces de nr0.
Il nous reste à démontrer l’indépendance du choix de sous-groupe de Levi mi-
nimal. Soit M 10 un sous-groupe de Levi défini sur F minimal de U . Il existe alors
un y P UpFq tel que M 10 “ y
´1M0y. On note alors JM 1
0
,o le terme constant de la
distribution JT
M 1
0
,o
définie par rapport au sous-groupe parabolique minimal y´1P0y
et le compact maximal y´1Ky. On trouve alors Jopfq “ JM 1
0
,opf
yq et le résultat
découle du théorème 4.7.
4.6. Orbites semi-simples régulières. Soit Oreg Ď O l’ensemble des orbites
semi-simples régulières, c’est-à-dire des orbites composées d’éléments semi-simples
réguliers . Le but de ce paragraphe est de démontrer que, sous la condition que
o P Oreg, la distribution Jopfq s’exprime comme une intégrale orbitale de f . On a
d’abord :
Lemme 4.8. Soient X P rupFq un élément régulier semi-simple et P un sous-groupe
parabolique de U différent de U . Alors X R m rP pFq.
Démonstration. Soit P comme dans l’énoncé. Le toreAP est non-trivial et centralise
m rP donc X ne peut pas être dans m rP pFq en vertu du point 2) de la proposition
2.2. 
Soient f P SprupAqq et o P Oreg. D’après le lemme 4.8 ci-dessus, on a kf,P,o ” 0
pour tout sous-groupe parabolique standard différent de U . En utilisant alors le
point 2) de la proposition 2.2 ainsi que la proposition 2.3, on trouve
kTU,opxq “ kU,opxq “
ÿ
ξPrupFqXo fpx
´1ξxq “
ÿ
δPUpFq
fpx´1δ´1X1δxq,
où X1 P o quelconque. On obtient donc la proposition suivante :
Proposition 4.9. Pour tous f P SprupAqq, T P T` ` a`0 , o P Oreg et X1 P o on a
JT
o
pfq “ Jopfq “
ż
UpAq
fpx´1X1xqdx
où l’intégrale est absolument convergente.
5. Formule des traces infinitésimale
Il résulte de l’analyse faite dans le paragraphe 2.3 qu’on a la décomposition deru en sous-F-espaces stables sous l’action de U suivante :
(5.1) ru “ t1 ‘ t2 ‘ t3
où t1 “ u, t2 – ResE{FpV q et t3 “ LiepUpD0, Φ˜|D0qq. Soit t Ď ru un F-sous-espace
défini comme une somme directe de certains d’entre les ti, i “ 1, 2, 3. Il y a donc
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huit possibilités pour t. Puisque chaque ti est UpFq-stable et la restriction de la
forme bilinéaire x¨, ¨y, définie par (2.11), à ti est non-dégénérée, il en est de même
pour t. Pour X P rupAq soit Xt la projection de X à tpAq selon la décomposition
(5.1) ci-dessus.
Fixons ψ un caractère non-trivial de FzA. Pour t comme ci-dessus, notons Ft
l’opérateur sur SprupAqq suivant
FtpfqpXq “
ż
tpAq
fpX ´Xt ` YtqψpxXt, YtyqdYt, f P SprupAqq, X P rupAq
où dYt c’est la mesure de Haar sur tpAq pour laquelle le volume de tpFqztpAq vaut
1.
Théorème 5.1. Pour tout f P SprupAqq on aÿ
oPO
Jopfq “
ÿ
oPO
JopFtpfqq.
Démonstration. Soit T P T` ` a
`
0 . En utilisant l’identité (3.4) on a que J
T pfq ´
JT pFtpfqq vautż
rUs
FU px, T qpkU,U px, fq ´ kU,U px,Ftpfqqq`
ÿ
P1ĹP2
ÿ
δPP1pFqzUpFq
χTP1,P2pδxqpkP1,P2pδx, fq ´ kP1,P2pδx,Ftpfqqqdx
où pour P1 Ď P2 et φ P SprupAqq on pose
kP1,P2px,φq “
ÿ
P1ĎPĎP2
p´1qdP kP,φpxq, x P P1pFqzUpAq.
On a alors pour tout x P UpAq
kU,U px, fq “
ÿ
ξPrupFq fpx
´1ξxq “
ÿ
ξPrupFqFtpfqpx
´1ξxq “ kU,U px,Ftpfqq
grâce à la formule sommatoire de Poisson. Fixons ε0 ą 0. En utilisant le théorème
3.2 pour f et Ftpfq on a pour tout N ą 0
|JT pfq ´ JT pFtpfqq| “ Ope
´N}T }q
si T P T` ` a
`
0 est tel que @α P ∆0, αpT q ą ε0}T }. D’après la proposition 4.4, la
différence JT pfq ´ JT pFtpfqq égale une constante plus une somme de polynômes-
exponentielles en T qui, en vertu du lemme 4.2, tendent vers 8 quand la norme de
T P a`0 tend vers 8. L’égalité ci-dessus implique alors J
T pfq “ JT pFtpfqq donc en
particulier Jpfq “ JpFtpfqq ce qu’il fallait démontrer. 
6. Orbites relativement semi-simples régulières
Soit Ors Ď O l’ensemble des classes contenant un élément
ˆ
B u
u7 d
˙
tel que le
polynôme caractéristique de B est séparable (i.e. B est semi-simple régulier dans
upFq). On appelle de telles classes relativement semi-simples régulières. Si o P Ors,
alors tout élément
ˆ
B0 u0
u
7
0 d
˙
P o a la propriété que B0 soit semi-simple régulier.
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Soit o P Ors. Le but de cette section est de donner une expression explicite pour
Jo ce qu’on achève par le théorème 6.12. Voici le plan de la section : après avoir
introduit quelques notations dans le paragraphe suivant 6.1, on décrit la décompo-
sition de o en UpFq-orbites dans le paragraphe 6.2. On introduit encore un peu plus
de notation dans 6.3. Dans le paragraphe 6.4 on définit une expression jopxq pour
laquelle on a
(6.1) Jopfq “
ż
UpFqzUpAq
jopxqdx.
En supposant cela, on donne la preuve du théorème 6.12 omettant les preuves des
énoncés techniques. Dans la section 6.5 on introduit un nouveau noyau tronqué
jTf,opxq tel que
ş
rUs j
T
f,opxqdx “ J
T
o
pfq. Ce résultat nous permet de démontrer (6.1)
dans le paragraphe suivant 6.6. Dans le paragraphe 6.7 on démontre les résultats
de convergence nécessaires et on finit la preuve dans le dernier paragraphe 6.8 où
on étudie certaines fonctions zêtas.
6.1. Notations. On utilisera les lettres I, J , avec de possibles indices, pour noter
des sous-ensembles finis de N˚. Soit I Ď N˚ fini. On pose ´I “
Ť
iPIt´iu. On
dit que I est un ǫ-sous-ensemble de I, si I Ď I Y ´I et si pour tout i P I on a
´i R I. Dans ce cas on écrit I Ďǫ I. La notation est un peu abusive car I n’est pas
forcément un sous-ensemble de I. On définit aussi |I| “ t|i||i P Iu Ď N˚ et I7 Ďǫ I
comme I7 “ ´I. On réserve les lettres I, J et K et seulement ces trois lettres avec
de possibles indices, pour des ǫ-sous-ensembles.
On utilisera aussi la notation abrégée suivante soit I 1 Ď N˚ et I,J Ďǫ I 1, on
écrira J Y I Ďǫ I 1 pour signifier que la réunion ensembliste I Y J est aussi un
ǫ-sous-ensemble (ce qui n’est pas toujours vrai). On utilise le symbole \ pour noter
la réunion disjointe, donc I \ J “ I 1 implique I X J “ ∅. On écrira aussi, pour
I Ďǫ I
1 fixésÿ
|J |“I1
:“
ÿ
JĎǫI
1
|J |“I1
,
ÿ
K\JĎI
:“
ÿ
K,JĎI
KXJ“∅
,
ÿ
|K|\|J |“I1
:“
ÿ
K,JĎǫI
1
|K|\|J |“I1
.
6.2. Orbites dans une classe relativement semi-simple régulière. Dans ce
paragraphe on décrit la décomposition en orbites d’une classe relativement semi-
simple régulière.
D’abord, on rappelle la description des UpFq-orbites semi-simples régulières dans
upFq. Donnons-nous
‚ Un ensemble fini I “ t1, . . . ,mu Ď N.
‚ Pour tout i P I une extension finie Fi de F et on note Ei la E-algèbre étale
Fi bF E.
‚ Pour i P I, on note σi l’automorphisme de Ei défini comme IdFi b σ. On se
donne alors des éléments bi P Ei et ci P F˚i tels que σipbiq “ ´bi.
‚ On note EI :“
À
iPI Ei et bI “ pbiqiPI P EI . Alors on suppose que bI
engendre la E-algèbre étale EI .
‚ dimE V “
ř
iPI rEi : Es.
‚ Pour tout i P I on définit une forme hermitienne non-dégénérée sur le E-
espace Ei relativement à l’extension E{F par Φipxi, yiq “ TrEi{Epσipxiqyiciq,
xi, yi P Ei. Cela induit la forme ΦI “
ř
iPI Φi sur EI .
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‚ Pour w P EI et i P I on note wi la projection orthogonale de w à Ei. On
définit BI P LiepUpEI ,ΦIqq par BIpwq “
ř
iPI biwi “ bIw. On voit alors
que BI est semi-simple régulier et on a EI – ErXs{PBI pXq où PBI P ErXs
c’est le polynôme caractéristique de BI .
Supposons qu’on a un isomorphisme
(6.2) ι : EI
„
ÝÑ V
de E-espaces hermitiens. Il induit naturellement des isomorphismes, qu’on note
aussi ι, de groupes et d’algèbres de Lie correspondants. Dans ce cas, la UpFq-classe
de conjugaison de ιpBIq P upFq ne dépend pas de l’isomorphisme choisi. Toute
UpFq-orbite semi-simple régulière dans upFq est obtenue par une telle construction.
On note alors simplement B “ ιpBIq.
On considère ι fixé, il nous donne l’action de UpFq et upFq sur EI . Explicitement,
pour g P UpFq et v P EI on écrira simplement gv pour ι´1pgqv, de même pour les
éléments de upFq. En particulier, on écrit Bv pour désigner BIv.
Soit I1 Ď I l’ensemble des i P I tels que Ei n’est pas un corps. Pour i P I1 on a
alors que Fi est une extension de E. On se donne une inclusion ιi : E ãÑ Fi. Soit F´i
la E-algèbre dont le groupe multiplicatif et additif égale celui de Fi et où l’action
de E est donné par l’inclusion E Q e ÞÑ ιipσpeqq P F´i. On a alors une E-algèbre
étale F´i ‘Fi munie de l’action de GalpE{Fq donnée par σppa, bqq “ pb, aq et l’on a
une forme hermitienne
ΦF´i‘Fipx´i ` xi, x
1
´i ` x
1
iq “ TrFi{Epcix´ix
1
iq ` TrF´i{Epcix
1
´ixiq
où x´i, x1´i P F´i et xi, x
1
i P Fi. Dans ce cas, on a l’isomorphisme de E-algèbres
Ei “ Fi bF E – F´i ‘ Fi donné par x b e ÞÑ pxσpeq, xeq préservant toutes les
structures mentionnées. On fixe cet isomorphisme. Les E-sous-espaces F´i et Fi
de Ei sont des sous-espaces isotropes maximaux et ce sont les seuls sous-espaces
non-triviaux stables par bi et donc par B.
Quitte à conjuguer B on peut supposer que B P mPI1 pFq pour un sous-groupe
parabolique standard, noté PI1 , et qu’aucun MPI1 pFq-conjugué de B n’appartienne
à mRpFq pour un sous-groupe parabolique R Ĺ PI1 . Alors, si PI1 est défini comme le
stabilisateur du drapeau isotrope t0u “ Vi0 Ď ¨ ¨ ¨ Ď Vil on a #I1 “ l et donc, quitte
à réindexer, on peut supposer que I1 “ t1, 2, . . . , lu. Finalement, quitte à conjuguer
ι par un élément de groupe de Weyl de U , on peut supposer que ι induit des
isomorphismes Vij {Vij´1 – F´j et V
7
ij
{V 7ij´1 – Fj pour j P I1 et Zil –
ś
jPIrI1
Ej .
Pour tout I Ďǫ I1 on note FI “
ś
iPI Fi et 1I l’unité de F
˚
I
. Alors, quand I
parcourt les ǫ-sous-ensembles de I1, les FI parcourent tous les sous-espaces isotropes
de EI stables par B. On note aussi pour tout I 1 Ď I, EI1 “
ś
iPI1 Ei.
Fixons une fois pour toutes une classe o P Ors telle qu’il existe un X P o de typeˆ
B u
u7 d
˙
. Remarquons que d ne dépend que de o, on va le noter do. Tout élément
de o est donc UpFq-conjugué à un élément du type
ˆ
B u1
pu1q7 do
˙
P o. On se propose
de décrire les classes de UpFq-conjugaison dans o.
Notons TI le centralisateur de B dans U . C’est un sous-tore maximal de U . Pour
tout I 1 Ď I soit TI1 le plus grand sous-tore de TI qui agit trivialement sur EIrI1 . On
a donc que TI1pFq s’identifie aux éléments u P E˚I1 tels que uiσipuiq c’est l’élément
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neutre de E˚i pour tout i P I
1. Si I 1 “ tiu on écrit simplement Ti. En particulier, si
i P I1 on a TipFq “ tpt´i, tiq P F˚´i ˆ F
˚
i |t´i “ t
´1
i u – F
˚
i .
On introduit l’ensemble Vo “ tu P EI | ´ ΦIpu,Bi´1uq “ AipXq @ 1 ď i ď nu
où X P o quelconque et les invariants AipXq ont été définis dans le paragraphe 2.3.
Comme TIpFq agit sur EI , commute à B et laisse Φ invariant, il agit aussi sur Vo.
On voit que l’ensemble des orbites dans Vo sous l’action de TIpFq est en bijection
avec l’ensemble des classes de UpFq-conjugaison dans o, la bijection étant induite
par l’application Vo Q u ÞÑ
ˆ
B u
u7 do
˙
.
Lemme 6.1. Il existe un αI P FI tel que pour tout u P EI on a
u P Vo ðñ σipuiqui “ αi @ i P I.
Démonstration. Pour tous u, u1 P Vo et k P N on a
Φpu,Bkuq “
ÿ
iPI
TrEi{Epσipuiquib
k
i ciq “
ÿ
iPI
TrEi{Epσipu
1
iqu
1
ib
k
i ciq “ Φpu
1, Bku1q
d’où
TrEI{E
˜
bkI
˜ÿ
iPI
cipσipuiqui ´ σipu
1
iqu
1
iq
¸¸
“ 0, @ k P N.
D’après la proposition (18.3) dans [12], la forme TrEI{E est non-dégénérée, et
puisque les puissances de bI engendrent EI sur E on obtient
(6.3) σipuiqui “ σipu1iqu
1
i @ i P I, @ u, u
1 P Vo.
On pose donc αi “ σipuiqui où u P Vo quelconque. Il reste à démontrer que si u P EI
est tel que σipuiqui “ αi pour tout i P I alors ui P Vo. Pour cela il suffit de faire le
même calcul dans le sens inverse. 
Soit αI P EI comme dans le lemme précédant. Notons I2 Ď I l’ensemble de i P I
tels que αi “ 0 et posons I0 “ I1 X I2.
Proposition 6.2. Il existe une unique TIpFq-orbite dans Vo composée des u P Vo
tels que ui “ 0 pour tout i P I2. On choisit ξ∅ un représentant de cette orbite.
Alors, les TIpFq-orbites dans Vo sont en bijection avec les ǫ-sous-ensembles de I0,
le représentant de l’orbite correspondant à I Ďǫ I0 étant ξI :“ ξ∅ ` 1I. Les orbites
de dimension maximale correspondent aux I Ďǫ I0 tels que |I| “ I0.
Démonstration. On voit que u et u1 sont TIpFq-conjugués si et seulement ui et u1i
sont TipFq-conjugués pour tout i P I.
Soient u, u1 P Vo et i P I r I0. On prétend que ui et u1i sont TipFq-conjugués. En
effet, si i P I2 r I0 on a ui “ u1i “ 0 d’après le lemme 6.1. Sinon, en vertu de ce
lemme-là, on a ui, u1i P E
˚
i et ti :“ ui{u
1
i appartient à TipFq et vérifie tiui “ u
1
i.
Soit i P I0 et u P Vo. On écrira u
´i
i (resp. u
i
i) la projection de ui P Ei à F´i (resp.
Fi). On a alors uiσpuiq “ pu
´i
i u
i
i, u
´i
i u
i
iq “ 0, on voit alors qu’au moins l’un de u
´i
i ,
uii vaut zéro. Pour finir, il suffit de montrer que si I Ďǫ I0 et u, u
1 P Vo sont tels que
pour i P I0 Y´I0 on a ui|i| P F
˚
i si et seulement si i P I (de même pour u
1) alors u
et u1 sont TIpFq conjugués et ne le sont pas sinon. Cela est clair, car pour i P I0,
TipFq agit simplement transitivement sur t0u ˆ F˚i Ď Ei et sur F
˚
´i ˆ t0u Ď Ei et
0 P Ei est TipFq-conjugué à lui même seulement. 
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6.3. Quelques définitions associées aux orbites. D’après la proposition 6.2
ci-dessus les XI :“
ˆ
B ξ∅ ` 1I
pξ∅ ` 1Iq
7 do
˙
, où I Ďǫ I0, sont des représentants des
orbites pour l’action de UpFq à o. On les considère fixés désormais.
Pour un F-sous-groupe H de U , X P rupFq et une F-algèbre R, notons HpR,Xq
le groupe des R-points du stabilisateur de X dans H . Alors, pour tout I Ďǫ I0 et
toute F-algèbre R on a :
(6.4) UpR,XIq “ TI2r|I|pRq.
Pour tout I 1 Ď I1 soit MI1 le sous-groupe de Levi de U défini comme le stabilisa-
teur des espaces F´i et Fi pour tout i P I 1. Donc, en utilisant la notation du para-
graphe 6.2, on a en particulier MI1 “MPI1 . On pose aI1 “ aPI1 et a
˚
I1,C “ a
˚
I1 bR C
où PI1 P PpMI1q quelconque. Donc, on a aI1 Ď aI1 . Soient I
2 Ď I 1, Q P PpMI2q et
P P PpMI1q tels que Q Ě P , alors aQ “ aI2 , aP “ aI1 et a
Q
P “ aI1rI2 . Grâce à la
décomposition (2.2), on obtient alors aI1 “ aI2 ‘ aI1rI2 . Notons finalement λI1 la
projection d’un λ P a˚I1,C à a
˚
I1,C.
Soit AI0 le sous-tore de TI0 , déployé sur F et maximal pour cette propriété. Pour
i P I0 Y´I0, soit ρi P a˚I0 le caractère par lequel AI0 agit sur Fi (l’inclusion AI0 ãÑ
MI0 induit l’isomorphisme HomFpAI0 ,GmqbZR – a
˚
I0
). On a donc ρi “ ´ρ´i. Soit
I Ďǫ I0. On a que tρiuiPI est une base de a˚|I|. On pose
ρI “
ÿ
iPI
ρi.
Il est facile de voir que si Q P FpMI0q est tel que VQ “ FI alors ρQ P a
˚
I0
, défini à
la fin du paragraphe 2.5, égale ρI .
Soient te_i uiPI0Y´I0 Ď aI0 les vecteurs tels que
ρjpe
_
i q “
$’&’%
1 si j “ i,
´1 si j “ ´i,
0 sinon,
i, j P I0 Y´I0.
Il est clair que pour tous I Ďǫ I0 et I 1 Ď I0 la projection de
ř
iPI aie
_
i à aI1 égaleř
iPI, |i|PI1 aie
_
i .
On introduit aussi le cône ouvert a˚
I
défini comme
a˚I “
#ÿ
iPI
aiρi|ai ą 0
+
Ď a˚|I| Ď a
˚
I0
.
Donc, pour qu’un λ P a˚|I|,C vérifie Repλq P a
˚
I
il faut et suffit que Repλpe_i qq ą 0
pour tout i P I.
Pour I Ďǫ I0 soit 1I la fonction caractéristique de H P aI0 tels que
ρipHq ď 0, @ i P I X I0 et ρipHq ă 0, @ i P I X´I0.
On a alors pour tous I 1 Ď I0 et H P aI0
(6.5) 1 “
ÿ
|I|“I1
1IpHq.
Pour J1 \ J3 Ďǫ I0 et J2 Ď J3 on utilisera la notation suivante
J13 :“ J1 Y J3, J3r2 :“ J3 r J2.
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6.4. Le résultat principal. Dans ce paragraphe on énonce et on démontre le théo-
rème 6.12. Cependant, certains résultats seront seulement énoncés avec les renvois
vers leurs démonstrations dans les paragraphes suivants.
Il est clair que si l’orbite d’un XI où I Ďǫ I0 intersecte non-trivialement m rP pFq
où P est un sous-groupe parabolique standard de U alors celui-ci est conjugué à un
élément de FpMI1q. Pour tout Q P FpMI1q soit IQ Ďǫ I1 l’unique ǫ-ensemble tel
que VQ “ FIQ .
Lemme 6.3. Soient Q P FpMI1q et I Ďǫ I0. Alors XI P m rQpFq si et seulement si
IQ Ďǫ I0 et |I| X |IQ| “ ∅.
Démonstration. En vertu du lemme 2.4 on a, en utilisant la notation du paragraphe
2.2, queXI P m rQpFq si et seulement si ξ∅`1I P ZQ. Or, ξ∅`1I P ZQ si et seulement
si ξ∅ P ZQ et |I| X |IQ| “ ∅. En outre, la première condition est équivalente à dire
que pour tout i P IQ la i-composante de ξ∅ vaut zéro, donc IQ Ďǫ I0, d’où le
résultat. 
On rappelle que, avec la notation de la fin du paragraphe 2.1, si P1, P sont
des sous-groupes paraboliques standards alors pour s P Ωpa1, P q on note s´1P le
sous-groupe parabolique semi-standard Q P FpM1q égale w´1s Pws. On démontre
maintenant :
Lemme 6.4. Soient P un sous-groupe parabolique standard de U et I Ďǫ I0. Alors,
l’intersection de la UpFq-orbite de XI avec m rP pFq égalež
sPΩpaI0 ,P q
|I|X|I
s´1P |“∅
ž
ηPMP pF,AdpwsqXIqzMP pFq
tAdpη´1wsqXIu.
Démonstration. Supposons que Adpγ´1qXI P m rP pFq pour un γ P UpFq. En parti-
culier donc, grâce au lemme 2.4, on a Adpγ´1qB P mP pFq. En raisonnant comme
au début du paragraphe 5.2 dans [4] on voit qu’il existe un unique s P ΩpaI1 , P q
(voir le paragraphe 2.1) et un unique δ P MP pF,AdpwsqXIqzMP pFq tels que
γ´1 “ δ´1ws. Soit Q “ s´1P , alors XI P m rQpFq. En vertu du lemme 6.3 ci-
dessus on a Q P FpMI0 , P q. Donc, en utilisant la bijection (2.6) et l’unicité de s on
obtient s P ΩpaI0 , P q d’où le résultat. 
Pour une fonction φ sur rupAq et x P UpAq on définit
φxpXq :“ φpAdpx
´1qXq.
Fixons f P SprupAqq. Soit P un sous-groupe parabolique semi-standard de U .
D’après le lemme 2.4 b) on a un isomorphisme NP -équivariant
(6.6) n rP – nP ‘ ResE{FpVP q.
On pose
(6.7) fP pXq “
ż
VP pAq
fpX ` YP qdYP , X P rupAq.
Supposons en plus que P est standard et posons
(6.8) IP,opxq “
ÿ
ξPmĂP pFqXo
ÿ
ηPNP pFq
fPηxpξq, x P P pFqzUpAq,
LA FORMULE DES TRACES DE JACQUET-RALLIS 35
où fPx “ pfxq
P . En vertu du lemme 6.4 on a alors
IP,opxq “
ÿ
sPΩpaI0 ,P q
ÿ
IĎǫI0
|I|X|I
s´1P |“∅
ÿ
ηPP pF,AdwsXIqzP pFq
fPηxpAdpwsqXIq.
En utilisant
UpF, XqzUpFq
„
ÝÑ UpF,AdwsXqzUpFq grâce à η0 ÞÑ wsη0,
on a
(6.9)
ÿ
δPP pFqzUpFq
IP,opδxq “
ÿ
sPΩpaI0 ,P q
ÿ
IĎǫI0
|I|X|I
s´1P
|“∅
ÿ
δPUpF,XIqzUpFq
f s
´1P
δx pXIq.
Fixons un caractère additif continu non-trivial ψ sur FzA. Pour une fonction φ P
SprupAqq et J Ďǫ I0 on définit la transformée de Fourier de φ par rapport à J
φˆJ pXq “
ż
AJ
φ
ˆˆ
B1 u1p1´ 1J 7q ` uJ
pu1p1´ 1J 7q ` uJ q
7 d1
˙˙
ψpxuJ , u
11J 7yqduJ
oùX “
ˆ
B1 u1
pu1q7 d1
˙
P rupAq, 1 c’est l’unité dans E˚I , duJ c’est la mesure de Haar sur
AJ :“ FJ bF A pour laquelle FJ zAJ est de volume 1 et x¨, ¨y c’est l’accouplement
défini par (2.11). En fait, avec nos identifications, pour tout u, u1 P V pAq “ EIbFA
on a xu, u1y “ ´ΦIpu, u1q ´ ΦIpu1, uq.
Soient alors s P ΩpaI0 , P q et I Ďǫ I0 tel que |I|X|Is´1P | “ ∅. On a f
s´1P
x pXIq “ypfxqIs´1P pXIq. On utilisera la notation abrégée fˆIs´1Px :“ ypfxqIs´1P (à ne pas
confondre avec p pfIs´1P qx qu’on n’utilisera pas). En utilisant (6.4), on voit donc
qu’on peut réécrire (6.9) comme
(6.10)
ÿ
sPΩpaI0 ,P q
ÿ
IĎǫI0
|I|X|I
s´1P |“∅
ÿ
δPTI2r|I|pFqzUpFq
fˆ
I
s´1P
δx pXIq.
Les sommes (6.9) et (6.10) sont convergentes grâce au lemme suivant.
Lemme 6.5 (cf. 6.24). Soient I,J Ďǫ I0 tels que |I| X |J | “ ∅. Alors, pour tout
x P UpAq on a : ÿ
δPUpXI ,FqzUpFq
|fˆJδxpXIq| ă 8.
On pose :
jopxq “
ÿ
PĚP0
p´1qdP
ÿ
δPP pFqzUpFq
IP,opδxq, x P UpFqzUpAq.
Proposition 6.6 (cf. 6.18). On aż
UpFqzUpAq
|jopxq|dx ă 8 et
ż
UpFqzUpAq
jopxqdx “ Jopfq.
En utilisant le résultat ci-dessus, on a
ş
rUs jopxqdx “ Jopfq où, grâce à la formule
(6.10), on a
jopxq “
ÿ
P
p´1qdP
ÿ
sPΩpaI0 ,P q
ÿ
IĎǫI0
|I|X|I
s´1P |“∅
ÿ
δPTI2r|I|pFqzUpFq
fˆ
I
s´1P
δx pXIq.
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En inversant l’ordre de sommation on a aussi
jopxq “
ÿ
I\JĎǫI0
µJ
ÿ
δPTI2r|I|pFqzUpFq
fˆJδxpXIq
où
µJ “
ÿ
PĚP0
p´1qdP
ÿ
sPΩpaI0 ,P q
I
s´1P“J
1.
Lemme 6.7. Soit J Ďǫ I0. Alors µJ “ p´1q#J .
Démonstration. Posons m “ #J et
amk “ #tpJ0,J1, . . . ,Jkq|∅ “ J0 Ĺ J1 Ĺ ¨ ¨ ¨ Ĺ Jk “ J u, k P N.
Il est clair que amk ne dépend que de m “ #J . On voit, en invoquant la bijection
(2.6) du paragraphe 2.1, qu’on a µJ “
řm
k“0p´1q
kamk . Il est facile de voir qu’on a
la relation de récurrence suivante :
amk “
ÿ
1ďjďm
ˆ
m
j
˙
a
m´j
k´1 , k P N
˚.
En utilisant cette relation on vérifie µJ “ p´1qm par récurrence. 
On vient d’obtenir alors
(6.11) jopxq “
ÿ
I\JĎǫI0
p´1q#J
ÿ
δPTI2r|I|pFqzUpFq
fˆJδxpXIq.
Lemme 6.8 (cf. 6.27). Soient J ,J1,J2 Ďǫ I0 tels que J1 \ J2 Ď J et |J | “ I0.
L’intégrale suivante
Λ
J
J1,J2
pfqpλq “
ż
TI2r|J12|pFqzUpAq
1pJrJ2qYJ
7
2
pH0pxqqe
λpH0pxqqfˆJrJ1x pXJ1YJ 72
qdx, λ P a˚I0,C
converge absolument et uniformément sur tous les compacts d’un ouvert de a˚I0,C
contenant 0 et admet un prolongement méromorphe à a˚I0,C, noté aussi Λ
J
J1,J2
pfq.
IciH0 c’est juste HP0 . Comme on l’a déjà remarqué dans le paragraphe 6.3, on a que
aI0 est contenu dans aI1 “ aPI1 qui est contenu dans a0 car PI1 est un sous-groupe
parabolique standard.
On aura besoin du lemme suivant :
Lemme 6.9. Soient φ P SprupAqq et I Ďǫ I0. Alors, pour tout x P UpAq on a :ÿ
δPT|I|pFq
φδxpXIq “
ÿ
I2ĎI1ĎI
p´1q#pIrI1q
ÿ
δPT|I2|pFq
φˆ
I1
δxpXI7
2
q,(6.12)
ÿ
δPT|I|pFq
φˆIδxpXI7q “
ÿ
I2ĎI1ĎI
p´1q#pIrI1q
ÿ
δPT|I2|pFq
φˆIrI1δx pXI2q,(6.13)
où, comme toujours, φˆI
1
x “
zpφxqI1 pour I 1 Ďǫ I0.
Démonstration. Démontrons d’abord l’égalité (6.12). En utilisant le principe d’inclusion-
exclusion on aÿ
δPT|I|pFq
φδxpXIq “
ÿ
I1ĎI
p´1q#pIrI1q
ÿ
I2ĎI1
ÿ
δPT|I2|pFq
φδxpXI2q.
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D’autre part, pour tout I1 Ď I, la formule sommatoire de Poisson nous donneÿ
I2ĎI1
ÿ
δPT|I2|pFq
φδxpXI2q “
ÿ
I2ĎI1
ÿ
δPT|I2|pFq
φˆ
I1
δxpXI7
2
q
d’où (6.12). L’égalité (6.13) se démontre de la même façon. 
Lemme 6.10. On a
Jopfq “
ÿ
|J |“I0
ÿ
J1\J2ĎJ
p´1q#pJrJ12qΛ
J
J1,J2
pfqp0q.
Démonstration. En utilisant l’égalité (6.13) du lemme 6.9 on a pour tout x P UpAq
(6.14)ÿ
|J |“I0
ÿ
J1\J2ĎJ
p´1q#pJrJ12q
ÿ
ηPT|J12|pFq
fˆJrJ1ηx pXJ1YJ 72
q1pJrJ2qYJ 72
pH0pηxqq “
ÿ
|J |“I0
ÿ
J1\J2ĎJ
ÿ
J4ĎJ3ĎJ2
p´1q#pJrJ13q
ÿ
ηPT|J14|pFq
fˆJrJ13ηx pXJ14 q1pJrJ2qYJ 72
pH0pηxqq.
On change l’ordre de sommation en mettant J0 :“ J rJ13 et I0 “ J14. On obtient
alors ÿ
I0\J0ĎǫI0
p´1q#J0
ÿ
ηPT|I0|pFq
fˆJ0ηx pXI0q
˜ÿ
K
1KpH0pηxqq
¸
où la somme porte sur les K Ďǫ I0 tels que fˆJ0ηx pXI0q1KpH0pηxqq apparaît dans la
somme (6.14) ci-dessus. On prétend que tout |K| “ I0 est de cette forme exactement
une fois pour I0 et J0 fixés. Fixons-les et soit K Ďǫ I0 tel que |K| “ I0. On vérifie
alors que pour
J1 :“ K X I0, J2 :“ pK r pJ0 Y I0qq
7, J3 :“ pK r pJ0 Y J
7
0 Y I0qq
7,
J4 :“ K
7 X I0, J :“ pK X pJ0 Y I0qq Y pK r pJ0 Y I0qq
7
l’expression fˆJ0ηx pXI0q1KpH0pηxqq apparaît dans la somme (6.14). Inversement, il
apparaît une seule fois car K détermine les ensembles J1, J2, J3, J4 et J unique-
ment.
En utilisant l’identité (6.5) on voit qu’on a démontréÿ
|J |“I0
ÿ
J1\J2ĎJ
p´1q#pJrJ12q
ÿ
ηPT|J12|pFq
fˆJrJ1ηx pXJ1YJ 72
q1pJrJ2qYJ 72
pH0pηxqq “
ÿ
I\JĎǫI0
p´1q#J
ÿ
ηPT|I|pFq
fˆJηxpXIq.
En regardant le côté droit de cette égalité et en utilisant la formule (6.11), on voit
que, en vertu de la proposition 6.6, l’intégrale de cette expression sur TI2pFqzUpAq
égale Jopfq. Or, le lemme 6.8 dit que l’intégrale du côté gauche sur le même quotient
donne le résultat cherché. 
On introduit maintenant les fonctions zêta.
Proposition 6.11 (cf. 6.28). Soit J Ďǫ I0. Alors, l’intégrale
volpTI2rI0pFqzTI2rI0pAqq
ż
UpA,XJ qzUpAq
fpx´1XJ xqe
λpH0pxqqdx, λ P a˚|J |,C
38 MICHAŁ ZYDOR
converge absolument et uniformément sur tous les compacts d’un ouvert non-vide
de a˚|J |,C et admet un prolongement méromorphe à a
˚
|J |,C, noté ζJ pfq. Les fonctions
ζJ pfq et Λ
J
J1,J2
pfq vérifient la relation suivante :ÿ
|J |“I0
ÿ
J1\J2ĎJ
p´1q#pJrJ12qΛ
J
J1,J2
pfq “
ÿ
|J |“I0
ζJ pfq.
Démonstration. La première partie est démontré dans la proposition 6.28. La deuxième
assertion c’est le lemme 6.29 ci-dessous. 
On est prêt à démontrer le résultat principal de cette section.
Théorème 6.12. Pour tout f P SprupAqq la somme ř|J |“I0 ζJ pfq est holomorphe
en λ “ 0 et l’on a :
Jopfq “
¨˝ ÿ
|J |“I0
ζJ pfq‚˛p0q.
Démonstration. Le théorème découle du résultat d’holomorphie donné dans le lemme
6.8 et de l’égalité démontrée dans le lemme 6.10 accouplée avec l’égalité de la pro-
position 6.11. 
6.5. Deuxième formule pour le noyau tronqué.
Lemme 6.13. Soient P un sous-groupe parabolique de U , X P m rP pFq X o et p :
n rP Ñ nP la projection donnée par l’isomorphisme (6.6). L’application suivante :
NP pRq Q η ÞÑ ppAdpη
´1qX ´Xq P nP pRq
est une bijection entre NP pRq et nP pRq pour toute F-algèbre R.
Démonstration. Soit X “
ˆ
B u
u7 d
˙
la décomposition de X comme dans (2.12).
On voit alors que l’application décrite dans le lemme c’est juste NP pRq Q η ÞÑ
Adpη´1qB ´ B P nP pRq. Le fait que cette application est une bijection pour B
régulier semi-simple c’est le contenu du lemme 2.3 de [4]. 
On considère f P SprupAqq fixée. Dans le paragraphe 6.4, équation (6.7), on
a introduit la fonction fP ainsi que fxpXq :“ fpAdpx´1qXq. Par fPx on entend
toujours pfxqP .
Le corollaire suivant découle directement du lemme 6.13.
Corollaire 6.14. Soient P un sous-groupe parabolique standard de U , ξ P m rP pFqXo
et x P UpAq, alors ÿ
ηPNP pFq
fPηxpξq “
ÿ
ζPnP pFq
fPx pξ ` ζq.
Corollaire 6.15. Soient P un sous-groupe parabolique standard de U , ξ P m rP pFqXo
et x P UpAq. Alors ż
NP pAq
fPnxpξqdn “
ż
nĂP pAq
fxpξ ` UP qdUP .
Démonstration. Le corollaire découle du corollaire 2.5 de [4] et du fait que NP pAq
normalise VP pAq sans changer la mesure de Haar. 
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Pour T P a`0 posons
jT
o
pxq “ jTf,opxq “
ÿ
PĚP0
p´1qdP
ÿ
δPP pFqzUpFq
τˆP pHP pδxq´T qIP,opδxq, x P UpFqzUpAq
où IP,o est définie dans la section 6.4 par (6.8). La fonction jTo est une variante de
kT
o
définie au début de la section 3.
Théorème 6.16. Pour tout T P T` ` a
`
0 on aż
UpFqzUpAq
|jT
o
pxq|dx ă 8.
Démonstration. En procédant comme au début de la preuve du théorème (3.1)
et en utilisant la notation du début de ce théorème, on montre que l’intégraleş
rUs |j
T
o
pxq|dx est majorée par la somme sur les sous-groupes paraboliques standards
P1 Ď S Ď P2 de U deż
P1pFqzUpAq
χT1,2pxq
ÿ
ξPpm rS,r1q1pFqXo
|
ÿ
SĎPĎP2
p´1qdP
ÿ
ζPn
ĂPrS pFq
ÿ
ηPNP pFq
fPηxpξ ` ζq|dx.
En utilisant le corollaire 6.14 et ensuite la formule sommatoire de Poisson on s’aper-
çoit que la somme entre la valeur absolue dans l’intégrale ci-dessus égale
(6.15)
ÿ
SĎPĎP2
p´1qdP
ÿ
ζ1Pn¯
ĂPrS pFq
ÿ
ζ2Pn¯P pFq
rφSpx, ξ, ζ1 ` ζ2q
oùrφSpx,X, Y q “ ż
n rSpAq
fxpX `USqψpxUS , Y yqdUS , x P UpAq, X P m rSpAq, Y P n¯ rSpAq.
Soit P un sous-groupe parabolique contenu entre S et P2. Pour P Ď R Ď P2 notons
n¯1R,2 “ pn¯
2
R X pn¯
r2rRq1q ‘ n¯2 “ n¯R r
˜ ď
RĎQĹP2
n¯
Q
R ‘ n¯2
¸
.
On a donc la décomposition n¯P “
š
PĎRĎP2
n¯1R,2 et en utilisant la décomposition
de n¯ rPrS pFq donnée par (3.7), on voit que l’expression (6.15) égaleÿ
SĎQĎPĎRĎP2
p´1qdP
ÿ
ζ1Ppn¯
ĂQrS q1pFq
ÿ
ζ2Pn¯1R,2pFq
rφSpx, ξ, ζ1 ` ζ2q “
ÿ
SĎQĎRĎP2
ÿ
ζ1Ppn¯
ĂQrS q1pFq
ÿ
ζ2Pn¯1R,2pFq
rφSpx, ξ, ζ1 ` ζ2qp ÿ
QĎPĎR
p´1qdP q “
ÿ
SĎRĎP2
p´1qdR
ÿ
ζ1Ppn¯
ĂRrS q1pFq
ÿ
ζ2Pn¯1R,2pFq
rφSpx, ξ, ζ1 ` ζ2q,
où l’on a utilisé l’identité (3.9) dans la dernière égalité.
Pour P1 Ď S Ď P2, posons
ΨSpx,X, Y q “
ÿ
ζ2Pn¯2pFq
rφSpx,X, Y ` ζ2q, x P UpAq, X P m rSpAq, Y P n¯r2rSpAq.
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Alors ΨSpx,X, Y q P Sppm rS ‘ n¯r2rSqpAqq pour un x fixé et on a pour S Ď R Ď P2 :ÿ
ξPm1rS,r1pFqXo
|
ÿ
ζ1Ppn¯
ĂRrS q1pFq
ÿ
ζ2Pn¯1R,2pFq
rφSpx, ξ, ζ1`ζ2q| ď ÿ
ξPpm
rSr1 q1pFqXo
ÿ
ζ1Ppn¯
r2rSq1pFq
|ΨSpx, ξ, ζ1q|
car pn¯ rRrS q1 ‘ pn¯2R X pn¯r2rRq1q Ď pn¯r2rSq1.
On se ramène alors à borner, pour P1 Ď S Ď P2 fixés :ż
P1pAqzUpAq
χTP1,P2pxq
ÿ
ξPm1rS,r1pFqXo
ÿ
ζ1Ppn¯
r2rSq1pFq
|ΨSpx, ξ, ζ1q|dx.
Cette intégrale est identique à (3.10) du théorème 3.1. Cela conclut la preuve. 
Au début de la section 4 nous avons introduit les distributions JT
o
. Pour des
classes o dans Ors cette distribution s’exprime comme suit.
Proposition 6.17. Pour T P T` ` a
`
0 , f P SprupAqq et o P Ors on a
JT
o
pfq “
ż
UpFqzUpAq
jT
o
pxqdx.
Démonstration. Dans la preuve on utilisera la notation du chapitre 3 introduite au
début de la preuve du théorème 3.1. Donc, en raisonnant comme au début de la
preuve de ce théorème-là, on voit queż
UpFqzUpAq
jTf,opxqdx “
ÿ
P2ĚP1ĚP0
ż
P1pFqzUpAq
χT1,2pxq
ÿ
P1ĎPĎP2
p´1qdP
ÿ
ξPmĂP pFqXo
ÿ
ηPNP pFq
fPηxpξqdx.
Fixons P2 Ě P1 Ě P0 et décomposons l’intégrale sur P1pFqzUpAq en une double
intégrale sur x P M1pFqN1pAqzUpAq et n1 P N1pFqzN1pAq. Ensuite on fait passer
cette dernière intégrale à l’intérieure de la somme sur P . On peut le faire car la
fonction
N1pAq Q n1 ÞÑ
ÿ
ξPmĂP pFqXo
ÿ
ηPNP pFq
fPηn1xpξq
est N1pFq-invariante est continue donc bornée sur le compact N1pFqzN1pAq. Pour
P et x PM1pFqN1pAqzUpAq fixés, on regarde alorsż
rN1s
ÿ
ξPmĂP pFqXo
ÿ
ηPNP pFq
fPηn1xpξqdn1.
Comme le volume de NP pFqzNP pAq vaut 1 et NP Ď N1, cette expression vautż
rN1s
ÿ
ξPmĂP pFqXo
ż
rNP s
ÿ
ηPNP pFq
fPηnn1xpξqdndn1 “
ż
rN1s
ÿ
ξPmĂP pFqXo
ż
NP pAq
fPnn1xpξqdndn1 “
ż
rN1s
ko,P pn1xqdn1.
La dernière égalité découle du corollaire 6.15. On intervertit de nouveau la somme
qui porte sur P avec l’intégrale sur N1pFqzN1pAq et l’on recombine cette dernière
avec l’intégrale sur M1pFqN1pAqzUpAq. On retrouve doncż
UpFqzUpAq
jTf,opxqdx “
ÿ
P2ĚP1ĚP0
ż
P1pFqzUpAq
χT1,2pxqk1,2,opxqdx.
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Chaque intégrale dans la somme ci-dessus converge d’après le théorème 3.2 ce qui
justifie l’intégration et de surcroît, la somme elle-même égale JT
o
pfq grâce à l’iden-
tité (3.4) et la définition de JT
o
pfq donnée au début du chapitre 4 ce qu’il fallait
démontrer. 
Plaçons nous maintenant dans le cadre du paragraphe 4.1. On veut généraliser
le théorème 6.16 et la proposition 6.17 au cas GˆU 1. Notons OGˆU
1
rs l’ensemble de
classes contenant un élément X1`X2 P gpFqˆru1pFq tel que le polynôme caractéris-
tique de X1 est séparable et tel que X2 P ru1pFq appartient à une classe relativement
semi-simple régulière dans le contexte d’inclusion U 1 ãÑ rU 1.
Pour f P Sppg ˆ ru1qpAqq, o P OGˆU 1rs et un sous-groupe parabolique standard P
de Gˆ U 1 soit
If,P,opxq “
ÿ
ξPmĂP pFqXo
ÿ
ηPNP pFq
ż
V 1
P
pAq
fpAdppηxq´1qpξ ` Y 1P qqdY
1
P
où x P P pFqzpG ˆ U 1qpAq1 et V 1P c’est le plus grand sous-espace isotrope de V
1
stabilisé par P .
Pour T P paGˆU
1
P0
q` et x P pGˆ U 1qpFqzpGˆ U 1qpAq1 on pose aussi
jTf,opxq “
ÿ
PĚP0
p´1qd
GˆU 1
P
ÿ
δPP pFqzpGˆU 1qpFq
τˆGˆU
1
P pHP pδxq ´ TP qIP,opδxq.
La preuve du théorème 6.16 s’étend sans problème dans ce cas donnantż
pGˆU 1qpFqzpGˆU 1qpAq1
|jT
o
pxq|dx ă 8
pour T suffisamment régulier. De même la preuve de la proposition 6.17 s’étend
aussi bien et l’on obtient, avec la notation du paragraphe 4.1, pour o P OGˆU
1
rsż
pGˆU 1qpFqzpGˆU 1qpAq1
jTf,opxqdx “ J
GˆU 1,T
o
pfq.
Soient maintenant Q un sous-groupe parabolique standard de U , o P Ors et
oQ,1, . . . , oQ,m P O
MQ comme dans l’équation (4.1). Alors oQ,i P O
MQ
rs pour i “
1, . . . ,m. Si P Ď Q, alors V QP :“ VP X ZQ c’est le plus grand sous-espace isotrope
de ZQ stabilisé par P XMQ. On a dans ce cas l’analogue de l’égalité (4.4) suivant
pour tout f P SprupAqq :
(6.16) JMQ,To pfQq“
ż
MQpFqzMQpAq1
mÿ
i“1
jTfQ,oQ,ipmqdm“
ż
MQpFqzMQpAq1
ÿ
PĎQ
p´1qd
Q
P
ÿ
ηPpPXMQqpFqzMQpFq
τˆ
Q
P pHP pηmq´T q
¨˝ ÿ
ξPmĂP pFqXo
ÿ
δPNQ
P
pFq
ż
V
Q
P
pAq
fQpAdppδηmq
´1qpξ ` Y QP qqdY
Q
P
‚˛dm.
6.6. Expression intégrale de Jo. Dans ce paragraphe, on démontre la proposi-
tion 6.6.
Proposition 6.18. On aż
UpFqzUpAq
|jopxq|dx ă 8 et
ż
UpFqzUpAq
jopxqdx “ Jopfq.
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Démonstration. Pour tout sous-groupe parabolique standard Q de U soit τ¯Q la
fonction caractéristique de H P aQ tels que αpHq ď 0 pour tout α P ∆Q. Il résulte
du lemme combinatoire de Langlands (Proposition 1.7.2 de [14]) que pour tout
sous-groupe parabolique standard P de U on aÿ
QĚP
τˆ
Q
P τ¯Q “ 1.
En utilisant cette identité, on a pour tout T P T` ` a
`
0
jopxq “
ÿ
P
p´1qdP
ÿ
δPP pFqzUpFq
IP,opδxq “ÿ
P
p´1qdP
ÿ
δPP pFqzUpFq
IP,opδxqp
ÿ
QĚP
τˆ
Q
P pHP pδxq ´ TP qτ¯QpHQpδxq ´ TQqq “ÿ
Q
p´1qdQ
ÿ
δPQpFqzUpFq
τ¯QpHQpδxq ´ TQq
ÿ
PĎQ
p´1qd
P
Q
ÿ
ηPpMQXP qpFqzMQpFq
IP,opηδxqτˆ
Q
P pHP pηδxq ´ TP q,
où les sommes sont absolument convergentes. Il suffit de montrer que pour tout Q
l’intégrale
(6.17)
ż
QpFqzUpAq
τ¯QpHQpxq ´ TQq
ÿ
PĎQ
p´1qd
P
Q
ÿ
ηPpMQXP qpFqzMQpFq
IP,opηxqτˆ
Q
P pHP pηxq ´ TP qdx
converge absolument. L’analyse va être analogue à celle de la preuve du théorème
4.5.
Posons x “ namk où n P NQpFqzNQpAq, m PMQpFqzMQpAq1, a P A8Q et k P K.
Donc dx “ e´2ρQpHQpaqqdndadmdk.
Fixons P Ď Q. Pour n,m, k et a comme ci-dessus et η PMQpFq on a τ¯QpHQpηnamkq´
TQq “ τ¯QpHQpaq ´ TQq et, en faisant les changements de variable a´1na ÞÑ n et
a´1YPa ÞÑ YP ,
ż
K
ż
rNQs
IP,opηnamkqτˆ
Q
P pHP pηnamkq ´ TP qdndk “ż
K
ż
rNQs
IP,opηnamkqτˆ
Q
P pHP pηmq ´ TP qdndk “
τˆ
Q
P pHP pηmq ´ TP qe
2ρĂQpHQpaqq
ż
K
ÿ
ξPmĂP pFqXo
ÿ
δPNQP pFq
ż
NQpAq
ż
VP pAq
fnδηmkpξ ` YP qdYP dndk.
(6.18)
Fixons ξ P m rP pFq X o. Pour une fonction φ P SprupAqq regardons
(6.19)
ż
NQpAq
ż
VP pAq
φpn´1pξ ` YP qnqdYP dn.
On a VP “ VQ‘V
Q
P , où V
Q
P “ VP XZQ. Pour YP P VP soient YQ P VQ et Y
Q
P P V
Q
P
tels que YP “ YQ`Y
Q
P . Donc, puisque Y
Q
P P ZQ, si n P NQ on a Y
Q
P ´nY
Q
P n
´1 P VQ.
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L’intégrale (6.19) ci-dessus égale doncż
V
Q
P
pAq
ż
NQpAq
ż
VQpAq
φpn´1pξ ` YQ ` Y
Q
P ´ nY
Q
P n
´1qn` Y QP qdYQdndY
Q
P “ż
V
Q
P
pAq
ż
NQpAq
ż
VQpAq
φpn´1pξ ` YQqn` Y
Q
P qdYQdndY
Q
P .
En utilisant le corollaire 6.15 et en faisant un changement de variable ceci égależ
V
Q
P
pAq
ż
nĂQpAq
φpξ ` UQ ` Y
Q
P qdUQdY
Q
P .
On voit alors que (6.18) devient :
e
2ρĂQpHQpaqqτˆQP pHP pηmq´TP q
ÿ
ξPmĂP pFqXo
ÿ
δPNQ
P
pFq
ż
V
Q
P
pAq
fQpAdppδηmq
´1qpξ`Y QP qqdY
Q
P
où fQ P Spm rQpAqq est définie par (4.3) dans le paragraphe 4.1.
En utilisant alors l’égalité (6.16), on s’aperçoit que l’intégrale (6.17) égale JMQ,To pfQq
fois
(6.20)
ż
aQ
e
ρ
Q
pHq
τ¯QpH ´ TQqdH.
La convergence de l’intégrale dans le théorème va alors découler de la convergence
de l’intégrale (6.20) ci-dessus. Or, cette intégrale converge en vertu du lemme 4.2
et donne précisément θˆQpρQq
´1e
ρ
Q
pTQq où θˆQ “ θˆUQ est définie par (4.5) dans le
paragraphe 4.2.
On vient d’obtenir la convergence ainsi que pour tout T P a`0 suffisamment
régulier ż
rUs
jopxqdx “
ÿ
Q
p´1qdQ θˆQpρQq
´1e
ρ
Q
pTQqJ
MQ,T
o pfQq.
D’après le théorème 4.5 la somme ci-dessus égale Jopfq, ce qu’il fallait démontrer.

6.7. Résultats de convergence. Pour toute place v de F on note Fv son complété
à v. Soit S8 l’ensemble des places archimédiennes de F. Par définition d’un sous-
groupe compact maximal admissible de UpAq par rapport à M0 (voir paragraphe
1 de [1]), on a K “
ś
vKv où Kv est un sous-groupe compact maximal admissible
de UpFvq par rapport à M0. Pour toute place v de F, on choisit une mesure de
Haar dxv sur UpFvq de façon que la mesure de Haar sur UpAq soit leur produit.
De même, pour tout i P I on choisit une mesure de Haar sur TipAq et des mesures
de Haar sur TipFvq pour toute place v de F de façon que la mesure de Haar sur
TipAq soit leur produit. Pour tout I 1 Ď I et toute place v de F on met la mesure
produit sur TI1pFvq “
ś
iPI1 TipFvq et sur TI1pAq “
ś
iPI1 TipAq. On fixe aussi sur
Kv la mesure de Haar de masse totale 1.
On suit [14], paragraphe 3.2. On fixe une F-base de V et à partir d’elle, pour
toute place v de F, on définit des normes notées | ¨ |v sur V pFvq :“ V bF Fv –
EI bF Fv et EndpV pFvqq. Grâce à l’inclusion upFvq ãÑ EndFv pV pFvqq on obtient
une norme | ¨ |v sur upFvq par restriction. On fixe une norme, notée aussi | ¨ |v,
sur UpFvq grâce à l’inclusion UpFvq ãÑ EndFv pV pFvqq ‘EndFvpV pFvqq donnée par
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UpFvq Q g ÞÑ pg,
tg´1q. On a donc |xv|v “ |x´1v |v pour tout xv P UpFvq. On peut et
on va supposer en plus que |kv|v “ 1 pour tout kv P Kv. On en déduit des hauteurs
sur V pAq :“ V bFA, UpAq et upAq par } ¨ } :“
ś
v | ¨ |v. Il existe alors des constantes
c0, c1, c2 ą 0 telles que pour tous x1, x2 P UpAq et tout v P V pAq on a
}x´11 } “ }x1}, }x1} ě c0, }x1x2} ď c1}x1}}x2}, }x1v} ď c2}x1}}v}.
On note aussi qu’il existe des constantes c3, r3 ą 0 telles que
(6.21) |eλpH0pxqq| ď c3e}Repλq}}x}r3 , @ x P UpAq, λ P a˚I0,C.
Notons finalement que pour simplifier l’exposition ci-dessous et éviter l’expres-
sion 0´1, on pose }0} “ 1 où 0 P V pAq.
Lemme 6.19. Soit I Ďǫ I0. Il existe des constantes r0, c0 ą 0 telles que pour tout
t P T|I|pAq et tout x P UpAq on a
1IpH0ptxqq}t} ď c0}t
´11I}
r0}x}r0 .
Démonstration. C’est une conséquence de définitions des hauteurs ci-dessus ainsi
que de la manière par laquelle T|I|pAq agit sur FI bF A, qu’il existe des constantes
c1, r1 ą 0 telles que
(6.22) }t} ď c1maxp}t´11I}r
1
, }t1I}
r1q.
Si l’on suppose 1IpH0ptxqq “ 1, il résulte de la définition de 1I donnée au para-
graphe 6.3 qu’il existe des constantes c2, r2 ą 0 telles que }t´11I} ě c2}x}´r
2
et
}t1I} ď c
2}x}r
2
. En utilisant ceci dans (6.22) ci-dessus et en utilisant le fait que
}x} ě c0 on trouve le résultat voulu. 
Lemme 6.20. Il existe un r0 ą 0 tel que pour tout r ě r0 on aż
TI2rI0pFqzTIrI0 pAq
}t´1ξ∅}
´rdt ă 8.
Démonstration. En utilisant la définition de l’ensemble I2 donnée avant la proposi-
tion 6.2 ainsi que la description de ξ∅ donnée dans cette proposition-là, on regarde
les projections de t´1ξ∅ à Ei bF A pour tout i P I r I0 et on s’aperçoit qu’il existe
une constante c ą 0 telle que l’intégrale dans le lemme est majorée par le produit
sur i P I r I2 de ż 8
0
minptcr, t´crqdt
fois le volume de TI2rI0pFqzTI2rI0pAq. En prenant r suffisamment grand on obtient
donc la convergence. 
Lemme 6.21. Soit I Ďǫ I0. Il existe un r0 ą 0 tel que pour tout r ě r0 il existe
un r1 ą r et une constante c ą 0 telles que pour tout x P UpAq on aż
T|I|pAq
1IpH0ptxqq}x
´1t´11I}
´rdt ď c inf
tPTIpAq
}tx}r
1
.
Démonstration. On a
}x´1t´11I} ě c
´1
2 }x}
´1}t´11I}.
LA FORMULE DES TRACES DE JACQUET-RALLIS 45
On voit donc qu’il existe des constantes c ą 0, c1 ą 0 telles que l’intégrale du lemme
est majorée par le produit sur i P I de
}x}r
ż 8
c1}x}´r3
t´crdt
où r3 est comme dans l’inégalité (6.21), ce qui converge pour r suffisamment grand.
On obtient le résultat voulu en remarquant que l’intégrale du lemme est TIpAq-
invariante à gauche en tant qu’une fonction de x P UpAq. 
Lemme 6.22. Soit v une place de F. Il existe des constantes cB, NB ą 0 telles que
pour tout xv P UpFvq on a
inf
tvPTIpFvq
|tvxv|v ď cBp1` |Adppxvq
´1qB|vq
NB .
Démonstration. Supposons d’abord TI déployé sur Fv. Dans ce cas TI est une partie
de Levi d’un Fv-sous-groupe de Borel de U de la forme TINv où Nv c’est sa partie
unipotente. De plus B P LiepTIqpFvq. En utilisant la décomposition d’Iwasawa on
écrit xv “ tvnvkv où tv P TIpFvq, nv P NvpFvq et kv P Kv. Soient Uv, U 1v P
LiepNvqpFvq tels que nv “ exppUvq et Adpn´1v qB “ B ` U
1
v. D’après le lemme
2.1 de [5], il existe un polynôme Q sur LiepNvq qui ne dépend que de B, tel que
Uv “ QpU
1
vq. Il est clair qu’il existe des constantes c
1
B, c
2
B, N
1
B, qui ne dépendent
que de B, telles que p1` |Uv|vq est plus petit que
c1Bp1` |B ` U
1
v|vq
N 1B “ c1Bp1` |Adpptvnvq
´1qB|vq
N 1B ď c2Bp1 ` |Adppx
´1
v qB|vq
N 1B .
D’autre part, il existe des constants c0, N0 telles que :
|nv|v ď c0p1` |Uv|vq
N0
d’où
inf
tvPTI pFvq
|tvxv|v ď |nvkv|v ď sup
kvPKv
|kv|v|nv|v ď cBp1` |Adppxvq
´1qB|vq
NB .
Dans le cas général, soit F1v une extension finie de Fv qui déploie TI . On prolonge
la hauteur | ¨ |v à UpF1vq. Grâce à (4.6) de [3], il existe des constantes c, N telles
que :
inf
tvPTI pFvq
|tvxv|v ď c inf
t1vPTI pF
1
vq
|t1vxv|
N
v
et le résultat suit du cas déployé. 
Lemme 6.23. Soient J2 Ď J3 Ďǫ I0 et J1 Ďǫ I0 tels que |J1| X |J3| “ ∅. Alors,
pour tout f P SprupAqq et tout compact C Ď a˚|J1YJ2| l’intégrależ
TI2rI0pFqTI0r|J12|pAqzUpAq
1
J1YJ
7
2
pH0pxqqe
pλ`ρ
J
7
3r2
qpH0pxqq
fˆJ3x pXJ1YJ 72
qdx
converge absolument et est majorée indépendamment de λ P a˚|J1YJ2|,C tel que
Repλq P C.
Remarque. Soit t P TI2rI0pFqTI0r|J12|pAq. Pour tout x P UpAq on a alors
1
J1YJ
7
2
pH0ptxqq “ 1J1YJ 72
pH0pxqq, e
pλ`ρ
J
7
3r2
qpH0ptxqq
“e
pλ`ρ
J
7
3r2
qpH0pxqq
e
ρ
J
7
3r2
pH0ptqq
et
fˆJ3tx pXJ1YJ 72
q “ e
´ρ
J
7
3r2
pH0ptqq
fˆJ3x pXJ1YJ 72
q
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d’où TI2rI0pFqTI0r|J12|pAq-invariance de l’intégrale considérée.
Démonstration. Pour J Ďǫ I0 et I 1 Ď I soient AJ “ FJ bFA et AI1 “
ś
iPI1 EibF
A. Soit hx la fonction sur upAqˆAIr|J3|ˆAJ 7
3
définie pour tout x P UpAq de façon
suivante :
hxpB
1, uIr|J3|, uJ 7
3
q “
ż
AJ3
fx
ˆˆ
B1 uIr|J3| ` uJ3
puIr|J3| ` uJ3q
7 do
˙˙
ψpxuJ3 , uJ 7
3
yqduJ3 .
Alors hx P SpupAq ˆ AIr|J3| ˆ AJ 7
3
q. Soit P P PpMI1q un sous-groupe stabilisant
le drapeau FJ3 Ď FJ13 . Soient m P MI1pAq, n P NP pAq et k P K. En faisant le
changement de variable pmnq´1uJ3 ÞÑ uJ3 on obtient que |fˆ
J3
mnkpXJ1YJ 72
q| vaut
|eρJ3pHP pmqqhkpAdppmnq
´1qB, p1 ´ 1J3qppmnq
´1p1J1 ` ξ∅qq, 1J 7
3
ppmnq´11
J
7
2
qqq|
où 1 c’est l’unité dans EI .
On voit donc que pour tout r ą 0 il existe une fonction Φ P SpupAqq telle que
|fˆJ3mnkpXJ1YJ 72
q| ď
eρJ3pHP pmqqΦpAdppmnq´1qBq}p1´1J3qppmnq
´1p1J1`ξ∅qq}
´r}1
J
7
3
ppmnq´11
J
7
2
q}´r.
Il existe des constantes c, c0, c1, c2, c3 ą 0 qui ne dépendent pas de r telles que
}p1´ 1J3qppmnq
´1p1J1 ` ξ∅qq}
´r}1
J
7
3
ppmnq´11
J
7
2
q}´r ď
c}n}c3r}m´1ξ∅}
´c0r}m´11J1}
´c1r}m´11
J
7
2
}´c2r.
On va montrer alors la convergence de l’intégrale suivante :
(6.23)ż
TI pAqzMI1 pAq
ż
NP pAq
ż
K
ΦpAdppmnq´1qBq}n}c3r
ż
TI2rI0 pFqzT|J12|YpIrI0qpAq
1J1pH0ptmnkqq1J 7
2
pH0ptmnkqq
}ptmq´1ξ∅}
´c0r}ptmq´11J1}
´c1r}ptmq´11
J
7
2
}´c2r|e
pλ`ρ
J
7
3r2
qpH0ptmnkqq`ρJ3pHP ptmqq
|
dtdkdndm.
Majorons l’exponentielle qui apparaît sous l’intégrale. Notons qu’on a ρJ3 “
´ρ
J
7
3r2
` ρJ2 . On va majorer alors d’abord |e
λpH0ptmnqq`ρJ2pHP ptmqq| et puis l’ex-
pression e
ρ
J
7
3r2
pH0ptmnkq´HP ptmqq
. Fixons donc m, n et k comme ci-dessus. Soit
t P T|J12|YpIrI0qpAq tel que 1J1pH0ptmnkqq1J 7
2
pH0ptmnkqq “ 1. Notons t1 (resp.
t2) sa projection à T|J1|pAq (resp. T|J2|pAq). En utilisant la propriété (6.21) ainsi
que le lemme 6.19 on voit qu’il existe des constantes c1, c2, r11, r1 ą 0 telles que pour
tout Repλq P C on a
|eλpH0ptmnqq`ρJ2pHP ptmqq| “ |eλpH0pt1t2mnqq`ρJ2pHP pt1t2mqq|
ď c1}n}r
1
1}m}r
1
1}t1}
r1
1}t2}
r1
1
ď }t´11 1J1}
r1}t´12 1J 7
2
}r1 “ c2}n}r1}m}r1}t´11J1}
r1}t´11
J
7
2
}r1 .
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En utilisant (6.21), vu que la fonction MI1pAq Q m ÞÑ e
ρ
J
7
3r2
pH0ptmnkq´HP ptmqq
est
TIpAq-invariante à gauche, on trouve c2, r2 ą 0 telles que
e
ρ
J
7
3r2
pH0ptmnkq´HP ptmqq
ď c2}n}r2 inf
tPTIpAq
}tm}r2.
Remarquons qu’il existe c4 ą 0 tel que pour I “ J1,J
7
2 on a
}t´11I} ď c4}m}}n}}ptmnkq
´11I}, }ptmq
´11I}
´1 ď c4}n}}ptmnkq
´11I}
´1.
En plus }ptmq´1ξ∅} ď c2}m}}t´1ξ∅}. Donc, en prenant r suffisamment grand pour
qu’on puisse appliquer les lemmes 6.20 et 6.21, on voit que l’intégrale sur le tore
dans (6.23) est majorée par }n}r3}m}r3 inftPTI pAq }tm}
r4 pour certaines constantes
positives r3, r4, r5. Puisqu’elle est TIpAq-invariante à gauche, en tant qu’une fonction
de m, on voit qu’elle est simplement majorée par }n}r3 inftPTI pAq }tm}
r3`r4 .
On vient de se ramener à majorer l’intégrale suivante :
(6.24)
ż
TI pAqzMI1 pAq
ż
NP pAq
ΦpAdppmnq´1qBq}n}r
1
inf
tPTI pAq
}tm}r
2
dndm
pour certaines constantes positives r1, r2 ą 0.
Quitte à majorer Φ, on peut supposer que Φ “ bvΦv où Φv est une fonction
dans la classe de Schwartz sur upFvq si v P S8 et Φv est une fonction caractéristique
d’un compact ouvert kv dans upFvq si v est une place finie. On fixe un ensemble fini
de places S qui contient l’ensemble S8 et qui vérifie en plus pour toute place v R S
(1) @ kv P Kv, AdpkvqB P kv,
(2) @xv P UpFvq tel que Adpx´1v qB P kv on a xv P TIpFvqKv.
C’est possible, comme il est expliqué dans le paragraphe 5.2 de [5].
L’intégrale (6.24) est alors majorée par le produit sur v P S deż
TIpFvqzMI1 pFvq
ż
NP pFvq
ΦvpAdppmvnvq
´1qBq|nv|
r1
v inf
tvPTIpFvq
|tvmv|
r2
v dnvdmv
ce qui converge si v P S r S8 car toutes les intégrales sont sur des ensembles
compacts. Si v P S8 cette intégrale égależ
TI pFvqzMI1 pFvq
ż
nP pFvq
ΦvpAdpm
´1
v qB ` UP,vq|nv|
r1
v inf
tvPTI pFvq
|tvmv|
r2
v dUP,vdmv
où Adpn´1v qAdpm
´1
v qB “ Adpm
´1
v qB`UP,v. Comme on l’a remarqué dans la preuve
du lemme 6.22, il résulte du lemme 2.1 de [5] qu’il existe des constantes N1, N2
telles que
|nv|v ď p1 ` |Adpm
´1
v qB|vq
N1p1` |UP,v|vq
N2 .
En utilisant le lemme 6.22 ainsi que le fait que Φv est dans la classe de Schwartz
on se ramène a majorer :ż
TI pFvqzMI1 pFvq
p1` |Adpm´1v qB|vq
´N 1dmv
ż
nP pFvq
p1` |UP,v|vq
´N2dUP,v.
pour N 1, N2 arbitrairement grands. Il est clair que pour N2 suffisamment grand
la deuxième intégrale est convergente. La première converge pour N 1 suffisamment
grand en vertu du théorème I.3.9 de [16]. 
Il nous reste à justifier la convergence de l’expression (6.10).
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Lemme 6.24. Soient I,J Ďǫ I0 tels que |I| X |J | “ ∅. Alors, pour tout x P UpAq
on a : ÿ
δPUpXI ,FqzUpFq
|fˆJδxpXIq| ă 8.
Démonstration. Soit P P PpMI1q un sous-groupe parabolique stabilisant le drapeau
FJ Ď FJYI . En raisonnant comme dans le lemme 6.23 et en utilisant la notation
de ce lemme, on trouve des fonctions Φ P SpupAqq et φ P SpAIr|J |q telles que pour
tout p P P pAq et k P K on a :
|fˆJpkpXIq| ď e
ρJ pHP ppqq|ΦpAdpppkq´1qBqφpp1 ´ 1J qp
´1p1I ` ξ∅qq|.
On suppose que Φ “ bvΦv (resp. φ “ bvφv) où Φv (resp. φv) est une fonction
dans la classe de Schwartz dans upFvq (resp. FIr|J | bF Fv) si v P S8 et Φv (resp.
φv) est une fonction caractéristique d’un compact ouvert kv dans upFvq (resp. lv
dans FIr|J | bF Fv) si v est une place finie de F. Soit S l’ensemble des places de F
vérifiant les conditions (1) et (2) données dans la preuve du lemme 6.23.
Soit } ¨ }8, la norme sur rupA8q fixée dans le paragraphe 2.6. On prétend qu’il
existe des constantes n, c ą 0 telles que pour tout δ P UpFq on a :
(6.25)
ÿ
ηPTI2r|I|pFqzTIpFq
|fˆJδηpXIq| ď c}Adpδ
´1qB}n8|ΦpAdpδ
´1qBq|.
Or, soit δ P UpFq. Si ΦpAdpδ´1qBq “ 0 le résultat est évident. Sinon, puisque
multiplication à gauche de δ par un élément de TIpFq ne change pas l’inégalité
(6.25), en utilisant la définition de l’ensemble S, on peut supposer que δv P Kv
pour tout v R S, où δ “
ś
v δv. Décomposons δ selon la décomposition d’Iwasawa
δ “ pk, où p “
ś
v pv P P pAq et k “
ś
v kv P K. On a :ÿ
ηPTI2r|I|pFqzTI pFq
|fˆJδηpXIq| ď e
ρJ pHP ppqq|ΦpAdpδ´1qBq|p
ÿ
ξPFIr|J |
|φpp1 ´ 1J qp
´1ξq|q.
Soit R Ď FIr|J | un Z-réseau tel que pour tout ξ P FIr|J | si φpξq ‰ 0 alors ξ P R
(voir la preuve du théorème 3.2). Soit aussi m ą 0 tel que
ř
ξPR }ξ}
´m ă 8. Il
existe un m0 P N˚ tel que pour tout ξ P FIr|J | si φpp1 ´ 1J qp´1ξq ‰ 0 on a
ξ P m´10 R. Tout diviseur premier de m0, vu comme une place finie de Q, divise un
élément de S r S8 car pv est l’identité pour v R S. Donc, puisque φ P SpAIr|J |q,
il existe des constantes positives c0, c1 et r qui ne dépendent que de φ et S telles
que : ÿ
ξPFIr|J |
|φpp1 ´ 1J qp
´1ξq| ď c0
ÿ
ξPm´1
0
R
}p´18 ξ}
´m ď c1p
ź
vPS
|pv|
r
vq
ÿ
ξPR
}ξ}´m
où p8 “
ś
vPS8
pv P P pA8q. Si on remplace p par ηp où η P TIpFq est tel que
ηvlv Ě lv pour v R S, rien ne change ci-dessus, sauf peut être l’entier m0. Quitte à
élargir S, des tels η sont denses dans
ś
vPS TIpFvq et on trouve, en passant par le
lemme 6.22 :ÿ
ξPFIr|J |
|φpp1 ´ 1J qp
´1ξq| ď c2p
ź
vPS
inf
tvPTIpFvq
|tvpv|
r
vq ď c3
ź
vPS
p1` |Adpδ´1v qB|vq
rNB
pour certains c2, c3 ą 0 indépendantes de δ. Puisque on suppose ΦpAdpδ´1qBq ‰ 0,
il existe une constante C ą 0 qui ne dépend que de Φ telle que
ś
vPSrS8
p1 `
|Adpδ´1v Bq|vq
rNB ă C. Pour la même raison, toujours en passant par le lemme
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6.22, il existe des constantes C 1, r1 ą 0 telles que eρJ pHP ppqq ď C 1}Adpδ´1Bq}r
1
8. Il
est clair alors qu’on a (6.25). On vient de montrer que la somme dans l’énoncé est
majorée par la somme ÿ
δPUpB,FqzUpFq
}Adpδ´1qB}n8|ΦpAdpδ
´1qBq|
pour un n ą 0, ce qui converge. 
6.8. Résultats d’holomorphie. Pour I 1 Ď I0 notons cI1 le volume de TI1pFqzTI1pAq1
et vI1 le volume dans aI1 du parallélotope déterminé par les vecteurs te_i uiPI où
I Ďǫ I
1 est tel que |I| “ I 1. Cela ne dépend pas du choix de I.
Lemme 6.25. Soit I Ďǫ I0. Alors, pour tout x P UpAq, l’intégrależ
T|I|pFqzT|I|pAq
1IpH0ptxqqe
λpH0ptxqqdt, λ P a˚|I|,C
converge absolument et uniformément sur tous les compacts de Repλq P a˚
I
. Elle
admet un prolongement méromorphe, noté ηI, égale à
ηIpλq “ c|I|v|I|
ź
jPI
λpe_j q
´1.
En particulier, ηI ne dépend pas de x P UpAq.
Démonstration. Calcul direct. 
Soient J2 Ď J3 Ďǫ I0 et J1 Ďǫ I0 tels que |J1|X|J3| “ ∅. Notons ΥJ1,J2,J3pfq la
fonction holomorphe sur a˚|J1YJ2|,C définie par l’intégrale considérée dans le lemme
6.23 ci-dessus.
Lemme 6.26. Soient J ,J1,J2,J3 Ďǫ I0 tels que J1 \ J3 Ď J et J2 Ď J3.
L’intégrale suivanteż
TpI2rI0qY|JrJ12|pFqTI0r|J |pAqzUpAq
1J1YpJrJ1q7pH0pxqqe
λpH0pxqqfˆJ3x pXJ1YJ 72
qdx, λ P a˚|J |,C
converge absolument et uniformément sur tous les compacts de
Repλq P a˚|J1YJ2| ˆ pρJ 73r2
` a˚pJrJ12q7q
et elle admet un prolongement méromorphe à a˚|J |,C, noté Λ
J
J1,J2,J3
pfq, qui vérifie
ΛJ
J1,J2,J3
pfqpλq “ η
J
7
3r2
pλ|J3r2 | ` ρJ3r2 qηpJrJ13q7pλ|JrJ13|qΥJ1,J2,J3pfqpλ|J12 |q.
Démonstration. On intègre d’abord sur T|JrJ12|pFqzT|JrJ12|pAq ce qui donneż
rT|JrJ12|s
1pJrJ12q7pH0ptxqqe
pλ|JrJ12|`ρJ3r2qpH0ptxqqdt
ce qui converge, en vertu du lemme 6.25, pour Repλ|JrJ12|q P pρJ 7
3r2
` a˚
pJrJ12q7
q
et admet un prolongement méromorphe égale à ηpJrJ12q7pλ|JrJ12| ` ρJ3r2 q.
L’intégrale qui reste à calculer c’est précisément l’intégrale considérée dans le
lemme 6.23, c’est-à-dire ΥJ1,J2,J3pfqpλ|J12 |q, d’où la convergence voulue. Finale-
ment, on a
ηpJrJ12q7pλ|JrJ12| ` ρJ3r2 q “ ηJ 7
3r2
pλ|J3r2 | ` ρJ3r2 qηpJrJ13q7pλ|JrJ13|q
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d’où le résultat. 
En vertu du lemme 6.26 ci-dessus, si J3 “ J r J1 la fonction ΛJJ1,J2,JrJ1pfq
est holomorphe en λ “ 0 et on la note simplement ΛJ
J1,J2
pfq. Dans ce cas il y a une
autre représentation intégrale de ΛJ
J1,J2
pfq convergente sur un ouvert qui contient
zéro.
Lemme 6.27. Soient J ,J1,J2 Ďǫ I0 tels que J1 \ J2 Ď J . L’intégrale suivanteż
TpI2rI0qY|JrJ12|pFqTI0r|J |pAqzUpAq
1pJrJ2qYJ
7
2
pH0pxqqe
λpH0pxqqfˆJrJ1x pXJ1YJ 72
qdx, λ P a˚|J |,C
converge absolument et uniformément sur tous les compacts de
Repλq P a˚|J1YJ2| ˆ pρpJrJ12q7 ` a
˚
JrJ12
q.
En particulier, elle converge pour λ “ 0. L’intégrale, en tant qu’une fonction de
variable λ, admet un prolongement méromorphe à a˚|J |,C, noté Λ
J
J1,J2
pfq, qui vérifie
Λ
J
J1,J2
pfqpλq “ ηJrJ12pλ|JrJ12| ` ρJrJ12qΥJ1,J2,JrJ1pfqpλ|J12 |q,
Λ
J
J1,J2
pfqpλq “ p´1q#pJrJ12qΛJ
J1,J2
pfqpλq.
Démonstration. Toutes les assertion, sauf la dernière, se démontrent de même façon
que dans le lemme 6.26 et la dernière découle du fait que ηI “ p´1q#IηI7 pour
tout I Ďǫ I0. 
Proposition 6.28. Soit J Ďǫ I0. Alors, l’intégrale
volpTI2rI0pFqzTI2rI0pAqq
ż
UpA,XJ qzUpAq
fpx´1XJ xqe
λpH0pxqqdx, λ P a˚|J |,C
converge absolument et uniformément sur tous les compacts de
Repλq P ρJ 7 ` a
˚
J 7
et admet un prolongement méromorphe à a˚|J |,C, noté ζJ pfq, qui vérifie
ζJ pfq “
ÿ
J1\J3ĎJ
p´1q#pJrJ13q
ÿ
J2ĎJ3
ΛJ
J1,J2,J3
pfq.
Démonstration. Remarquons d’abord que l’intégrale considérée dans la proposition
c’est juste ż
TI2rI0pFqTI0r|J |pAqzUpAq
fxpXJ qe
λpH0pxqqdx.
Pour tout J1 Ď J et tout x P UpAq, en utilisant l’égalité (6.12) du lemme 6.9, on a
(6.26)
ÿ
ηPT|J |pFq
fηxpXJ q “
ÿ
J3ĎJrJ1
p´1q#pJrJ13q
ÿ
J2ĎJ3
ÿ
ηPT|J12|pFq
fˆJ3ηx pXJ1YJ 72
q.
Remarquons aussi que pour tout I Ďǫ I0 tel que |I| “ |J | et tout η P T|J |pFq on
a 1IpH0pηxqq “ 1IpH0pxqq. En utilisant ceci, l’égalité (6.26) ci-dessus, ainsi que
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l’égalité (6.5) on trouve :
(6.27)
ÿ
ηPT|J |pFq
fηxpXJ q “
ÿ
J1ĎJ
ÿ
ηPT|J |pFq
fηxpXJ q1J1YpJrJ1q7pH0pηxqq “ÿ
J1\J3ĎJ
p´1q#pJrJ13q
ÿ
J2ĎJ3
ÿ
ηPT|J12|pFq
fˆJ3ηx pXJ1YJ 72
q1J1YpJrJ1q7pH0pηxqq.
Soit λ P a˚|J |,C. Pour tout η P T|J |pFq on a λpH0pηxqq “ λpH0pxqq. On multiplie
alors l’égalité (6.27) ci-dessus par eλpH0pxqq et en utilisant le lemme 6.26 on voit
qu’on peut intégrer le terme correspondant aux J1 \ J3 Ď J et J2 Ď J3 sur
TpI2rI0qY|J |pFqTI0r|J |pAqzUpAq pour λ P a
˚
|J |,C tels que Repλq appartient à :
a˚|J1YJ2| ˆ pρJ 73r2
` a˚pJrJ12q7q Ě ρJ 7 ` a
˚
J 7
.
Tout est alors intégrable sur Repλq P ρJ 7 ` a
˚
J 7
et on obtient le résultat voulu en
invoquant de nouveau le lemme 6.26. 
Lemme 6.29. Pour tout I 1 Ď I0 on a l’égalité de fonctions méromorphes sur a˚I1,Cÿ
|J |“I1
ζJ pfqpλq “
ÿ
|J |“I1
ÿ
J1\J2ĎJ
p´1q#pJrJ12qΛ
J
J1,J2
pfqpλq.
En particulier, en vertu du lemme 6.27, l’expression ci-dessus est holomorphe en
λ “ 0.
Démonstration. En utilisant la proposition 6.28 on a que pour tout λ P a˚I1,C la
somme
ř
|J |“I1 ζJ pfqpλq égaleÿ
|J |“I1
ÿ
J1\J3ĎJ
p´1q#pJrJ13q
ÿ
J2ĎJ3
ΛJ
J1,J2,J3
pfqpλq “
ÿ
J1\J3ĎǫI1
p´1q#pI
1r|J13|q
ÿ
J2ĎJ3
η
J
7
3r2
pλ|J3r2| ` ρJ3r2 qΥJ1,J2,J3pfqpλ|J12|q
ÿ
|J4|“I1r|J13|
ηJ4pλ|J4|q
où l’on a utilisé le lemme 6.26 pour faire apparaître les fonctions η.
On prétend que
(6.28)
ÿ
|J4|“I1r|J13|
ηJ4pλ|J4 |q ” 0, si I
1 r |J13| ‰ ∅.
En effet, il résulte du lemme 6.25 que si I1\I2 Ďǫ I 1 alors ηI1\I2 “ p´1q
#I2η
I1\I
7
2
.
On voit que (6.28) revient à montrer que
ř
SĎI1r|J13|
p´1q#S “ 0 si I 1 r |J13| ‰ ∅
ce qui est juste l’identité (3.9).
On obtient donc ÿ
|J |“I1
ζJ pfq “
ÿ
|J |“I1
ÿ
J1\J2ĎJ
ΛJ
J1,J2
pfq
et le résultat suit du lemme 6.27. 
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