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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
Актуальность темы. Диссертация посвящена приложениям одного
из основополагающих принципов теории гарантированного управления —
принципа экстремального сдвига Н. Н. Красовского1–3 — к задачам моде-
лирования неизвестных входов в динамических системах и задачам невы-
пуклой оптимизации. Для решения поставленных задач конструируются
регуляризирующие итерационные алгоритмы, основанные на методах по-
зиционного управления.
Задачи моделирования неизвестных характеристик изучаемых объектов
по доступной информации возникают в исследованиях различных динами-
ческих процессов и явлений. Такие задачи относятся к классу обратных
задач динамики управляемых систем, состоящих в нахождении неизвест-
ного входа системы по измерениям ее выхода. Уравнение, задающее ди-
намику системы, как правило, предполагается известным. Входом явля-
ются факторы, однозначно определяющие движение системы, например,
управление, подаваемое на систему. Выходом может быть любая доступ-
ная информация об управляемом процессе, например, некоторый сигнал о
текущей траектории системы.
Исследования в области обратных задач динамики берут свое начало в
1960-х годах и активно продолжаются по настоящее время. Существенное
влияние на развитие теории обратных задач оказали достижения в области
некорректных задач. Известно, что обратные задачи динамики, как пра-
вило, являются некорректно поставленными. В таких случаях проблема
построения их приближенных решений сводится к построению соответству-
ющих регуляризирующих алгоритмов. Основы теории некорректных задач
заложены в работах А. Н. Тихонова, В. К. Иванова, М. М. Лаврентьева,
1Красовский Н. Н. Теория управления движением. М.: Наука, 1968.
2Красовский Н. Н., Субботин А. И. Позиционные дифференциальные игры. М.: На-
ука, 1974.
3Красовский Н. Н. Управление динамической системой. М.: Наука, 1985.
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В. Г. Романова, В. В. Васина4–6. Значительную роль в развитии методов ре-
шения обратных и некорректных задач сыграли также Ф. А. Черноусько,
А. Б. Куржанский, В. И. Агошков, Ф. П. Васильев, В. Я. Арсенин и дру-
гие ученые. Исследования этих авторов касаются, как правило, программ-
ной постановки задачи: регуляризирующие алгоритмы обрабатывают всю
историю измерений выхода (имеют апостериорный характер). В работах
Ю. С. Осипова и А. В. Кряжимского7, 8 был развит подход к построении
позиционных алгоритмов регуляризации для конечномерных управляемых
систем. Алгоритмы, изложенные в этих работах, основаны на сочетании
некоторых принципов теории позиционного управления с моделью, разви-
тых Н. Н. Красовским и его школой1–3, и методов теории некорректных
задач4–6. С расчетом на возможность практической реализации эти алго-
ритмы строятся в классе конечно-шаговых алгоритмов, т.е. учитывают по-
ступающую информацию в конечном числе временных узлов, обрабатывая
ее между узлами. Данный подход успешно применялся при решении об-
ратных задач для систем с распределенными параметрами В. И. Максимо-
вым, А. И. Коротким, А. В. Кимом, А. И. Цепелевым, В. Л. Розенбергом,
Е. В. Васильевой и другими авторами. Отметим, что первые две главы
настоящей диссертации продолжают указанные выше исследования.
В третьей главе рассматривается задача нахождения оптимального па-
раметра совместности для системы невыпуклых неравенств. Подобного
рода постановки находят применение в различных разделах экономики,
страхования и т.д. Стандартные методы оптимизации, такие как гради-
4Тихонов А. Н., Арсенин В. Я. Методы решения некорректных задач. М.: Наука,
1978.
5Иванов В. К., Васин В. В., Танана В. П. Теория линейных некорректных задач и ее
приложения. М.: Наука, 1978.
6Лаврентьев М. М., Романов В. Г., Шишатский С. П. Некорректные задачи матема-
тической физики и анализа. Новосибирск: Наука, СО, 1980.
7Кряжимский А. В., Осипов Ю. С. О моделировании управления в динамической
системе // Изв. АН СССР. Техн. кибернетика. 1983. № 2. С. 29–41.
8Osipov Yu. S., Kryazhimskii A. V. Inverse Problems for Ordinary Differential Equations:
Dynamical Solutions. Gordon and Breach. London. 1995.
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ентные методы, методы штрафных и барьерных функций, гомотопические
методы, методы стохастической оптимизации либо неприменимы для реше-
ния невыпуклых задач, либо вызывают специфические трудности при кон-
структивной реализации. В связи с этим развиваются специализированные
подходы, ориентированные на решение конкретных типов задач невыпук-
лой оптимизации. Предлагаются подходы к итерационному решению оп-
тимизационных задач, невыпуклость которых определяется присутствием
в них разностей выпуклых функций. Развиваются методы оптимизации,
основанные на игровых моделях. Для некоторых классов задач, в опреде-
ленном смысле близким к выпуклым, известны итерационные алгоритмы
решения, использующие операции с функцией Лагранжа. В частности, ши-
роко применяются алгоритмы оптимизации, основанные на привлечении
так называемых расширенных лагранжианов, позволяющих распростра-
нить на невыпуклые задачи теорию двойственности.
Как и задачи из первой и второй глав, изучаемая в третьей главе оп-
тимизационная задача также является некорректной, поскольку преду-
сматривает неточность информации о входных данных. Построение мето-
дов регуляризации оптимизационных задач — нахождения их устойчивых
приближенных решений на основании возмущенных данных — составляет
обширный раздел теории некорректных задач4. Материал третьей главы
идейно примыкает к работам9–14, развивающим методы решения обратных
задач динамики и задач оптимизации. В частности, в 10 разработана тех-
ника выпуклой оптимизации, в основе которой лежит модификация так
9Кряжимский А. В., Осипов Ю. С. К регуляризации выпуклой экстремальной задачи
с неточно заданными ограничениями. Приложение к задаче оптимального управления
с фазовыми ограничениями // Сб. науч. тр. «Некоторые методы позиционного и про-
граммного управления». Свердловск. 1987. C. 34–54.
10Ermoliev Yu. M., Kryazhimskii A. V., Ruszczyn´ski A. Constraint aggregation principle
in convex optimization // Mathematical Programming. 1997. Series B, 76. P. 353–372.
11Kryazhimskii A. V. Convex optimization via feedbacks // SIAM J. Control Optimization,
1999. Vol. 37. P. 278–302.
12Kryazhimskii A.V., Paschenko S.V. On the problem of optimal compatibility. J. Inv.
Ill-Posed Problems. 2001. Vol. 9. No. 3. pp. 283–300.
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называемого метода «агрегирования ограничений», предложенного в ра-
боте 9, и развитого в других исследованиях11, 14, 15. В 12 рассматривалась
задача об оптимальной совместности однопараметрических семейств ли-
нейных уравнений. Был построен основанный на принципе экстремального
сдвига итерационный метод решения указанной задачи. Вышеупомянутые
исследования касались задач выпуклой оптимизации при ограничениях в
форме линейных равенств и неравенств, а также невыпуклой оптимизации
при ограничениях в форме равенств. В третьей главе настоящей диссер-
тации рассмотрена задача невыпуклой оптимизации при ограничениях в
форме неравенств.
Цель работы. Исследование задач моделирования неизвестных управ-
ляющих параметров в распределенных системах по неточным замерам фа-
зовых траекторий. Исследование задачи нахождения оптимального пара-
метра совместности для системы невыпуклых неравенств. Разработка и
апробация устойчивых к информационным помехам и погрешностям вы-
числений итерационных алгоритмов решения указанных задач.
Методы исследования. В работе используются элементы функцио-
нального анализа, выпуклого анализа, теории некорректных задач, теории
позиционного управления.
Научная новизна. В диссертации исследован ряд некорректных за-
дач моделирования неизвестных входов распределенных систем и оптими-
зации. Предложены регуляризирующие алгоритмы решения рассматривае-
мых задач с использованием техники позиционного управления по принци-
пу обратной связи. Результаты диссертационной работы являются новыми.
13Кряжимский А.В., Осипов Ю.С. Экстремальные задачи с отделимыми графиками
// Кибернетика и систем. анализ. 2002. No. 2. С. 32–55.
14Ровенская Е.А. К решению задачи об оптимальном параметре совместности для
одного класса уравнений в банаховом пространстве // Журн. вычисл. математики и
мат. физики. 2004. т. 44. № 12. С. 2150–2166.
15Кряжимский А. В., Максимов В. И., Осипов Ю. С. О реконструкции экстремаль-
ных возмущений в параболических уравнениях // Журн. вычисл. математики и мат.
физики. 1997. Т. 37. № 3. C. 119–125.
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Теоретическая и практическая ценность работы. Результаты ра-
боты дополняют теорию обратных задач динамики управляемых систем,
описываемых уравнениями в частных производных, а также теорию невы-
пуклой оптимизации. Разработанные в диссертации итерационные алго-
ритмы ориентированы на компьютерную реализацию, предназначены для
работы в условиях неточности данных и могут быть использованы для ре-
шения конкретных прикладных задач.
Структура и объем работы. Диссертация состоит из введения, трех
глав и списка литературы. Диссертация подготовлена в системе LATEX. Об-
щий объем диссертации составляет 108 страниц. Библиографический спи-
сок включает 122 наименования, в том числе 11 публикаций автора по теме
диссертации.
Апробация работы. Основные результаты диссертации докладыва-
лись автором и обсуждались на Третьем Международном симпозиуме по
методам и моделям в автоматизации и робототехнике (MMAR-96), Мед-
зыздрое, Польша, 1996; на Школе молодых ученых Международного ин-
ститута прикладного системного анализа (IIASA), Лаксенбург, Австрия,
1998; на Международной научной конференции «Дифференциальные и ин-
тегральные уравнения», Челябинск, 1999; на XXXIII Молодежной школе-
конференции «Проблемы теоретической и прикладной математики», Ека-
теринбург, 2002; на Международном семинаре «Теория управления и тео-
рия обобщенных решений уравнений Гамильтона — Якоби» (CGS’2005),
Екатеринбург, 2005; на Второй Международной конференции «Математи-
ческое моделирование социальной и экономической динамики» (MMSED-
2007), Москва, 2007; на семинарах в ВЦ РАН; в Институте математики и
механики УрО РАН.
Публикации. Основные результаты диссертации опубликованы в ра-
ботах [1–11].
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СОДЕРЖАНИЕ РАБОТЫ
Во введении описываются цели и задачи работы, ее актуальность, а так-
же кратко излагаются основные результаты, полученные в работе.
В главе 1 исследуется задача моделирования управлений в параболиче-
ских уравнениях по результатам неточных измерений фазовых состояний.
В параграфе 1.1 приводятся формулировка задачи и вспомогательные
утверждения.
В гильбертовом пространстве H рассматривается уравнение вида
x˙(t) = B(x(t))u(t) +B1(x(t)) + f(t),
x(t0) = x0 ∈ V, t ∈ T = [t0, ϑ],
(1)
в котором управление u = u(·) ∈ Ut0,ϑ предполагается неизвестным. Здесь
(H, | · |H) — действительное гильбертово пространство, отождествляемое со
своим сопряженным: H = H∗, (V, ‖ · ‖) — сепарабельное и рефлексивное
банахово пространство, V вложено в H плотно и непрерывно, (U, ‖ · ‖U) —
равномерно выпуклое сепарабельное банахово пространство,
u(·) ∈ Ut0,ϑ = {u(·) ∈ L2(T ;U) : u(t) ∈ P1 при п. в. t ∈ T},
P1 ⊂ U — выпуклое ограниченное множество, B(x) — семейство операто-
ров, удовлетворяющих условию
Условие 1. 0) Отображение B(x) : U → V ∗ линейно ∀x ∈ V ;
1) ‖ {B(x)−B(y)}u ‖V ∗ ≤ L‖x− y‖ ‖u‖U ∀x, y ∈ V, u ∈ P ;
2) ‖B(x(t))u ‖V ∗ ≤ ϕx(·)(t)‖u‖U при п. в. t ∈ T ∀u ∈ P , x(·) ∈ L2(T ;V )(
ϕx(·)(·) ∈ L2(T ;R)
)
;
3) D(B(x)) = D ⊂ U ∀x ∈ V , P ⊂ D;
4) если ui(·)→ u(·) слабо в L2(T ;U), ui(·), u(·) ∈ Ut0,ϑ, то Bx(·)ui(·)→
Bx(·)u(·) *-слабо в L2(T ;V ∗) ∀x(·) ∈ L2(T ;V ).
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Здесь P — замыкание в метрике пространства U множества P1: P = P1,
f(·) — заданное возмущение, т. е. функция со свойствами: f(·), ft(·) ∈
L2(T ;H), оператор Bx(·)u(·) : L2(T ;U) → L2(T ;V ∗), ∀x(·) ∈ L2(T ;V ),
задается по правилу:
(
Bx(·)u(·)
)
(t) = B(x(t))u(t) при п. в. t ∈ T .
Семейство операторов B1(·) : V → V ∗ обладает свойством:
‖B1(x)−B1(y)‖V ∗ ≤ L1‖x− y‖V ∀x, y ∈ V, B1(0) = 0.
Решением (1), порожденным управлением u(·) ∈ Ut0,ϑ, называется функ-
ция x(·) = x(· ;u(·)) ∈ W (T ;V ∗) = {w(·) ∈ L2(T ;V ) : wt(·) ∈ L2(T ;V ∗)},
удовлетворяющая (1). При этом истинное управление нам не известно.
В дискретные, достаточно частые, моменты моменты времени
τi ∈ ∆ = {τi}mi=0, i ∈ [0 : m− 1] (τi = τi−1 + δ, τ0 = t0, τm = ϑ),
замеряется (с ошибкой h) реализация x(t), t ∈ (τi−1, τi] траектории x(·).
Требуется построить алгоритм, который по текущим измерениям x(·) «в
реальном времени» восстанавливает некоторое управление u∗(·), порожда-
ющее траекторию x(·). Так как точное восстановление истинного управле-
ния невозможно, с одной стороны, в силу неточности измерений, а с другой
— в силу возможной неединственности управления u(·) ∈ Ut0,ϑ, порождаю-
щего x(·), то потребуем, чтобы алгоритм формировал некоторое приближе-
ние uh(·) одного из управлений u∗(·), порождающих выход x(·) = x(·;u∗(·)).
Это приближение uh(·) должно быть таким, что отклонение uh(·) от u∗(·)
«мало» в метрике пространства L2(T ;U) при достаточной малости изме-
рительной погрешности h и диаметра δ разбиения отрезка T .
В § 1.2 указывается устойчивый к погрешностям вычислений алгоритм
решения этой задачи, который основан на сочетании принципа управления
с моделью и метода сглаживающего функционала.
Пусть тройки {Vε, pε, rε} и {Uε, qε, sε} (ε ∈ H0 — некоторая окрестность
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нуля в Rg) образуют внутренние аппроксимации16–18 пространств V и U ,
т. е.
1◦. Vε, Uε — конечномерные пространства с нормами ‖ · ‖ε и ‖ · ‖Uε,
индуцированными нормами ‖ · ‖ и ‖ · ‖U :
‖y‖ε = ‖pεy‖ ∀ y ∈ Vε, ‖u‖Uε = ‖qεu‖U ∀u ∈ Uε;
2◦. pε : Vε → V и qε : Uε → U — линейные взаимно-однозначные
непрерывные операторы, rε : V → Vε и sε : U → Uε — линейные
операторы;
3◦. pεrεy → y в V при ε→ 0, ∀ y ∈ V1 , V1 — плотное в V подпростран-
ство;
4◦. ‖(I − qεsε)u‖U ≤ µ(ε)→ 0 при ε→ 0 ∀u ∈ P1.
В пространстве Vε вводятся также норма | · |ε и скалярное произведение
(·, ·)ε, индуцированные нормой | · |H и скалярным произведением (·, ·)H :
|y|ε = |pεy|H , (y, z)ε = (pεy, pεz)H ∀ y, z ∈ Vε,
а в пространстве V ∗ — α-норма ‖ · ‖α и отвечающее ей скалярное произве-
дение 〈·, ·〉α:
‖y‖α =
( ∞∑
j=1
α2j〈y, ωj〉2
)1/2
, 〈x, y〉α =
∞∑
j=1
α2j〈x, ωj〉〈y, ωj〉,
где 〈·, ·〉 — двойственность между V и V ∗; {ωj}∞j=1 — совокупность элемен-
тов со свойствами: ωj ∈ V1, ‖ωj‖ = 1, линейные комбинации ωj образуют
всюду плотное в V множество; 0 < αj < 1,
∞∑
j=1
α2j = Kα <∞.
Введем семейства операторов Bε(ξ) : Uε → Vε и функций B(1)ε (ξ) ∈ Vε
∀ ξ ∈ Vε по правилу
(Bε(ξ)uε, y)ε = 〈B(pεξ)qεuε, pεy〉 ∀ y ∈ Vε, uε ∈ Uε,
16Сьярле Ф., Метод конечных элементов для эллиптических задач. М.: Мир, 1980.
17Темам Р. Уравнения Навье — Стокса. Теория и численный анализ. М.: Мир, 1981.
18Arna˘utu V., Approximation of optimal distributed control problems governed by
variational inequalities // Numerische Mathematik. 1982. Vol. 38. P. 393–416.
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(B(1)ε (ξ), y)ε = 〈B1(pεξ), pεy〉 ∀ y ∈ Vε.
Предположим, что заданы выпуклые, ограниченные и замкнутые множе-
ства Qε ⊂ Uε, такие, что
5◦. χ(Qε, sεP1) = γ(ε)→ 0 при ε→ 0, где χ — хаусдорфово расстояние
между множествами, т. е.
χ(Qε, sεP1) = inf{γ : Qε ⊂ (sεP1)(γ), sεP1 ⊂ Qε(γ)},
символ Qε(γ) означает замкнутую γ-окрестность множества Qε;
6◦. ‖B(x)qεuε‖V ∗ ≤ k‖x‖ ‖qεuε‖U ∀ ε ∈ H0, ∀x ∈ V , uε ∈ Qε(γ(ε)).
В моменты τi ∈ T , τi+1 = τi + δ(h), δ(h) > 0, i ∈ [1 : m], τ0 = t0, τm = ϑ
замеряется с ошибкой «проекция» траектории x(t), t ∈ (τi−1, τi] системы
(1) на пространство Vε, т. е. вычисляется ξτi−1,τi(·),
ξ(t) ∈ Vε, t ∈ (τi−1, τi].
Символ ξa,b(·) означает функцию ξ(t), t ∈ (a, b], рассматриваемую как еди-
ное целое. Точность замеров определяется соотношением
‖pεξ(t)− x(t)‖ ≤ h, t ∈ (τi−1, τi].
Возьмем отображения α(h) ∈ (0, 1) и ε(h) ∈ H0, такие что
α(h)→ 0, Φ(h, δ(h), ε(h))/α(h)→ 0 при h→ 0, ε(h)→ 0,
где
Φ(h, δ, ε) = h+ δ + µ(ε) + γ(ε) + µ1(ε), µ1(ε) =
∥∥(pεrε − I)x0∥∥2.
Введем конечномерную управляемую систему (модель):
w˙ε(t) = Bε(ξ(t− δ))vhε (t) +B(1)ε (ξ(t− δ)) + f δε (t)
при п. в. t ∈ [τ1, ϑ], wε(t) ∈ Vε
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с начальным состоянием wε(τ1) = ξ0 = rεx0. Ее решением является функ-
ция
wε(·) ∈ W 1,2(T ;Vε) = {w(·) ∈ L2(T ;Vε) : wt(·) ∈ L2(T ;Vε)},
которую в дальнейшем обозначим символом wε(·) = wε(· ; ξ(·), vhε (·)). Здесь
wε(t) = ξ0 при t ∈ [τ0, τ1]; f δε (t) = fε(τi−1), t ∈ [τi, τi+1]; функция
fε(·) ∈ W 1,2(T ;Vε) задается по правилу (fε(t), y)ε = (f(t), pεy)H ∀ y ∈ Vε,
п.в. t ∈ T . Управлять моделью будем по принципу обратной связи, разбив
весь процесс на m−2 однотипных шага. В течение i-го шага, осуществляе-
мого на отрезке времени [τi, τi+1], выполняются следующие операции. Сна-
чала, в момент τi, i ≥ 1, вычисляется управление vhε (t) ∈ Uε, t ∈ [τi, τi+1):
vhε (t) = arg min
v∈Qε(γ(ε))
{(
Bε(ξ(t− δ))v, Sh,ε(ξi−1;wε(τi))
)
ε
+ α(h)‖v‖2Uε
}
,
где
Sh,ε(ξi−1;wε(τi)) = 2
N(h)∑
j=1
α2j(wε(τi)− ξi−1, rεωj)εrεωj,
ξi−1 = ξ(τi−1), N(h) таково, что
∞∑
j=N(h)+1
α2j ≤ h2. Затем пересчитывается
фазовое положение модели, т.е. определяется состояние wε(τi+1). Процесс
заканчивается к моменту ϑ.
Обозначим через u∗(·) минимальный по L2(T ;U)-норме элемент множе-
ства
U(x(·)) = {v(·) ∈ U∗(P ): x(t) = x(t; v(·)) ∀ t ∈ T}.
Здесь U∗(P ) = {v(·) ∈ L2(T ;U): v(t) ∈ P при п. в. t ∈ T}. Множе-
ство U(x(·)) выпукло, ограничено и замкнуто в L2(T ;U). Поэтому элемент
u∗(·) = u(·; x(·)) определяется однозначно (по x(·)).
Теорема 1. Имеет место сходимость
‖uh(·)− u∗(·)‖L2(T ;U) → 0 при h→ 0,
где uh(t) = qεvhε (t) при п. в. t ∈ [τi, τi+δ), i ∈ [1 : m−1], ε = ε(h), δ = δ(h),
vhε (t) = v0 при п. в. t ∈ [t0, τ1) (v0 — произвольный фиксированный элемент
из Qε(γ(ε))).
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В параграфе 1.3 рассматривается пример задачи, исследованной в па-
раграфе 1.2, а также приводится схема численного решения этой задачи с
использованием аппроксимации по методу конечных элементов.
В главе 2 исследуется задача моделирования интенсивности точечных
источников в гиперболических системах.
В параграфе 2.1 приводится формулировка изучаемой задачи.
Рассматривается дифференциальное уравнение в гильбертовом про-
странстве (H, | · |H)
x¨(t)− Ax(t) = Bu(t) + f(t), t ∈ T = [0, ϑ], (2)
x(0) = x∗0 ∈ H, x˙(0) = x10 ∈ H.
Здесь A : D(A) ⊂ H → H — замкнутый линейный оператор с областью
определенияD(A), плотной вH, являющийся инфинитезимальным генера-
тором сильно непрерывного «оператора косинуса»19–21 S(t), t ∈ R, управле-
ние u(t) = {u1(t), . . . , un(t)} является при каждом t ∈ T элементом конеч-
номерного евклидова пространства U = Rn, B : U → H и S(t) : H → H —
линейные непрерывные операторы, f(t) — заданная функция. Полагается
выполненным
Условие 2. Bu =
n∑
j=1
ωjuj, ωj ∈ D(A), j ∈ [1 : n], f(·), Af(·) ∈ C(T ;H)
((Af(·))(t) = Af(t), t ∈ T ), x∗0, x10 ∈ D(A).
Решением (слабым) дифференциального уравнения (2) называется
функция x(·) = x(·;x0, u(·)), задаваемая формулой19–21
x(t) = S(t)x∗0 +Q(t)x10 +
t∫
0
Q(t− τ)(Bu(τ) + f(τ)) dτ, t ∈ T,
19Fattorini H.O. Ordinary differential equations in linear topological spaces // Differential
equations. I. 1969. Т. 5. P. 72–105, II. 1969. Т. 6. P. 50–70.
20Lasiecka I., Triggiani R. A cosine operator approach to modeling L2(0, T ;L2(Γ))-
boundary input hyperbolic equation // Appl. Math. and Optim. 1981. Vol. 8, P. 35–93.
21Lasiecka I., Triggiani R. Regularity of hyperbolic equations under L2(0, T ;L2(Γ))-
Dirichlet boundary terms // Appl. Math. and Optim. 1983. Vol. 10, P. 275–286.
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где x0 = (x∗0, x10), Q(t) — «оператор синуса»: Q(t)x =
t∫
0
S(τ)x dτ .
В дальнейшем, как и в главе 1, считаем начальное состояние заданным,
т. е. величины x∗0 и x10 фиксированы.
Рассматриваемая задача состоит в следующем. Слабое решение x(·) =
x(·; x0, u(·)) системы (2), зависящее от управления
u(·) ∈ UT = {v(·) ∈ L2(T ;U) : |v(t)|Rn ≤ a для п. в. t ∈ T}
(a ∈ (0,+∞)), определяется на промежутке времени T = [0, ϑ]. Отрезок T
разбит на полуинтервалы [τi, τi+1), τi+1 = τi+δ, δ > 0, i ∈ [0 : m−1], τ0 = 0,
τm = ϑ. В моменты τi ∈ ∆ = {τi}m−1i=0 приближенно замеряется некоторая
характеристика фазового состояния системы (2), т. е. находятся вектора
ξhi ∈ U со свойствами
|ξhi − z(τi)|Rn ≤ h i ∈ [0 : m− 1], (3)
где z(t) = Cxt(t), C : H → U — линейный непрерывный оператор. Задача
состоит в построении алгоритма приближенного вычисления некоторого
управления u∗(·) из UT , порождающего z(·).
В параграфе 2.2 указывается устойчивый к информационным помехам
и погрешностям вычислений алгоритм решения описанной выше задачи,
основанный на методе позиционного управления с моделью.
Пусть выполнено
Условие 3. Ранг матрицы E(ω) = {Cω1, . . . , Cωn} равен n.
Заметим, что при выполнении условий 2 и 3, как доказано в работе, мно-
жество U(z(·)) (множество всех управлений из UT , совместимых с выходом
z(t) = Cx˙(t), т. е.
U(z(·)) = {v(·) ∈ UT : z(t) = Cx˙(t; x0, v(·)) ∀ t ∈ T})
одноэлементно: U(z(·)) = {u∗(·; z(·))} и состоит из истинного управления,
действующего на систему.
Введем следующие обозначения:
ϕ(τ) = C{y(τ) + f(τ)}; y(·) = x(·;Ax∗0, Ax10, Af(·));
14
∆h, h ∈ (0, 1), — разбиение отрезка T с узлами {τh,i}mhi=0 с диаметрами
δ = δ(h), mh = m(δ(h)), δ(h) = τh,i+1 − τh,i, τh,0 = 0, τh,mh = ϑ; Ξ(z(·), h)
— множество кусочно-постоянных функций ξh(·) : T → Rn, ξhi = ξh(τi),
τi = τh,i, удовлетворяющих условию (3); ZT — множество всех выходов,
отвечающих управлениям v(·) ∈ UT :
ZT = {z(·) : z(t) = Cx˙(t;x0, v(·)), v(·) ∈ UT};
| · |n — евклидова норма n× n-мерной матрицы.
Опишем алгоритм приближенного вычисления управления u∗(·) =
u∗(·; z(·)), основанный на методе позиционного управления с моделью.
Пусть выбраны {∆h} — семейство разбиений интервала T с диаметрами
δ(h) такими, что
δ(h)→ 0, hδ−1/2(h)→ 0 при h→ 0,
и вспомогательная система M (модель), функционирующая синхронно с
системой (2):
w˙(t) =
n∑
j=1
vhj (t)Cωj, t ∈ T, w(0) = 0,
w¨j(t)− Awj(t) = vhj (t)Aωj, wj(0) = w˙j(0) = w(1)j (0) = 0,
w˙
(1)
j (t) = wj(t), j ∈ [1 : n], t ∈ T.
Здесь vh = {vh1 , . . . , vhn}, vh(t) = 0 при t ∈ [0, δ].
До начального момента времени фиксируются величина h и разбиение
∆ = ∆h. Работа алгоритма разбивается на mh − 1 однотипных шагов. На
i-м шаге, продолжающемся в течение интервала времени δi = [τi, τi+1),
τi = τh,i, вычисляется элемент
vhi =

νE−1(ω)si|δ−1(ξhi − ξhi−1)−
−ϕ(τi−1)−
n∑
j=1
Cwj(τi)|Rn/|si|Rn, если |si|Rn 6= 0
0, в противном случае,
(4)
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si = ξ
h
i−1 − ξh0 −
τi−1∫
0
ϕ(τ) dτ − w(τi)−
n∑
j=1
Cw
(1)
j (τi), δ = δ(h)
и полагается
vh(t) = {vhj (t)}nj=1 = vhi = vh(t; ξh0,t(·),W0,t(·)), t ∈ δi. (5)
Здесь W (t) =
(
w(t), {wj(t), w(1)j (t)}nj=1
)
— фазовое состояние модели в мо-
мент t, ν = const ∈ [1,∞). Запись vh(t; ξh0,t(·),W0,t(·)) означает, что функ-
ция vh(t) зависит от предыстории измерений ξh0,t(·), т.е. от ξh(τ), τ ∈ [0, t),
и реализации траектории модели M — W (τ), τ ∈ [0, t). Затем состояние
моделиW (τi) трансформируется в состояниеW (τi+1). Процедура заверша-
ется в момент времени ϑ.
Введем множество
UWT = {x(·) ∈ L2(T ;U) : |x(·)|L2(T ;U) ≤ K},
где
K = b1(1 + ϑb2 exp(ϑb2)),
b1 = 3(ν|E−1(ω)|2n){3 + a20 + a21}, b2 = 3ϑ(|E−1(ω)|na2)2,
a0 = sup{|z˙(t)|Rn : t ∈ T, z(·) ∈ ZT},
a1 = sup{|Cϕ(t)|Rn : t ∈ T}, a2 = sup{|N0(t, τ)|n : 0 ≤ τ ≤ t ≤ ϑ},
N0(t, τ) = {C(Q(t− τ)Aω1), . . . , C(Q(t− τ)Aωn)}.
Заметим, что K является верхней гранью для L2(T ;U)-норм всех управле-
ний vh(·) вида (4), (5). Согласно теореме Бишопа на UWT можно определить
слабую норму | · |w. Соответствующая сходимость в UT = UWT будет экви-
валентна слабой сходимости в L2(T ;U).
Теорема 2. Пусть выполнены условия 2 и 3, тогда
lim
h→0
sup
{|vh(·; ξh(·),W (·))− u∗(·; z(·))|w :
z(·) ∈ ZT , ξh(·) ∈ Ξ(z(·), h), W (·)
}
= 0.
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В параграфе 2.3 эффективность предложенного алгоритма иллюстри-
руется на просчитанном на ПЭВМ модельном примере.
Глава 3 посвящена задаче нахождения оптимального значения скаляр-
ного параметра, при котором зависящая от этого параметра система невы-
пуклых неравенств имеет решение в пределах заданного множества. Само
это решение также подлежит нахождению.
В параграфе 3.1 изложена постановка задачи и предложен итерацион-
ный алгоритм решения для случая, когда имеется точная информация о
системе неравенств и о множестве допустимых решений.
Рассмотрим следующую оптимизационную задачу:
p −→ min, (6)
hs(p, x) ≤ 0 (s = 1, . . . ,m), (7)
p ≥ 0, x ∈ Z. (8)
Здесь Z — выпуклый компакт в Rn, функции hs : (p, x) 7→ hs(p, x) : [0,∞)×
Z 7→ R1 (s = 1, . . . ,m) непрерывны, выпуклы по x. Ограничения (7)–(8)
предполагаются совместными, что обеспечивает существование решения
задачи (6)–(8).
Обозначим через W∗ = {p∗} ×Z∗ ⊂ [0,∞)×Z множество всех решений
задачи (6)–(8), а также введем следующее обозначение:
dist(p, x,W∗) = inf{|p− p∗|+ |x− x∗|Rn : (p∗, x∗) ∈ W∗} (p ≥ 0, x ∈ Rn).
Далее, обозначим через 〈·, ·〉Rm скалярное произведение в Rm, h(p, x)+ =
(h1(p, x)+, . . . , hm(p, x)+), hs(p, x)+ = max{0, hs(p, x)}, h(p, u) = (h1(p, u),
. . . , hm(p, u)).
Алгоритм.
На 0-м шаге алгоритма полагаем p1 = 0 и фиксируем произвольное
x1 ∈ Z.
На k-м шаге (k = 1, . . . ) преобразуем пару (pk, xk) в пару (pk+1, xk+1).
При этом pk+1 определяется как первая компонента решения
(pk+1, uk+1) (9)
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следующей вспомогательной задачи:
p −→ min, (10)
p ≥ pk, (11)
〈h(pk, xk)+, h(p, u)〉Rm ≤ 0, (12)
u ∈ Z. (13)
Далее, вычисляем xk+1 по формулам
xk+1 = xk + δk+1(u
k+1 − xk), (14)
где
δk+1 = argmin
0≤δ≤1
(
m∑
s=1
hs(p
k, xk + δ(uk+1 − xk))2+
)
. (15)
Теорема 3. Пусть p1 = 0, x1 ∈ Z, и (pk, xk) (k = 2, . . . ) определены
по алгоритму (9)–(13), (14), (15). Тогда (pk, xk) сходится к множеству
решений задачи (6)–(8):
lim
k→∞
dist(pk, xk,W∗) = 0.
В параграфе 3.2 аналогичная задача решается при p ∈ [0, P ], P > 0,
в условиях, когда доступна лишь неточная информация о множестве Z и
функциях hs. На последние наложено дополнительное ограничение лип-
шицевости по x. Для этого случая построен регуляризирующий алгоритм
решения.
В параграфе 3.3 рассматриваемая задача конкретизируется в прило-
жении к оптимальному гарантированному страхованию катастрофических
рисков сетью страховых компаний. Приводится конструктивный алгоритм
нахождения оптимального распределения страховых портфелей.
В параграфе 3.4 эффективность предлагаемого алгоритма иллюстриру-
ется на численном примере.
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Основные результаты, выносимые на защиту
Для задачи моделирования управлений в параболических уравнениях по
результатам неточных измерений фазовых состояний указан регуляризиру-
ющий алгоритм решения, основанный на методе позиционного управления
по принципу обратной связи с использованием аппарата конечномерной
внутренней аппроксимации.
Для задачи динамического моделирования интенсивности точечных ис-
точников в гиперболических системах по результатам сенсорных наблюде-
ний сконструирован регуляризирующий алгоритм решения, основанный на
методе позиционного управления по принципу обратной связи со вспомо-
гательной системой.
Построен регуляризирующий итерационный алгоритм нахождения оп-
тимального параметра совместности для системы нелинейных невыпуклых
неравенств в условиях неточных данных. Предложен конструктивный ал-
горитм решения задачи оптимального гарантированного страхования.
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