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A servomechanism is a system that controls the position or velocity of a mechanical 
devise. In many applications, such as disk-drive head positioning and pick-and-place robots, it 
is desirable to have servomechanisms effect a minimum time response.  Since there is a limit 
on the magnitude of the control signal in every control system, this leads to time-optimal 
controllers that are bang-bang.  Truly bang-bang time-optimal control systems are not 
practical, due to the poor overall behavior such as the instantaneous switching and the limit 
cycles about the target state. In order to eliminate such undesirable behavior, we apply 
Continuous Proximate Time-Optimal (CPTO) controller to a third order servomechanism 
having three real roots, which represents our modeling of the hard disk drive servomechanism. 
We have shown that the CPTO controller gives near time-optimal response for large states, 
and provides smooth and stable response with near linear control for small states. 
To overcome the mathematical difficulties of solving the time-optimal control problem 
of the model of the plant, new approach based on similarity transformation has been used. 
A saturated linear state-feedback controller has been designed for comparison and 
assessment. 
 It has been shown through the simulation results that response times are indeed near 
time-optimal. Moreover, it has been shown though specific examples that the CPTO behaves 
well in the presence of certain unmodeled dynamics, also it behaves well in the presence of a 
plant parameter variation providing that the control law is based on the worst-case 
consideration. 
A comparison of the performance of the CPTO controller when changing the design 
criterion of the linear gain constants has been made.  
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CHAPTER 1 
INTRODUCTION 
1.1. Overview of Time Optimal Control 
The objective of optimal control theory is to determine the control signals that 
will cause a process to satisfy the physical constraints and at the same time minimize (or 
maximize) some performance criterion [1], such as minimizing the fuel, energy, or time 
required to perform a process, which it is called the Time-Optimal Control (TOC). 
The TOC is a special case of optimization problems and is defined as the transfer 
of the system from an arbitrary initial state to a specific target set point in minimum time. 
TOC problems are a common research area in analytical and numerical control system 
synthesis. Current research in robotics, radar, missiles tracking, and even some chemical 
processes, is fraught with TOC optimization problems. Moreover, the subject of the TOC 
is very important in the study of nonlinear motion control systems. 
 1
 One of the most common areas of application of the TOC is the servomechanism. 
A servomechanism is a system that controls the position or velocity of a mechanical 
devise. In many applications, such as the hard disk drive head positioning system, pick-
and-place robots and positioning of the plotter pen in either axis, it is desirable to have 
servomechanisms effect a minimum time response to set point changes.    
 Since the control signal is usually saturated, the time optimal controller is bang-
bang, according to the well-known Pontryagin principle introduced in [2]. Bang-bang 
control systems operate by switching its value between an upper limit and a lower limit 
according to switching criteria obtained from the TOC. Time-optimal bang-bang control 
systems are often impractical because unavoidable measurement noise, disturbances and 
nonideal components cause the bang-bang control to switch when the state does not 
exactly meet the switching criteria. Hence, the robust TOC is needed. 
Workman [3], [4] proposed a controller called PTOS (Proximate Time-Optimal 
Servomechanism). The controller approximates the switching curve with a strip. Unlike 
the bang-bang controller, PTOS is continuous in the neighborhood of the strip. Near the 
origin PTOS switches to a linear feedback law; in this sense PTOS has a dual mode 
behavior. That is, the control is switched between two different controllers to achieve the 
two conflicting requirement. It has been shown that PTOS functions well in the presence 
of disturbances and modeling errors. Consequently, PTOS is widely used nowadays in 
designing HDD servomechanisms [5], [6].    
Since PTOS has dual mode behavior, this may cause undesired transients between 
the modes, which are familiar in mode switching controllers like PTOS [7], [5]. 
 2
  In this study, we proposed an analytical solution of the TOC problem of a third 
order system, consists of one integrator and two stable real poles, which is our modeling 
of the HDD servomechanism. Using the similarity transformation, we will study the 
application of the Continuous Proximate Time-Optimal Control (CPTO) technique, 
which was developed by Kalyon [8], [9], [10], and [11], on that system and we will show 
that our controller has a smooth switching between the TOC and the designed linear 
controller. 
We begin our study by giving a description of the disk drive, which is one of the 
major applications in the TOC and we will make use if it in this thesis to give a better 
understanding of the controller behavior through the simulation results. 
   
1.2. Hard Disk Drives (HDD) 
Briefly, we will give a description of the HDD components and some basic 
terminologies used in the state of the art in the HDD. 
A hard disk drive (also called a fixed disk) is the primary medium for storing 
information on computers, because it combines high capacity, relatively fast access and 
low price. As can be seen from Figure 1.1, the hard disk drive is made up of four basic 
components: A voice coil motor (head actuator), a spinning disk platter, a head arm with 
a read/write head on its end, and electronics to tie everything together and connect it to 
the outside world.  
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 Disk Platter
Head Arm
Head Actuator
(VCM)
 
Figure 1.1 Basic components of the hard disk drive 
The voice coil motor (VCM) is a dc motor, which drives the arm [12]. The 
Read/Write head is mounted on a slider device, which is connected to the head arm 
shown in Figure 1.1. 
The variable to accurately control is the position of the Read/Write head. The disk 
rotates at a speed of between 1800 and 7200 rpm, and the head flies above the disk at a 
distance of less than 100 nm. The two main function of the Read/Write head positioning 
servomechanism in disk drives are track seeking and track following, where track as 
definition is a thin circular magnetic path where the data is written on. Each track is 
located on a specific radius measured from the disk center. In average, the width of a 
track is approximately 1/40,000 inch [12]. 
Track seeking moves the R/W head from the present track a specified destination 
track in minimum time using a bounded control effort. Track following maintains the 
head as close as possible to the destination track center while information is being read 
from or written to the disk. Track density is the reciprocal of the track width. It is 
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 suggested that on a disk surface, tracks should be written as closely spaces as possible so 
that we can maximize the usage of the disk surface [13].  
The prevalent trend in hard disk design is toward smaller hard disks with 
increasingly larger capacities. This implies that the track width has to be smaller leading 
to lower error tolerance in the positioning of the head, and the ability of the actuator to 
seek from one track to another quickly and adequately is very important because the data 
retrieval performance of the drive is directly affected by how fast the head seeks from 
one track to another. During seeking, the actuator get driven by a bang-bang current 
profile to achieve time-optimal, but due to the presence of resonance, the ideal bang-bang 
profile needs to be smoothed out, particularly at the switching stage (arrival stage).  
In this study we will investigate the application of the CPTO algorithm, which 
serves to smooth out the switching of the TOC. 
 5
  
 
CHAPTER 2 
LITERATURE REVIEW 
So far, we have introduced some of the features of the TOC technique that can be 
used to design control laws to track certain target reference for systems with actuator 
saturations. The TOC technique is believed to be non-robust to system uncertainties and 
noise, and thus cannot be used in tackling real problems, although it has also been 
regarded as a method that would, at least theoretically, yield the best performance in 
terms of settling time [5].  
To conserve the time-optimality of the TOC and handle the problem of 
robustness, the dual-mode operation of controllers has been widely adopted in the 
literature. In which, the controller changes its nature when needed so that we gain 
features of both controllers.  
McDonald [14], [15] applied dual-mode concept to servos where there are two 
classes of inputs: one class consisting of continuous signals with small acceleration, the 
second class consisting of signals with large step discontinuities in the position and/or the 
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 velocity. This dual-mode operation is accomplished by using a separate controller for 
each mode and connecting the appropriate controller to the actuator in accordance with 
the commands for a unit called a mode selector. The mode selector calls for the linear 
mode when the operating point is within a certain neighborhood of the origin in the phase 
plane and for the non linear mode when the operating point elsewhere. 
The most popular control technique, which uses the dual mode concept, is the 
Proximate Time-Optimal Servomechanism (PTOS) proposed by Workman [3], [4], 
which achieves near time-optimal performance for a large class of motion control 
systems characterized a double integrator. The PTOS actually replaced the signum 
function in the TOC switching algorithm by the saturation function which, together with 
a gain factor, can be thought as a finite slope approximation of the signum function. 
Thus, it is made to yield a minimum variance with smooth switching from the track 
seeking to track following modes via mode switching controller (MSC) [16]. Pao and 
Franklin [17], [18] extended the application of PTOS on the triple integrator, third order 
systems by constructing a “slab” in 3-dimensional state space that approximates the 
switching surface for the TOC. Within the “slab” is a “tube” which approximates the 
switching curve that lies on the switching surface for the TOC [19]. Their approximate 
time-optimal controller utilizes the dual-mode concept of McDonald [14], [15] with the 
following exception: when far from the neighborhood of the origin, they apply their 
proximate TOC law instead of the ideal nonlinear TOC law. 
Ho [20] introduced an alternative dual mode concept by combining TOC and 
input shaping method. He has shown through simulation results that the algorithm 
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 achieves near optimal bang-bang performance with minimal excitation of the resonance 
mode.  
Yamaguchi et al in [21], [22], proposed a method called initial value 
compensation is proposed. In this, when the switch is transferred from track seeking 
mode to track following mode, the final states of the track seeking controller become the 
initial states for the track following controller, and hence, affect the settling performance 
of the track following mode. In order to reduce the impact of these initial values during 
mode switching, some compensation must be worked out. 
Iwashiro et al [23] applied Deadbeat control, which was introduced in [6], to 
model following seek control, in which single control architecture covers seeking and 
tracking control, and they experimented it with 2.5 inch HDD. Wu [16] introduced high 
gain linear state feedback law to achieve minimum-time control based on equivalent 
switching line, switching plane, and switching hyper plane instead of switching curve, 
switching  surface and switching hyper surface, respectively, for a class of second, third, 
and higher order systems. However, the usage of high gain feedback coefficient, and that 
the feedback coefficients are reselected for each initial condition, limit the application of 
this approach. 
Newman [24] proposed a near time-optimal state-feedback scheme combining the 
bang-bang control with the sliding mode control for double integrator system. 
Lee and You [25], Zhou et al [26], and Zhang and Guo [27] have been working in 
designing PTOC for nonlinear and linear second order dynamics combined with the 
sliding mode control, which is called SMPTOS. 
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 Choi et al [28] attempted to solve the problem of robustness by introducing a 
control system, which consists of two controllers; PTOS for high speed motion, and one 
of robust control approaches, which is disturbance observer technique (DOB). DOB is 
used for robustness and saturation handling element. They applied their design to a 
double integrator system. 
Yi and Tomizuka [7] proposed a new method called a two-degree-of-freedom 
(2DOF) servomechanism. They used two types of robust control scheme in the feedback 
to the system for rejection of the disturbances; one scheme uses a disturbance observer 
(DOB), and the other uses adaptive robust control (ARC). They showed in simulation 
studies the advantage of the 2DOF servomechanism over MSC with the PTOS method, 
and the ARC approach compared with the DOB approach in the 2DOF structure.  
  Chen et al [5] proposed MSC law that combines the PTOS and so-called Robust 
Perfect Tracking (RPT) controllers [29], [30], so that PTOS will work in the track seek 
mode and RPT will work in the track following mode. They have applied it for a second 
order system and proved the stability and robustness of their method. 
The main issue in the MSC’s is the design of the switching mechanism, this 
problem has not yet been completely resolved, and many heuristic approaches have been 
tried so far [5]. Moreover, switching from seeking mode to following mode is often 
problematic and may cause undesired transients at the beginning of the following mode. 
Such transients make the effective seek time longer [7]. 
Maintaining the combination of the linear feedback controller in the track 
following and the ideal time-optimal controller in the track seeking, Kalyon in [8], [9], 
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 [10], and [11], addressed this problem by introducing a class of continuous PTOS, which 
has a smooth switching between the modes that gave near time-optimal response. 
 In this study, we will apply this approach to HDD servo-system, which has a 
third order model with an integrator and two real roots, and we will compare the 
simulation results with the designed saturated linear controller and the ideal time-optimal 
controller. 
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CHAPTER 3 
MATHEMATICAL MODELING  
3.1. List of Assumptions  
We start by listing number of assumptions, which have been made in the 
modeling of the HDD servomechanism and throughout the rest of the thesis. 
1. In this thesis, we consider only the rigid body dynamics in the model of the HDD 
servomechanism. However, the flexibility will be considered in the robustness 
analysis section. 
2. We assume that the poles of the open loop transfer function are all stable real 
poles. 
3. When the state is near the origin, we assume that: 
 z  if  n >1, 0ni ≅
where, 
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 iz (i =1, 2, 3) are the state variables. 
4. In this thesis, we assume that all the states are measurable and the measurements 
are error free.  
 
3.2. Model Description 
As a good approximation of the model of the hard disk drive servomechanism, we 
use the model of the armature-controlled dc motor, which is found in many control text 
books and technical papers [12], [31], [32], [33]. The mechanical structure of a typical 
modern hard disk drive is depicted in Figure 3.1.  
Head Actuator
(VCM)
Disk Platter
Data Track
Read/Write Head
Arm
 
Figure 3.1 Hard disk drive head positioning system 
 
We consider the block diagram in Figure 3.2, which represents a typical open-
loop system of a HDD head positioning including flexible body [9]. Here, the bounded 
input, u, is ranging from -12 to +12 volt and the output, y, is the head position (track 
number). In this model description, we will use the similar approach as in [9]. 
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                   Figure 3.2  The open-loop system of HDD head positioning system 
 
Where, 
L = Inductance (H – Henry). 
R = resistance (Ω --Ohm). 
r = length of the head carriage (m). 
J = moment of inertia of the head and head carriage (Kg m2). 
Kt = overall armature constant (N m/ A). 
Kb = back electromotive force gain (volt sec). 
From, Figure 3.2, the open-loop plant transfer function,
)(
)()(
su
sysp =G  becomes 
2 2
( ) 1( )
( ) [ ]
t
p
t b
K r sy s G s
u s J L s J R s K K s
 
= =  
+ +               (3.1) 
2
( )
 [ ]
t
p
t b
K r
J LG s K KRs s s
L J L
⇒ =
+ +
            (3.2) 
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 Letting  
0 1 0 ,              ,          and      ,t t
K r K KRK b b
JL L JL
= = =
b    
this yields, 
0
2
1 0
( )
( )p
KG s
s s b s b
=
+ +
         (3.3) 
Consequently, the closed loop system will be:  
Controller
1
2
1[ ]
o
o
K s
s b s b+ +
E(s) V(s) Y(s)
-
+R(s)
Dynamics of HDD
Sensor
( )pG s
 
Figure 3.3 Closed-loop block diagram  
As an example, we consider the following representative numerical values for the HDD: 
L = 10-3 H, J = 10-6 Kg m2, r = 0.03 m, 
R = 10  , KΩ t = 0.1 N m/A, Kb = 0.1 volt sec.  
We note that these values are commonly used in the industry.  
Thus, will be  0 1 0,   and  K b b
6
0   3 10     . .
NK
Kg A H
=                                                (3.4) 
4
1  10     /b H= Ω                        (3.5) 
7
0   10     .
Nb
Kg m
=                         (3.6) 
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 The corresponding poles of the plant become, 
0 0s = ,   and  s  1   1127.0166,s = 2  8873.9833.=
Note that the poles as well as the gain of the plant are so huge. Clearly, using time 
(in second) and the position (in meter) is not suitable and changing the dimensions by 
using more appropriate units is essential [9]. We know that the seek distance can be 
anything from 1 track to 50,000 tracks, where the width of a track is 1/50000 inch, and 
the accuracy at the end of seek should be below 0.1 track. Therefore, using track (track) 
as position unit and millisecond (msec) as time unit seems to be the best choice.  
 
3.3. Change of Units 
Here, our objective, as mentioned above, is to change the unit time to millisecond 
[msec] and the distance unit to [track], which are more convenient than [second] and 
[meter] respectively. 
Considering  
.
NT
A m
=  and 
2. T mH
A
=  [34] (T stands for Tesla, the magnetic field unit), 
this yields, 
2
. N mH
A
=                (3.7) 
Substituting (3.7) into (3.4) gives 
6
0  = 3*10    .
AK
Kg m
             (3.8) 
Note that, since we are considering 50000 track per inch (TPI), therefore, 
1 meter = 39.37 inch = 39.37*50000 track =1.9685 track       (3.9) 6*10
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 This gives  
0 1.524 .
AK
Kg track
=      (3.10) 
Again, substituting (3.7) into (3.5) and (3.6) for the other parameters of the model, 
4 4
1
2
110 / 10 10 .
Volt
Ab H N m msec
A
= Ω = =                                                                      
7
0 2
110 10
.
Nb
Kg m msec
= =                                                                                         
Writing the parameters of the model again after modifying theirs units: 
0 0 1 2
11.524 ,    10      and   10
.
AK b b
Kg track msec msec
= = =
0 0 1,   and K b b
1                               (3.11) 
Replacing in (3.3) by their values of (3.11), gives 
               2
1.524( )
[ 10 10]
p
s s s
=
+ +
G s                                       (3.12) 
or 
          
1 2
( )
( )(p
k
s s s s s
=
+ + )
G s            (3.13)                         
where    
k = 1.524, ,0  = 0s 1 5 1s = + 5  and 2 5 1s = − 5
olts
 
Since we have changed all the unit time to msec and the unit length to track, the 
unit of the control effort should be changed also to correlate these unit changes. We know 
from the previous section that, 
max 12 u V= .                                                                                            (3.14) 
We have, 
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 1 volt =1
3 2
3
3
. 1.9685*10 . .3.875*10
. .
m N track N Kg track
sec A msec A msec A
= =
.
 
Thus, substituting into (3.14), the control boundary will be equal to:  
   
2
max 3
.= 46500 
.
Kg track
msec A
u        (3.15) 
 
3.4. State-Space Representation 
Writing the model of the system in state space representation is of a great 
importance for the design and application of modern control systems, since most of the 
control techniques nowadays rely on this way of representing the systems.  
In the previous section, we found that the model of the system is described by: 
                                    2
( )( )
( ) ( )p
Y s k
U s s s bs c
= =
+ +
G s                                                (3.16) 
where, 
Y(s): is the output, which is the position of the armature, 
U(s): is the control signal. 
From (3.16), the differential equation of this model can be written as: 
( ) ( ) ( ) ( )y t by t cy t ku t= − − +??? ?? ?               (3.17) 
 Defining the state space variables to be as follows: 
                                 
1
2
3
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
x t r t y t
x t r t y t
x t r t y t
= − 
= − 
= − 
? ?
?? ??
                                   (3.18) 
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 The state space variables 1 2 3 ( ),  ( ),  and ( )x t x t x t
) 0= ( ) 0r t =??
 represent the error in position, error in 
speed, and error in acceleration, respectively. Assuming that our reference signal  has 
a constant value, then and , and the previous equations become: 
)(tr
(r t?
1
2
3
( ) ( ) ( )
( ) ( )
( ) ( )
x t r t y t
x t y t
x t y t
= −
= −
= −
?
??
               (3.19)             
Taking the time derivative of (3.19) and substituting the value of ?  in (3.17), into the 
resulting equation, yields 
)(ty??
1 2
2 3
3
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
x t x t
x t x t
x t by t cy t ku t
=
=
= + −
?
?
? ?? ?
                          (3.20) 
Substituting the values of from (3.19) into (3.20) and simplifying, we 
obtain the state equation as                                   
( ) and ( )y t y t? ??
1 2
2 3
3 3 2
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
x t x t
x t x t
x t bx t cx t ku
=
=
= − − −
?
?
? t
                       (3.21) 
Writing the last equations in state space matrix representation:  
                                 
( ) A B
C
t u
y
= + 
= 
x x
x
?
                          (3.22) 
where: 
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 1
2
3
0 1 0 0
, A 0 0 1 ,  B 0   
0
x
x
x c b
         = = =     
− − −  
x
k
      
, and [ ]1 0 0=  C .                         
Note that the output is chosen as the position’s error 1x , that is, 
1Y x=  
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CHAPTER 4 
TIME-OPTIMAL CONTROL   
4.1 .     Introduction 
     Before we start solving the TOC problem, we need to consider some 
definitions that are common in TOC theory. 
Definition 4.1: Performance Index  
A performance index, in general, is a quantitative measure of the performance of 
a system and is chosen so that emphasis is given to the importance system specification. 
It can have the general formulation [12], 
                                        
0
0 ( , , )
ft
t
J f u t d= ∫ x t
t
                                                 (4.1) 
where  are the final and the initial time of the process, respectively, and 
, respectively, are the state vector and the single control input of the system [35], 
[36].  
0 and ft
u and x
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 In the TOC, the goal is to determine the control signals such that the time is 
minimized, at the same time, the physical constraints (4.3), are satisfied. Thus, the 
performance index for the TOC is given by 
                                                    
0
1 
ft
t
J dt= ∫                                                                 (4.2)    
Definition 4.2: Hamiltonian and Costate Variables 
              We consider the following general optimization problem: 
Obtain u(t) such that the performance index (4.1) is minimized subject to the equations of 
motion (constrains equations) 
    ( , , )i ix f u t= x? ; (             (4.3) 1, 2,..., )i = n
 
The Hamiltonian (H), in general, is given by 
           (4.4-a) 0
1
( , , ) ( ) ( , , )
n
i i
i
H f x u t p t f x u t
=
= +∑
where ( )ip t , are called costate variables (Lagrange multipliers. The 
Hamiltonian expression for the TOC problem, thus, is given by replacing 
( 1,2,..., ),i = n
0 ( , , )f x u t  in 
(4.4-a) with 1. That is, 
1
1 ( ) ( ,
n
i i
i
H p t f x
=
= +∑ , )u t         (4.4-b) 
Considering the Hamiltonian (4.4-b) and assuming that the single control u(t) in (4.6) is 
unbounded, the necessary conditions for a time-optimal solution are:  
i
i
H p
x
∂
= −
∂
? ; (             (4.5) 1, 2,..., )i n=
0=
∂
∂
u
H                                                      (4.6)     
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 These two equations, together with the equations of motion (4.3), govern the optimal 
paths. Hence, solving the set of equations (4.3), (4.5), and (4.6) will lead to the solution 
of the TOC problem [36]. We remark here that if the control input is bounded, then, 
equation (4.6) is not applied and the control equation has a special form, which will be 
treated in the next section. 
 
4.2. Ideal Time-Optimal Control of Double Integrator System: 
           As an illustrative example consider the following double integrator system 
( )  ( )y t a u t=??                                                                                                  (4.7) 
where is the position output, a is the acceleration constant and u is the input to the 
system, which is assumed to be constrained as follows; 
y
max( )u t u≤    
For the tracking purpose, we define: 
              
1
2
( ) : ( ) ( )
( ) : ( ) ( )
x t r t y t
x t r t y t
= −
= −? ?
                (4.8)                        
Here, 1( )x t  is the position error with being the desired final position, and ( ) r t 2 ( )x t is 
the error rate.  
Assuming that , the equations describing the system (4.7) then become  ( ) 0r t =??
               
1 2
2
( ) ( )
( )  . ( )
x t x t
x t au
=
= −
?
? t
        (4.9) 
In order to obtain the TOC law, we use Pontryagin’s principle and calculus of variation. 
Consequently, the Hamiltonian (H) for (4.9) is given by: 
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        H x                                  (4.10) 1 2 2( ( ), ( ), ( )) 1 ( ) ( ) ( )[ ( )]t u t p t p t x t p t au t= + + −
where is a vector of the time-varying costate variables. Note from (4.10) 
that the control u t  is involved in the last term only. Hence, to minimize the 
Hamiltonian, the last term must be, always, minimum. We, thus, have the following 
optimal control law, 
1 2(      )
Tp p p=
( )
max, 2
2 m
max, 2
      for     ( ) 0
( ) : sgn( ( )).
      for     ( ) 0
u p t
u t p t u
u p t
+ > 
= = 
− <  
ax                                  (4.11) 
We note from (4.11) that u t  depends on the polarity of( ) 2 ( )p t . Therefore, the form 
of 2 ( )p t , which is obtained below, is necessary for the time optimal control. 
Applying the necessary conditions (4.5) to the Hamiltonian (4.10), we get 
1
2 1
( ) 0
( ) ( )
p t
p t p t
= 
= − 
?
?
                                                                                       (4.12) 
Solving these two ordinary differential equations in time, we get  
1 1
2 1
( )
( )
p t c
2p t c t c
= 
= − + 
                                                                                      (4.13) 
Here, c and  c   are the integration’s constants. 1 2
From equation (4.13), we note that 2 ( )p t  is linear in time and can have at most one sign 
change, therefore u t can change sign at most once. Since there can be at most one 
switching in the sign of 
( )
2 ( )p t , the optimal control for a specified initial state must be one 
of the following forms:       
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 {
{
*
max 0
max 0 1
*
max 1
*
max 0
max
ma
1:            ( )               [ , ]
[ , )
2:            ( )                 
[ , ]
3:            ( )               [ , ]        
4 :            ( )
u t u t t t
u t t t
u t
u t t t
u t u t t t
u
u t
u
= + ∀ ∈
− ∀ ∈
= 
+ ∀ ∈
= − ∀ ∈
+
=
−
0 1
*
x 1
             
[ , )
               
[ , ]
t t t
t t t

∀ ∈   ∀ ∈ 
                            (4.14)       
Here, t are the time when the states reach the switching curve which is defined in 
Definition 4.3, and the time when the states reach the origin, respectively. 
*
1  and t
            It is to be noted that if the initial state lies on the switching curve define by 
equations (4.20) in the state plane, then the control will be either the case (1) or (3) in 
equation (4.14) depending on the direction of motion. On the other hand, for if the state is 
not on the switching curve then the control law will be either case (2) or (4) depends on 
the location of the state. 
Definition 4.3: The Switching Curve [V2] is a set of points, at which the control switches 
from a maximum (or minimum) value to the other extremum, according to the dynamics 
of the system, It has the property that any state on it can be forced to the origin in a 
minimum time by application of the full control effort (either maximum or minimum) 
[38].  
            Each segment of the switching curve can be found by integrating (4.9) backward 
in time. Let τ  represent negative time, as opposed to t, which represents positive time, 
then,  
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  ( ) ( )d d
d dτ
= −
t
  
Thus, for backward integration (4.9) becomes 
                
1
2
2
( ) ( )
( ) . ( )
dx x
d
dx au
d
τ
τ
τ
τ
τ
τ
= −
=
      (4.15)  
We solve (4.15) by setting  and* ( )u τ ≡ ∆ [ ] [ ]1 2(0) (0) 0 0x x = , 
where . * max u∆ = ±
Thus, 
                         * 21
1( ) .
2
x t a τ= − ∆        (4.16) 
                               (4.17)    *2 ( ) .x t a τ= ∆
Eliminating the time from (4.16) and (4.17), we obtain 
                          
2
2
1 *2
xx
a
= −
∆
      (4.18)                         
From (2.17) we note that for  to be positive, the polarity of τ 2x  and the polarity of 
must be the same. Therefore, we have *∆
                           * 2 max 2
2
;     ( 0).x u x
x
∆ = ≠       (4.19) 
Consequently, from (4.18) and (4.19), we obtain an expression describing the switching 
curve, Figure 4.1,  
                2 21 2
max
V:{ ( ) }
2 .
x x
X x
au
= −       (4.20)  
 Now we can summarize the TOC sequence in two control laws as explained in [38]:  
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 Control Law 4.2.1 
            If , where V is described in Definition 4.3, then u is the time-
optimal control, where ∆ is given by (4.19). 
 ( ) Vt ∈x *( )τ ≡ ∆
*
Control Law 4.2.2 
            If the state lies above the curve V, then u is the control. If the 
state  lies below the curve V, then u is the control. Combining these two 
control laws results in the following discontinuous time-optimal, bang-bang controller: 
( )tx max( ) uτ = +
( )tx max( ) uτ = −
        U      (4.21) 
max 1 1 2 1 1 2*
max 2 1 1 2
sgn{ ( )}     if ( ) 0
sgn( )                     if ( ) 0
u x X x x X x
u x x X x
− −
= 
− =
≠
The mechanism of the control laws (4.2.1) and (4.2.2) can be illustrated in graphical form 
as given in Figure 4.1. 
 
            Figure 4.1 Switching trajectories of the double integrator system 
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 Clearly, any initial state lying above the curve, in terms of 1x -axis, like P1 in Figure 4.1, 
is to be driven by the positive acceleration force to bring the state to deceleration 
trajectory when hits the switching curve. On the other hand, any initial state lying below 
the curve, point P2 in Figure 4.1, is to be accelerated by negative force to the deceleration 
trajectory. 
In following, we will apply TOC law to the HDD servomechanism.  
 
4.3.   Ideal Time-Optimal Control of Third Order System Having Two 
Real Roots and an Integrator      
             Rewriting HDD model that was derived in Chapter 3, equation (3.16) 
                        2( ) ( )p
k
s s bs c
=
+ +
G s                                                               (4.22) 
According to La-orpacharapan and Pao [32], the third order rigid body system (4.22) 
does not have any analytical solution. Ananthanarayanan [33] has solved it partially, by 
ignoring some terms. Pao and Franklin [17] worked out a solution of a triple integrator 
system. Kalyon [8] proposed a solution of two integrators and first order lag system. 
In this chapter, we proposed a general analytical solution of the problem using 
similarity transformation.  
Objective: Given the system (4.22), determine the control [subject to 
constrain max( )u t u≤ ] that forces any given initial state to the origin in minimum 
time. 
(0)x
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 4.3.1. Calculus of Variation  
           We recall the state equations describing the system, equations (3.21), 
1 2
2 3
3 3 2
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
x t x t
x t x t
x t bx t cx t ku
=
=
= − − −
?
?
? t
t
                                                     (4.23) 
Taking into consideration TOC performance index, equation (4.2), and the set of 
equations 4.23 as the constraints on the system performance, the Hamiltonian (H) for the 
minimum time control of the system, will be: 
1 2 2 3 3 3 21 ( ) ( ) ( ) ( ) ( )[ ( ) ( ) ( )]H p t x t p t x t p t bx t cx t ku t= + + + − − −                       (4.24) 
Arranging (4.24), we get 
2 1 3 3 2 3 31 ( )[ ( ) ( )] ( )[ ( ) ( )] ( ) ( )H x t p t cp t x t p t bp t ku t p= + − + − −                    (4.25)  
where  is time-varying costate vector. Note from (4.25) that the control 
is involved in the last term only. Hence, to minimize the Hamiltonian, the last term must 
be, always, minimum. We, thus, have the following optimal control law; 
1 2 3(     )
TP p p p=
max, 3
max 3
max, 3
      for     ( ) 0
( ) : sgn{ ( )} 
      for     ( ) 0
u p t
u t u p t
u p t
+ > 
= = 
− <  
                                 (4.26) 
We note from (4.26) that u t  depends on the polarity of( ) 3( )p t . Therefore, the form 
of 3 ( )p t , which is obtained below, is necessary for the optimal control. 
4.3.2 Number of Switches  
 Equation (4.26) shows that the sign of the control u should be the same as the sign 
of the costate variable 3( )p t . Thus, the number of sign changes of 3( )p t
)
 implies the 
number of switches of the control u. We, now, obtain the form of 3(p t  as follows:  
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  The calculus of variation yields the following necessary conditions for a time-
optimal solution: 
 1
1
( ) 0 Hp t
x
∂
= − =
∂
?                    (4.27-a) 
2 1
2
( ) [ ( ) ( )]H 3p t p tx
∂
= − = − −
∂
? cp t                  (4.27-b) 
3 2
3
( ) [ ( ) ( )]H 3p t p t bx
∂
= − = − −
∂
? p t
01
                    (4.27-c) 
Solving (4.27-a), yields  
1( )p t constant p= =             (4.28) 
We take the time derivative of (4.27-c) and substitute (4.27-b) into the resulting equation 
yields  
3 3 3 0( ) ( ) ( )   p t bp t cp t p− + =?? ? 1                                                                       (4.29) 
Solving the last linear differential equation of (4.29), with constant coefficient, we obtain 
011 2
3 02 03( )
ps t s tp t p e p e
c
= + +                                                                   (4.30) 
where,  
2
1
4
2
b b cs + −=                                                                                  (4.31) 
and 
2
2
4
2
b b cs − −=                                                                          (4.32) 
Here  are the initial values of , respectively. 01 02 03,  , and P P P 1 2 3( ),  ( ),  and ( )P t P t P t
Note that b  for the assumption of the real roots. 2 4> c
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 Apparently, by examining the extremum of , we get the maximum number 
of sign changes that the function 
3( )P t
3( )p t  might have. Thus, 
2 031 2 1
3 1 02 2 03
1 02
( ) 0      s ps t s t s t s t2p t s p e s p e e e
s p
= + = ⇒ = −?                             (4.33) 
Then, the unique solution of (4.33) will be 
 1 02
2 1 2 03
1 ln{ }s p
s s s p
= − −
−
t                              (4.34) 
Since, (4.33) has a unique solution, 3( )p t?  has only one extremum (maximum or 
minimum). This implies that  has at most two zeros, which also implies that  
has at most three sign changes for all possible values of . Hence, from 
(4.26), we can immediately conclude that there are the following possible control 
sequences for the TOC: 
)(3 tp )(3 tp
01 02 03,  , and P P P
{+1}, {-1}, {+1,-1}, {-1+1}, {+1,-1,+1}, {-1,+1,-1} 
In details, the possible control sequences can be presented as follows: 
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{
{
* *
max 0
* *
max 0
max 0 1*
*
max 1
max*
max
1:            ( )                 [ , ]
2:            ( )                 [ , ]
[ , )
3:            ( )                
[ , ]
4 :            ( )
u t u t t t
u t u t t t
u t t t
u t
u t t t
u
u t
u
= + ∀ ∈
= − ∀ ∈
− ∀ ∈
= 
+ ∀ ∈
+
=
−
0 1
*
1
0 2max
*
2 1max
*
max 1
0max
*
max
max
[ , )
               
[ , ]
[ , )
[ , )5:            ( )                        
[ , ]
[ ,
6 :            ( )                 
t t t
t t t
t t tu
t t tuu t
u t t t
t t tu
uu t
u
∀ ∈
∀ ∈
∀ ∈
− ∀ ∈+= 
− ∀ ∈
∀ ∈+
−= 
+
2
2 1
*
1
                                              (4.35)
)
[ , )
[ , ]
t t t
t t t

∀ ∈ ∀ ∈ 
where  are the starting time, the time at which the state meets the 
switching curve, the time at which the state meets the switching surface, which is defined 
below, and the final time.  
*
0 1 2,  ,   and t t t t
Definition 4.4: The Switching Surface is a set of points [ ], surface shaped, at which 
the control switches from a maximum (or minimum) value to the other extremum, 
according to the third-order dynamics of the system [38]. We note that V
1V
1 divides the 
states space into two regions, the switching curve [V2], which is belongs to V1, divides 
the switching surface into two parts. 
             From equation (4.35), basically, we can have three different cases depending on 
the location of the initial state: 
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 • First, if the initial state lies exactly at the switching curve, then the control should 
follow either the case 1 or 2, depending on its location.  
• Second, if the initial state lies exactly on the switching surface, then the control 
should follow either the case 3 or 4, depending on its location with respect to the 
switching curve, noting that, in this case, the segment [ ,  belongs to the switching 
surface and the segment [ ,  belongs to both the switching surface and the switching 
curve, as shown in Figure 4.3. 
0 1 ]t t
*
1  ]t t
• Third, if the initial state lies neither on the switching surface nor on the switching 
curve, then the control should follow either the case 5 or 6, depending on its location, that 
is weather it is above or below the switching surface. Note that in the last case, the 
trajectory passes through three segments, until it reaches the target. 
In the following section, we will introduce an approach for determining 
mathematical expressions of the switching curve V2 and switching surface V1, and the 
corresponding control sequence, which drives any initial state to the origin in minimum 
time. 
4.3.3. Equivalence Transformation of the System 
It can be observed that obtaining the TOC solution of the system (4.22) with the 
bounded control (4.26) is not easy due to the coupling of the equations. To overcome this 
problem, we introduce equivalence transformation for the system, which will make the 
problem solvable by decoupling the equations in (4.22). Hence, we will transfer the state 
 into the state with the following transformation: x z
    -1 z = P x                                                                 (4.36)         
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 where the transformation matrix is given by, 
2 2
1 22 2
2 1
1 1( ) ( )
0
1 1
c b b c b b
c c
c c
λ λ
λ λ
 
− + + − + +    =      
P
1
0
                                 (4.37) 
Similarly, each state in z-domain can be transformed back to x-domain by the 
transformation 
    =  x P z  
x
          (4.38)  
 Note that the columns of  P  are the eigenvectors of the matrix  in (3.22). The details 
of the similarity transformation are the following: 
A
Recall, from (3.21)-(3.23), that the state space representation of the system is 
given by 
( ) A B
( ) C
t u
y t
= + 
= 
x x
x
?
                                              (4.39) 
where 
0 1 0 0
A 0 0 1 ,    B 0 ,   and C [1 0 0]
0 c b k
         = = =      
− − −   
    
Let    
  = ⇒ =x P z x P z? ?   
Substituting x into (4.39), we get  and ?
A B
( ) C
u
y t
= + 
= 
Pz Pz
Pz
?
    ⇒
1 1 1A B
( ) C
u
y t
− − − = + 
= 
P Pz P Pz P
Pz
?
     (4.40) 
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 or 
z zA B u= +z z?                                                                (4.41) 
where 
                           (4.42) 
1
z 2
0 0
A A 0
0 0
λ
λ−
   = =    
1P P 0
0
and 
1
1 2B P Bz
k
m
k
m
k
c
λ
λ
−
 
−   
= =    
−  
                                                (4.43) 
Note that, the eigenvalues of the matrix are: A
2
1 0.5( 4 )b b cλ = − + − ,  22 0.5( 4 )b b cλ = − − −  and  3 0λ =
For the convenience, we introduce the following abbreviation, 2 4m b= − c in (4.43), 
and throughout the rest of this thesis. 
Note here that the matrix  in the transformed system (4.40) is a diagonal 
matrix. Hence, the decoupled system can be written in the z-domain as follow:  
zA
1
1 1 1
2
2 2 2
3
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
kz t z t u t
m
kz t z t u t
m
kz t u t
c
λλ
λλ
= −
= +
= −
?
?
?
                          (4.44) 
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 Having decoupled the system, we will try to get the analytical equations 
describing the switching curve and the switching surface. 
4.3.4. Switching Criteria 
Bonger and Kazda [37] and Athan and Falb [38] established a switching criterion 
for third and higher order TOC systems with real roots from the simultaneous solution of 
a number of equations representing trajectory projections, where the first trajectory 
passes through a point defined by the initial conditions, and the final trajectory passes 
through the origin. Kalyon [8] and Wu [16] have used a simpler approach to determine 
the switching criteria by using the backward integration technique and applied it on third 
order system with two real roots and integrator, and we are going to follow this technique 
for our model. 
Let τ  represent negative time, as opposed to t, which represents positive time, then  
( ) ( )d d
d dτ
= −
t
  
Thus, for backward integration (4.44) becomes, 
1 1
1 1
2
2 2
3
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
z kz u
d m
z z
d m
z k u
d c
τ λλ τ τ
τ
τ λ τ τ
τ
τ
τ
τ
= − +
= − −
=
2k uλ                         (4.45) 
We assume u( , ∆ ≡  for 0 , where t is the time at which the state hits 
the switching curve backward in time, and integrate (4.45) to obtain 
∗∆=)τ * maxu± 1tτ≤ ≤ 1
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 11 11
22 21
3 3
( )
( )
( )
kz c e
m
kz c e
m
kz c
c
λ τ
τ
λ τ
τ
τ τ
∗
−
∗
−
∗
∆
= +
∆
= −
∆
= + 1
                                    (4.46) 
where c c  are the integration constants.  11 21 31,  and c
Since we are moving backward in time, the final state becomes the initial state, and 
 are all equal to zero, this leads that the constants of integration 
in equations (4.46) are: 
1 2 3(0),  (0)  and  (0)z z z
11
21
31 0
kc
m
kc
m
c
∗
∗
∆
= −
∆
=
=
                                                    (4.47) 
Then, equations (4.46) will be  
*
11( ) (1 )
kz e
m
λ τ
τ
−∆
= −                   (4.48-a) 
*
22( ) ( 1
kz
m
λ τ
τ
−∆
= − + )e                   (4.48-b) 
*
3( )
kz
c
τ
∆
= τ                     (4.48-c) 
From (4.48-c), we obtain for the backward time  as τ
    3*
c z
k
τ =
∆
                                            (4.49) 
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 We note from (4.49) that for positive ,  and  must have the same polarity. Hence, 
we get,  
τ *∆ 3z
 ∆ =                                                    (4.50)             * max 3sgn( )u z
2zWe substitute (4.49) into (4.48) to solve  in terms of . We, thus, obtain 1 and z 3z
* 1 3*
1
* 2 3*
2
z
z (1
z
z ( 1
c
k ke
m
c
k ke
m
λ
λ
−
−
∆ ∆= −
∆ ∆= − +
)
)
                                (4.51) 
Substituting (4.50) into (4.51), the switching curve , Figure 4.2, is given explicitly by; 2V
1 3
max 3 max 3
2 1 3
2 3
max 3 max 3
2 3
. sgn( ) . sgn( )V { z: ( ) (1 ),  
. sgn( ) . sgn( )              ( ) ( 1 )}
c z
k u z k u zz e
m
c z
k u z k u zz e
m
λ
λ
−
−
= Ζ = −
Ζ = − +
                         (4.52) 
Note that we have used the symbol Z to differentiate the functions describing V2,  
Evaluating (4.48) at , we have, 1tτ =
 
*
1 11 1
*
2 12 1
*
3 1 1
( ) (1 )
( ) ( 1 )
( )
tkz t e
m
tk e
m
kz t t
c
λ
λ
−
−
∆
= −
∆
= − +
∆
=
z t                                                                  (4.53) 
Here  represent, respectively, the backward time and state, at which the 
trajectory leaves the set  .  
1  and  ( )t z 1t
2V
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          Next, we assume  for , and integrate (4.45) to obtain, *( )u t = −∆ 1 t τ≤ ≤ 2t
*
11 12
*
22 22
*
3 3
( )
( )
( )
kz c e
m
kz c e
m
kz c
c
λ τ
τ
λ τ
τ
τ τ
−
−
∆
= −
∆
= +
∆
= − + 2
                             (4.54) 
where t  is the time at which the state leaves the switching curve backward in time, and  
 are the integration constants. Applying the initial conditions of (4.53) 
and solving the integration constants, we get,   
2
22,  a12 32nd c c c
*
1 112
*
2 122
*
32 1
(2 1)
( 2 1)
2
tkc e
m
tkc e
m
kc t
c
λ
λ
∆
= −
∆
= − +
∆
=
                               (4.55) 
Substituting the integration constants into (4.54), yields,  
*
1 1 11
*
2 1 22
*
3 1
( )
( ) [2 1]
( )
( ) [ 2 1]
( ) (2 )
tkz e e
m
tkz e e
m
kz t
c
λ τ λ τ
τ
λ τ λ τ
τ
τ τ
−
−
− −∆
= −
− −∆
= − + +
∆
= −
−
2t
                      (4.56) 
Note that  represent the time and corresponding state, at which the 
trajectory leaves the switching surface  during backward integration. Substituting 
into (4.56), we have, 
2  and  ( )tτ = =z z
1V
2  tτ =
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 *
1 2 1 1 21 2
*
2 2 1 2 22 2
*
3 2 1 2
( )
( ) [2 1]
( )
( ) [ 2 1]
( ) (2 )
t t tkz t e e
m
t t tkz t e e
m
kz t t t
c
λ λ
λ λ
−
−
− −∆
= −
− −∆
= − + +
∆
= −
−
                                      (4.57) 
Let, 
1 1 2 2 1,   - ,t t t t t∆ = ∆ =                                       (4.58) 
where,  and  represent the time intervals, over which the trajectory moves on the 
switching curve  and the switching surface , respectively. Writing (4.57) in terms of 
 and , we obtain, 
1t∆
 t∆
2t∆
2V 1V
1t∆ 2
*
1 2 1 1 21 2
( )
( ) [2 1] 
t t tkz t e e
m
λ λ−− ∆ ∆ +∆∆
= − −                (4.59-a) 
*
2 2 2 1 22 2
( )
( ) [ 2 1]
t t tkz t e e
m
λ λ−− ∆ ∆ +∆∆
= − + +                (4.59-b) 
 
*
3 2 1 2( ) ( )
k t t
c
∆
= ∆ −∆z t                    (4.59-c) 
We, now, try to solve the set of equations (4.59) in terms of time intervals   and , 
in order to get the equations describing the surface . From (4.59-c), we have 
1t∆ 2t∆
1V
1 2 3 *
ct t z
k
∆ = ∆ +
∆
                                      (4.60) 
Substituting (4.60) into (4.59-b), we have 
* 2 2 3 *2 22
(2 )
[ 2 1]
ct ztk kz e e
m
λλ − ∆ +− ∆∆ ∆= − + +                           (4.61) 
To simplify (4.61), we define the following parameters: 
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 2 3 *( )
cz
ke
λ
β
−
∆=                                        (4.62) 
and 
2 2( )te
λγ − ∆=                                         (4.63) 
Substituting (4.62) and (4.63) into (4.61), to obtain 
*
2
2 [ 2 1]
kz
m
γ βγ∆= − + +                             (4.64) 
We rewrite (4.64) as a second order equation in terms ofγ ; 
2
2 *2 (1 )
mz
k
βγ γ− + − =
∆
0                         (4.65) 
Solving (4.65) with respect to the variableγ , we get two solutions  
2 *
1
2 4 4 (1
2
mz
k
β
γ β
+ − −
∆
=
)
                        (4.66) 
2 *
2
2 4 4 (1
2
mz
k
β
γ β
− − −
∆
=
)
                        (4.67) 
 We note from (4.66) and (4.67) that, to conserve the realness of the roots, we must 
assume that 
2 3 *
2 *
( )
1 (1 ) 1 (1 )
czm kz e z
k k
λ
β
−
∆
− − = − − >
∆ ∆
2 * 0
m       (4.68) 
Note, also, from (4.62) and (4.63), that the values of γ  and β  are always positive, which 
implies that 1γ  is the only solution to the equation (4.65). 
Substituting back the values of β  and γ   into equation (4.67), we have 
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 2 3 *
2 *
2 2
2 3 *
( )
2 4 4 (1
( )
( )
2
cz mke z
t ke cz
ke
λ
λ
λ
−
−
−
∆+ − −
∆ ∆
=
∆
)
                                             (4.69) 
Simplifying (4.69) 
2 3 2 3* *2 2 2 *
( ) ( )( )
{1 [1 (1 )]}
c cz zt mk ke e e z
k
λ λλ −− ∆ ∆ ∆= + − −
∆
                  (4.70) 
Taking the logarithm of both sides and simplifying, we get an expression of in terms 
of , 
2t∆
2 3  and z z
2 3 *
2 3 2* *2
( )1( ) ln{1 1 (1
czc mkt z e z
k k
λ
λ
−
∆∆ = − − + − −
∆ ∆
)}                     (4.71) 
Substituting (4.71) into (4.61), we obtain, 
2 3 *
1 *
2
( )1 ln{1 1 (1 )}
cz mkt e z
k
λ
λ
−
∆∆ = − + − −
∆2
                                                   (4.72) 
Finally, substituting (4.71) and (4.72) into (4.59-a) and simplifying, we get an equation 
describing the switching surface ( V ), 1
1 3( )* * 2
1 2 3 2 3( , ) { [( ( , ) 1) 1] 1
cz
kkz z e g z z
m
λ
∆∆= − − − +? }                                     (4.73) 
where,  
1
2
( )2 3 *2
2 3 *( , ) {1 [1 ( 1) ]}
cz
kmzg z z e
k
λλ
λ
−
∆= + + −
∆
       (4.74) 
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 Here,  determines the control sequence to reach the state  by moving 
backwards in time from the origin. For instance,  means the state  can 
be reached from the origin with the control sequence {+u , -u }. Similarity 
 implies that the control sequence to reach the state  is {-u , 
+u }. Therefore, once   is determined, then, the control sequence to reach a given 
state is also determined. Specifically, if , then the control sequence to reach a 
given state from the origin is {+u , -u , +u }, and if  then the 
control sequence to reach a given state from the origin is {-u , +u , -u }. 
*∆
maxu−
1V  ∈z
max
1V∈z
* u∆ = −
max
*
maxu∆ = +
max
max
1V  ∈z
max
max
max
x
*∆ =
max
max
*∆
* u∆ = +
x maxma
ma
Now we shall introduce a scheme to determine  in equations (4.73) and (4.74). *∆
Scheme 4.1  
Consider equations (4.71) and (4.72). Using the fact that  in (4.72) and  in 
(4.71) must be real and non-negative, we obtain, after a lengthy algebra, the following 
explicit relation for as a function of the state 
1t∆ 2t∆
*∆
*
max 2 2 3sgn{ ( )}u z z∆ = − Ζ                         (4.75) 
Hence, we get three different equations (4.73), (4.74), and (4.75), to describe the 
switching surface V1. Figure 4.3 shows an illustrative plot of the switching surface and 
switching curve within the switching surface. 
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Figure 4.2 Switching Curve 
 
Figure 4.3 Switching Surface  
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 4.3.5.   The Control Strategy 
The surface  has the following properties [38]:                                                                                          1V
• The set V  can be reduced to the set  by setting = 0 in (4.59) and the set 
can be reduced to the origin by setting  in (4.59). Thus, 
.      
1
2 ⊂
2V 2t∆
1  and t1V 2
1
2t
2t
0 0t∆ = ∆ =
 0 V V⊂
• From (4.73), it is clear that for every pair  is uniquely                         
determined. 
2 3 1 2 3(z , z  ),  (z , z )?
• The set  is union of two subsets, namely  which are constructed by 
similar procedures; that is,  is obtained by varying  from zero to 
infinity with the control sequence u ={+u ,-u } and   is obtained by 
varying  from zero to infinity with the control sequence u ={-
,+u }. 
1V
ma
2
1
1
1 V and V
max max
1
1V 1 and t∆ ∆
2
1V
1 and t∆ ∆
xmaxu
• The surface V  partitions 1
3R into three disjoint sets:  and two sets that either 
lay “above”   or “below”  along the  axis.   
1V
1V 1V 1z
The remainder of the TOC policy is constructed based on the last property of [38]. To 
explain this, we define three control laws corresponding to three different cases.  
1V
Control Law 4.3.1 
Consider an arbitrary state 3Rz and let be determined by (4.73)-
(4.75).  
∈ 1 2 3( ,z z? )
>If  ( , , it means that  lies above the surface V , then .  1 1 2 3) 0z z z−? z 1 max u u=
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 If  ( , , it means that  lies below the surface , then . 1 1 2 3) 0z z z−? <
0
>
<
0
0
z 1V max u u= −
In short, if the state z is arbitrary and does not belong to , the control will be  1V
max 1 1 2 3sgn{ ( , )}u u z z z= −Z  
Control Law 4.3.2 
Similar to the previous Control Law, consider the case where , which 
means that , and let Z ( be determined by (4.52).  
1 V∈z
1 1 2 3 ( , )z z z− =Z 2 3)z
If  Z ( , it means that  lies on one side of the curve V , then .  2 2 3) 0z z− z 2 max u u= −
If  Z ( , it means that  lies on another side the curve , then . 2 2 3) 0z z− z 2V max u u=
In short, if z belongs to V but does not belong to the curve V , then the control law can 
be written as  
 1 2
max 2 2 3sgn{ Z ( )}u u z z= − −  
Control Law 4.3.3 
 Similarly, consider the case where , then the control law will be 
determined using (4.50), which gives;  
2V∈z
If  , it means that  lies on one side of the origin, then . 3z > z max u u=
If  , it means that  lies another side of origin, then . 3z < z max u u= −
Thus, the expression of the control law when the state is on the switching curve is given 
by: 
max 3sgn{ }u u z=  
The combination of these three control laws results in the following time-optimal 
bang-bang controller: 
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 max 1 1 2 3 1 1 2 3
*
max 2 2 3 1 1 2 3 2 2 3
max 3 1 1 2 3 2 2 3
sgn{ ( , )}       if ( , ) 0
( ) sgn{ ( )}        if ( , ) 0,  ( ) 0 
sgn{ }                         if ( , ) 0,  ( ) 0
u z z z z z z
U z u z Z z z z z z Z z
u z z z z z Z z
− −
= − − − = − ≠
− = −
? ?
?
?
≠
=
       
 (4.76)             
It is clear that the ideal TOC law U  is defined everywhere except at the origin. *( )z
We, now, outline the operation of the control law (4.76) as follows: 
¾ Consider any initial state x(0). 
¾ Use the transformation (4.36), compute z(0) as 
1(0) (0)−=z P x  
¾ Use the controller (4.76) in the equation of motion (4.44) to obtain  
for . 
( )tz
* 0 t t≤ ≤
¾ Finally, use the inverse transformation (4.37) to obtain  for . ( )tx * 0 t t≤ ≤
As an illustration, Figure 4.4 shows the response of the system, in x-domain, with 
the TOC (4.79), for an initial state x(0) = [5000 0 0]T. 
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Figure 4.4 The response of the TOC  
 
Figure 4.5 The TOC chattering (zoomed version of Figure 4.4) 
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 Apparently, the control law given by (4.76) for the third order system (3.16) is not 
practical, as can be seen in Figures 4.4 and 4.5, Due to the fact that the TOC applies only 
the maximum or minimum control effort to the plant to be controlled even for a small 
error. Moreover, this algorithm is not suited for hard disk drive applications for the 
following reasons [5]: 
1. Even the smallest system process or measurement noise will cause control 
“chatter”, Figure 4.5. 
2. Any error in the plant model will cause limit cycling to occur. 
As such, the TOC given above has to be modified to suit the model that we have. In the 
following chapter, we will apply a modified version of TOC called the CPTO control, 
which was initiated by Rauch and Howe [39] and extended by Kalyon [8], [9], [10].  
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CHAPTER 5 
CONTINUOUS PROXIMATE TIME-OPTIMAL 
(CPTO) CONTROL  
5.1. CPTO Control of Third Order System Having Two Real Roots and 
an Integrator      
The infinite gain of the signum function in the TOC causes control chatter [5], as 
seen in Figure 4.4. To overcome such a drawback, Kalyon [8], [9], [10], proposed a 
modification of the TOC, the so-called CPTO controller. The CPTO controller essentially 
uses the maximum effort if the state is large and uses the linear control law if the state is 
small. Moreover, the CPTO controller, smoothly, switches between the maximum and 
minimum control effort, rather then the sharp chop as in the TOC. In the CPTO control, 
the ideal switching surface for the third-order system becomes “slab” of finite thickness 
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 in the neighborhood of the ideal switching surface, and the ideal switching curve 
becomes a tube in the neighborhood of the ideal switching curve [8]. The tube, lying 
within the slab, encloses the origin. 
We will apply the CPTO technique on a third order model having two real roots 
and an integrator, which we have derived in Chapter 3 as a model of the HDD. We, thus, 
propose the following control law: 
1 1 1 2 3 2 1 2 2 3 3 1 3
1
1( ) sat{ {[ ( , )] sat{ [ ( )] sat( )}}}U z k z z z k k z z k k z
k
= − − − Ζ −Z             (5.1) 
where from (4.52), (4.74), (4.75), and (4.78) 
 
1 3( )* * 2
1 2 3 2 3( , ) { [( ( , ) 1) 1] 1
cz
kkz z e g z z
m
λ
∆∆= − − − + }?                               (5.2) 
1
2
( )2 3 *2
2 3 *( , ) {1 [1 ( 1) ]}
cz
kmzg z z e
k
λλ
λ
−
∆= + + −
∆
                                                       (5.3) 
*
max 2 2 3sgn{ Z ( )}u z z∆ = −                                                 (5.4)   
2 3
max 3 max 3
2 3
. sgn( ) . sgn( )( ) ( 1
c z
k u z k u zz e
m
λ−
Ζ = − + )
3
                                                  (5.5)  
Here  are the controller gain constants, which will be computed later in 
this chapter, and where, the sat function in (5.1) is defined as followed,  
1 2,   and k k k
max max
max
sgn( )   for   
sat( )
                  for   <
u x x u
x
x x
 ≥
=  u
          (5.6) 
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  We remark that the CPTO control law (5.1)-(5.6) is an approximation of the ideal 
discontinuous time-optimal control law (4.79) when  is sufficiently large, which is 
proven below. 
1k
Claim 5.1 
      For all .  * 1 0,   ( )  ( )   as   z U z U z k≠ → →∞
0
Proof: Since , defined in Equation (4.79), apparently depends on three different 
cases, we will consider each of these cases to prove that indeed U z approaches 
as . 
* ( )U z
→∞
( )
* ( )U z 1 k
I) Set ,  and . Substituting into (5.1)-
(5.6), we get 
1 1 2 2 ( , ) 0z z z− =Z 1 2 2( )z z− Ζ = 3 0z ≠
1 3 3( ) sat{sat{sat( )}}U z k k z=  
Clearly, as , , which verifies the third part 
of , (4.79). 
1 k →∞ max 3( ) sgn( )U z u z=
* ( )U z
II) Set and . Substituting into (5.1)-(5.6), we 
get 
1 1 2 2 ( , ) 0z z z− =Z 1 2 2( ) 0z z− Ζ ≠
2 1 2 2 3 3 1 3( ) sat{ sat{ [ ( )] sat( )}}U z k k z z k k z= − − Ζ −  
As 1 2 1 2 2 3 3   [ ( )] sat(k k k z z k→∞ ⇒ − Ζ ? 1 3)k z , 
which gives that  
max 2 2 3( ) sgn{[ ( )]}U z u z z= − − Ζ                                                
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 Similar to the previous case, equation (5.6) verifies the second part 
of . * ( )U z
III) Set , then we have  1 1 2 2 ( , ) 0z z z−Z ≠
1 1 1 2 3 2 1 2 2 3
3 1 3
( ) sat{{ [ ( , )] sat{ [ ( )]
sat( )}}}.
U z k z z z k k z z
k k z
= − − − Ζ
−
Z
 
1
1 1 1 2 3 2 1 2 2 3 3 1 3
As   
[ ( , )] sat{ [ ( )] sat(
k
k z z z k k z z k k z
→∞ ⇒
− − Ζ −?Z )}.
 
Thus, we obtain 
1 1 1 2 3 max 1 1 2 3( ) sat{ [ ( , )]} sgn{ ( , )}U z k z z z u z z z→ − → −Z Z , 
which verifies the first part of (4.79). 
We, thus, conclude from Claim 5.1 that the ideal TOC is a special case of the CPTO 
control. We, further, state the following claim in order to prove that the linear control is a 
special case of the CPTO control, as well.   
Claim 5.2 
 If z  is small, then . 1 1 2 2 3 3ˆ ˆ ˆ ( ) ( )U z k z k z k z= + +
Proof: 
Here, we are going to find an approximation of if 1 2 3 2 3( , ) and  ( )z z zΖ? z
1,= =
 is small, 
that is, if are small. We, thus, assume that  and 
 if n >1. 
1 2 3 ,   and   z z z
0≅
, 2,3z ii iε
n n
i iz ε=
Substituting these values into (5.3), we get 
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1
2
( )2 3 *2
2 3 *( , ) {1 [1 ( 1) ]}
c
kmg e
k
λλ ε
λεε ε
−
∆= + + −
∆
                                           (5.7) 
Based on the small state assumption, we obtain the Taylor series expansion of the 
exponential term in equation (5.7),  
 
( )2 3 *
2 3 2 3* *1 ( ) HOT 1 (
c
k c c
k k
λ ε
λ ε λ ε
−
∆ = − + ≅ −
∆ ∆
)e          (5.8) 
Similar to the approximation of (5.8), we have  
1 3( )* 1 3
*1
c
k ce
k
λ ε
λ ε∆ ≅ +
∆
                     (5.9) 
where the higher order terms (HOT) is negligible.   
 Substituting (5.8) into (5.7) and organizing the resulting equation by neglecting the 
HOT, we obtain, 
2 32
2 3 * *( , ) {1 ( )}
rcmg
k k
λ εε
ε ε ≅ + +
∆ ∆
                                                                             (5.10) 
where 
 1
2
λ
λ=r                                   
In order to approximate equation (5.10), we apply the following binomial expansion 
formula, 
2 3 4( 1) ( 1)( 2) ( 1)( 2)( 3)(1 ) 1 . ...
2! 3! 4!
n nn n n n n n n n nw n w w w w− − − − − −+ = + + + + + +w  
By neglecting the HOT, we, thus, have 
2 3 2 32
2 3 * * * *
( 1)( , ) {1 ( ) ( )
2
cm mr rg r
k k k k
λ ε λ εε ε
ε ε
−
≅ + + + +
∆ ∆ ∆ ∆
2 }c                                     (5.11) 
 53
 or  
2 2 2 32
2 3 *( ( , ) 1) ( )
cmg r
k k
λ εε
ε ε − ≅ +
∆ ∆*
)
                                                                            (5.12) 
 We substitute (5.12) into (5.2) to obtain the proximate value of . 1 2 3( ,z zZ
1 3( )* * 2 2 32
1 2 3 * *( , ) { [ ( ) 1] 1}
c
k cmk e r
m k k
λ ε
λ εε
ε ε ∆
∆
≅ − + − +
∆ ∆
?                                            (5.13) 
If we substitute, (5.9) into (5.13), we have,   
*
21 3 2 32
1 2 3 * * *( , ) { [1+( )][ ( ) 1] 1}
c cmk r
m k k k
λ ε λ εε
ε ε
∆
≅ − + − +
∆ ∆ ∆
?      (5.14) 
Organizing (5.14) by neglecting the HOT, we get,  
2 2 21 2 1
1 2 3 2 3 2 3( , ) ( ) (1 )
c c cr r r
m m m
λ λ λ
ε ε ε ε ε ε≅ − + + = − + −? r  
We, correspondingly, have,  
2 1
1 2 3 2 3( , ) (1 )
cz z r z r z
m
λ
≅ − + −?          (5.15) 
for  are small. Clearly, from (5.15), we note that  is in linear form 
in terms of  when the state is near the origin, that is, when the state is small. 
2  and z 3z )
3z
)
1 2 3( ,z z?
2  and z
Similarly, we, now, obtain the approximation of  in (5.5).  2 3(zΖ
2 3
max 3 max 3
2 3
. sgn( ) . sgn( )( ) ( 1
c z
k u z k u zz e
m
λ−
Ζ = − + )       
Referring to (5.8), we can write the exponential term in (5.5) as,  
2 3
max 3
2
max 3
. sgn( ) 1
. sgn( )
c z
ck u ze
k u z
λ
λ
−
≅ − 3z                                                          (5.16) 
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 Substituting (5.16) into (5.5) and organizing, we get  
                    22 3( )
cz
m
λΖ ≅ − 3z
)
                                                   (5.17) 
Thus, similar to ,  can, also, be linearized near the origin when the 
state is small. 
1 2 3 ( , )z z? 2 3(zΖ
Now, let us prove that the CPTO control converges to a linear control when it is close to 
the origin. The linear controller gain constants, which will be designed, in the following 
section, can be expressed in terms of the state, 
1 1 2 2 3 3
ˆ ˆ ˆˆ ( ) ( )U k z k z k z= + +z                                                    (5.18) 
When the state is near the origin that is z  small, we can substitute the linear 
approximations of the equations describing the switching surface (5.15) and the switching 
curve (5.17) into (5.1), we have, 
2 1 2
1 1 2 3 2 2 3 3 3( ) sat{ [[ (1 ) )] sat{ [ ] sat( )}]}
c cU k z r z r z k z z k z
m m
λ λ
≅ + − − − + −z        (5.19) 
Since near the origin, the state will be in the linear region, the sat functions will be 
unsaturated, that is . The equation (5.19), thus, will have the following form,   ( )sat x x=
2 1 2
1 1 2 3 2 2 3 3 3( ) {[ (1 ) )] { [ ] ( )}}.
c cU k z r z r z k z z k z
m m
λ λ
≅ + − − − + −z                       (5.20)   
Arranging (5.20), we get 
2 2 1
1 1 2 2 3 2 3( ) { ( ) [ (1 )] }
c cU k z r k z k k r z
m m
λ λ
≅ + − + − − −z                                       (5.21) 
 To find the gain constants  used in (5.1), we compare (5.21) with the 
equation . We, thus, obtain  
1 2 ,  ,  and k k k
2 2 3 3
ˆ )k z k z+
3
1 1
ˆ ˆˆ ( ) (U k z= +z
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 1 1
2
2 2
2 1
3 3 2
ˆ
ˆ ( )
ˆ (1 )
k k
k r k
c ck k k r
m m
λ λ
=
= −
= − − −
                                              (5.22)  
 or 
1 1
2
2 2
22 1
3 3 2
ˆ
ˆ
ˆ ˆ( ) (1
k k
k r k
c ck k r k r
m m
λ λ
=
= −
= + − + − )
3
                     (5.23) 
As a result, we have proved that if the gain constants  of the control law in 
equation (5.1) are chosen as in (5.23), then U z  when  
1 2,  ,  and k k k
ˆ ( )U z( ) → z  is small.  
Figure 5.1 shows the response of the system (4.22) with the CPTO controller (5.1) for an 
initial state   (0) [5000    0    0] .T=x
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Figure 5.1 The response of the CPTO control 
In Figure 5.1, all the state variables converge from to zero, 
in around 2 msec, and remain there. Apparently, we note that the CPTO controller, unlike 
ideal TOC, shown in Figures 4.4 and 4.5, does not have any chattering. Moreover, it 
converges to a linear controller near the origin. 
(0) [5000    0    0]T=x
In the following section we are going to present the design of the linear controller 
 in (5.15) in detail. )(ˆ zU
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 5.2. Linear Controller Design 
The objective of this controller, mainly, is to determine the gain constants such 
that the design specifications are satisfied. The linear controller design is important  since 
the CPTO controller converges to the linear controller when the state is small, as it is 
proven in the previous section (Claim 5.2), where we have obtained the relations (5.23) 
between the CPTO controller’s gain constants ( ) and the linear controller’s 
gain constants ( ). 
1 2 ,  and k k k 3
3
c
1 2
ˆ ˆ ˆ,   and k k k
 As an example for a linear controller design, we again consider the HDD 
servomechanism. For track following and track seeking, which are defined in Chapter 1, 
the following design criterion will be used: 
I. Percent overshoot: 
. . 10%,P O ≤             (5.24) 
II. Settling time:  
1 sT mse≤ ,             (5.25) 
The settling time sT  is defined [12] as the time required for the system to settle with a 
certain percentage  of the input amplitude. Since the HDD needs very high accuracy, 
the error in the response should be , thus,  
δ
0.1se ≤
40.1 *100 2*10 %
50000
δ −= =          (5.26) 
We note here that we are considering the maximum reference input to be  
tracks, which represents the “Full Stroke”, when the armature moves from the first track 
max 50000r =
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 to the last track (number of a track = 50000), noting that the full stroke takes 15-20 msec 
to achieve it [40].  
Hence, based on (5.24), (4.25) and (4.26) we design the gain constants of the 
linear controller. 
5.3.1. Pole Placement 
In the Linear Control practice, one of the commonly used methods in the design is 
called Pole Placement or Pole Assignment method, in which, briefly, we assign the poles 
of the system according to the design criterion, and then we compute the gain constants, 
accordingly. Due to its convenience, we are going to apply it regarding the linear 
controller design. 
Because of the CPTO controller’s structure, the linear controller (5.18) has to be 
state-feedback, thus, it should have the following form,  
1 1 2 2 3( )L L LU x k x k x k x= + + 3L
L
L
                             (5.27) 
where,  
1 2 3, , and L Lk k k are the linear controller’s gain constants.  
 Using the set of equations (3.18), we, thus, rewrite (5.27) in a transfer function form,  
2
1 2 3( )L L LU s k k s k s= + +       (5.28) 
We recall the HDD model,  
2
1.524( )
[ 10 10]p
G s
s s s
=
+ +
        (5.29) 
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 1
E(s) V(s) Y(s)
-
+R(s)
Dynamics of HDD
Sensor
2
1 2 3L L Lk k s k s+ +
Linear Controller
2
1.524
[ 10 10]s s s+ +
( )pG s( )LU s
 
Figure 5.2 Closed loop block diagram of the system  
Figure 5.2 shows the linear controller (5.28) and the HDD model in a closed-loop 
block diagram. From Figure 5.2, we get the closed loop transfer function,  
2
1 2 3
3 2
3 2
1.524( )( )
(10 1.524 ) (10 1.524 ) 1.524
L L L
L L
k k s k sG s
s k s k s
+ +
=
+ + + + + 1Lk
1L
     (5.30) 
Thus, the characteristic equation is given by  
3 2
3 2( ) (10 1.524 ) (10 1.524 ) 1.524 0L LT s s k s k s k= + + + + + =                              (5.31) 
We note that (5.31) is in third-order. Thus, let us assume that it has the following general 
form, 
2 2( ) ( 2 )( ) 0n nT s s s sζω ω µ= + + + =         (5.32) 
Our objective is to compute the coefficients ,  ,  and nζ ω µ , such that, the response of 
(5.30) follows the design specifications in equations (5.24) and (5.25).    
The response of a third order system can be approximated as the response of a 
second order system by using the dominant roots, of the second order system as long as 
the real part of the dominant roots is, approximately, ten times less than the real part of 
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 the third root [12]. Since the real part of the complex poles of (5.32) is equal to  nζω− , 
the third pole of (5.32) is, then, given by  
10 nµ ζω≅ −           (5.33) 
Thus, we left with the designing of and nω ζ  of the second order closed loop transfer 
function, which is easier to handle than the third order system, since there are ready 
expressions describing the performance measures. Therefore, we compute  ζ  from the 
following equation [12]:  
21. . 100.P O e
ζπ
ζ
−
−
=          (5.34) 
From (5.24) and (5.34) we solve for ζ  as, 
0.5911 0.6ζ = ≅          (5.35) 
Moreover, we can compute  from the following relation [12], nω
2100 1
Tn se ζωδ
ζ
−
=
−
          (5.36) 
Similarly, from (5.35), (5.25), and (5.26) and (5.36), and solve for as nω
   121.879n msec
ω =          (5.37) 
The corresponding µ  can be obtained from (5.33) as,  
120µ ≅           (5.38) 
Substituting these values of  ,  ,  and nζ ω µ , into (5.32) and solving the roots, we get 
1
2
3
12.9084 17.6649
12.9084 17.6649
120
s i
s
s
= − + 
i

= − − 
= − 
        (5.39)  
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 Clearly, s  are the dominant poles, since, the real part of both of them is almost 10 
times less than the real part of the third pole. Rewriting (5.32), we have  
1  and 2s
3 2( ) ( 12.58 30.4225 46.225).T s s s s= + + +       (5.40) 
Comparing (5.40) with (5.31) and solving for 1 2 3,   and L Lk k k L
L
3L
 
3z
z
, we get 
1
2
3
37691
2340.4
89.119
L
L
L
k
k
k
= 
= 
= 
         (5.41) 
Substituting the values of the controller’s constants into (5.28), we obtain 
  U s       (5.42) 2( ) 37691 2340.4 89.119L s s= + +
or in a state space form of (5.27), 
( )  LU x = k x           (5.43) 
where, 
1 2[ ]L L Lk k k=k  
Noting from (4.38) that , we thus, obtain the linear controller in z-domain as,    =  x P z
  U z                 (5.44) ( )L L= k P z
Now, substituting the numerical values, we get 
1 2( ) 27687 304.1 37691 LU z z= + +z       (5.45) 
or 
1 1 2 2 3 3
ˆ ˆ ˆ( ) ( )LU k z k z k= + +z         
where,  
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 1
2
3
ˆ 27687
ˆ 0.010984
ˆ 1.3613
k
k
k
= 
= = 
         (5.46) 
Substituting the values in (5.46) into (5.23), we compute the gain constants of the CPTO 
controller, 
1
2
3
27687
0.032188
0.0051497
k
k
k
= 
= 
= 
         (5.47) 
Lastly, by substituting (5.47) into (5.1), we obtain, fully, the gain constants of the CPTO 
controller as,  
1 1 1 2 3 2 1 2 2 3 3 1 3
1
1( ) sat{ {[ ( , )] sat{ [ ( )] sat( )}}}U z k z z z k k z z k k z
k
= − − − Ζ −Z    (5.48) 
The simulation results of this CPTO controller are given in the following chapter. 
To test the linear controller design, Figure 5.4 shows the response of the system 
(5.29) with the linear controller (5.42) for a unit step input of 50000 tracks. From Figure 
5.3, we observe that, indeed, the response meets our design criterion, (5.24) and (5.25), 
that is, the maximum overshoot is less than 10% of the input and the settling time is less 
than 1 msec. 
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Figure 5.3 The response of the linear controller   
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CHAPTER 6 
SIMULATION RESULTS  
In this chapter, we test the performance of the CPTO controller through 
simulations. We have used Simulink software [41]. The Simulink block diagrams, which 
have been used for the simulations is given in Section 6.4. 
 Throughout the simulation, we assume that there is no disturbance acting on the 
system. Runge-Kutta-4 integration with step size h = 0.0001 was used to obtain the 
simulation results. Further reduction in step size had negligible effect on the simulation, 
so it is clear that the numerical solution with h = 0.0001 exhibit no significant errors. 
 
6.1. The Performance of the CPTO Controller 
The following simulations demonstrate the performance of the CPTO controller 
with initial conditions (1000, 0, 0), (10000, 0, 0) and (50000, 0, 0). In Figure 6.1, the 
responses of the error state ( ,1 2 3 ,  )x x x  and the response of the CPTO controller with 
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 the first initial conditions are shown. In Figure 6.2, we zoomed the switching part of the 
CPTO controller response. Figure 6.3, shows the corresponding responses ( ,  
in z-domain . Clearly, all the state variables in x-domain, and 
correspondingly in z – domain, converge to zero and remain there. In Figures 6.1 and 6.3, 
we observe that the trajectory originating at , or, equivalently, 
at , reaches the slab with the control . At this point, the z - 
distance from the slab  has diminished to near zero, as shown in Figure 6.4. At 
the same time the control decreases, from u  to . We note here that, unlike the 
ideal TOC, the switching from u  to  occurs gradually, as can be seen in 
Figure 6.2, where we have zoomed the switching part (a b c d) of the control response. 
After the trajectory reaches the slab, it moves within the slab until it reaches the tube. We 
note here that the concept of the slab and the tube have been discussed in the first 
paragraph of Chapter 5. At this point, the trajectory moves quickly across the tube until 
the - distance, , has diminished nearly to zero as, shown in Figure 6.4. At the 
same time the control increases gradually from −  to nearly be seen in Figure 
6.4, the part (e f g h). After the control approaches  , it remains near  until the 
trajectory enters the final region, within which all saturation functions are unsaturated, 
where the CPTO controller, proximately, functions as linear controller, as can be seen in 
Figure 6.1 and more clearly, in Figure 6.7. Thus, once the trajectory enters the final 
region, it converges to the origin smoothly and remains there. The same actions happen 
for other initial conditions, (10000, 0, 0) and (50000, 0, 0), as can be seen in Figures 6.5 
and 6.6 respectively. 
1 2 3 ,  )z z z
1
maxu
1 2 3 ( ,  ,  )z z z
0  0  1000)
1 z −
2 2 z − Ζ
(0) (1000  0  0)=x
max u u= +
max u−
maxu max u
maxu
 (0) (=z
2z
1?
max
 u−max max
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 We observe from Figures 6.1, 6.5 and 6.6 that the settling times for the initial 
conditions 1000, 10000 and 50000 tracks error state are 0.87, 2.68, and 8.45, 
milliseconds, respectively, where all these settling times were observed when the error is 
less than or equal 0.1 track.  
Figure 6.8 shows a comparison between the responses of three controllers, the 
CPTO controller (in the solid line), the saturated linear controller (PDD) (in the dotted-
dashed line), and the TOC (in the dotted line). In Figure 6.9, for illustration purpose, we 
eliminate the control chattering, shown also in Figure 4.5, of the TOC from Figure 6.8, so 
that a clearer comparison can be conducted. We notice, from Figure 6.9, the linear 
behavior of the CPTO control near the origin, as it is explained in Chapter 5, Claim 2. 
Moreover, we observe that the CPTO control converges to the origin faster than the PDD 
control, while the TOC, due to its structure, can not go to zero at all, so that it has the 
chattering found in Figure 6.8. In Figure 6.10, we have zoomed the part, labeled with (p q 
r s) where the controllers switch from u  to . Clearly, the CPTO control does 
not have the sharp switching of the TOC. Figure 6.11 shows the error state 
max max u−
1x  response 
with the three controllers. Apparently, it can be observed that response of the system 
using the CPTO controller is essentially identical to the TOC response and it much faster 
than response of the system with the PDD controller.   
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 Figure 6.1 The response of the system to the CPTO controller for x  (0) (1000, 0, 0) =
 
Figure 6.2  Zoomed version of the switching parts of the control response  
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Figure 6.3 The response of the system to the CPTO controller in z-domain 
 
Figure 6.4 The history of the switching-surface function and the switching-curve function 
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Figure 6.5 The response of the system to the CPTO controller for  (0) (10000, 0, 0) =x
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Figure 6.6 The response of the system to the CPTO controller for  (0) (50000, 0, 0) =x
 
Figure 6.7 Zoomed version of the linear part of the control input of the CPTO controller 
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Figure 6.8 The responses of three different controllers  
 
Figure 6.9 The responses of three different controllers, without chattering  
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Figure 6.10 Zoomed version of the part (p q r s) of the Figure 6.9 
 
Figure 6.11 The 1x response for three controllers  
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 6.2. Effects of the Variation of the Gain Constants of the CPTO 
Controller  
In the following, we will investigate the effect of changing the values of the gain 
constants of the CPTO controller on the response of the controller. By 
choosing different criterions for the design of the linear controller, we get different values 
for the linear controller’s gain constants
1 2 3 [     k k k=k ]
]1 2 3[     L L L Lk k k=k
3and k
, thus, different gain 
constants of the CPTO controller , as were explained in Chapter 5. 
Changing the value of the settling time
1 2,  k k
sT of equation (5.25) and keeping the same 10% 
overshoot of equation (5.24), we get three different sets of gain constants, as follows, 
A)  k  3    [1396   254.21   25.332] s LT msec= ⇒ = ⇒k -4[898.82   0.282   1*10 ]=
B)   2    [5025.5   614.05   43.903] s LT msec= ⇒ = ⇒k [3455.6   0.127   0.005]=k
C)  k  1    [37691   2340.4   89.12] s LT msec= ⇒ = ⇒k [27687   0.0322   0.0052]=
The following figures show the simulations of the responses of the error state 1x  
and the CPTO controller for three sets of gain constants A, B and C, with the same initial 
condition . From Figures 6.12 and 6.13, we notice that for lower 
values of the gain constants, it takes more time to switch from  to , which 
makes the switching “smoother”, this is due to the higher thickness of the slab for lower 
values of the gain constants. Also, when switching from to , the switching 
is smoother, due to the higher thickness of the tube as values of the gain constants are 
lower, as can be seen in Figure 6.14. On the other hand, from Figure 6.17, which is 
 (0) (1000  0  0)=x
maxu+
 u+
max u−
max u− max
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 zoomed twice of Figure 6.15, the time required for the 1x  to reach 0.1 of track error, the 
settling time criterion,  is higher for higher values of  the gain constants.  
The previous results has a mathematical verification, in Chapter 5, Claim 5.1, 
where we have proven that the CPTO controller converges to the ideal TOC, Figure 4.4 
as the gain constant  goes to infinity.    1k
 
Figure 6.12 Comparison of the CPTO control for different sets of gain constants 
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Figure 6.13 Zoomed version of the part (a b c d) of the response in Figure 6.8 
 
 
Figure 6.14 Zoomed version of the part (e f g h) of the response in Figure 6.8 
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Figure 6.15 Comparison of the response of the system for the cases A, B and C  
 
Figure 6.16 Zoomed version of the part (I j k l) of the response in Figure 6.15 
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Figure 6.17 Further zoomed version of the part (ii jj kk ll) of the Figure 6.16 
 
6.3. Robustness of the CPTO Controller 
6.3.1. Robustness to Parameter Variations   
The motivation behind variation analysis is provided by the fact that actual system 
parameters often differ from the nominal values used in the controller design. This can be 
due to many reasons most likely are modeling errors and environmental effects. In the 
case of the HDD servomechanism considered here, the higher-order dynamics are 
ignored or approximated [20]. Hence, studying modeling errors and parameter variations 
is important. In this section, we present some simulation results, which show that the 
proposed CPTO control system is robust to certain parameter variations. We note that we 
follow the similar analysis as in [8].  
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 Let us examine first the effect on the performance of the proposed CPTO control 
law (5.1) due to changes in the plant gain constant, parameter k, in the model of the HDD 
servomechanism in (3.16). Assume that the actual plant gain constant is , and the 
controller is designed for nominal plant gain constant . Then the resulting system 
performance will be affected. Let us compare how much the performance of the proposed 
CPTO controller degrades as  deviates from . Thus, we have the following two 
cases: 
 ak
 nk k≠ a
n
ak nk
Case I:  Assume that . That is, there is less effective control than the 
nominal control effort. Figure 6.18 shows the error state 
 ak k<
1x -response, with initial 
condition (1000, 0, 0), for a CPTO controller having parameter variation of  . 
We observe that the trajectory converges to the origin only after overshooting two times. 
Evidently, the response time is significantly greater than the response time of the plant 
with no parameter variation as can be seen in Figure 6.18. In Figure 6.19, the control 
varies from continuously, more than the theoretically proven maximum 
number of switches, which is two. Then it experiences high fluctuation, before settling 
with settling time, almost, equal to 1.8 times of the settling time of the CPTO control 
without parameter variation.   
0.8 a nk k=
max max to u u+ −
Case II: Assume that . That is, there is more effective control than the 
nominal control effort. In this case, we notice from Figure 6.20, for , that 
there is no overshoot and the time to reach the neighborhood of the origin is less than the 
ideal case. From Figure 6.21, we observe that the CPTO control has faster response, for 
 ak k> n
k 1.2 a nk =
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 parameter variation , than the response without parameter variation. We 
found similar results even for in Figures 6.22 and 6.23. 
 1.2 ak = nk
nk1.4 ak =
1x
Thus, we see that a larger than nominal plant gain constants actually causes a 
reduction in the response time. However, having a smaller than nominal plant gain 
constants causes one or more overshoots, which increases the response time significantly.  
    
Figure 6.18 The - response of the system having  0.8 a nk k=
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Figure 6.19 The CPTO control history for k k  0.8 a n=
 
Figure 6.20 The 1x - response of the system having  1.2 a nk k=
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Figure 6.21 The CPTO control history for  1.2 a nk k=
 
Figure 6.22 The 1x - response of the system having  1.4 a nk k=
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Figure 6.23 The CPTO control history for  1.4 a nk k=
From the previous simulation results, we conclude that the control law should be 
designed for , where  is the maximum positive uncertainty in the plant 
gain constant. Designing the control law in this manner is considered in [18], where it is 
called worst-case analysis [18].  
 n ak k d∞= − d∞
We conclude that the designed CPTO controller is quite robust for the variations 
in plant gain constant k when the controller is based on the worst-case (minimum 
expected k) analysis.    
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 6.3.2. Robustness due to unmodeled dynamics 
In Chapter 3, we have considered that the effect of the flexibility of the read/ write 
arm on the performance of the system is negligible. Here, we will consider the flexibility 
of the arm and investigate its effect on the performance of the CPTO controller. The 
second order model of the flexibility, which we consider in this paper, is: 
 F(s) =
2
2 2s
ω
2ζω ω+ +           (6.1)  
where ζ  and  are the damping ratio and the natural frequency, respectively. From [5], 
[42], the values of  and 
ω
ω ζ  are   and15.7 kHzω = 0.08ζ = .  
Thus, from Figure 6.24, we can obtain the fifth order transfer function of the plant, as 
follows: 
2
0
2 2
1 0
( )
( )( 2p
KG s
s s b s b s
ω
2 )ζω ω= + + + +                (6.2) 
Back emf
/bK r
1
.L s R+
Inductance
Current
I(s)
/tK r J
1
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+
+ 2
2 22s
ω
ζω ω+ +
Flexible Dynamics
 
Figure 6.24 The open-loop system of HDD head positioning system considering the 
flexibility 
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 The following simulations demonstrate the performance of the CPTO controller 
when the flexible dynamics (6.1) is considered in the model of the plant. In Figures 6.25 
and 6.26, we notice that when , the flexibility, almost, has no real effect on 
the response of the system and the response of the CPTO control law. In Figures 6.27 and 
6.28, we applied the same flexibility model for different initial conditions. We find that, 
again, it has no real effect on the performance of the system. 
15.7 kHzω =
From [43],  may have a range of (4-16) kHz. Thus, we simulate the response of 
the system when , from Figure 6.29, we can see the output of the system is 
still, almost, the same as the ideal system. In Figures 6.30 and 6.31, we observe from the 
two responses of the CPTO controller for the both cases that the response of the CPTO 
controller with flexibility has more overshooting and takes a little more time to settle 
down. In Figures 6.32 and 6.33 we tested the performance of the CPTO controller for 
smaller value of , , we notice that the output of the system with the 
considered flexibility has an overshooting but, still, the two responses have nearly the 
same settling time. For the CPTO controller output in Figure 6.33, the effect of the 
flexibility is real obvious, we notice that the controller response has some oscillation 
when switching between the upper and lower limit and it has it takes more time to settle 
down.         
ω
ω =
ω
 4 kHz
  0.8ω =  kHz
From the previous simulations, we conclude that for the values of the natural 
frequency higher than 0.8 kHz, the flexibility has no real effect on the performance of the 
HDD servomechanism with the CPTO controller.  
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Figure 6. 25 The response of the system considering the flexibility ( ) 15.7 kHzω =
 
 
Figure 6. 26  The CPTO control history of the system considering the flexibility 
( ) 15.7 kHzω =
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Figure 6. 27 The response of the system considering the flexibility ( ) for 
different initial conditions  
15.7 kHzω =
  
 
Figure 6. 28 The CPTO control history of the system considering the flexibility 
( ) for different initial conditions   15.7 kHzω =
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Figure 6. 29 The response of the system considering the flexibility ( ) 4 kHzω =
 
 
Figure 6. 30 The CPTO control history of the system considering the flexibility 
( )   4 kHzω =
 88
  
Figure 6. 31 Zoomed part of the CPTO control history of the system considering the 
flexibility ( )   4 kHzω =
 
 
Figure 6. 32 The response of the system considering the flexibility ( ) 0.8 kHzω =
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Figure 6. 33 The CPTO control history of the system considering the flexibility 
( )   0.8 kHzω =
 
6.4. Simulink Block Diagrams   
In the following section, we will demonstrate the Simulink block diagrams, which 
have been used to get the previous simulation results, 
6.4.1. CPTO controller block diagrams  
For the simulation of the CPTO controller, the Simulink block diagram shown in 
Figure 6.24 is obtained. In this diagram, the plant dynamics and the CPTO controller, 
within a sub-block named “U subsystem”, are indicated. A detailed block diagram of the 
subsystem “U subsystem” is shown in Figure 6.25. Note that the U subsystem contains a 
number of blocks representing the functions needed to compute s and w, where      
   ,             1 1 2, 3: ( ,s z z z= −Z )
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 and 
2 2 3 :w z z= − Ζ ( ) .               
Noting also that the values of s and w are the inputs the CPTO control subsystem. 
Figure 6.26 represents the CPTO control law (5.1).   
 
Figure 6. 34 Simulink block diagram of the CPTO controller 
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Figure  6. 35 Simulink sub-block “U subsystem” the CPTO controller 
 
 
Figure 6. 36 The CPTO controller subsystem 
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 6.4.2. The Simulink block diagrams of TOC 
Since the TOC and the CPTO controller are controlling the same plant, then the 
plant must be common between the two controllers. We, thus, have two subsystems 
denoted as “U subsystem”, one for the TOC, shown in Figure 6.27, and the other for the 
CPTO controller, which is shown in Figure 6.25.   In Figures 6.27 and 6.28 the details of 
the time-optimal control law (4.76) are shown.  
 
Figure 6.37 A sub-block diagram “U subsystem”  of the TOC  
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Figure 6. 37 A sub-block diagram “If action subsystem 2” of “Usub-system” 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS  
7.1. Conclusions  
 In this thesis, we have designed nonlinear control algorithm, Continuous 
Proximate Time-Optimal (CPTO) control law, for a plant having three real roots, noting 
that the proposed model of the Hard Disk Drive servomechanism is in this form. It has 
been believed that the time optimal control problem for such a plant does not have an 
easy analytical solution. We proposed an analytical solution to the TOC problem, based 
on the similarity transformation. The similarity transformation, basically, decouples the 
system, so that the analysis can be carried out easily in the transformed domain. We, thus, 
design the CPTO control law in the transformed domain, and then, by using inverse 
transformation, we obtain the desired results in the original domain. 
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  We have also designed a linear state feedback controller in order to compare it 
with the CPTO control law regarding the performance of the two controllers. 
 Simulation results show that response times are indeed near time-optimal for 
different initial conditions. We remark that when the state is outside the final region the 
CPTO control law performs almost exactly the same as the ideal time-optimal control. 
Moreover, the CPTO controller converges to a linear controller when it comes to the 
region near the origin, noting that it has smooth switching rather than instantaneous 
switching of the ideal time-optimal control law.  
 We have shown through specific examples that the CPTO controller behaves well 
when considering the flexibility of the read/ write armature, for a wide range of 
frequencies. Moreover, we have shown that the CPTO controller is robust for certain 
plant parameter variations, providing that the control law is designed based on worst-case 
considerations. 
 A Comparison of the performance of the CPTO controller when changing its gain 
constants has been made. 
 Lastly, from the simulation results, we conclude that the designed CPTO 
controller is really suited for the Hard Disk Drive applications. 
 
7.2. Recommendations for Future Work  
There are still many other directions which can be explored. In particular, the following 
topics are suggested: 
¾ Stability proof for the CPTO control law of the third order plant should be 
obtained.  
 96
 ¾ In our Hard Disk Drive modeling, we have neglected the flexibility. The technique 
should be developed for a system having flexibility as well. Although, we carried out 
some robustness analysis compensating the effect of the flexibility.  
¾ Adaptive versions of the CPTO controller should be developed.  
¾ The technique should be extended to develop continuous proximate time-optimal 
controllers for other third order plants having complex eigenvalues, unstable eigenvalues, 
etc.  
¾ The theory developed in this thesis assumed that all the states are measured and 
the measurements are error free. In most control systems, however, not all the states can 
be measured and the state estimator is needed to obtain estimates of the unmeasured 
states. 
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 NOMENCLATURE 
A Ampere 
ARC  Adaptive Robust Control 
CPTO Continuous Proximate Time-Optimal  
δ  Percentage Error 
DOB Disturbance Observer  
DOF Degree of Freedom 
H Henry 
HDD Hard Disk Drive 
HOT Higher Order Terms  
Hz Hertz 
I Current in the VCM circuit (A) 
J Moment of inertia of the head and head carriage (Kg m2). 
Kb Back electromotive force gain (volt sec). 
Kt Overall armature constant (N m/ A). 
L Inductance of the VCM 
MSC Mode Switching Controller 
P. O. Percent Overshoot 
PTOS Proximate Time-Optimal Servomechanism  
r Length of the head carriage. 
R Resistance of the VCM  
RPT Robust Perfect Tracking  
SMPTOS Slide Mode Combined with Proximate Time-Optimal Servomechanism  
T Tesla  
TOC Time-Optimal Control 
TPI Track Per Inch 
Ts Settling Time 
V1 Switching Surface 
V2 Switching Curve 
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 VCM Voice Coil Motor 
ω  Frequency 
y Position of the read/ write head (track) 
ζ  Damping Ratio 
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