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Abstract
This thesis presents inviscid compressible simulations for the orthogonal blade-vortex
interaction. A numerical model between the tail rotor of a helicopter and the
trailing vortex system formed by the main rotor blades is assumed. The study takes
a `building-block' approach to investigating this problem. Firstly, the impulsive
instantaneous blocking of the axial core ow by a at plate is considered. In the
second step, the three-dimensional gradual cutting of the vortex by a sharp at-plate
that moves at a nite speed through the vortex is performed. Finally the chopping
of the vortex by a blunt leading edge aerofoil, which incorporates both the blocking
eect and also the stretching and distortion of the vortex lines is studied. The
solutions reveal that the compressibility eects are strong when the axial core ow of
the vortex is impulsively blocked. This generates a weak shock-expansion structure
propagating along the vortex core on opposite sides of the cutting surface. The
shock and expansion waves are identied as the prominent acoustic signatures in the
interaction. In a simplied, two-dimensional axisymmetric model, the modelling of
the physical evolution of the vortex, including the evolution of the complex vortical
structures that controls the vortex core size near the cutting surface, are studied.
Furthermore, the three dimensional simulations revealed that there is a secondary
and a tertiary noise sources due to compressibility eects at the blade leading edge
and due to the shock-vortex interaction taking place on the blade, which is exposed
to a transonic free-stream ow.
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1 Introduction
1.1 Overview
In aerodynamics, the principles of vortex motion are applied to explain the behaviour
of air ow behind the trailing edge of a lifting wing or a rotorcraft blade, also known
as trailing vortex or tip vortex. Understanding the dynamics of the tip vortices and
how they interact with solid surfaces are of great aerodynamical importance. This
is particularly true for high speed vehicles such as aircrafts and race cars, as well as
combustion engines such as gas turbines which operate at high speed air ow. In this
thesis, a numerical study of a tip-vortex interaction with a rotor-blade is presented.
This is a specic problem for a helicopter in hover where a tip vortex generated
by a main-rotor blade can interact with the following blades and, or, the tail-rotor
blades that give rise to undesired aerodynamic eects in the form of vibrations and
noise. The current numerical study aims to accurately model and capture some of
the critical aerodynamic and aeroacoustic eects observed in helicopter blade-vortex
interaction and shed more light onto understanding of the problem.
1.2 Background
In 1921, Juan de la Cierva, a Spanish engineer designed a bomber for the Spanish
military. The aircraft stalled and crashed during the early stages of its test. In
attempts to design an aircraft that can generate enough lift at low speeds Cierva
developed the rst successful Autogiro in 1923 (Figure 1.1) .
Autogyros never went into mass production as they were slower than the xed
wing aircrafts, and were incapable of vertical take o and landing. Although, the
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Fig. 1.1: Cierva C.4, the rst recorded autogyro to y successfully
rst functional helicopter to y was the German Focke-Wulf Fw 61, nevertheless
one could say that the birth of the rotorcraft industry began with the development
of the Vought-Sikorsky VS-300 in 1941 (Figure 1.2). VS-300 was capable of
vertical take-o and landing. It was designed as a single engine helicopter by
Igor Alexis Sikorsky, a pioneer of aviation, who for the rst time used a tail rotor
conguration in a helicopter design to counter the torque generated by the main
rotor. The capabilities of the modern helicopters have improved signicantly since
then. They can reach speeds of 400 km/h with high manoeuvrability and lift
capabilities, however, the innovative design of Sikorsky's main-rotor & vertical
tail-rotor conguration is still the most widely adopted design.
For a helicopter in hover a specic problem in the main-rotor & tail-rotor design
conguration is interaction of a main-rotor blade trailing vortex with the following
blades and/or with the tail-rotor blades. This is known as the blade-vortex
interaction (BVI) problem. Figure 1.3 is an example of the vortical wake generated
by the tip of the main-rotor blades in hovering ight. Tip vortices can cause
undesired aerodynamic eects, mainly unsteady airloads on the blades (McCroskey
& Goorjian 1983) that can be accompanied by signicant obtrusive noise in the
audible frequency range with strongly focused direction (Schmitz 1991), which
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constitutes the focus of this study. Our interest is of the specic geometrical case
of orthogonal BVI (O-BVI) where the vortex is (nearly) normal to the plane of the
blade.
Due to complexity of the operating environment of the helicopter, obtaining
accurate experimental data has been challenging, and in most cases has been
limited to isolated problems to understand the BVI phenomena. Some of the most
prominent studies that have been carried out in the eld is discussed in Chapter 2.
Similarly, most numerical studies have focused on limiting cases where an idealised
vortex interacts with a single, non-rotating blade. Despite the signicant dierences
between a real case BVIs involving multiple rotating blades and more complex
characteristics of tip vortices, exhibiting both turbulent and laminar regions (§ 2.1),
numerical studies of idealised cases, nevertheless, provide great insight and deeper
understanding into the relevant physics.
The motivation behind the current numerical investigation is to gain more
understanding into the physical mechanisms in O-BVI, which is a practical problem
at the tail-rotor of a hovering helicopter. Limited number of numerical studies have
Fig. 1.2: Inventor Igor Sikorsky test-ying the Vought-Sikorsky VS-300
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Fig. 1.3: Helicopter in hover with a clear view of tip vortices in the rotor wake
through natural condensation of water vapour inside the tip vortex core (a US
Navy photo)
been conducted on the O-BVI problem, and most of the available literature assumes
two-dimensional and incompressible models. Needless to say, the ultimate goal is
to be able to predict BVI noise and to allow engineers to minimise the obtrusive
noise in the design process of helicopters. However, for that to be accomplished
the true three-dimensional nature of the interaction need to be considered and
the generated noise sources then may be suciently understood. It is the aim of
the current study to shed more light on the problem by taking a building block
approach (§ 1.5) and developing, rstly, a two-dimensional model followed by a
three-dimensional inviscid models to study the eects of O-BVI in the near-eld of
the interaction.
Although, so far, the BVI problem has been discussed with reference to operating
helicopter, the problem is not limited to rotorcraft aerodynamics but applies to a
wider range of applications. BVI can take place when a light aircraft is exposed to
the wake of a large aircraft that produces trailing vortices with strengths high enough
to cause the light aircraft to undergo a rolling moment that can exceed or overcome
its control capabilities (wake vortex hazard). BVI can also occur in high-pressure
gas turbines where streamwise vortices developed at the wall-boundary, and the
complex ow environment of the turbine, interact with the downstream blade rows
and can aect the turbine performance (Binder 1985, Chaluvadi 2000).
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Fig. 1.4: The far-eld noise spectrum of a hovering single-rotor helicopter
(Schmitz 1991)
1.3 Helicopter aeroacoustics
In the 1940's and 1950's, most of the rotorcraft design research was focused on
performance and eciency, and external acoustics were not a primary concern. The
result had typically been a well performing aircraft, yet with high and sometimes
excessive noise levels (McCluer 1996). However, since the early 1960's the signicant
increase in the use of helicopters in military operations necessitated the design
of quieter helicopters concerning detectability. Furthermore, with increase use of
helicopters as commercial transportation and the requirement for noise certication
in residential areas demanded specic attention to be paid to helicopter acoustics.
In an attempt to classify the helicopter noise sources and to understand
their physical characteristics, Schmitz (1991) conducted both theoretical and
experimental studies that include full-scale data measurements. Figure 1.4 shows
a frequency spectrum of Bell UH-1H, a two-bladed main rotor and tail rotor
helicopter famously associated with the US military in 1960's and also know as
`Huey', in hover. From the gure, the two most prominent noise contributors were
identied as main rotor and tail rotor rotational noise (as the blades generates
thrust and torque) and harmonics. The frequency spectrum shows that at certain
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Fig. 1.5: UH-1H in-ight acoustic testing method used by Schmitz & Yu (1986)
to avoid ground reections and to allow the exibility to explore dierent ight
conditions
frequencies the noise from the tail rotor can exceed that of the main rotor. Note
that in the noise spectrum the 42° gearbox tail rotor refers to the gear used to
turn the drive shaft along the tail boom, and the 90° gearbox at the tip of the tail,
to which the tail rotor blades are mounted. Note that in Figure 1.4 there is no
BVI associated noise signature this is possibly because BVI noise is reported to be
highly directional and dominant at a range of some 30° to 45° below the rotor tip
path plane, as discussed below.
A more detailed noise spectrum is shown in Figure 1.6 for the in-ight noise
measurement recorded at 30° below the rotor-tip path plane with the aid of a
\quiet" light aircraft in-ight ahead of the helicopter as illustrated in Figure 1.5.
Figure 1.6 shows one cycle of period of data and from the noise spectrum it is
clear that BVI noise dominates over all the other noise sources. Note that Schmitz
(1991) identied the BVI noise source as vortex interactions with the main rotors
of the helicopter. In Figure 1.6 positive pressure signals are associated with BVI on
the advancing blade that radiate forward and negative signals with the retreating
blade that tends to radiate rearward. With the noise spectrum in Figure 1.6 in
mind, the helicopter aeroacoustics can be classied into four types:
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Fig. 1.6: A time history of the in-ight acoustic measurement of Bell UH-1H
recorded at approximately 30°beneath the rotor-tip-path plane (using a \quiet"
YO-3A aircraft) showing one characteristic period of data (Schmitz 1991)
Broadband noise is due to the stochastic pressure variations on the blade
surface mainly caused by turbulence in the ambient atmosphere and the turbulent
wakes created by the preceding blades, as well as trailing vortex formation and
turbulent vortex shedding from blunt trailing edge. Another broadband source
noise is called Blade-Wake Interaction (BWI) noise. This is identied mainly
during level ight (Schmitz 1991) and is predicted to include the interaction of the
(turbulent) tip vortex core of a previously shed tip vortices on the forward part of
the main rotor disk.
Rotational noise (also referred to as harmonic noise) is made up of low
frequency sound waves as a consequence of the lift (and drag) generated by the
blades rotating at high speeds (typically between 0.6 to 0.7 Mach) periodically
exerting a steady and varying force on the ambient air. Although, rotational noise is
considered to be the least important source of noise in terms of acoustic discomfort,
it can make the rotorcraft detectable from long distances as low frequency sound
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Fig. 1.7: Geometrically limited BVI cases that may arise in a hovering helicopter:
1) Parallel case; 2) Streamwise case; 3) Orthogonal case
waves can propagate long distances. Figure 1.4 is a supporting evidence as, from
the measurements, it is identied that the far-eld noise is dominated by the
rotational harmonics of the rotors.
High speed impulsive (HSI) noise is the eect of compressibility on the
advancing side of a rotating blade at high speed ow conditions, which propagates
strongly forward. The generated shock front at the blade tip propagates away into
the far eld manifesting itself as sharp, intense acoustic wave. The HSI problem
is no longer the focal issue as the role of shock waves in noise generation is well
understood. Adopting more ecient design congurations HSI can be alleviated.
For instance, for three- or four-bladed rotors lower blade speeds are required to
generate sucient lift in comparison to two-bladed rotors. Adopting rotors with
thinner aerofoils at the blade tip can also help reduce this eect.
1.4 Modelling of BVI
There are geometrically three limited BVI cases as illustrated in Figure 1.7. This
is a simple sketch to help demonstrate how a vortical wake can be generated at
the tip of the main-rotor blades. In the gure the helicopter is in forward ight
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and the rotation of the main-rotor is clockwise as viewed by the reader. Although,
in practice each main-rotor blade generates a tip vortex, for clarity, in Figure 1.7
only the preceding blade is shown to generate a vortical wake. The wake is in the
form of a tip vortex with circulation   and the axial core velocity wx. The wake
can interact with the downstream main-rotor blades in a free-stream ow of U1, as
well as the tail-rotor blades. The BVI interaction can be classied according to the
geometry the rotor blades meet with the incident vortex core:
1. As shown in the inset of Figure 1.7, the vortex lament is nearly parallel
to the blade. Parallel BVI is considered to be the most prominent case as
it can occur in forward ight and during landing (a particular problem in
populated areas). The interaction generates strong acoustic waves due to the
rapid loading uctuations the rotor blade experiences along its entire span as it
travels through the vortex. This is inherently a two-dimensional problem and
well understood (Caradonna et al. 1984, Lee & Bershader 1994, Srivinasan
et al. 1986 and Damodaran & Caughey 1988).
2. The streamwise BVI (also referred as the perpendicular interaction) is when
the main-rotor blade severs the tip vortex with the spanwise blade almost
perpendicular to the vortex axial axis and the axis is parallel to the blade
chord, as illustrated in the inset of Figure 1.7. This is postulated to occur
when a main rotor blade passes through the turbulent wake of a preceding
blade, and is sometimes referred to as blade-wake interaction, source of
broadband noise.
The streamwise BVI problem is also a feature of xed wing aircraft, most
notably for wake vortex hazard problems. The problem also has been the
subject of research for ghter aircraft operating at high angles of attack. The
streamwise vortices generated as a result of separation from the leading edges
of the wings interact with downstream control surfaces (downstream of the
wing) that may lead to structural fatigue (Bodstein et al. 1996, Gordnier &
Visbal 1999).
3. The BVI interaction is referred as orthogonal BVI when the axial axis of
vortex is almost at right-angles to the blade chord. As discussed above, this
can be observed at the tail-rotor of a typical helicopter in a forward ight
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that is exposed to the vortical wake of the main rotor blades. This is a
highly inviscid, three-dimensional problem. It is this geometrically limited
case that the current study focuses on. The importance of the main rotor
wake interaction with the tail rotor in rotorcraft acoustics has been conrmed
by Leverton et al. (1977), which is discussed in detail on page 43.
1.5 Thesis outline
The present numerical study considers the O-BVI problem in several steps and takes
a `building block' approach. The fundamental problem is the `chopping' of vortex,
with axial core ow, by a blunt leading edge aerofoil. We have worked up to this
case by
 An in-depth literature study on helicopter aeroacoustics, in particular, the
noise contribution from O-BVI. This is discussed in Chapter 2, followed by
the discussion of the current numerical method and idealised vortex models
used in the study. This is presented in Chapter 3.
 The rst investigation is the impulsive blocking of the axial core ow of
the vortex by a at-plate. This was studied theoretically for incompressible
motion. The present study essentially models this, together with the true
compressible pressure wave formation that also arises. This is solved assuming
an unsteady two-dimensional axisymmetric model and presented in Chapter
4.
 The physical characteristics of O-BVI is a three-dimensional problem. A Local
Mesh Renement (LMR) grid structure is adopted for high resolution and
computational eciency. The LMR method and the grid testing, which is
implemented for two-dimensional parallel BVIs are presented in Chapter 5.
 In Chapter 6, the gradual cutting of the tip vortex by a semi-innite sharp
at-plate that moves, at a nite speed, through the vortex is modelled. This
limiting case investigates the eects of gradually `blocking' the axial core ow,
and in a way complements the rst investigation (Chapter 4).
 In Chapter 7, rst, a three-dimensional O-BVI interaction with a symmetric
blunt leading edge aerofoil is modelled for a vortex with zero axial core ow
to identify the noise source generated in absence of the core ow. Adopting
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a blunt leading edge blade geometry in the inviscid model incorporates both
stretching and distortion of the vortex lines in the cutting process. The chapter
is concluded by presenting the results for a vortex ow, with non-zero axial core
ow, interacting with a blunt leading edge blade. This includes the blocking
of the core ow, as well as distortion of the vortex lines. The eects of blade
thickness and the angle of incident vortex also studied.
 Chapter 8 includes the concluding remarks.
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An important parameter in modelling BVI is the denition of the vortex model itself.
To come up with an accurate tip vortex model has been a challenge. The structure
of the tip vortex is somewhat more complicated than the oversimplied models
currently available in the literature with regions of both laminar and turbulent ows
separated by a transitional region. This chapter reviews some of the most prominent
experimental investigations on the development of vortical wakes of helicopter rotor
blades and on O-BVI interactions, which are discussed in § 2.1. In § 2.2 numerical
vortex models are presented. This is followed by a review of earlier experimental
(§ 2.3.1) and numerical studies (§ 2.3.2).
2.1 Development and structure of a tip vortex
Fig. 2.1: Smoke ow visualisation
of a tip vortex showing three
distinct regions (Martin et al. 2003)
Modelling of rotor dynamics has
gained an increasing attention to
tackle vibratory loads and rotor noise
problems. An essential part of the
solution required accurately predicting
the induced tip vortex ow distribution.
Earlier experimental studies on the
development of tip vortices date back
to 1959 (Newman (1959), Simons et al.
(1966), Cook (1972) and Tung et al.
(1981)). The tip vortex structure is
observed to have both turbulent and
laminar regions with a transitional layer in-between. This is illustrated in Figure 2.1,
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which shows a representation of the three regions of a vortex generated at the tip
of a rotor blade operating in hover. The image is taken from an experimental study
conducted by Martin et al. (2003). The separate ow regions are
I The viscous inner core: viscosity dominated laminar region that rotates like
a solid body.
II The transition region: transition from laminar to turbulent ow.
III The outer turbulent region.
Similarly, vortex models with laminar and turbulent regions have been derived
from measurements for both a xed wing (Homann & Joubert (1963) and Nielsen
& Schwind (1971)) and a rotary wing aircraft (Tung et al. (1981)). Between
dierent measurements, the assumptions for the tip vortex model do vary with
respect to complexity of the core region from a uniformly turbulent core to a
more complex inviscid/viscous interaction model (Martin et al. 2003). Yet, an
observation that is shared by all is the existence of a region of logarithmically
varying circulation (as a function of the core radius), attributed to the turbulent
region between the viscous inner core and the outer inviscid region.
Fig. 2.2: Full scale, single rotor blade mounted on a whirl tower (Cook 1972)
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Cook (1972) performed a set of experiments to study the induced circumferential
velocity prole of a tip vortex using a single, full scale rotor blade mounted on a
whirl tower. The experimental facility is shown in Figure 2.2.
Fig. 2.3: Tip vortex formation downstream of the rotating blade (Cook 1972)
A symmetric NACA0012 blade section was used, and evolution of the tip vortex
was captured. Figure 2.3 shows the smoke visualisation of the wake behind the
rotating blade, where the formation of a tip vortex (highlighted circular region) in
white smoke can be identied.
Fig. 2.4: The tip vortex velocity prole as measured by Cook (1972)
A hot wire anometer was used in the experiment to measure the velocity
distribution through the vortex, which is depicted in Figure 2.4. Cook (1972) also
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Fig. 2.5: Evolution of the tip vortex swirl velocity proles from two independent
experiments, in terms of vortex wake age, 
derived a function dening the velocity distribution of the vortex. For comparison,
the function is tted on the measured velocity prole and shown as a smooth, solid
line in the gure.
Tip vortex
filament
Direction of
rotation
y
x
P
ζ
Fig. 2.6: Denition of the position
of the vortex element (P), in terms
of wake age  in the vortex wake.
Sketch adopted from Leishman
(2006)
According to Cook (1972),
the vortex model is comprised of
three distinct regions: region 1,
where the radial distance extends
to the vortex core radius (the
radial location of the peak swirl
velocity), is the inner core that
rotates like a solid body with
constant vorticity; region 2 is
the outer part of the core with
a logarithmic distribution as a
function of the radial distance
r; and region 3 lies outside of
the vortex core where vorticity
is zero, as indicated in Figure
2.4.
In the past two decades, more experiments were performed to study the
development of the rotor tip vortex and its structure using Laser Doppler
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Velocimetry (LDV) (Han et al. (1997), Mahalingam & Komerath (1998),
Mahalingam et al. (2000) and Martin et al. (2003)). Figure 2.5(a) shows a time
evolution of the swirl velocity component, normalised with respect to the blade-tip
speed, at ve dierent wake ages as reported by Han et al. (1997). The wake age
parameter,  is dened as the `age' of the vortex element downstream of the rotor
blade, measured in degrees relative to that blade. A sketch of the wake topology
is shown in Figure 2.6 as viewed from above the rotor. Figure 2.5(a) shows that
the peak swirl velocity decreases with increasing vortex core radius. This is also
conrmed in a separate study conducted by Martin et al. (2003).
However, Mahalingam & Komerath (1998), as shown in Figure 2.5(b), report
a somewhat more steady vortex core and that the swirl velocity prole remains
constant for some time up to  = 180°. The discrepancy in the measurements of
Han et al. (1997) is thought to be due to facility interference, which could cause
severe unsteadiness in the wake.
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Fig. 2.7: Evolution of axial and
swirl velocities of a tip vortex
as generated over the blade tip
(Mahalingam, Wong, & Komerath
2000)
Caradonna et al. (1997)
note in their paper that
the fast decay of vortex
core proles are likely to
be due to the facility wall
eects and that the diusion
in the vortex core should
be observable over longer
time scales, unlike those
reported by Han et al.
(1997). This is supported
by the experimental study of
Thompson et al. (1988) who
also reported steady vortex
core structure up to  =
180°.
Another important characteristics of a tip vortex is the existence of axial core
ow. The relationship between the tangential (swirl), w and the axial velocity,
wx in trailing vortices is provided by the vortex core pressure: the radial pressure
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gradient balances the centrifugal force, and any change in the azimuthal motion
with distance x downstream produces an axial pressure gradient. As a consequence
axial acceleration (Batchelor 1964). The axial velocity distribution is observed to
follow a Gaussian prole, proportional to exp( r2=r2c ) with the maximum velocity
at the axis of rotational symmetry of the vortex (Lamb (1932) and Krishnamoorthy
& Marshall (1998)).
Accurate predictions of the axial core velocity magnitudes, with respect to the
swirl component, have proven to be a challenging task and widely varying results
have been published. Han et al. (1997) report much smaller axial velocity in
comparison to the swirl component of a tip vortex. However, the experimental
investigation of Mahalingam et al. (2000) revealed a strong presence of axial core
ow. Figure 2.7 shows the maximum axial core velocity and the swirl velocity
components developing over the blade tip as measured by Mahalingam et al. (2000)
in their experiments using a two-bladed rotor simulating forward ight. At the
blade tip, the core axial velocity reaches to about 0:5Utip, but then reduces and
levels at around 0:2Vtip towards the trailing edge of the blade, whereas, the swirl
velocity appears to stay constant. This suggests that the vortex is fully developed
at the trailing edge of the rotor blade.
From above it is clear that velocity measurements from independent experimental
studies show varying results, which reect the diculty of modelling the complex
rotorcraft wake environment. However, the experiments do reveal some interesting
characteristics of the rotor tip vortices such as the existence of axial core ow and
steady nature of the swirl prole, which is the subject of the following section.
2.2 Vortex models
The most commonly used vortex models follow the aforementioned vortex structure
with three separate regions and dened as a function of the radial distance. The
simplest of these is the Rankine vortex, which denes the vortex swirl velocity prole
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as
w(r) =
8>><>>:

 
2rc

r
rc
; 0  r  rc
 
2rc

rc
r
; r  rc
(2.1)
where   is the vortex circulation. In this model, the inner region is dened as a solid
body rotation (forced vortex) and the velocity in the outer core region (free vortex)
is inversely proportional to the radial distance r and decreases hyperbolically with
increasing distance. The discontinuous point at r = rc, where the forced and the free
vortex models meet, appear as a sharp peak in the Rankine model, overestimating
the core velocity. This necessitated the need for more accurate models. Oseen (1911)
and Lamb (1932) proposed an alternative vortex model known as Lamb-Oseen vortex
with a viscous inner core. It is dened as
w(r) =
 
2r
(1  e (r=rc)2) (2.2)
where  = 1:25643.
In order to improve the predictions made by numerical models, attempts to come
up with a more accurate velocity prole were made. Vatistas et al. (1991) proposed
a general denition for the swirl velocity prole
w =
 
2rc

r=rc
(1 + (r=rc)2n)1=n

(2.3)
where n is a constant. Using the above denition, only n = 1 and n = 2 are
physically meaningful, the former is also known as the Scully (1975) vortex. Also,
note that for n!1 the Rankine vortex is recovered.
Figure 2.8 shows the `self-similar' swirl velocity comparison between these
various vortex models discussed above and the tip vortex measurements taken by
Martin et al. (2003), over a range of vortical wake age. The simple Rankine vortex
is inadequate in describing the tip vortex both in the core region and outside the
core. However, there is a good t between the rest of the models including the
Lamb-Oseen vortex within the core region, r=rc  1 which is in agreement with the
general viscous core model (§ 2.1). In the outer core regions, with increasing radial
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distance the measurements and the models, which assume laminar ow in the outer
regions, tend to deviate from the measurements, with the Scully prole having the
best t to these data.
Martin et al. (2003) suggested that the discrepancy between these models and
the data is due to turbulent diusion taking place outside the core. The complex
ow environment, in which the helicopter rotor blades operate, continues to raise
questions about the satisfactory accuracy of the models.
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Fig. 2.8: Self-similar swirl velocity distribution over a range of vortex ages
(Martin et al. 2003) compared to the standard vortex models.
In the current study we use both Lamb-Oseen and Scully vortex proles in our
simulations. This is for two reasons: the models are good t to the tip vortex
measurements; and these models have also been adopted by some of the earlier
studies, to which the predictions in this numerical study will be compared.
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2.3 Orthogonal blade-vortex interaction
In this nal section of Chapter 2 the progress in O-BVI, both experimental and
numerical, with their implications and limitations, are discussed. More elaborate
discussions for some of these studies are reserved for later chapters in the thesis.
Chapter references are provided in the text.
2.3.1 Experimental investigations
One of the earliest investigations into the main-rotor wake interaction with
the tail-rotor was performed by Leverton et al. (1977). The study covers both
experimental and theoretical aspects of the distinctive \burbling noise" generated by
the interaction of the tail-rotor blades with the tip vortices shed by the main-rotor
of the Lynx helicopter. Compared to other helicopters in its class, Lynx's external
noise level was not particularly higher, however, during the approach of a yover
the distinctive burbling noise manifested itself at large distances as measured by
the ground observer. The study revealed that in a forward ight each trailing
vortex intersects with four or ve tail rotor blades (Lynx tail rotor is mounted
with four blades) before the vortex leaves the tail rotor disc. The measurements
are shown in Figure 2.9. Each vertical line represents a vortex interaction with a
tail-rotor blade, and a group of these four or ve lines represents the number of BVI
interactions taking place as a vortex passes along the tail-rotor disc. Depending on
blade's azimuth position, the vortex intersects with each blade at dierent parts
of the blade. This is represented on the y-axis with varying peaks between each BVI.
The tail rotor of the Lynx helicopter rotates in anticlockwise direction as
illustrated in Figure 2.9. Leverton et al. (1977) also performed an experiment
with the reversed tail rotor conguration. Lower noise levels were measured on the
ground on approach of the helicopter. The study reveals that the impulse frequency
increases with increasing helicopter forward speed for the standard anticlockwise
rotating tail rotor and decreases for the reversed tail rotor. This can be visualised
from the perspective of the tail rotor: the anticlockwise rotating blade intersects the
approaching tip vortex, therefore, for faster helicopter forward speeds the frequency
of a tail rotor blade interacting with a trailing vortex would increase; on the other
hand, if the tail rotor rotates clockwise, with increased forward speed the blade
would retreat faster from the oncoming vortices, therefore less frequent interaction,
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Fig. 2.9: Tail rotor blade intersection points with the main-rotor tip vortex as
measured by Leverton et al. (1977) for the Lynx helicopter
which would reduce the occurrence of impulsive unsteady airloads on the tail rotor
blades and the associated BVI noise. In a dierent study Pegg & Shidler (1978)
performed a wind tunnel test using a model helicopter who identied rotor noise
attributable to the interaction of the shed vortices, from the main rotor, with the
tail rotor blades.
In a helicopter forward ight, besides the BVI interaction with the main rotor
shed vortices, the tail rotor is also exposed to the turbulent wake of the main rotor,
self BVIs, the eects of the main rotor - tail rotor design conguration, tail rotor
direction of rotation as well as the rotor speed. To gain a better insight into the
BVI problem at the tail rotor of a helicopter, a practical approach is to isolate the
interaction from the complex ow environment, in which the tail rotor operates in
forward ight. One such earlier study was carried out by Schlinker & Amiet (1983) in
a controlled environment where an aerofoil is placed upstream of the cutting blades
to generate a trailing vortices to interact with the rotor blades orthogonally, as
illustrated in Figure 2.10. Later, a similar investigation was carried out by Ahmadi
(1986) who conrmed generation of impulsive noise near the blade leading edge.
The focus of these studies was to measure and identify the generated impulsive
noise rather than attempting to understand the physical nature of the rotor blade
interacting with a tip vortex.
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Fig. 2.10: Schematic illustration of the O-BVI experiment carried out by
Schlinker & Amiet (1983) showing the upstream aerofoil that is used to generate
trailing vortices and the interacting rotor blades downstream of the votex
generator
Johnston & Sullivan (1992) performed a set of experiments to measure the
unsteady wing surface pressure for propeller/wing interaction. The vortex generated
by the propeller tip interacted with the downstream wing section, which is analogous
to the O-BVI observed at the tail rotor of a helicopter. The measurements revealed
that the tip vortex experienced a signicant displacement as it passed along the
wing, and the thickening or stretching of the vortex core on the wing surface was
measured. This is suggested to be due to the eects of blocking of the axial core
ow by the wing surface.
Later, an in-depth study, both theoretical and experimental, was carried out
by Marshall (1994) to gain a better understanding into the O-BVI problem, and
attempted to identify the critical parameters in the interaction and their relative
eects. Marshall, as part of a series of investigations, produced an elegant model to
predict the `area change' waves that causes the vortex core to thicken on one side of
the cutting blade and to stretch on the other side. The model is discussed in more
detail in Chapter 4. Following this, Marshall & Krishnamoorthy (1997) performed
an experiment to measure the vortex core displacement on the cutting blade. The
experiment was performed in a water tank where a generated vortex with downward
axial ow was exposed to the path of a thin, symmetric blade. Figure 2.11(a) shows
a captured image of a thin blade with speed U penetrating into and cutting through
the vortex core with downward axial velocity w0. The side where the axial core ow
is directed towards the blade, labelled `A' in the gure is the compression side. On
the compression side an increase in the vortex core size on the blade surface was
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(a) (b)
Fig. 2.11: Photographs showing a thin blade penetrating into and
cutting through a columnar vortex with downward axial ow (Marshall &
Krishnamoorthy 1997) (a) the blade is just penetrating the vortex core (b) vortex
core is `completely' cut
measured. This is referred to as vortex thickening. However, on the expansion side
(B), where the axial ow is directed away from the blade surface, stretching of the
vortex is seen, and this is termed as vortex thinning.
The study by Marshall & Krishnamoorthy (1997) falls under the weak vortex
regime, for which the vortex is suciently weak, 2rcU=  > 0:25 that the boundary
layer (a feature of the viscous ow) remains attached until the blade leading
edge begins to penetrate into the vortex core. The three-dimensional numerical
simulations presented in Chapter 6 and Chapter 7 also consider interactions under
the weak vortex regime, for which the full Euler equations are solved.
Krishnamoorthy & Marshall (1998) performed a set of experiments in the strong
vortex regime, 2rcU=  < 0:1 and observed that vorticity ejects from the blade
boundary layer due to the presence of axial ow in the core, prior to intersection of
the blade leading edge with the vortex core. The photographs from the LIF ow
visualisation technique shows that, as the primary vortex approaches the cutting
blade, vorticity is shed from the blade boundary layer to form a series of vortex loops.
As the primary vortex reaches the blade, it is observed that the secondary vortex
loops wrap around the primary vortex and stretch it, reducing its cross-sectional
area near the point of impact. This is shown in Figure 2.12, where the secondary
vortex loops appear to have wrapped entirely around the primary vortex prior to
the cutting. Although a typical BVI at the tail rotor of a helicopter would fall
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under the weak vortex regime, the experiments suggest that inviscid analyses in
the strong regime may not be sucient to capture the whole ow physics accurately.
Fig. 2.12: LIF photograph showing
a cross section of the wrapping of
the secondary vortex loops (dark)
about the primary vortex (gray)
prior to the blade intersection
with the vortex in strong regime
(Krishnamoorthy &Marshall 1998))
Doolan et al. (2001) made surface
pressure measurements of O-BVI
interactions at varying blade incidence
angles in a wind tunnel, where an
upstream located rotor was used to
generate a tip vortex to interact with
the xed blade downstream of the
vortex generator. The interactions took
place in the weak vortex regime with
2rcU=  = 2:16 and 2rcwx=  = 0:89
where wx is the mean axial core
velocity. According to Marshall &
Krishnamoorthy (1997) the axial ow
parameter, 2rcwx=  determines the
vortex response to cutting, and the
ow is supercritical if 2rcwx=  > 0:707. In the supercritical regime, the ow
on the compression side would behave analogous to a pure-jet impacting a solid
surface. For 2rcwx=  < 0:707 the ow is termed subcritical and area-varying
waves are expected to develop on the compression side of the interaction. A more
detailed discussion on what these two ow regimes mean is left for Chapter 4.
Doolan et al. (2001) reports impulsive blade loading as the blade interacts with the
vortex and then decreases as the vortex core leaves the blade surface. Wang et al.
(2002), based on a similar experimental set up performed a set of experiments with
varying wind speeds and vortex incidence angles for a range of axial ow parameter
2rcwx= . Their results show that at high incidence O-BVI interaction intensies
and diminishes ow separation. Green et al. (2006) also performed experiments on
the three-dimensional nature of the OBVI interaction and conrms the presence of
the axial ow in the interaction, and its eects on the blade loading.
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2.3.2 Earlier numerical studies
One of the earlier numerical studies is conducted by Schlinker & Amiet (1983)
who derived an analytical model to predict the BVI noise. The study was later
followed by George & Chou (1987) who adopted a free wake model to obtain the
main rotor tip vortex geometry to allow them to model the BVI interaction at the
tail rotor and analyse its acoustic signatures. The study suggested that the relative
phasing and location of the main and tail rotor were important parameters in the
BVI noise. Although the axial core ow was not present in their vortex model,
they acknowledged that it could be a signicant contributor in the interaction.
A separate numerical study was carried out by Howe (1989) who modelled a two
dimensional O-BVI interaction assuming a vortex with zero axial velocity in an
incompressible ow. His study demonstrated the importance of the geometry of the
leading edge of the aerofoil in relation to the intensity of the generated impulsive
noise. His results showed that sharper blade leading edge generates stronger noise
level at the blade tip.
Marshall & Yalamanchili (1994) performed computations to study the
interaction between a line vortex and the blade thickness for a range of vortex
angles of incidence. The results showed that the degree of vortex bending (around
the cutting blade) has a strong dependence on the blade thickness ratio, which is
dened as the ratio of the blade thickness to initial vortex core radius. It is found
that for thin blades (thickness ratio of order of unity or less) little vortex bending
occurs and the variation in force on the blade (and hence generated noise) is the
eect of the rapid pressure unsteadiness as the blade leading edge penetrates into
the vortex core. For blades with thickness ratio greater than one, high frequency
acoustic wave formation would be dominated by stretching and bending of the
vortex.
Lee et al. (1995), in their incompressible numerical model, assumed a limiting
case of a two-dimensional axisymmetric vortex model to investigate the response
of a vortex with non-zero axial core ow to instantaneous cutting, i.e. sudden
blocking of the entire axial core ow at t = 0. The result showed that the vortex
response to the impulsive blocking is analogous to that of a pure-jet ow impinging
on a solid wall and report no upstream propagating `area-varying' wave formation,
as predicted by Marshall (1994). However, the ow parameters used for the
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interaction falls under the supercritical ow regime and results are reported only for
the compression side of the interaction. Reconsidering the same numerical model
Marshall & Krishnamoorthy (1997) performed computations, in both supercritical
and subcritical ow regimes, assuming incompressible ow for both compression
and expansion sides. The results showed the formation of upstream propagating
area-change waves leads to an increase in the vortex core size on the cutting surface
for the compression side, and downstream propagating waves on the expansion side
that leads to the shrinking of the vortex core. For the supercritical ow regime,
similar ndings to that of Lee et al. (1995) were observed, i.e. no observations
of area-change waves propagating upstream on the compression side, suggesting
continuous increase in the vortex cross-section area on the cutting surface in the
course of the interaction.
Sheikh (2002), in his two-dimensional axisymmetric model for inviscid,
compressible ow investigated the eects of compressibility for the same problem.
Sheikh reported many similar features in the interaction, with the exception that his
solution also included the acoustic wave formation at the instant the interaction took
place. In his solution, Sheikh (2002) reported upstream propagating area-change
waves well into the supercritical limit on the compression side, and his predictions
of the vortex core area on both sides of the cutting surface were notably dierent
to that predicted by Marshall's theory for incompressible motion. Sheikh (2002)
attributed this discrepancy due to his solution taking compressibility into account.
As an independent study, the two-dimensional axisymmetric model of the impulsive
blocking of the vortex ow will also be investigated in this study. This is reported
in Chapter 4.
Ng (1998), based on the Euler equations, performed one of the earlier
three-dimensional O-BVI simulations to investigate the noise generation mechanisms
and the vortex deformation in the transonic free-stream ow. Ng (1998) identied
two noise generation mechanisms:
1. An acoustic wave front generated at the blade leading edge due to the inuence
of the swirl motion of the impinging vortex.
2. A potential noise source as a result of the transient displacement of the shock
on the blade surface, due to the induced swirl velocity component of the vortex,
as the vortex moved along the surface. This results in forced perturbations
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along the blade surface, which cause (unsteady thickness) noise.
Note that Ng's numerical model assumed zero axial core ow in the vortex and
hence no noise signatures could be associated with the lift component.
One of the most recent studies was carried out by Liu & Marshall (2004)
who performed O-BVI computations for an incompressible viscous uid assuming
a simplied, idealised three-dimensional vortex model advecting towards a thin
non-lifting aerofoil. In their simulations, Liu & Marshall (2004) considered only
low Reynolds number and the report includes results for a vortex ows with and
without axial core velocity. Liu & Marshall found that the vortex is not completely
cut by the blade such that the vortex lines wrapped around the blade leading edge as
the vortex passed along the blade. It is also reported that the vorticity in the blade
boundary layer, as well as in the vortex diuse and reconnect as the blade penetrates
the vortex core. For the interactions involving a vortex with axial core ow it was
found that the axial ow was blocked quickly enough and that no separation of
the blade leading edge boundary layer is reported. The results suggest that the
interaction is predominantly inviscid.
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O-BVI at the tail rotor of a helicopter can essentially be modelled satisfactorily as
inviscid, therefore allowing us to reduce the full system of Navier-Stokes equations
to the set of Euler equations (§3.1) by ignoring all shear stress and heat conduction
terms. This reduces the number of terms to be solved computationally, consequently
reducing the computational resources required.
The solutions in the present study incorporate the true compressibility eects,
allowing us to study the sources of the impulsive acoustic signatures formed in
the interaction, as well as the response of the vortex for a range of vortex ow
parameters. However, since the interactions take place at high speeds, near or at the
transonic regime, shock wave formation can occur along the aerofoil surface. These
are discontinues regions in an inviscid ow. This requires adopting a numerical
scheme that can handle these discontinuities correctly (§3.3).
The current model assumes time-dependent Euler equations with an ideal
equation of state, using conservative form. The numerical scheme used is based
on the two dimensional ow solver developed and evaluated by Hillier (1988) and
Hillier (1993). The numerical method is based on a nite volume, time accurate,
Godunov-type solver which is second order in space and time.
3.1 Euler equations
For the nite volume method, the time-dependent Euler equations, derived from
the most fundamental principle of uid dynamics, namely the conservation laws of
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mass, momentum and energy, applied to a volume V take the form
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where  is density, p is pressure,  is particle velocity vector and I is the identity
matrix. The total energy per unit mass, E is dened as
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where  is the specic internal energy, which for ideal gases has the expression
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Assuming a polytropic process with  = cp=cv denes the ratio of specic heats.
Following this, the speed of sound can be expressed as a =
p
p=.
The integral form of the Euler equations (3.1), expressed in a discretised form
for a Cartesian geometry, with x; y and z coordinates is
@
@t
(UVm) +
X
sides of Vm
(F  ~S) = 0 (3.5)
for the control cell Vm, gives the following set of equations266664

u
v
w
E
377775
t
+
266664
u
u2 + p
uv
uw
u(E + p)
377775
x
+
266664
v
uv
v2 + p
vw
v(E + p)
377775
y
+
266664
w
wu
wv
w2 + p
w(E + p)
377775
z
= 0 (3.6)
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or
@U
@t
+
@F
@x
+
@G
@y
+
@H
@z
= 0 (3.7)
3.2 Discrete solutions
Much eort has been put into the numerical solution of this set of coupled non-linear
Euler equations in order to investigate convective dynamics of non-viscous ows.
These date back to one of the rst upwinding attempts by Courant et al. (1952).
As a representative model equation, consider the linear convection equation, which
is hyperbolic in nature
Ut + Fx = 0 (3.8)
and let (x; t) be the numerical solution to a discrete method where the spatial
and temporal increments are x and t, respectively. Lax & Wendro (1960)
demonstrated that if (x; t) converges to some function u(x; t) as x and t both
approach to zero, then u(x; t) will be a weak solution of the conservation law provided
the method is conservative. The requirement for a method to be conservative is that
for a volume of V , @
@t
R
V
UdV to be dependent only on the boundary uxes. Thus
all explicit conservative schemes, with time step n, can be expressed as
Un+1i  Uni
t
+
Fn
i+ 1
2
  Fn
i  1
2
x
= 0
or
Un+1i = U
n
i  
t
x

Fn
i+ 1
2
  Fn
i  1
2

(3.9)
where Fn
i 1
2
are the numerical ux terms at the cell interfaces.
Numerical solutions to the Euler equations require spatial and temporal
discretisation of the ow domain. Such numerical methods are categorised according
to the nature of the space dierencing. The choice of the discretsation scheme
sometimes is a matter of scientic judgement. Among these, the most commonly
known methods are space centred schemes, which are generally preferred for
smooth, continually varying ow eld variables. However, such methods, to handle
discontinuities such as shock waves, must be augmented by articial viscosity to
alleviate undesired oscillations (Hirsch 1992). A numerical scheme that takes into
account the direction of propagation of ow information can handle discontinuities
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accurately. Such methods have been around since 1952 Courant, Isaacson, &
Rees (1952) and are referred to as upwind schemes, which work out uxes at cell
interfaces with respect to the propagation direction. One of the upwind schemes that
constitutes the basis of todays many compressible CFD simulations was developed
by Sergei Konstantinovich Godunov (1959).
3.3 Godunov's method
By extending the CIR (Courant-Isaacson-Reeves) (1952) method to non-linear
systems of hyperbolic conservation laws Godunov (1959) proposed a method to make
use of the characteristic information within the framework of conservative method.
As the rst truly successful upwind scheme, Godunov discretised the complete ow
domain and incorporated a wave interaction model to calculate the numerical ux
terms Fi 1
2
at cell interfaces, forward in time. The method considers piecewise
constant distributions over each cell for ow variables at time t = nt, and the
evolution of ow at t = (n + 1)t can be evaluated from the wave interactions at
the boundaries of adjacent cells. The interface between the adjacent cells separate
two (initial) dierent ow states UL at the left side and UR at the right side as
depicted in Figure 3.1. This is analogous to the classic Riemann problem or shock
tube problem, and therefore solutions to handle discontinuities in the ow can be
obtained locally.
The solution to the Riemann problem consists of three wave families, separating
four zones of uniform ow. The three waves are associated with a left facing wave,
a contact surface and a right facing wave as shown in Figure 3.1. The left and
the right facing waves may either be shock, or rarefaction waves. The specic case
shown in Figure 3.1 is an expansion wave facing the left and a compression wave
facing the right.
To nd the solution at t = (n + 1)t, the rst step in Godunov's method is to
dene a piecewise constant approximation of the solution at t = nt as illustrated
in Figure 3.2(a). The second step involves solving for the local Riemann problem at
the cell interfaces (Fig. 3.2(b)) with the boundary conditions:
U = UL x > 0
U = UR x < 0
9=; t = 0 (3.10)
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Fig. 3.1: Schematic of the solution to the Riemann problem in the x-t plane for
time-dependent, one-dimensional Euler equations.
In solving the Riemann problem in the star region (*), between the left and right
waves, pressure p and velocity u are constant:
pR = p

L and u

R = u

L (3.11)
Furthermore, depending upon the wave speeds of the left and right facing waves,
there are four possible wave orientations, these are cases (a) to (d), relative to the
interface as illustrated in Figure 3.3, and a special fth case that is applicable to
Godunov-type schemes (e) when the right or left (sonic rarefaction) wave straddle
the cell interface. The `upwind' character of the scheme is provided by the selection
of the appropriate wave zone that coincides with the interface for the ux. When
solving for the Riemann problem, the correct wave orientation must be identied at
that cell interface. Finally, the solution after t is obtained by updating the cell
averaged ow variables by (Fig. 3.2(c)):
U
n+1
i = U
n
i  
t
x

F 
i+ 1
2
  F 
i  1
2

(3.12)
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u
x
u
n+1
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(c) Step 3
Fig. 3.2: Schematic implementation of the Godunov method. Step 1: piecewise
constant distribution at t = nt, Step 2: Riemann problem at cell interfaces,
Step 3: updated cell averaged state after t
where the spatial cell average U i is,
U i =
1
x
Z i+ 1
2
i  1
2
U(x; t)dx (3.13)
Note that equation (3.12) is stable provided that the CFL condition is satised. Full
description of solution to the exact Riemann problem can be found in Toro (2009)
and Hirsch (1992).
For the Euler equations, the exact solution to the Riemann problem requires
solving non-linear equations at cell interfaces, which involves iterative methods and
can be computationally demanding. In order to reduce the associated computational
cost, since the exact solution is averaged over the cell, alternative approximate,
non-iterative solutions were introduced. Among the most notable are Roe (1981),
Osher & Solomon (1982), Harten et al. (1983) and Einfeldt (1988). However, the
current scheme is based on the successful numerical scheme developed by Van-Leer
(1979), which is discussed in §3.3.1.
The above numerical procedure is rst-order accurate, therefore a well resolved
solution would require a very ne grid structure that will come with the associated
computational cost, otherwise discontinuities become excessively smeared through
numerical diusion. The Godunov method did not have a true practical use for
about two decades until Van-Leer (1979) developed the rst high-order scheme.
The numerical scheme used here is adopted from Hillier (1988), which is based on
the one-dimensional second order scheme developed by Ben-Artzi & Falcovitz (1984)
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Fig. 3.3: Schematic of ve possible wave orientations for Godunov-type scheme.
The left (L) and the right (R) facing waves may either be shock or rarefaction
separated by a contact surface (C)
that is closely related to Van-Leer (1979), implemented in two-dimensions using a
Strang-type operator-splitting method (§ 3.4). The core feature of this method is the
evaluation of uxes at cell interfaces from the solution of the Generalised Riemann
Problem (GRP). The scheme will be discussed in §3.3.2 to some detail.
3.3.1 Van Leer's Riemann solver
In a Riemann solver the aim is to deduce the physical values in the star region. At
the core of Van Leer's (1979) approach is a one-dimensional Lagrangian scheme,
which involves rst solving for p iteratively using the acoustic approximation as
the rst guess value. After satisfactory convergence of the pressure value, u can be
determined and followed by the rest of the unknowns using standard gas dynamics
relations.
The discontinuity generated as a result breaks into a left and a right running
waves that may be a shock wave or a rarefaction wave (Fig. 3.1). Van Leer describes
the resulting state as
W (u   u ) + (p   p ) = 0 (3.14)
W+(u
   u+)  (p   p+) = 0 (3.15)
where the post-shock values are indicated by an asterisk and W represents the
Lagrangian wave speed with  indicating the direction of propagation. From the
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above equations the post-shock pressure can be expressed in
p =
W+p  +W p+  W W+(u+   u )
(W  +W+)
(3.16)
for which the Lagrangian shock speed is given by
W = C

1 +
 + 1
2
p   p
p
1=2
;
p > p (3.17)
and for a rarefaction fan
W = C

   1
2
1  p=p
1  (p=p)( 1)=2

;
p < p (3.18)
Therefore, by using the known values p and the speed of sound C2 = p=,
which can be substituted for W in equation (3.16) as a guess value to start the
iterative process until a satisfactory convergence of the pressure value p is achieved.
Following this, using equations (3.14) and (3.15) the velocity u can be determined
by solving
u =
W u  +W+u+   (p+   p )
W  +W+
(3.19)
and the remaining physical values can be obtained accordingly.
3.3.2 Second-order Godunov Scheme
So far the solution represented above is rst-order. To achieve more accurate
solutions Ben-Artzi & Falcovitz (1984), for the rst time, proposed a second-order
method, the Generalised Riemann Problem (GRP) and demonstrated the scheme
in Eulerian.
For illustration purposes, again, consider the linear convection equation
Ut + Fx = 0
Here, we assume equally spaced grid cells and advance the solution by t. The
numerical solution can be represented as
Un+1i  Uni
t
+
F
n+ 1
2
i+ 1
2
  Fn+
1
2
i  1
2
x
= 0
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Therefore, the interface uxes are evaluated at mid-time steps. Recall that in a
piecewise constant distribution, the discontinuity between neighbouring cells give
rise to contact discontinuity which separates a pair of waves that may be either a
shock or rarefaction. The classical Riemann Problem considers two constant states
whereas to achieve a second-order accuracy, in GRP one has to consider piecewise
linear function, therefore in each cell a constant value of (@U=@x)ni is assumed along
with Uni . Hence, the ux term becomes
F
n+ 1
2
i+ 1
2
= Fn
i+ 1
2
+
t
2

@F
@t
n
i+ 1
2
(3.20)
where Fn
i+ 1
2
is the instantaneous ux value immediately after resolving the
discontinuity obtained as for the rst-order solution case, constant values at x =
xi+1=2. For the second-order method the corresponding vector parameters are
Uni + (x=2)(@U=@x)
n
i U
n
i+1   (x=2)(@U=@x)ni+1
The remaining term is the time derivative of the ux in equation 3.20. For
the present example there are two possibilities, sonic and non-sonic cases. For the
non-sonic case, either a shock or a rarefaction wave propagates to the right, leaving
xi+1=2 in a region where U is smooth, giving
@F
@t
n
i+ 1
2
=  
f 0Uni + (x=2)@U@x
n
i
2@U@x
n
i
(3.21)
For the sonic case, a centred rarefaction wave straddles the cell interface (as
illustrated in Figure 3.3(e)). Given the characteristics are straight lines on both
sides of the cell interface with constant values of U, (@f(w)=@t)ni+1=2 = 0. In other
words, for the sonic case the scheme is rst order. The complete demonstration of
the numerical scheme is given by Ben-Artzi & Falcovitz (1984).
3.4 Multi-dimensional approach
The above simple demonstration is based on one-dimensional space. However,
operator-splitting method can be used to extend one dimensional solution to
multi-dimensions. The second order accuracy of the numerical scheme is ensured by
maintaining the stability of the individual one dimensional operators in accordance
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Cell i,ji−1/2, j i+1/2, j
i, j+1/2
i, j−1/2
x
y
Fig. 3.4: A control volume in the x-y plane.
with the CFL criterion (Strang 1968). To demonstrate, consider the smoothly
varying mesh dened by the coordinates x and y, as shown in Figure 3.4. The
two dimensional explicit discrete method can be expressed as
Un+1ij = StU
n
ij (3.22)
where Unij represents the discretised solution vector at time level n, and St is the
space operator for a time step of t. The two dimensional operator, St can be
`factorised' into a sequence of one dimensional operators, L or `sweeps' in the x and
y directions, such as
St = Lx;t=2Ly;tLx;t=2 (3.23)
Therefore equation 3.22 becomes
Un+1ij = Lx;t=2Ly;tLx;t=2 U
n
ij (3.24)
To demonstrate, let us refer to the dierential form of the Euler equations as
shown in 3.25
Ut + Fx +Gy = 0 (3.25)
From equation 3.24 we see that for one time-step, t the numerical solution
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Uij is operated on rst by the x -operator L at time level n + 1=2. This is used to
calculate the ux terms at the i+ 1=2 and i  1=2 interfaces. Since the operator is
one dimensional, there are no variations of the ux vector G in the x -direction and
the term can be neglected, essentially providing a numerical solution
Ut =  Fx
In a similar fashion the y sweep is performed: the operator L updates the solution
at time level n + 1 which is used to determine the ux terms at the j   1=2 and
j + 1=2 interfaces. All the dierentials in the x -direction can be neglected,
Ut =  Gy
If desired, the above logic can also be applied for three dimensional solution but
requires `factorising' the three dimensional space operator, St as
St = Lx;t=2Ly;t=2Lz;tLy;t=2Lx;t=2 (3.26)
3.5 Computational domain
Numerical simulations are restricted with a nite size computational domain and
the treatment of the far-eld boundary conditions is paramount to the accuracy of
the solution. Ideally, for problems involving isolated aerofoils, one would like the
domain boundary to be as far as possible from the region of interest to minimize
non-physical perturbations or reections arising at the boundaries that may
compromise the accuracy of the solution. Therefore, it is important to consider
and employ the appropriate computational domain and the boundary conditions
depending on the problem. More details on the computational grids used in this
study are presented in Chapter 4 for the two-dimensional axisymmetric model, and
in Chapter 5 for the three-dimensional O-BVI problem.
3.5.1 Far-eld boundary conditions
In the present study most of the computations for the two-dimensional axisymmetric
model are performed using a simple transmissive boundary conditions where the
most outer layer cells have their vector quantities set equal to the adjacent cells.
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An exception is the boundary at the axis of rotational symmetry for which a solid
wall boundary condition is imposed. This is discussed in more detail in Chapter 4.
A computational domain is designed in a way that any spurious reections
arising from the boundary do not have sucient time to aect the region of
interest. For most of Local Mesh Renement (LMR) simulations an unsteady,
two-dimensional numerical boundary conditions developed by Giles (1990) are
imposed. The method was introduced to eliminate (or for some problems to
minimise) non-physical reections at the grid boundary. The non-reective
boundary conditions are particularly important for accuracy of simulations where
the far-eld boundary is within few chords of the blade such as calculations of
turbomachinery ows (Giles 1988). However, it should be noted that in all our
O-BVI simulations the far-eld boundaries are a minimum ten chords away from the
aerofoil (§5.3.3). For completeness, the theory behind the non-reective boundary
conditions and the Giles's unsteady, two-dimensional far-eld boundary conditions
are discussed below.
So far what have been discussed is the ow of information between neighbouring
cells that makes up the computational domain. However, the domain size is
truncated at the far-eld boundary where the information of ow must end. For
a domain with an inlet the ow values must be specied and calculated as part
of the solution. Similarly, for an outow boundary the ow of information must
be handled accordingly such that generation of spurious nonphysical reections are
minimised such as from that of propagating shocks. A method for non-reecting
boundary conditions is rst proposed by Engquist & Majda (1977). The present
study uses the numerical method developed by Giles (1990).
In treatment of boundary conditions, one has to take into account the ow
of information at the boundary. For hyperbolic partial dierential equations
(PDEs) such as the Euler equations, this is often based on the characteristics
variables. The philosophy behind the method is to reduce PDEs to a set of ordinary
dierential equations (ODEs) along some dened curves (characteristic curves or
characteristics) in a plane. The one dimensional Euler equation (3.25) can be
transformed to the decoupled wave equations in terms of the characteristics variables
W = (w1; w2; w3) and expressed as (Hirsch 1992)
61
Erkan Yildirim 3. CFD: Numerical Methods
λ = u+ a
C+
C0
P
t
λ = u
C
−
λ = u− a
x
Fig. 3.5: Characteristics curve at a point P for the one-dimensional Euler
equations in subsonic ow
Wt + Wx = 0
or
@
@t
24 w1w2
w3
35+
24 u u+ a
u  a
35 @
@x
24 w1w2
w3
35 = 0 (3.27)
where wn are the characteristic variables, and related to the primitive variables
such that
w1 =   1
a2
p
w2 = u+
1
a
p
w3 = u  1
a
p
(3.28)
This indicates that the conserved variables wn satisfying equation (3.28)
propagate along the characteristics with a constant speed n as illustrated in
Figure 3.5, therefore, wn = 0. This can be summarised as
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Fig. 3.6: The characteristics curves at the boundary of the one-dimensional
inviscid ow in subsonic regime. The diagram is adapted from Hirsch (1992)
on C0 :   1
a2
p = 0;  = u
on C+ : u+
1
a
p = 0;  = u+ a
on C  : u  1
a
p = 0;  = u  a
The method of characteristics has a direct bearing on the boundary conditions
to be imposed. For a one-dimensional inviscid ow consider a computational
domain x0 < x < x1 with a subsonic inlet at x0 and a subsonic outlet at x1. This is
illustrated in Figure 3.6. At the outow boundary, the characteristics C0 and C+
has positive slopes u and u + a, respectively, for a ow in the positive x direction.
The characteristics reach the outlet from inside the domain, boundary conditions
not to be imposed. This is known as using the physical boundary conditions.
However the third characteristic, C  carries information from the boundary to the
domain. This would generate an undesired nonphysical reection at the outlet
boundary. This is known as a numerical boundary condition and the corresponding
boundary conditions must be imposed.
Similarly, for the inow boundary, only one out of the three characteristics, C 
is a physical boundary. The other two characteristics has positive slope and carry
perturbations into the domain and therefore the appropriate boundary conditions
need to be considered.
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Engquist & Majda (1977) postulated that for non-reecting boundary conditions
the perturbations arising from the characteristics be eliminated such that
@wn
@t
= 0 (3.29)
for all n where the waves are incoming. However, for nonlinear unsteady ows
it is not possible to impose the exact non-reecting boundary conditions, but
approximate, numerical boundary conditions can be used.
Current numerical boundary conditions
Consider the two-dimensional Euler equations in terms of primitive variables
@U
@t
+ A
@U
@x
+B
@U
@y
= 0 (3.30)
or2664

u
v
p
3775
t
+
2664
u  0 0
0 u 0 1=
0 0 u 0
0 a2 0 u
3775
2664

u
v
p
3775
x
+
2664
v 0  0
0 v 0 0
0 0 v 1=
0 0 a2 v
3775
2664

u
v
p
3775
y
= 0 (3.31)
where the elements of U represent perturbations from uniform ow conditions, and
the coecients A and B are matrices based on the uniform, steady variables. Giles
(1990) presents the unsteady boundary conditions for a one-dimensional domain.
The transformation between the primitive and the characteristic variables are given
by 2664
c1
c2
c3
c4
3775 =
2664
 1=a2 0 0 1
0 0 a 0
0 a 0 1
0  a 0 1
3775
2664

u
v
p
3775 (3.32)
2664

u
v
p
3775 =
2664
 1 0 1=2a2 1=2a2
0 0 1=2a  1=2a
0 1=a 0 0
0 0 1=2 1=2
3775
2664
c1
c2
c3
c4
3775 (3.33)
The characteristic variable c1 corresponds to an entropy wave, c2 corresponds to a
vorticity wave and c3 and c4 correspond to right and left running pressure waves.
For a subsonic ow, ideally, at the inow the non-reecting numerical boundary
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conditions require the right-travelling waves made to vanish, which requires
c1 = c2 = c3 = 0 (3.34)
whereas at the outow (left-travelling wave) the non-reecting boundary condition
is c4 = 0.
However, as discussed above, for an unsteady ow in a two-dimensional
domain the second-order approximation has to be considered. These are expressed
as
 Inow Boundary Conditions
@
@t
24 c1c2
c3
35+
24 v 0 0 00 v (a+ u)=2 (a  u)=2
0 (a  u)=2 v 0
35 @
@y
2664
c1
c2
c3
c4
3775 (3.35)
 Outow Boundary Conditions
@c4
@t
+ ( 0 u v 0 )
@
@y
2664
c1
c2
c3
c4
3775 (3.36)
For the three-dimensional grid, Giles' two dimensional equations are extended to
include the z-direction, with the velocity component w. For a subsonic inlet this is
set as a physical boundary condition and for a subsonic outlet it is considered as a
numerical boundary condition. For the rest of the boundaries transmissive boundary
conditions are imposed.
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4 Instantaneous Orthogonal
Cutting of a Tip Vortex
4.1 The 2D axisymmetric model
Marshall & Yalamanchili (1994) and Marshall & Krishnamoorthy (1997), in their
studies, have established that one of the critical parameters dening O-BVI is the
axial core ow parameter 2wxrc= , which can be referred to as the normal impact
parameter, denoted as IN .
Based on the plug-ow model of Lundgren & Ashurst (1989), who studied the
propagation and evolution of area-varying waves along the vortex core, Marshall
(1994) produced an elegant model for `area-change' waves in the vortex core for the
instantaneous blocking of the tip vortex by a thin blade for incompressible motion.
The `stiness' caused by the swirl provides the elastic term for wave propagation
along the vortex core. The model predicts an area-increasing discontinuity or
`shock' that propagates against the axial core ow if the phase-speed of the area
change wave is greater than the axial core velocity, wx. This is illustrated in
Figure 4.1 where a thin blade with speed U severs a vortex with circulation  
and core radius rc. On the opposite side of the blade where the axial velocity
is directed away from the blade surface (also termed as the expansion side), the
model predicts generation of vortex `area-reduction' wave, propagating away from
the surface leading to the thinning of the vortex core. The instantaneous cutting of
vortex ow model is analogous to the classic one-dimensional shock-tube problem
with propagating shock and rarefaction waves.
Considering an O-BVI interaction involving a thin blade, such that the distortion
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Fig. 4.1: Schematic illustration of O-BVI where a thin rotor blade with speed
U severs a tip vortex with core radius rc, axial core velocity wx and circulation  
of the vortex is minimum prior to the cutting, and that the vortex is cut at suciently
high speeds, then the blocking of the whole vortex ow can be assumed to occur
almost instantaneously. This is the limiting case we consider in this chapter.
4.1.1 Background of the theory
By assuming that the vortex tubes, which are modelled as thin lament space
curves, have a mass A per unit length and an average axial velocity w over the
cross-sectional area A, for one-dimensional incompressible uid the conservation of
mass and momentum in Eulerian form reduces to
@A=@t+ @(Aw)=@x = 0
A(@w=@t+ w@w=@x) =  @ 2 ln(A)=8=@x (4.1)
The above are analogous to the one-dimensional isentropic gas dynamics with
 2 ln(A)=8 equivalent to pressure and A the density. These equations are
hyperbolic in nature and thus admit area increasing shock waves and area reducing
expansion waves (Lundgren & Ashurst 1989).
Marshall (1994) denes the parameter c as the phase-speed of azimuthal vorticity
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waves (or vortex `sound' speed) given by
c2 =
d(`pressure')
d(`density')
=
 2
82r2c
(4.2)
For the Rankine vortex (Eq. 2.1), the maximum swirl velocity is dened as
w;max Rankine =  =2rc, this gives crc = w;max=
p
2 at the core radius.
For the compression side of the interaction Marshall (1994) demonstrates that
an `area-change' wave will only form and propagate away from the blade if crc > wx,
where wx is the ambient axial velocity, as illustrated in Figure 4.1. This implies
that wx=w;max Rankine should be less than 1=
p
2 for an area-varying wave to form.
Such interactions are said to take place in the subcritical regime. Accordingly, if
wx=w;max Rankine > 1=
p
2 the ow is said to be supercritical and that no signs of
are-varying wave propagating away from the blade surface against the axial core
velocity should be observed on the compression side. The vortex ow interaction
should behave similar to a non-rotating jet-ow impacting a solid wall.
4.1.2 Solutions to the axisymmetric Euler equations
An axisymmetric ow model in cylindrical coordinates is assumed. The Euler
equations in cylindrical coordinates are
2666666666664

wx
wr
w
E
3777777777775
t
+
2666666666664
wx
w2x + p
wxUr
wxU
wx(E + p)
3777777777775
x
+
2666666666664
wr
wxUr
w2r + p
wrw
wr(E + p)
3777777777775
r
+
26666666666664
wr
r
wxwr
r
w2r
r
  w2
r
2wrw
r
wr(E+p)
r
37777777777775
= 0 (4.3)
where wx, wr and w are the axial, radial and tangential (swirl) velocity components
of the ow, respectively. Because our ow is axisymmetric all derivatives with
respect to  have been set to zero. The equation can be expressed as
@Q
@t
+
@J
@x
+
@K
@r
+ L = 0 (4.4)
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where L represents the \source" terms.
By applying the operator-splitting method, we can perform one dimensional
integrations for the following equations,
@Q
@t
+
@J
@x
= 0 (4.5)
@Q
@t
+
@K
@r
= 0 (4.6)
and the operator-splitting sequence is completed by integrating the source-term
@Q
@t
+ L = 0 (4.7)
By evaluating the above source term equation, we can derive expressions to
update the primitive variables at each time step. The full derivation is shown in
Appendix. For the axial velocity term we have
@wx
@t
= 0 ! wn+1 = wn (4.8)
i.e. wx is constant with respect to time. The radial velocity is expressed as
wr = A tanh

A
t
r
+
1
2
ln

A+ wr0
A  wr0

(4.9)
where A =
p
w2r0 + w
2
0.
To update the swirl velocity w,
w =
q
w2r0 + w
2
0   w2r (4.10)
For energy and density variables we have:
@
@t
=  wr
r
(4.11)
@(E)
@t
=  wr(p+ E)
r
(4.12)
In order to evaluate equations 4.11 and 4.12, wr is assumed to be constant over
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the time-step, but in the solver an average of wnr and w
n+1
r is used.
The following two equations complete the solution for the source term:
n+1i = 
n
i e
 wrt
r (4.13)
"n+1i = "
n
i e
  wrt
r (4.14)
where " = .
4.1.3 Tip vortex model
The swirl velocity prole is initialised as Lamb-Oseen vortex model, equation (2.2),
and the axial velocity prole is modelled using a Gaussian function given by
wx(r) = wx;max e
 er2 (4.15)
where er = r=rc. The mean axial velocity is area-averaged over the core radius, and
is dened as
wx =
1
r2c
Z rc
0
2r wx(r)dr (4.16)
Initially radial velocity, wr is zero and therefore, the vortex is assumed to be in
dynamic equilibrium. Hence the pressure gradient can be dened as
@p
@r
= 
w2
r
(4.17)
Since the ow is compressible, to solve the above equation, further assumptions
must be made:
i. The vortex core, 0  r  rc is isothermal, pressure and density are related by
p

= RT
ii. At r > rc, the ow is isentropic, in which case
p

= C
where C is a constant. These assumptions are chosen for their simplicity, and
considered to be satisfactory. At r = rc, core pressure and density must match
with those of the outer region. Using these assumptions we can evaluate the two
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unknowns, p and . From the isothermal condition, density is  =
p
RT
. Substituting
this and using the fact that w(r) = w;max at r = rc the following integral can be
obtained Z pc
p0
dp
p
=

1
RT
 
rcw;max
(1  e( ))
 Z rc
0
1
r3

1  e er22 dr (4.18)
In a similar fashion, considering the isentropic condition, we haveZ pb
pc
dp
p
= [K]

rcw;max
(1  e( ))
 Z rb
rc
1
r3

1  e er22 dr (4.19)
where  = 1:25643 and K = 
p
1

is another constant and, pb and rb are pressure
and radial distance at the boundary of the computational domain (rb = 20rc),
respectively. By solving the above equations, it is possible to compute pressure and
density for any other radial location in the computational domain for initialising the
ow. This is carried out by evaluating equations 4.18 and 4.19 using a numerical
method such as the trapezoidal or Simpson's rules.
4.1.4 Dimensional analysis
It is conventional to deal with nondimensional parameters. The two velocity
parameters, the mean axial core velocity wx and the maximum swirl velocity, w;max
can be expressed relative to the free-stream speed of sound a:
 Mx = wx
a
, axial ow Mach number and
 Mv = w;max
a
, swirl (or vortex) Mach number
These are useful parameters, which in turn can be used to dene the normal impact
parameter. For the Lamb-Oseen vortex prole the normal impact parameter can be
expressed as
IN =
Mx
Mv
(1  e( )) (4.20)
For dimension of length, it is most convenient to use the vortex core radius,
rc. The axial and the radial distances can then be expressed as r=rc and x=rc,
respectively. Other normalised parameters are
 p=p1, pressure
 wx
wx
;
wr
wx
;
w
w;max
, velocity vectors.
 !rc
wx
, azimuthal vorticity
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Normalising the time parameter by the ambient speed of sound, a, which is
expressed as ta = ta=rc, is the most appropriate form for pressure wave propagation,
but a time scale based upon the the mean axial velocity, expressed as tw = twx=rc
is physically a more appropriate form for convective motions.
area-change wave
propagation of
Direction of
Expansion
Side
Compression
Side
rc
r
wx
x
0
Fig. 4.2: An illustration of the two-dimensional axisymmetric model on the x-r
plane
4.1.5 Computational domain
A uniform Cartesian mesh is used in the x-r plane, extending to 20 core radius
(from the origin) in both the radial direction and in the wall-normal x-direction, as
illustrated in Figure 4.2. Compression side and expansion side computations were
performed separately using a total grid size of 800  800 cells. A cell size, r and
x are both equal to rc=40. The computational details of the simulations presented
in this chapter are shown in Appendix, Table 9.1.
The type of boundary conditions used in the domain is depicted in Figure 4.3.
Every numerical simulation is restricted to a nite region of the physical ow eld,
this inevitably will lead to reections arising at the far-eld boundaries. Therefore
it is important to consider these limitations at the boundary conditions. For the
current computations the most outer layer of cells are 20 core radii away from
the cutting surface. This is to minimize any perturbations from the boundary
conditions aecting the near-eld of the interaction. The boundary layers have
solutions equal to that of the adjacent layer.
For the axisymmetric form of the Euler equations, the x-axis is the axis of
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Fig. 4.3: Computational domain for the two-dimensional axisymmetric model
rotational symmetry and dened as a solid wall. To enforce the symmetrical
characteristics the radial velocity vector is given by wr(t; x; r) = -wr(t; x; r) and
the rest of the ow variables are set to be the same at both boundary and interior
cells.
4.1.6 Initial test cases
A standard method to conrm and verify the accuracy of CFD results is to perform
predictable simulation tests. For this problem the computational domain does not
include complex geometrical surfaces, therefore the following two tests were taken
into consideration:
 The rst case is to conrm that the axisymmetric vortex model is accurately
resolved and that the vortex structure does not alter over the course of the
simulation due to numerical errors. A `swirl only' test run was initialised with
Mv = 0:2 and with no solid boundary present. Ideally the vortex structure
should remain unchanged throughout the simulation. Figure 4.4 shows the
pressure contours plot for the axisymmetric vortex at two dierent times. The
solid line is the initialised pressure prole at ta = 0 and the dashed lines are
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Fig. 4.4: Pressure contours for the `swirl only' simulation with Mv = 0:2 where
solid lines represents the initial prole and the dashed lines the predicted vortex
prole at ta = 21:0. Time is normalised with respect to a and rc
the predicted prole at ta = 21. By this time the pressure wave structure
that would have been generated if the interaction had taken place would have
travelled beyond the computational domain. To reiterate, time ta is normalised
with respect to the free-stream speed of sound, a and the vortex core radius.
Therefore, a pressure wave generated at or near r=rc = x=rc = 0 would reach
the far-eld boundary at approximately ta = 20. The comparison between
the initial and the nal state at ta = 21 shows that the vortex structure is
unaltered as desired.
 Another necessary test sequence is the mesh convergence analysis. Ideally the
grid resolution should capture high gradient regions in the interaction to a good
accuracy. To conrm this a set of simulations with varying grid resolutions are
performed until the predicted result converge. Figure 4.5 shows the pressure
distribution along the axis of symmetry for Mx = 0:15 and Mv = 0:2 at
ta = 12. Near the solid wall the prole is converged for all cases. However,
the pressure prole of the unsteady region at around x=rc = 12 is captured to
a good accuracy for resolution 20r and higher. These ow features will be
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Fig. 4.5: Mesh convergence test showing the pressure prole at a range of grid
resolution for a case withMx = 0:15 andMv = 0:2 at ta = 12. Time is normalised
with respect to a and rc
discussed later where the results for the investigated simulations are presented.
4.1.7 Vortex response to instantaneous cutting
In their axisymmetric solutions, Marshall & Krishnamoorthy (1997) report that the
instantaneous cutting of the incompressible vortex ow that generates area-varying
waves in the form of vortex rings is determined by IN . To reiterate, our objective
here is to test the model, whilst incorporating the compressible solution and to
investigate how compressibility eects the behaviour of vortex in the cutting process.
Table 4.1 shows details of the investigated cases for a range of IN . We consider the
compression and the expansion sides of the interaction separately.
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Table 4.1: Investigated cases for the 2D axisymmetric model
Case Mx IN Flow Regime
1 0.15 1 Jet-ow
2 0.30 1 Jet-ow
3 0.1 0.36 Subcritical
4 0.15 0.43 Subcritical
5 0.15 0.54 Subcritical
6 0.15 0.72 Supercritical
7 0.15 0.79 Supercritical
4.2 Compression side
4.2.1 Jet-ow without swirl , IN =1
Here we investigate a jet ow with a Gaussian axial velocity prole impacting a
solid surface. Initially, the swirl velocity is set to zero, and the density equals to
the free-stream ow everywhere. This is a theoretical case where IN = 1 and the
ow classies as supercritical.
Figure 4.6 shows a time series of pressure contours for Case 1. As a result
of the impulsive blocking of the axial ow at the plate surface, a weak upstream
propagating (i.e. away from the plate and against the direction of the ow) shock
wave is generated. The nearly `spherical' wave structure is labelled as (A) at ta = 4.
The propagation of the shock front is retarded along the symmetry axis where the
counterow is at maximum.
A shock front is a non-linear wave that abruptly alters the state of the
supersonically approaching uid (relative to the wave front) leaving behind a higher
pressure and a higher temperature (subsonic) region. In comparison to an acoustic
wave, which is characterised as a small amplitude compression wave, shock wave is
an irreversible process.
In Figure 4.6, as the shock front propagates upstream along the axis of
symmetry, the contour plots show that the strength of the wave front weakens,
at the same time building up to a more complex feature. The unsteady region
following the wave front grows with time.
From the early stages of the interaction the wave front leaves behind a region of
increased pressure on the cutting surface, as marked by label (B) in Figure 4.6 at
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Fig. 4.6: A time series of pressure contours for Case 1 with Mx = 0:15 and
IN = 1 on the compression side of the cutting surface. Pressure increment
between contours is 0:005p1
ta = 16. By this time the wave front has travelled approximately 16rc.
Doubling the magnitude of the axial ow Mach number, leads to a stronger,
more complex pressure wave structure propagating upstream along the vortex core.
The pressure contour plots of Case 2 with Mx = 0:3 and the corresponding pressure
perturbation prole along the axis of symmetry are shown in Figure 4.7.
The leading wave front labelled as `C1' at ta = 8 is identied as the shock
front, which causes the pressure to jump as it propagates through the ambient ow.
Behind the leading shock front, a sequence of waves emanate that extend from
the axis of symmetry up to a radial location of about rc. The signatures of these
waves are clearly identied from the pressure perturbation distributions below the
corresponding contour plots in Figure 4.7.
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Fig. 4.7: Pressure contours for the pure jet Case 2 with Mx = 0:3 and IN =1
at ta = 8 and ta = 16. Pressure increment between contours is 0:005. The bottom
plot shows the pressure perturbation with respect to the free-stream conditions
along the symmetry axis
At early times these transient perturbations are more prominent. We believe
that the sequence of waves, which are marked as compressive `C' or expansive `E',
is a direct result of a sequence of wave reections both from the Mach number
gradient in the jet and also from the axis of symmetry.
The rst such wave, `C1', a weak shock, forms from the reection of the main
shock front from the axis of symmetry. The wave propagates radially outwards
and is reected back by the Mach number gradient towards the axis, from which it
further reects, and so on, accompanied by a progressive weakening and dispersion
of the waves. Although this reection process is continuous over the width of
the jet, the strongest gradient induced reection takes place where the Mach
number variation is steepest, that is close to the jet core radius. The nature
of wave reection from the jet boundary is `opposite sign', so that compression
reects as expansion and vice versa. On the axis, of course, waves reect as `same
sign'. A similar, more dramatic, wave sequence is seen, for example, in under- or
over-expanded nozzle or exhaust ows .
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Fig. 4.8: In detail, a time series of non-dimensional azimuthal vorticity contours
for Case 2 with Mx = 0:3 and IN = 1 on the compression side at tw = 2:4
(ta = 8) and tw = 4:8 (ta = 16). Increment between contours is 0:1
Note that the expansion wave `E1' acts as to reduce the strength of the leading
shock front, `C1' as the wave structure propagates upstream opposite to the jet
ow. The following set of emerging expansion and compression waves would act
similarly until eventually the pressure unsteadiness die out.
In Figure 4.7, at ta = 16 note the steady high pressure region forming behind
the aforementioned wave train with the stagnation zone on the plate near the axis
of symmetry, labelled `A'. On the other hand, a low pressure region `B' moves
radially away from the axis of symmetry along the at-plate.
The corresponding non-dimensional azimuthal vorticity contours are shown
in Figure 4.8. The blocking of the jet ow spreads radially outwards along the
plate surface. The stretching of the circumferential vortex lines increases the
vorticity with respect to the incoming ow. The vorticity on the cutting surface is
continually fed by the jet ow, increasing its radial position with time. By tw = 4:8,
which is equivalent to ta = 16, the high vorticity region reaches to about 4rc. This
high vorticity region is coincident with the low pressure region (B) observed in
Figure 4.6, at ta = 16.
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4.2.2 Subcritical case: vortex ow
The initialised ow now has a swirl velocity w. In this section the results for the
subcritical cases, as dened by Marshall & Krishnamoorthy (1997), are presented
for the compression side.
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Fig. 4.9: A time series of pressure contours for Case 3 with Mx = 0:1 and
IN = 0:36 on the compression side of the cutting surface. Pressure increment
between contours is 0:005p1
Figure 4.9 shows the pressure contours for Case 3 with IN = 0:36 at various
times. At a relatively early instant, ta = 4 the generated pressure wave propagates
in a spherical manner into the far-eld. The wave front has similar characteristics
to the pure-jet case. At ta = 8 the compression led pressure wave structure (B),
generated as a consequence of the blocking mechanism of the solid surface on the
core ow, propagates into the as-yet undisturbed part of the vortex ow (A), and
(C) is the region processed by the wave. The high pressure region adjacent to the
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Fig. 4.10: Detailed plots of a time series of velocity vectors near the at-plate
for Case 3 with Mx = 0:1 and IN = 0:36 at tw = 2 (ta = 20), tw = 3 (ta = 30)
and tw = 4 (ta = 40), on the compression side
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cutting surface is also distinguishable as indicated by an arrow at ta = 16. At
ta = 20 the pressure wave structure is just leaving the computational domain.
The velocity vector eld near the cutting surface is depicted in Figure 4.10. At
tw = 2:0 (ta = 20), we are able to identify that the incoming core ow is directed
radially outwards as it approaches the plate surface. A clockwise rotating region
(D) near the plate develops, which has an axial velocity component opposite to
that of the vortex core ow, and moves upstream against the core ow. On the
plate surface there is a radial inow induced by this vortex ring.
By tw = 3:0, which is equivalent to ta = 30, and by which time the shock wave
have left the computational domain, region (D) grows (vectors are more prominent)
as it convects upstream along the core. A second vortex ring (E), which rotates in
an anticlockwise manner, develops near the plate. At a later time, tw = 4:0, vortex
ring (F), rotating in a clockwise direction develops and follows (E) as it convects
against the vortex core ow.
The corresponding azimuthal vorticity contour plot is shown in Figure 4.11 at
tw = 4:0. The aforementioned vortex rings in Figure 4.10 correspond to the alternate
sign vorticity waves in the gure. Negative vorticity is represented by dashed line,
which correspond to clockwise rotating vortex rings (VR). Consequently, positive
vorticity waves are represented by solid line and will be referred to as anticlockwise
rotating vortex rings.
For the pure-jet case, only one sign of vorticity is provided as shown in
Figure 4.8. Thus vorticity of opposite sign to this can only come from distortion
of the axial vortex laments that is from the swirl velocity. The series of vortex
rings plays essentially the same role as the experimentally observed travelling
`vortex breakdowns' (Leibovich 1978). The term `vortex breakdown' refers to rapid
changes in the axial direction of the core ow in a region of limited axial extent.
The numerical predictions of the instantaneous cutting of the axisymmetric ow,
as shown in Figure 4.10 shows a similar phenomenon occurring along the axial
direction where region (D) exhibit reversed axial ow to that of the vortex core ow.
From the vorticity contour plot in Figure 4.11 we are also able to deduce that
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Fig. 4.11: A detailed plot of azimuthal vorticity contours, !rc=wx on the
compression side of the cutting surface for Case 3 with Mx = 0:1 and IN=0.36.
Dashed line represents clockwise rotating vortex rings and solid line anticlockwise
rotating vortex rings. Increment between contours is 0:2
the travelling vortex rings cause the vortex core radius to vary. As the leading
vortex ring, VR1 convects upstream against the core ow it changes the radial
prole of the vortex, increasing the core size. In other words a region of larger core
area (VR1) propagates into a region of smaller core area. Regarding the plug-ow
model (Lundgren & Ashurst 1989), the area-varying vortex rings (or vorticity
waves) are equivalent to the theoretical area-change `shock' propagation.
Higher IN
An initialised vortex ow with higher IN , by denition, refers to a ow with a
higher ratio of Mx=Mv. The eects on the development of vortex rings can be
observed in Figure 4.12, which shows the normalised azimuthal vorticity contours
on the compression side for Case 5 with IN = 0:54. There is a delay in the
development of the rst clockwise rotating vortex ring, VR1. In the gure, this
is shown as the rst developing opposite-sign vorticity wave (dashed line) on the
solid surface. The early signs of formation of VR1 can be seen at tw = 1, as
marked by an arrow in the gure. The vorticity develops further with increasing
time as shown at tw = 3. We also identify that the vortex lines on the solid
wall reaches to a higher radial distance with increasing IN . At tw = 5 there are
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signs of development of anticlockwise rotating second vortex ring, VR2, following
the upstream propagating VR1. In comparison to Case 3, it is clear that with
increasing IN the development of vortex rings are signicantly delayed. This is in
agreement with earlier studies (Marshall & Krishnamoorthy (1997) , Sheikh (2002)).
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Fig. 4.12: In detail, a time series of non-dimensional azimuthal vorticity contours
on the compression side for Case 5 with Mx = 0:15 and IN = 0:54. Increment
between contours is 0:1
Formation and the eects of the counter-rotating vortex rings
In practice, for the pure-jet simulations, Case 1 and Case 2, only wall shear stress
on the plate surface would have led to vorticity of opposite sign to develop, due to
the wall boundary layer, which requires viscous modelling. For the subcritical cases,
Case 3, Case 4 and Case 5, given the large scale of the circulatory regions, there is
no supporting evidence that vorticity of opposite sign is caused by numerical errors
in the inviscid computations, and therefore the eects should be regarded as a real
manifestation of the inviscid ow.
Furthermore, for an inviscid ow alternate sign vorticity can not suddenly
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appear in the ow but can only be the result of change in the vorticity components
of the initialised ow (Helmholtz's theorem (1858)). For the subcritical cases, at
the instant of the blocking of the vortex core ow the initial vortex lines that are
orientated normal to the plate surface will convect radially into regions of altered
circulatory velocity. The vortex ow is no longer in dynamic equilibrium because of
the induced radial velocity, wr. It is this combination of change in wr and change
in the axial velocity, wx, and the fact that they also vary spatially, that provides
three-dimensional distortion to the vortex lines. These cause regions of alternate
sign azimuthal vorticity to appear.
The role of the rst vortex ring, VR1 (dashed line in Figure 4.12) is essentially
to slow down the radial outow on the cutting surface, eventually bringing it to a
rest. This prevents (indenite) increase of the vortex core radius on the solid surface.
Along the symmetry line, VR1 has an axial velocity component that is greater
than the initialised vortex axial velocity but in the opposite direction and therefore
able to overcome the incoming ow and move upstream. This essentially is the
mechanism that increase the core area along the axial direction.
Along the radial direction on the solid surface the radial inow induced by VR1,
rst halts the increase of the vortex core then begins to shrink the core size. Now,
to prevent vortex core size to reduce indenitely the counter-rotating second vortex
ring, VR2 develops, which ows in the same direction as the initial vortex core ow
and induces radial outow once again. A train of weaker vortex ring formations
follow VR2 until the radial motion on the cutting surface is brought to a complete
rest.
This can be demonstrated by considering the subcritical ow Case 3 with
IN = 0:36. Figure 4.13 depicts a time series of swirl velocity and the radial velocity
distributions on the cutting surface as functions of the radial distance. To reiterate,
by denition, the vortex core radius, rc is dened as the radial location where the
peak swirl velocity, w;max resides. Therefore Figure 4.13(a) can be used to track
the evolution of the vortex core size on the impinging wall.
In Figure 4.13(a) at tw = 0 the vortex core radius resides at r=rc = 1. At the
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early times of the interaction, tw = 1:0 we can see that the vortex core radius
increases signicantly to a value of 1.9 with decreasing swirl velocity. By tw = 2:0
the swirl component picks up speed, and consequently the vortex core radius
decreases. Figure 4.13(a) shows that the vortex core radius shrink below its initial
value of 1.0 at tw = 2:0. However, this is short-lived, and the vortex core begins
to grow again, initially the swirl velocity peaking at r=rc = 1:0 at tw = 3:0 and
at greater radial distance for tw > 5:0. This cycle of vortex core size variation
tend to diminish with increasing time and converge to a radial location of about
r=rc = 1:31, as marked in Figure 4.13(a).
The radial velocity prole in Figure 4.13(b) complements the swirl velocity
distribution. Initially, at tw = 1:0 we observe a strong radial outow on the cutting
surface as a result of the impulsive blocking of the vortex core ow. However, with
increasing time radial inow is induced on the solid surface by the development of
the rst vortex ring, VR1, which gets stronger and takes over the radial motion along
the cutting surface by tw = 2:0. The coincidence of this in the swirl velocity prole
is a shrinking core size, which is observed at the same time as the full development
of VR1. In the radial velocity prole, the development of a series of maxima and
minima with decreasingly smaller amplitudes for tw > 2:0 can be seen near r=rc = 0.
The radial velocity eventually reaches to a rest at about tw = 9:0. The series of
wave-type distribution in the radial velocity prole is the eect of the development of
the train of vortex rings (or vorticity waves) on the solid surface. Each alternate-sign
vorticity wave is followed by a weaker counterpart until the radial motion of the
vortex ow is brought to a complete rest on the blocking surface.
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Fig. 4.13: Time series plots of swirl and radial velocities for Case 3 with Mx =
0:1 and IN = 0:36 along the cutting surface, on the compression side
4.2.3 Vortex core size
For the subcritical interaction, Marshall's theory for incompressible motion makes
predictions on the vortex core size. For the compression side, the core radius on the
blade surface, rB is given by
erB = 1
IN

(er2B   1) ln(erB)1=2 (4.21)
where erB = rB=rc. The equation can be solved using a one-dimensional root-nding
algorithm such as the Newton-Raphson method. For Case 3, this gives rB = 1:34rc.
In Figure 4.13(a) the vortex core radius converges at about 1:31rc. This is a good
agreement between our solution and the incompressible theory.
However, the vortex response to the cutting in the current compressible
solution is dierent from that predicted by Marshall's analytical model. In their
incompressible model Marshall & Krishnamoorthy report that at the instant the
interaction takes place, the vortex core simply grows asymptotically. In our solution
we observe that at early times the core radius `overshoots` to about 2rc, followed
by a cycle of core radius increase and decrease as it eventually converges to 1:31rc.
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Fig. 4.14: Time series plots of swirl and radial velocities for Case 4 with Mx =
0:15 and IN = 0:43 along the cutting surface, on the compression side
The dierence in the vortex core response to the impulsive cutting, between our
numerical solution and the incompressible theory, is that the incompressible theory
does not account for the generation of the compression led pressure wave. The
solutions here showed that the compression wave is at its strongest at the instant
the interaction takes place. The upstream propagating pressure wave leaves behind a
region of high pressure on the cutting surface near the axis of symmetry (Figure 4.7).
The solutions suggest that it is this higher pressure region that causes the overshoot
of the vortex core radius at early times of the interaction.
The swirl and the radial velocity proles on the cutting surface for Case 4 with
IN = 0:43 are shown in Figure 4.14. For clarity only a selected number of instances
during the interaction is presented. The qualitative behaviour of the vortex ow
is similar to that of Case 3. However, for Case 4 with higher IN we observe the
following:
 From Figure 4.14(a), decrease in the peak swirl velocity is more;
 The core radius converges to a higher radial distance but at a signicantly
longer time;
 In Figure 4.14(b), the initial radial outow is stronger for higher IN .
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 In accordance with the swirl prole, the radial motion dies out at a longer
time.
Our computations predict that at the early times of the interaction the core
radius peaks at around 2:2rc, but at tw > 16 it appears to converge to a value of
about 1:47rc. From equation (4.21) the incompressible theory predicts rB = 1:43rc,
which is also in a good agreement with the compressible solution.
As IN approaches the critical value of 0:707, the time it takes for the vortex
core prole to reach quasi-steady conditions to obtain a converged value for the
vortex core radius will take signicantly longer. This is because, by denition, for
a vortex ow with a given axial Mach number, Mx the normal impact parameter
would increase if the vortex Mach number, Mv were lowered. For such interactions,
the contribution from the swirl component would be relatively lower. Therefore, the
development of the counter rotating vortex rings would take longer, and consequently
would delay the radial velocity of the vortex to reach to a complete halt on the
cutting surface. For Case 5 with IN = 0:54, the simulations predict that the vortex
core radius peaks at about 2:8rc, before a decrease is observed. A converged core
radius value for this simulation was not obtained within a reasonable computational
time.
4.2.4 BVI noise
The weak shock wave generated on the compression side of the interaction which
propagates upstream of the cutting surface into the far-eld is identied as a
potential source of obtrusive BVI noise. Figure 4.15 presents pressure-distance
proles for Case 3, at discrete times, in both the plate-normal i.e. along the vortex
axis of rotational symmetry and radially along the plate surface.
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Fig. 4.15: Time series plots of distance-pressure proles for Case 3 withMx = 0:1
and IN = 0:36 on the compression side. Prole (a) along the vortex axis of
rotational symmetry; (b) along the cutting surface
In terms of BVI noise, the most interesting phenomenon takes place along the
axis of rotational symmetry of the vortex as depicted in Figure 4.15(a). The pressure
wave front propagating radially on the plate surface, as shown in Figure 4.15(b), is
relatively weaker and almost diminishes as it reaches the computational boundary.
Therefore, the propagating wave front is highly directional along the vortex axis of
symmetry. This suggests that the abrupt blocking of the vortex axial core ow is
likely to contribute to the BVI noise.
The pressure proles along the axis of symmetry for Case 4 and Case 5, with
higher normal impact parameter are shown in Figure 4.16. The strength of the
generated wave front is similar in both cases including Case 3. The dierence is
the initial pressure distribution at ta = 0. Note that the strength of the generated
shock wave controlled by the axial Mach number, Mx. Another dierence is the
pressure proles near x=rc = 0, where the distributions mark the development of
the vortex rings near the cutting surface.
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Fig. 4.16: Time series plots of pressure proles for Cases 4 (left) and Case
5 (right) along the vortex axis of symmetry, on the compression side of the
interaction
4.2.5 Area-varying wave speed
Based on the plug-ow model of Lundgren & Ashurst (1989), a travelling
`area-change' wave with a radius rB propagating into the ambient vortex ow with
a region of smaller radius rc can be expressed in the normalised form as
IW = W

2rc
 

=
1erB

ln(erB)er2B   1
1=2
(4.22)
where W is the wave speed.
From vorticity contours of the three subcritical cases, Case 3, Case 4 and Case
5, it is possible to work out how far the leading vortex ring has travelled for a given
time, tw, hence its speed of propagation. This can then be compared with equation
(4.22). Consider that the leading vorticity wave propagates distance jxj by time t.
Therefore the wave speed W can be written as
W =
jxj
t
=
jexj
t
rc (4.23)
where jexj = x=rc. Dividing both sides of the above equation by the mean axial
velocity wx and using the nondimensionalised time parameter tw = twx=rc, the
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above equation can be written as
jexj = W
wx
tw
(4.24)
and nally using the denition for the nondimensional area-change wave speed,
IW from equation 4.22 and the fact that IN = 2rcw=  we have
jexj = IW
IN
tw (4.25)
Using the vorticity contour plots, such as the ones as depicted in Figure 4.12
a value for the axial distance parameter, jexj can be deduced. Since IN and tw are
also known parameters, the wave speed, IW could be calculated: for each case a
set of vorticity contour plots are considered at dierent times; distance the leading
vorticity wave had travelled at each time is measured and a mean value is deduced;
using the speed-distance-time relation W is worked out and hence a value for IW
was obtained.
For Case 3 and Case 4 the simulations predict 0:39 and 0:31 for IW , respectively.
Using equation (4.22) and substituting the predicted rB values, the theory gives
slightly higher values: 0:45 for IN = 0:36 and 0:39 for IN = 0:43. It should be
noted that the vorticity waves make their way against the axial core ow and IW is
quoted in the xed frame of reference.
The small discrepancy between the theory and the simulations can be due to the
theory failing to account for compressibility eects, which we found to be signicant
on the compression side at early times of the interaction. A possible explanation to
this is that, the induced higher pressure region, left by the shock wave structure,
on the cutting surface leads to a larger overshooting of the core radius on the
plate surface. This leads to a larger vortex core area. From equation (4.22) a
travelling `area-change' wave with higher rB would propagate into a smaller region
with slower speeds, which might explain the dierence between the simulations and
the incompressible theory. The vorticity wave speed for Case 5 is not given here as
the formation of fully developed vorticity waves propagating upstream is signicantly
delayed and to obtain an accurate value would require running the simulation for a
relatively longer period of time.
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4.2.6 Supercritical ow
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Fig. 4.17: Detailed plots of normalised azimuthal vorticity contours on the
compression side of the cutting surface for Case 6 withMx = 0:15 and IN = 0:72.
Increment between contours is 0:1
Based on the plug-ow model, the vortex ow is said to be in a supercritical
regime if IN > 1=
p
2 and development of upstream propagating vortex rings (in
the form of azimuthal vorticity waves) should not take place on the compression
side. Figure 4.17 shows the vorticity contour plots for Case 6 with IN = 0:72. The
vorticity distribution shows that, although signicantly delayed, the formation of
the rst counter-rotating vortex ring (VR1) develops as it gradually propagates
upstream against the ambient core ow.
The distinction between subcritical and supercritical conditions is based on
whether the convective action of the core ow overweights the relative propagation of
the waves (supercritical regime), or the waves can work their way against the core
ow (subcritical regime) (Benjamin 1962). Considering Figure 4.17 this suggests
that the local axial velocity near the cutting surface must reduce to that of a lower
speed than its initial supercritical state. This is likely to be the eect of the upstream
propagating shock wave structure, which leaves a region of high pressure near the
cutting surface. This essentially reduces the local axial ow, and hence the local
impact parameter below the critical value of 1=
p
2.
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Fig. 4.18: Detailed plots of normalised azimuthal vorticity contours on the
compression side of the cutting surface for Case 7 withMx = 0:15 and IN = 0:79.
Increment between contours is 0:1
For Case 7, as shown in Figure 4.18, we do not observe formation of upstream
propagating vorticity waves. Although, at tw = 9:0, a sign of formation of counter
rotating vortex ring is just visible on the cutting surface, at tw = 12 we observe
that this thin vorticity region (as marked by an arrow) but instead advects radially
away from the cutting surface with the impinging ow. This is possibly due to the
fact that the generated shock can only has a signicant eect for a brief time near
the cutting surface. This may have left a subcritical region behind for a short time,
which is then overcame by the the impinging supercrtical vortex ow. The ow is
analogous to a non-rotating jet-ow impacting a solid wall.
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Fig. 4.19: Time series plot of swirl velocity prole on the cutting surface for
Case 7 with Mx = 0:15 and IN = 0:79 on the compression side of the interaction
Figure 4.19 shows the evolution of the swirl velocity distribution on the cutting
surface for a typical supercritical ow. From the swirl prole, the vortex core radius
increases with decreasing maximum swirl velocity, indenitely.
4.3 Expansion side
On this side of the interaction the terms supercritical and subcritical, as dened by
the plug-ow model, would not apply since the `area-change' waves would propagate
in the same direction as the axial core ow. The computational set up has not been
changed, except the core ow is now directed from right to left side of the domain.
However, for convenience we present our solutions for the expansion side as if the
ow is directed from left to right of the computational grid, and the solid, cutting
surface is located at x=rc = 0.
4.3.1 Pure-jet ow, IN =1
Figure 4.20 shows a time series of pressure contours on the expansion side of the
interaction for Case 1 with IN = 1. At the instant of the interactions the initial
discontinuity generated as a result of the sudden blocking of the jet-ow gives rise
to expansion led pressure wave structure (A), which propagates into the ambient
95
Erkan Yildirim 4. Instantaneous Orthogonal Cutting of a Tip Vortex
r/r
c
0
5
10
15
20
ta=4
A
ta=8
r/r
c
0
5
10
15
20
ta=16 ta=20
x/rc
20151050
x/rc
20151050
Fig. 4.20: A time series of pressure contours for Case 1 with Mx = 0:15 and
IN =1 on the expansion side of the cutting surface. Pressure increment between
contours is 0:005p1
ow. This is analogous to the classic piston in a shock tube problem with the
piston being driven away from the steady-state ow to equalize the local pressure.
By the time the wave structure reaches to the far-eld boundary, at ta = 20, the
wave weakens considerably. Furthermore, unlike the compression side, we do not
observe a signicant pressure change near the cutting surface.
Figure 4.21 shows a time evolution of the azimuthal vorticity contours. The
vorticity near the at-plate decreases, represented by the increased separation of
contour lines, as the irrotational jet ow moves away from the wall and carries with
it all the vorticity. Doubling the axial ow Mach number to 0.3, Case 2, do not
show signicant dierences in the ow characteristics except the strength of the
emanating expansion wave is stronger.
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Fig. 4.21: In detail, a time series of azimuthal vorticity contours for Case 1 with
IN =1 on the expansion side. Increment between contours is 0:1
4.3.2 Vortex ow
Figure 4.22 shows the pressure contours on the expansion side of the plate for case
C3, with IN = 0:36. The plot shows the generated expansion wave propagating
along the vortex core, downstream of the plate. The weak expansion wave
diminishes considerably as it approaches to the far-eld boundary.
The corresponding vorticity contours are shown in Figure 4.23. It is clear that,
with respect to the compression side, the vortex ring formation (as the vorticity
prole shows in the form of vorticity waves) is faster on the expansion side. This
is true since the vorticity waves propagate in the same direction as the core ow,
in a xed frame of reference, the propagation speed appear to move faster than the
waves on the compression side.
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Fig. 4.22: A time series of pressure contours for Case 3 with Mx = 0:1 and
IN = 0:36 on the expansion side of the cutting surface. Pressure increment
between contours is 0:005p1
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Fig. 4.23: In detail, a time series of nondimensional azimuthal vorticity contours
for Case 3 with Mx = 0:1 and IN = 0:36 on the expansion side at tw = 1:0
(ta = 10) and tw = 1:5 (ta = 15). Increment between contours is 0:1
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Figure 4.24 shows the pressure contour plots for cases with higher impact
parameters, Case 5 (top plots) and Case 7 (bottom plots). The proles are similar
to that of Case 3, only that the strength of the waves are stronger mainly due to
the higher axial Mach numbers. As the leading expansion weave approaches to the
computation boundary at ta = 16, it is possible to identify a region of lower pressure
near the cutting surface (marked by an arrow). This region coincides a decrease in
the vortex core radius, which will be discussed later.
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Fig. 4.24: A time series of pressure contours for Case 5 with Mx = 0:15 and
IN = 0:54 (top), and Case 7 with IN = 0:79 (bottom) on the expansion side of
the interaction. Pressure increment between contours is 0:005p1
The corresponding vorticity contour plots are shown in Figure 4.25. Note again
that the time parameter is normalised with respect to the mean axial velocity, wx
and rc with tw = 1 corresponding to ta = 6:7 and tw = 1:5 to ta = 10. Increasing
IN delays the development of vortex rings propagating downstream along the core.
As is the case for the compression side of the interaction the vorticity waves act to
vary the vortex core area, which is the topic of discussion in the next section.
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Fig. 4.25: In detail, a time series of normalised azimuthal vorticity contours for
Case 5 withMx = 0:15 and IN = 0:54 (top), and Case 7 with IN = 0:79 (bottom)
on the expansion side. Increment between contours is 0:1
4.3.3 Vortex core size
For the expansion side of the interaction, the vortex core radius on the blade surface
is given by (Marshall 1994)
erB = 1 + p2
2
IN
 1
(4.26)
Figure 4.26 shows the time evolution of the swirl velocity (a) and the radial velocity
(b) of the vortex for Case 3 with IN = 0:36 along the cutting surface. From the
swirl velocity prole, as indicated by an arrow, the peak swirl velocity increases
with decreasing core radius and converges to about 0:79rc. The convergence on
the expansion side is achieved at the early times of the interaction. For IN = 0:36,
equation (4.26) gives rB = 0:8rc, clearly there is a good agreement between our
solution and the incompressible theory.
The radial velocity prole is shown in Figure 4.26(b). At the early times of the
interaction there is a strong radial inow along the surface. Although, at tw = 1:0
there is a sign of developing radial outow induced by the formation of the rst
100
Erkan Yildirim 4. Instantaneous Orthogonal Cutting of a Tip Vortex
r/rc
w
θ 
/ w
θ,
m
a
x
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
1.2
1.4
0.79
(a) Swirl velocity
r/rc
w
r 
/ w
x
0 1 2 3 4 5-0.3
-0.2
-0.1
0
0.1
0.2
0.3
|
initial radial inflow
VR1
(b) Radial velocity
t
w
=0.0
t
w
=1.0
t
w
=2.0
t
w
=3.0
t
w
=4.0
t
w
=5.0
t
w
=6.0
Fig. 4.26: Time series plots of the swirl and the radial velocities for Case 3 with
IN = 0:36 along the cutting surface, on the expansion side
counter rotating vortex ring, it is not strong enough to completely reverse the ow
and take over the initial inow. The radial motion on the cutting surface nearly
disappears by tw = 6.
Figure 4.27(a) shows the swirl velocity prole for Case 5 with IN = 0:54. The
prole is similar to that of Case 3. Here, for higher IN the vortex core radius shrinks
further, to a value of about 0:7rc. The corresponding radial velocity prole shows
that the induced inow at the early times of the interaction is stronger for higher
IN , which would explain smaller core radius on the cutting surface. From equation
(4.26), we nd that the theory gives rB = 0:72rc. Also, in a good agreement with
the current prediction.
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Fig. 4.27: Time series plots of the swirl and the radial velocities for Case 5 with
IN = 0:54 along the cutting surface, on the expansion side
For the rest of the test cases, that is Case 4, 6 and 7, the simulations predict
vortex core radius of 0:74rc, 0:64rc and 0:61rc, respectively. Using equation (4.26)
the incompressible theory gives 0:77rc, 0:66rc and 0:64rc.
4.3.4 Area-varying wave speed
For the expansion side, the non-dimensional phase-speed of azimuthal vorticity
waves as a function of IN can be expressed as
IW =
1p
2
+ IN (4.27)
Using equation (4.25), and making use of the vorticity contour plots we can
deduce the speed of the vorticity waves in the simulations. For Case 3, the
simulations predict IW = 1:13. In comparison, equation (4.27) gives IW = 1:06.
Again, a very close agreement between the two.
Similarly, for the rest of the test cases: for Case 4 simulations predict IW = 1:18
and equation (4.27) gives IW = 1:14; for Case 5 we obtain IW = 1:28, and the
theoretical value is IW = 1:25; and nally for Case 6 and Case 7 the vorticity waves
propagate at speeds IW = 1:46 and IW = 1:50, respectively. From the equation we
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obtain 1:43 for Case 6, and 1:50 for Case 7.
All the above results and the characteristics nature of the vortex response to
the instantaneous cutting suggest that on the expansion side of the interaction
compressible eects are negligible (for the vortex ow parameters used in the current
study). From the pressure contour plots we are also able to deduce that the
contribution to the far-eld noise is not signicant.
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Fig. 4.28: The distribution of the vortex core radius as a function of the normal
impact parameter, IN . Solid line represents the incompressible model. The cross
marks represents the numerical predictions
Finally, the vortex core radii predicted by the compressible solution, for a range
of IN , and the theoretical incompressible model (solid line) are summarised in
Figure 4.28. The x-axis represents the vortex core radius, where r=rc = 1 is the
initial vortex core radius. For the ow parameters used in the simulations, the
predicted values and the the theoretical model are a good match. The lack of
data on the compression side is due to the fact that as IN approaches the critical
value of 0:707, the simulations take signicantly longer to derive the vortex core area.
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A Local Mesh Renement (LMR) grid consists of a number of locally nested meshes
with increasing levels of renement, each overlaying a coarser mesh. LMR method
is used to achieve well resolved solutions for ows where complex (body) geometries
and ow features such as vortices and shock waves are present, at the same time
for being computationally ecient. The programming architecture the current
study adapts was rst developed by Ng (1998) to investigate transonic blade-vortex
interactions, based on the Adaptive Mesh Renement (AMR) scheme introduced
by Berger & Colella (1989) and by Quirk (1994), and used with the structured
solver developed by Hillier (1993).
In this section, we discuss the general features of the scheme, which is followed
by its implementation with standard test cases. Further tests are implemented
for the two-dimensional perpendicular BVI for which the predictions are compared
with earlier reported results. For extensive discussion of the LMR methodology, the
reader is referred to the above publications.
5.1 Grid description
Based on the terminology and notations used by Berger & Colella (1989), we dene a
mesh as a single discretized region and grid as being the collection of such embedded
meshes. A grid, Gl;k, has total of lmax levels with l = 1 being the base (coarsest)
mesh. At each level there can be more than one mesh denoted by the letter k and
dened as
Gl =
[
k
Gl;k (5.1)
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Fig. 5.1: Grid hierarchy of nested
meshes.
Fig. 5.2: Example of poorly nested
mesh
For instance, in Figure 5.1, G2;2 refers to the second mesh at level 2 . To ensure the
integrity of the computational grid, the mesh should be `properly nested': a mesh
at level l overlays the mesh at l   1,
Gl  Gl 1 (5.2)
such as that in Figure 5.1. An example of a `poorly nested' mesh is shown in
Figure 5.2 where part of G3;1 at l = 3 overlays the base mesh (l = 1), which can
compromise the solution due to inecient boundary treatment of G3;1 with the
underlying base mesh. The concept of mesh boundary treatment is discussed in
§ 5.2.1.
5.2 Flow integration
Spatial and temporal renement is carried out by dividing each rectangular (or
quadrilateral) cell into smaller subcells (cells generated as a result of linear
subdivision of the underlying coarse cells). For all of the computations presented in
this thesis the mesh renement ratio, xl 1=xl is 2 in each direction: four subcells
per coarse cell, as illustrated in Figure 5.3, which is representative of the grid in
Figure 5.1.
The nature of the LMR method allows a mesh to be solved independently of
other meshes except when determining its boundary values. However, when dealing
with an unsteady ow, the following points must be considered:
i) Overall solution must remain time accurate.
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Fig. 5.3: An example of a rened grid. The base mesh cells are rened by a
factor of two in i & j directions with increasing mesh level
ii) Courant number for each level must be Cm = (a
t
i + U
t
i )(t)
t
i=(m)  1, where
m represents the spatial coordinates, m = x; y; z , ai is the local speed of sound
and Ui local stream velocity.
iii) Each mesh should be consistent in representing the ow eld, i.e. treatment of
mesh intersections.
Point (i) imposes that the integration to time tn should be completed for every
mesh, before advancing the solution to tn+1 for any mesh. For instance, once the
base mesh ow eld is advanced by a time step, the solutions are then interpolated
to the boundary cells of the embedded meshes. Then, integration is performed on
the ner mesh independent of the rest of the ow eld. This allows dierent time
increments to be used for each mesh: for a rened level l, a time step is reduced by
tl = tl 1=2. This also ensures the stability criteria of point (ii). This is carried
out by rst estimating a stable time step for the base mesh, in accordance with
the predetermined CFL number, from which stable time steps for the higher level
meshes are calculated.
Point (iii) refers to the treatment of boundary interfaces between meshes. Each
embedded mesh is made up of `true' cells and `dummy' cells. The dummy cells
are the two outermost rows of cells around a mesh, which are overlaying the true
cells of the lower level mesh. The dummy cells establish the `connectivity' between
meshes. These cells are ignored by the ow solver. They are used to project
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Fig. 5.4: An embedded mesh which consists of `dummy' cells represented by
dotted lines and `true' cells, over which the ow integration is carried out
boundary values between the meshes before ow integration can commence over
the `true' cells of the overlapping mesh. An illustration of an embedded mesh is
shown in Figure 5.4 with dashed lines representing the dummy cells.
In accordance to the mesh hierarchy, there can only be one of the following types
of boundary connectivity between any two meshes:
Fine-Fine
Due to the physical characteristics of ne-ne connectivity, where a dummy
cell is coincident with a true cell of a neighbouring mesh of the same grid
level, the ux transfer between corresponding meshes is straightforward. The
level of renement is the same, so the dummy cells copy the exact values from
the coincident mesh. The same time step level is also maintained. Use of
two consecutive dummy cells, and the numerical scheme being second order
in space, in practice allows the solver to treat true cells of ne-ne connected
meshes as continuing elements of a single mesh.
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fine−coarse interface
i+
1/
2i−1/2 i,j
if,jf+1
if,jf
x
y
Fig. 5.5: A 2D sketch of ne-coarse interface
Fine-Coarse
Treatment of a ne-coarse mesh boundary is more elaborate since there is
an interruption at the interfaces in mesh renement, which in eect will
result in inevitable numerical errors. The challenge is to keep such errors to
minimum so that transition of information between the meshes are as smooth
as possible. Boundary data for a mesh at level l is derived from the underlying
coarser mesh at level l   1. This causes problems: the coarse solution is less
rened both spatially and temporally. First considering temporal renement,
recall that for the rened level l, time increment is reduced by tl = tl 1=2,
however, there is no solution at t + tl 1=2 for level l   1. Therefore, to
provide an estimate value for l at t + tl 1=2, solutions of level l   1 at t
and t + tl 1 are linearly interpolated in time. Similar approach is taken to
deal with the discrepancy in spatial renement. Following the estimate for
the temporal renement, level l   1 solution is then spatially interpolated in
a linear manner to set values for the dummy cells for the overlaying mesh.
Finally, following the integration of a higher level (ner) mesh, each coarse cell
is replaced by the volume-weighted average of the ne cells embedded in that coarse
cell. However, projection of the solution to coarser meshes itself should be modied
in order to enforce conservation at the ne-coarse mesh boundary: the ux into the
ne mesh must equal to the ux out of the coarse mesh (Berger & Colella 1989).
5.2.1 Treatment of mesh boundaries
The current solver uses a conservative and explicit nite volume scheme and,
in order to maintain conservation throughout the whole grid, the current solver
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implements a mesh boundary procedure at the ne-coarse mesh interface as
introduced by Berger & Colella (1989).
The conservation enforcement is implemented as a separate procedure after a
given mesh and any ner level meshes overlaying it have been integrated, and the
volume-weighted solutions have been projected onto the coarse cells. Consider the
interface between an underlying coarse mesh at level l   1 and the west side of the
ne mesh at level l as illustrated in Figure 5.5 where if and jf refer to the relative
i and j coordinates of the ne mesh. The correction is carried out in three steps
(Sheikh 2002)
1. After the coarse uxes have been calculated an array of F of uxes is saved
for every coarse cell edge sharing an interface with the ne mesh cells,
F = +Fcoarse
i+ 1
2
tcoarseycoarse (5.3)
For the east side of the ne mesh the rst term on the right hand side would
be replaced by  Fcoarse
i  1
2
to remove coarse cell ux when the conservation x
routine is implemented.
2. Following the ow integration of each sweep, at each time step, the ux term
is updated. After performing an x-sweep operation for coarse cells at the west
side of the ne mesh boundary,
F = F 
rX
tn=1
r 1X
j=0
Ffine
i  1
2
tfineyfine (5.4)
where r is the renement factor and for the current scheme, r = 2. The
summation terms ensures the consistency of ow integration between the
coarse and the ne meshes.
3. As the nal step, the coarse cell values of the primitive variables are updated,
for example
U(t; x; y)corrected = U(t; x; y) + F=xcoarseycoarse (5.5)
The above method is based on a two-dimensional grid. Extending this into
three-dimensions is straightforward. For the three-dimensional grid the corrected
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ux is expressed as
U(t; x; y; z)corrected = U(t; x; y; z) + F=xcoarseycoarsezcoarse (5.6)
It should be noted that when dealing with unsteady ows, in order to keep
numerical errors to minimum, a critical point is to make sure that the mesh
boundary interfaces are placed far from regions where there are rapid ow changes
or discontinuities such as shocks. This demands particular attention when designing
the grid for each problem. In the case of the transonic O-BVI problem, the
strongest unsteady features are the vortex ow, shocks and propagating acoustic
waves generated as a result of the interaction. Therefore the grids are designed
so that such ow features do not cross ne-coarse interfaces in the interaction,
at least not near the ow of interest. In the rest of this chapter standard test
cases will be presented to demonstrate the accuracy and the eciency of the LMR
solver: vortex convecting through a rened region; steady ow around NACA0012
aerofoil to demonstrate the solver's accuracy in dealing with complex geometries;
and the two-dimensional perpendicular BVI interaction for which comparisons with
the previously reported results are made.
5.3 2D Test Cases
5.3.1 Convecting Vortex
The test case considered here is a vortex ow with core Mach number,
Mv = w;max=a = 0:127, advecting in a free stream ow of M1 = 0:8. The
computational grid is 80rc 50rc and consists of a region of rened mesh overlaying
the base mesh, through which the vortex convects. The base mesh resolution is
rc = 10x = 10y.
We are particularly interested in any perturbations caused by the ne-coarse
interface treatment to the vortex structure as it convects through the rened region.
Figure 5.6 shows a time series of pressure contours for a vortex passing through
a rened region of width 5rc. The results indicate that the vortex structure is
preserved quite well as it enters and leaves the rened region.
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Refined mesh t =0
Refined mesh t =7
Refined mesh t =12
Refined mesh t =19
Fig. 5.6: A time series of the pressure contours of a vortex with Mv = 0:127
moving at M1 = 0:8 through a rened mesh. Pressure increment between
contours is 0:003p1
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The change in the vortex prole can be better examined by looking at its pressure
distributions as it moves through the rened region. This is shown in Figure 5.7.
The prole is taken in the x-direction, along the vortex core centre, which coincides
with the minimum point in the pressure prole. At tU = 7, as the vortex core
passes through the ne-coarse boundary its initial structure is preserved quite well.
By tU = 12, the centre-half of the vortex has moved pass the ne-coarse boundary,
leaving the rened region of resolution rc = 20x = 20y and entering the coarser
base mesh. By tU = 19 the vortex core has completely left the rened region. There
are no signicant perturbations in the course of the run. However, between tU = 0
and tU = 19, the vortex centre pressure have increased slightly. This is likely to be
due to numerical diusion.
x/rc
p/
p ∞
20 30 40 50 600.94
0.96
0.98
1
tU=0
tU=7
tU=12
tU=19
Refined mesh
Fig. 5.7: The pressure distribution of the Scully vortex with Mv = 0:127
convecting at M1 = 0:8, through a rened region
5.3.2 Symmetric aerofoil in a uniform transonic ow
For simulations that include complex geometries such as aerofoils, there are a number
of aspects to consider, such as implementation of the aerofoil geometry into our
rectangular grid, and the solver's ability to accurately predict the ow around the
aerofoil. A test case of a uniform ow ofM1 = 0:8 at an angle of incidence  = 1:25°
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is performed. The case has been implemented by Jameson & Schmidt (1985) and
many others to analyse the accuracy and the eciency of a numerical solver. The
test case was also considered by AGARD Advisory group in 1985 and has become
a standard.
5.3.2.1 Mesh geometry around the aerofoil
To address the challenges of producing high quality meshes that are able to
exhibit complex shapes and, at the same time, be able to capture ow features
such as shock waves accurately, Albone (1988) introduced a \more exible" mesh
generation method with the aim of a unied model. In the current method the mesh
generation algorithm rstly denes a uniform base mesh for the LMR grid. Then,
the grid points are revised with respect to the aerofoil geometry. The next level
mesh renement is interpolated on the base mesh, encompassing the aerofoil region.
The renement procedure is repeated until the desired level of resolution is achieved.
For most of our simulations we use the symmetric NACA0012 aerofoil geometry.
Figure 5.8 shows the NACA0012 aerofoil geometry embedded into the highest level
mesh. Particular attention is required when dening the aerofoil leading edge
geometry for each mesh level. A detailed plot of the leading edge geometry is
shown at increasing levels of renement in Figure 5.9, level 1 being the coarsest
(base) mesh.
Fig. 5.8: Illustration of NACA0012 aerofoil geometry at the 3rd level renement,
in the LMR grid with a base mesh of resolution c = 50x = 50y, where c is
the aerofoil chord length
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(a) Level 1 (b) Level 2 (c) Level 3
Fig. 5.9: Detailed view of NACA0012 blade leading edge with increasing mesh
renement level.
The NACA0012 geometry is open at the trailing edge, i.e. it is not a closed,
sharp edge. To dene a sharp edge, the trailing edge was extended such that the unit
chord length, 1:0c increases to 1:008930c as reported in the 1985 AGARD technical
report. A detailed view of the trailing edge geometry is shown in Fig. 5.10. The
solid boundary of the mesh geometry both on the upper and the lower surfaces
of the aerofoil meet at the trailing edge and the subsequent cells are merged to
`zero-volume' cells. These cells have no contribution to ow integration and therefore
are ignored by the solver.
Fig. 5.10: A detailed view of NACA0012 trailing edge geometry.
5.3.2.2 Steady state solution
A NACA0012 aerofoil section was exposed to a free-stream ow of M1 = 0:8 at an
angle of attack of  = 1:25° . Figure 5.11 shows the steady-state pressure contour
plots over the aerofoil. A relatively strong shock on the upper surface and a weaker
shock on the lower surface are visible. The stagnation point remains below the
leading edge of the aerofoil.
Figure 5.12 shows a comparison of the pressure distribution on the aerofoil surface
against two published results. The proles are almost identical. Note the agreement
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Fig. 5.11: The pressure contours of the steady state solution of NACA0012
exposed to a free-stream ow of M1 = 0:8 at an angle of incidence of  = 1:25°
in the shock locations and the accuracy of shock capture in the current solution,
represented by the solid lines in the gure.
5.3.3 Perpendicular BVI
An earlier study conducted by Lent et al. (1993) investigated the noise signatures
of a perpendicular BVI, in a transonic ow. Two distinct BVI noise signatures were
identied that were not characteristics of BVI noise in a subsonic ow: impinging
vortex displacing the stagnation point of the ow at the blade leading edge gives
rise to upstream propagating shock waves - compressibility waves ; and emanating
shock waves from locally conned shock development along the shoulders of the
aerofoil - transonic waves.
A computational grid is designed to investigate two-dimensional perpendicular
BVI problems in a transonic ow. Since the same numerical scheme will be used
to simulate the three-dimensional O-BVI interactions, testing the solver initially
in two-dimensions would save us complications of a three-dimensional numerical
implementation and allow us to compare our computations with a range of available
results. The perpendicular two BVI cases that are summarised in Table 5.1 are
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Fig. 5.12: The steady state pressure distribution of free stream ow ofM1 = 0:8
at an angle of incidence  = 1:25 over the surface of NACA0012 in comparison
to AGARD and Allen (1995)
Table 5.1: Details of the two-dimensional perpendicular BVI test runs. The
term yc is displacement of the vortex core in the y-direction with respect to the
aerofoil symmetry-line
Case M1 Mv yc rc Previous studies
1 0:5 0:626 0:00 0:018c Lee et al.
2 0:8 0:255  0:26c 0:050c Damodaran et al.
also widely adopted test cases to investigate several aspects of a BVI simulation:
vortex generation, code's ability to maintain minimum desired level of numerical
diusion of convecting vortex, shock capture and the eects of the blade-vortex
interaction itself. Figure 5.13 shows the full scale computational domain used
for the simulations. The three dimensionality can be achieved by stacking up
two-dimensional grids, which will be discussed later. Table 5.2 shows the details
of the computational domain shown in Figure 5.13 and the number of cells at
each mesh level. As each mesh level is rened by a factor of two in each direction
memory requirements to run a simulation can increase signicantly with each
increasing level of renement.
As previously mentioned, a good LMR grid design should follow a number of
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Fig. 5.13: The LMR grid that is generated for the two-dimensional perpendicular
BVI simulations
Table 5.2: Details of the LMR grid structure for the two-dimensional
perpendicular BVI simulations
Level Number of cells Relative memory requirements
Level 1 (base) 950000 29:4%
Level 2 378798 11:7%
Level 3 488057 15%
Level 4 1419488 43:9%
rules (§5.1) to produce accurate solutions, but also needs to consider the nature
of an interaction. The grid resolution and location of the far-eld boundary from
the near-eld of interest should be carefully considered. For BVI interactions, it is
desired to have the grid boundaries as far as possible, yet allow the computations
to run cost eectively. We use a grid of 26c  30c for which the boundaries are
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between 10c  15c away from the blade.
In our simulations the actual vortex formation is not considered, therefore
particular attention should be paid to the ow initialisation. First, a run is
performed to achieve a steady solution around the aerofoil. Runs of 2500 time
steps were sucient to obtain a steady state solution for both test cases. Ideally,
the vortex should be introduced to the steady ow ahead of the target blade as far as
possible to reduce any perturbations arising at the blade surface upon initialisation.
However, the distance should not be so far that simulations become computationally
costly due to the need for increased size of the nest mesh, which is used as the
vortex path. Moreover, eects of numerical diusion are likely to accumulate even
more if the vortex to travel longer. In the simulations presented here, the vortex
is introduced to the steady solution at ve chord lengths, 5c in front of the blade
leading edge. The distance is sucient to not to introduce signicant unsteadiness
to the steady solution at the moment of initialisation. A summary of the runs is
shown in Table 5.3.
Table 5.3: Details of the two-dimensional perpendicular BVI runs. The
simulations were run on a PC with a dual-core 3Ghz processor
Case Number of time steps Courant number Computational time (hrs)
1 700 0:9 93
2 500 0:9 67
5.3.3.1 Test case 1: Head-on interaction
Figure 5.14 shows a comparison of the current computation with the experimental
and computational studies carried out by Lee & Bershader (1994). A vortex of
strength Mv = 0:626 is introduced into the steady ow of M1 = 0:5. In the present
simulation the vortex resolution is rc = 8x = 8y. It should be noted that the
experiments and the numerical simulations performed by Lee & Bershader (1994)
take viscosity eects into account and the present computations consider pure
inviscid ow.
A negative vortex, dened as an anticlockwise rotating vortex in the right-to-left
free-stream, is travelling with the free-stream ow towards the blade head-on. As
the vortex core approaches the aerofoil the stagnation point moves up, due to an
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A
t=4.86
t=4.95
t=5.04
t=5.13
Fig. 5.14: Comparison of the density contours of the two-dimensional
perpendicular BVI with M1 = 0:5, Mv = 0:626 and yc = 0. Current
computations are shown on the left hand side, Lee & Bershader (1994)
experimental results are shown in the centre and their numerical results on the
right
induced downward velocity across the blade nose. This is clearly visible at t = 4:86
in Figure 5.14. This drives the vortex core to move towards the lower surface of the
aerofoil as shown at t = 5:04. The unsteadiness generated near the leading edge of
the aerofoil generates an acoustic wavefront that propagates upstream as indicated
by the arrow at t = 5:13. This is identied as Lent's compressibility wave.
A more detailed comparison of the solutions is possible by looking at the
pressure history on the aerofoil surface at three dierent locations along the chord,
as shown in Figure 5.15. There is a good agreement between the experiment of
Lee & Bershader (1994) (marked points) and our computation (top two plots).
On the upper surface of the aerofoil (top-left plot), our solution predicts the same
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Fig. 5.15: The pressure history plots at three locations on the blade leading edge.
The marked points are the experimental data from Lee & Bershader (1994). Top:
solutions obtained using the current numerical methods; Bottom: computational
results obtained by Lee & Bershader (1994)
pressure amplitudes as the experimental measurements of Lee & Bershader (1994).
However, there appears to be a small time lag between the two. Similar time lag
is also observed between Lee & Bershader's computation and their experimental
results. However, their computation fail to capture the strength of the pressure
variations accurately.
A relatively good agreement on the lower surface is also observed. A signicant
feature, that is not seen in Lee & Bershader's computation, is discontinuity in the
pressure distribution for x=c = 0:05 which is captured by the current computation.
This is observed at around t = 5:1. The feature is identied to be the eect of a
temporal shock formation around x=c = 0:05 as the vortex moves along the lower
surface. The shock formation, labelled `A', can be seen in Figure 5.16. The location
of the vortex core is marked by the letter `B'.
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AB
Fig. 5.16: The density contour plots at the leading edge of the aerofoil as the
head-on perpendicular BVI interaction takes place at t = 5:04. Label (A) marks
the temporal shock formation and label (B) marks the location of the vortex core
5.3.3.2 Test case 2: Indirect parallel BVI
In this test case, the interaction is not head-on, but the vortex core centre is
initialised at 0:26c below the aerofoil chord line, i.e. the vortex core will move
pass the aerofoil below its lower surface. The vortex Mach number of Mv = 0:255
is assumed and the vortex is initialised at 5c ahead of the blade leading edge
and allowed to convect in a free-stream ow of M1 = 0:8. A resolution of
rc = 20x = 20y is used on the vortex path.
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(d) xv = 1:07c
Fig. 5.17: The surface pressure distribution of a two-dimensional perpendicular
BVI with M1 = 0:8 and Mv = 0:255. The initialised vortex is displaced 0:26c
below the aerofoil. The marked points in the plots are from the inviscid study of
Damodaran & Caughey (1988). The distance of the travelling vortex core from
the aerofoil leading edge is indicated by xv
Figure 5.17 shows the computed pressure coecient distribution (solid line) on
the aerofoil surface in comparison to the study of Damodaran & Caughey (1988).
The displacement parameter xv represents the position of the vortex core centre
relative to the blade leading edge. From the series of surface pressure plots we are
able to observe the eects of the BVI interaction on the pressure distribution of the
aerofoil surface as the vortex approaches and convects along the lower surface. The
computed results compare favourably with that of Damodaran & Caughey (1988).
Figure 5.18 shows the corresponding pressure contours. At xv =  0:50c,
as the clockwise rotating vortex approaches the aerofoil, the shock that resides
on the lower surface is displaced. This is due to the induced velocity eld of
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the approaching vortex. As the vortex convects below the aerofoil, it enters the
supersonic region and interacts with the shock on the lower side of the aerofoil at
xv = 0:51. Following the shock-vortex interaction, at xv = 1:07c, we identify a
propagating compression wave front generated near the trailing edge of the blade
on the lower surface. This is marked by an arrow. The wave front is generated
due to the unsteadiness induced by the vortex ow at the trailing edge of the aerofoil.
xv=-0.5c
shock
vortex
xv=0.05c
xv=0.51c
shock-vortex
  interaction xv=1.07c
Fig. 5.18: The pressure contours of the perpendicular BVI taking place at 0:26c
below the aerofoil. The vortex convects at M1 = 0:8 with vortex Mach number
of 0:255. The distance of the convecting vortex from the aerofoil leading edge is
indicated by xv
5.4 3D LMR tests
To generate a three-dimensional grid, the third-dimension is initialised by stacking
two-dimensional (x,y) grids in the z-coordinate as illustrated in Figure 5.19.
Critical to the 3D grid design is the complete encompassing of the entire span
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Y
Z
X
Fig. 5.19: Illustration of 3D grid construction by stacking of 2D grids
of the aerofoil by ner meshes surrounding it. Otherwise, due to regions of high
pressure gradients on the surface of the aerofoil, such as shocks, the accuracy of the
solution could be compromised. A case reported by Sheikh (2002) shows that if
there a ne-coarse interface exists along the span of the aerofoil or in the near-eld
the solution introduces spurious ux to the ow .
In the following, two test cases are considered: a uniform ow incident on a
non-lifting aerofoil; and the three-dimensional instantaneous cutting of a vortex
with non-zero axial core ow. The former test is to conrm the reliability and the
accuracy of the 3D solver, in particular the z-sweep routine in the code, and the
latter case to test the implementation of the three-dimensional vortex ow, which
would also serve as a validation case for the results reported in Chapter 4 for the
two-dimensional axisymmetric model.
5.4.1 Uniform ow incident on an aerofoil
Figure 5.20 shows a stack of k-slice meshes (along the z-direction) plotted
consecutively at an early time in the simulation. A uniform ow of M1 = 0:8
was initialised at t = 0. The pressure wave front generated at the leading edge of
the aerofoil at the start of the simulation is propagating upstream. Formation of
shocks on the aerofoil surface can be seen. The gure shows that the contour lines
on each k-slice lay exactly on top of each other, suggesting that the z-sweep solution
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is stable.
Fig. 5.20: The pressure contours plot of a stack of k-slice meshes (lying on top
of each other) that makes up the three-dimensional grid where a uniform ow of
M1 = 0:8 is incident on a NACA0012 aerofoil at an early time in the simulation.
Increment between pressure contours is 0:05p1
5.4.2 3D instantaneous cutting of vortex
This is the three-dimensional model of the instantaneous cutting of the vortex
by a at-plate. The solutions for the two-dimensional axisymmetric model were
presented in Chapter 4. We start the computation with an initialised vortex
cross-section prole, for which we adapt the Lamb-Oseen vortex model again.
The computations are performed on a uniform Cartesian grid of 40 core radii in
all three directions. The vortex with axial core ow parameter of Mx = 0:1 and a
normal impact parameter of IN = 0:3 was assumed. This puts the interaction in a
subcritical ow regime.
Figure 5.21 shows a detailed view of the pressure contours for the interaction
on the x-y plane along the vortex centre (z=rc = 0). The gure shows a typical
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Fig. 5.21: The pressure contours of the three-dimensional instantaneous cutting
of a vortex ow with Mx = 0:1 and IN = 0:21 at twx=rc = 1:0 on the x-y plane
along the vortex centre (z=rc = 0). Pressure increment between the lines are
0:01p1
pressure distribution at one instant. The as-yet undisturbed part of the column
vortex is labelled (A), a pressure wave structure (B) is propagating outwards from
the plate as a consequence of the blocking of the axial core ow on the solid surface
and (C) is the region processed by the compressive wave. On the expansion side,
a weaker pressure front is propagating downstream of the cutting surface. The
physical process is in agreement with the cases investigated for the two-dimensional
axisymmetric model.
Figure 5.22 shows the corresponding azimuthal vorticity contours. We are able
to identify the formation of vortex rings, in the form of vorticity waves, on both
sides of the cutting surface. Note the symmetry in the distribution across the axis
of rotational symmetry, y=rc = 0. The dashed lines in the plot indicate negative
vorticity values. On the compression side of the cutting surface the vorticity
distribution covers a larger cross-sectional area along the at-plate surface, an
indication of vortex thickening.
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Fig. 5.22: The azimuthal vorticity contours, !z of the three-dimensional
instantaneous cutting of a vortex ow with Mx = 0:1 and IN = 0:21 at
twx=rc = 1:0 on the x-y plane along the vortex centre (z=rc = 0)
From the swirl velocity proles we can deduce the vortex core size for both sides
of the cutting surface. This is shown in Figure 5.23. On the compression side of
the interaction, the swirl prole shows a converging pattern at a radial location of
about 1:29rc and a value of about 0:81rc on the expansion side. The predictions of
the plug-ow model are 1:27rc and 0:82 for the compression and expansion sides,
respectively. The results are in a good agreement with the incompressible model.
Finally, to complement the two dimensional pressure contours plot presented
above, Figure 5.24 shows the pressure contours in three-dimensional view, at an
early times of the interaction. Note that only half of the computational domain
along the vortex centre is shown for presentation purposes. The direction of the
axial core ow and the location of the at-plate are marked. Label `A' in the gure
marks the shock wave structure, which is generated as a result of the impulsive
blocking of the core ow, propagating upstream against the axial core ow. On
the opposite side, an expansion wave propagating downstream of the at-plate is
marked by label `B'.
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Fig. 5.23: The time-evolution swirl velocity prole of the three-dimensional
instantaneous cutting of a vortex ow with Mx = 0:1 and IN = 0:21 on the
at-plate surface. Left: Compression side; Right: Expansion side
Fig. 5.24: The pressure contour plots of the three-dimensional instantaneous
cutting of a tip vortex at an early time in the interaction, twx=rc = 1:0 . The
compression led pressure wave is marked by (A), and the expansion wave is
marked by (B). Half of the computational domain from the vortex centre is shown
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6 The 3D Orthogonal BVI - I
6.1 Introduction
In Chapter 4 we discussed our solutions for the impulsive instantaneous blocking
of an idealised axisymmetric vortex, the rst step in our investigation of O-BVI.
Here, for the second step, we will extend this to the gradual cutting of the vortex
by a sharp at plate that moves at a nite speed through the vortex. Finally, we
will present results for the chopping of a tip vortex by a blunt leading edge aerofoil
in Chapter 7, which incorporates both the blocking eect and also stretching and
distortion of the vortex lines. Note that the terms `chopping' and `cutting' are used
to refer to the physical nature of the BVI interaction at the tail rotor of a helicopter.
For a truly inviscid ow, vortex contour lines can only stretch (innitely) around
blunt leading edge body.
6.2 The critical parameters dening O-BVI
Earlier studies (Marshall & Yalamanchili (1994), Marshall & Krishnamoorthy (1997)
and Liu & Marshall (2004)) have established that there are three critical parameters
dening the Orthogonal Blade-Vortex Interaction (O-BVI): the normal impact
parameter, IN = 2wxrc=  which was the subject of investigation in Chapter 4; the
horizontal impact parameter, IH = 2Urc=  where U is the blade forward speed;
and the thickness parameter dened as the ratio of blade thickness to vortex core
radius,  = t=rc.
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6.2.1 The normal impact parameter, IN
In Chapter 4, the results for the limiting case of the two-dimensional axisymmetric
model of the instantaneous cutting of a tip vortex were presented. The compressible
solution conrmed that IN is an important dening parameter in the interaction.
However, the model is limited and does not take into account the transient, more
complex nature of the problem. In a true three-dimensional O-BVI interaction there
are more parameters that must be considered and taken into account. These are
discussed below.
6.2.2 The blade thickness parameter, 
The eects of the blade thickness on the generated noise in the forward ight of a
helicopter tail-rotor was studied numerically by Hawkings (1978) and Glegg (1987)
who modelled the unsteady thickness noise combined with the unsteady lift noise
due to blade interaction with inow turbulence for incompressible motion. Glegg
reported a good agreement between the numerical prediction and the experiments
performed by Paterson & Amiet (1979) for high turbulence level. However,
Howe (1989) argued that the latter numerical model had ignored the inuence
of the impinging vorticity on the `unsteady thickness noise' and was therefore
under-predicting the intensity of the radiated noise.
In a helicopter ow, generation of vorticity can be due to tip vortices from
main-rotor blades which could be `chopped' by the tail-rotor. Taking this into
account, Howe (1989) modelled the incompressible interaction where a vortex with
zero axial velocity interacts at right-angles with a two-dimensional, non-lifting
aerofoil. Howe reported a signicant increase in the amplitude of the noise when the
vortex is cut by a blunt leading edge aerofoil. This suggests that a large distortion
of vortex motion near the leading edge of the aerofoil can have an important role
in the generated noise.
The amount of bending of the vortex in immediate contact with the blade and
the following cutting is later studied numerically by Marshall & Yalamanchili (1994).
The study considers orthogonal BVI for a vortex with non-zero axial velocity for
blades of varying thickness and assumes incompressible ow. Strong dependency on
the ratio of the blade thickness to the initial core radius of the vortex, represented
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by  = t=rc is reported. For  < O(1), computations showed very little vortex
bending, and the report suggests that the solution could be approximated by the
instantaneous cutting model (Marshall 1994). For such a limited case the BVI noise
generation would be dominated by the theoretical vortex `shock' and `expansion
wave' formations as a result of the interaction. However, for  greater than order
of one, a signicant vortex bending around the blade leading edge occurs. For the
latter case the angle of attack and the blade forward speed also eect the nature of
the vortex distortion. It is therefore suggested that the sound generation would be
dominated by bending and stretching of the vortex for  > O(1).
6.2.3 The horizontal impact parameter, IH
The horizontal impact parameter is dened as the ratio of the blade forward speed
U to the (nominal) maximum swirl velocity  =2rc. For cases where  < O(1) there
exist two distinct ow regimes that depends on IH (Krishnamoorthy & Marshall
1998): for IH > 0:25 the vortex is said to be weak and boundary layer separation
is not expected to occur as the blade penetrates into the vortex core; however, for
IH < 0:1 the interaction takes place in the strong vortex regime such that vorticity
ejects from the blade boundary layer, wraps around the vortex and distorts the
vortex structure before the blade impacts the vortex core. An experimental case
conducted by Krishnamoorthy & Marshall (1998) for a vortex in the strong regime
was discussed in § 2.3.1.
6.2.4 The O-BVI parameters in the current study
For the three dimensional simulations a thin-blade with  < O(1) and a vortex in
the weak regime, IH > 0:25 are assumed. With the above discussion on the critical
parameters in mind, for the current inviscid, compressible solution the author aims
to capture most of the signicant features in an O-BVI interaction in transonic ow.
Table 6.1 shows a summary of the investigated three-dimensional interactions.
6.3 Details of the 3D O-BVI runs
The three-dimensional computational domain for the following O-BVI runs were
achieved by stacking-up two dimensional grids. The two-dimensional grid design
shown in Figure 5.13 was adopted but only up to Level 3 renement, which provides
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Table 6.1: Investigated 3D O-BVI cases
Case Mx IN IH  Description
A1 0.1 0.25 2.0 0 Sharp at-plate, vortex with core ow
A2 0.1 0.25 2.0 0.08 Blunt leading edge at-plate, vortex with core ow
B0 0.0 0.0 2.0 0.4 NACA0012 blade, vortex with zero core ow
D1 0.1 0.25 2.0 0.4 NACA0012 blade, vortex with core ow
D2 0.2 0.50 2.0 0.4 NACA0012 blade, vortex with core ow
D3 0.4 1.0 2.0 0.4 NACA0012 blade, vortex with core ow
F1 0.1 0.25 2.0 0.5 NACA0015 blade, vortex with core ow
F2 0.4 1.0 2.0 0.5 NACA0015 blade, vortex with core ow
H1, H2 0.1 0.25 2.0 0.4 NACA0012 blade, vortex with core ow, oblique interactions
sucient resolution to accurately predict the interactions listed in Table 6.1. Firstly,
a run was performed using a 2D grid to achieve a steady solution around the aerofoil.
A total of 2500 time steps was found sucient to obtain a steady state solution.
Stacking the 2D grid and the steady state solution, a three-dimensional solution was
generated and used as the initial ow eld to which the vortex ow was superimposed
ve chord length upstream of the blade. This is a much more ecient method to
obtain the initial ow eld for the 3D O-BVI interactions in comparison to running
a 3D simulation to obtain the steady state solution. Details of the three-dimensional
grid used for the simulations are shown in Table 6.2.
Table 6.2: Details of the 3D LMR grid structure for the three-dimensional
O-BVI simulations
Level Number of cells Relative memory requirements
Level 1 (base) 7296300 6:1%
Level 2 20656828 17:2%
Level 3 91892533 76:7%
Adopting the LMR method decreases the computational cost of the simulations
signicantly, however, to achieve a sucient resolution in the 3D O-BVI interactions,
for a given 3D grid the cost of computations can still be relatively high. Table 6.3
summarises the details of the 3D O-BVI runs. One drawback in the current
computations is that the source code is structured to run in serial, therefore,
signicant computational time was required to complete the runs.
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Table 6.3: Details of the three-dimensional O-BVI simulations. The simulations
were run on a quad-core processor running at 2.8Ghz
Case Number of time steps Courant number Computational time (hrs)
A1 375 0:9 213
A2 450 0:9 255
B0 400 0:9 227
D1, D2, D3 450 0:9 255
F1, F2 450 0:9 255
H1, H2 450 0:9 255
6.4 Gradual cutting of vortex by a sharp
at-plate
For an inviscid ow, this is the only case in the current study where the verb cut
is used in its literal meaning as the vorticity lines is expected to align exactly
normal to the cutting plate and end at the surface (Helmholtz' theorem). A
sharp, semi-innite blade isolates the eects of the axial core ow parameter in the
cutting process from the eects of the swirl motion of the vortex on the cutting blade.
In this simulation, and the rest of the simulations from this point onwards, a
free-stream ow of Mx = 0:8 is assumed. For the current case, case A1, the vortex
ow is initialised with IH = 2 and the normal impact parameter IN = 0:25. The
blade thickness parameter in this special case is  = 0. According to Marshall
& Krishnamoorthy (1997) this is a weak vortex interaction in a subcritical ow
regime. The vortex is initialized at 5c upstream of the plate and allowed to move
under the free-stream conditions.
Figure 6.4 shows the pressure perturbation contours along the vortex axis
of rotational symmetry (z=c = 0) as the at-plate makes way through the
vortex core. By tU = 15:7 the thin at-plate severs the vortex core. Recall
that the side of the cutting surface towards which the axial ow, wx is directed
termed compression side and the opposite side of the cutting plate is expansion side.
At tU = 16:7, the blade leading edge impacts the vortex axis of rotational
symmetry, where the axial core ow is strongest (wx = wx;max). An abrupt change
to the local pressure near the plate leading edge is observed. This is more signicant
on the compression side of the plate as the solid surface blocks the axial core
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Fig. 6.1: Contours of the pressure perturbation (p   psteady) for case A1 with
IN = 0:25, IH = 2 and  = 0 at varying times as the vortex with non-zero
axial core is gradually cut by a sharp semi-innite at-plate. The distribution is
plotted along z=rc = 0 (vortex axis of rotational symmetry). Increment between
contour lines is 0:01
ow. A closer look at the leading edge region (shown as an inset) reveals that on
the expansion side the local velocity is supersonic and a shock front is developed,
marked by an arrow.
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As the vortex core moves along the cutting surface, the inuence of the vortex
motion at the leading edge of the cutting surface relaxes. On the compression
side, a pressure wave is formed propagating along the vortex core against the axial
core ow, labelled `C' in the gure, and an expansion on the opposite side of the
interaction, propagating away from the solid surface, labelled `E'. As the interaction
develops, the pressure wave structure propagates into the far-eld as shown at
tU = 20:7.
x/rc
y/
r c
0 5 10 15
-10
-5
0
5
10
C1
E1
C2
E2
Fig. 6.2: Contours of the pressure perturbation (p   psteady) for case A1 with
IN = 0:25, IH = 2 and  = 0 at tU = 23:3 as the vortex with non-zero axial core
is gradually cut by a sharp semi-innite at-plate. Increment between contour
lines is 0:005
Figure 6.2 shows a larger eld of view of the near eld of the pressure
perturbation contours at tU = 23:3. The vortex core has now been completely
cut by the at-plate. The distribution shows similarities to the limiting impulsive
cutting of a vortex (Fig. 5.21), except here we do not observe symmetric distribution
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on both sides of the vortex axis of rotational symmetry due to the temporal eects
in the cutting process, and that there is an information ow from the compression
side of the cutting surface to the expansion side around the leading edge.
As the interaction develops, the generated pressure waves labelled with sux `2'
propagate in the direction of the free-stream ow. In contrast, the pressure waves
labelled with sux `1' propagate upstream, opposite to the incoming free-stream
ow of M1 = 0:8.
Vortex core size
Figure 6.3 shows the axial vorticity, !y contours for case A1 at two dierent times.
By tU = 17:5 the sharp plate leading edge has moved into the most of the vortex
core. By this time the vortex size remains relatively unaltered. Also, note the
development of a supersonic region on the expansion side as discussed earlier. This
is marked by an arrow in the plot. By tU = 27:7 the vortex core has been cut
completely, and is moving along the semi-innite plate surface. The axial vorticity
distribution indicates that the vortex core bulges to an increased cross-section area
on the compression side of the cutting surface - vortex thickening. On the expansion
side vortex thinning is observed. These are in line with our earlier observations.
In Figure 6.4 the azimuthal vorticity, !z distribution is depicted. This
is equivalent to the azimuthal vorticity waves discussed in Chapter 4 for the
two-dimensional axisymmetric model. Since case A1 falls into a subcritical ow
regime, as predicted, vortex ring formations are observed on the compression side
of the cutting surface, in the form of vorticity waves. Development of the rst
(counter-rotating) vortex rings propagating against the axial core ow are labelled
`cVR'. Due to the gradual cutting of the vortex there is an asymmetry in the
distributions of the two vorticity waves on the compression side. On the expansion
side (y=rc > 0), development of the alternate-sign vortex rings occur faster, labelled
`eVR1' and `eVR2', as they propagate in the direction of the the axial core ow.
These are in line with the two-dimensional axisyymetric model presented in Chapter
4.
Figure 6.5 shows the time evolution of the swirl prole of the vortex along the
at-plate surface for case A1. The solid line represents the initial vortex swirl prole.
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Fig. 6.3: The axial vorticity contours, !y for case A1 with IN = 0:25, IH = 2
and  = 0 as the vortex with non-zero axial core is gradually cut by a sharp
semi-innite at-plate. Increment between contour lines is 0:05
The plot on the left depicts the time series swirl prole on the compression side.
The plot on the right hand side shows the results on the expansion side of the
cutting plate. Overall, the evolution of the swirl proles, as the vortex moves along
the surface (tU > 4:7) is analogous to that of the instantaneous cutting modelled
discussed earlier, that is the peak swirl velocity decreasing with increasing core
radius on the compression side, and the peak swirl velocity increasing with decreasing
core radius on the expansion side. However, the transient nature of the interaction
introduces temporal eects, which is reected in asymmetry of the proles on the
opposite sides of x=rc, vortex centre line, for both sides of the cutting surface.
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Fig. 6.4: The azimuthal vorticity contours, !z for case A1 with IN = 0:25,
IH = 2 and  = 0 as the vortex with non-zero axial core is gradually cut by a
sharp semi-innite at-plate. Increment between contour lines is 0:005. Time is
normalised with respect to U1 and rc
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Fig. 6.5: The normalised time evolution of the vortex swirl velocity prole on
the x-y plane along the vortex centre-line (z=c = 0) for case A1 with IN = 0:25,
IH = 2 and  = 0. Left: compression side (lower surface); Right: expansion side
(upper surface)
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6.5 Blunt leading edge, semi-innite at-blade
The next step in the investigation is to study the eects of blade thickness in the
interaction. For this purpose a semi-innite at-blade with rounded leading edge
is assumed. Figure 6.6 shows a schematic illustration of the swirl motion of the
vortex as it approaches the blade. The vortex is rotating clockwise as viewed from
above, depicted as case A2 in Table 6.1, where the interaction parameters are
IN = 0:25, IH = 0:2 with a thickness ratio of  = 0:08. The vortex is initialised at
17rc upstream of the blade leading edge.
Viewed from
above
U∞
Vortex core
z/r
c
0
1
−1
Fig. 6.6: Vortex core dynamics in the x-z plane prior to the cutting.
Figure 6.7 shows the relative pressure coecient, Cp   Cpsteady contour plots
near the blade leading edge. At tU = 13:3 the vortex core is about 3rc upstream of
the blade. The eects of the swirl motion of the vortex core can be seen from the
diering contour levels that lie in z=rc < 0 and z=rc > 0.
At t = 15:8 the vortex core is now one core radius upstream of the blade.
Label (A) marks the point on the blade surface that is one core radius above the
vortex centre, z=rc =  1. Due to the clockwise rotation of the vortex there is a
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pressure increase at the leading edge (A). At the same time, at location (B), which
marks z=rc = 1, there is a pressure decrease as the swirl component of the vortex
motion ows in the opposite direction to that of the incoming free-stream ow.
At tU = 22:4 the vortex core has been completely severed by the blade and the
vortex now convects along the semi-innite blade surface (not shown in the plot).
By this time, the inuence of the vortex core relaxes at the blade leading edge,
and the emanating compressibility waves forms a weak shock, labelled `C', which
propagates upstream into the far-eld.
Figure 6.8 shows the pressure perturbation contours in the x-y plane at three
dierent spanwise locations of the blade: z=rc = 0 corresponds to the vortex axis of
symmetry, where the axial core velocity is maximum; z=rc = 1:0 and z=rc =  1:0
are the spanwise locations where the initialised swirl velocity of the vortex is
maximum, as illustrated in Figure 6.6.
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Fig. 6.7: A time series of pressure change coecient, Cp = Cp   Cpsteady
contours near the at-blade leading edge showing the generated shock wave
formation, for case A2 with IN = 0:25, IH = 2 and  = 0:08. The increment
between contour lines is 0:02
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Fig. 6.8: Contours of the pressure perturbation (p   psteady) for case A2 with
IN = 0:25, IH = 2 and  = 0:08 at tU = 17:3 (left column) and tU = 19:0 (right
column), as the vortex interacts with a semi-innite blunt leading edge at-blade
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Along z=rc = 0, as a result of the abrupt blocking of the axial core ow a
compression wave front (labelled C) is generated on the compression side of the
cutting surface towards which the axial core ow is directed. On the expansion
side, due to the sudden unsteadiness caused by the blocking of the core ow, an
expansion wave is observed to propagate along the vortex core, labelled E. At
tU = 19 the compression wave structure is propagating, predominantly along the
vortex core, in a spherical manner.
Along z=rc =  1, the swirl motion is in the direction of the free-stream ow,
as illustrated in Figure 6.6. In comparison to z=rc = 1, where the swirl motion is
opposite to that of the free-stream ow, there is a signicant pressure increase at
the blunt leading edge. At tU = 17:3 this is clearly highlighted with solid lines,
and marked by label `B' in the gure. Also, note the shocks on both sides of the
plate surface as marked by arrows. At a later time, tU = 19, the vortex core is
completely severed and is moving along the semi-innite surface. The wave front
(B) has propagated further into the far-eld. Note that on the upper surface, the
shock is distorted and has strengthen since tU = 17:3. The expansion wave that is
generated on the upper surface is likely to aect the shock structure on the upper
surface, by inducing velocity in the region that reaches supersonic speeds.
Along z=rc = 1, due to the direction of the swirl motion of the vortex we observe
a weak expansion wave region at the blunt leading edge, labelled by `A', propagating
upstream of the blade. The waves become much less prominent by tU = 19.
Upstream noise
In comparison to the sharp at-plate, the solution reveals that nite thickness of
the leading edge generates an upstream propagating pressure wave formation due
to the abrupt pressure changes taking place in the course of the interaction. This
may contribute to the overall BVI noise. Figure 6.9 shows the pressure distribution
just ahead of the blade leading edge for three points in the z-direction in space.
The x-axis represents the distance upstream of the blade leading edge, with blade
leading edge at origin.
At tU = 19:0 upstream moving pressure wave fronts are observed, with the
leading wave front corresponding to z=rc =  1:0. From Figure 6.8 we identied that
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compressibility waves are generated at z=rc =  1 at the blade leading edge, which
propagates in a spherical manner. Therefore, the bumps in all three distributions in
the plot are eects of the compressibility waves and due to the propagating nature
of the waves, along the x direction, the point z=rc =  1 detects the upstream
propagating wave front earlier than z=rc = 0 and z=rc = 1 . At a later time,
tU = 25:3, the strength of the wave front decreases signicantly as it propagates
into the far-eld. It is clear that a region of increased pressure is left behind the
compression wave.
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Fig. 6.9: The pressure distributions ahead of the blunt leading edge, semi-innite
at plate for case A2 with IN = 0:25, IH = 2 and  = 0:08 at two dierent times.
Time is normalised with respect to U1 and rc.
144
7 The 3D Orthogonal BVI - II
In the second part of the three-dimensional O-BVI interaction, here we consider
cases involving a vortex ow and a blunt leading edge, symmetric blade. The
aim is to perform simulations that may be able to mimic real O-BVI problems in
comparison to the cases presented in Chapter 6, which are more of a theoretical
interest. The eects of varying normal impact parameter, IN on the forces acting on
the blade, and the generated acoustic waves are studied. Furthermore, interactions
involving dierent blade thickness are considered, particularly to study the blade
surface pressure distribution at transonic speeds. And nally, simulations of nearly
orthogonal interactions are investigated for which the vortex angle of incidence is
initialised slightly o from the orthogonal set up.
7.1 Case B0: Vortex without axial core ow
An isolated case of vortex with zero axial core velocity is exposed to the path of a
symmetric blade. This is case B0 in Table 6.1 with IN = 0, IH = 2 and a thickness
ratio of  = 0:4. The interaction takes place in the weak vortex regime. This can be
considered as a fundamental step prior to investigating O-BVI cases with a vortex
of non-zero axial core velocity. Having discarded the presence of the core ow,
eects of the lift component in the interaction is thus eliminated. As is the case for
the rest of the simulations, the vortex core centre is initialised at ve chord lengths
upstream of the blade, and allowed to move with the free-stream ow of M1 = 0:8.
Figure 7.1 shows a time evolution of relative pressure, prel = p   psteady (left
column) and the axial vorticity contours (right column) in the blade near eld, on
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the x-y plane, along the vortex axis of symmetry, z=c = 0. At tU = 4:7, the vortex
centre is one core radius, rc away from the blade leading edge. Note the shocks
residing on both sides of the blade surface, at mid-chord. By tU = 5:0, the blade
leading edge has made its way to the vortex axis of rotational symmetry. By this
time, the pressure contours do not show a signicant disruption to the vortex ow.
The corresponding normalised axial vorticity contour plots on the right hand side
of the gure shows signs of deformation of the vortex lines. The vortex lines are
wrapped around the blade leading edge. The higher axial vorticity region within
the vortex core is highlighted for illustrative purposes.
By tU = 5:2, the blade leading edge has made its way through the vortex
core. From the relative pressure contours we are able to identify generation of an
upstream propagating expansion wave. This is marked by (-) in the gure. The
expansion wave is the eect of the swirl motion of the vortex ow on the blunt
body, which will be further discussed later. The corresponding vorticity plot on the
right hand side of the gure shows that as the vortex core moves along the blade,
the vortex lines continue to stretch around the body. This is typical in an inviscid
ow and the eect is a decrease in the vortex vorticity as the lines stretch. In the
gure this is indicated by the absence of the highlighted vorticity region around the
body.
At tU = 5:5 the vortex centre line is mid-way along the blade surface and the
vortex core interacts with the shock. This is known as shock-vortex interaction
(SVI). SVI is by itself is an interesting problem and has attracted considerable
attention over the years. A more detailed discussion on the nature of the
shock-vortex interaction is presented in the following section. Note that the region
with the expansion wave at tU = 5:2 has evolved. The wave structure has not
simply just propagated upstream on the x-y plane, but due to the three-dimensional
nature of the interaction, also evolved in the z-direction. The evolution of the wave
structure in the z-plane is presented in detail in the next section.
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Fig. 7.1: The contour plots of the prel = p psteady (left) and the axial vorticity,
wyrc=a (right) for case B0 with IN = 0, IH = 2 and  = 0:4. Dashed pressure
contour lines represent negative prel. The symbol (-) marks the expansion wave
structure. Change in the pressure contour levels is 0.005. Change in the vorticity
contours is 0.1
148
Erkan Yildirim 7. The 3D Orthogonal BVI - II
The vorticity plot at tU = 5:7 shows that the core region has now passed the
shock front. The vorticity on the blade surface re-strengthens possibly due the
vortex core entering into a higher pressure region behind the shock. This is reected
as concentration of the axial vorticity lines in the plot, a sign of increase in the
vorticity.
The pressure perturbation contours at tU = 5:7 clearly shows the shock
deformation on both sides of the blade surface as a result of SVI. In the
prel contour distributions, this is indicated by the appearance of double-shock
structures rather than a single one. The gure suggest that the shock has been
displaced on the blade surface. This is likely to be due to the inuence of the
swirl motion of the vortex ow, which is discussed in more detail in the next section.
By tU = 6:2 the vortex core has move passed the blade trailing edge. The
expansion wave (-) has now moved further upstream into the far-eld. Behind
the expansion wave structure (dashed lines), solid contour lines are indicative of
compression region near the blade surface. Also, the shock displacement on the
blade surface is more prominent by this time. The corresponding vorticity contours
show that the vortex structure on both sides of the blade are identical as the vortex
core leaves the trailing edge. There is no vortex thinning or thickening, as expected
in the absence of the axial core ow.
Shock deformation and shock-vortex interaction (SVI)
Figure 7.2 shows contours of pressure coecient, Cp on both sides of the cutting
blade at varying times as the O-BVI interaction takes place for case B0. The gure
is presented such that (xs < 0) represents the upper surface and (xs > 0) lower
surface with xs = 0 being the blade leading edge. Therefore, for xs > 0 the free
stream ow is directed from left to right. The spanwise direction is represented by
z=c on the y-axis of the plots. Note that initially, in the blade alone ow at tU = 0,
the shock is located at mid-chord.
At tU = 5:0 the blade leading edge is just about to pierce through the
clockwise-rotating vortex core. The shock along the blade deforms in response to
the swirl motion of the vortex. Note that, in the gure, the vortex centre lies at
z=c = 0. For z=c < 0 the shock inclines towards the blade trailing edge as this part
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Fig. 7.2: A time series of pressure coecient distribution Cp on the upper (xs <
0) and the lower (xs > 0) sides of the blade surface showing shock deformation
and pressure gradient regions in the interaction for case B0 with IN = 0, IH = 2
and  = 0:4
of the shock sees higher velocity ahead induced by the swirl motion of the vortex
core, generating a lower pressure region labelled `A' in Figure 7.2. Consequently,
for z=c > 0 the opposite ow mechanics is in place and this part of the shock
moves towards the blade leading edge. As the vortex core moves along the blade
surface and interacts with the shock, the distortion is most signicant as depicted
at tU = 5:7.
By tU = 6:7, the blade has severed the core region completely and the vortex
centre is about 2rc downstream of the trailing edge. By this time the inuence of
the vortex on the blade has signicantly diminished. For z=c < 0 as the inuence
of the vortex subsides the curved shock moves forward as it now sees slower ow
ahead. This leaves behind a region of high pressure, labelled `B' in the plot. There
also appears to be a second mechanism in place, perhaps analogous to a shock-shock
interaction, the deformed shock that lies in z=c > 0 interacts with the part of the
shock that lies in z=c < 0. As a result a `reected' shock forms which is marked by
an arrow.
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Fig. 7.3: Schematic illustration of the shock deformation during the shock-vortex
interaction on the aerofoil surface for case B0 with IN = 0, IH = 2 and  = 0:4
A schematic illustration of the shock-vortex interaction is shown in Figure 7.3.
As the vortex approaches and crosses the shock front (a) the spanwise shock
structure deforms. The deformation is more signicant with the development of the
interaction and as the vortex is moved pass the blade. A `reected' shock appears
as the inuence of the vortex ow diminishes on the blade surface (b). This marked
as `triple point' in the gure.
Investigation of shock-vortex interaction dates back to 1955, and has been
the subject of many studies, in particular, to study the rocket noise problem
(Hollingsworth & Richards (1955), Ellzey et al. (1995) and Inoue & Hattori
(1999)). However, many of these studies have focused on a simple model of a shock
incident on a stationary vortex whereas the SVI interaction in O-BVI takes place
on a complex geometry. Furthermore, the vortex structure is distorted, under the
inuence of the aerofoil geometry as it moves towards the shock.
Ellzey et al. (1995) performed a numerical study investigating the generation of
acoustic waves as a result of a shock interacting with a compressible vortex. In the
case of a highly distorted shock as the vortex move passed across it, an expanding
cylindrical acoustic wave was identied. In our solution we are also able to identify
a region of relatively weak compression wave propagating downstream of the blade
following the SVI. This is further discussed below.
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Blade near-eld and O-BVI noise
The change in the pressure distribution along the blade surface, and the near eld
may be better demonstrated with the contours of relative pressure coecient, Cp =
Cp   Cpsteady as shown in Figure 7.4. At tU = 4:5, when the vortex centre is about
0.5c ahead of the blade leading edge, three distinct pressure regions near the leading
edge can be identied:
 at z=c < 0, pressure build up near the blade leading edge and hence positive
Cp;
 at the symmetry line, z=c ' 0 no signicant pressure changes;
 at z=c > 0, below the symmetry line negative contour values indicating that
the vortex motion induces an expansion region.
At a later time, tU = 5:5 the vortex core centre is half-way along the blade
surface and its inuence at the leading edge subsides. Consequently, a pair of
distinct wave fronts are generated, propagating upstream. These are labelled as
`+' for compression wave, and negative sign, `-' for the expansion wave. These are
analogous to the compressibility waves discussed by Lent et al. (1993).
At the trailing edge of the blade, pressure wave formations are also observed.
This is more clear at tU = 5:9, by which time the vortex centre has crossed the
shock front and is about to pass the blade trailing edge. A compression wave `+'
propagates downstream of the blade. As discussed earlier, this is likely to be an
eect of the shock-vortex interaction.
The nature of the interaction may be better appreciated from the following
three-dimensional gures. Figure 7.5 shows a time series of the relative pressure
contours, p  psteady as the vortex core interacts with the blunt blade, viewed from
the blade leading edge. At tU = 4:7, as the vortex core approaches the blade,
the pressure disturbances caused by the swirl motion are prominent at the blunt
leading edge. In the gure, plus signs, (+) represent the compression and negative
signs, (-) the expansion regions. At tU = 5:2, the blade is more than half-way
through the vortex core and the vortex structure on the blade surface shows signs
of distortion. The pressure build up at the leading edge is more prominent. At
tU = 5:5 the vortex core is at about mid-chord and interacts with the shock that
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Fig. 7.4: A time series of relative pressure coecient, Cp = Cp   Cpsteady
contours on the blade surface showing shock deformation and the generated
acoustic wave formations, for case B0 with IN = 0, IH = 2 and  = 0:4
resides along the span of the blade. Also, note the eects of the vortex ow on the
shock structure. The colour coded relative pressure contours show that the parts
of the shock that lay at z=c < 0 and z=c > 0 have opposite signs, respectively due
to the `bending' of the shock, caused by the (clockwise) swirl motion of the vortex.
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By this time the vortex's inuence near the leading edge relaxes, and compression
(+) and expansion waves (-) are observed to propagate upstream.
Figure 7.6 shows the downstream view of the interaction at later times. The
plots show that as the vortex core leaves the blade trailing edge it somewhat
re-establishes its initial structure. We are also able to mark a compression wave
(+) propagating downstream of the trailing edge, likely to be a post-eect of the
shock-vortex interaction due to the distorted shock on the blade surface trying to
adjust to the local ow conditions as the inuence of the vortex core recedes.
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Fig. 7.5: The three-dimensional relative pressure contour plots, prel = p  
psteady for case B0 with IN = 0, IH = 2 and  = 0:4 as viewed from the blade
leading edge at tU = 4:7 (top), tU = 5:2 (mid) and tU = 5:5 (bottom). For clarity,
only prel = 0:08;0:1;0:12 contours are shown
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Fig. 7.6: The three-dimensional relative pressure contour plots, prel = p  
psteady for case B0 with IN = 0, IH = 2 and  = 0:4 as viewed from the blade
trailing edge at tU = 5:7 (top), tU = 6:0 (mid) and tU = 6:7 (bottom). For
clarity, only prel = 0:08;0:1;0:12 contours are shown
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7.2 Case D1: Vortex with axial core ow
Figure 7.7 shows contour plots of the relative pressure, prel = p  psteady (left) and
the axial vorticity (right), !yrc=a, along the centre plane z=c = 0 for case D1 with
IN = 0:25, IH = 2 and  = 0:4. The vortex is initialised 5c ahead of the blade. The
two-dimensional distribution is plotted along the vortex centre, z=c = 0. Note that
the dashed contour lines represent negative prel values, and allow us to clearly
mark the movement of the vortex core. The vortex approaches the blade with a
free-stream velocity of M1 = 0:8. By tU = 4:5, the vortex has travelled 4:5c from
its initial location and the vortex centre line (as marked in the gure) is 0:5c away
from the blade leading edge.
At tU = 5:2 the blade penetrates the vortex core and an unsteady region
develops, primarily on the compression side of the blade surface. Blocking of the
core ow on the lower surface of the blade leads to a sudden pressure increase. This
is marked by an arrow. Note that the solid contour lines in the plot have positive
prel values and are indicative of compression waves. The corresponding axial
vorticity lines, wrapping around the blade, are shown on the right column. There
is an asymmetry between compression and expansion sides of the interaction due
to the eects of blocking the vortex axial core ow on the lower surface.
At tU = 5:7, the vortex core has passed mid-chord and interacts with the
residing shock on the blade surface. By this time, it is possible to clearly identify
the pressure wave front (C), formed as a result of the blocking of the axial core ow
on the lower surface. This is equivalent to the shock wave structure identied on
the compression side of the two-dimensional instantaneous vortex chopping model
investigated in Chapter 4. The compression wave is predominantly directed along
the axial direction of the vortex, propagating against the vortex core ow.
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Fig. 7.7: The contour plots of the pressure perturbation (left) prel = p psteady
and the the axial vorticity, wyrc=a (right) as the interaction develops, for case D1
with IN = 0:25, IH = 2 and  = 0:4. The increment between pressure contours
is 0:01. The increment between the vorticity lines is 0.1
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From the relative pressure contour plot at tU = 6:2 it is clear that there
is an expansion region (-) propagating upstream into the far-eld ahead of the
compression wave front (C). This is identical to the ndings in case B0, and
attributed to the swirl motion of the vortex.
As the interaction develops, we are also able to identify pressure waves (S)
propagating away from the blade surface predominantly in the axial direction at
tU = 6:5. This is likely to be an eect of SVI taking place between the convecting
vortex and the shock residing on the blade surface. The corresponding vorticity
contour plots shows the deformation of the vortex lines, as the vortex core leaves the
blade surface. From the vorticity distribution, it is possible to conrm that there is
a vortex thickening on the compression side, and a thinning on the expansion side
of the blade.
Figure 7.8 shows the three-dimensional relative pressure contour plots as the
vortex core interacts with the blade at tU = 4:5 (top plot) and tU = 6:2 as the vortex
core leaves the blade trailing edge. At tU = 4:5 the build up of the compressibility
waves can be identied. In the gure, (+) marks a region of compression and
(-) marks a region of expansion near the blade leading edge. By tU = 6:2 the
inuence of the core region resides at the leading edge and the compressibility
waves propagate upstream in a nearly spherical manner.
Figure 7.9 shows the vortex core as it leaves the blade trailing edge from a rear
view of the blade. The top plot shows the interaction at tU = 6:2. From the rear
view it is possible to identify a compression region propagating downstream of the
blade trailing edge. This is more prominent at a later time of tU = 6:7 and marked
with (+). For this interaction with a relatively low impact parameter of IN = 0:25
the compression and expansion waves generated as a result of the blocking of the
core ow are somewhat dicult to identify immediately, however, for cases with
higher IN the eects should be seen more clearly, which will be presented later.
7.2.1 Blade surface pressure
Figure 7.10 shows a time series of the pressure coecient distribution, Cp on the
blade surface as the blade severs the vortex core. The distribution is plotted on
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Fig. 7.8: The three-dimensional contour plots of relative pressure prel = p  
psteady for case D1 with IN = 0:25, IH = 2 and  = 0:4 at tU = 4:5 (top) and at
tU = 6:2 (bottom). For clear presentation, only contours with prel = 0:25 are
shown
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Fig. 7.9: The three-dimensional contour plots of relative pressure prel = p  
psteady for case D1 with IN = 0:25, IH = 2 and  = 0:4 at tU = 6:2 (top) and at
tU = 6:7 (bottom) as viewed from the blade trailing edge. For clear presentation
only contours with prel = 0:25 are shown
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the x-y plane along the centre-plane, z=c = 0 where the vortex axial velocity is
maximum. The rst plot, on the top-left of Figure 7.10, shows the distribution
when the vortex is 0:5c ahead of the blade leading edge. At this time the pressure
distribution on both sides of the blade surface is indistinguishable, suggesting that
there is no signicant eects of the vortex core ow on the blunt body yet.
The top-right plot shows the distribution when the blade leading edge has
half-way penetrated the vortex core, xv = 0:0c. On the upper surface of the blade,
near the leading edge there is a signicant decrease in pressure represented by the
solid line. This is possibly due the eects of the expansion wave generated by the
swirl motion of the vortex at the leading edge of the blade. Note that by this time
the lower surface distribution stays relatively intact. This is because the blade
leading edge is yet to block the vortex axial core ow.
Now, at xv = 0:5c, the eects of the blocking of the axial core ow can be
observed on the lower surface as the pressure coecient distribution increases. The
vortex is at mid-chord of the blade and is just interacting with the shock on the
blade surface. Note the displacement of the shocks on both sides of the surface
due to SVI. At xv = 0:7, as the vortex moves along the blade its inuence on the
leading part of the aerofoil relaxes.
When the vortex is at xv = 1:2, the core region is about to leave the blade
surface completely. However, there is a post SVI phase on the blade and it takes
some time for the shocks to relax back to their pre-interaction positions.
In more detail, the complete time evolution of the relative pressure distribution,
prel on the blade surface at z=c = 0 is depicted in Appendix 9.3.
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Fig. 7.10: The surface pressure distribution along the centre-plane, z=c = 0 for
case D1 with IN = 0:25, IH = 2 and  = 0:4
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7.2.1.1 Evolution of the vortex swirl prole
In Chapter 4, the results of O-BVI for an idealised two-dimensional axisymmetric
model was presented. The evolution of the vortex response, particularly its core
size, and the propagation speed of the area-varying waves was discussed in detail.
However, in the three-dimensional problem, the interaction is transient and more
involved with distortion of the vortex prior to the cutting and the shock-vortex
interaction taking place on the blade surface.
Figure 7.11 shows the swirl velocity prole of the vortex on the blade surface,
along the centre-plane (z=c = 0). The plot on the left shows the compression
side of the interaction (blade lower surface), the right hand side plot shows the
evolving prole ont the expansion side (blade upper surface). On the y-axis the
swirl velocity, w is normalised with respect to the initial maximum swirl velocity.
The x-axis is normalised such that the vortex axis of rotational symmetry is at
x=c = 0. For example, at tU = 0:0, the solid line shows the initial swirl prole and
the peak swirl velocity is located at x=c = 0:3 and x=c =  0:3, which is equivalent
to the initialised vortex core radius.
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Fig. 7.11: The normalised time evolution of the vortex swirl velocity prole
along the centre-plane (z=c = 0) for case D1 with IN = 0:25, IH = 2 and  = 0:4
On the compression side, at tU = 4:7, as the vortex core reaches the blade
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leading edge there is a signicant distortion in the swirl prole that lie in x=c > 0.
The prole shows that there is an increase in the peak swirl velocity. By tU > 5:5
we observe that the maximum swirl velocity decreases below the values of the
initial prole. It is not clear as to why the swirl velocity increases as the vortex
core nears the blunt leading edge. A possible explanation is that as the vortex core
approaches the blade leading edge, the stagnation point, it sees a region of high
pressure in front, which causes the core to reduce, and hence causes an increase in
the peak swirl velocity.
At tU = 5:5, after the blade leading edge has completely penetrated the vortex
core region, the swirl prole follows that of a typical compression side prole, i.e.
the peak swirl velocity reduces below the initial prole suggesting an increase in
the vortex core size. At tU = 5:9, part of the vortex core has already left the blade
trailing edge and the vortex somewhat re-establishes as it moves in the free-stream
ow. Also note the discontinuities, or the jumps, in the swirl prole, which coincide
with the SVI that takes place on the blade.
The plot on right hand side of Figure 7.11, shows the time evolution of the swirl
prole on the expansion side of the interaction. The O-BVI and SVI interactions
give complex feature to the prole similar to the compression side. However, from
tU = 5:9, as the vortex core leaves the blade trailing edge, there is a sign of increase
in the peak swirl velocity, and therefore, vortex thinning.
In comparison to the two-dimensional axisymmetric model (Chapter 4) which
assumed instantaneous cutting of the vortex, it is not obvious how to deduce
a quantitative value for the vortex core area in the transient, three-dimensional
interaction. However, the vorticity distributions presented earlier, and the swirl
velocity proles here do conrm that there is a vortex thickening on the compression
side of the interaction and a vortex thinning on the expansion side.
7.3 Cases D2 & D3: Eects of higher axial core
velocity
To further investigate the eects of the normal impact parameter, two additional
O-BVI simulations with IN = 0:5 and IN = 1:0 were performed. Note that for both
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cases, as well as for case D1, the vortex Mach number is Mv = 0:2. Only the vortex
axial Mach number Mx is increased by a factor of 2 for Case D2 and by a factor of
3 for Case D3. The rest of the ow parameters were kept unchanged as for case
D1: IH = 2 and  = 0:4. Note that, according to the plug-ow model, case D3
corresponds to the supercritical ow regime.
Figure 7.12 shows the relative pressure contours for cases D2 (left) and D3
(right), at three dierent times, as the vortex core interacts with the blade.
Qualitatively, the pressure distributions are similar to that of case D1. However,
due to the higher axial Mach number the generated pressure waves on both sides of
the blade, as a result of the blocking the core ow, are stronger. The eect is more
prominent on the compression side of the interaction.
At tU = 5:7 the blade severs the vortex core and SVI takes place. A strong
compression wave (C) emanates on the compression side (lower surface) as shown
by the solid contour lines, which propagates against the vortex core ow. The
generated compression wave is stronger for case D3 with Mx = 0:3 relative to case
D2 with Mx = 0:2. At tU = 6:7, the propagating compression wave, as well as
the expansion wave on the upper side of the blade, aect the vortex core structure
more signicantly for case D3. Also note that, similar to case D1, a weak expansion
region (-) propagating upstream is also present and its strength clearly have not
been aected by the change in Mx.
Figure 7.13 shows the three-dimensional plot for the relative pressure contours
for case D3 at two instants of the interaction. On the top gure, as the vortex
core reaches the near eld of the blade tip, the compressibility waves, (+) and (-)
become more prominent. However, as shown in the bottom plot, as the vortex
core leaves the blade trailing edge, the eects of increased Mx are clearly present.
The generated compression `C' and the expansion `E' waves due to the blocking
of the axial core ow on the lower side of the blade are signicantly stronger.
The results conrm that the pressure waves propagate predominantly in the axial
direction, away from the blade surfaces. The complete time evolution of the relative
pressure distributions for cases D2 and D3 are depicted in Appendix § 9.4 and
§ 9.5, respectively.
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Fig. 7.12: The contour plots of the relative pressure for cases D2 and D3 with
IN = 0:5 (left) and IN = 1:0 (right), respectively. The increment between contour
lines is 0:01
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In Chapter 4, the results for the axisymmetric solution showed that the vortex
core size is controlled by IN . From the bottom plot in Figure 7.13 we can also
identify that there is a vortex thickening on the lower surface, and a thinning on the
upper surface of the blade for case D3, as the vortex core leaves the trailing edge
of the blade. The eects are more prominent for case D3 than the case D1 with
IN = 0:25.
169
Erkan Yildirim 7. The 3D Orthogonal BVI - II
Fig. 7.13: The three-dimensional contour plots of relative pressure prel =
p   psteady for case D3 with IN = 1:0, IH = 2 and  = 0:4 at tU = 4:5 (top)
and at tU = 6:7 (bottom) as viewed from the blade trailing edge. For clear
presentation only contours with prel = 0:25 are shown
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7.3.0.2 Eects of Mx on the forces acting on the blade
The blade lift coecient, CL can be expressed as
CL =
fl   fu
0:5~V 2A
(7.1)
where ~V 2 = U21 + V
2
1 + W
2
1, A is the blade surface area, fl and fu are the
normal forces acting on the lower and upper surfaces of the blade. Recall that in
the computational domain the blade extends to the grid border, where Giles (1988)
boundary conditions imposed, allowing us to run cost eective 3D BVI simulations.
In equation (7.1) for each z-slice in the grid, as illustrated in Figure 5.19, a numerical
integration is performed to calculate the forces fu and fl at each time step. The
force term is dened as the pressure acting on an element area normal to the ow.
This can be expressed as
CL =
PN
1 (fl   fu)n
0:5~V 2A
(7.2)
where N is the total number of z-slices (of the nest mesh that encompasses the
blade geometry) that are stacked together to form the third dimension in the grid.
Figure 7.14 shows the evolution of the lift forces on the cutting blade for cases
D1, D2 and D3. The lift coecient is evaluated by taking the full span of the blade
into account, which is 15c. In the gure, the eects of the vortex core ow on the
blade becomes prominent at around tU = 4:5 when the vortex centre is about 0:5c
away from the blade leading edge. As the blade impacts the vortex core there is a
rapid increase in the blade loading where, as expected, the change is stronger for
higher Mx (case D3) for which CL;max is just below 0.04.
The nature of the BVI interaction consists of a rotating vortex with an axial
core velocity, which follows a Gaussian prole and falls exponentially from the
vortex axis of symmetry with increasing vortex radial distance, and conned within
a small region of the vortex core. The abrupt loading experienced by the cutting
blade is due to the existence of this core ow which, in the orthogonal interaction,
will lead to sudden lift variations.
Notice that, in Figure 7.14, as the vortex leaves the blade surface, which
171
Erkan Yildirim 7. The 3D Orthogonal BVI - II
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 4  4.5  5  5.5  6  6.5  7  7.5  8
C L
tU
IN = 0.25IN = 0.50IN = 1.0  
Fig. 7.14: The time evolution of the lift coecient for cases D1, D2 and D3 with
Mx=0:1 (IN = 0:25), Mx = 0:2 (IN = 0:5) and Mx = 0:3 (IN = 1:0) showing the
eects of higher axial core ow. CL is computed along the full blade span
corresponds to tU > 6:0 and moves further downstream, the ow around the blade
does not get back to pre-interaction conditions immediately. A slower, more gradual
change is observed until the ow around the blade reaches steady state again. As
shown in Figure 7.10, for case D1, the ow around the blade reaches steady state
conditions at about tU = 9:4. This is likely to be due to the unsteadiness generated
as a result of the SVI interaction, and therefore distortion of the shock on the blade
surface. As discussed previously, following the cutting the distorted shock reacts to
the free-stream ow and the time it takes for the ow around the blade to reach
pre-interaction state is relatively long.
In the light of the above results a plot of maximum lift coecient, CL;max as a
function of IN is analysed and presented in Figure 7.15. There is clearly a linear
relationship between the maximum lift force observed on the blade and the normal
impact parameter for a given vortex Mach number, Mv.
However, in practice when computing the lift coecient, CL the area term, A in
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Fig. 7.15: The plot of maximum lift coecient, CL;max as a function of the
vortex normal impact parameter, IN for a vortex Mach number of Mv = 0:2
equation 7.2 should be treated accordingly: the choice of considering the full blade
span or a section area of the blade makes a signicant dierence as A becomes a
scaling factor in the equation. Taking the full blade span in the simulations may not
be very informative in practical terms. Figure 7.16 shows the section lift coecient
for case D1, where S is a length of the blade span section that is considered in
computing the section lift coecient. For example, S = 4c refers to a spanwise
length where the vortex path is centred at 2c. For practical purposes, from this
point forward it is reasonable to quote the lift coecient values for S = 4c, since this
is a close approximation to real tail-rotor dimensions: Bell's AH-1 Cobra tail-rotor
blade span approximately 4:5c; Sikorsky's Blackhawk has a tail-rotor blade span of
about 6:5c.
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Fig. 7.16: The section lift coecient distribution, CL as a function of time for
case D1 with IN = 0:25, IH = 2 and  = 0:4. The blade section is area centred
on the vortex path
7.3.1 Blade thickness
Figure 7.17 shows the relative pressure contour plots for case E1 (top) with IH = 2,
 = 0:5 and IN = 0:25 at two dierent times as the blade with NACA0015 aerofoil
section interacts with the vortex ow. The distribution is plotted along the centre
plane, z=c = 0. The ow parameters are identical to that of case D1 for which a
thinner aerofoil section, NACA0012 was used. For comparison, the corresponding
D1 results are also included and represented by the two plots at the bottom of the
gure.
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Fig. 7.17: The contour plots of the relative pressure, prel = p   psteady, for
case E1 (top) with IN = 0:25, IH = 2 and  = 0:5 and for case D1 (bottom)
with IN = 0:25, IH = 2 and  = 0:4 at tU = 5:7 and tU = 6:7. For case E1
NACA0015 aerofoil section is used, and for Case D1 thinner NACA0012. The
increment between contour lines is 0:01
From the relative pressure contours, the compression led pressure wave (C)
generated as a result of the core ow impacting the lower side of the blade surface
for case E1 does not show a signicant dierence in strength in comparison to case
D1. However, the results suggest that the upstream propagating expansion wave
marked by (-) is stronger for case E1.
Figure 7.18 shows the section lift coecient between cases E1 and D1. The
results suggest that for an interaction involving a thicker aerofoil there is less
loading on the cutting blade. In a compressible ow, this is possibly due to the
fact that as the vortex lines wrap around a thicker aerofoil, the lines stretch more,
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reducing the axial vorticity on the blade surface.
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Fig. 7.18: The section lift coecient distribution, CL as a function of time for
case D1 with NACA0012 ( = 0:4) and case E1 with NACA0015 ( = 0:5). The
blade section is area centred on the vortex path
Another dierence between the two cases is the distortion of the shock on the
blade surface as the shock-vortex interaction takes place. This is clearly visible in
Figure 7.19, which shows the pressure coecient distributions of the blade surface
for case E1 with NACA0015 (top) and case D1 NACA0012 (bottom) at three
dierent times. In SVI, a stronger shock is less prone to distortion by the incident
vortex ow (Ellzey, Henneke, Picone, & Oran 1995). In a stream ow of M1 = 0:8
stronger shocks develop on both sides of the NACA0015 aerofoil section, therefore,
as observed in Figure 7.19 the shock curvature is more at for case E1.
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Fig. 7.19: A time series of pressure coecient distribution Cp on the upper
(xs < 0) and lower (xs > 0) sides of the blade surface showing shock deformation
and pressure gradient regions in the interaction: case D1 with NACA0012 at top;
case E1 with NACA0015 at bottom
7.4 Nearly Orthogonal BVI
So far, we have assumed a geometrically idealised orthogonal interaction. It is
of practical interest to study the evolution of the forces on the blade for cases
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where the blade-vortex interaction is nearly-orthogonal. In other words where the
blade span is not exactly 90° to the direction of the axial core ow but moderately
oblique. These are cases H1 and H2, where the vortex angle of incidence is 88°
and 92°. Note that the angle of incidence of the free-stream ow itself is zero, it
is by `tilting` of the vortex ow at initialisation and allowing it to advect in the
free-stream ow we achieve the oblique interaction. The rest of the ow set up
is identical to that of Case D1 with IN = 0:25, IH = 2 and  = 0:4. The vortex
is initialised at 5c ahead of a NACA0012 blade section in a free-stream ow of
M1 = 0:8.
Figure 7.20 presents the axial vorticity contour plots along the centre-plane,
z=c = 0 for cases H1 (left column) and H2 (right column). The gure shows a time
series of plots as the vortex core is severed by the blade. High vorticity region
within the vortex core is highlighted for presentation purposes.
At tU = 4:5 the vortex is 0:5c ahead of the blade leading edge. The oblique
geometry of the approaching vortex, in both cases H1 and H2, can be clearly
identied. At tU = 5:0 the blade leading edge reaches to the vortex axis of rotational
symmetry. As the vortex core moves along the blade, the vorticity lines wrap around
the blunt body. At tU = 5:5, vortex is at mid-chord and interacts with the shock on
the blade surface. By tU = 6:7, vortex core has left the blade trailing edge and move
downstream with the free-stream ow. Between the two cases, the vortex response
to the cutting appear similar. On the expansion side, as the vortex core leaves the
trailing edge the distribution of the vorticity contours suggest vortex core thinning.
Consequently, increase of the vortex core size is deduced on the compression side.
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Fig. 7.20: A time series axial vorticity contour plots for cases H1 and H2 with
IN = 0:25, IH = 2,  = 0:4 and the vortex angle of incidence 88° and 92°,
respectively. The increment between contour lines is 0:1. Highlighted core region
indicates higher vorticity
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Figure 7.21 shows the blade surface pressure coecient along the centre-plane,
z=c = 0 for case H1 (left) and case H2 (right). Overall the distribution look
similar: pressure increase on the lower surface, and decrease on the upper surface
is observed at tU = 5:0, and as the inuence of the vortex ow relaxes on the
blade surface by tU = 6:0 the surface pressure proles on both sides of the
blade surface approaches to steady conditions. Note the weakened strength of
the shocks at this time. However, small dierences are also observed. Between
tU = 5:0 (top) and tU = 5:5 (middle), the shock displacement and the strength of the
shock on the lower surface for case H1 with 88 deg angle of attack is more prominent.
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Fig. 7.21: A time series of pressure coecient distribution Cp on the upper and
the lower surfaces of the blade, for cases H1 (left) with vortex angle of attack,
v = 88° and H2 (right) with v = 92° at tU = 5:0 (top), tU = 5:5 (middle),
tU = 6:0 (bottom)
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And nally, in Figure 7.22, the blade section lift coecient, area-centred on the
vortex path, is presented for cases D1 (v = 90°), H1 (v = 88°) and H2 (v = 92°).
The time evolution of the lift coecient can be clearly distinguished from the plot.
Considering the orthogonal case with v = 90° as the reference distribution, the
distribution for v = 88° shows that there is an increase in the lift coecient even
when the vortex core is 1c in front of the blade (tU = 4). This is likely to be the
eect of the swirl component of the vortex ow. From the axial vorticity contours
in Figure 7.20 for case H1 (left) the oblique nature of the ow can be seen. In this
case the swirl component is no longer attacking the blade head-on, as was the case
for D1 (v = 90°), but below the blade leading edge, and therefore increasing the
blade lift coecient. The opposite mechanism is in place for case H2 with v = 88°,
for which the lift coecient distribution indicates a downward force acting on the
blade upper surface prior to the interaction.
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Fig. 7.22: Eects of vortex angle of incidence, v on the development of the
blade lift force for cases H1 (v = 88°), D1 (v = 90°) and H2 (v = 92°) with
IN = 0:25, IH = 2, and  = 0:5. CL is computed along the blade section of 4c,
which is area-centred on the vortex path
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8.1 Conclusions and future work
The three-dimensional nature of the tail-rotor O-BVI is a complex problem with
multiple parameters. The ndings in the current study reveal that there are three
distinct parameters in the O-BVI interaction which have distinguishing aerodynamic
eects: the normal impact parameter, IN which is proportional to the ratio of the
vortex axial velocity to the maximum swirl velocity of the vortex, and is associated
with the lift component in the orthogonal interaction and a main source of BVI
noise; the horizontal impact parameter, IH is the dening term for generation of
the compressibility waves which can be dened as the ratio of the vortex maximum
swirl velocity to the free-stream ow (or the blade forward speed); and the blade
thickness parameter,  which is dened as the ratio of blade thickness to the vortex
core radius. The current study reveals the followings:
 An extensive study on the eects of impulsive blocking of the vortex core
ow revealed that a compression-expansion wave front develops on the blade
surfaces, at the instant of the interaction, which is a highly directional noise
source, predominantly propagating along the vortex core. Furthermore, the
results showed that in the course of the interaction, area-varying waves develop
on the cutting surface and propagate along the vortex core aecting the vortex
core size. This leads to vortex thinning on the expansion side of the interaction,
where the axial core velocity of the vortex is directed away from the cutting
surface, and a vortex thickening on the side of the cutting surface where
towards which the axial velocity is directed, also termed as the compression
side. The results showed that the normal impact parameter is the dening
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term controlling the formation of the area-varying waves. The axisymmetric
solution also revealed that due to compressible eects, upstream propagating
area-varying waves develop for a supercritical vortex ow, just above the
critical parameter of 1=
p
2.
 The three-dimensional simulations reveal that the vortex axial velocity is also
the dening parameter in predicting the lift forces acting on the cutting blade.
The vortex core ow induces a rapid loading on the cutting surface. However,
the results suggest that for thicker aerofoils the blade loading is somewhat
reduced. Moreover, nearly-orthogonal (oblique) interactions reveal that the
swirl component of the vortex also contributes to the blade loading, depending
on the angle of attack.
 Besides the main noise source arising as a result of the sudden blocking of
the vortex core ow, a second noise source arises due to the swirl motion of
the vortex. As the vortex approaches the blade leading edge, acoustic wave
fronts, of compression and expansion, develop at the blade leading edge. The
waves propagate upstream of the cutting blade in a spherical manner. Thicker
aerofoils are observed to generate stronger compressibility waves, suggesting
that the blade thickness can be a contributing factor in the BVI noise.
 A weaker, third noise source arises as a result of the shock-vortex interaction.
The incident vortex core interacts with the shocks residing on the blade
surface which is exposed to the transonic ow. The shock structures, on both
sides of the cutting blade, are themselves under the inuence of the swirl
motion of the incident vortex. Signicant distortion of the shocks along the
blade span is observed. The displacement is greater for thinner aerofoils.
Following the cutting, the distorted shock reacts to the free-stream conditions
which delay the re-establishment of the steady state conditions around the
blade.
In the light of the above results, looking forward, focusing on the following tasks
can help us better understand the nature of O-BVI interaction and shed more light
on the problem.
1. The last series of investigation on the nearly-orthogonal interaction revealed
some interesting characteristics on the forces acting of the cutting blade.
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Carrying out a further study and performing simulations with a range of vortex
angle of attack, possibly ranging from 80°-100°, and for varying normal impact
parameter can prove to be very informative. This is true since the orthogonal
interaction is a limited case and in practice, during a helicopter ight, the
tail-rotor blades are more likely to interact with the trailing vortices in a
nearly-orthogonal geometry.
2. The eects of varying the vortex core swirl velocity on the generated noise. It
is expected that higher swirl velocity would generate stronger compressibility
waves at the leading edge. However, it is not immediately obvious as to how
this would aect the shock structure on the blade surface and the eects of
the shock-vortex interaction. This could be further explored in a future study.
3. The simulations in the current study were all performed using a limited
computational grid size. Although, the simulations revealed many interesting
phenomena taking place in the blade near eld, as well as identifying
possible BVI noise sources, the current solution does not predict the
far-eld acoustic noise or the ground impact of the generated noise. A
possible extension to this study can be to investigate the far-eld noise
eects of O-BVI. However, this might be computationally expensive and
might require a dierent approach than what is available in the current model.
4. The problems considered for the two-dimensional axisymmetric solutions only
considered ow parameters within the incompressible ow range (ow Mach
number less than or equal to 0.3). Yet, signicant compressible eects were
observed, but these were transient eects. The current solutions showed a good
agreement with the incompressible theory which predicts the vortex dynamics
following the instantaneous cutting of the vortex. It is likely that dissimilar
results would be observed for higher vortex ow parameters, as compressibility
eects become more prominent. The study might be particularly useful for
BVI interactions taking place in more extreme conditions than a helicopter
BVI, such as gas turbines.
5. Finally, the solutions in the present study have assumed inviscid ows,
and therefore do not account for any real viscous eects in the interaction.
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Although this would require tremendous eort and time, as a long term
investigation implementing the full N-S solutions to the problem can produce
more realistic results, particularly in predicting the vortex dynamics following
the interaction, as well as the boundary-layer eects on the blade surface. In
such a case it would be possible to incorporate a solution where the trailing
vortex is generated using a `vortex-generator' ahead of the cutting blade, rather
than assuming an idealised, numerical vortex model in the solution.
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9 Appendix
9.1 Solutions to the axisymmetric Euler equation
The Euler equations in cylindrical coordinates are
266664

Ux
Ur
U
E
377775
t
+
266664
Ux
U2x + p
UxUr
UxU
Ux(E + p)
377775
x
+
266664
Ur
UxUr
U2r + p
UrU
Ur(E + p)
377775
r
+
2666664
Ur
r
UxUr
r
U2r
r
  U2
r
2UrU
r
Ur(E+p)
r
3777775 = 0
where Ux, Ur and U are the axial, radial and tangential (swirl) components of vortex
jet velocity vector, respectively.
or
@Q
@t
+
@J
@x
+
@K
@y
+ L = 0 (9.1)
where L represents the \source" terms.
By applying the operator-splitting method we have
@Q
@t
+
@J
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+
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= 0
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@Q
@t
+ L = 0
which, from the rst line of equation 4.3, gives
@
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=  Ur
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(9.2)
second-line gives
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+ Ux
@
@t
=  UxUr
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(9.3)
substituting (9.2) gives,
@Ux
@t
= 0 ! Un+1 = Un (9.4)
i.e. Ux is constant with respect to time as the source terms are integrated in the
operator-splitting sequence. From the third-line of 9.1, using 9.2, we get,
@Ur
@t
=
U2
r
(9.5)
And the fourth-line of 9.1, using 9.2 gives
@U
@t
=  UrU
r
(9.6)
Dividing 9.5 by 9.6, integrating and noting that at boundary Ur = Ur0, U = U0
1
2
U2r =  
1
2
U2 + C ! C =
1
2
 
U2r0 + U
2
0

(9.7)
From 9.5 and 9.7
dUr
(U2r0 + U
2
0)  U2r
=
dt
r
(9.8)
This can be integrated and simplied as
dUr
(U2r0 + U
2
0)  U2r
=
1
A2   U2r
dUr where A
2 =
 
U2r0 + U
2
0

leads to
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Z Ur
Ur0
1
A2   U2r
dUr =   1
2A
ln
Ur   AUr + A
Ur
Ur0
Also, the RHS of 9.8 gives Z t+t
t
1
r
dt =
t
r
Therefore, 9.8 leads to
  1
2A
ln
Ur   AUr + A
Ur
Ur0
=
t
r
Consequently
ln
Ur + AUr   A
 = ln Ur0 + AUr0   A
+ 2Atr (9.9)
Simplifying the above equation by letting
 = ln
Ur0 + AUr0   A
+ 2Atr (9.10)
Thus
e =
Ur + AUr   A
 (9.11)
By denition of the absolute value:
(1)
e =

Ur + A
Ur   A

if
Ur + A
Ur   A > 0
this is true if
a) both numerator and denominator are positive, which gives Ur > A
b) both numerator and denominator are negative, which gives Ur <  A
(2)
e =  

Ur + A
Ur   A

if
Ur + A
Ur   A < 0
and this is true if, only
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a) numerator is positive and denominator is negative, which gives
 A < Ur < A
This leads to the denition
e =  Ur + A
Ur   A
Thus,
Ur = A

e   1
e + 1

= A tanh

2

Therefore, from 9.10 we have
Ur = A tanh

A
t
r
+
1
2
ln
Uro + AUr0   A

But, it is evident that A =
p
U2r0 + U
2
0  Ur0. Therefore
Ur = A tanh

A
t
r
+
1
2
ln

A+ Uro
A  Ur0

(9.12)
Now, having dened the radial component of the velocity, 9.7 can be used to
update the swirl velocity U
U =
q
U2r0 + U
2
0   U2r (9.13)
The relation in 9.13 shows the cases (1)a) and (1)b) have to be invalid, otherwise
equation 9.13 would result in an imaginary swirl velocity value.
Finally, from the fth line of equation 9.1,
@(E)
@t
=  Ur(p+ E)
r
(9.14)
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9.2 Details of the 2D axisymmetric simulations
Table 9.1: Details of the two-dimensional axisymmetric simulations presented
in Chapter 4. The simulations are run on a PC with a dual-core 3Ghz processor
Case Grid size Number of
cells
Number of
time steps
Courant
number
Computational
time (hrs)
1 20rc  20rc 800 800 3000 0:8 8
2 20rc  20rc 800 800 3000 0:8 8
3 20rc  20rc 800 800 6700 0:8 17
4 20rc  20rc 800 800 8200 0:8 21
5 20rc  20rc 800 800 8500 0:8 22
6 20rc  20rc 800 800 8500 0:8 22
7 20rc  20rc 800 800 8500 0:8 22
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9.3 Blade surface pressure distribution for case
D1
(a) Lower surface
(b) Upper surface
Fig. 9.1: The time evolution of the pressure perturbation distribution along the
chord of the NACA0012 aerofoil at z=c = 0 for case D1 with IN = 0:25, IH = 2
and  = 0:4
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9.4 Blade surface pressure distribution for case
D2
(a) Lower surface
(b) Upper surface
Fig. 9.2: The time evolution of the pressure perturbation distribution along the
chord of the NACA0012 aerofoil at z=c = 0 for case D2 with IN = 0:25, IH = 2
and  = 0:4
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9.5 Blade surface pressure distribution for case
D3
(a) Lower surface
(b) Upper surface
Fig. 9.3: The time evolution of the pressure perturbation distribution along the
chord of the NACA0012 aerofoil at z=c = 0 for case D3 with IN = 0:75, IH = 2
and  = 0:4
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