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ON SUMMATION OF NON-HARMONIC FOURIER SERIES
YURII BELOV, YURII LYUBARSKII
Abstract. Let a sequence Λ ⊂ C be such that the corresponding system of exponential
functions E(Λ) := {eiλt}λ∈Λ is complete and minimal in L2(−pi, pi) and thus each function
f ∈ L2(−pi, pi) corresponds to a non-harmonic Fourier series in E(Λ). We prove that if the
generating function G of Λ satisfies Muckenhoupt (A2) condition on R, then this series
admits a linear summation method. Recent results show that (A2) condition cannot be
omitted.
1. Introduction and main results
Let a sequence Λ ⊂ C be such that the corresponding exponential system E(Λ) :=
{eiλt}λ∈Λ is complete and minimal in L2(−pi, pi). By {ϕλ}λ∈Λ ⊂ L2(−pi, pi) we denote the
biorthogonal system: (eiµt, ϕλ) = δλ,µ, λ, µ ∈ Λ. To each function f ∈ L2(−pi, pi) one can
associate its non-harmonic Fourier series in E(Λ):
(1.1) f ∼
∑
λ∈Λ
(f, ϕλ)e
iλt.
It was shown by R.Young in [9] that the biorthogonal system {ϕλ}λ∈Λ is also complete,
hence, the Fourier coefficients (f, ϕλ) determine the function f uniquely. In this article we
study reconstruction of f from series (1.1) by a linear summation method.
Definition 1.1. Given a matrix W = {w(λ, n)}λ∈Λ,n∈N with
lim
n→∞
w(λ, n) = 1, lim
λ→∞
w(λ, n) = 0,
we say that it provides a linear summation method for series (1.1) if, for any f ∈ L2(−pi, pi),
the series
(1.2) Sn(W, f) :=
∑
λ∈Λ
w(λ, n)(f, ϕλ)e
iλt
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converges in L2(−pi, pi) and
Sn(W, f)→ f, as n→∞ in L
2(−pi, pi).
It follows from the completeness and minimality of E(Λ) (see, e.g. [4, Lecture 17]) that
there exists the generating function,
G(z) := G(0) lim
R→∞
∏
λ∈Λ,|λ|<R
(
1−
z
λ
)
,
and that G is of exponential type pi in both half-planes C±.
The summability properties of series (1.1) can be described through this function. In
this introduction we assume that, for some δ > 0, all points in Λ belong to a shifted upper
half-plane, Λ ⊂ Cδ := {ζ : ℑζ > δ}. This is done in order to formulate the results in
the introduction as simple as possible. Later in the article we present the results in full
generality, i.e. not assuming Λ ⊂ Cδ.
The simplest summability procedure corresponds to the case when E(Λ) forms an un-
conditional basis in L2(−pi, pi). Such systems are characterized by B. Pavlov ([7], see also
[5] for another proof).
Theorem A. Let Λ ⊂ Cδ, δ > 0. In order that the system E(Λ) be an unconditional basis
in L2(−pi, pi) it is necessary and sufficient that
• |G(x)|2 satisfies the Muckenhoupt condition (A2):
(1.3) sup
I=[a,b]
1
|I|2
∫
I
|G(x)|2dx
∫
I
|G(x)|−2dx <∞,
• The set Λ satisfies the Carleson condition (C):
(1.4) sup
λ∈Λ
∑
µ∈Λ,µ6=λ
(1 + |ℑλ|)(1 + |ℑµ|)
|λ− µ|2
<∞.
This theorem was proved by Pavlov under the additional restriction supλ∈Λ |ℑλ| < ∞
and by Nikolski, see [3], assuming only infλ∈Λℑλ > −∞. Finally, Minkin [6] got rid of all
assumptions on Λ.
One of the motivations for our article is to trace ”collaboration” between the two con-
ditions. It seems that the (A2) condition provides existence of some linear summation
method, while the choice of this method depends upon ”how far” the sequence Λ is from
condition (C).
It is almost straightforward that if the generating function G is of exponential type pi
in both halfplanes C± and also |G(x)|2 ∈ (A2), then the system E(Λ) is complete and
minimal.
Theorem 1.1. Let the generating function G be of exponential type pi in both halfplanes C±
and also satisfy the Muckenhoupt condition (1.3). Then E(Λ) admits a linear summation
method in L2(pi, pi).
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Remark 1.1. A weaker reconstruction property was proved by Gubreev and Tarasenko in
[2, Theorem 2.5] by using spectral decomposition of model operators in de Branges space.
Namely if |G(x)|2 ∈ (A2), then
f ∈ span{(f, ϕλ)e
iλt} for any f ∈ L2(−pi, pi).
This follows of course from the summation theorem above, yet in Section 4.10 we give a
simple explicit proof. The corresponding techniques proved to be useful in other problems
of this kind.
A short historical remark may be pertinent. Complete and minimal systems in (gener-
ally speaking) Banach spaces with total biorthogonal system are called strong M-basis or
hereditarily complete systems if each vector in the space belongs to the subspace spanned
by the non-zero elements of its Fourier series. Existence of linear summation method may
be considered as an extreme case of hereditary completeness. Other examples of herididary
complete systems have been considered by Markus in connection with spectral synthesis for
linear operators, Katavolos, Lambrou and Papadakis in connection with reflexive algebras.
Nikolski, Dovbysh and Sudakov found a parametrization of all nonhereditarily complete
systems. We refer the reader to [1] and references therein.
Remark 1.2. It is shown recently, see [1], that one cannot omit (A2) condition, generally
speaking: there exist Λ ∈ (C) and f ∈ L2(−pi, pi) such that the system E(Λ) is complete
and minimal in L2(−pi, pi) and,
(1.5) f 6∈ span{(f, ϕλ)e
iλt}.
On the other hand it was recently proved 1 that there exists hereditarily complete system
E(Λ), Λ ⊂ Cδ, such that |G(x)|2 6∈ (A2). The authors wonder if the following statement
(converse to Theorem 1.1) is true:
Let a sequence Λ ⊂ Cδ, δ > 0 be such that the system E(Λ) is complete and minimal and
the series (1.1) admits a linear summation method. Then the generating function satisfies
the Muckenhoupt condition: |G(x)|2 ∈ (A2).
We reformulate our problem in the Paley-Wiener space
PWpi := {F : F (z) =
1
2pi
∫ pi
−pi
g(t)eitzdt, g ∈ L2(−pi, pi)}.
The Fourier transform F acts unitarily from L2(−pi, pi) onto PWpi, after this transform the
exponential functions become the reproducing kernels in PWpi,
F
(
e−iλ¯t
)
=
sin(pi(z − λ¯))
pi(z − λ¯)
=: kλ(z),
while the elements of the biorthogonal system become
F(ϕλ) =: Gλ =
G(z)
G′(λ)(z − λ)
.
Simple duality reasonings show that Theorem 1.1 is equivalent to the following statement
1A. Borichev, private communication
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Theorem 1.2. Under the hypothesis of Theorem 1.1 the Lagrange interpolating series
(1.6) F (z) ∼
∑
λ∈Λ
F (λ)
G(z)
G′(λ)(z − λ)
admits a linear summation method in PWpi.
Remark 1.3. In Theorems 1.1-1.2 the Muckenhoupt condition (1.3) can be replaced by the
same condition for the function G(x+ ia), a ∈ R.
This statement holds since for any a ∈ R the norm ‖F‖(a) :=
[∫
R
|G(x+ ia)|2dx
] 1
2 is an
equivalent norm for Paley-Wiener space. In particular one can apply Theorems 1.1-1.2 for
sequences Λ ⊂ R.
The compactwise summability of series (1.1) holds under even weaker hypothesis:
Theorem 1.3. Let G be an entire function of exponential type pi in both halfplanes C±
and
(1.7)
∫
R
|G(x)|2
1 + |x2|
dx <∞,
∫
R
dx
|G(x)|2(1 + |x|2)
<∞.
Then there exists a linear summation method W = {w(λ, n)} with compactwise conver-
gence, namely,
lim
n→∞
∑
λ∈Λ
w(λ, n)F (λ)
G(z)
G′(λ)(z − λ)
= F (z), uniformly for z ∈ K
for all F ∈ PWpi and K ⋐ C.
The conditions (1.7) are weaker than the Muckenhoupt condition (1.3). But they also
imply that E(Λ) is complete and minimal in L2(−pi, pi).
We give two explicit constructions of the corresponding summation methods. The first
one is adjusted to concrete choice of Λ and reflects ”how far” is Λ from condition (C). This
method is a development of ideas in [8]. In order to implement this method we introduced
weighted model spaces which may be of independent interest.
The second method stems from Abel–Poisson and Cesa´ro methods. It also can be used for
the proof of Theorem 1.3. The construction of this method is universal for all exponential
systems under consideration.
Structure of the article. Theorems 1.1-1.2 are proved in Section 3. The preliminary
facts for are given in Section 2. The universal summation method for the series (1.1), (1.6)
is given in Section 4.
Given positive quantities U(x), V (x), the notation U(x) . V (x) (or, equivalently,
V (x) & U(x)) means that there is a constant C such that U(x) ≤ CV (x) holds for all
x in the set in question. We write U(x) ≃ V (x) if both U(x) . V (x) and V (x) . U(x).
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2. Weighted model subspaces
Assume that Λ ⊂ C+. Consider the Blaschke products
(2.1) B(z) =
∏
λ∈Λ
λ¯
λ
z − λ
z − λ¯
, Bn(z) =
∏
λ∈Λ,|λ|<n
λ¯
λ
z − λ
z − λ¯
, βn(z) = B(z)/Bn(z).
Theorem 2.1. Let Λ ⊂ C+ and the generating function G be such that |G(x)|2 ∈ (A2).
Then ∑
λ
βn(λ)(f, ϕλ)e
iλt L
2(−pi,pi)
−−−−−→ f, as n→∞, for any f ∈ L2(−pi, pi),
∑
λ
βn(λ)F (λ)
G(z)
G′(λ)(z − λ)
PWpi−−−→ F, as n→∞, for any F ∈ PWpi.
In this section we introduce the weighted model subspaces, they will be used for proving
this theorem.
2.1. Definition of subspaces. Given an outer function ω(z) in C+, consider the weighted
spaces L2(R, |ω|±2) with the norms
‖f‖2ω =
∫ ∞
−∞
|f(x)|2|ω(x)|2dx; and ‖f‖2ω−1 =
∫ ∞
−∞
|f(x)|2|ω(x)|−2dx,
and the weighted Hardy spaces
H
+
ω =
1
ω
H2(C+), H
+
ω−1 = ωH
2(C+), H
−
ω =
1
ω#
H2(C−), H
−
ω−1 = ω
#H2(C−).
Here H2(C±) denote the classical Hardy spaces in C± respectively and, given a function
f(z), z ∈ C+ we set
f#(z) = f(z¯), z ∈ C−.
The spaces H±ω (respectively H
±
ω−1) are endowed with the norms ‖ · ‖ω (respectively ‖ ·
‖ω−1). In what follows we do not distinguish functions holomorphic in C+ or C− and their
boundary values on R. The projectors P± : L2(R)→ H2(C±) have the form
P± : f 7→ ±
1
2
f(x) +
1
pii
∫
R
f(ζ)
x− ζ
dζ.
If, in addition, |ω|2 ∈ (A2) they are bounded in the spaces L
2(R, |ω|±2) and yield expansions
of these spaces into direct sums
L2(R, |ω|2) = H+ω ∔ H
−
ω and L
2(R, |ω|−2) = H+ω−1 ∔ H
−
ω−1 .
Next, the spaces H+ω ,H
−
ω−1 ; H
+
ω−1,H
−
ω are mutually conjugated with respect to the coupling
(2.2) 〈f+, f−〉 =
∫ ∞
−∞
f+(ξ)f−(ξ)dξ, f± ∈ L
2(R, |ω|±2).
i.e. (H+ω )
∗
= H−ω−1 etc.
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We will also use the subspaces
K+(ω) = spanω
{
B(z)
z − λ
}
λ∈Λ
, M+(ω) = BH
+
ω , L+(ω) = spanω
{
1
z − λ¯
}
λ∈Λ
.
K+(ω
−1) = spanω−1
{
B(z)
z − λ
}
λ∈Λ
, M+(ω
−1) = BH+ω−1 , L+(ω
−1) = spanω−1
{
1
z − λ
}
λ∈Λ
.
K−(ω) = spanω
{
B#(z)
z − λ¯
}
λ∈Λ
, M−(ω) = B
#
H
−
ω , L−(ω) = spanω
{
1
z − λ
}
λ∈Λ
.
K+(ω
−1) = spanω−1
{
B#(z)
z − λ¯
}
λ∈Λ
, M−(ω
−1) = B#H−ω−1, L−(ω
−1) = spanω−1
{
1
z − λ
}
λ∈Λ
.
Here spanω and spanω−1 stay for the closure of the linear span in the norms ‖ · ‖ω and
‖ · ‖ω−1 respectively.
2.2. Weighted model spaces.
Lemma 2.1.
(2.3) L+(ω) =M−(ω
−1)⊥ ∩ H+ω , L+(ω
−1) =M−(ω)
⊥ ∩ H+ω ,
(2.4) L−(ω) =M+(ω
−1)⊥ ∩ H−ω , L−(ω
−1) =M+(ω)
⊥ ∩ H−ω ,
here orthogonality is considered with respect to coupling (2.2).
Indeed, the fact that L+(ω) ⊂M−(ω−1)⊥ follows just from the reproducing kernel prop-
erty of the Cauchy kernel. On the other hand
f ∈M−(ω
−1)⊥ ⇔ f ⊥ B#H−ω−1 ⇔ B
#f ⊥ H−ω−1 ⇔ B
#f ∈ H−ω .
Therefore f can be extended in C− as a meromorphic function with poles in Λ which yields
f ∈ L+(ω). Thus we have L+(ω) = M−(ω−1)⊥. The rest of relations (2.3)-(2.4) can be
proved similarly.
Lemma 2.2.
L+(ω) = BH
−
ω ∩ H
+
ω , L+(ω
−1) = BH−ω−1 ∩ H
+
ω−1 ,
L−(ω) = B
#
H
+
ω ∩ H
−
ω , L−(ω
−1) = B#H+ω−1 ∩ H
−
ω−1 .
Proof. We restrict ourselves just to the first of these relations. Clearly L+(ω) ⊂ H+ω . We
also have for f ∈ H+ω
f ∈ L+(ω)⇔ f ⊥ B
#
H
−
ω−1 ⇔ B
#f ⊥ H−ω−1 ⇔ B
#f ∈ H−ω ⇔ f ∈ BH
−
ω .

Lemma 2.3.
K+(ω
−1) = L+(ω
−1), K+(ω) = L+(ω), K−(ω) = L−(ω), K−(ω
−1) = L−(ω
−1).
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Proof. Again we restrict ourselves to the first of these relations:
K+(ω
−1) = spanω−1
{
B(z)
z − λ
}
λ∈Λ
= B(z)spanω−1
{
1
z − λ
}
λ∈Λ
= B(z)L−(ω
−1) = B(z)
(
B#H+ω−1 ∩ H
−
ω−1
)
= L+(ω
−1)

2.3. Projection operators.
Lemma 2.4.
(2.5) K+(ω)∔M+(ω) = H
+
ω , K−(ω)∔M−(ω) = H
−
ω ,
(2.6) K+(ω
−1)∔M+(ω
−1) = H+ω−1 , K−(ω
−1)∔M−(ω
−1) = H−ω−1.
Proof. We restrict ourselves to the first relation only. Observe that, if g ∈ H−ω−1 and
g ⊥ (K+(ω) ∪M+(ω)) then g = 0. Indeed g ⊥ K+(ω) ⇒ g|Λ¯ = 0 ⇒ g = B
#g1, for some
g1 ∈ H
−
ω−1 . Further g ⊥ M+(ω) ⇒ 〈B
#g1, Bf〉 = 0 for all f ∈ H+ω , therefore g1 = 0, hence
K+(ω) +M+(ω) is dense in H
+
ω .
In order to complete the proof it suffices to mention that the operator
P+ = I −BP+B
# : H+ω → K+(ω)
is the projector onto K+(ω) annihilating M+(ω). Boundedness of P+ follows from the
inclusion |ω|2 ∈ (A2). 
Remark 2.1. Representations (2.5)-(2.6) are analogs of the classical representation H2 =
KΘ ⊕ΘH2, where Θ is an inner function and KΘ is the standard model space.
3. Projection summation method
3.1. Summation in K+(ω). Given any f ∈ K+(ω) we consider the interpolating series
f ∼
∑
λ∈Λ
f(λ)
B(z)
B′(λ)(z − λ)
and look for summation method for this series.
We use the method constructed in [8] for the classical model spaces. For each n > 0 we
define Λn = {λ ∈ Λ, |λ| < n} and let Bn(z), βn(z) be defined in (2.1).
Consider the subspaces
K+,n(ω) = spanω
{
1
z − λ¯
}
λ∈Λn
= spanω
{
Bn(z)
z − λ
}
λ∈Λn
⊂ H+ω ,
M+,n(ω) = BnH
+
ω , K−,n(ω
−1) = spanω−1
{
1
z − λ
}
λ∈Λn
and the corresponding projection operators P+,n = I − BnP+B#n : H
+
ω → K+,n(ω).
We have
(3.1) K+,n(ω)ր K+(ω), P+,n|K+(ω)
s
−→ I
∣∣
K+(ω)
as n→∞.
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The biorthogonality relations〈
1
B′n(λ)
Bn(z)
z − λ︸ ︷︷ ︸
∈K+,n(ω)
,
1
z − µ︸ ︷︷ ︸
∈K−,n(ω−1)
〉
= δλ,µ, λ, µ ∈ Λn
allow one to express P+,n as:
P+,nf =
∑
λ∈Λn
〈
f,
1
z − λ
〉
Bn(z)
B′n(λ)(z − λ)
=
∑
λ∈Λn
f(λ)
Bn(z)
B′n(λ)(z − λ)
Relation (3.1) now takes the form
P+,nf =
1
βn(z)
∑
λ∈Λn
f(λ)βn(λ)
B(z)
B′(λ)(z − λ)
→ f, n→∞, f ∈ K+(ω).
Since |βn(x)| = 1 and βn(x)→ 1 as n→∞ we obtain
S+,nf =
∑
λ∈Λ
f(λ)βn(λ)
B(z)
B′(λ)(z − λ)
→ f, n→∞, f ∈ K+(ω).
This is the desired summation method in K+(ω).
3.2. Summation in PWpi. The generating function G admits the natural factorization
(3.2) G(z) =
{
ω(z)B(z)e−ipiz, if z ∈ C+
ω#(z)eipiz , if z ∈ C−,
here ω is an outer function in C+ and B is the Blaschke product with Λ as the zero set.
Given F ∈ PWpi consider the function
(3.3) Φ(z) =
F (z)eipiz
ω(z)
∈ H+ω .
Then convergence/summability of the interpolation series (1.6) in L2(R) is equivalent to
convergence/summability of the series
Φ(z) ∼
∑
λ∈Λ
Φ(λ)
B(z)
B′(λ)(z − λ)
in ‖ · ‖ω norm. In order to apply the previous results, and thus prove Theorem 2.1, it
suffices to prove that Φ ∈ K+(ω).
Indeed, it follows from (3.2) that
ω(x) = ω#(x)e2ipixB#(x), x ∈ R,
therefore
Φ(x) =
F (x)e−ipix
ω#(x)B#(x)
, x ∈ R.
It is now straightforward that Φ ∈M−(ω−1)⊥ ∩ H+ω = K+(ω).
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3.3. The general case. We briefly describe changes to be done in the case when the
sequence Λ does not belong to the upper(lower) halfplane. From condition |G(x)|2 ∈ (A2)
we conclude that Λ ∩ R = ∅. Denote Λ± = Λ ∩ C±;
B±(z) =
∏
λ∈Λ±
λ¯
λ
z − λ
z − λ¯
, B±n (z) =
∏
λ∈Λ±,|λ|<n
λ¯
λ
z − λ
z − λ¯
, β±n (z) = B
±(z)/B±n (z).
Theorem 3.1. Let the generating function G be such that |G(x)|2 ∈ (A2). Then∑
λ∈Λ+
β+n (λ)(f, ϕλ)e
iλt +
∑
λ∈Λ−
β−n (λ)(f, ϕλ)e
iλt L
2(−pi,pi)
−−−−−→ f,
as n→∞, for any f ∈ L2(−pi, pi),
(3.4)
∑
λ∈Λ+
β+n (λ)F (λ)
G(z)
G′(λ)(z − λ)
+
∑
λ∈Λ−
β−n (λ)F (λ)
G(z)
G′(λ)(z − λ)
PWpi−−−→ F,
as n→∞, for any F ∈ PWpi.
The proof goes in a natural way, one has to replace representation (3.2) by
(3.5) G(z) =
{
ω(z)B+(z)e−ipiz, if z ∈ C+
ω#(z)B−(z)eipiz , if z ∈ C−,
and repeat the argument from the previous sections considering the two summands in (3.4)
separately.
4. Universal summation method
We start with assuming that Λ ⊂ C+. Later in Subsection 4.6 we indicate the changes
needed in the general case. As in the previous section one can apply the Fourier transform
F and reset the problem into the Paley-Wiener space PWpi. Thus we have to construct a
summation method for the series∑
λ∈Λ
(F,Gλ)kλ, F ∈ PWpi,
where (·, ·) stays for the standard inner product in L2(R).
Given any W := {w(λ, n)} satisfying Definition 1.2 we clearly have∑
λ∈Λ
w(λ, n)(F,Gλ)kλ → F
for the dense set of finite linear combinations of {kλ}λ∈Λ. Therefore in order to prove that
W generates a linear summation method it suffices to prove that the operators
(4.1) Tn : F →
∑
λ∈Λ
w(λ, n)(F,Gλ)kλ
are uniformly bounded.
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We will prove that for an appropriate choice of W the adjoint operators
T ∗n : F →
∑
λ∈Λ
w(λ, n)(F, kλ)Gλ =
∑
λ∈Λ
w(λ, n)F (λ)
G(z)
G′(λ)(z − λ)
.
are uniformly bounded.
4.1. Summation matrix. We define the summation matrix W = {w(λ, n)} by choosing
an appropriate sequence {αn}, αn > 0 and increasing subsets Λn ⊂ Λ, ∪Λn = Λ. This
choice will be specified later in Section 4.9.
We set
wn(z) = exp
[
−iαnln
∫
|u|>1/2
[
1
z/ln − u
+
1
u
]
du
]
, z ∈ C+.
So, wn(z) is an outer function with modulus 1 in the interval [−ln/2, ln/2] and modulus
e−piαnln in the set R \ [−ln/2, ln/2]. Put
w(λ, n) =
{
wn(λ), λ ∈ Λn
0, λ 6∈ Λn.
The sequences ln → ∞ and αn → 0 will be chosen later. It is easy to verify that for any
λ, wn(λ)→ 1, n→∞.
4.2. Choice of Λn and representation of the operators T
∗
n . Given sequences {ln},
ln →∞ and {cn}, cn > 0 consider the contours
(4.2) Rn = [ln, icnln], Ln = [−ln, icnln], Cn = [−ln, ln] ∪ Rn ∪ Ln,
and take Λn = Λ ∩ intCn. Then, for F ∈ PWpi, we have
(4.3) T ∗nF (x) = G(x)
∑
λ∈Λn
wn(λ)F (x)
G′(λ)(x− λ)
=
G(x)
2pii
∫
Cn
F (ζ)wn(ζ)
G(ζ)(ζ − x)
dζ +
1
2
F (x)wn(x)χ[−ln,ln](x)
=
G(x)
2pii
[∫
[−ln,ln]
+
∫
Rn
+
∫
Ln
]
F (ζ)wn(ζ)
G(ζ)(ζ − x)
dζ +
1
2
F (x)wn(x)χ[−ln,ln](x)
= I1,n(x) + I2,n(x) + I3,n(x) +
1
2
F (x)wn(x)χ[−ln,ln](x),
here χ[−ln,ln] is the indicator function of [−ln, ln]. The L
2-norm of each summand in the
right hand side of (4.3) will be estimated separately. Clearly L2-norm of the last summand
is bounded by ‖F‖2.
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Estimate of ‖I1,n‖ is straightforward; it follows from the fact that wnFG−1 belongs to
the weighted space
L2(R, |G|2) := {H :
∫
R
|H(x)|2|G(x)|2 <∞}.
and from the fact that, since |G|2 ∈ (A2), the Hilbert transform is bounded in L2(R, |G|2).
It remains to choose the appropriate {ln} and {cn} and then estimate ‖I2,n‖ and ‖I3,n‖.
4.3. Inner-outer factorization and choice of contours Cn. Let ω be an outer function
in C+ such that |ω(x)| = |G(x)|, x ∈ R and let B be the Blaschke product with Λ as the
zero set. In order to estimate I2,n and I3,n we use the inner-outer factorization
eipizG(z) = cω(z)B(z), |c| = 1.
Using the estimate for the upper density of Λ and formula argB′(t) = 2
∑
λ
ℑλ
|t−λ|2 we get
| argB(x)− argB(0)| ≤ 2pi ·#
[
Λ ∩ {|z| < 2|x|}
]
+ o(|x|) . 1 + |x|.
Lemma 4.1. Let B be a Blaschke product such that | argB(x)| . 1+ |x|. Then there exists
a sequence ln →∞ and {cn}, 1 ≤ cn ≤ 10 and decreasing function ε(t)→ 0, t→∞ such
that for the contours Cn defined in (4.2).
(4.4) − log |B(λ)| ≤ ε(|λ|)|λ|, λ ∈
⋃
n
Cn.
We postpone proof of this lemma until Subsection 4.8 and complete the construction of
universal summation method.
4.4. Estimates of ‖I2,n‖ and ‖I3,n‖ are similar. We restrict ourselves to ‖I2,n‖ only.
Let {Cn} be the contours chosen in Lemma 4.1. Fix αn = 1000ε(ln/10), where ε(t) is a
function from Lemma 4.1. We have
‖I2,n‖L2(R) = sup
g∈L2,‖g‖≤1
∣∣∣∣
∫
R
g(x)I2,n(x)dx︸ ︷︷ ︸
J
∣∣∣∣.
and
J =
1
2pii
∫
Rn
F (ζ)A(ζ)
G(ζ)
wn(ζ)dζ =
1
2pii
∫
Rn
e−ipiζF (ζ) ·
A(ζ)
ω(ζ)
·
wn(ζ)
B(ζ)
dζ,
where
A(ζ) =
∫
R
g(x)G(x)
x− ζ
dx.
By using the inequalities,
log |wn(ζ)| ≤ −αnln
∫
|u|>1/2
ℑζ/lndu
|ζ/ln − u|2
≤ −αnln/5,
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ζ ∈ Rn and also Lemma 4.1 we get
|wn(ζ)|
|B(ζ)|
≤
e−200ε(ln/10)ln
e−ε(|ζ|)|ζ|
≤
e−ε(|ζ|)|ζ|
e−ε(|ζ|)|ζ|
= 1, ζ ∈ Rn,
and
|J |2 .
∫
Rn
|e−ipiζF (ζ)|2|dζ | ·
∫
Rn
|A(ζ)|2
|ω(ζ)|2
|dζ |.
From the boundedness of Hilbert transform with weight |ω|2 we get
A(ζ)
ω(ζ)
∈ H2(C+) and
∥∥∥∥A(ζ)ω(ζ)
∥∥∥∥
H2(C+)
. ‖g‖ ≤ 1.
On the other hand, |dζ |
∣∣
Rn
is a Carleson measure for H2(C+). Finally,
|J | . ‖e−ipiζF (ζ)‖H2(C+) ·
∥∥∥∥A(ζ)ω(ζ)
∥∥∥∥
H2(C+)
. ‖F‖PWpi .
4.5. The proof of Theorem 1.3 can be obtain in a similar way. Here we give only a
sketch of the proof.
We have to prove that for any compact K the operators Vn : PWpi 7→ L∞(K)
Vn : F →
∑
λ∈Λ
w(λ, n)(F, kλ)Gλ =
∑
λ∈Λ
w(λ, n)F (λ)
G(z)
G′(λ)(z − λ)
.
are uniformly bounded. We fix R > 1 such that K ⊂ {|z| < R} and contours Cn.
For any x ∈ K, we have
VnF (x) = G(x)
∑
λ∈Λn
wn(λ)F (x)
G′(λ)(x− λ)
=
G(x)
2pii
[∫
ζ∈C−,|ζ|=2R
+
∫
[−ln,ln]\[−2R,2R]
+
∫
Rn
+
∫
Ln
]
F (ζ)wn(ζ)
G(ζ)(ζ − x)
dζ = I1 + I2 + I3 + I4.
Integrals I2, I3, I4 can be easily estimated. On the other hand,
I1 ≤ 2piR sup
|z|=2R
|F (z)| · sup
|z|=2R
|G(z)|−1 . ‖F‖.
4.6. In the general case Λ has points in both halfplanes C±. We use the inner-outer
factorization (3.5) and then choose the contours C−n for the points in the lower halfplane
C− similarly by using the Blaschke product B
−. Afterward we construct the operators T−n
and let Tn = T
+
n + T
−
n . The same reasonings prove that the operators T
−
n are uniformly
bounded and so Tn is uniformly bounded and TnF → F for a dense set of F ∈ PWpi. 
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4.7. Proof of Lemma 4.1. Preliminary estimates. We need the following estimate:
Lemma 4.2. Let B be a Blaschke product such that | argB(x)| . 1 + |x|. Then there
exists a sequence ln →∞ and {cn}, 1 ≤ cn ≤ 10 and constant C = C(B) such that for the
contours Cn defined in (4.2).
(4.5) − log |B(λ)| ≤ CBℑλ+ CB, λ ∈
⋃
n
Cn.
Moreover, this inequality holds for all cn ∈ Un , where Un ⊂ [1, 10] is some set with |Un| > 8.
Proof Let {zl} be the zero set of Blaschke product B, zl = xl + iyl. We choose the points
{ln}∞n=1 ⊂ R so that supn(argB)
′(±ln) . 1. Hence,
sup
n
(argB)′(±ln) = sup
n
∑
l
2yl
(±ln − xl)2 + y2l
<∞,
and the sequences Λ± ln uniformly satisfy the Blaschke condition.
Hayman theorem (see, [4, Lecture 15, Theorem 1]) states that | log |B(z)|| = o(|z|) for
all z ∈ C+ except some set of finite (small) view. We need the following version of this
result.
Proposition 4.1. For any ε > 0 there exists a family of disks Dm(wm, rm) := {|z−wm| <
rm} such that ∑
m
rm
|wm|
< ε, | log |B(z)|| ≤ c|z|, z 6∈ ∪mDm(wm, rm),
where c depends only on ε and the sum of the Blashke series
∑
n
yn
x2n + y
2
n
.
In comparison with the original Hayman theorem we require a weaker estimate for
log |B(z)|; instead we demand uniformity of the constant c. The proof of Proposition
4.1 can be obtained in the same way as in [4].
We apply Proposition 4.1 to B(z ± ln): there exists cn ∈ [1, 10] so that,
|B(z ± ln)| & e
−c|z|, z ∈ {∓t + icnt, t > 0}.
If z ∈ {∓t+icnt, t > 0}, then |z| ≃ ℑz and we get the required estimate for B and contours
Cn as in (4.2). 
4.8. Proof of Lemma 4.1. We choose some contours Cn from Lemma 4.2. Now we
apply Hayman theorem for the Blashke product B. So there exists a sequense of disks
Dn = {z : |z − zn| < rn} of finite view
(4.6)
∑
n
rn
|zn|
<
1
1000
,
such that − log |B(z)| ≤ ε1(|λ|)|λ|, λ /∈ ∪nDn, where ε1 is some function, ε1(t)→ 0.
Put
∆n := conv{ln, iln, 10iln}.
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Let us consider σn =
∑
k∈Nn
rk
|zk|
, Nn is a set of all indices s such that Ds ∩∆n 6= ∅. If
ln+1 > 100ln, then Nn ∩ Nm = ∅, n 6= m. So,
∑
n σn <
1
1000
.
We fix a sequence qn increasing to infinity such that
∑
n qnσn < 1/1000.
Put
∆+n = {z ∈ ∆n : qnℑz ≥ |ℜz|}.
If for some disk Dk, Dk ∩∆+n 6= ∅, then
rk
|zk − ln|
≤ 10qn
rk
|zk|
.
So,
∑
k:Dk∩∆
+
n 6=∅
rk
|zk−ln|
< 1
100
. Hence, there exists contours Cn as in Lemma 4.1 such that
Cn ∩Dk = ∅ for any Dk such that Dk ∩∆+n 6= ∅ and, hence, we have estimate
− log |B(z)| ≤ ε1(|λ|)|λ|, λ ∈ Cn ∩∆
+
n .
On the other hand from Lemma 4.1 we get
− log |B(λ)| ≤ CBℑλ+ CB ≤ 5
CB
qn
|λ|, λ ∈ Cn \∆
+
n .

4.9. We collect all pieces together in order to formulate the final result.
Theorem 4.1. Let C±n (= C
±
n (−ln, ln,±icnln)) be the set of triangle contours from Lemma
4.1 and B± be the Blashke products with zero sets Λ ∩ C± respectively. Then the matrix
w(n, λ) =
{
w±n (λ), λ ∈ C
±, λ ∈ intC±n
0, otherwise
generates a linear summation method for the series (1.1), (1.6).
It worth to be mentioned that the sequence of contours Cn needs not be sparse, if, say,
Λ ⊂ C+ and the corresponding Blaschke product B satisfies (argB)′(x) . 1, then the
points ln can be chosen to be an arbitrary sequence tending to infinity.
4.10. Hereditary completeness of E(Λ). Here we give a direct proof of the hereditary
completeness of E(Λ) under the assumptions of Theorem 1.1. The idea of this proof comes
from [1].
Assume that there exists f as in (1.5). One can easily see that in this case there exists
a partition Λ = Λ1 ∪ Λ2 such that
span{{ϕλ}λ∈Λ1 ∪ {e
iλt}λ∈Λ2}
is not dense in L2(−pi, pi) so there exists a non-zero h ∈ L2(−pi, pi) such that
(h, eiλt)(ϕλ, h) = 0, λ ∈ Λ.
This can be rewritten in the Paley-Wiener space. Let H = Fh then
(H, kλ)(Gλ, H) = 0, for any λ ∈ Λ.
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We use the Shannon-Kotelnikov-Whittaker formula
H(z) =
∑
n∈Z
H(n)
sin(pi(z − n))
pi(z − n)
=
∑
n∈Z
H(n)kn(z).
So, (Gλ, H) =
1
G′(λ)
∑
n∈Z
G(n)H(n)
λ−n . Consider the meromorphic function
H(z)
∑
n
H(n)G(n)
z − n
;
this function vanishes on Λ. So,
(4.7) H(z) · sin(piz)
∑
n
H(n)G(n)
z − n
= G(z)S(z)
for some entire function S. It is known (see, [1, Lemma 2.2]) that, for appropriate c0
S(z) = sin(piz)
∑
n
|H(n)|2
z − n
+ c0 sin(piz).
Consider the measure µ0 =
∑
n∈Z δn. Relation (4.7) takes the form
H(x)
∫
R
H(t)G(t)dµ0(t)
x− t
= G(x)
(
c0 +
∫
R
|H(t)|2dµ0(t)
x− t
)
.
A similar relation holds for any measure µα =
∑
n∈Z δn+α, α ∈ [0, 1), and, hence, the
analogous equation is true for the Lebesque measure dx =
∫ 1
0
µαdα, α ∈ (0, 1) so integration
in α ∈ (0, 1) gives
H(x)
G(x)
∫
R
H(t)G(t)dt
x− t
= c+
∫
R
|H(t)|2dt
x− t
.
Using the boundedness of Hilbert transform with the weight |G(x)|2 we see that left hand
side belongs to L1(R). In case c = 0 this immediately yields us to contradiction. If c = 0
we use a well known fact:
m
{
x :
∣∣∫
R
|H(t)|2dt
x− t
∣∣ > s} & 1
s
, s→ 0,
here m is Lebesgue measure, and thus the function c+
∫
R
|H(t)|2dt
x−t
is not summable even if
c = 0. We arrive to a contradiction.
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