Abstract-The honeycomb mesh, based on hexagonal plane tessellation, is considered as a multiprocessor interconnection network. A honeycomb mesh network with n nodes has degree 3 and diameter ª -1.63 n 1, which is 25 percent smaller degree and 18.5 percent smaller diameter than the mesh-connected computer with approximately the same number of nodes. Vertex and edge symmetric honeycomb torus network is obtained by adding wraparound edges to the honeycomb mesh. The network cost, defined as the product of degree and diameter, is better for honeycomb networks than for the two other families based on square (mesh-connected computers and tori) and triangular (hexagonal meshes and tori) tessellations. A convenient addressing scheme for nodes is introduced which provides simple computation of shortest paths and the diameter. Simple and optimal (in the number of required communication steps) routing, broadcasting, and semigroup computation algorithms are developed. The average distance in honeycomb torus with n nodes is proved to be approximately 0.54 n . In addition to honeycomb meshes bounded by a regular hexagon, we consider also honeycomb networks with rhombus and rectangle as the bounding polygons.
INTRODUCTION
ARIOUS research and development results on how to interconnect multiprocessor components have been reported in literature. Several surveys of parallel computing architectures exist (e.g., [1] , [10] ). One of most popular architectures is the mesh-connected computer (see Fig. 1 ), in which processors are placed in a square or rectangular grid, with each processor being connected by a communication link to its neighbors in up to four directions. Tori are meshes with wraparound connections to achieve vertex and edge symmetry. Meshes and tori are among the most frequent multiprocessor networks available today on the market.
It is well known that there are three possible tessellations of a plane with regular polygons of the same kind: square ( Fig. 1) , triangular ( Fig. 2) , and hexagonal ( Fig. 3) , corresponding to dividing a plane into regular squares, triangles, and hexagons, respectively. The square tessellation is the basis for mesh-connected computers, which are widely studied in literature. The triangular tessellation is used to define hexagonal mesh (Fig. 2 ) multiprocessor, studied in [3] , [5] , [6] , [7] , [8] , [9] , [12] . Several sources [5] , [6] , [8] refer to the network as being "honeycomb" architecture. They begin with hexagonal tesselation but use cells (instead of vertices) as processors. Ben-Natan and Barak [2] mentioned the honeycomb array as a processor network but studied only the contractions of square, triangular, and hexagonal graphs.
Hexagonal tessellations were used in literature for various applications. Examples are cellular phone station placement, the representation of benzenoid hydrocarbons, computer graphics, and image processing. Here, we propose to study the honeycomb mesh interconnection network ( Fig. 3) , based on the hexagonal tessellation. By adding wraparound edges, we define the corresponding honeycomb torus network. We will study the basic topological properties and communication algorithms for honeycomb meshes and tori. A topology is evaluated in terms of a number of parameters. In this paper, we are interested in the symmetry, diameter, degree, bisection width, recursive decomposition, and routing, broadcasting, and semigroup computation algorithms. The remaining aspects of honeycomb meshes and tori are currently open research problems. Although all characteristics are important, we shall consider the network cost, defined as the product of the degree and diameter (measured with respect to the number of nodes) as the main parameter in our comparison. Table 1 summarizes the degree, diameter, cost, and bisection widths of the considered networks, each with n processors. All data are approximate (coefficients are rounded and constants are not included). The total number of links is approximately degree * n/2 and is therefore not included in the table. Table 1 also includes the corresponding data [4] , [10] for hypercubic networks.
Honeycomb and hexagonal meshes and mesh-connected computers clearly belong to the same family of networks. Their comparison in all criteria should give the same asymptotic performance. For example, they all have fixed degree and O n d i diameter. Thus, honeycomb meshes compare to other networks (e.g., hypercube) asymptotically as well as mesh-connected computers (for such criteria). Hypercubic networks are better than mesh-like ones in 1045-9219/97/$10.00 © 1997 IEEE V terms of diameter, average distance, and product of diameter and degree. Still, mesh is the only one of two topologies manufacturers have used. Why? One of the main reasons, certainly, is because meshes are planar graphs, therefore, they have easy physical layout. One should, therefore, compare honeycomb meshes with the networks within the family of planar graphs composed of regular polygons, and the comparison should involve exact (as opposed to asymptotic) values of the considered parameters. The comparison based on degree, diameter, total number of links, cost, and bisection width favor honeycomb meshes over mesh-connected computers. Some criteria (e.g., how applications and algorithms are easily mapped on the proposed structure as compared to on the mesh) may not be expressed in analogous way. This paper shows that three important basic algorithms (routing, broadcasting, and semigroup computation) have simple and optimal solutions which are faster than on the meshconnected computers with the same number of nodes (because of reduced diameter, despite reducing degree). Further research is needed to answer numerous other questions.
The paper is organized as follows. Section 2 of this paper describes topological properties of honeycomb meshes and introduces a convenient addressing scheme for nodes. In Section 3, optimal routing, broadcasting, and semigroup computation algorithms for honeycomb meshes are presented. Honeycomb torus network is defined in Section 4; its topological properties and routing/broadcasting algorithms are easily derived as extensions of the corresponding results for honeycomb meshes. In Section 5, we introduce honeycomb rhombic and rectanglular (square) meshes and tori by defining the border of honeycomb network in a different way. Section 6 lists some of the numerous open problems on the honeycomb networks.
TOPOLOGICAL PROPERTIES OF HONEYCOMB MESHES
Honeycomb meshes can be built from hexagons in various ways. The degree of any such network is three. The simplest way to define them is to consider the portion of the hexagonal tessellation which is inside a given convex polygon. We shall consider three types of meshes which differ by their boundary. Honeycomb hexagon mesh (HHM) is inside a regular hexagon (Fig. 3) , honeycomb rhombic mesh (HRoM) is inside a rhombus (Fig. 7) , and honeycomb rectangular mesh (HReM) is inside a rectangle (Fig. 8) .
We have chosen to study in detail the honeycomb hexagonal meshes; for brevity, the network will be simply called honeycomb mesh in the sequel. The analysis of the other two types of networks is quite similar, and their properties will be outlined in Section 5.
To maximize symmetry, honeycomb (hexagonal) meshes can be built as follows: One hexagon is a honeycomb mesh of size one, denoted HM 1 . The honeycomb mesh HM 2 of size two is obtained by adding six hexagons to the boundary edges of HM 1 . Inductively, honeycomb mesh HM t of size t is obtained from HM t-1 by adding a layer of hexagons around the boundary of HM t-1 . For instance, Fig. 2 is honeycomb mesh of size three, i.e., HM 3 . Alternatively, the size t of HM t is determined as the number of hexagons between the center and boundary of HM t (inclusive). Two alternate types of honeycomb meshes are discussed in Section 5. Sections 2-4 deal only with just introduced type of honeycomb networks. Proofs of some of results given below can be found in [11] , which is a preliminary version of this paper. The full version of this paper is available from the author.
The number of nodes and links of HM t are 6t 2 and 9t 2 -3t, respectively. We shall introduce a convenient coordinate system for nodes and edges of honeycomb meshes. Let x-, y-, and z-axes start at the center of the honeycomb mesh and be parallel to three edge directions, respectively (see Fig. 4 ). The honeycomb mesh is a bipartite graph. All nodes can be subdivided into two groups, which will be called black and white nodes, such that any edge joins a black and a white node. If each zigzag chain with a fixed z-coordinate is drawn as a vertical line, the honeycomb mesh receives the shape of bricks in a wall network (Fig. 5) . The network drawn in this way clearly shows that the number of edges parallel to z-axis in a shortest path between two nodes is greater or equal to the difference in their z coordinate. It easily follows that the coordinates of all nodes are integers (x, y, z) such that -t + 1 ≤ x, y, z ≤ t. Moreover, we can prove the following lemma.
LEMMA 1. Nodes of HM t can be coded by integer triples (u, v, w)
such that -t + 1 ≤ u, v, w ≤ t, and 1 ≤ u + v + w ≤ 2. Two nodes (u¢, v¢, w¢) and (u¢¢, v¢¢, w¢¢) are connected by an edge iff |u¢ -u¢¢| + |v¢ -v¢¢| + |w¢ -w¢¢| = 1.
PROOF. Edges going from a black node to a white node join (u, v, w) to either (u + 1, v, w), (u, v + 1, w), or (u, v, w + 1) and, thus, the sum u + v + w increases by one. Analogously, edges joining from a white node to a black one join (u, v, w) to one of (u -1, v, w), (u, v -1, w), or (u, v, w -1), thus decreasing the sum u + v + w by one. Since u + v + w alternatively increases (decreases) by one for each white (black) node, it obviously follows that u + v + w = 1 for each black node and u + v + w = 2 for each white one. Two nodes are connected by an edge iff they differ in exactly one coordinate. 2 n 6 n 0.5 n honeycomb rhombic torus 3
1.06 n 3.18 n 1.41 n honeycomb square torus 3 n 3 n n hypercube log n log n log 2 n n/2
Using mathematical induction, we can prove that the distance between nodes (u¢, v¢, w¢) and (u¢¢, v¢¢, w¢¢) of a hexagonal mesh is |u¢ -u¢¢| + |v¢ -v¢¢| + |w¢ -w¢¢|, and that the diameter of HM t is 4t -1 (nodes (t, -t + 1, 0) and (-t + 1, t, 1) are at distance |2t -1| + |2t -1| + 1 = 4t -1). Thus, honeycomb mesh network with n nodes has degree three and
. The number of nodes of a hexagonal mesh of size t is n = 3t 2 -3t + 1 [3] , while its diameter is 2t -2. The degree of nodes is six.
Therefore, n ª 3t 2 and t n ª 3 3 .
Therefore, honeycomb meshes have 25 percent smaller degree and 18.5 percent smaller diameter than the meshconnected computer with the same number of nodes. This is an important advantage of honeycomb meshes over square ones. The advantage can be explained as follows. It is clear from Fig. 5 , which also shows that honeycomb mesh can be embedded onto the square grid, that the distance between two nodes remains virtually the same if a quarter of edges is eliminated from the grid. Further, by making a hexagonal rather than square boundary, the boundary is closer to a circular shape, thus reducing its diameter.
Let us compare the network costs of the networks based on regular plane tessellations. The hexagonal mesh has approximately 13 percent smaller cost than a mesh-connected computer with the same number of nodes. Honeycomb mesh, however, has smaller cost than either of these two networks that are used in practice for designing multiprocessors. The cost of a honeycomb network is approximately 29 percent smaller than the cost of a hexagonal mesh and about 39 percent smaller than the cost of a mesh-connected computer. The latter is a significant reduction in the cost compared to (arguably) the most popular network on the market.
ROUTING, BROADCASTING, AND SEMIGROUP COMPUTATION IN HONEYCOMB MESHES
The problem of finding a path from a source to destination and forwarding a message along the path is known as the routing problem. The broadcasting task is to send a message from a source to all other nodes. Routing and broadcasting are the basic data communication problems for every network. In this section, we will describe routing and broadcasting algorithms for the honeycomb mesh networks. Suppose that source = (u¢, v¢, w¢) is the source node while the destination node is node dest = (u¢¢, v¢¢, w¢¢). Let Dx = u¢¢ -u¢, Dy = v¢¢ -v¢, and Dz = w¢¢ -w¢. The vector (Dx, Dy, Dz) is the "translation" vector for the message. The shortest path between the two nodes consists of |Dx| edges parallel to x-axis, |Dy| edges parallel to y-axis, and |Dz| edges parallel to z-axis. In short, the routing algorithm checks at each current node which of the edge directions x, y, or z (in this order) would reduce the distance to the destination, and will send the message on that edge. At least one of the edge directions would lead to a node closer to the destination. The algorithm is simple, and details and code are omitted. The algorithm is optimal in the number of communication steps, and asymptotically optimal in the number of computation steps (i.e., has constant number of instructions between any two communication steps). The shortest path between two nodes can be explicitly described (with constant number of parameters) on the basis of their addresses and consists of two zigzag chains.
The broadcasting process should satisfy some desirable properties. A node should not receive the message simultaneously from more than one of its neighbors. Moreover, it is desirable that a node receives the message exactly once for the whole duration of the broadcasting process. This is achieved by a broadcasting algorithm that follows the same paths generated by the corresponding routing scheme. The source will send the message to all three neighbors. Each other node will examine the incoming message and forward it to zero, one, or two of its neighbors (it will never be sent back to the neighbor the message was received from). The algorithm counts the number of times the message used edge parallel to the x-, y-, and z-axes, respectively. The counters count edges in positive directions by positive numbers (i.e., by increasing their value by one) and edges in negative directions (opposite to axis orientations) by negative numbers (i.e., by decreasing their value), and do not allow forwarding messages in opposite directions. The number of communication steps between a source and any node is equal to the distance between them. The details of the algorithm are omitted. In the one-port communication model (in which nodes can forward the message to only one neighbor at a time), the number of communication steps necessary for the message to reach each particular destination is equal to the length of the shortest path between the source and a given node plus the delay that corresponds to messages being sent on other edges (leading to other destinations) of intermediate nodes before it being sent on the edge of the shortest path. We can show that the delay is, at most, three communication steps. If all port communication model (in which each node is allowed to send the same message to all or some of its neighbors at once) is used, then the number of communication steps between the source and any node is equal to the distance between them.
The semigroup computation problem is to compute x 1 © x 2 © ... © x n , where © is any binary associative and commutative operation (e.g., the sum, product, minimum, maximum, or, and, etc.) and the data are distributed one per processor on a given network. The problem can be solved by running the broadcasting algorithm from any node in the reverse order, such that data are being collected (each node on the path applies "©" to reduce the information forwarded to the next node to a single message). Broadcasting can be then applied to send the result to other nodes. The performance is the same as that of the broadcasting algorithm.
HONEYCOMB TORUS NETWORK
Honeycomb torus network can be obtained by joining pairs of nodes of degree two (i.e., their unused ports) of the honeycomb mesh. In order to achieve edge and vertex symmetry, the best choice for wrapping around seems to be the pairs of nodes that are mirror symmetric with respect to three lines, passing through the center of hexagonal mesh, and normal to each of three edge orientations. Fig. 6 shows how to wrap around honeycomb mesh of size three (HM 3 ) to obtain HT 3 , the honeycomb torus of dimension three. The three lines of mirror symmetry for wraparound edges are shown in dashed lines. The same edge is given the same number. Wraparound edges are actually drawn in Fig. 6 ; for clarity, they will not be drawn in subsequent figures. For example, edges 4ed5gf in Fig. 6 make a hexagon, and edges 7a1b6c also make a hexagon. Thus, by wrapping around as indicated, we receive new hexagons. In general, the nodes that are joined by an edge are the following pairs: (-t + 1, t + 1 -p, p) and (t, -p + 1, p -t), (p, -t + 1, t + 1 -p) and (p -t, t, -p + 1), (t + 1 -p, p, -t + 1) and (-p + 1, p -t, t) for 1 £ p £ t. Note that vertices are joined are on the boundary and the difference between them is either (2t -1, -t, -t), (-t, 2t -1, -t), or (-t, -t, 2t -1), depending on the direction of their missing edge.
One can observe that it is possible to move from chain z = 0 to chain z = t, using edge 1 (see Fig. 6 ), without making any step in the z direction. Thus the chains z = p and z = p -t for each p, 1 £ p £ t, can be considered as one chain. Each pair of chains contains exactly 6t nodes, i.e., the same number of nodes.
The number of links in HT t is 9t 2 . The diameter of honeycomb torus HT t is 2t. Therefore, the diameter of honeycomb tori is approximately twice as small as the diameter of the corresponding honeycomb meshes. This is the same ratio as in the case of tori that expand mesh-connected computers and hexagonal meshes. Therefore, the cost of all three tori is two times smaller than the cost of the corresponding meshes, and the comparison of costs remains the same as given earlier for meshes. Let us compare now the bisection widths (the minimum numbers of links that, when cut, separate the network into two parts with equal number of processors) of the six networks under consideration. The bisection widths of meshconnected computer, torus, hexagonal mesh, hexagonal torus, honeycomb mesh, and honeycomb torus with n nodes are approximately n , 2 n , 2 31 . n, 4 61 . n, 0 82 . n , and 2 04 . n , respectively. We can observe that the bisection width of honeycomb torus is higher that the bisection width of (square) torus with the same number of nodes (in spite of 25 percent reduction in the number of edges). On the other hand, hexagonal meshes and tori have better bisection widths than honeycomb ones.
Suppose that HT t is drawn on a (larger) hexagonal grid such that there are multiple copies of the same node. Consider the addresses of these multiple copies. The difference of their addresses is one of vectors (2t, -t, -t), (-t, 2t, -t), (-t, -t, 2t), (-2t, t, t), (t, -2t, t), or (t, t, -2t). The edge and vertex symmetry of honeycomb tori can be shown by using multiple copies of the same node on the hexagonal grid.
Therefore, any hexagon can be considered as the center of the honeycomb torus.
It can be proven that the distance between two nodes (u¢, v¢, w¢) and (u¢¢, v¢¢, w¢¢) of honeycomb torus of size t is min(|u¢¢ -u¢| + |v¢¢ -v¢| + |w¢¢ -w¢|, |u¢¢ -u¢ + 2t| + |v¢¢ -v¢ -t| + |w¢¢ -w¢ -t|, |u¢¢ -u¢ -2t| + |v¢¢ -v¢ + t| + |w¢¢ -w¢ + t|, |u¢¢ -u¢ -t| + |v¢¢ -v¢ + 2t| + |w¢¢ -w¢ -t|, |u¢¢ -u¢ + t| + |v¢¢ -v¢ -2t| + |w¢¢ -w¢ + t|, |u¢¢ -u¢ -t| + |v¢¢ -v¢ -t| + |w¢¢ -w¢ + 2t|, |u¢¢ -u¢ + t| + |v¢¢ -v¢ + t| + |w¢¢ -w¢ -2t|).
A simple routing algorithm can be described as follows: Find the distances from the source to multiple copies of the destination, choose the closest copy, and send the message using the routing algorithm for the mesh. Because of symmetry, the source can be considered as the center of hexagonal torus (and the destination address can be modified accordingly). The broadcasting algorithm for honeycomb tori resembles the broadcasting algorithm for honeycomb meshes. In fact, it is the same procedure in which different boundary conditions are used. THEOREM 1. The average distance between any two nodes in HT t is 4 3 1 6 2 9 6 0 t t n n -ª ª .54 .
PROOF. Because of symmetry, it suffices to determine the average distance from a source S to all other nodes.
There are three nodes at distance 1 from S, six nodes at distance 2, nine nodes at distance 3, ..., 3(2t -1)
nodes at distance 2t -1, and 3(t -1) + 2 = 3t -1 nodes at distance 2t. The sum of all distances from S to other nodes is 0 1 1 3 2 6 3 9 2t 1 3 2t 1 2t 3t 1 
The average distance is 
HONEYCOMB RHOMBIC AND RECTANGULAR MESHES AND TORI
We shall adopt the number of nodes on each line parallel to the sides of the boundary rhombus (rectangle, respectively) and passing through nodes as the measure of the size of HRoMs and HReMs. HRoM of size t, abbreviated HRoM t , has t nodes on each such line; for instance, Fig. 7 shows HRoM 6 . The definition can be easily extended to honeycomb parallelogramic meshes if the two lines are allowed a distinct number of nodes. HReMs have two parameters, the "lengths" of two rectangle sides. For instance, Fig. 8 shows HReM (6, 6) . For simplicity and other reasons (e.g., torus expansion), we will consider only the case when the number of nodes is the same for both families of lines that are parallel to a given side of rhombus or rectangle; other cases can be analyzed in an analogous way. We also assume that t¢ is even in HReM(t¢, t¢¢). This section will summarize the topological properties of HRoMs (HRoTs) and HReMs (HReTs). Proofs will be omitted. Their degrees, diameters, costs, and bisection widths are given in Table 1 .
The number of links of HRoM t and HReM(t¢, t¢¢) are 3t 2 -2t and 3t¢t¢¢ -t¢ -t¢¢ (respectively). The diameter of HRoM t is 4t -3. The diameter of HReM(t¢, t¢¢) is 2t¢¢ + t¢ -2 for 2t¢¢ ≥ t¢ and 2t¢ -2, otherwise. Thus, the smallest diameter of HReM with n = 2t¢t¢¢ nodes is achieved for 2t¢¢ = t¢, and is equal to the diameter of the mesh-connected computer with n nodes. This HReM will be referred to as the honeycomb square mesh of size t and is defined as HSM t = HReM(t, t/2). The brick drawing of HSM t is, in fact, the mesh-connected computer with n = t 2 nodes, in which some nodes are deleted such that each node has at most three, instead of four, neighbors. Thus, HSMs can be embedded into meshconnected computer with the same number of nodes. Interestingly, the diameter of the mesh remains unchanged with this reduction in degree. Thus, 25 percent reduction in degree is achieved for HSMs keeping the same diameter. HSMs and HRoMs can be recursively decomposed in the same way as mesh-connected computers. For example, dashed lines in Fig. 8 subdivide HRoM(6, 6) into four HRoM(3, 3) networks. Fig. 9 shows how to add wraparound edges to HRoM (6, 6) . It can be easily generalized and applied to HRoMs of any size. Fig. 10 shows how to add wraparound edges to HReM (6, 6) . The generalization to any size HReM is trivial. The obtained tori will be called honeycomb rhombic tori (HRoT) and honeycomb rectangular tori (HReT), respectively. Edge and vertex symmetry of HRoTs and HReTs can be easily shown. The number of links in HRoT t and HReT(t¢, t¢¢) is 3t 2 , and 3t¢t¢¢, respectively. The diameter of HRoT t and HST t is 3 2 t and t, respectively.
CONCLUSION
There are a number of problems on honeycomb meshes and tori that remain for further investigation. In fault tolerant applications it is important to construct the maximal possible number of edge-disjoint paths between any two nodes. In the case of honeycomb networks, the node degree three limits the number of such paths to three. It is not difficult to observe that three disjoint paths between any two nodes (of degree three) always exist. The length of the longest of these paths should be minimized, which is less trivial. The embeddings of rings (i.e., the construction of Hamiltonian paths), trees, hypercubes, star, and other networks into honeycomb meshes and tori (and vice versa) shall be studied (few straightforward results in this direction are known). Fig. 5 suggests the study of a possible simulation of algorithms devised for mesh-connected computers to run on honeycomb meshes. The existence of a deadlock-free routing procedure shall be searched. The basic data communication techniques (parallel prefix, sorting, merging, personalized communication, etc.) need to be developed. The network scalability seems to be a problem, especially for honeycomb tori (it faces similar scalability problems as the popular torus network). The properties of the direct products of honeycomb meshes with itself or other types of meshes may be investigated to find new attractive networks. It might be of interest to consider the square grid network with a quarter of edges eliminated to obtain a honeycomb-like network. Finally, the generalization(s) of honeycomb meshes to three and more dimensions should be defined and studied.
