The recognition of snow versus clouds causes difficulties in cloud detection because of the similarity between cloud and snow spectral characteristics in the visible wavelength range. This paper presents a novel approach to distinguish clouds from snow to improve the accuracy of cloud detection and allow an efficient use of satellite images. Firstly, we selected thick and thin clouds from high resolution Sentinel-2 images and applied a matched filter. Secondly, the fractal digital number-frequency (DN-N) algorithm was applied to detect clouds associated with anomalies. Thirdly, spatial analyses, particularly spatial overlaying and hotspot analyses, were conducted to eliminate false anomalies. The results indicate that the method is effective for detecting clouds with various cloud covers over different areas. The resulting cloud detection effect possesses specific advantages compared to classic methods, especially for satellite images of snow and brightly colored ground objects with spectral characteristics similar to those of clouds.
Introduction
Clouds and snow cover are spectrally distinguishable despite having similar reflectance spectra in the visible-light range. The existence of clouds in remotely sensed images obscures surface features. Therefore, accurate cloud cover detection is vital for earth observation using remote sensing data processing systems.
Bunting et al. discussed the reflectance properties of snow and clouds in the visible and near-infrared wavelength regions [1] . They analyzed imagery in pairs, with one set in the visible spectrum and the other in the near-infrared spectrum, and presented a method that utilized data from the near-infrared spectrum to analyze clouds over snow-or ice-covered regions. At these wavelengths, snow appears relatively dark while clouds are highly reflective. However, in rugged terrain, snow in the shadows can be darker than soil or vegetation in the sunlight, so that snow mapping in the mountains is not so easily accomplished [2] . Salomonson et al. [3] and Homan et al. [4] detected snow cover by normalized difference snow index (NDSI). This method reduced misjudgments considerably, but cloud shadows and liquid water can produce high values of NDSI and thus be misidentified as snow or ice [5] . Furthermore, cloud cover in some Antarctic images, especially on the Antarctic Peninsula, leads to the classification of clouds as rock exposure by the NDSI technique, as the two are indiscernible using this methodology [6] . Beaudoin [7] and Wang et al. [8] detected clouds through k-means algorithm. It was found that the
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Proposed Method Framework
The flowchart of the proposed algorithm is illustrated in Figure 1 . The algorithm consists of three main steps: Data preparation, cloud detection based on pixel values, and clustering levels. The nearest neighbor method was used to resample the images at 10 m resolution in data preparation section [26] . In addition, the method proposed in this study uses matched filtering and DN-N fractal characteristics to detect clouds. This method can be used to solve the problem of snow being misclassified as clouds, as frequently occurred using traditional detection methods. Finally, clustering levels eliminate salt-and-pepper noise generated by the brightly surface, greatly improving the accuracy of cloud detection. The algorithm is introduced below in detail. 
Study Area and Data Source
In this study, Sentinel-2 data were acquired from the European Space Agency (ESA) Copernicus Open Access Hub (https://scihub.copernicus.eu/). The data were sourced from high resolution Sentinel-2 Level-1C images. The Level-1C product results from using a Digital Elevation Model (DEM) to project the image in cartographic geometry. Per-pixel radiometric measurements are provided in Top Of Atmosphere (TOA) reflectances along with the parameters to transform them 
In this study, Sentinel-2 data were acquired from the European Space Agency (ESA) Copernicus Open Access Hub (https://scihub.copernicus.eu/). The data were sourced from high resolution Sentinel-2 Level-1C images. The Level-1C product results from using a Digital Elevation Model (DEM) to project the image in cartographic geometry. Per-pixel radiometric measurements are provided in Top Of Atmosphere (TOA) reflectances along with the parameters to transform them into radiances [11, 24, 26, 27] . We selected all bands in Sentinel-2 images (including visible and near-IR wavelengths), in order to maximize band characteristics and avoid band information loss. Although clouds and snow cover show similar reflectance in the satellite imagery, the real reflectance of clouds and snow are still different in each band [28] , which contains some important diagnostic absorption and reflection features of clouds and snow, therefore, all bands were selected for the proposed method. Sentinel-2 images are multiresolution data having bands at 10 m, 20 m, and 60 m spatial resolution, and we resample all the 20 m and 60 m bands to 10 m resolution [29] . We applied the algorithm to a dataset acquired in different periods or times with snow and brightly colored ground objects on the underlying surface.
In the method section we show the results obtained for a typical image (only one case study, the typical image shows thick and thin clouds as well as snow cover); results obtained on the remaining case studies are presented and discussed in the results and discussion sections. The typical image cloud coverage in Figure 2a is 5.7% (ingestion data: 19 February 2018, relative orbit number: 33), although this image had a relatively low cloud coverage level, the scene image was typical. In remote sensing interpretations, the desert, snow, glaciers, other ground objects, and clouds, invariably show similar high spectral radiances; as mentioned previously, this is the main difficulty in distinguishing snow (including glaciers) from clouds in this area. Figure 2b depicts the cloud detection results from the traditional maximum-likelihood method [30, 31] , a substantial amount of snow was misjudged as cloud.
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Methods
Matched Filtering (MF)
The MF method is a partial separation approach that maximizes the response of a known endmember or regions of interest and suppresses the response of the composite unknown background, thus "matching" the known signature [33] . The aim of image matching is either to determine the presence of a known image r(x , y ) in a noisy scene s(x, y),
or to determine the parameters p 1 , . . . , p n , of a geometric transformation relating two images s and r:
where the functions x (x, y, p 1 , . . . , p n ) and y (x, y, p 1 , . . . , p n ) define a geometric transformation depending on n parameters p 1 , . . . , p n . In Equations (1) and (2), n(x, y) denotes a zero-mean, stationary random noise field that is independent of the signal r(x, y).
In this section, we consider a translation with offset (x o , y o ), thus, x = x − x o , y = y−y o . Fourier transforms are defined by: R(u, v) = F{r(x, y)} and S(u, v) = F{r(x, y)} with F{.} denoting the Fourier transformation. Matched filter maximizes the detection signal-to-noise ratio, has a transfer function
where, R * (u, v) is the complex conjugate of the Fourier spectrum R(u, v) and |N(u, v)| 2 is the noise power-spectral density. If the noise has a flat spectrum with intensity n w , the transfer function of the matched filter reduces to
and the output of the filter is the convolution of r * (−x, −y) and s(x, y):
This function has a maximum at (x o , y o ) that determines the parameters of the translation [34, 35] . Matched filtering performs a partial unmixing that finds the abundances of user-defined endmembers. The MF method selects some pixels of interest and then classifies the unknown pixel spectrum as the background spectrum [36] . The mean spectrum from a region of interest (ROI) was calculated and used as the endmember in the matched filtering. The training areas were chosen, where a typical spectral signature of cloud could be clearly identified for each scene, and they were chosen in relatively flat areas to avoid these illumination effects. This provides a rapid means of detecting specific minerals based on matches to a specific library or image endmember spectrum and does not require knowledge of all the endmembers within an image scene. MF values thresholds can be identified from the fraction maps to show areas with relatively good matches to the endmember spectra, MF does not require knowledge of all the endmembers within the scene [35, 37, 38] . Thus, in areas with snow/ice, where identification of all the endmembers is difficult, MF may be a better choice for classification. At present, the MF technique is used mainly for geological exploration [39, 40] and rarely applied to scenes with snow/ice.
The end member spectra used for this classification were generated from an average of 4 pixels in total that surround the single point defining the training area. It produced more representative spectra than spectra based on a single pixel. Furthermore, the averaging process helped to produce spectra that were less noisy. The bright and dark areas on the DEM (slopes facing the sun-azimuth direction at the time of acquisition and the adjacent poorly illuminated back slopes) were avoided when possible. In order to maximize the band characteristics and avoid band information loss, we selected regions of interest (ROIs) ROI 1 and ROI 2 considering all the Sentinel-2 bands: ROI 1 depicts thin, mist-like clouds, and ROI 2 contains thick and thinner clouds as shown in Figure 2a . This is because thin cloud pixels are easily mixed with bare ground pixels, whereas thick clouds are often mistaken for snow and ice because of the spectral similarities. The procedure was implemented in the software MATLAB to obtain a new image with higher pixel values to represent the ROIs (target component). The results of the MF method are shown in Figure 3 . Matched filter results are presented as grey-scale images with digital number MF values, the digital number values of MF image are normally distributed with a mean of zero, MF values of zero and lower represent the background (no target component), while pixels with higher MF values are considered to contain higher contents of the target component [41, 42] . It is evident that Figure 3a 
Digital Number-Frequency (DN-N) fractal
The fractal concentration-area (C-A) algorithm is a state-of-the-art algorithm of the available unsupervised classification methods [43] . Remote sensing image consists of pixel arrays and a DN is assigned to each pixel, DN-A (C-A) fractal method addresses the power-law relation between the DN and the area (A) of the element content (DN) greater than a certain content threshold and is based on the spatial and geometric properties of the pixel value, pixel value frequency distribution, and image pattern. This method facilitates a visual representation of the variance of any given image. It can be expressed as follows:
where A (DN ≥ S) denotes the area occupied by pixels with DN values equal to and greater than a certain content threshold (S) [44] . The plot of ln(A) versus ln(DN) is usually multifractal and comprises a series of lines or segments and the fractal dimension B corresponds to the slope of each line. Each segment indicates a population (for example, a rock type) that is self-similar or self-affine for certain intervals of DN values; the upper and lower thresholds of the segment are used for image segmentation. Additionally, the "area" is the product of the pixel size and frequency (denoted N) of a certain DN threshold; thus, the "DN-A" schema is equivalent to and can be substituted for by the "DN-N" (namely, pixel value frequency) schema. Han et al. demonstrated its feasibility in remote sensing analysis [45] .
We performed DN-N fractal processing on the MF values, and the details of the procedure and algorithm implemented in MATLAB are found in Zhao [46] . 
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The non-scaling interval in Figure 4 corresponds to approximately one ground target. According to the results of the algorithm in the MATLAB, B 2 and B 3 in Figure 4a represent thin and thick clouds, respectively. The figure also includes many false anomalies related to snow and ice. In Figure 4b , B 2 , B 3 , and B 4 indicate cloud areas, with B 4 focusing on thick clouds. T1 = 0.106 is the lower limit of true anomalies. The threshold values of cloud were applied to ArcGIS 10.2 for visual assessment as shown in Figure 5 . Most of the false anomalies are related to the snow and desert areas in the northeast. = . % 2 8 3 24 The non-scaling interval in Figure 4 corresponds to approximately one ground target. According to the results of the algorithm in the MATLAB, B2 and B3 in Figure 4a represent thin and thick clouds, respectively. The figure also includes many false anomalies related to snow and ice. In Figure 4b , B2, B3, and B4 indicate cloud areas, with B4 focusing on thick clouds. T1 = 0.106 is the lower limit of true anomalies. The threshold values of cloud were applied to ArcGIS 10.2 for visual assessment as shown in Figure 5 . Most of the false anomalies are related to the snow and desert areas in the northeast. The non-scaling interval in Figure 4 corresponds to approximately one ground target. According to the results of the algorithm in the MATLAB, B2 and B3 in Figure 4a represent thin and thick clouds, respectively. The figure also includes many false anomalies related to snow and ice. In Figure 4b , B2, B3, and B4 indicate cloud areas, with B4 focusing on thick clouds. T1 = 0.106 is the lower limit of true anomalies. The threshold values of cloud were applied to ArcGIS 10.2 for visual assessment as shown in Figure 5 . Most of the false anomalies are related to the snow and desert areas in the northeast. When clouds are detected by the DN-N fractal model, as shown in Figure 5 , the clouds and snow over different spatial distributions are classified in the same fractal (scale-less) range. This suggests that the extraction of certain anomalies cannot be achieved using pixel values alone. Clouds form clustered spatial structures, while snow is dispersed. Therefore, techniques such as fractal models, traditional density segmentation, and normal distributions cannot always detect clouds well. To address this problem, we explored the spatial analysis of anomaly patterns. Anomaly-overlaying selection was proposed by Liu et al. [47] . It was adopted in this study to eliminate the false anomalies caused by random interference while retaining real anomalies.
As Figure 5 shows, the results of the DN-N fractal model for ROI 1 and ROI 2 highlight information from different objects. Cloud cover (including thick and thin clouds) was detected in both cases. For ROI 1, the extraction results depict mainly clouds and bare land because of the spectral information selected, namely thin clouds mixed with bare land. For ROI 2, the main results of the extraction depict clouds and many false anomalies such as snow and ice. This is attributable mainly to the spectral similarities of thick clouds, ice, and snow. Thus, only a geographical information system (GIS)-based spatial anomaly-overlaying can identify false anomalies and provide accurate results.
The most remarkable characteristics of the resulting image ( Figure 6 ) derived from the anomaly-overlaying are as follows: Most of the false anomalies are eliminated. Snow and ice anomalies with spectral features similar to those of clouds are mostly excluded. Most of the false anomalies containing bare land are also removed, thus providing a more accurate result. Some false anomaly patches are preserved, unexpectedly. However, unlike those in the ROI 1 and ROI 2 images, the remnants are less dominant.
Spatial Analysis of Anomaly Patterns
(1) Anomaly-Overlaying Selection Anomaly-overlaying selection was proposed by Liu et al. [47] . It was adopted in this study to eliminate the false anomalies caused by random interference while retaining real anomalies.
In remote sensing, pixel values alone cannot be used to distinguish ground objects because false anomalies have spectral features similar to those of authentic anomalies. Anomaly-overlaying can eliminate most of the former, and the preserved anomalies have two notable features as shown in Figure 6 . This feature is the degree of spatial clustering. A quantitative description of this characteristic benefits the identification process. In remote sensing, pixel values alone cannot be used to distinguish ground objects because false anomalies have spectral features similar to those of authentic anomalies. Anomaly-overlaying can eliminate most of the former, and the preserved anomalies have two notable features as shown in Figure 6 . This feature is the degree of spatial clustering. A quantitative description of this characteristic benefits the identification process.
(2) Hotspot Analysis
The anomalies in Figure 6 exist as clustered or dispersed pixels or patches. The nature of clouds and snow/ice are such that the former can occur both in clusters and dispersions, while the latter scatters discontinuously. Thus, in this case, the degree of spatial clustering can plausibly act as Atmosphere 2019, 10, 44 9 of 16 a diagnostic distinction indicator to eliminate false anomalies, although both true and false anomalies frequently show similar or even identical spectral characteristics. In this study, a hotspot algorithm is adapted to measure the degree of clustering.
Hotspot and coldspot analysis can be used to illustrate the levels of spatial clustering of snow and cloud based on the Getis-Ord Gi statistic using ArcGIS 10.2 software [48] . Larger Gi scores correspond to higher attribute values in a given region; thus, a region in a high-value area generally has more spatial clustering. Details on this algorithm can be found in Yunus and Dou [49] . The Getis-Ord Gi statistic can be expressed using Equation (7), as follows:
where x j is the attribute value of feature j, w i,j is the spatial weight of elements i and j, n is the total number of sample points, X is the mean value, and S is the standard deviation. Our hotspot analysis findings can be summarized in two main points. Firstly, two types of patches representing clouds and snow/ice can be separated using their Gi scores. Generally, snow/ice has a significantly lower Gi score than cloud, even thin cloud cover. This confirms our assumption that cloud cover is integrated but snow/ice is not. Secondly, according to the range of cloud Gi scores, clouds can be divided further into thin, intermediate, and thick cover, with thick clouds having the largest Gi score.
The clump operation results (with a 3 × 3 pixel moving window) conducted after the hotspot analysis are shown in Figure 7 . This operation further enhances the original clustering or dispersing tendencies. Snow/ice, bare land, mist-like thin clouds, and thick clouds were detected.
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Results and Discussion
The DN-N fractal model produced false anomalies when it was used to process the curve of the MF image generated by ROI 1 and ROI 2, the detected features mainly had spectral characteristics similar to those of clouds, such as snow or desert regions, indicating that the pixel value alone cannot identify cloud regions. To account for this, we proposed a spatial point analysis, which was divided into steps of anomaly-overlaying analysis and hotspot analysis. The anomaly-overlaying analysis removed most false anomalies, because while both ROI 1 and ROI 2 can distinguish between thick and thin clouds, the main false anomalies indicated by both are different. Hotspot analysis avoided interference; although the false anomalies shared some spectral characteristics similar to those of clouds, the degree of spatial clustering could be used to eliminate the false anomalies. In Figure 8 , the accuracy of the cloud detection data reached 97.017% with this technique. The clump operation results (with a 3 × 3 pixel moving window) conducted after the hotspot analysis are shown in Figure 7 . This operation further enhances the original clustering or dispersing tendencies. Snow/ice, bare land, mist-like thin clouds, and thick clouds were detected. 
The DN-N fractal model produced false anomalies when it was used to process the curve of the MF image generated by ROI 1 and ROI 2, the detected features mainly had spectral characteristics similar to those of clouds, such as snow or desert regions, indicating that the pixel value alone cannot identify cloud regions. To account for this, we proposed a spatial point analysis, which was divided into steps of anomaly-overlaying analysis and hotspot analysis. The anomaly-overlaying analysis removed most false anomalies, because while both ROI 1 and ROI 2 can distinguish between thick and thin clouds, the main false anomalies indicated by both are different. Hotspot analysis avoided interference; although the false anomalies shared some spectral characteristics similar to those of clouds, the degree of spatial clustering could be used to eliminate the false anomalies. In Figure 8 , the accuracy of the cloud detection data reached 97.017% with this technique.
We selected a dataset acquired in different periods or times with snow and brightly colored ground objects on the underlying surface to test whether this approach can be used in more generic cases. To highlight the effects of cloud and snow separation, a representative experimental result was chosen to demonstrate the versatility of this algorithm. Feature areas were extracted from Sentinel-2 images including clouds, snow, and brightly colored ground objects. These results are shown in Figure 9 . We selected a dataset acquired in different periods or times with snow and brightly colored ground objects on the underlying surface to test whether this approach can be used in more generic cases. To highlight the effects of cloud and snow separation, a representative experimental result was chosen to demonstrate the versatility of this algorithm. Feature areas were extracted from Sentinel-2 images including clouds, snow, and brightly colored ground objects. These results are shown in Figure 9 .
The above figure compares the results of the proposed method of cloud detection against those obtained using classic methods, namely, the k-means, FMask and Sen2Cor methods. K-means algorithm [50] is a classical unsupervised classification algorithm. It is widely used in the remote sensing classification because of its simplicity and fast convergence [51, 52] . FMask and Sen2Cor methods are advanced algorithms for cloud detection with Sentinel-2 images. FMask algorithm applied in this comparison is designed by Zhu et al. [11] . The result obtained by applying each application to our dataset is a binary mask: The white-colored areas represent clouds while black-colored areas represent features other than clouds. By comparison, all the classic methods appear to overestimate the amount of clouds as shown in Figure 9 . This is because the spectral features of snow/ice and clouds in the images are very similar and high in reflectivity. Thus, clouds are easily confused with snow and ice. Table 1 The above figure compares the results of the proposed method of cloud detection against those obtained using classic methods, namely, the k-means, FMask and Sen2Cor methods. K-means algorithm [50] is a classical unsupervised classification algorithm. It is widely used in the remote sensing classification because of its simplicity and fast convergence [51, 52] . FMask and Sen2Cor methods are advanced algorithms for cloud detection with Sentinel-2 images. FMask algorithm Three different accuracy assessments were used to assess the accuracy of the algorithm results [10] . The accuracy assessments are as follows (Equations (8)- (10)):
User's accuracy = agreement of cloud agreement of cloud + ommission of cloud (8) Producer's accuracy = agreement of cloud agreement of cloud + omission of cloud (9) Overall accuracy = agreement between manual mask and algorithm mask total pixels (10)
The manual mask (reference mask) was derived by a visual assessment of the full-resolution scene in Adobe Photoshop [10] . The result of the FMask algorithm and Sen2Cor method were better than traditional k-means method, but they still had a small amount of snow misjudged as cloud. The proposed method achieved high-precision cloud detection in areas where it is difficult to do so as shown in Table 1 . The results of cloud detection using the extracted cloud-covered data indicated an overall accuracy exceeding 95%. The pixel values of clouds are high, similar to those for deserts and other brightly underlying surfaces. Consequently, salt-and-pepper noise causes researchers to mistake underlying surfaces for clouds. The method proposed in this study can be used to solve the problem of snow misclassification as cloud. Furthermore, this method eliminates the salt-and-pepper noise generated by brightly colored surfaces, thereby greatly improving the accuracy of cloud detection.
The result of a larger part dataset is shown in following Figures 10 and 11 . (Ingestion date: 31 January 2018, relative orbit number: 119, located in west China), six typical sites were selected as regions of interest. Figure 11 is an enlarged view of the indicated areas of detail shown in Figure 10 . The results of cloud detection in the presence of a normal underlying surface were also found to be highly accurate (see inset to Figure 10a ). Figure 10 , (a-f) correspond to the six regions of interest in Figure 10 .
Conclusion
The study focused on a novel approach for cloud detection in areas with brightly colored ground objects. We compared the k-means, FMask and Sen2Cor methods for cloud detection to the proposed technique and concluded the following:
(1) According to our results, the DN-N fractal model performs better than the threshold method, but pixel values cannot distinguish one feature from another, because false anomalies share Figure 10 , (a-f) correspond to the six regions of interest in Figure 10 .
(1) According to our results, the DN-N fractal model performs better than the threshold method, but pixel values cannot distinguish one feature from another, because false anomalies share 
