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BAB IV 
HASIL DAN PEMBAHASAN 
 Pada bab ini akan diberkan penjelasan berkaitan dengan hasil dan 
pembahasan dari hasil kuesioner responden terhadap pengaruh kepuasan 
pengguna berdasarkan metode webqual 4.0 
 
4.1 Gambaran Umum Responden 
 Responden merupakan pengunjung dari website http://www.sma-ipiems-
sby.sch.id/ yang merupakan siswa-siswi dari SMA IPIEMS Surabaya. Populasi 
keseluruhan berjumlah 896 siswa dengan jumlah sampel 90 siswa. Pengambilan 
sampel menggunakan rumus slovin. 
 
4.2 Asal Kelas Responden 
 Dari sampel yang berjumlah 90 kemudian dibagi lagi menggunakan 
metode random sampling sehingga untuk kelas X berjumlah 29, kelas XI 
berjumlah 33, dan kelas XII berjumlah 28. 
Tabel 4.1 Pembagian kelas responden 
Kelas Jumlah Presentasi 
XI 29 32,22% 
XII 33 36,66% 
XIII 28 31,11% 
TOTAL 90 100% 
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4.3 Uji Validitas 
Uji validitas dilakukan dengan menggunakan analisis pada masing-
masing variabel yaitu Kualitas Penggunaan (X1), Kualitas Informasi (X2), 
Kualitas Interaksi (X3), Kepuasan Pengguna(Y) dengan menggunakan program 
SPSS versi 24. Uji validasi berguna untuk untuk mengukur valid atau tidaknya 
butir-butir pernyataan kuesoner yang telah dibuat dalam penelitian pada website 
SMA IPIEMS Surabaya ini. 
Berdasarkan output uji Validitas Product Moment Pearson Correlation, 
dasar pengambilan keputusannya adalah sebagai berikut: 
1. Jika nilai r hitung lebih besar daripada r tabel, maka kuesioner dinyatakan 
Valid 
2. Jika nilai r hitung lebih kecil dari r tabel, maka kuesioner dikatakan tidak 
Valid 
Berikut ini adalah rangkuman dari uji validitas item dengan menggunakan 
program SPSS: 
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1. Kualitas Penggunaan (X1) 
Tabel 4.2 Rangkuman Uji Validitas Kualitas Penggunaan (X1) 
Item R Hitung R Tabel Keterangan 
X1.1 
(Kemudahan 
Dipelajari) 
0,689 0,207 Valid 
X1.2 
(Kemudahan 
Dimengerti) 
0,768 0,207 Valid 
X1.3 
(Kemudahan 
Ditelusuri) 
0,740 0,207 Valid 
X1.4 
(Kemudahan 
Digunakan) 
0,728 0,207 Valid 
X1.5 
(Tampilan yang 
menarik) 
0,692 0,207 Valid 
X1.6 
(Desain sesuai Web 
pendidikan) 
0,762 0,207 Valid 
X1.7 
(Web memiliki 
Kompetensi) 
0,750 0,207 Valid 
X1.8 
(Web memberikan 
kesan positif) 
0,703 0,207 Valid 
 
 Dari tabel 4.2 dapat diartikan bahwa pada dimensi kualitas penggunaan 
memiliki nilai yang valid sehingga item pernyataan dari indikator kualitas 
penggunaan pada kuesioner tersebut layak untuk digunakan sebagai alat 
pengumpulan data dalam penelitian.  
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2. Kualitas Informasi (X2) 
Tabel 4.3 Rangkuman Uji Validitas Kualitas Informasi (X2) 
Item R Hitung R Tabel Keterangan 
X2.1 
(Keakuratan Informasi) 
0,728 0,207 Valid 
X2.2 
(Dapat dipercaya) 
0,662 0,207 Valid 
X2.3 
(Informasi Uptodate) 
0,660 0,207 Valid 
X2.4 
(Informasi Relevan) 
0,807 0,207 Valid 
X2.5 
(Informasi Mudah Dipahami) 
0,680 0,207 Valid 
X2.6 
(Informasi Detail) 
0,746 0,207 Valid 
X2.7 
(Infromasi dalam format yang 
sesuai) 
0,733 0,207 Valid 
 
Dari tabel 4.3 dapat diartikan bahwa pada dimensi kualitas Informasi 
memiliki nilai yang valid sehigga item pernyataan dari indikator kualitas 
penggunaan pada kuesioner tersebut layak untuk digunakan sebagai alat 
pengumpulan data dalam penelitian.  
3. Kualitas Interaksi (X3)   
Tabel 4.4 Rangkuman Uji Validitas Kualitas Interaksi (X3) 
Item R Hitung R Tabel Keterangan 
X3.1 
(Reputasi yang baik) 
0,680 0,207 Valid 
X3.2 
(Memiliki Ruang Personalisasi) 
0,751 0,207 Valid 
X3.3 
(Ruang Untuk Komunitas) 
0,746 0,207 Valid 
X3.4 
(Kemudahan untuk 
Berkomunikasi) 
0,815 0,207 Valid 
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Dari tabel 4.4 dapat diartikan bahwa pada dimensi kualitas interaksi 
memiliki nilai yang valid sehigga item pernyataan dari indikator kualitas 
penggunaan pada kuesioner tersebut layak untuk digunakan sebagai alat 
pengumpulan data dalam penelitian.  
4. Kepuasan Pengguna (Y) 
Tabel 4.5 Rangkuman Uji Validitas Kepuasan Pengguna(Y) 
Item R Hitung R Tabel Keterangan 
Y4.1 
(Suka terhadap website) 
0,794 0,207 Valid 
Y4.2 
(Suka Terhadap Tampilan 
Website) 
0,756 0,207 Valid 
Y4.3 
(Informasi Dapat Dipercaya) 
0,697 0,207 Valid 
Y4.4 
(Interaksi dengan Website) 
0,796 0,207 Valid 
Y4.5(Kemudahan 
Mengakses) 
0,688 0,207 Valid 
 
Dari tabel 4.5 dapat diartikan bahwa pada dimensi kepuasan penggunaan 
memiliki nilai yang valid sehigga item pernyataan dari indikator kualitas 
penggunaan pada kuesioner tersebut layak untuk digunakan sebagai alat 
pengumpulan data dalam penelitian.  
4.4 Uji Reliabilitas 
Setelah pertanyaan dinyatakan valid selanjutnya dilakukan uji reliabilitas. 
Suatu variabel dikatakan reliabel atau handal jika jawaban terhadap pertanyaan 
selalu konsisten. Koefisien reliabilitas instrumen dimaksudkan untuk melihat 
konsistensi jawaban butir-butir pernyataan yang diberikan oleh responden 
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dihitung reliabilitasnya menggunakan rumus “Alpha Cronbach”. Penghitungan 
dilakukan dengan dibantu program komputer yaitu SPSS 24. Variabel dianggap 
reliabel apabila Cronbach Alpha >= 0,6 (Ghozali, 2011). Adapun rangkuman hasil 
uji reliabilitas untuk masing-masing variabel hasilnya disajikan pada Tabel 4.6. 
Tabel 4.6 Hasil Rangkuman Pengujian Reliabilitas  
 
 Dari Tabel 4.6 dapat disimpulkan bahwa dimensi kualitas penggunaan, 
kualitas informasi, kualitas interaksi, dan kepuasan pengguna memiliki nilai diatas 
0,6. Artinya item kuesioner pada setiap indikator kualitas penggunaan, kualitas 
informasi, kualitas interaksi, dan kepuasan pengguna dapat dipercaya atau dapat 
dihandalkan sebagai alata pengumpulan data dalam penelitian website SMA 
IPIEMS Surabaya ini. 
4.5  Uji Analisis Kualitas Website 
 Kualitas Website (Website Quality) terdiri dari 3 dimensi yakni: Kualitas 
Penggunaan (Usability Quality), Kualitas Informasi (Information Quality), dan 
Kualitas Interaksi (Interaction Quality). 
4.5.1 Kualitas Penggunaan 
 Variabel kualitas penggunaan dalam penelitian ini mempunyai 8 indikator 
antara lain : Kemudahan dipelajari, kemudahan dimengerti, kemudahan ditelusuri, 
mudah digunakan, tampilan yang menarik, desain situs yang sesuai dengan jenis 
NO Dimensi Nilai Cronbach 
Alpha 
Keterangan 
1 Kualitas Penggunaan (X1) 0,865 Reliabel/Konsisten 
2 Kualitas Informasi (X2) 0,838 Reliabel/Konsisten 
3 Kualitas Interaksi (X3) 0,740 Reliabel/Konsisten 
4 Kepuasan Pengguna (Y) 0,795 Reliabel/Konsisten 
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website pendidikan, website memiliki kompetensi, website memberikan kesan 
positif 
Tabel 4.7 Distribusi Frekuensi Kualitas Penggunaan 
No Indikator Skor Mean 
1 2 3 4 5 
1 Kemudahan dipelajari (X11) 0 
0% 
8 
8,9% 
29 
32,2% 
47 
52,2% 
6 
6,7% 
3,5 
2 Kemudahan Dimengerti (X12) 1 
1,1% 
13 
14,6% 
25 
28,1% 
44 
49,4% 
6 
6,7% 
3,6 
3 Kemudahan Ditelusuri (X13) 4 
4,4% 
12 
13,3% 
30 
33,3% 
39 
43,3% 
5 
5,6% 
3,3 
4 Mudah Digunakan (X14) 2 
2,2% 
8 
8,89% 
23 
25,6% 
48 
53,3% 
9 
10% 
3,5 
5 Tampilan Yang Menarik 
(X15) 
3 
3,3% 
13 
14,4% 
29 
32,2% 
33 
36,7% 
12 
13,3 
3,5 
6 desain situs yang sesuai 
dengan jenis website 
pendidikan (X16) 
2 
2,2% 
3 
3,4% 
32 
36% 
41 
46,1% 
11 
12,4 
3,6 
7 Website Memiliki Kompetensi 
(X17) 
0 
0% 
3 
3.3% 
48 
53,3% 
39 
43,3% 
0 
0% 
3,4 
8 Website memberikan kesan 
positif (X18) 
 
0 
0% 
3 
3,3% 
53 
58,9% 
34 
37,8% 
0 
0% 
3,3 
Kualitas Penggunaan (X1)  3,4 
 
 Dalam tabel 4.7 dapat kita ketahui untuk nilai variabel tertinggi dengan 
mean 3,6 adalah variabel kemudahan dimengerti (X12), dan desain situs yang 
sesuai dengan jenis website pendidikan (X16), yang berarti responden cenderung 
ke arah pilihan setuju. Sedangkan untuk nilai variabel terendah dengan mean 3,3 
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adalah variabel kemudahan dimengerti (X13) dan website memberikan kesan 
positif (X18), yang berarti responden cenderung ke arah tidak setuju. 
4.5.2 Kualitas Informasi 
Variabel kualitas informasi dalam penelitian ini mempunyai 7 indikator 
antara lain : Keakuratan informasi, informasi dapat dipercaya, informasi yang ter-
update, informasi yang relevan (saling terkait), informasi yang mudah dipahami, 
informasi yang detail, format yang sesuai. 
 Tabel 4.8 Distribusi Frekuensi Kualitas Informasi  
No Indikator Skor Mean 
1 2 3 4 5 
1 Keakuratan informasi (X21) 1 
1,1% 
5 
5,6% 
26 
28,9% 
50 
55,6% 
8 
8,9% 
3,7 
2 informasi dapat dipercaya 
(X22) 
0 
0% 
1 
1,1% 
25 
27,8% 
48 
43,3% 
16 
17,8% 
3.8 
3 informasi yang ter-update 
(X23) 
2 
2,2% 
14 
15,6% 
36 
40% 
33 
36,7% 
5 
5,6% 
3,3 
4 informasi yang relevan (X24) 1 
1,1% 
6 
6,7% 
39 
43,3% 
38 
42,2% 
6 
6,7% 
3,5 
5 informasi yang mudah 
dipahami (X25) 
2 
2,2% 
2 
3,3% 
27 
30% 
49 
54,4% 
9 
10% 
3,7 
6 informasi yang detail (X26) 1 
1,1% 
6 
6,7% 
42 
46,7% 
34 
37,8% 
7 
7,8% 
3,4 
7 format yang sesuai (X27) 0 
0% 
3 
3.3% 
49 
54,4% 
37 
41,1% 
1 
1,1% 
3,4 
Kualitas Penggunaan (X2)  3,5 
 
Dalam tabel 4.8 dapat kita ketahui untuk variabel tertinggi dengan mean 
3,8 adalah variabel informasi dapat dipercaya (X22), yang berarti responden 
cenderung ke arah pilihan sangat setuju. Sedangkan untuk nilai variabel terendah 
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dengan mean 3,3 adalah variabel informasi yang ter-update (X23), yang berarti 
responden cenderung ke arah pilihan tidak setuju. 
 
4.5.3 Kualitas Interaksi 
Variabel kualitas informasi dalam penelitian ini mempunyai 4 indikator 
antara lain : Reputasi yang baik, memiliki ruang personalisasi, ketersediaan ruang 
untuk komunitas, kemudahan untuk berkomunikasi 
Tabel 4.9 Distribusi Frekuensi Kualitas Interaksi 
No Indikator Skor Mean 
1 2 3 4 5 
1 Reputasi yang baik (X31) 1 
1,1% 
3 
3,3% 
30 
33,3% 
43 
47,8% 
13 
14,4% 
3,7 
2 Memiliki ruang personalisasi 
(X32) 
4 
4,4% 
7 
7,8% 
34 
37,8% 
42 
46,7% 
3 
3,3% 
3,4 
3 Ketersediaan ruang untuk 
komunitas (X33) 
3 
3,4% 
10 
11,2% 
33 
37,1% 
42 
47,2% 
1 
1,1% 
3,3 
4 Kemudahan untuk 
berkomunikasi (X34) 
2 
2,2% 
10 
11,1% 
28 
31,1% 
39 
43,3% 
11 
12,2% 
3,5 
Kualitas Penggunaan (X3)  3,5 
 
Dalam tabel 4.9 dapat kita ketahui untuk variabel tertinggi dengan mean 
3,7 adalah variabel reputasi yang baik (X31), yang berarti responden cenderung ke 
arah pilihan setuju. Sedangkan untuk nilai variabel terendah dengan mean 3,3 
adalah variabel ketersediaan ruang untuk komunitas (X33), yang berarti 
responden cenderung ke arah pilihan tidak setuju. 
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4.6 Uji Normalisasi Data 
 Uji normalisasi data dilakukan untuk mengetahui apakah data yang 
diambil dalam penelitian berasal dari populasi yang berdistribusi normal atau 
tidak. Model regresi yang baik adalah yang datanya berdistribusi normal atau 
mendekati normal. Uji normalitas data dapat dilakukan dengan 2 metode, yaitu 
metode grafik dan metode Kolmogorov-Smirnov. 
 Pada pengujian ini dilakukan dengan menggunakan metode grafik. Output 
dari hasil pengujian dapat dilihat pada gambar 4.1 
 
 
 
 
 
 
 
 
 
 
Gambar 4. 1 Uji Normalitas dengan menggunakan metode grafik 
 Berdasarkan tampilan output chart di atas dapat diketahui grafik 
histogram. Dimana grafik histogram memberikan pola distribusi yang melenceng 
ke kanan yang artinya adalah data berdistribusi normal. 
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4.7 Uji Multikolinearitas 
 Uji multikolinearitas bertujuan untuk menguji apakah model regresi 
ditemukan adanya korelasi antar variabel bebas (independen). Model regresi yang 
baik tidak terjadi korelasi diantara variabel bebas (tidak terjadi multikolinearitas). 
 Pengambilan keputusan pada uji multikolinearitas dapat dilakukan dengan 
dua cara yaitu: 
1. Melihat nilai Tolerance 
1) Tidak terjadi multikolinearitas, jika nilai tolerance lebih besar 0,10. 
2) Terjadi Multikolinearitas, jika nilai Tolerance lebih kecil atau sama 
dengan 0,10. 
2. Melihat nilai VIF (Variance Inflation Factor) 
1) Tidak terjadi Multikolinearitas, jika nilai VIF lebih kecil dari 10,00. 
2) Terjadi Multikolinearitas, jika nilai VIF lebih besar atau sama dengan 
10,00. 
Tabel 4.10 Output Uji Multikolinearitas 
 Dari Tabel 4.10 dapat dirangkum menjadi Tabel 4.11 berikut: 
Coefficientsa 
Model Unstandardized 
Coefficients 
Standardiz
ed 
Coefficient
s 
T Sig. Collinearity 
Statistics 
B Std. Error Beta Toleran
ce 
VIF 
1 (Consta
nt) 
1,020 1,593  ,640 ,524   
x1 ,158 ,070 ,219 2,252 ,027 ,487 2,053 
x2 ,164 ,088 ,187 1,864 ,066 ,459 2,177 
x3 ,636 ,121 ,478 5,242 ,000 ,555 1,801 
a. Dependent Variable: y 
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Tabel 4.11 Rangkuman dari hasil output uji Multikolinearitas 
Variabel Tolerance VIF (Variant Inflation Factor) Keterangan 
X1 0,487 > 0,10 2,053 < 10,00 Tidak Terjadi Multikolinieritas 
X2 0,459 > 0,10 2,177 < 10,00 Tidak Terjadi Multikolinieritas 
X3 0,555 > 0,10 1,801 < 10,00 Tidak Terjadi Multikolinieritas 
 
 Dari rangkuman Tabel 4.11 dapat disimpulkan  bahwa variabel Kualitas 
Penggunaan (x1), Kualitas Informasi (X2), Kualitas Interaksi (X3) memiliki nilai 
tolerance lebih dari 0,10 dan nilai VIF kurang dari 10,00. Sehingga semua 
dimensi memenuhi syarat dan tidak terjadi korelasi (tidak terjadi 
multikolinearitas). 
4.8 Uji Heteroskedastisitas 
 Pada penelitian ini pengujian Uji Heterokedastisitas menggunakan metode 
rank spearman. Pengujian ini menggunakan tingkat signifikansi 0,05 dengan uji 2 
sisi. Homokedastisitas atau tidak terjadi heterokedastisitas merupakan model 
regresi yang baik. Dasar pengambilan keputusan pada uji heteroskedastisitas 
yaitu: 
1. Jika nilai signifikansi lebih besar dari 0,05 maka kesimpulannya adalah 
tidak terjadi heteroskedastisitas. 
2. Jika nilai signifikansi lebih kecil dari 0,05 maka terjadi heteroskedastisitas. 
Uji heteroskedastisitas rank Spearmans dapat dilihat pada tabel 4.12. 
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Tabel 4.12 Hasil output dari uji Heterokedastisitas 
 
 Dari hasil uji heterokedastisitas pada tabel 4.12 di atas dapat dirangkum 
menjadi tabel 4.13 
Tabel 4.13 Hasil Rangkuman Uji Heteroskedastisitas Spearman’s rho 
Variabel Nilai Signifikansi Keterangan 
X1 0,359 > 0,05 Tidak terjadi Heteroskedastisitas 
X2 0,869 > 0,05 Tidak terjadi Heteroskedastisitas 
X3 0,942 > 0,05 Tidak terjadi Heteroskedastisitas 
 
 Dari tabel 4.13 dapat disimpulkan bahwa variabel kualitas penggunaan 
(X1), kualitas informasi (X2), dan kualitas interaksi (X1) memiliki nilai 
Correlations 
 x1 x2 x3 Unstand
ardized 
Residual 
Spearman's 
rho 
x1 Correlation 
Coefficient 
1,00
0 
,583
** 
,530
** 
-,098 
Sig. (2-tailed) . ,000 ,000 ,359 
N 90 90 90 90 
x2 Correlation 
Coefficient 
,583
** 
1,00
0 
,564
** 
,018 
Sig. (2-tailed) ,000 . ,000 ,869 
N 90 90 90 90 
x3 Correlation 
Coefficient 
,530
** 
,564
** 
1,00
0 
-,008 
Sig. (2-tailed) ,000 ,000 . ,942 
N 90 90 90 90 
Unstandardize
d Residual 
Correlation 
Coefficient 
-
,098 
,018 -
,008 
1,000 
Sig. (2-tailed) ,359 ,869 ,942 . 
N 90 90 90 90 
**. Correlation is significant at the 0.01 level (2-tailed). 
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signigikansi lebih dari 0,05. Artinya semua variabel tidak terjadi 
heteroskedastisitas. 
4.9 Uji Autokorelasi 
 Uji autokorelasi memiliki tujuan melihat apakah terjadi korelasi antara 
suatu periode t dengan periode sebelumnya (t -1). Dengan kata lain analisis regresi 
adalah untuk melihat pengaruh antara variabel bebas terhadap variabel terikat. 
Model regresi yang baik adalah regresi yang bebas dari autokorelasi. Dalam 
penelitian ini digunakan uji autokorelasi dengan Durbin Watson (DW test).  
 Output dari uji autokorelasi pada penelitian ini dapat dilihat pada tabel 
4.14. 
Tabel 4.14 Output dari hasil uji autokorelasi 
Model Summaryb 
Mode
l 
R R Square Adjusted R 
Square 
Std. Error of 
the Estimate 
Durbin-Watson 
1 ,777a ,603 ,590 2,15768 1,730 
a. Predictors: (Constant), x3, x1, x2 
b. Dependent Variable: y 
 
Uji Durbin-Watson yaitu dengan membandingkan nilai Durbin-Watson 
dari hasil regresi dengan nilai Durbin-Watson tabel. Prosedur pengujiannya 
sebagai berikut: 
1. Menentukan Hipotesis 
H0 : tidak terjadi autokorelasi  
H1 : terjadi autokorelasi 
2. Menentukan taraf signifikansi 
Taraf signifikansi menggunakan 5% atau sama dengan 0,05 
3. Menentukan nilai d (Durbin-Watson) 
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Nilai Durbin-Watson yang didapat dari hasil regresi adalah 1,730 
4. Menentukan nilai dL dan dU 
Nilai dL dan dU dapat dilihat pada tabel Durbin-Watson pada signifikansi 
0,05, n=90 dan k=3 (n adalah jumlah data dan k adalah jumlah variabel 
independen). Didapat dL = 1,589 dan dU = 1,726. Jadi dapat dihitung nilai 4-
dU = 2,411 dan 4-dL = 2,274 
5. Pengambilan keputusan 
- dU < DW < 4-dU maka H0 diterima (tidak terjadi autokorelasi) 
- DW < dL atau DW > 4-dL maka H0 ditolak (terjadi autokorelasi) 
- dL < DW < dU atau 4-dU < DW < 4-dL maka tidak ada keputusan yang 
pasti 
6. Gambar 
 
 
 
          1           2              3  2           1 
  
 
 
    dL     dU       4-dU      4-dL 
  1,589     1,726     (DW) 1,730   2,411     2,274     
Gambar 4.2 Daerah penentuan H0 dalam uji Durbin-Watson 
 
 
 
Keterangan: 
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1 = Daerah H0 ditolak (ada autokorelasi) 
2 = Daerah keragu – raguan (tidak ada keputusan yang pasti) 
3 = Daerah H0 diterima (tidak ada autokorelasi) 
7. Kesimpulan 
Dapat diketahui bahwa nilai Durbin-Watson sebesar 1,730 terletak pada 
daerah dU < DW < 4-dU (1,726 < 1,730 < 2,411) maka kesimpulannya tidak 
terjadi autokorelasi pada model regresi. 
4.10 Uji Linearitas 
Tujuan dari pengujian uji linieritas adalah untuk mengetahui signifikan 
atau tidaknya dua variabel dilihat dari apakah dua variabel mempunyai hubungan 
yang linier. Data yang baik seharusnya terdapat hubungan yang linier antara 
variabel (X) dengan variabel (Y). Uji linieritas merupakan syarat sebelum 
dilakukannya uji regresi linier. Uji linieritas dapat dilakukan dengan dua cara 
yaitu: 
1) Pertama dengan melihat nilai signifikansi pada output SPSS: jika nilai 
signifikansi lebih besar dari 0,05, maka kesimpulannya adalah terdapat 
hubungan linier secara signifikan antara variabel X dengan variabel Y. 
Sebaliknya, jika nilai signifikansi lebih kecil dari 0,05, maka kesimpulannya 
adalah tidak terdapat hubungan yang linier antara variabel X dengan variabel 
Y. 
2) Kedua dengan melihat nilai Fhitung dengan Ftabel: jika nilai Fhitung lebih 
kecil dari Ftabel maka kesimpulannya adalah terdapat hubungan linier secara 
signifikan antara variabel X dengan variabel Y. Sebaliknya, jika nilai Fhitung 
56 
 
 
 
lebih besar dari Ftabel maka kesimpulannya adalah tidak terdapat hubungan 
linier antara variabel X dengan variabel Y. 
Output dari uji linearitas pada penelitian ini dapat dilihat pada tabel 4.15, 
tabel 4.16, dan tabel 4.17 
1. Uji linearitas antara kepuasan pengguna dengan kualitas penggunaan 
Tabel 4.15 Output Uji linearitas kepuasan pengguna * kualitas penggunaan 
 
Penjelasan dari output pada tabel 4.15 adalah sebagai berikut: 
a. Berdasarkan nilai signifikansi diperoleh nilai signifikansi = 0,195 > 
0,05 yang artinya terdapat hubungan linier secara signifikan antara 
variabel kepuasan pengguna dengan variabel kualitas penggunaan.  
b. Berdasarkan nilai F = 1,334 < 2,02 (diperoleh dari F tabel). Karena 
Fhitung lebih kecil dari F tabel, maka dapat disimpulkan bahwa 
terdapat hubungan Linier secara signifikan antara variabel kepuasan 
pengguna dengan kualitas penggunaan. 
2. Uji Linearitas antara kepuasan pengguna dengan kualitas informasi 
 
 
ANOVA Table 
 Sum of 
Squares 
df Mean 
Square 
F Sig. 
y * 
x1 
Between 
Groups 
(Combined) 557,480 19 29,341 4,543 ,000 
Linearity 402,367 1 402,367 62,297 ,000 
Deviation from 
Linearity 
155,114 18 8,617 1,334 ,195 
Within Groups 452,120 70 6,459   
Total 1009,600 89    
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Tabel 4.16 Output Uji linearitas kepuasan pengguna * kualitas informasi 
 
Penjelasan dari output pada tabel 4.16 adalah sebagai berikut: 
a. Berdasarkan nilai signifikansi diperoleh nilai signifikansi = 0,075 > 
0,05 yang artinya terdapat hubungan linier secara signifikan antara 
variabel kepuasan pengguna dengan variabel kualitas penggunaan.  
a.  Berdasarkan nilai F = 1,648 <2,06 (diperoleh dari F tabel). Karena 
Fhitung lebih kecil dari F tabel, maka dapat disimpulkan bahwa 
terdapat hubungan Linier secara signifikan antara variabel kepuasan 
pengguna dengan variabel kualitas informasi. 
3.  Uji linearitas antara kepuasan pengguna dengan kualitas interaksi 
Tabel 4.17 Output Uji linearitas kepuasan pengguna * kualitas informasi 
ANOVA Table 
 Sum of 
Squares 
df Mean 
Square 
F Sig. 
y * 
x2 
Between 
Groups 
(Combined) 577,868 18 32,104 5,280 ,000 
Linearity 407,547 1 407,547 67,023 ,000 
Deviation from 
Linearity 
170,322 17 10,019 1,648 ,075 
Within Groups 431,732 71 6,081   
Total 1009,600 89    
ANOVA Table 
 Sum of 
Squares 
df Mean 
Square 
F Sig. 
y * 
x3 
Between 
Groups 
(Combined) 617,367 11 56,124 11,161 ,000 
Linearity 530,894 1 530,894 105,574 ,000 
Deviation from Linearity 86,473 10 8,647 1,720 ,091 
Within Groups 392,233 78 5,029   
Total 1009,600 89    
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Penjelasan dari output pada tabel 4.17 adalah sebagai berikut: 
a. Berdasarkan nilai signifikansi diperoleh nilai signifikansi = 0,075 > 
0,05 yang artinya terdapat hubungan linier secara signifikan antara 
variabel kepuasan pengguna dengan variabel kualitas penggunaan.  
b. Berdasarkan nilai F = 1,334 < 2,62 (diperoleh dari F tabel). Karena 
Fhitung lebih kecil dari F tabel, maka dapat disimpulkan bahwa 
terdapat hubungan Linier secara signifikan antara variabel kepuasan 
pengguna dengan variabel kualitas penggunaan. 
Untuk lebih jelasnya dapat dilihat pada rangkuman uji linearitas pada 
tabel 4.18 
Tabel 4.18 Rangkuman Uji Linearitas 
Hubungan 
Variabel 
Berdasarkan 
Nilai signifikan 
Berdasarkan 
Nilai F 
Keterangan 
Y * X1 0,195 > 0,05 1,334 < 2,02 Linier secara Signifikan 
Y * X2 0,075 > 0,05 1,648 < 2,06 Linier secara Signifikan 
Y * X3 0,091 > 0,05 1,720 < 2,62 Linier secara Signifikan 
 
Berdasarkan tabel 4.18 dapat disimpulkan bahwa variabel kualitas penggunaan, 
kualitas informasi, dan kualitas interaksi memiliki nilai signifikasi  lebih besar 
dari 0,05. Sedangkan untuk nilai F, pada masing-masing variabel memiliki nilai 
yang lebih kecil dari F tabel. Untuk nilai F pada variabel Y*X1 memiliki nilai 
yang lebih kecil dari 1,84. Sedangkan nilai F pada variabel Y*X2 memiliki nilai 
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yang lebih kecil dari 1,84. Dan untuk nilai F pada variabel Y*X3 memiliki nilai 
yang lebih kecil dari 1,99. Artinya semua variabel linier secara signifikan. 
4.11 Analisis Regresi Linear Berganda 
 Analisis Regresi Linier adalah suatu cara atau teknik untuk mencari 
hubungan antara variabel satu dengan variabel yang lain yang dinyatakan dalam 
bentuk persamaan matematik dalam hubungan yang fungsional. Dalam analisis 
regresi linear berganda terdiri dari satu variabel terikat dan beberapa variabel 
bebas. Proses perhitungan regresi linear berganda pada penelitian ini 
menggunakan aplikasi SPSS dan output dari perhitungan regresi linear bergenda 
adalah: 
Tabel 4.19  Output Regresion Variabel Entered 
 
Variables Entered/Removeda 
Model Variables Entered 
Variables 
Removed Method 
1 
 
 
 
 
 
 
Kualitas Interaksi, 
Kualitas Penggunaan, 
Kualitas Informasib 
. Enter 
a. Dependent Variable: Kepuasan Pengguna 
b. All requested variables entered. 
 
 Output pada tabel 4.19 menjelaskan tentang variabel yang dimasukkan 
dan yang dikeluarkan dari model. Dalam hal ini semua variabel dimasukkan dan 
metode yang digunakan adalah enter. 
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Tabel 4.20 Output Regression Model Summary  
Model Summary 
Model R R Square Adjusted R Square 
Std. Error of the 
Estimate 
1 ,777a ,603 ,590 2,158 
a. Predictors: (Constant), Kualitas Interaksi, Kualitas Penggunaan, Kualitas Informasi 
Output pada tabel 4.20 menjelaskan tentang nilai korelasi ganda (R), 
koefisien determinasi (R Square), koefisien determinasi yang disesuaikan 
(Adjusted R Square) dan ukuran kesalahan prediksi (Std Error of the estimate). 
 
Tabel 4.21 Output Regression Anova  
 
ANOVAa 
Model 
Sum of 
Squares df Mean Square F Sig. 
1 Regression 609,222 3 203,074 43,620 ,000b 
Residual 400,378 86 4,656   
Total 1009,600 89    
a. Dependent Variable: Kepuasan Pengguna 
 
b. Predictors: (Constant), Kualitas Interaksi, Kualitas Penggunaan, Kualitas 
Informasi 
 
Pada tabel 4.34 ANOVA ini menjelaskan pengujian secara bersama – 
sama (uji F), sedangkan signifikansi mengukur tingkat signifikansi dari uji F, 
ukurannya jika signifikansi kurang dari 0,05 maka ada pengaruh secara bersama – 
sama antara variabel independen terhadap variabel dependen. 
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Tabel 4.22 Output Regression Coefficients 
Coefficientsa 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 1,020 1,593  ,640 ,524 
Kualitas 
Penggunaan 
,158 ,070 ,219 2,252 ,027 
Kualitas 
Informasi 
,164 ,088 ,187 1,864 ,066 
Kualitas 
Interaksi 
,636 ,121 ,478 5,242 ,000 
a. Dependent Variable: Kepuasan Pengguna 
 
Output pada Tabel 4.35 menjelaskan tentang uji t yaitu uji secara parsial, 
sedangkan signifikansi mengukur tingkat signifikansi dari uji t, ukurannya jika 
signifikansi kurang dari 0,05 maka ada pengaruh secara parsial antara variabel 
independen  terhadap variabel dependen. Untuk lebih jelasnya dapat melihat tabel 
4.23 ringkasannya.  
 
Tabel 4.23 Ringkasan Tabel Regresi 
Variabel Koefisien Regresi Thitung Signifikansi 
Konstanta 1,020 0,640 0,524 
Kualitas Penggunaan (X1) 0,158 2,252 0, 027 
Kualitas Informasi (X2) 0,164 1,864 0, 066 
Kualitas Interaksi (X3) 0,636 5,242 0, 000 
Fhitung = 43,620 
R2  (R Square) = 0,603 
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4.11.1 Prosedur Analisis Regresi Linear Berganda dan Pengujiannya 
Pengujian yang dilakukan pada analisis regresi linear berganda yaitu uji F 
dan uji t. Langkah analisis regresi dan prosedur pengujiannya sebagai berikut: 
A. Analisis Regresi Linear Berganda 
Persamaan regresi linier berganda tiga variabel independen adalah b1 = 0,158, 
b2 = 0,164, dan b3 = 0,636. Nilai – nilai pada output kemudian dimasukkan ke 
dalam persamaan regresi linier berganda adalah: 
Y’ = a+b1𝑋𝑋R1+b2𝑋𝑋R2+ b3𝑋𝑋R3 
Y’ = 1,020+ 0,158 𝑋𝑋R1+ 0,164 𝑋𝑋R2+ 0,636 𝑋𝑋R3 
(Y’ adalah variabel dependen yang diramalkan, a adalah konstanta, b1,b2, dan 
b3 adalah koefisien regresi, dan X1,X2, dan X3 adalah variabel independen). 
Keterangan dari model regresi linier di atas adalah: 
1. Nilai konstanta (a) menunjukkan nilai sebesar 1,020. Artinya jika nilai 
variabel bebas (Kualitas penggunaan, kualitas informasi, kualitas interaksi) 
adalah nol, maka variable terikat (kepuasan pengguna) bernilai 1,020. Maka 
tingkat User Satisfaction bernilai negatif sebesar 1,020%. 
2. AdasNilai Koefisien Regresi Variabel Usability Quality (b1) = 0,158. Artinya 
jika nilai Usability Quality ditingkatkan sebesar 0,1 satuan, maka tingkat 
User Satisfaction akan meningkat sebesar 0,158 satuan dengan asumsi 
variabel independen lainnya tetap. 
3. Nilai Koefisien Regresi Variabel Information Quality (b2) = 0,164. Artinya 
jika tingkat nilai Information Quality ditingkatkan 0,1 satuan, maka tingkat 
User Satisfaction akan meningkat sebesar 0,164 satuan dengan asumsi 
variabel independen lainnya tetap. 
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4. Nilai Koefisien Regresi Variabel Kualitas Interaksi (Interaction Quality) (b3) 
= 0,636. Artinya jika tingkat nilai kualitas interaksi ditingkatkan 0,1 satuan, 
maka tingkat kepuasan pengguna akan meningkat 0,636 satuan dengan 
asumsi variabel independen lainnya tetap. 
B. Analisis Koefisien Determinasi 
Analisis R2 (R Square) atau koefisien determinasi digunakan untuk 
mengetahui seberapa besar prosentase sumbangan pengaruh variabel 
independen  secara bersama – sama terhadap variabel dependen. Dari output 
tabel 4.23 Model Summary dapat diketahui nilai R2 (Adjusted R Square) 
adalah 0,603. Jadi sumbangan pengaruh dari variabel independen yaitu 60,3% 
sedangkan sisanya sebesar 39,7% dipengaruhi oleh faktor lain yang tidak 
diteliti. 
C. Uji F 
Uji F digunakan untuk menguji pengaruh variabel independen secara bersama-
sama terhadap variabel dependen. 
Prosedur pengujiannya sebagai berikut: 
1. Menentukan Hipotesis 
H0 : Variabel Kualitas Penggunaan (X1), Kualitas Informasi (X2), dan 
Kualitas Interaksi (X3) secara bersama-sama tidak berpengaruh 
terhadap Kepuasan Pengguna (Y). 
H1 : Variabel Kualitas Penggunaan (X1), Kualitas Informasi (X2), dan 
Kualitas Interaksi (X3) secara bersama-sama berpengaruh terhadap 
Kepuasan Pengguna (Y). 
2. Menentukan taraf signifikansi  
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Taraf signifikansi menggunakan 0,05 
3. Menentukan F hitung dan F tabel 
• F hitung adalah 43,620 (pada tabel 4.23) 
• F tabel dicari pada tabel statistik pada signifikansi 0,05 df1 = k-1 atau 
3-1 = 2, dan df2 = n-k atau 90-3 = 87 (n = jumlah data; k = jumlah 
variabel independen). Didapat F tabel adalah sebesar 3,09 
4. Pengambilan Keputusan 
• Jika F hitung ≤ F Tabel maka H0 diterima 
• Jika F hitung > F Tabel maka H0 ditolak 
5. Kesimpulan 
Dapat diketahui bahwa F hitung (43,620) > F tabel (3,09) maka H0 ditolak. 
Jadi kesimpulannya yaitu kualitas penggunaan, kualitas informasi, dan 
kualitas interaksi secara bersama-sama berpengaruh terhadap kepuasan 
pengguna. 
D. Uji T 
Uji t digunakan untuk menguji pengaruh variabel independen secara parsial 
terhadap variabel dependen. 
Prosedur pengujiannya sebagai berikut:  
1. Pengujian b1 Kualitas Peggunaan (Usability Quality) 
a. Menentukan taraf signifikansi 
Taraf signifikansi menggunakan 0,05 
b. Menentukan t hitung dan t table 
t hitung adalah 2,252 (pada tabel 4.23). T tabel dapat dicari pada tabel 
statistik pada signifikansi 0,05/2 = 0,025 (uji 2 sisi) dengan df = n-k-1 
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atau 90-3-1 = 86 (k adalah jumlah variabel independen). Didapat t 
tabel sebesar 1,991. 
c. Pengambilan keputusan 
t hitung ≤ t tabel atau –t hitung ≥ -t tabel jadi H0 diterima 
t hitung > t tabel atau –t hitung < -t tabel jadi H0 ditolak 
d. Kesimpulan 
Berdasarkan tabel 4.23 kualitas penggunaan dengan nilai koefisien 
sebesar 0,158 berpengaruh positif dan signifikan terhadap kepuasan 
pengguna. Hal ini terbukti dari nilai thitung =2,252 yang lebih besar dari 
ttabel = 1,991 atau nilai sig = 0,027 yang lebih kecil dari α = 0,05. 
Dengan demikian, maka dapat disimpulkan bahwa adanya pengaruh 
kualitas penggunaan terhadap kepuasan pengguna pada website SMA 
IPIEMS Surabaya. Indikator yang mempengaruhi kepuasan pengguna 
pada website SMA IPIEMS Surabaya adalah 1) kemudahan dipelajari, 
2) Kemudahan dimengerti, 3) Kemudahan ditelusuri, 4) Kemudahan 
digunakan, 5) Tampilan yang menarik, 6) Desain sesuai website 
pendidikan, 7) Website memiliki kompetensi, 8) Website memberikan 
kesan positif. 
2. Pengujian b2 Kualitas Informasi (Information Quality) 
a. Menentukan taraf signifikansi 
Taraf signifikansi menggunakan 0,05 
b. Menentukan t hitung dan t tabel 
t hitung adalah 1,864 (pada tabel 4.23). t tabel dapat dicari pada tabel 
statistik pada signifikansi 0,05/2 = 0,025 (uji 2 sisi) dengan df = n-k-1 
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atau 90-3-1 = 86 (k adalah jumlah variabel independen). Didapat t 
tabel sebesar 1,991. 
c. Pengambilan keputusan 
t hitung ≤ t tabel atau –t hitung ≥ -t tabel jadi H0 diterima 
t hitung > t tabel atau –t hitung < -t tabel jadi H0 ditolak 
d. Kesimpulan 
Berdasarkan tabel 4.23 kualitas informasi dengan nilai koefisien 
sebesar 0,164 tidak berpengaruh positif dan signifikan terhadap 
kepuasan pengguna. Hal ini terbukti dari nilai thitung = 1,864  yang 
lebih kecil dari ttabel = 1,991 atau nilai sig = 0,066 yang lebih besar dari 
α = 0,05. Dengan demikian, maka dapat disimpulkan bahwa tidak 
adanya pengaruh kualitas informasi terhadap kepuasan pengguna pada 
website SMA IPIEMS Surabaya. Indikator yang tidak mempengaruhi 
kepuasan pengguna pada website SMA IPIEMS Siurabaya adalah 
adalah 1) Keakuratan informasi, 2) Informasi yang dapat dipercaya, 3) 
Informasi up to date, 4) Informasi yang relevan, 5) Informasi yang 
mudah dipahami, 6) Informasi detail, dan 7) Informasi dalam format 
yang sesuai/proposional. 
3. Pengujian b3 Kualitas Interaksi (Interaction Quality) 
a. Menentukan taraf signifikansi 
Taraf signifikansi menggunakan 0,05 
Menentukan t hitung dan t tabel 
t hitung adalah 5,242 (pada tabel 4.23). t tabel dapat dicari pada tabel 
statistik pada signifikansi 0,05/2 = 0,025 (uji 2 sisi) dengan df = n-k-1 
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atau 90-3-1 = 86 (k adalah jumlah variabel independen). Didapat t 
tabel sebesar 1,991. 
b. Pengambilan keputusan 
t hitung ≤ t tabel atau –t hitung ≥ -t tabel jadi H0 diterima 
t hitung > t tabel atau –t hitung < -t tabel jadi H0 ditolak 
c. Kesimpulan  
Berdasarkan tabel 4.23 kualitas interaksi dengan nilai koefisien sebesar 
0,636 berpengaruh positif dan signifikan terhadap kepuasan pengguna. 
Hal ini terbukti dari nilai thitung = 5,242 yang lebih besar dari ttabel = 
1,991 atau nilai sig = 0,000 yang lebih kecil dari α = 0,05. Dengan 
demikian, maka dapat disimpulkan bahwa adanya pengaruh kualitas 
interaksi terhadap kepuasan pengguna pada website SMA IPIEMS 
Surabaya. Indikator yang mempengaruhi kepuasan pengguna pada 
website SMA IPIEMS Surabaya adalah 1) Reputasi yang baik, 2) 
Memiliki ruang personalisasi, 3) Ruang untuk komunitas, 4) 
Kemudahan untuk berkomunikasi. 
 
