Gravitational Wave Perturbations on a Kerr Background and Applications
  for Echoes by Conklin, Randy S.
Gravitational Wave Perturbations on a Kerr
Background and Applications for Echoes
Randy S. Conklin∗
Department of Physics, University of Toronto, Toronto, Ontario, Canada, M5S 1A7
Gravitational wave echoes may imply physics beyond general relativity; however,
several approaches to searching for echoes require fitting the data to toy templates
which are not physically motivated. Here, I create a procedure which outputs a
more realistic form for echoes, starting from initial conditions, by calculating the
modulated transfer function.
I. INTRODUCTION
The theory supporting echoes relies on the possibility that the traditional idea of black
holes may be false. Normally, black holes are considered to be ultimately absorbing entities,
but if black holes contain any type of inner reflective surfaces, which we may call “walls,” or
if they are in reality exotic compact objects which do not feature horizons, then it is possible
that what would otherwise be terminally infalling objects could instead escape to infinity.
Such walls can arise from various modifications of general relativity, some examples of which
are theories where quantum effects or strong gravity take over within a Planck distance of
where the horizon would otherwise be [1].1
To explain the origin of echoes, I will first describe the picture for a Schwarzschild back-
ground, save that it may feature an exotic wall at some location near the would-be horizon.
In this case, one can perturb the metric and solve Einstein’s equations to obtain a wave
equation with an effective potential [2].2 The potential is an angular momentum barrier
that peaks near the light ring radius of r = 3M and goes to zero for r approaching the
horizon or infinity. If a wall is present sufficiently far from 3M , then a cavity exists between
the wall and the barrier. If the wall is reflecting, then perturbations may bounce back and
forth within the cavity. Since the barrier is finite, a fraction of the perturbation will leak
out with each cycle, and pulses will be emitted at regular intervals.
In the simplest case, a distant observer then detects “echoes” as periodic pulses separated
by a time delay related to the distance between the wall and the barrier. The frequency
content of these echoes is related to the partially trapped modes of the cavity, and features
∗ rconklin@physics.utoronto.ca
1 For the sake of brevity and simplicity, I will be liberal in my usage of the term “black hole,” ascribing it
sometimes to other exotic objects, or to “black hole” counterparts in theories other than GR.
2 This works for scalar, vector, and gravitational perturbations.
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2resonances, called quasi-normal modes, which can be classified by the locations in the com-
plex plane of their corresponding poles, and by orbital numbers. These resonances specify
the mass—and spin, if the background is rotating—of the geometry and the nature of the
wall. Their spacing, which is nearly constant throughout the spectrum and proportional
to the inverse of the time delay, determines the location of the wall. Thus, the frequency
content and time delay of echoes encode the characteristics and geometry of the underlying
perturbed object, and may distinguish between different theories.
Searches for echoes have for the most part assumed a toy model template for echo signals
and matched this onto the data [3–6]. Given its preliminary nature, this template is, natu-
rally, somewhat physically unmotivated, and ignores certain traits of the potential which are
now known to significantly alter the signals.3 This presents a problem since most of these
search methods can be extremely sensitive to details and require an accurate template, but
the template has known difficulties.
In [7], a method was introduced which extracts information from the primary features of
echoes while being less sensitive to auxiliary details. There, the focus was on the transfer
function, and the search target was the spectrum of nearly evenly separated resonances
characteristic of echoes. The key equation is the following, which expresses the spectrum of
echoes observed by a distant detector:
ψω(x) = e
iωxK(ω)
∫ ∞
−∞
p(x′, ω)ψleft(x′, ω)I(x′, ω)dx′, (1)
For the present purposes, the two most salient features of (1) are 1) The transfer function
K and 2) The integral part, which I will refer to as the source integral or the modulation
integral. Other details are explained in Sec.III B, with further information available in [7].
Currently, little work has been done to study I4. This is especially true for the case of a
gravitationally perturbed rotating background, and yet this is precisely the astrophysically
relevant case. Given the importance of K as a search target, it is significant to understand
more completely how (1) is influenced by I.
In this paper, I calculate I from initial conditions, and thus determine the modulated
form of the transfer function and so the observable spectrum for echoes.
The structure of this paper is as follows. In Section II, I begin with a partial differential
equation describing gravitational perturbations on a spinning background, proceed to derive
the source term of the equation from initial conditions, and convert the result to a numer-
ically tractable form. In Section III, I exhibit results relevant for data searches, including
sample modulations of the transfer function and a series of corresponding echoes.
3 One example is that the potential acts as a high bandpass filter and leads to a sequentially lower frequency
content for each subsequent pulse.
4 Progress has been made in [8], where the approximately analytical regime of the perturbation equation is
explored along with implications for data analysis.
3II. DERIVING THE SOURCE TERM I
We are interested in studying gravitational waves, for which we will use the Teukolsky
master equation [9]. For spin s = −2, this determines the dynamics of gravitational pertur-
bations on a Kerr background of mass M and spin a. In vacuum, this reads[
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∆
− a2 sin2 θ
]
∂2ψ
∂t2
+
4Mar
∆
∂2ψ
∂t∂φ
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(
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− 2s
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M(r2 − a2)
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− r − ia cos θ
]
∂ψ
∂t
+ (s2 cot2 θ − s)ψ = 0,
(2)
where ∆ = (r2 − 2Mr + a2). In its current form, (2) is not very useful to us. One issue is
that it does not reduce to the Regge-Wheeler equation for the spinless case. To enforce this,
we will change variables to obtain the Sasaki-Nakamura (SN) equation [10]. Additionally,
the SN equation is asymptotically simple with a flat potential near the horizon and a zero
potential at infinity.
To obtain the SN equation with the correct source term, we must 1) Separate variables
to obtain a purely radial equation including initial conditions, 2) Transform the resulting
equation into SN form, and 3) Solve for the source term in SN.
A. Separation of Variables and Initial Conditions
1. Separation of Azimuthal and Time Dependence, and the Initial Conditions
We first separate out the azimuthal dependence with the definition
ψ =
∑
m
ψm(t, r, θ)e
imφ. (3)
Then we trade the time dependence for an equation in frequency space with initial con-
ditions. We do so by applying the Laplace transform for a perturbation which turns on at
some time t0:
Lψm(t, r, θ) ≡ ψ̂m(ω, r, θ) =
∫ ∞
t0
ψm(t, r, θ)e
iωtdt. (4)
When applied onto time derivatives, this transform gives
L
[
∂ψm
∂t
]
= −iωLψm − eiωt0ψm(t0, r, θ) (5)
4Thus, with the primes denoting time derivatives,
L
[
∂2ψm
∂t2
]
=− iωLψ′m − eiωt0ψ′m(t0, r, θ)
=− iω(−iωLψm − eiωt0ψm(t0, r, θ))− eiωt0ψ′m(t0, r, θ)
(6)
Or
L
[
∂2ψm
∂t2
]
= −ω2 Lψm + iωeiωt0ψm(t0, r, θ)− eiωt0ψ′m(t0, r, θ) (7)
We must use the Laplace transform instead of the Fourier transform since Fourier trans-
forms, for causal functions, are well-defined for [11]∫ ∞
t0
|ψm|2dt <∞, (8)
but this is not satisfied for functions which on average continue to grow in time. For a Kerr
black hole, it is possible to use a Fourier transform, but, in our case, where we truncate the
background and impose a perfectly reflecting boundary condition, for a patch of frequencies
slightly below the BH rotational frequency, modes are reflected off the potential with a
reflection rate greater than one.5
Another way to see this is to recognize that echo modes are quasinormal modes associated
with complex frequencies. The imaginary part of such frequencies leads to damping or
growth in time. For a truncated Kerr black hole with our boundary condition, some of these
modes have imaginary parts which cause growth in time, hence the instability.
The Laplace transform is well-defined even for a truncated Kerr black hole. It is equivalent
to the Fourier transform, but with ω complex such that its imaginary part counteracts the
growth in ψ, and the integrand of the transform is always finite and approaches zero for
time approaching infinity.
Later, when we generate echoes in the time domain, we will use the inverse of the Laplace
transform
ψm =
1
2pi
∫ ∞+ic
−∞+ic
ψ̂me
−iωtdω, (9)
where the value of ic is constrained such that the integration contour is above, with respect
to the imaginary axis, all poles of ψ̂m. This causes the initial transformation to be sufficiently
damped and thus well-defined.
Laplace transforming the Teukolsky equation with φ separated out, the terms with time
5 It should be noted that the open question of which boundary condition to use is important, and our choice
here is somewhat arbitrary.
5derivatives become[
(r2 + a2)2
∆
− a2 sin2 θ
]
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(10)
The terms involving t0 explicitly are initial conditions, and we bring these to the right
hand side of the equation and refer to them as source terms. Suppressing subscripts for
simplicity, the operator side of the Teukolsky master equation becomes
−
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(11)
We can rearrange this to take the following simple form:
Rψ̂ + Θψ̂ + Aψ̂ = I, (12)
where R is a purely radial operator, Θ is purely angular, and A is an eigenvalue of Θ. The
source term with initial conditions, I, depends on r and θ.
Next we choose to exchange the sin2 θ term in (11) for 1−cos2 θ and to bring the constant
term into the radial equation. We get
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6Rearranging I, we can write
I =− eiωt0
(
−iω
[
(r2 + a2)2
∆
− a2 sin2 θ
]
+
4iMmar
∆
− 2s
[
M(r2 − a2)
∆
− r − ia cos θ
])
u
− eiωt0
([
(r2 + a2)2
∆
− a2 sin2 θ
])
v,
(14)
where u = ψm(t0, r, θ) and v = ψ
′
m(t0, r, θ).
When deriving their equation, Sasaki and Nakamura adopt a slightly different notation
for the radial operator. To obtain their form for the equation, we define a new eigenvalue
λ = A+ a2ω2 − 2amω. Then, setting s = −2,
R = ∆2 d
dr
(
1
∆
d
dr
)
− V (r), (15)
where
V (r) = V = −K
2 + 4i(r −M)K
∆
+ 8iωr + λ. (16)
and
K = (r2 + a2)ω −ma. (17)
2. Separation of Polar Dependence and the Radial Equation
Following [12], if we assume that the operator Θ has regular boundary conditions at θ = 0
and θ = pi, then, according to Sturm-Liouville theory, the solutions S to
ΘS + AS = 0 (18)
form a complete orthogonal set on θ ∈ [0, pi] such that we can perform the expansion
ψ̂m =
∞∑
l=|m|
Rlm(ω, r)Slm(ω, θ), (19)
where we have momentarily restored the azimuthal label m for clarity. In this case, we can
remove the θ dependence in the radial part of the equation by integration, while requiring
that the Slm are normalized such that∫ pi
0
SlmS
∗
nm sin θdθ = δnl, (20)
where the asterisk denotes complex conjugation. Performing the integration, we get the
radial equation
RRlm =
∫ pi
0
S∗lmI sin θdθ = Slm(ω, r). (21)
7To simplify the notation, let us write this as
RR = T. (22)
Up to the difference of a conventional minus sign, this is the Teukolsky radial equation with
a source.
B. From Teukolsky to Sasaki-Nakamura
To make (22) more numerically tractable, and to put it in such a form that it reduces to
the Regge-Wheeler equation when a = 0, we transform it into SN form:
RR = T → d
2X
dx2
−F(r)dX
dx
− U(r)X = I, (23)
where x is the tortoise coordinate defined by
dx
dr
=
r2 + a2
∆
. (24)
Note that the I in (23) is that which appears in (1). This transformation of the Teukolsky
radial variable R into the SN variable X requires the intermediate result
R =
1
η
[(
α +
β′
∆
)
χ− β
∆
χ′ + P
]
, (25)
where from now on primes denote radial derivatives, P = (r2 + a2)3/2I, and χ = X∆/(r2 +
a2)1/2 ≡ fX. The functions η, α, and β are defined in [13].
To convey the essence of the calculations without the burden of the more detailed form
of the equations, we will proceed by defining several new functions along the way. These
functions may implicitly depend on r, s, ω, a, m, M , and the angular eigenvalue A. Our
first set of definitions merely simplifies the form of the above transformation:
R = a(r, ...)χ+ b(r, ...)χ′ + s1I. (26)
This, when we exchange χ for X, can be written,
R = cX + dX ′ + s1I, (27)
where we have again defined two new functions c and d. We also rewrite the radial operator
R as
R = e ∂
2
∂r2
+ g
∂
∂r
+ h. (28)
In this way, we are able to write the Teukolsky radial equation (22) in terms of the SN
variables:
RR = (e ∂
2
∂r2
+ g
∂
∂r
+ h)(cX + dX ′ + s1I) = T. (29)
8This equation contains a third-order derivative, while the SN equation has at most a second-
order derivative. Our next step then is to reduce the order of (29). We will do this by
differentiating the SN equation to find the third-order derivative in terms of lower orders,
and substituting the result into the above. This will allow us to write the SN equation with
an explicit source term derived from the initial conditions.
1. Reducing the Third-Order Derivative
The SN equation with a source,
d2X
dx2
−F(r)dX
dx
− U(r)X = I, (30)
is written in terms of the tortoise coordinate and derivative. In (29), the derivatives are
radial. To relate them, we must change coordinates from x to r. Applying the chain rule,
we obtain
∆
r2 + a2
d
dr
(
∆
r2 + a2
dX
dr
)
− ∆
r2 + a2
F(r)dX
dr
− U(r)X = I. (31)
It will help us to use the form of this equation where the second-order derivative term is
isolated:
d2X
dr2
=
(r2 + a2)2
∆2
((
∆
r2 + a2
F(r)− ∆
r2 + a2
d
dr
(
∆
r2 + a2
))
dX
dr
+ U(r)X + I
)
. (32)
Again, for simplicity, we can define new functions such that
X ′′ = FX ′ + UX +HI. (33)
To get the third-order derivative in terms of lower orders, we differentiate:
X ′′′ = F ′X ′ + FX ′′ + U ′X + UX ′ +H ′I +HI ′. (34)
Or
X ′′′ = FX ′′ + JX ′ + U ′X +HI ′ +H ′I. (35)
Expanding (29) we get
(ed)X ′′′+(ec+2ed′+gd)X ′′+(2ec′+ed′′+gc+gd′+hd)X ′+(ec′′+gc′+hc)X = T −R(s1I).
(36)
Substituting in (35) and collecting the 0th power SN variable terms on the source side, we
obtain
(edF + ec+ 2ed′ + gd)X ′′ + (edJ + 2ec′ + ed′′ + gc+ gd′ + hd)X ′ + (edU ′ + ec′′ + gc′ + hc)X
= T − edHI ′ − edH ′I −R(s1I).
(37)
92. The SN Equation with a Source
We now convert derivatives on the left hand side back to tortoise coordinate derivatives
which requires an application of dx/dr = (r2 + a2)/∆ for each prime:
X ′′ =
(r2 + a2)2
∆2
∂2X
∂x2
+
d
dr
(
r2 + a2
∆
)
dX
dx
, X ′ =
r2 + a2
∆
dX
dx
(38)
So we have
(r2 + a2)2
∆2
(edF + ec+ 2ed′ + gd)
∂2X
∂x2
+(
d
dr
(
r2 + a2
∆
)
(edF + ec+ 2ed′ + gd) +
(r2 + a2)
∆
(edJ + 2ec′ + ed′′ + gc+ gd′ + hd)
)
∂X
∂x
+
(edU ′ + ec′′ + gc′ + hc)X = T − edHI ′ − edH ′I −R(s1I),
(39)
which, with some relabelling, we can write as
E
∂2X
∂x2
+B
∂X
∂x
+ CX = T −DI − PI ′ −R(s1I), (40)
in which case it is easy to extract the SN equation with the source:
∂2X
∂x2
+
B
E
∂X
∂x
+
C
E
X =
T −DI − PI ′ −R(s1I)
E
. (41)
We now have the source in terms of the original initial conditions set in the Teukolsky
framework. According to our definitions, we identify that our functions are related to the
SN functions by
B
E
= −F , C
E
= −U , T −DI − PI
′ −R(s1I)
E
= I, (42)
and at this stage it is possible to numerically solve the last of these relations for the desired
source, I.
III. THE MODULATED TRANSFER FUNCTION AND ECHOES
Now that we have derived the source term, we may see what its affect is on the transfer
function, and in the process generate a more realistic echo pattern. We will begin by making
clear certain steps of the procedure where assumptions and approximations must be made.
For definiteness, we will work with the example of a Gaussian initial perturbation, and set
background parameters to correspond to values typical of the gravitational wave events so
far observed by the LIGO and VIRGO collaborations.
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A. Settings, Approximations, and Assumptions
To gain numerical results from our source function, we will be required to make choices in
two places. First is in the separation of the θ dependence, where integration and the orthog-
onality of the eigenfunctions were used. Second is in the nature of the initial perturbation,
manifested in the initial condition functions u and v.
1. Separation of the θ Variable
To derive the radial Teukolsky equation with a source, we multiplied by eigenfunctions
of the Θ operator and used their orthogonality to eliminate θ-dependent terms. To obtain
the radial source term T , which is given by (14,21,22), the relevant integrals are
I1 =
∫ pi
0
SlmS
∗
nm sin
3 θdθ, I2 =
∫ pi
0
SlmS
∗
nm sin θ cos θdθ, (43)
along with the orthonormality relation (20). The eigenfunctions Slm are spin-weighted
spheroidal harmonics, and to evaluate these integrals we use the Black Hole Perturbation
Toolkit [14].
For all merger events which have so far been observed, the remnant objects have spins
close to a = 0.7M . Since spin-weighted spheroidal harmonics are functions of the combi-
nation aω, we can choose a particular value of a and write them as functions of frequency.
Choosing a = 0.7M to match the current data, the resulting integrals depend nearly linearly
on frequency, up to values far in excess of the primary ringdown frequency. In this case, to
a very good approximation, I1 ≈ −0.070ω + 0.47 and I2 ≈ 0.062ω + 0.67. Again from the
Toolkit, while still setting a = 0.7M , we also find the good approximation λ ≈ −4.5ω+ 3.9.
2. The Initial Condition Functions u and v: Gaussian Example
Here, for definiteness, we make the physically reasonable assumption that the initial
perturbation is Gaussian in the radial tortoise coordinate and spheroidally harmonic in the
polar and azimuthal angles in such a way that the dominant (l = m = 2) mode is primarily
supplied while others can be ignored. Under these assumptions, the initial conditions become
u = ψm(t, x, θ)|t0 ≈ g(t, x)|t0S22 = e−(t0+x−x0)
2/w2S22,
v = ∂tψm(t, x, θ)|t0 ≈ ∂tg(t, x)|t0S22 =
−2(t0 + x− x0)
w2
e−(t0+x−x0)
2/w2S22,
(44)
where the starting time t0 can be taken to be 0, and x0 and w set the initial location and
width of the pulse. Proceeding thus, we can apply these assumptions to the radial equation
RR =
∫ pi
0
S∗lmI sin θdθ = T, (45)
11
in which case we obtain
T =−
(
−iω
[
(r2 + a2)2
∆
− a2I1
]
+
4iMmar
∆
− 2s
[
M(r2 − a2)
∆
− r − iaI2
])
e−(x−x0)
2/w2
+
(
(r2 + a2)2
∆
− a2I1
)
2(x− x0)
w2
e−(x−x0)
2/w2 .
(46)
Or, combining terms,
T =−
(
−iω
[
(r2 + a2)2
∆
− a2I1
]
+
4iMmar
∆
−
2s
[
M(r2 − a2)
∆
− r − iaI2
]
− 2(x− x0)
w2
[
(r2 + a2)2
∆
− a2I1
])
e−(x−x0)
2/w2 .
(47)
In the above we have written the equations in terms of both r and x, which is possible since
there is a one-to-one correspondence for x = x(r). At this point, we have fully specified all
functions needed to calculate the SN source (42).
B. Signal Modulation
To see the implications of including a source function for data searches, we return to (1)
which gives the observed spectrum for echoes, ψω. It contains two parts: 1) The transfer
function K, and 2) The source integral which modulates it.
As has been described in [7, 8], K is characterized by a series of nearly evenly spaced
resonances. It depends on the normalization of the homogenous solutions of the perturbation
equation, but any normalization which is only a function of frequency can be chosen without
affecting the observed spectrum. The reason for this is that K = 1/W , where W is the
Wronskian of the system and proportional to the normalization, so the normalization appears
in the denominator of (1), but the normalization also appears in the numerator via ψleft. We
will choose a frequency-independent normalization to best display the affect of the source.6
A sample K is given in Fig.1.
Since K is dominated by the characteristic resonances, we can determine how it is modu-
lated by evaluating the integral at the resonance frequencies. We will primarily be interested
in the magnitude of the frequency content of the signal, which corresponds to the absolute
value of the observable ψω. In Fig.2, we plot the magnitude of the source integrals (blue
curves) and their values at the resonance frequencies (red dots) for Gaussian initial per-
turbations placed at different locations in the cavity. The affect of this modulation on the
transfer function is shown in Fig.3. In both cases the pattern of evenly spaced resonances
6 In [7], the transfer function is defined with an extra normalization factor of
√
kHω compared to the
normalization here. In [8], the normalization depends on the spectral energy density.
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FIG. 1. The transfer function, a series of resonances extending to positive and negative frequencies
which is asymptotically approaching unity in both directions. The spacing of the resonances is
roughly equal to the inverse of twice the cavity size, and their locations depend on the orbital
numbers and BH parameters. Here, we have chosen a wall at xwall = −300, a = 0.7M , and
l = m = 2. The boundary condition used to generate this plot corresponds to perfect energy
reflection at the wall.
is significantly distorted. For the Gaussian in the centre of the cavity, every second peak is
practically deleted. In a real data search, such a modulation could lead to a deceptive time
delay and cavity size estimation (Fig.5). For other types of simple initial conditions, many
such deceptive patterns can be generated (Fig.6).
The shape of these blue curves is due to the size and location of the initial Gaussian
perturbation. Within the cavity, the solutions to the homogenous SN equation, ψleft, are
composed of complex exponentials of the form e±ikH(x−xwall). Additionally, in the same region,
the p-function takes on constant values, and so the modulation integrand is essentially the
source multiplied by sinusoidal waves.
The frequencies of these waves are centred around the Kerr frequency related to the spin
of the background, kH = ω −m(a/2r+), where r+ is the outer horizon radius. For M = 1,
a = 0.7, and l = m = 2, the Kerr frequency becomes kH = ω − 0.408. When ω = 0.408, the
homogenous solutions on the inside have infinite wavelength and the integrand is the source
I multiplied by a constant. As frequencies significantly deviate from ω = 0.408, a large
enough Gaussian covers several full periods of the homogenous solution, and the net result
is small, hence the drop in magnitude of the blue curves away from the central frequency.
The individual oscillations are due to the phase of the part of ψleft covered by the Gaussian.
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FIG. 2. Left: The modulation integral for a Gaussian of width w = 12 at x0 = −250, near the
wall at xwall = −300. Right: The same but for x0 = −150. The blue curves are the absolute values
of each modulation integral, while the red dots are the values at the resonance frequencies. These
curves were generated for a truncated Kerr background of spin a = 0.7M . The transfer function,
importantly, contains negative frequency modes as well, but for this example the modulation
practically kills everything outside the plotted region. Other types of sources can support negative
modes, in which case a wider region must be examined.
For example, a Gaussian the same size as one period of ψleft will yield a value of about 0 for
the integral when centred on the midpoint of a wave. On the other hand, in the limiting
case of a Gaussian of negligible width, (i.e. a delta function) the source picks up the value
ψleft takes at x0. Therefore, a narrow Gaussian can contribute significantly even as ω → 0,
where the effective frequency is higher. This is shown in Fig.4 for delta functions placed
near the wall.
As suggested by these results, any number of modulation curves may be generated for
various initial conditions. For example, if we were to place a Guassian near the potential,
that is x0 ≈ 0, oscillations of the blue curve would be separated by nearly the same spacing
as resonances of the transfer function, and red dots would at first be located near peaks
of the blue curves. However, the slight offset of the Gaussian from the potential implies
slightly unequal spacing between blue peaks and red dots, an affect which would accumulate
with changing frequency, the result of which would be the modulation featuring its own
frequency which would subdivide the transfer function into smaller groups of resonances.
Many additional examples could be discussed.
C. Echoes in the Time Domain
While echoes are in many cases most effectively studied in the frequency domain, it is
nevertheless interesting to examine their behaviour in time. We can do this by applying the
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FIG. 3. Left: ψω for a Gaussian of width w = 12 at x0 = −250, near the wall at xwall = −300.
Right: The same but for x0 = −150. The observable ψω is the product of the transfer function
K and the source integral. Because K is dominated by resonances, the affect of the source is
essentially a modulation of peak heights. The amount by which each peak is modulated is shown
by the red dots in Fig.2. While in each case the observational signal has significantly deviated from
Fig.1, the second displays an interesting pattern where every second peak has nearly been deleted.
Such a signal observed in the data could lead to incorrect conclusions about the geometry of the
system.
FIG. 4. A delta function source in a cavity with xwall = −300. Left: Modulation for a delta
function located very close to the wall with x0 = −299. Right: Modulation for a delta function
located slightly further away with x0 = −290. Were such sources to be present astrophysically, the
affect on the signal would be severe in that large groups of resonances could be removed.
inverse Laplace transformation according to (9). In Fig.5, we plot the first several of a train
of echoes.
The pattern generated possesses several characteristics which are not features of some
popular templates currently in use. Notably, the frequency content of subsequent echoes is
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changing, and the amplitudes are not obviously gained by application of some power of a
large constant factor.
FIG. 5. Echoes generated from a Gaussian initial perturbation with an outgoing velocity located in
the centre of the cavity with x0 = −150. Nontrivial frequency, amplitude, and phase information is
carried by each echo. The essential information can be extracted more clearly from the modulated
transfer function in frequency space. Though the cavity size corresponds to xwall = −300, the time
delay here is td ≈ 300 instead of the usual td ≈ 2|x0|; this is the affect of every second resonance
being deleted in the spectrum.
The echoes embody significant structure which would be difficult to model precisely in
a matched-filtering method, the phase information of each echo being one example. In this
way, it may be more effective to use frequency-based methods which isolate information from
the characteristic resonances. For example, by taking the absolute value of ψω and working
in the frequency domain, phases are ignored but information on the time delay is clearly
perceived. Moreover, the dependence of the echo pattern on initial conditions is significant.
For the same initial perturbation, but with the pulse located near the wall instead of in the
centre of the cavity, a double-pulse echo pattern is observed which we display in Fig.6
Either way of approaching echoes leads to difficulties, and it may be that, at present,
one must choose carefully which properties to highlight, at least until noise reduction in
detectors is sufficiently improved to begin deeper analysis.
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FIG. 6. The same example as in Fig.5, but with x0 = −250. The delay between adjacent pulses
is about 100 while the time delay between double-pulses is closer to the typical expectation of
600. This pattern already significantly deviates from the basic template since it features two time
delays. The situation can be arbitrarily complicated by adding additional initial pulses in various
configurations. The general form of the characteristic spectrum is somewhat robust against such
changes.
IV. CONCLUSIONS
We have calculated the source term for gravitational perturbations on a Kerr background
starting from initial conditions. The initial conditions were originally defined in the Teukol-
sky framework and then transformed into Sasaki-Nakamura form, and the result was the
usual SN equation but with an explicit source term given by (42).
The source term was then used in (1) to calculate its modulating affect on the transfer
function, a series of resonances which is a signal target in echo searches. This provided several
insights as to how the characteristic resonance pattern for echoes may change for different
source locations and shapes, and we discussed implications for data analysis. Finally, we
inverted the frequency space results to obtain physically motivated echo patterns, which
turned out to be quite distinct from the typical templates currently in use.
17
ACKNOWLEDGEMENTS
I would like to thank Bob Holdom for several helpful discussions.
[1] V. Cardoso, S. Hopper, C. F. B. Macedo, C. Palenzuela, and P. Pani; Echoes of ECOs:
gravitational-wave signatures of exotic compact objects and of quantum correction at the
horizon scale. Phys. Rev. D 94, 084031. 21 October, 2016.
[2] E. Berti, V. Cardoso, and A. Starinets; Quasinormal modes of black holes and black branes.
Classical and Quantum Gravity, Volume 26, Number 16. 24 July, 2009.
[3] J. Abedi, H. Dykaar, and N. Afshordi; Echoes from the Abyss: Tentative evidence for Planck-
scale structure at black hole horizons. Phys. Rev. D 96, 082004. 26 October, 2017.
[4] J. Abedi and N. Afshordi; Echoes from the Abyss: A highly spinning black hole remnant for
the binary neutron star merger GW170817. arXiv:1803.10454 [gr-qc]. 28 March, 2018.
[5] J. Westerweck, A. B. Nielsen, O. Fischer-Birnholtz, M. Cabero, C. Capano, T. Dent, B.
Krishnan, G. Meadors, and A. H. Nitz; Low significance of evidence for black hole echoes in
gravitational wave data. Phys. Rev. D 97, 124037. 15 June, 2018.
[6] R. K. L. Lo, T. G. F. Li, and A. J. Weinstein; Template-based Gravitational-Wave Echoes
Search Using Bayesian Model Selection. arXiv:1811.07431 [gr-qc]. 19 November, 2018.
[7] R. S. Conklin, B. Holdom, and J. Ren; Gravitational wave echoes through new windows. Phys.
Rev. D 98, 044021. 14 August, 2018.
[8] R. S. Conklin and B. Holdom; Gravitational Wave “Echo” Spectra. arXiv:1905.09370v1 [gr-
qc]. 22 May, 2019.
[9] S. A. Teukolsky; Rotating Black Holes: Separable Wave Equations for Gravitational and
Electromagnetic Perturbations. Phys. Rev. Lett. 29, 1114. 16 October, 1972.
[10] M. Sasaki and T. Nakamura; Gravitational Radiation from a Kerr Black Hole. I. Formulation
and a Method for Numerical Analysis. Progress of Theoretical Physics. 1 June, 1982.
[11] N. Andersson; Excitation of Schwarzschild black-hole quasinormal modes. Phys. Rev. D 51.
15 January, 1995.
[12] K. Glampedakis and N. Andersson; Late-time dynamics of rapidly rotating black holes. Phys.
Rev. D 64, 104021. 29 October, 2001.
[13] M. Sasaki and H. Tagoshi; Analytic Black Hole Perturbation Approach to Gravitational Ra-
diation. H. Living Rev. Relativ. 21 November, 2003.
[14] This work makes use of the Black Hole Perturbation Toolkit [written by B. Wardell, N.
Warburton, M. Casals, and S. Akcay].
