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Abstract
Self-interacting velocity jump process are introduced, which behave in large time similarly
to the corresponding self-interacting diffusions, namely the evolution of their normalized occu-
pation measure approaches a deterministic flow.
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1 Introduction
Rather than by a diffusion process, the motion of a bacterium in a gradient of chemo-attractors
may be modelled (see [16, 12, 17] and references within) by a velocity jump process: the
particle runs straight ahead at constant speed for some time, until it decides, depending on its
environment, to change direction, which is done in a tumble phase which is short enough with
respect to the run one to be considered instantaneous.
In the present work we add to this model a self-interacting mechanism, namely we suppose
the process is influenced by its past trajectory. Among the many ways to add self-interaction
and memory to an initially Markovian dynamic (see the survey [25] for instance), we will
consider a weak self-interaction such as introduced in [8] for the diffusion
dXt = −
(
1
t
∫ t
0
∇V (Xt −Xs)ds
)
dt+
√
2dBt, (1)
or more generally a self-interaction that depends on the normalized occupation measure
µt =
1
t
∫ t
0
δXsds.
Note that a strong self-interaction, for which by contrast the drift is a function of the non-
normalized occupation measure tµt, such as studied in [27, 5] for diffusions, is studied in the
case of a velocity jump process in [18].
We are interested in the long-time behaviour of the process, and in particular in the question
of the influence of the weak self-interaction on this long-time behaviour: if the process tends
to go back to where it has already been, is the interaction sufficient to confine it in some
localized place ? In particular, if the initial landscape is symmetric, is the interaction strong
enough to break the symmetry ? Beyond the modelling question, self-interaction is also used in
stochastic algorithms (see e.g. [3] and Section 2.1 for the ABP algorithm). In practice, for such
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algorithms, the underlying Markov process is often a kinetic one rather than an overdamped
Langevin diffusion
dXt = −∇V (Xt)dt+
√
2dBt, (2)
which is nevertheless used in the theoretical proofs of convergence for the algorithms. In
particular, the use of velocity jump processes in stochastic algorithms have recently gained
much interest ([10, 26, 24]). To our knowledge, the present work is the first time a convergence
result is established for a weakly self-interacting kinetic process (since the release of the first
version of the present work, Benaim and Brehier [4] have also studied the case of the Langevin
process, a kinetic diffusion).
First, we recall the definition of the Markovian velocity jump process, which is in some
sense a non-diffusive analoguous of the diffusion (2).
1.1 The Markovian velocity jump process
LetM be a compact connected smooth Riemanian manifold of dimension d with no boundary,
and TM be its tangent bundle. For r ∈ [0,∞) and R ∈ (0,∞] with r 6 R, let E = {(x, y) ∈
TM, r 6 |y| 6 R}. Let (t,x, y) ∈ R+ × E 7→ ϕt(x, y) ∈ E be the (restriction on E of the) flow
associated to the exponential map on TM, defined as follows: for x ∈ M and y ∈ TxM, there
exists a unique geodesic γ on M with γ(0) = x and γ′(0) = y. Then we set
ϕt(x, y) =
(
ϕ
(1)
t (x, y),ϕ
(2)
t (x, y)
)
:=
(
γ(t), γ′(t)
)
.
Since M is compact, it is geodesically complete, meaning that ϕt is defined for all t > 0.
For example, on the d-dimensional torus Td, this simply reads
ϕt(x, y) = (x+ ty, y) .
On the d-dimensional sphere Sd,
ϕt(x, y) =
(
x cos(|y|t) + y|y| sin (|y|t) ,−|y|x sin(|y|t) + y cos(|y|t)
)
.
A velocity jump process Z = (X,Y ) ∈ E is a piecewise deterministic Markov process
(PDMP; see [22] for general considerations on PDMP) that follows the flow ϕ up to random
times where the velocity Y jumps to a new value. The jump mechanism is defined from a
jump rate λ : E → R+, and a jump kernel H : E → P (E) (where P(F ) denotes the set of
probability measure of F ). We suppose that λ is continuous and bounded, and that H is
such that, if (U ,V ) is a random variable with law H(x, y), then U = x almost surely (in
other words, only the velocity jumps). We still denote H the Markov operator such that
Hf(x, y) = E (f(U ,V ) | (U ,V ) ∼ H(x, y)), and we write
Hf(x, y) =
∫
f(x, v)h(x, y, dv).
Construction of the process. Suppose that the process has been defined up to a time t0.
Set
t1 = inf
{
t > t0, E <
∫ t
t0
λ (ϕs(Zt0) ds
}
to be the next jump time, where E is a random variable with standard (i.e. mean 1) exponential
law, independent from the past of the process. Then, set Zt = (Xt,Yt) = ϕt−t0 (Zt0) for
2
t ∈ [t0, t1), and draw Zt1 according to H (ϕt1−t0 (Zt0)). The process is thus defined up to time
t1, hence up to any jump time tn. Since λ is bounded, there cannot be an infinite number of
jumps in a finite time interval, so that the process is defined for all time.
Let (Pt)t≥0 be the Markov semi-group associated to Z, namely
Ptf(z) := E (f(Zt) | Z0 = z) ,
on functions f ∈ L∞(E). By duality, it acts on m ∈ P (E) by (mPt)f = m(Ptf), where we
write mf =
∫
fdm. Recall that its infinitesimal generator is defined by
Lf(z) := (∂t)|t=0 Ptf(z)
whenever this derivative exists. Here, for any smooth function f on TM, we have
Lf(x, y) = Df(z) + λ (z) (Hf(z)− f(z)) , (3)
where
Df(z) = lim
t→0
f (ϕt(z)) − f(z)
t
.
For instance, on the torus, Df(x, y) = y · ∇xf(x, y).
It can be seen that the set C1b (TM) of smooth and bounded functions on TM is a core for
L. Indeed, if we suppose, in the first instance, that λ ∈ C1b (TM) and that H fixes C1b (TM),
then so does Pt for t > 0, as can be seen with [7, Equation (7)] and dominated convergence
arguments. From [20, Proposition 19.9], C1b (TM) is a core for L. Now, in the case where λ is
only continuous, an approximation argument (see [20, Theorem 19.25]) concludes.
Remark. It is possible to define a velocity jump process on a smooth compact Riemanian
manifold with smooth boundary, by requiring that the process is reflected at the boundary
(like a deterministic billard). However, in this paper, we are mainly interested in the cases of
the torus and of the sphere.
1.2 The self-interacting process
Now we suppose that for each ν ∈ P (M), λν and Hν (and hν) are a jump rate and a jump
kernel on E that satisfy the assumptions of the previous section. We suppose that ν 7→ λν and
ν 7→ Hν are continuous with respect to the weak topology on P(M) and the uniform topology
on C0(E). We denote by (P νt )t>0 and Lν the associated semi-groups and generators. When
needed and without ambiguity, we will sometimes write λ(z, ν) = λν(z).
Let Z = (X,Y ) be a measurable process on E (namely a measurable function from some
probability space Ω to the set of ca`dla`g functions on E endowed with the Skorokhod topology),
r > 0, m0 ∈ P(E) and µ0 ∈ P(M). We call
µt :=
rµ0 +
∫ t
0 δXsds
r + t
the (normalized) occupation measure of X at time t with initial weight r and initial value µ0.
In other words, µt is the probability measure on M defined by∫
fdµt =
r
r + t
∫
fdµ0 +
1
r + t
∫ t
0
f(Xs)ds.
Note that only the position X is concerned, and not the velocity Y . We denote by (Ft)t≥0 the
filtration associated to (Zt)t≥0.
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Definition 1. We say Z (or equivalently (Z,µ)) is a self-interacting velocity jump process
(SIVJP) with parameters r, µ0, m0, if the law of Z0 is m0 and if for all f ∈ C1b (TM) and all
z ∈ E,
Mft := f(Zt)− f(Z0)−
∫ t
0
Lµsf(Zs)ds
is an Ft-martingale.
All or part of the parameters may be omitted when there is no ambiguity.
Remark. Themartingale bracket ofMft is classically derived from the carre´ du champ operator
Γνf := 12L
νf2 − fLνf as
[Mft ,M
f
t ] = 2
∫ t
0
Γµsf(Zs)ds
where here
Γνf(x, y) =
1
2
λν (x, y)
∫
(f(x, v)− f(x, y))2 hν(x, y, dv).
We still denote by Γν the associated symmetric bilinear form,
Γν(f , g)(x, y) :=
1
2
(Lν(fg)− fLνg − gLνf)
=
1
2
λν (x, y)
∫
(f(x, v)− f(y)) (g(x, v) − g(x, y)) hν(x, y, dv).
For r > 0, ν ∈ P (M), z ∈ E and t ≥ 0 we write
Φr,t (x, y, ν) =
ϕt(x, y), rν +
∫ t
0 δϕ(1)s (x,y)
ds
r + t
 .
Note that
Φr,t0+t(x, y, ν) = Φr+t0,t (Φr,t0(x, y, ν)) .
In other words, the initial weight r can be interpreted as an initial break-in time, only after
which the occupation measure is updated.
An SIVJP can be constructed as follows: from a time t0 the process (Zt,µt) evolves deter-
ministically along the flow Φr+t0,· up to the next jump time t1 which is defined, thanks to a
standard exponential r.v. E, as
t1 = inf
{
t > t0, E <
∫ t
t0
λ (Φr+t0,s (Zt0 ,µt0)) ds
}
.
At time t1, Z is drawned according to the law H
µt1 (ϕt1−t0(Zt0)). In other words, the whole
process (Z,µ) is an inhomogeneous PDMP, whereas Z alone is not a Markov process. Given
the velocity (Yt)t≥0, the position X and the occupation measure µ are completely deterministic
with
Xt = x+
∫ t
0
Ysds
µt =
rν +
∫ t
0 δXsds
r + t
.
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1.3 Main results
We will work under the following assumptions:
Assumption 1. There exist λmax > λmin > 0 such that for all ν ∈ P (M) and all z ∈ E,
λmin < λ
ν(z) < λmax.
There exist c ∈ (0, 1) and a probability p on (0,∞) such that, for all ν ∈ P (M) and for all
positive, bounded f on TM and (x, y) ∈ E,
Hνf(x, y) > c
∫
f(x, rθ)p(dr)dθ,
where dθ here stands for the uniform law on the unit ball of TxM.
This means that, whatever x, y, ν, at a constant rate, the velocity is refreshed to a completely
new one, isotropic.
In the following, we denote by dTV the total variation distance between probability mea-
sures,
dTV (ν1, ν2) := inf {P (V1 6= V2) , Law(Vi) = νi, i = 1, 2} .
Assumption 2. There exists C > 0 such that
‖λν1 − λν2‖∞ 6 CdTV (ν1, ν2)
and for all bounded f on E,
‖Hν1f −Hν2f‖∞ 6 CdTV (ν1, ν2) ‖f‖∞
In other words, ν 7→ λν ,Hν are more than continuous: they are Lipschitz maps.
As will be proven in Lemma 8 below, Assumption 1 implies that, ν being fixed, the Markov
process with generator Lν admits a unique invariant measure. We write Π(ν) the latter, and
pi(ν) its marginal on M, namely
pi(ν)(x) =
∫
TxM
Π(ν) (x, dv) .
It will also be proven in Lemma 8 that pi(ν) admits a positive density with respect to the
Lebesgue measure, still denoted pi(ν).
Consider a SIVJP (Zt,µt)t≥0. If µt were to converge to some law µ∞, then for large times
Z should more or less behave as a Markov process with generator Lµ∞ . But then, by ergodicity
(see Section 3 below), its empirical measure should converge to the unique equilibrium of Lµ∞ ,
which is Π (µ∞). Therefore, a limit of µt should necessarily be a fixed point of pi.
More precisely, let Lim (µ) be the limit set of (µt)t≥0, namely the set of (weak) limits of
convergent sequences (µtk)k∈N when tk →∞. Then the following holds:
Theorem 1. Under Assumptions 1 and 2, almost surely, Lim (µ) is a compact connected
subset of
Fix (pi) := {ν ∈ P (M) , ν = pi(ν)} .
Remarks.
• In particular, if Fix(pi) is constituted of isolated points, then µ converges almost surely.
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• A law m ∈ Fix(pi) admits a positive density (still denoted by m) with respect to the
Lebesgue measure which is also an equilibrium of the Mc-Kean Vlasov equation
∂tmt = ∇x · (−mt∇x lnpi(mt) +∇xmt) . (4)
This deterministic flow on P (M) describe the evolution of the law of a diffusion process
whose drift depends on its law. This is a mean-field interaction. For more consideration
about the link between mean-field and self-interaction, we refer to [2].
In large times, due to the factor t−1, µ evolves slowly which, in view of Assumption 2, means
that the dynamics evolves slowly. Hence, for t and T large enough, by ergodicity, the empirical
law 1T
∫ t+T
t δX should be more or less pi(µt) so that, on average, ∂t (µt) ≃ t−1 (pi (µt)− µt), or
∂t (µet) ≃ pi (µet)− µet . It will be proven in Lemma 10 below that
F (ν) = pi(ν)− ν
is a Lipschitz map on P(M) with respect to the total variation metric, so that it induces a
continuous flow Ψ on P(M), solution of
Ψ0(ν) = ν, ∂tΨt(ν) = F (Ψt(ν)) .
Our informal reasoning suggests that, in large times, the trajectory of µ should be a per-
turbation of the flow Ψ. In particular, a possible limit of µ is necessarily an equilibrium of
Ψ. Nevertheless, because of randomness, when µ approaches an unstable equilibrium of Ψ, it
seems unlikely that it stays in its basin of attraction, and the probability to converge to these
equilibrium should be zero. Theorems 2 and 3 below are just a rigorous statement of these
ideas. In order to retrieve the settings of [9], we will restrict this study to interactions given
by a symmetric potential interaction:
Assumption 3. There exists a smooth function W : M×M → R, symmetric (W (x,u) =
W (u,x)) such that, for all ν ∈ P (M), the density of pi(ν) is proportional to exp(−Vν) with
Vν(x) =
∫
W (x,u)ν (du) . (5)
As shown in [9, Section 2.2] (see [9, Proposition 2.9] for details and proofs of the following
assertions), under Assumption 3, the nature (stable or unstable) of the equilibria of Ψ can be
related to the free energy
J(g) :=
1
2
∫
W (x,u)g(x)g(u)dxdu+
∫
g(x) ln g(x)dx,
defined for g ∈ B+1 = {f ∈ C0 (M) , f > 0,
∫
f = 1}. Indeed, Fix (pi) is exactly the set
of probability laws with a a density g ∈ B+1 which is a critical point for J . For such a g,
B0 = {f ∈ C0 (M) ,
∫
f = 0} admits a direct sum decomposition
B0 = Bu0 (g)⊕ Bc0(g) ⊕ Bs0(g)
such that the Hessian D2J(g) is definite negative (resp. null, resp. definite positive) on Bu0 (g)
(resp. Bc0(g), resp. Bs0(g)). The dimensions of Bu0 (g) and Bc0(g) are finite. We say that
ν ∈ Fix (pi) is a non-degenerated fixed point of pi if its density g is such that Bc0(g) = {0}, and
in that case we say it is a sink (resp. a saddle) of Ψ if Bu0 (g) = {0} (resp. 6= {0}).
Theorem 2. Under Assumptions 1, 2 and 3, let ν be a sink of Ψ. Then
P
(
µs −→
s→∞ ν
)
> 0.
6
To treat the case of unstable equilibria, we will add an assumption on the interaction
potential W . We say that a symmetric, continuous function K : M×M → R is a Mercer
kernel if, for all f ∈ L2 (M, dx),∫
K(x,u)f(x)f(u)dxdu > 0.
We refer to [9, Section 2.3] for many examples of such kernels, among which we only recall the
following: if C is a metric space endowed with a probability measure ν, and G :M× C → R
is a continuous function, then
K(x, r) =
∫
C
G(x,u)G(r,u)ν(du) (6)
is a Mercer kernel.
Assumption 4. Assumption 3 holds with W =W+−W−, where both W+ and W− are Mercer
kernels.
Theorem 3. Under Assumptions 1, 2, 3 and 4, let ν be a saddle of Ψ. Then
P
(
µs −→
s→∞ ν
)
= 0.
These three results are not surprising, since they are exactly similar to those of Bena¨ım,
Raimond and Ledoux on the self-interacting diffusion (1). Moreover, the structure of the
proofs are very similar. The differences (and the difficulties specific to our study) are, in a
sense, mostly technical, and come from the fact that the process under scrutiny, instead of
being an elliptic reversible diffusion with nice regularization properties, is a kinetic piecewise
deterministic Markov process, with an hybrid dynamic combining continuous time, continuous
space, continuous moves and discrete jumps.
Still, the proofs of these three theorem follow so closely the works [9, 8] that, instead of
recopying here large segments of the latters for completeness, we made the choice to refer to
them as much as possible when the arguments can be straightforwardly adapted to our case, as
long as it does not alter much the clarity of the whole presentation. That way, the present paper
focuses on what is really different for the SIVJP, which drastically simplifies the presentation,
as many definitions and notations are no more needed. To ease the switching from one work
to the other, we tried to keep the same notations.
1.4 Phase transitions for a toy model
Once the above theoretical results are established, in a second part we turn to the study of a
particular one dimensional case, which is the (circular integrated) telegraph process ([17, 23,
24]). Denoting distT(x, z) = |eix − eiz| for x, z in the one dimensional torus T = R/2piZ, we
consider a quadratic interaction potential
W˜ (x, z) = ρ
(
1
2
dist2T(x, z) − 1
)
= −ρ cos(x− z)
for some ρ ∈ R,
W (x, z) = U(x) + W˜ (x, y) + U(z)
for some smooth potential U on T and, for ν ∈ P (T),
Vν(x) =
∫
W (x,u)ν(du).
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The self-interacting telegraph process (SITP) with exterior potential U , quadratic interaction
and parameters ρ ∈ R and λmin > 0 is then the SIVJP on E = T× {−1, 1} with generator
Lνf(x, y) = y∂xf(x, y) +
(
λmin + (y∂xVν(x))+
)
(f(x,−y)− f(x, y)) ,
where (t)+ = max(0, t) denotes the positive part. As established in [24, Section 1.2], the
invariant measure of Lν is proportional to exp(−Vν)⊗(δ1 + δ−1), so that pi(ν) is proportional to
exp(−Vν). Note that, in view of (6), and regardless of the sign of ρ, the additional Assumption 4
of Theorem 3 is always satisfied. We will establish the following:
Theorem 4. Let (Z,µ) be a SITP with exterior potential U , quadratic interaction and param-
eters ρ ∈ R and λmin > 0. For (a, b) in the unitary disk, define piρ(a, b) ∈ P (T) by
piρ(a, b)(dz) =
e−U(z)+ρ(a cos(z)+b sin(z))∫
e−U(x)+ρ(a cos(x)+b sin(x))dx
dz.
1. If U = 0, then
(i) If ρ 6 2 then µt almost surely converges to the Lebesgue measure on T.
(ii) If ρ > 2 then there exists a deterministic r(ρ) > 0 and a random variable Θ ∈ T such
that µt almost surely converges to piρ (r cosΘ, r sinΘ).
2. If U(z) = − cos(2z), let ρc :=
(∫
cos2 dpiρ(0, 0)
)−1
.
(i) If ρ 6 ρc, then µt almost surely converges to piρ(0, 0).
(ii) If ρ > ρc, then there exists a deterministic a∗(ρ) > 0 and a random variable κ ∈
{−1, 1} (with positive probability to be 1 and to be -1) such that µt almost surely
converges to piρ(κa∗, 0).
3. If U admits a non-degenerated local minimum at a point x0 ∈ T, then for all δ > 0, there
exist ρ0 > 0 such that ρ > ρ0 implies
P
(
lim sup
t→∞
(∫
dist2T(z,x0)µt (dz)
)
< δ
)
> 0.
1.5 Organization of the paper
More examples are given in Section 2. In Section 3 are gathered some results on the Markovian
velocity jump process without interaction. Theorem 1, 2 and 3 are respectively proved in
Section 4.1, 4.2 and 4.3. The case of the quadratic interaction in dimension 1 is adressed in
Section 5, in which the different points of Theorem 4 are proved.
2 Examples
We will present several examples for which the invariant measure of Lν is of the product
form Π(ν) ∝ exp (−Vν) ⊗ q, where q is invariant by rotation and Vν is a smooth function
on M. In other words, for these processes, at equilibrium, the position and the velocity are
independent. This is absolutely not true in a general case of modelling (see, for instance, the
work of Calvez, Raoul and Schmeiser [12]). However, in the case of stochastic algorithms, the
measure exp (−Vν) is a fixed target, and the processes are especially tuned so that Π(ν) be of
this form. In these cases, however, ν 7→ Vν is not of the form (5), namely it is not given by
an interaction potential. Hence, before presenting the dynamics that will allow to sample the
target measure Π(ν), let us explain what is Vν is the case of adaptive algorithms.
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2.1 Adaptive algorithms
Adaptive Biasing Force (ABF) or Potential (ABP) algorithms have been introduced in [13, 19],
in the context of molecular dynamics. We will only present these methods in a simplified
framework, and refer to [21, 3] for a more complete introduction and discussion. The initial
problem is to sample a Gibbs law with a given potential U : Td → R and inverse temperature
β > 0, namely to construct a process (Xt)t>0 such that, for a given observable f ,
1
t
∫ t
0
f(Xs)ds −→
t→∞
∫
f(x)e−βU(x)dx∫
e−βU(x)dx
. (7)
Since U typically admits several local minima separated by energy barriers, a Markov process
which samples the Gibbs law will typically be metastable: the transitions from one minimum
to another will be rare events (especially at low temperature, namely when β is large). This
implies that the convergence (7) is very slow.
For the sake of simplicity, suppose that the system is represented in such a way that the
first coordinate X1 of X is a slow variable, while the other coordinates are fast variables. In
other words, the metastability of the process is mainly due to the metastability of X1, which
is called a reaction coordinate (or a collective variable). In practice, it is not obvious to chose
good reaction coordinates, but we won’t deal with this question here. We call
A(x1) = − 1
β
ln
∫
e−βU(x)dx2, . . . , dxd (8)
the free energy at X1 = x1. It is, in a sense, an effective potential when we only observe
the reaction coordinate: indeed, if X = (X1,X2, . . . ,Xd) is a r.v. with law proportional to
exp (−βU), then the law of X1 is proportional to exp(−βA). Then, to reduce the metastability
of the process, one can sample the law proportional to exp (−β(U −A)), and then correct the
bias by adding an exponential weight in (7):∫ t
0 f(Xs)e
−βA(X1s )ds∫ t
0 e
−βA(X1s )ds
−→
t→∞
∫
f(x)e−A(x1)e−β(U−A)(x)dx∫
e−βA(x1)e−β(U−A)(x)dx
=
∫
f(x)e−βU(x)dx∫
e−βU(x)dx
. (9)
We say that the metastability is reduced for the following reason: if X is a r.v. with law
exp (−β(U −A)), then X1 is uniform on T, which means it is not metastable (there are no
energy barriers. In other words, the first coordinate is forced to explore all its different levels).
However, it is not possible to sample the Gibbs law with potential U − A, since it is not
possible to compute A. Indeed, (8) implies an integration over a space of dimension d−1, where
d is typically large. The idea of adaptive algorithms is to learn A on the fly, by calculating
the integral in (8) through an MCMC method, namely thanks to the trajectory of a stochastic
process X, and to use, simultaneously, this computation to defined biased dynamics for X.
There are different algorithms to do so, among which we will only present the ABP and ABF
ones, which enters the framework of the present paper.
The difference between ABP and ABF method is that, in the first one, the target is A,
while in the second, the target is ∂x1A. In ABP, typically, we set
Aν(z) = − 1
β
ln
∫
K(z,x1)ν(dx),
where K is a smooth approximate identity, say K(z,x) = (
√
2piε)−1 exp
(− 12ε |z − x|2) for a
small ε > 0. In ABF we use that the gradient of the genuine free energy A is
∂x1A(x1) =
∫
∂x1U(x)e
−βU(x)dx2, . . . , dxd∫
e−βU(x)dx2, . . . , dxd
9
and set
Aν(z) = argmin
f∈H1(T), ∫ f=0
∫
|∂x1U(x)− ∂x1f(z)|2K(z,x1)ν(dx).
In both the ABP and ABF cases, set Vν(x) = U(x)−Aν(x1). As noted in [21] (in the case of
a mean-field interaction rather than a self-interaction), since the bias only concerns the first
variable X1, the conditional laws L(X2, . . . ,Xd|X1 = x1) when X follows exp(−βVν) do not
depend on ν. From this, it is not difficult to see that, in the ideal case where K(z, ·) is a Dirac
mass at z, the unique fixed point ν∗ of ν 7→ C−1ν exp (−βVν) (where Cν is the normalisation
constant) is proportional to exp (−β(U −A)). In other words, ν∗ is such that Aν∗ = A. As
a consequence of Theorem 1, a SIVJP such that pi(ν) ∝ exp (−βVν) will be such that Aµt
converges to A as t goes to infinity.
This is rigorously proven in [4, 15], with a slight modification: the potential used in the
dynamics is Aµ˜t where µ˜t is not the occupation measure of the process, but an unbiased
occupation measure
µ˜t =
∫ t
0 δXse
−βAνs (Xs)ds∫ t
0 e
−βAνs (Xs)ds
such as used in (9). This makes the proofs simpler, since in that case, everything works as if
pi(ν) ∝ exp(−βU) for all ν. Nevertheless, it is not clear whether this unbiasing is useful in
practice. Yet, to study the non-unbiased case, some difficulties arise when the kernel K is not
a Dirac mass, which is necessarily the case in order for Aµt to make sense since µt is a singular
probability (at least when the dimension of the reaction coordinate is greater than one). The
question to prove the convergence of the algorithm (and to characterise its limit) in the case
of the non-unbiased occupation measure µt is a current topic of research for Bre´hier, Bena¨ım
and the author.
2.2 More general one-dimensional processes
We consider the generator on T× R
Lf(x, y) = y∂xf(x, y) + λ
ν(x, y) (f(x,−y)− f(x, y)) + r
∫
(f(x, v)− f(x, y)) p(dv),
where p is an even function and r > 0. The first jump term, with rate λν(x, y), is called a
bounce: depending on its environment, the process decides to turn back, without changing
its scalar velocity. The second term, at rate r, is a refreshment: independently from its
environment, the process choses a whole new velocity. If we suppose that the typical distance
covered by the process between two bounces should be independent from the scalar velocity
|y|, then the bounce rate should be of the form λν(x, y) = |y|λνsign(y)(x) where λν+ and λν− are
two different rate of jumps. In that case,
Vν(x) :=
∫ x
0
(
λν+(z)− λν−(z)
)
dz
is such that y∂xVν(x) = λ
ν(x, y)−λν(x,−y). This implies that Π(ν) ∝ exp(−Vν)⊗p, as it can
be checked with an integration by parts that for all smooth f ,∫
Lνf(x, y)e−Vν(x)dxp(dv) = 0.
Then, Assumptions 1 and 2 hold as soon as the support of p is compact, and∥∥λν1+ − λν2+ ∥∥∞ + ∥∥λν1− − λν2− ∥∥∞ 6 CdTV (ν1, ν2)
for some C > 0.
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2.3 First example on Td
For a given ν ∈ P(Td) 7→ Vν ∈ C1(Td) and a rotation-invariant q ∈ P
(
R
d
)
, let us describe
Lν the generator of a velocity jump process such that Π(ν) ∝ exp (−Vν) ⊗ q, and such that
Assumptions 1 and 2 hold. The condition on the equilibrium of Lν is equivalent to say that
for any f ∈ C∞ (Td × Rd), ∫
Lνf(x, y)e−Vν(x)dxq(dy) = 0.
After an integration by parts, this equivalent to say that λν and hν are (weak) solutions of
((y · ∇Vν(x))− λν(x, y)) q(y) +
∫
λ(x, v)hν(x, v, y)q(dv) = 0. (10)
There are many possibilities. For instance, let
λν1(x, y) = |y||∇Vν(x)|+ (y · ∇Vν(x)) ,
and let Hν1 (x, y, ·) be the uniform law on the sphere of radius |y|, in other words
Hν1 f(x, y) =
∫
Sd−1
f(x, |y|θ)dθ.
Then λν1 > 0 and, in a weak sense,∫
v · ∇Vν(x)hν1(x, v, y)q(dv) = 0
and ∫
|v||∇Vν(x)|hν1(x, v, y)q(dv) = |y||∇Vν(x)|
∫
hν1(x, v, y)q(dv) = q(y),
where we used that hν(x,−v, y) = hν(x, v, y), and twice that q is rotation invariant. This
means that (10) holds. More generally, this would still hold true if we had considered
λν1(x, y) = a(x, |y|) + (y · ∇Vν(x)) ,
with an arbitrary function a such that a(x, |y|) > |y · ∇Vν(x)| for all x, y.
On the other hand, if we consider the generator
Lν1f(x, y) = y · ∇xf(x, y) + λν1(x, y) (Hν1 f(x, y)− f(x, y)) ,
the scalar velocity of the associated Markov process (i.e. |Y |) is constant (since it is fixed by
both the free transport and the jumps). As a consequence, except if q is the uniform law on a
sphere, the process is not ergodic with respect to Π(ν). But then, as in [24, 11], we can add a
second jump mechanism, namely set
Lνf(x, y) = Lν1f(x, y) + λ¯
(∫
f(x, v)q(dv)− f(x, y)
)
for a fixed λ¯ (which obviously leaves Π(ν) invariant), in other words set
λν(x, y) = λν1(x, y) + λ¯
Hν(x, y) =
λν1(x, y)
λν1(x, y) + λ¯
Hν1 +
λ¯
λν1(x, y) + λ¯
q.
Now, suppose that |∇Vν | is bounded uniformly over ν ∈ P
(
T
d
)
(which is true for an interaction
potential of the form (5) or such as described in Section 2.1), and that the support of q is
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compact (for instance, q could be the uniform law on a sphere, a ball, a ring, or a truncated
Gaussian law). Then Assumption 1 holds.
Suppose, moreover, that there exists C > 0 such that for all ν1, ν2 ∈ P(Td),
‖∇Vν1 −∇Vν2‖∞ 6 CdTV (ν1, ν2)
(again, this is clear in the case (5) and in the ABP case presented in Section 2.1, while the
ABF case requires a little work, see [15]). Then Assumption 2 holds (note that Hν11 = H
ν2
1 ),
and Theorem 1 holds.
In the case of attractive interaction, the arguments of Section 5.4 may be straightforwardly
adapted to the multi-dimensional settings (see also [29]). This means that, in that case, if
Vν(x) =
∫
(U(x) + ρW (x, z) + U(z)) ν(dz)
with z = x being the unique global minimum of z 7→ W (z,x), then for any non-degenerate
local minimum of the external potential U , for all δ > 0, there exist ρ0 > 0 such that ρ > ρ0
implies
P
(
lim sup
t→∞
(∫
|z − x0|2µt (dz)
)
< δ
)
> 0.
2.4 Second example on Td
As we noted, equation (10) admits many solutions, and the ones proposed above are different
from the process studied in [26, 24, 11]. Let us now briefly recall the definition of the latter,
explain why it does not enter our framework and discuss the difficulties which arise from its
study.
Set
λν1(x, y) = (y · ∇U(x))+
Hν1 f(x, y) = f (x,Rν(x, y))
where
Rν(x, y) = y − 2 y∇Vν(x)|∇Vν(x)|2∇Vν(x)
is the reflection of y with respect to Vν(x). Then, (10) holds (see [24, Section 1.4]). As in the
previous section, the scalar velocity is unchanged when the process jumps, but then another
jump mechanism can be added. Finally, we set
λν(x, y) = λν1(x, y) + λ¯
Hν(x, y) =
λν1(x, y)
λν1(x, y) + λ¯
Hν1 +
λ¯
λν1(x, y) + λ¯
q
for some constant λ¯ > 0. With this definition, exp(−Vν)⊗ q is invariant for Lν and, under the
same assumptions on ν 7→ Vν that in the previous section, Assumption 1 holds, and
‖λν1 − λν2‖∞ 6 CdTV (ν1, ν2)
for some C > 0. Nevertheless, the second part of Assumption 2 does not hold. Indeed, note
that Hν1 is a Dirac measure, so that
dTV (H
ν1
1 (x, y),H
ν2
1 (x, y)) = 1
12
as soon as Rν1(x, y) 6= Rν2(x, y), which may be true for dTV (ν1, ν2) arbitrarily small.
To avoid this problem, we could try to work with a different metric on P (Td), for instance
a Wasserstein one. Recall that the W1 Wasserstein distance is
W1 (ν1, ν2) := inf {E (|V1 − V2|) , Law(Vi) = νi, i = 1, 2} .
We may establish a bound
|Rν1(x, y)−Rν2(x, y)| 6
C
|∇Vν1 | ∧ |∇Vν2 |
W1(ν1, ν2).
The term |∇Vν1 |∧ |∇Vν2 | is not necessarily a real problem. This means we may have something
like
|(λν11 ∧ λν21 ) (Hν11 f −Hν21 f)| 6 CW1(ν1, ν2)‖∇yf‖∞.
Is this estimate useful ? If we try to follow the proof of Theorem 1, in the proof of Lemma 10,
when coupling two processes (respectively associated with Lν1 and Lν2), at a jump time, even
if both jump simultaneously, the new velocities are slightly different. Thus, even if the coupling
is still a success at some time t, the two processes have drifted away one from the other. Hence,
we may obtain a bound of the form
‖P ν1t f − P ν2t f‖∞ 6 C(t) (‖f‖∞ + ‖∇f‖∞)W1(ν1, ν2).
for some locally finite function C, which is not a problem by itself. But then in the proof of
Lemma 11 (as it is for now) we would need to control ‖∇Qνf‖∞, where Qνf =
∫∞
0 Ptfdt. It is
unclear whether it is possible, since the semi-group has no regularisation property, and is not
a contraction of the Wasserstein space.
For now, we haven’t find a way to prove Theorem 1 for this process.
2.5 Isotropic interaction on the sphere
The unit tangent bundle of the sphere Sd−1 (d > 2) may be seen as
E =
{
(x, y) ∈ R2d, |x| = |y| = 1, y · x = 0
}
.
In that case,
ϕt(x, y) = (x cos(t) + y sin (t) ,−x sin(t) + y cos(t))
and, for f ∈ C∞ (R2d),
Df(x, y) = lim
t→0
f (ϕt(x, y))− f(x, y)
t
= y · ∇xf(x, y)− x · ∇yf(x, y).
For ν ∈ P(Sd−1), let Vν(x) =
∫
W (x, z)ν(dz), with a smooth interaction potential W which is
rotation invariant, namely W (Rx,Ry) =W (x, y) for any rotation R of Sd−1. By analogy with
the torus case of Section 2.3, suppose that the jump rate only depends on y · ∇Vν(x), namely
that λν(x, y) = ψ(y · ∇Vν) for some continuous, positive function ψ, and suppose moreover
that for all (x, y) ∈ E , the jump kernel Hν(x, y) is uniform over Sd−2x = {v ∈ Sd−1, x · v = 0}.
Then Assumptions 1 and 2 holds.
Contrary to the torus case, the invariant measure of Lν = D + λν(Hν − I) is not explicit,
except for one case. Indeed, denote ν0 the uniform law over S
d−1. Since W and ν0 are rotation
invariant, x 7→ Vν0 is constant, so that y · ∇Vν0(x) = 0 for all (x, y) ∈ E , and
Lν0f(x, y) = Df(x, y) + ψ(0)
(∫
S
d−2
x
f(x, v)dv − f(x, y)
)
.
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The invariant measure of Lν0 is the uniform measure over E . Indeed, the latter is left invariant
both by ϕt for all t > 0 and by the jump part of L
ν0 . As a consequence, pi(ν0) = ν0, in other
words ν0 ∈ Fix(pi).
If (Zt,µt)t> is a SIVJP on E with generator Lν , even for particular choices of ψ, it is not
clear whether P (µt → ν0) is 1, positive or zero; whether Fix(pi) is reduced to ν0 or not and,
if it is not, if ν0 is a sink for the deterministic asymptotic flow Ψ on P(M). We leave this
question for further work.
3 Preliminary results without self-interaction
In this section, we study, for a fixed ν, the Markov semi-group (P νt )t>0 with generator
Lνf(x, y) = Df(z) + λν (z) (Hνf(z)− f(z)) . (11)
3.1 Equilibrium
The ergodicity of the process will be established by usual coupling arguments, very similar
to [24, Lemma 5.2]. Nevertheless, as we wish to obtain estimates which are uniform over
ν ∈ P (M), we will use a reference dynamics which does not depend on ν. Let λmin and c be
given by Assumption 1, which is enforced in all this section. Set λ0 = cλmin,
H0f(x, y) =
∫
f(x, rθ)p(dr)dθ,
L0f(z) = Df(z) + λ0
(
H0f(z)− f(z)) ,
and (P 0t )t>0 be the Markov semi-group associated with L
0. Then, we can decompose
Lνf(z) = L0f(z) + λ˜ν(z)
(
H˜νf(z)− f(z)
)
,
where
λ˜ν(z) = λν(z)− cλmin
H˜νf(z) =
λν(z)− λmin
λν(z)− cλminH
νf(z) +
(1− c)λmin
λν(z)− cλmin
(Hν − cH0)f(z)
1− c .
From Assumption 1, λ˜ν > 0, and (1 − c)−1(Hν − cH0)f(z) (hence H˜ν) is a Markov operator.
From this decomposition, we get the following:
Lemma 5. For all positive f ∈ L∞ (E), ν ∈ P (M), t > 0 and z ∈ E,
P νt f(z) > e
−λmaxtP 0t f(z).
Proof. Let (Z ′t)t>0 be a Markov process with generator L0 and Z ′0 = z, so that P 0t f(z) =
E (f(Z ′t)). Let E be a standard exponential random variable, independent from Z ′, and
T = inf
{
t > 0, E <
∫ t
0
λ˜ν(Z ′s)ds
}
.
Set Zt = Z
′
t for t < T , and draw ZT according to the law H˜(Z
′
T ). For t > T , let Z evolve
according to the Markov dynamics with generator Lν , independently from Z ′. Then Z is a
Markov process with generator Lν and Z0 = z, so that
P νt f(z) = E (f(Zt))
= P (E > λmaxt)E (f(Zt) | E > λmaxt) + P (E 6 λmaxt)E (f(Zt) | E 6 λmaxt)
> e−λmaxtE (f(Zt) | E > λmaxt) .
Note that E > λmaxt implies that t < T , hence Zt = Z
′
t. Since E is independent from Z
′
t,
E (f(Zt) | E > λmaxt) = P 0t f(z).
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The next step is a Doeblin minoration condition for P 0:
Lemma 6. There exist t0,κ > 0 such that for all positive f ∈ L∞ (E),
P 0t0f(z) > κ
∫
f(u, v)p(dr)dθdu := κ
∫
f(z)m0(dz),
where du stands for the uniform law on M.
Proof. Adapting the proofs of [7, Proposition 2.2 and Theorem 6.2], we get that P 0 is a Feller
semi-group and that, for ε ∈ [ε0, 2ε0] for a fixed small ε0 > 0, for all x ∈M, there exist δ,κ > 0
such that for all positive f ∈ L∞ (E),∫
P 0ε f(x, rθ)p(dr)dθ > κ
∫
Bx(δ)
(∫
f(u, rθ)p(dr)dθ
)
du,
where Bx(δ) is the ball in M centered at x with radius δ. By density, we can restrict to
continuous functions f , from which we get that this inequality holds with κ, δ > 0 which are
uniform over x ∈ M and ε ∈ [ε0, 2ε0]. Hence, for n ∈ N large enough, there exist κn > 0 such
that, for all x ∈ M, ε ∈ [ε0, 2ε0] and positive f ,∫
P 0nεf(x, rθ)p(dr)dθ > κn
∫
f(u, rθ)p(dr)dθdu.
For a given z ∈ E , consider (Zt)t>0 a process with generator L0 and Z0 = z, and t1 its first
jump time. Then, for t > 2nε0,
P 0t f(z) = E (f(Zt))
> P (t− 2nε0 6 t1 6 t− nε0)E (f(Zt) |t− 2nε0 6 t1 6 t− nε0 )
=
∫ t−nε0
t−2nε0
(∫
P 0t−sf
(
ϕ(1)s (z), rθ
)
p(dr)dθ
)
λ0e−λ0sds
> κn
(
e−λ
0(t−2nε) − e−λ0(t−nε)
)∫
f(z)m0(dz),
which concludes
Proposition 7. There exist C1, ρ > 0 such that for all m1,m2 ∈ P (E), ν ∈ P (M) and t > 0,
dTV (m1P
ν
t ,m2P
ν
t ) 6 C1e
−ρtdTV (m1,m2) .
Proof. From Lemmas 5 and 6, there exist t0,κ > 0 such that for all ν ∈ P (M) and z ∈ E ,
P νt0f(z) > κ
∫
f(z)m0(dz), (12)
so that R˜ = (1− κ)−1(Pt0 − κm0) is a Markov operators.
Let (Z10 ,Z
2
0 ) be an optimal coupling of (m1,m2), in the sense that Z
i
0 ∼ mi for i = 1, 2 and
that
P
(
Z10 6= Z20
)
= dTV (m1,m2).
Let U0, U1 and U2 be random variables with respective laws m0, δZ10 R˜ and δZ10 R˜. With
probability κ, set Z11 = Z
2
1 = U0. Else (with probability (1−κ)), if Z10 = Z20 , set Z11 = Z21 = U1,
and if Z10 6= Z20 , set Z11 = U1 and Z21 = U2. Thus, Z11 ∼ m1P νt0 and Z21 ∼ m2P νt0 , and
dTV
(
m1P
ν
t0 ,m2P
ν
t0
)
6 P
(
Z11 6= Z21
)
6 (1− κ)dTV (m1,m2) .
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On the other hand, the Markov property of P νt , for all t > 0, implies that
dTV (m1P
ν
t ,m2P
ν
t ) 6 dTV (m1,m2) ,
so that the semi-group property of P ν yields
dTV (m1P
ν
t ,m2P
ν
t ) 6 (1− κ)⌊t/t0⌋dTV (m1,m2) .
Lemma 8. For all ν ∈ P (M), the Markov semi-group P ν admits a unique invariant measure
Π(ν) ∈ P (E), whose first marginal pi(ν) ∈ P (M) admits a positive density wih respect to the
Lebesgue measure on M.
Proof. Let t > 0 be large enough so that, from Proposition 7, P νt is a contraction of P (E)
(which, endowed with the total variation metric is a Banach space). By the Banach fixed-point
Theorem, there exists a unique m ∈ P(E) such that mP νt = m and, from the semi-group
property of P ν and the uniqueness of m, mP νs Pt = mP
ν
s implies that mP
ν
s = m for all s > 0.
To prove that the first marginal of this invariant measure m admits a density with respect
to the Lebesgue measure, following [7, Proposition 5.9], we will consider the embedded chain
associated to the continuous-time process. More precisely, by writing
Lνf = Df + λmax
(
Ĥνf − f
)
with
Ĥνf(x, y) =
λν
λmax
Hνf +
(
1− λ
ν
λmax
)
f ,
we consider an alternative construction of the process: the jumps occur at constante rate λmax,
with kernel Ĥν . In other words, we add phantom jumps at rate λmax − λν , at which nothing
happens. Let
P˜ νf(x, y) =
∫ ∞
0
Ĥνf (ϕs(x, y))λmaxe
−λmaxsds = E (f(ZT ))
where Z is a Markov process with generator Lν with Z0 = (x, y) and T is its first jump time
(with possible phantom jumps). If (X,Y ) follows the law P˜ ν(x, y), then X = ϕ
(1)
T (x, y) where
T is an exponential variable with parameter λmax. In particular, if a law n ∈ P(E) admits a
first marginal which admits a density with respect to the Lebesgue measure, so does nP˜ ν .
Following [7, Proposition 5.2] (see also [14, Theorem 34.31, p.123]), P˜ ν admits a unique
invariant measure m˜, and m = m˜P˜ ν . Hence, it is sufficient to prove that the first marginal of
m˜ admits a density.
Note that, for a positive f , under Assumption 1,
P˜ νf(x, y) > c
λmin
λmax
∫ ∞
0
∫
f
(
ϕ(1)s (x, y), rθ
)
p(dr)dθλmaxe
−λmaxsds,
from which it is clear that, for k large enough, there exists κk > 0 such that for all z ∈ E ,(
P˜ ν
)k
f(z) > κk
∫
f(z)m0(z).
For n ∈ P (E), if Law(X,Y ) = n, denote n1 = Law(X) and nx = Law(Y |X = x), so
that n = n1nx. Decomposing n1 = pn1,ac + (1 − p)n1,⊥ with n1,ac (resp. n1,⊥) absolutely
continuous (resp. singular) with respect to the Lebesgue measure on M, set nac = n1,acnx
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and n⊥ = n1,⊥nx. We call p the mass of the continuous part of n1, which is uniquely defined.
Then,
m˜1 =
∫
m˜dy =
∫
m˜
(
P˜ ν
)k
dy >
∫ (
pm˜ac
(
P˜ ν
)k
+ (1− p)κm0
)
dy,
which implies that the mass of the continuous part of m˜1, which is p, is at least p+ (1 − p)κ,
so that p = 1.
Finally, the fact that the density of pi(ν) is positive is a consequence of the minoration (12)
which gives
pi(ν) =
∫
Π(ν)dy =
∫
Π(ν)P νt0dy > κ
∫
m0dy = κdu
with du the uniform law on M.
Let Kνf = f − Π(ν)f denote the orthogonal projection operator (in L2 (Π(ν))) on the
orthogonal of the constant functions. Since
P νt K
νf(z) = δzP
ν
t K
νf −Π(ν)P νt Kνf ,
Proposition 7 immediatly yields
Lemma 9. For all t > 0, ν ∈ P (M) and f ∈ L∞(E),
‖P νt Kνf‖∞ ≤ C1e−ρt‖Kνf‖∞.
In particular, the operator
Qνf := −
∫ ∞
0
P νt Kνfdt
is well-defined for f ∈ L∞(E) and satisfies
‖Qνf‖∞ ≤ C1
ρ
‖f‖∞. (13)
When f is in the domain of L, ∂tP
ν
t f = P
ν
t L
νf = LνP νt f for all t ≥ 0, and
LνQνf = QνLνf = −
∫ ∞
0
∂tP
ν
t K
νfdt = Kνf .
In other words, for all g ∈ L∞(E) with ∫ gdΠ(ν) = 0, the solution of the Poisson equation
Lνf = g is given by f = Qνg.
3.2 Dependency on ν
We keep the notations of the previous section. In this subsection, both Assumptions 1 and 2
are enforced.
Lemma 10. There exist C > 0 such that for all t ≥ 0, ν1, ν2 ∈ P (M) and f ∈ L∞(E),
‖P ν1t f − P ν2t f‖∞ 6 Ct‖f‖∞dTV (ν1, ν2)
‖Kν1f −Kν2f‖∞ 6 C‖f‖∞dTV (ν1, ν2)
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Proof. For z1, z2 ∈ E2, we denote by H(z1, z2) the law of an optimal coupling of Hν1(z1)
and Hν2(z2), which means that, if (Z
1,Z2) ∼ H(z1, z2), then Zi ∼ Hνi(zi) for i = 1, 2 and
P
(
Z1 6= Z2) = dTV (Hν1(z1),Hν2(z2)). We denote
(Hν1 ⊗ I) f((x1, y1), z2) =
∫
f ((x1, v), z2) h
ν1(x1, y1, dv),
similarly for I ⊗Hν2 , and
(D ⊗D)f(z1, z2) = lim
t→0
f (ϕt(z1),ϕt(z2))
t
.
For z ∈ E , let
(
Zt, Z˜t
)
t>0
be the Markov process on E2 starting at
(
Z0, Z˜0
)
= (z, z) and
with generator
Lf = (D ⊗D)f + (λν1 ∧ λν2) (Hf − f)
+ (λν1 − (λν1 ∧ λν2))+ ((Hν1 ⊗ I) f − f)
+ (λν2 − (λν1 ∧ λν2))+ ((I ⊗Hν2) f − f) .
As can be seen by checking that Lf = Lνif whenever f depends only on zi, i = 1 or 2, the
first marginal Z (resp. the second marginal Z˜) is a Markov process associated to Lν1 (resp.
Lν2), so that
|P ν1t f(z)− P ν2t f(z)| =
∣∣∣E(f (Zt)− f (Z˜t))∣∣∣
6 ‖f‖∞P
(
Zt 6= Z˜t
)
.
The dynamic given by L ensures that, as much as possible, both processes jump simultaneously
and that, when they do so, the probability that they take the same velocity is as high as possible.
For the sake of simplicity, by adding phantom jumps as in the proof of Lemma 8, we write
Lf = (D ⊗D)f + λmax
(
Ĥf − f
)
.
Assumption 2 implies that there exists C > 0 such that, for all z ∈ E , if (Z1,Z2) ∼ Ĥ(z, z),
then P
(
Z1 6= Z2) 6 CdTV (ν1, ν2).
At time t = 0, Zt = Z˜t, and this remains true at least up to the fist (possibly phantom)
jump time T1, which is an exponential r.v. with parameter λmax. At time T1, independently
from T1, there is a probability at least 1−CdTV (ν1, ν2) that ZT1 = Z˜T1 , and thus the processes
stay equal up to the next jump time T2, and so on. Conditionnaly to Kt the number of jumps
between times 0 and t, the probability that the processes haven’t split yet at time t is greater
than (1− CdTV (ν1, ν2))Kt+ . Since Kt follows a Poisson law with parameter λmaxt,
P
(
Zt 6= Z˜t
)
6 1− E
(
(1− CdTV (ν1, ν2))Kt+
)
6 1− e−CdTV (ν1,ν2)λmaxt,
which concludes the proof of the first assertion.
As far as the second one is concerned, write
Kν1f(z)−Kν2f(z) = Π(ν1)Kν2f
= Π(ν1)L
ν2Qν2f
= Π(ν1) (L
ν2 − Lν1)Qν2f ,
where we used that, Π(ν1) being invariant for L
ν1 , Π(ν1)L
ν1 = 0. From Assumption 2 and the
bound (13), there exists C > 0 such that
| (Lν2 − Lν1)Qν2f | 6 C‖Qν2f‖∞dTV (ν1, ν2) 6 ρ−1C1C‖f‖∞dTV (ν1, ν2) .
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Lemma 11. There exists C2 > 0 such that for all ν1, ν2 ∈ P (M) and f ∈ L∞(E),
‖Qν1f −Qν2f‖∞ 6 C2‖f‖∞dTV (ν1, ν2) .
Proof. Using that ∫ ∞
t
P νs K
νfds =
∫ ∞
0
P νt+sK
νfds = P νt K
νQνf ,
we decompose, for any t > 0,
Qν2f −Qν1f =
∫ t
0
[(P ν1s − P ν2s )Kν1f + P ν2s (Kν1 −Kν2)] fds+ P ν1t Kν1 (Qν1 −Qν2) f
+ (P ν1t − P ν2t )Kν1Qν2f + P ν2t (Kν1 −Kν2)Qν2f .
Lemmas 9 (with t large enough so that C1e
−ρt < 12 ) and 10 thus yield, for some C,
‖Qν1f −Qν2f‖∞ 6 1
2
‖Qν1f −Qν2f‖∞ + C‖f‖∞dTV (ν1, ν2) ,
which concludes.
4 The limiting flow
4.1 Asymptotic pseudotrajectory
Let (fk)k∈N be a sequence of C∞ functions on M which is dense in the unitary ball of C0 (M)
(endowed with the uniform metric) and for ν1, ν2 ∈ P (M) let
dw (ν1, ν2) =
∑
k∈N
1
2k
|ν1f − ν2f |,
which is a metric that induces the weak topology on P (M). Then a continuous function ξ
from R+ to P (M) is called (see [6]) an asymptotic pseudotrajectory for the flow Ψ if for all T ,
sup
06h6T
dw (ξ(t+ h),Ψh (ξ(t))) −→
t→∞ 0.
Proposition 12. Let (Zt,µt)t≥0 be a SIVJP and ζt := µet. Under Assumptions 1 and 2, ζ is
an asymptotic pseudotrajectory for Ψ.
Proof. Following the proof of [8, Theorem 3.6, parts (i)(b) and (ii)], Proposition 12 ensues
from Proposition 13 below.
Let us first remark Theorem 1 is deduced from this result:
Proof of Theorem 1. The fact that Proposition 12 implies Theorem 1 is proved in [9, Section 4].
More precisely, according to [8, Theorem 3.7], the limit set of an asymptotic pseudotrajectory
has the property to be attractor free (see [8, Section 3.3] for the definition), and the proof of
[9, Theorem 2.4] (which is exactly Theorem 1) only relies on this property and on the flow Ψ,
the latter being exactly the same in our case than in the work of Bena¨ım and Raimond.
Consider a SIVJP (Zt,µt)t≥0 = (Xt,Yt,µt)t≥0 and let ζt = µet . Set
εt(s) =
∫ t+s
t
(
δX(eu) − pi (ζu)
)
du =
∫ et+s
et
δXu − pi (µu)
u
du,
which is a signed measure on M.
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Proposition 13. Under Assumptions 1 and 2, there exists a constant C3 such that for all
f ∈ C∞ (M) and T , t, δ > 0,
P
(
sup
0≤s≤T
|εt(s)f | > δ
∣∣∣∣∣ Fet
)
6
C3e
−t
δ2
‖f‖2∞. (14)
Proof. Let f ∈ C∞ (M), which we abusively amalgamate as a function on E by f(x, y) := f(x)
so that, using the notations of Section 3, we get
εt(s)f =
∫ et+s
et
Kµuf(Zu)
u
du = −
∫ et+s
et
LµuQµuf(Zu)
u
du.
Let Ft(z) =
1
tQ
µtf(z), and note that z 7→ Ft(z) is C∞. On the other hand, 1 < t 7→ Ft(z) is
Lipschitz: indeed, from Lemma 11,
|Qµt+sf −Qµtf | 6 C2‖f‖∞dTV (µt+s , µt)
6 C2‖f‖∞ s
r + t+ s
where we used that µt+s =
r+t
r+t+sµt +
s
r+t+s
(
1
s
∫ t+s
t δXudu
)
. Together with (13), that means
t 7→ Ft(z) is almost everywhere differentiable with
|∂tFt(z)| 6
C2 +
C1
ρ
t2
‖f‖∞.
Itoˆ’s formula reads∫ t
s
LµuFu(Zu)du = Ft(Zt)− Fs(Zs)−
(
Mt −Ms +
∫ t
s
(∂uFu) (Zu)du
)
,
where Mt −Ms is a martingale with quadratic variation∫ t
s
Γµu (Fu) (Zu)du 6 λmax
(
C1
ρ
‖f‖∞
)2(1
s
− 1
t
)
.
From Doob’s inequality, it means that for any T , δ, t > 0,
P
(
sup
0≤s≤T
|Met+s −Met | > δ
∣∣∣∣∣ Fet
)
6
λmax
(
C1
ρ ‖f‖∞
)2
δ2et
.
On the other hand,
|Fet+s(Zet+s)− Fet(Zet)| ≤
2C1
ρ
e−t‖f‖∞
and ∥∥∥∥∥
∫ et
et+s
(∂uFu) (Zu)du
∥∥∥∥∥
∞
≤
(
C2 +
C1
ρ
)
e−t‖f‖∞.
Altogether, if t and δ are such that
(
C2 + 3
C1
ρ
)
e−t‖f‖∞ 6 δ2 then
P
(
sup
0≤s≤T
|εt(s)f | > δ
∣∣∣∣∣ Fet
)
6 P
(
sup
0≤s≤T
|Met+s −Met | >
δ
2
∣∣∣∣ Fet
)
6
C3e
−t
δ2
‖f‖2∞
for some C3. On the other hand a similar bound obviously holds when
(
C2 + 3
C1
ρ
)
e−t‖f‖∞ >
δ
2 since a probability is always less than 1 < e
t < et
(
2
δ
(
C2 + 3
C1
ρ
)
e−t‖f‖∞
)2
.
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4.2 Convergence toward sinks
In this subsection, Assumptions 1, 2 and 3 are enforced. The two following Lemmas do not
require any specific new argument with respect to the work of Bena¨ım and Raimond:
Lemma 14. There exists a constant C4 such that for all T , t > 0 and δ ∈ (0, 1),
P
(
sup
0≤s≤T
‖Vεt(s)‖∞ > δ
∣∣∣∣∣ Fet
)
6
C4e
−t
δ3
. (15)
Proof. This is a corollary of Proposition 13, as proved in [9, Lemma 5.3].
Proposition 15. Let ν be a sink of Ψ. Then there exist an open neighbourhood U of Vν in(C0 (M) , ‖ · ‖∞) and T , δ > 0 such that for all t > T ,
P
(
µs −→
s→∞ ν
)
>
(
1− C4e
−t
δ3
)
P (∃ s > t s.t. Vµs ∈ U)
Proof. The proof is similar to the one of [9, Lemma 5.4], namely from (15) is obtained a similar
estimate (see [9, Lemma 5.2]) which, together with [1, Theorem 7.3], yields Proposition 15.
From Proposition 15 to Theorem 2, only a control argument is missing according to which
the probability to be in the neighbourhood U is positive for large times. This is done in the
following, which concludes the proof of Theorem 2:
Proposition 16. Let ν ∈ P (M) and U be an open neighbourhood of Vν in C0 (M). Then
there exists T > 0 such that for all t > T ,
P (Vµt ∈ U) > 0.
Proof. For a continuous function ω : R+ →M, we denote
Vω,t,r(x) =
1
r + t
∫ t
0
W (x,ω(s))ds+
r
r + t
∫
W (x,u)µ0(du).
For t, c > 0, we denote by Gt,c the set of continuous trajectory on M of length t which are
piecewise geodesic (with a finite number of jumps) with constant scalar speed equal c.
We claim that it is sufficient to construct for any t large enough and any x0 ∈ M a trajectory
ω ∈ Gt,c, where c > 0 is in the support of the probability p given in Assumption 1, which starts
at x0 and such that Vω,t,r ∈ U . Indeed, if we have such a trajectory, for any ε > 0 there is a
positive probability that a SIVJP with initial position x0 stays at distance less than ε from the
deterministic ω up to time t. For ε small enough, it implies Vµt ∈ U . So let us construct such
an ω, for fixed c > 0 and x0 ∈ M.
Let ε > 0, and let N ∈ N and (xi)i∈J1,NK ∈ MN be such that the balls Bi(ε) of center xi
and radius ε cover M and such that there exist weights (pi)i∈J1,NK with
∑
pi = 1 such that
sup
x∈N
∣∣∣∣∣
∫
V (x,u)ν(du)−
N∑
i=1
V (x,xi)pi
∣∣∣∣∣ 6 ε.
For each i and for any arbitrary time ti > 0, there exists small loops ωi ∈ Gti,c with ωi(0) =
ωi(ti) = xi and such that ω(s) ∈ Bi(ε′) for all s ∈ [0, ti], where ε′ is chosen small enough
so that Bi(ε
′) ∩ Bj(ε′) = ∅ for i 6= j. Similarly, there exist t0 > 0 and ω0 ∈ Gt0,c with
ω0(0) = ω0(t0) = x0 and such that for all i ∈ J1,NK there exists at least one time si ∈ [0, t0]
with ω0(si) = xi. Loops can be added to ω0 in the following way: set ω˜0(s) = ω0(s) up to time
si, set ω˜0(si + s) = ωi(s) for s ∈ [0, ti], and set ω˜0(si + ti + s) = ω0(si + s) for s ∈ [0, t − si].
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That way, for any by adding to ω0 an arbitrary number of loops of arbitrary lengths, we can
construct ω ∈ Gt,c for some t > 0 such that
sup
i∈J1,NK
∣∣∣∣1t
∫ t
0
1ω(s)∈Bi(ε′)ds− pi
∣∣∣∣ 6 ε.
Note that, for all x ∈ M,∣∣∣∣∣1t
∫ t
0
W (x,ω(s))ds−
N∑
i=1
(
1
t
∫ t
0
1ω(s)∈Bi(ε′)ds
)
W (x,xi)
∣∣∣∣∣ 6 ‖∂uW‖∞ε′.
All this shows that there exist t0 > 0 and ω ∈ Gt0,c which starts and ends at x0 and such
that Vω,t0,0 ∈ U . By periodicity, ω may be defined on R+. Now for a fixed initial weight r, for
any k ∈ N and t ∈ [kt0, (k + 1)t0),
Vω,t,r =
kt0
r + t
Vω,t0,0 +
t− kt0
r + t
Vω,t−kt0,0 +
r
r + t
∫
W (x,u)µ0(du).
Hence,
‖Vω,t,r − Vω,t0,0‖∞ 6 2
r + t0
r + kt0
‖W‖∞
and for k larger than some k0, Vω,t,r ∈ U . We have proved that for any t > T := k0t0, a
deterministic trajectory ω is such that Vω,t,r ∈ U , which concludes.
4.3 Non-convergence toward saddles
In this subsection, Assumptions 1, 2, 3 and 4 are enforced, and µ∗ ∈ P (M) is a saddle of the
flow induced by the vector field F (ν) = pi(ν)− ν. We denote by M (M) the set of measures on
M, and for m = 0 or 1, Mm (M) = {ν ∈ M (M) , ν1 = m}, where 1 is the constant function
with value 1. We consider (Z,µ) = (X,Y ,µ) a SIVJP.
Let us recall some facts whose details can be found in [9, Section 6.1-6.3]. There exists
H ⊂ C0 (M) endowed with an Hilbert norm ‖·‖H > c‖·‖∞ for some c > 0 (so that the identity
from H to C0 (M) is continuous) and so that, moreover, the following holds:
• For all ν ∈M (M), Vν ∈ H and there exists C > 0 such that
‖Vν‖H 6 C‖ν‖1 (16)
where ‖ν‖1 = sup{|νf |, ‖f‖∞ 6 1}.
• There exist an Hilbert basis (ei)i>0 of H and a sequence s ∈ {−1, 1}N such that
W (x,u) =
∑
i>0
siei(x)ei(u), (17)
where the convergence of the sum is uniform with respect to x,u ∈ M.
Denoting by Hm the closure in H of {Vν , ν ∈Mm (M)}, then
F V (h) :=
∫
W (·,u) e
−h(u)∫
e−h(r)dr
du− h,
from H1 to H0, which satisfies F V (Vν) = VF (ν), induces a global smooth flow ΨV on H1 such
that for all ν ∈ H1 and t ∈ R,
VΨt(ν) = Ψ
V
t (Vν) .
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Moreover h∗ = Vµ∗ is a saddle of ΨV . We want to prove that P
(
Vµt
H−→
t→∞ h
∗
)
= 0, which will
imply Theorem 3, but now we work in an Hilbert space rather than on P (M). In particular,
we have an orthogonal decomposition
H = Hu ⊕Hs
with Hu 6= {0} and such that for all v in the unstable space Hu and t ∈ R,
‖DΨVt (h∗)v‖H > Ceλ|t|‖v‖H
for some C,λ > 0, where D stands for the differential operator. Denoting by
Stab(h∗) =
{
h ∈ H1, lim
t→∞Ψ
V
t (h) = h
∗
}
the basin of attraction of h∗, we can construct a C2 function η from a neighbourhood N of h∗
in H to R+ such that the following holds:
• For all h ∈ N ∩ Stab(h∗), η (h) = 0.
• For all h ∈ N ,
Dη(h)F V (h) > 0. (18)
• For all ε > 0, there exist a neighbourhood Nε ⊂ N of h∗ and C4 > 0 such that, denoting
by D2 the Hessian operator, for all h ∈ Nε and u, v ∈ H0,
|D2u,vη(h) −D2u,vη(h∗)| 6 ε‖u‖H‖v‖H (19)
|D2u,vη(h)| 6 C4‖u‖H‖v‖H (20)
|Dη(h)v| 6 C4‖v‖H
√
η(h) (21)
2η(h)D2v,vη(h) − (Dη(h)v)2 > −C4‖v‖2H (η(h))
3
2 . (22)
In particular, D2v,vη(h∗) > 0 for all v ∈ H0.
•
D2v,vη(h∗) = 0 ⇔ v ∈ Hs (23)
The function η is in some sense the square of some distance to Stab(h∗). Indeed, away from
Stab(h∗), it necessarily increases along the flow ΨV (which is (18)); from (21), √η is Lipschitz;
and (22) implies that, at the saddle h∗, η is stricly convex in the unstable directions.
Here ends the recalls from [9]. The strategy is now the following: we will show that for any
L > 0, if Vµt is in N at time t, then s 7→ η (Vµs) can reach the level Lt with positive probability,
and that from that level, if L is large enough, it has a positive probability not to converge to
0, which will be contradictory with µt → µ∗.
More precisely, rather than with µt and Vµt , we will work with
νtf := µtf +
1
r + t
Qµtf(Zt)
gt := Vνt.
Namely, denoting by Vx =W (x, ·),
gt(x) = µtVx +
1
r + t
QµtVx(Zt).
Then, (gt)t>0 is a H1-valued semimartingale.
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Given L > 0 (to be chosen later on), a time t > 0 and a neighbourhood N of h∗ in H, we
consider the following stopping times:
St = inf
{
s > t, η(gs) >
L2
t
}
UNt = inf {s > t, µs /∈ N} .
We begin with the following technical lemma:
Lemma 17. There exists C5 > 0 such that for all ε > 0, there exist a neighbourhood Nε ⊂ N
of h∗ in H and a time t0 such that for all t > t0,
E
(
η
(
g
St∧UNεt
) ∣∣∣ Ft)− η (gt) > −ε+ C5P
(
St ∧ UNεt =∞
∣∣∣ Ft)
r + t
.
Proof. Between two jumps of the velocity Y , the evolution of gt is deterministic and, for almost
every t > 0, ∂tgt = Bt where
Bt(x) =
1
r + t
(
VδXt (x)− Vµt(x)
)
+
[
∂t
(
1
r + t
Qµt
)
+
1
r + t
DQµt
]
Vx(Zt)
=
1
r + t
(
Vpi(µt)(x)− Vµt(x)
)
+
[
∂t
(
1
r + t
Qµt
)
− λ(Zt,µt)
r + t
(Hµt − Id)Qµt
]
Vx(Zt)
=
F V (gt)(x)
r + t
+
NtVx
(r + t)2
− 1
r + t
λ(Zt,µt) (H
µt − Id)QµtVx(Zt),
where we used LµQµ = Kµ, and defined Nt by
Ntf = (r + t)
2∂t
(
1
r + t
Qµt
)
f(Zt) + (r + t) (F (µt)− F (νt)) f .
Note that from Lemmas 10 and 11, ‖Nt‖1 ≤ C6 for some C6 > 0. Writing g(v)t (x) = µtVx +
1
r+tQ
µtVx(Xt, v), we thus have (using the definition of a SIVJP)
η (gt)− η(gs) = Mt −Ms +
∫ t
s
Dη (gu)Bu + λ (Zu,µu)
∫ (
η
(
g(v)u
)
− η(gu)
)
hµu(Zt, dv)du
where Mt is a martingale. Set g
∗ = Vµ∗ and, for u > 0,
Ru =
∫ (
η
(
g(v)u
)
− η(gu)
−
[
Dη (gu)
(
g(v)u − gu
)
+
1
2
D2η(g∗)
(
g(v)u − gu, g(v)u − gu
)])
hµu(Zt, dv).
From (16), for some C > 0, ‖g(v)t − gt‖H 6 Cρ(r+t) for all v which, together with Inequalities
(19) and (20), imply that for all ε > 0 there exist a neighbourhood Nε of µ∗ and a time t0 such
that if gt ∈ Nε and t > t0 then |Rt| 6 ε(r+t)2 . On the other hand we can also choose Nε so
that for all µ ∈ Nε, ‖λ(·,µ) − λ(·,µ∗)‖∞ 6 ε, and (according to (21)), |Dη(Vµ)| 6 ε. Finally,
denoting by
g
(v),∗
t (x)− g∗t (x) =
1
r + t
(
Qµ
∗
Vx(Xt, v)−Qµ∗Vx(Zt)
)
,
we can also choose (using (16) and Assumption 2) Nε and t0 such that∥∥∥∥∫ (g(v),∗t − g∗t )hµ∗(Zt, dv)− ∫ (g(v)t − gt)hµt(Zt, dv)∥∥∥∥
H
6
ε
r + t
.
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In other words, writing
η (gt)− η(gs) = Mt −Ms +
∫ t
s
[Dη (gu)F V (gu)
r + u
+ R˜u
]
du
+
1
2
∫ t
s
λ (Zu,µ
∗)
∫
D2η(g∗)
(
g(v),∗u − g∗u, g(v),∗u − g∗u
)
hµ
∗
(Zt, dv)du,(24)
with a remainder
R˜u :=
Dη (gu)NuV
(r + u)2
+ λ (Zu,µu)Ru
+
1
2
∫
λ (Zu,µu)D2η(g∗)
(
g(v)u − gu, g(v)u − gu
)
hµt(Zt, dv)
− 1
2
∫
λ (Zu,µ
∗)D2η(g∗)
(
g(v),∗u − g∗u, g¯(v),∗u − g∗u
)
hµ
∗
(Zt, dv),
we can choose a neighbourhood Nε and a time t0 such that for all t0 6 t 6 s 6 St ∧ UNεt ,
|R˜s| 6 ε(r+s)2 (we used (16) and (20) again). Taking the expectation in (24), the martingale
increment vanishes, and together with (18) and the fact D2v,vη > 0 for all v ∈ H0, we have
obtained so far
E
(
η
(
g
St∧UNεt
) ∣∣∣ Ft)− η (gt) > − ε
r + t
+
1
2
E
(
1
St∧UNεt =∞
∫ ∞
t
1
(r + u)2
Φ(Zu)du
∣∣∣∣ Ft)
with (recall that W (x, y) =
∑
siei(x)ei(y))
Φ (z) :=
∑
i,j
D2i,jη(g∗)sisjΓµ
∗
(
Qµ
∗
ei,Q
µ∗ej
)
(z).
From
Φ(Zu) = µuΦ+ (r + u)∂u (µuΦ) ,
an integration by part yields∫ ∞
t
1
(r + u)2
Φ(Zu)du = − µtΦ
r + t
+ 2
∫ ∞
t
µuΦ
(r + u)2
du.
We can choose the neighbourhood Nε so that for all µ ∈ Nε, |µΦ − µ∗Φ| 6 ε. That way, on
the event {St ∧ UNεt =∞},∫ ∞
t
1
(r + u)2
Φ(Zu)du >
1
r + t
(µ∗Φ− 3ε)
and thus
E
(
η
(
g
St∧UNεt
)
| Ft
)
− η (gt) >
−4ε+ 12 (µ∗Φ)P
(
St ∧ UNεt =∞
∣∣∣ Ft)
r + t
.
It remains to prove that µ∗Φ > 0. Since µ∗ is invariant for Lµ∗ ,∫
Γµ
∗
(
Qµ
∗
ei,Q
µ∗ej
)
µ∗ (dz)
= −
∫ (
Lµ
∗
Qµ
∗
ei
)
Qµ
∗
ej +Q
µ∗ei
(
Lµ
∗
Qµ
∗
ej
)
2
µ∗ (dz)
=
∫ ∫ ∞
0
(Kµ∗ei)
(
Pµ
∗
t K
µ∗ej
)
+
(
Pµ
∗
t K
µ∗ei
)
(Kµ∗ej)
2
dt µ∗ (dz) .
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Denoting by
(
Pµ
∗
t
)′
the adjoint of Pµ
∗
t in L
2 (µ∗), we write
∫
Kµ
∗
ei
(
Pµ
∗
t
)′
+ Pµ
∗
t
2
Kµ
∗
ej µ
∗ (dz) =
∫ (
RtK
µ∗ei
)(
RtK
µ∗ej
)
µ∗ (dz)
with Rt a square root of the self-adjoint operator
1
2
((
Pµ
∗
t
)′
+ Pµ
∗
t
)
, and more precisely the
unique square root which is a Markov operator. Writing
vzt :=
∑
i
si
(
RtK
µ∗ei(z)
)
ei
= V(δzRt) − Vµ∗ ,
we obtain, for each t > 0,
∫ ∑
i,j
D2i,jη(g∗)sisj
(
Kµ
∗
ei
)
(
Pµ
∗
t
)′
+ Pµ
∗
t
2
Kµ
∗
ej
µ∗ (dz)
=
∫ ∑
i,j
D2i,jη(g∗)sisj
(
RtK
µ∗ei
)(
RtK
µ∗ej
)
µ∗ (dz)
=
∫
D2η(g∗) (vzt , vzt )µ∗ (dz)
> 0.
Hence, in order to prove
µ∗Φ =
∫ ∞
0
∫ ∑
i,j
D2i,jη(g
∗)sisj
(
Kµ
∗
ei
)
(
Pµ
∗
t
)′
+ Pµ
∗
t
2
Kµ
∗
ej
µ∗ (dz) dt > 0
it is sufficient to prove that
0 <
∫ ∑
i,j
D2i,jη(g∗)sisj
(
Kµ
∗
ei
)(
Kµ
∗
ej
)
µ∗ (dz)
=
∫
D2η(g∗) (vz0 , vz0)µ∗ (dz) .
Since µ∗ = pi(µ∗) admits a positive density with respect to the Lebesgue measure, µ∗Φ = 0
would imply that D2η(g∗) (vz0 , vz0) = 0 for all z ∈ M, or in other words that vz0 ∈ Hs for all
z ∈ M . This would imply that Vx1 − Vx2 ∈ Hs for all x1,x2 ∈ M, and therefore, Vm ∈ Hs
for all m ∈ M0 (M). This would be in contradiction with the fact that Hu 6= {0}. Thus,
µ∗Φ > 0.
This first lemma yields the following:
Lemma 18. There exist a neighbourhood Nε ⊂ N of h∗ in H, a time t0 and p > 0 such that
for all t > t0,
P
(
St ∧ UNεt <∞
∣∣∣ Ft) > p.
Proof. From Lemma 17 and
E
(
η
(
g
St∧UNεt
) ∣∣∣ Ft)− η (gt) 6 E
(
L2
St ∧ UNεt
∣∣∣∣∣ Ft
)
,
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we get
P
(
St ∧ UNεt <∞
∣∣∣ Ft) > E
(
r + t
St ∧ UNεt
∣∣∣∣∣ Ft
)
>
−ε+ C5P
(
St ∧ UNεt =∞
∣∣∣ Ft)
L2
.
Therefore,
P
(
St ∧ UNεt <∞
∣∣∣ Ft) > −ε+ C5
L2 + C5
,
which concludes for ε < C5.
Let Nε, t0 and p be as in Lemma 18, and consider the event
G = {lim inf η (gt) > 0} .
Lemma 19. For L large enough, there exists t1 > 0 such that for all t > t1, on the event
{St < UNεt =∞},
P (G | FSt) >
1
2
.
Proof. Making use of the notations introduced in the proof of Lemma 17,
√
η (gt)−
√
η(gs) = At −As +
∫ t
s
[Dη (gu)Bu
2
√
η (gu)
+ λ (Zu,µu)
∫ (√
η
(
g
(v)
u
)
−
√
η (gu)
)
hµu(Zu, dv)
]
du
where At is an Ft-martingale. Let
It = inf
s∈[St,UNεt ]
(As −ASt)
and Tt = inf{s > St, η(gs) = 0}. On the event {St < UNεt }, for s ∈ [St,Tt ∧ UNεt ),
√
η (gs) >
L√
St
+ It +
∫ s
St
(
Dη (gu)
2
√
η (gu)
(
F V Y (gu)
r + u
+
NuV
(r + u)2
)
+ λ (Zu,µu) R˜u
)
du
+
1
2
∫ s
St
λ (Zu,µu)
∫
D2√η (gu)
(
g(v)u − gu, g(v)u − gu
)
hµu(Zu, dv)du
with
R˜u =
∫ [√
η
(
g
(v)
u
)
−
√
η (gu)−D√η (gu)
(
g(v)u − gu
)
− 1
2
D2√η (gu)
(
g(v)u − gu, g(v)u − gu
) ]
hµu(Zu, dv),
which satisfies |R˜u| 6 C7(r+u)2 for some C7. Hence, on the event {St < UNεt } ∩
{
It > − L2√St
}
,
for s ∈ [St,Tt ∧ UNεt ], for some C8,√
η (gs) >
L
2
√
St
− C8
St
.
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For t > t1 large enough, this is greater than
L
4
√
St
. For such t > t1, thus,
{St < UNεt =∞} ∩
{
It > − L
2
√
St
}
⊂ G.
On the other hand, by Doob inequality, on the event {St < UNεt =∞}, for some C9,C10,
P
(
It < − L
2
√
St
)
6
4St
L2
E
(∫ s
St
λ (Zu,µu)
∫ (√
η
(
g(v)u
)
−√η (gu)
)2
hµu(Zu, dv)du
∣∣∣∣ FSt)
6
4StC9
L2
E
(∫ s
St
∫
‖g(v)u − gu‖2Hhµu(Zu, dv)du
∣∣∣∣ FSt)
6
4StC10
L2 (r + St)
.
We conclude by choosing L2 > 8C10.
Proof of Theorem 3. We follow [9, Proof of Theorem 2.26] (with a slight modification: we
believe there was something unclear in the latter about the event {UNεt < ∞}). We fix L, t0,
t1 and Nε as in Lemmas 18 and 19, and let A = {∃t > 0,UNεt =∞}. For t > t0 ∨ t1,
P (G | Ft) > E
(
1G1St<UNεt =∞
∣∣∣ Ft)
>
1
2
P
(
St < U
Nε
t =∞
∣∣∣ Ft)
>
1
2
(
p− P
(
UNεt <∞
∣∣∣ Ft)) . (25)
Almost surely,
P (G | Ft) −→
t→∞ 1G
1
UNεt =∞ −→t→∞ 1A,
so that
E
(∣∣∣P(UNεt =∞ | Ft)− 1A∣∣∣) 6 E (|P (A | Ft)− 1A|) + E(∣∣∣1UNεt =∞ − 1A∣∣∣)
−→
t→∞ 0.
In other words, P
(
UNεt <∞ | Ft
)
converges in the L1 sense toward 1Ac , and letting t go to
infinity in (25) yields
1G >
1
2
(p− 1Ac)
almost surely, which implies A ⊂ G. Finally, almost surely
{µt → µ∗} ⊂ A ⊂ G ⊂ {µt 9 µ∗}
so that P (µt → µ∗) = 0.
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5 Quadratic interaction
In this section we consider the settings of Theorem 4, and in particular the self-interacting
potential on T
W (x, z) = ρ
(
1
2
|eix − eiz|2 − 1
)
= −ρ cos(x− z) (26)
for some ρ ∈ R. If ρ > 0, W is a self-attraction potential, if ρ < 0 it is a self-repulsion one.
We want to understand how the long-time behaviour of a SITP with such a self-interaction
potential is affected by ρ and by the external potential U .
First, let us remark that Assumptions 1, 2, 3 and 4 are satisfied in this case. As remarked
in the Introduction, Assumptions 3 and 4 are a consequence of [24, Section 1.2]. To check
Assumptions 1 and 2, set λν(x, y) = 2λmin + (y∂xVν(x))+ and
Hνf(x, y) =
λmin + (y∂xVν(x))+
λν(x, y)
f(x,−y) + λmin
λν(x, y)
f(x, y).
Then Lν = D + λν (Hν − I), and for a positive f ,
Qνf(x, y) >
λmin
2λmin + ‖∂xW‖∞ (f(x,−y) + f(x, y)) .
All the other conditions are clear. Hence, Theorems 1, 2 and 3 hold.
Recall the notation
piρ(a, b)(dz) =
e−U(z)+ρ(a cos(z)+b sin(z))∫
e−U(x)+ρ(a cos(x)+b sin(x))dx
dz.
When there is no ambiguity on the value of ρ, we simply write pi(a, b).
5.1 Without exterior potential
Bena¨ım, Ledoux and Raimond studied in [8] the self-interacting diffusion on the sphere with a
quadratic self-interaction and no exterior potential. When U is a constant function, we recover
in the piecewise deterministic case the same behaviour as in the diffusion case, which is the
following: if the force is self-repulsing or if the self-attraction is not too strong, then the process
does not localize, in the sense its empirical measure converges to the uniform measure on the
circle, so that the particle behaves at infinity like an integrated telegraph process on the circle
(as studied in [23]). In contrast, when the self-attraction is strong enough, a random direction
is picked and the empirical measure of the process goes to a Gaussian law centered at this
direction.
More precisely, it is proven in [8, Lemma 4.8] that the equation∫
cos dpiρ(r, 0) = r
admits a positive solution, denoted by r(ρ), if and only if ρ > 2 (as far as notations are
concerned, (a,β) used in [8] correspond to (ρ, r) used here by ρ = 4a and β = rρ).
Proof of Theorem 4, point 1. The arguments are exactly those of [8, proof of Theorem 4.5],
which rely only on the limiting deterministic flow, which is the same in the diffusion and
the PDMP case, on the fact that the empirical measure of the self-interaction process is an
asymptotic pseudo-trajectory of this flow, and on the estimate (14).
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5.2 Stability of the Gibbs measure
Let U : T → R be a smooth potential and denote by mU = pi(0, 0) the associated Gibbs
measure. If (Z,µ) is an SITP with potential U and with a constantW (namely there is no self-
interaction and Z is a Markov process) then µt → mU . When W is not constant, a necessary
condition for µt → mU is that pi (mU ) = mU , or in other words, x 7→
∫
W (x, ·)dmU is constant.
When W is given by (26), this reads∫
cos dmU =
∫
sin dmU = 0. (27)
Proposition 20. Let (Z,µ) be a SITP with potential U and W , where W is given by (26) and
U is such that (27) holds. Let
η =
(∫
sin2 dmU
)(∫
cos2 dmU
)
−
(∫
sin× cos dmU
)2
∈
(
0,
1
4
]
.
Then
ρ
(
1
2
+
√
1
4
− η
)
< 1 ⇒ P (µt → mU ) > 0
ρ
(
1
2
+
√
1
4
− η
)
> 1 ⇒ P (µt → mU ) = 0
Remark: In particular if ρ 6 0 (self-repulsion), P (µt → mU ) > 0.
Proof. Note that pi(ν) = pi(ν¯) with
ν¯ =
(∫
cos dν,
∫
sin dν
)
.
Let Ψ be the flow on P (T) induced by F (ν) = pi(ν) − ν, and νt = Ψt(ν). Then (at, bt) = ν¯t
solves ∂t(at, bt) = F (at, bt) where
F (a, b) =
(∫
cos dpi(a, b)− a∫
sin dpi(a, b) − b
)
.
By assumption, F (0, 0) = 0 and we compute JF (0, 0) the Jacobian of F at (0, 0):
JF (0, 0) =
(
ρ
∫
cos2 dmU − 1 ρ
∫
cos× sin dmU
ρ
∫
cos× sin dmU ρ
∫
sin2 dmU − 1
)
:= ρMU − I.
The matrix MU is symmetric definite positive since TrMU = 1 and detMU = η > 0 (the strict
positivity of η comes from the fact mU admits a positive density with respect to the Lebesgue
measure). The eigenvalues of JF (0, 0) are ρ
(
1
2 ±
√
1
4 − η
)
− 1.
First, suppose ρ
(
1
2 +
√
1
4 − η
)
> 1. It implies (0, 0) is a saddle for the flow induced by F
on R2, so that mU is a saddle for the flow induced by F on P (T), and Theorem 3 concludes
this case.
Second, suppose ρ
(
1
2 +
√
1
4 − η
)
< 1. Then (0, 0) is a sink for the flow induced by F . Let
G : P (T)→ R2 be the mapping defind by G(ν) = ν¯, and let
A = G−1(0, 0) =
{
ν ∈ P (T) ,
∫
cos dν =
∫
sin dν = 0
}
.
For ν ∈ A, Ψt (ν) = e−t (ν −mU ) +mU , so that mU is a global attractor for the restriction
Ψ|A. Hence, mU is a sink for Ψ, and Theorem 2 concludes.
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5.3 Phase transition in a symmetric double-well potential
The equation pi(ν) = ν with a double-well exterior potential U (on R rather than T), together
with a quadratic attraction potential W , has been studied by Tugaut in [28], motivated by the
study of the McKean-Vlasov equation (4). His ideas may be adapted to our context.
Proposition 21. Suppose U satisfies (27) and U(z) = U(pi − z) for all z. Write A0 ={
ν ∈ P (T) , ∫ sin dν = 0}.
• If ρ ∫ cos2 dmU 6 1 then
A0 ∩ Fix(pi) = {mU}.
• If ρ ∫ cos2 dmU > 1 then A0 ∩Fix(pi) contains exactly three points, mU is a saddle of the
flow Ψ and the two other points of A0 ∩ Fix(pi) are sinks for the restriction of Ψ to A0.
Proof. We keep the notations of the previous section. The symmetry assumption on U implies,
in particular, that η =
(∫
cos2 dmU
) (
1− ∫ cos2 dmU) and that the eigenvalues of JF (0, 0) are
ρ
∫
cos2 dmU − 1 and ρ
∫
sin2 dmU − 1.
The points of Fix(pi) are all of the form pi(a, b) where (a, b) solves
a =
∫
cos(z) exp(−U(z)+ρ(a cos(z)+b sin(z)))dz∫
exp(−U(z)+ρ(a cos(z)+b sin(z)))dz
b =
∫
sin(z) exp(−U(z)+ρ(a cos(z)+b sin(z)))dz∫
exp(−U(z)+ρ(a cos(z)+b sin(z)))dz .
Multiplying both sides of these equations by
∫
e−U(z)+ρ(a cos(z)+b sin(z))dz, this is equivalent to
0 =
∫
(cos(z)− a)e−U(z)+ρ(a cos(z)+b sin(z))dz
0 =
∫
(sin(z)− b)e−U(z)+ρ(a cos(z)−b sin(z))dz.
(*)
By assumption, b = 0 always solves the second part. We are led to study the zeros of the
function
ξ(a) =
∫
(cos(z)− a)e−U(z)+ρa cos(z)dz.
Expanding a 7→ eρa cos(z) and using the symmetry of U yields
ξ(a) =
∑
n≥0
a2n+1ρ2n
(2n)!
I(2n)
(
ρI(2n + 2)
(2n + 1)I(2n)
− 1
)
,
where I(k) =
∫
cosk(z)e−U(z)dz. Obviously, if ρ 6 0, aξ(a) < 0 as soon as a 6= 0, while
ξ(0) = 0, which concludes the proof in this case. In the following, we suppose ρ > 0. Since
n 7→ I(2n) is decreasing, ρI(2n+2)(2n+1)I(2n) − 1 is decreasing and non-positive for n large enough. Let
nc = min
{
n,
I(2n+ 2)
(2n + 1)I(2n)
6
1
ρ
}
so that
ξ(a) =
nc−1∑
n=0
|ξ(2n+1)(0)|
(2n + 1)!
a2n+1 −
∑
n≥nc
|ξ(2n+1)(0)|
(2n + 1)!
a2n+1
= a2nc+1
nc−1∑
n=0
|ξ(2n+1)(0)|
(2n + 1)!
a2(n−nc) −
∑
n≥nc
|ξ(2n+1)(0)|
(2n+ 1)!
a2(n−nc)
 .
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Both terms of the sum are non-increasing with a > 0, which implies ξ admits at most one
positive zero. Since it is an odd function, it admits either one zero (at 0) or three (at −a∗, 0
and a∗ for some unique a∗ > 0). Note that ξ(a∗) = 0 implies a∗ =
∫
cos dpi(a∗, 0) < 1.
Differentiating ξ with respect to a, we see that
ξ′(a) = a2nc
nc−1∑
n=0
|ξ(2n+1)(0)|
(2n)!
a2(n−nc) −
∑
n≥nc
|ξ(2n+1)(0)|
(2n)!
a2(n−nc)

is even, vanishes at most once on (0,∞) and goes to −∞ at infinity. There are two possibilities:
• if ξ′(0) ≤ 0 then ξ′(a) ≤ 0 for all a ∈ R and 0 is the only zero of ξ.
• if ξ′(0) > 0 then ξ is positive close to zero and goes to −∞ at infinity, so that it vanishes
three times.
Finally ξ′(0) has the same sign as
ρI(2)
I(0)
− 1 = ρ
∫
cos2 dmU − 1.
In the case where ξ′(0) > 0, we have ξ′(a∗) = ξ′(−a∗) < 0. Since
∂a
(
ξ(a)∫
e−U(z)+ρa cos(z)dz
)
=
ξ′(a)∫
e−U(z)+ρa cos(z)dz
,
it means ±a∗ are asymptotically stable equilibria for the flow induced by F . The conclusion is
now similar to the one of Proposition 20, namely we remark pi (a∗, 0) is a global attractor for
the restriction of Ψ to G−1(a∗, 0), and similarly for −a∗.
Obviously, if U(z) = U(−z), denoting by A′0 =
{
ν ∈ P (T) , ∫ cos dν = 0}, a similar
argument (or a change of variables) proves that A′0 ∩ Fix(pi) is either reduced to {mU} or
constituted of three points, depending on the position of ρ
∫
sin2 dmU with respect to 1. The
potential U(z) = −cos(2z) being both symmetric with respect to the horizontal and vertical
axes, we already know that there may be one, three or five fixed points on the axes. The rest
of the disk remains to be studied.
The proof of the following has been kindly indicated to us by Jean-Baptiste Bardet, Michel
Bena¨ım, Florent Malrieu and Pierre-Andre´ Zitt, and will appear in a work of them (for now in
progress) about self-interacting processes.
Lemma 22. Suppose U(z) = − cos(2z). Then
(A0 ∪A′0)c ∩ Fix(pi) = ∅.
Proof. We keep the previous notation (a, b) = ν and denote by (r, θ) ∈ R+×]− pi,pi] the polar
coordinates of (a, b), such that a+ ib = reiθ. Then pi(a, b) = (a, b) if and only if
reiθ =
∫
eiz exp (−U(z) + ρr cos(z − θ)) dz∫
exp (−U(z) + ρr cos(z − θ)) dz
which, multiplying both sides by e−iθ and taking their imaginary part, implies
0 =
∫ pi
−pi
sin(z − θ) exp (−U(z) + ρr cos(z − θ)) dz
=
∫ pi
−pi
sin(z) exp (cos(2z) cos(2θ)− sin(2z) sin(2θ) + ρr cos(z)) dz.
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The change of variable z → −z on (−pi, 0) yields
0 = 2
∫ pi
0
sin(z) sinh (sin(2z) sin(2θ)) exp (cos(2z) cos(2θ) + ρr cos(z)) dz
and the change of variable z → pi − z on (pi/2,pi) yields
0 = 4
∫ pi/2
0
sin(z) sinh (sin(2z) sin(2θ)) sinh (ρr cos(z)) exp (cos(2z) cos(2θ)) dz.
If sin(2θ) > 0 (resp. 6 0), then the integrand is positive (resp. negative), which means that in
fact it vanishes for all z ∈ (0,pi/2), namely
sinh (sin(2z) sin(2θ)) sinh (ρr cos(z)) = 0 ∀z ∈ (0,pi/2).
Finally, either r = 0, or θ = 0 mod pi/2, so that in both cases ν ∈ A0 ∪A′0.
In the following, U(z) = − cos(2z). Let ρ1 =
(∫
cos2 dmU
)−1
and ρ2 =
(∫
sin2 dmU
)−1
.
Note that
ρ1 < 2 < ρ2.
So far, we have proved that mU is an unstable equilibrium of Ψ as soon as ρ > ρ1, and that
ρ 6 ρ1 ⇒ Fix(pi) = {mU}
ρ1 < ρ 6 ρ2 ⇒ Fix(pi) = {mU ,pi(a∗, 0),pi(−a∗, 0)}
ρ2 < ρ ⇒ Fix(pi) = {mU ,pi(a∗, 0),pi(−a∗, 0),pi(0, b∗),pi(0,−b∗)}
where ρ 7→ (a∗, b∗) = (a∗(ρ), b∗(ρ)) ∈ (0,∞)2 are given by Proposition 21.
Lemma 23. For ρ > ρ2, pi(0, b∗) and pi(0,−b∗) are saddles for the flow Ψ.
Proof. The Jacobian of the vector field F (a, b) at point (0, b∗) is
JF (0, b∗) =
(
ρ
∫
cos2 dpi(0, b∗)− 1 0
0 ρ
∫
sin2 pi(0, b∗)− 1
)
,
and the lemma will be proved when we will have established that ρ
∫
cos2 dpi(0, b∗) > 1. In the
rest of the proof, we write piρ(b) = piρ(0, b) and
A(ρ) =
∫
cos2 dpiρ(b∗(ρ)).
First, we note that ∂ρb∗ > 0, which can be seen as follows: writing, for b > 0,
g(ρ, b) =
∫
sin dpiρ(b),
we compute
∂ρg(ρ, b) = b
(∫
sin2 dpiρ(b)−
(∫
sin dpiρ(b)
)2)
> 0.
On the other hand, b∗(ρ) being a sink of the flow ∂tbt = g(ρ, bt)−bt, if b < b∗(ρ) then b < g(ρ, b).
Thus, if ρ˜ > ρ,
b < g(ρ, b) < g(ρ˜, b),
which means b 6= b∗(ρ˜) for all b < b∗(ρ). In other words, b∗(ρ˜) > b∗(ρ).
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Second, differentiating the relation b∗ = g(ρ, b∗), we obtain
∂ρb∗ = ∂ρ (ρb∗)
(∫
sin2 dpiρ(b∗)− b2∗
)
⇒ ∂ρb∗ =
b∗
(∫
sin2 dpiρ(b∗)− b2∗
)
1− ρ (∫ sin2 dpiρ(b∗)− b2∗) .
In particular, ∂ρb∗ > 0 implies ρ
(∫
sin2 dpiρ(b∗)− (b∗)2
)
< 1. Then
∂ρ (ρb∗(ρ)) = b∗ +
ρb∗
(
1−A(ρ)− b2∗
)
1− ρ (1−A(ρ)− b2∗)
=
b∗
1− ρ (1−A(ρ)− b2∗)
.
We compute
∂ρ (ρA(ρ)) = A(ρ) + ρ∂ρ(ρb∗)
(∫
cos2 sin dpiz (b∗)− b∗A(ρ)
)
.
Integrating by part,∫
cos2(z) sin(z)ecos(2z)+ρb sin(z)dz =
∫
cos2(z) sin(z)e1−2(sin(z)−
1
4
ρb)
2
+ 1
8
(ρb)2dz
= −1
4
∫
sin(z)e1−2(sin(z)−
1
4
ρb)
2
+ 1
8
(ρb)2dz
+
ρb
4
∫
cos2(z)e1−2(sin(z)−
1
4
ρb)
2
+ 1
8
(ρb)2dz.
This yields
∂ρ (ρA(ρ)) = A(ρ) +
ρb2∗
1 + ρA(ρ)− ρ (1− b2∗)
(
−1
4
+
1
4
ρA(ρ)−A(ρ)
)
= A(ρ) +
ρb2∗
4
(
1 +
−2 + ρ (1− b2∗)− 4A(ρ)
1 + ρA(ρ)− ρ (1− b2∗)
)
.
In particular, in the case where ρA(ρ) ∈ (0, 1], ρ (1− b2∗) < 1 + ρA(ρ) < 2, so that
−2 + ρ (1− b2∗)− 4A(ρ)
1 + ρA(ρ)− ρ (1− b2∗)
6
−2 + ρ (1− b2∗)− 4A(ρ)
2− ρ (1− b2∗)
.
It means that, if ρA(ρ) 6 1, then
∂ρ (ρA(ρ)) 6 A(ρ)− A(ρ)ρb
2∗
2− ρ (1− b2∗)
= A(ρ)
2− ρ
2− ρ (1− b2∗)
< 0
as ρ > ρ2 > 2. It means that, if there exists ρ3 > ρ2 such that ρ3A(ρ3) 6 1, then ρ 7→ ρA(ρ) is
strictly decreasing for ρ > ρ3. This is in contradiction with the fact that ρA(ρ) converges to 1
as ρ goes to infinity. Indeed, by a Laplace method at point z = pi2 ,
h(ρ, b) :=
∫
cos2(z)ecos(2z)+ρb sin(z)dz∫
ecos(2z)+ρb sin(z)dz
≃
ρ→∞
∫
R
u2e2u
2− 1
2
ρbu2du∫
R
e2u
2− 1
2
ρbu2du
=
1
ρb− 4.
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Note that, b∗ increasing with ρ, piρ (b∗) converges as ρ goes to infinity to a Dirac measure at
point pi2 , so that b∗ → 1. As a consequence,
ρA(ρ) = ρh(ρ, b∗) ≃
ρ→∞
ρ
ρ− 4 −→ρ→∞ 1.
Hence, for all ρ > ρ2, ρA(ρ) > 1, and (0, b∗) is an unstable equilibrium point of the flow induced
by F , which concludes.
Proof of Theorem 4, point 2. According to Theorem 1, since Fix(pi) contains a finite number
of points, µt necessarily converges to one of those. For ρ 6 ρc := ρ1, Fix(pi) = {mU}, hence
µt converges to mU . For ρ > ρc, all the fixed points which are not (±a∗, 0) are saddles for
the flow Ψ, and Theorem 3 implies that the probability that µt converges to one of them is 0.
Thus, µt converges to (κa∗, 0) for some random κ ∈ {−1, 1}. By Theorem 3, it means either
(a∗, 0) or (−a∗, 0) is a sink for the flow Ψ, and by symmetry they are both sinks, so that, by
Theorem 2, both have a positive probability to be chosen.
5.4 Large attraction in a multi-well potential
In this section, we suppose that U admits a non-degenerate minimum at x0 ∈ T. We use the
notation
piρ(r, θ) = piρ(a, b)
when a+ib = reiθ (there will be no ambiguity). The Laplace method shows that, for a function
f ∈ C(T), ∫ pi
−pi
f(z)eρr(cos(z−θ)−1)dz = f(θ)
√
2pi
ρr
+ o
ρ→∞
(
1√
ρ
)
.
Lemma 24. Suppose that f ∈ C3(T) with f(θ) = 0, and let r0 > 0. Then∫ pi
−pi
f(z)eρr(cos(z−θ)−1)dz = f ′′(θ)
√
pi
2(ρr)3
+ o
ρ→∞
(
ρ−
3
2
)
,
where the error term only depends on ‖f (j)‖∞, j = 0, 1, 2, 3, and is uniform in r ∈ [r0, 1].
Proof. For ρ > 1, let δ = δ(ρ) = ρ−
1
3 . Without loss of generality, we take θ = 0. First,∣∣∣∣∣
∫
|z|>δ
f(z)eρr(cos(z)−1)dz
∣∣∣∣∣ 6 ‖f‖∞e− rρδpi2 ,
and ∫
|z|<δ
∣∣∣∣f(z)− zf ′(θ)− z22 f ′′(θ)
∣∣∣∣ eρr(cos(z)−1)dz 6 δ6‖f (3)‖∞
∫
|z|<δ
z2eρr(cos(z)−1)dz.
By symmetry,
∫
|z|<δ ze
ρr(cos(z)−1)dz = 0. Finally,∫
|z|<δ
z2e
−ρr
(
z2
2
+ δ
4
6
)
dz 6
∫
|z|<δ
z2eρr(cos(z)−1)dz 6
∫
|z|<δ
z2e
−ρr
(
z2
2
− δ4
6
)
dz
so that, using that ρrδ3 6 1,∣∣∣∣∣
∫
|z|<δ
z2eρr(cos(z)−1)dz −
√
2pi
(ρr)
3
2
∣∣∣∣∣ 6 e6ρrδ4
∫
|z|<δ
z2e−ρr
z2
2 dz +
∫
|z|>δ
z2e−ρr
z2
2 dz
= o
ρ→∞
(
ρ−
3
2
)
.
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Recall that, for ν ∈ P (T) with a Lebesgue density (still denoted ν), the free energy is
defined as
J(ν) =
∫
U(x)ν(dx)− ρ
2
∫
cos(x− z)ν(dx)ν(dz) +
∫
ln (ν(x)) ν(dx).
Lemma 25. For all r0 > 0, uniformly on θ ∈ T and r ∈ [r0, 1],
J (piρ(r, θ))− J (piρ(1,x0)) −→
ρ→∞ U(θ)− U(x0) +
1
2
(
1
r
− 1 + ln(r)
)
.
Proof. We compute
J (piρ(r, θ)) = −ρ
2
(∫
cos(x− θ)piρ(r, θ) (dx)
)2
− ρ
2
(∫
sin(x− θ)piρ(r, θ) (dx)
)2
+ρr
∫
(cos(z − θ)− 1) piρ(r, θ)(dz)− ln
∫
e−U(z)+ρr(cos(z−θ)−1)dz.
According to Lemma 24 and the Laplace method,
ρr
∫
(cos(z − θ)− 1) piρ(r, θ)(dz) ≃
ρ→∞ −ρr
eU(θ)
2ρreU(θ)
= −1
2
,
and similarly,
−ρ
2
(∫
(cos(x− θ)− 1) piρ(r, θ) (dx)
)2
− ρ
2
(∫
sin(x− θ)piρ(r, θ) (dx)
)2
= ρ× O
ρ→∞
(
ρ−2
)
so that
−ρ
2
(∫
cos(x− θ)piρ(r, θ) (dx)
)2
− ρ
2
(∫
sin(x− θ)piρ(r, θ) (dx)
)2
= −ρ
2
+
1
2r
+ o
ρ→∞ (1)
Finally,
ln
(∫
e−U(z)+ρr(cos(z−θ)−1)dz∫
e−U(z)+ρ(cos(z−x0)−1)dz
)
−→
ρ→∞ U(x0)− U(θ)−
1
2
ln(r).
Proof of Theorem 4, point 3. Let ϕ0 > 0 be small enough so that x0 is the only minimum of
U in [x0 − ϕ0,x0 + ϕ0] (which should be understood as an interval of T). For ϕ ∈ (0,ϕ0], we
call
Dϕ =
(
1
2
, 1
]
× (x0 − ϕ,x0 + ϕ)
∂Dϕ =
([
1
2
, 1
]
× {x0 − ϕ,x0 + ϕ}
)
∪
({
1
2
}
× (x0 − ϕ,x0 + ϕ)
)
.
In other words, seen in the complex unitary disk by r, θ 7→ reiθ = w, Dϕ is a sector centred
at x0 and of angle 2ϕ of the band r0 < |w| 6 1, and ∂Dϕ is its boundary (inside the unitary
disk).
We fix δ > 0. From Lemma 25, we chose ϕ small enough and ρ0 large enough so that
η := inf
(r,θ)∈∂Dϕ
J (piρ(r, θ))− J (piρ(1,x0)) > 0
and
sup
(r,θ)∈Dϕ
∫
dist2
S1
(z,x0)piρ(r, θ) < δ
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for all ρ > ρ0. Since J is non-decreasing along the flow Ψ,
B :=
{
ν ∈ P (T) , ν ∈ Dϕ,J (ν) < J (piρ(1,x0)) + η
2
}
is a non-empty, Ψ-invariant, open set. Let L(B) be the set of limit points of sequences
(Ψtk(ν))k∈N with ν ∈ B. Then L(B) is an attractor in the sense of [1, Section 5.1 p.22],
and [1, Theorem 7.3] together with our controllability result (Proposition 16) imply that
P
(
dw (µt,L(B)) −→
t→∞ 0
)
> 0
(see also [8, Proposition 4.13]). In particular,
P (∃t0 > 0, µt ∈ Dϕ∀t > t0) > 0,
which concludes.
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