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DIE TRANSITIVE HÜLLE DES LEXIKOGRAPHISCHEN 
PRODUKTES 
IVO ROSENBERG, Brno 
M. M. D a y studierte in [2] allgemein die Eigenschaften der Relation rz 
der transitiven Hülle des lexikographischen Produktes auf dem cartesischen 
Produkt G. In dieser Arbeit stellen wir die notwendigen und hinreichenden 
Bedingungen für a E b (a, b e G) fest. 
§ i 
1.1 Definition. Es sei H eine nichtleere teilweise geordnete Menge, {Gx \ x e H} 
ein System von nichtleeren, teilweise geordneten Mengen (die Ordnungsrelationen 
in H und in Gx bezeichnen wir mit < ) . Unter dem lexikographischen Produkt 
verstehen wir das cartesische Produkt G =Y\GX mit der Relation <, die wir 
XGH 
folgendermassen definieren: f < g gerade dann, wenn für jedes x e H gilt: f(x) ^ 
^ g(x) => existiert ein y e H derart, dass y < x und 
(i) f(y) < g(y). 
Die Relationen > , -<, -<, ̂ , )£:, -K, X- werden analog wie die Relationen 
> , < , > , i , .$., <p, |̂> definiert (z. B . : / > g b e d e u t e t / < g,f =£ g). 
1.2 Satz. Es sei H± = {x e H \ card Gx > 1} und -<i die Relation des 
lexikographischen Produktes auf G\ = J~J Gx. Für f eG bezeichnen wir mit 
xeHi 
/ i die auf H reduzierte Funktion f (d. h. / i e Gi, fi(x) = f(x) für jedes x e Hi), 
Dann gilt: 
(2) fi<igi*>f<g. 
Bewe i s . 1) =>. Es seien / , g e G, xeH und f(x) ̂  g(x). Dann ist card 
G , > l 5 . r e / Y i u n d f±(x) = f(x) # g(x) = gi(x). Da / i -£i g± ist, so existiert 
yeHuy<x derart, dass fi(y) < gi(y)-
 E s existiert also yeH1<=H,y<x 
so, dass/(</) =fi(y) < gi(y) = g(v)- E s g ü t (x) u n d d a h e r i s t / < 9-
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2) <=. Es se ien/ i , gieQi, x eH± u n d / i ( » ^ gi(x). Dann ist f(x) = fi(x) =/-
7^ .?i(#) = 9(x) u n ( i a ^ s / -<g ergibt sich, dass ein y e H, y < x existiert, 
derart dass f(y) < g(y). Offenbar ist card Gy > 1 und daher ist y eH\. Es 
existiert also y e H\, y < x so, dass /i(?/) = f(y) < g(?/) = gi(.u), d. h. es gilt 
(!) u n d / i <igi. 
1.3 B e m e r k u n g . Auf Grund des Satzes 1.2 beschränken wir uns im Weite-
ren auf den Fall, dass H = Hi, d. h. auf den Fall, dass für jedes x e H stets 
card Gx > 1 ist. 
1.4 B e m e r k u n g . M. M. Day hat in [2] folgende Behauptung bewiesen: 
(ö, <) ist eine teilweise geordnete Menge gerade dann, wenn H2 = {x e H \ Gx 
ist keine Gegenkette} der Minimalbedingung genügt (d. h. wenn jede Kette 
Co > Ci > . . . in H2 endlich ist). 
Ferner werden wir uns mit dem Fall befassen, dass H2 die Mimimalbe-
dingung nicht erfüllt. Aus [2] ergibt sich, dass dann <̂ keine transitive Rela-
tion ist. 
1.5 Definition. Die transitive Hülle der Relation •< auf G bezeichnen wir 
mit !=. 
Für Ableitung der notwendigen und genügenden Bedingungen für f ^-g 
müssen wir einige Begriffe und Hilfsbehauptungen einführen. 
1.6 Definition. Es sei (M, < ) eine geordnete Menge, xeM. Wir schreiben 
Ix = {y e M \ y < # } . Eine Menge Z _= M nennt man Anfang in M, wenn 
gilt: x eZ, y e M, y < x => y eZ. Eine Menge K <= M nennt man Ende in M% 
wenn gilt: x e K, y e M, y > x => y e K. Es sei A <=: M. Die Menge B = 
— {x e M I es existiert ein y e A, y < x) nennt man das durch A in M erzeugte 
Ende. 
1.7 Definition. Es sei Z .= H und h eG. Wir bezeichnen mit [Z]h, bzw. [Z]h 
die Menge aller solcher x e H, dass für jedes z e IX\Z stets h(z) ein minimales, 
bzw. maximales Element in Gz ist. 
1.8 Hilfssatz. Es sei Z ein Anfang in H und h eG. Dann sind [Z]h und 
[Z]h Anfänge in H und Z ^ [Z]n, Z <= [Z]^. 
Sind U, V Anfänge in H und U i= V, dann gilt [U]h = [V]h und [U]h 1= 
= [V]h. 
Bewei s . Die ersten Behauptungen ergeben sich unmittelbar aus 1.7. 
Es seien U, V Anfänge in H, U <= V und es sei h e G. Es sei x e [U]jt. Für 
jedes z elx \ U ist dann h(z) ein minimales Element von Gz. Da Ix\ V <= 
^ Ix \ U ist, so ist auch h(t) ein minimales Element von Gt für jedes t e 
e l x \ V. Es ist also x e [V]h und daher ist [(7]Al, 1= [V]h. Analog lässt sich 
beweisen, dass [U]h 1= [V]h. 
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1.9 Definition. Es seien f, g eG, f E g. Wir bezeichnen mit RfQ den maxi-
malen Anfang in H derart, dass für eine beliebige natürliche Zahl n und für 
jedes r e Rfff folgendes gilt: 
(3) f<hi<...< hn.\ < g =>/(r) = h\(r) = ...= hn-\(r) = g(r) 
1.10 B e m e r k u n g . Die mengentheoretische Vereinigung eines beliebigen 
Systems von Anfängen Z _= H mit der Eigenschaft, dass für jedes n > 1 
und beliebige r eZ stets (3) gilt, ist offenbar wieder ein Anfang mit der er-
wähnten Eigenschaft. 
Damit ist die Existenz eines derartigen maximalen Anfangs Rf& garantiert 
(allerdings kann eventuell Rfff = 0 sein). 
Nach (3) gil t /(r) = g(r) für jedes r e RM. 
§ 2 
2.1 Hilfssatz. Es sei f, g e G, f ^ g und Z sei ein Anfang in Rfs. Dann sind 
[Z]f und [Z]g Anfänge in Rfs. 
B e w e i s . Es sei n eine natürliche Zahl und / = ho < h\ < ... < hn = g. 
Durch Induktion beweisen wir folgende Behauptung Vjc (k = 0, 1, . . . , n): 
für jedes z e [Z]f ist ho(z) = h\(z) = ... = hjc(z). 
1) Vo gilt offenbar. 
2) Es gelte Vjc (0 < k < n). Indirekt beweisen wir, dass Vjc+i gilt. Setzen 
wir voraus, dass ein x e [Z]f existiert, derart, dass hjc(x) ^ hjc+i(x). Nach der 
Voraussetzung ist hjc < hjc+i und nach 1.1 existiert ein y < x so, dass hjc(y) < 
< hjc+i(y). [Z]f ist nach 1.8 ein Anfang in H und so ist y e [Z]f. Da Z .= Rto 
ist, so ist nach der Definition 1.9 y <£Z. Es ist also y e [Z]f\Z und nach der 
Definition 1.7 für y eIx\Z ist f(y) notwendig ein maximales Element von 
Gy. Nach der induktiven Voraussetzung ist f(y) = h0(y) = hi(y)= . . . = 
= hjc(y) und daher ist hjc(y) = f(y) ein maximales Element von Gy. Das ergibt 
aber einen Widerspruch mit hjc(y) < hjc+i(y). Es gilt also Vjc+i und damit ist 
der Beweis durch Induktion erbracht. 
Der Beweis der Behauptung [Z]g < Rf9 ist ähnlich (durch Induktion bewei-
sen wir die Behauptung Vjc(k = 0,1, . . . , n): Eür jedes z e [Z]g ist hn-jc(z) = 
= hn-jc+1(z) = ... = hn(z)). 
2.2 Hilfssatz. Es mögen die Voraussetzungen von 2.1 gelten. Dann ist 
(4) [Z]g^[Z]fUnd [Z]f<=[Z]K 
: B e w e i s : Es sei x e [Z]g und z e IX\Z. Nach 1.7 ist dann g(z) ein minimales 
Element von Gz. Da [Z]g ein Anfang in Rte (2.1) ist, so ist z e [Z]g<= Rf<* 
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und daher ist nach 1.10: f(z) = g(z). Es ist also/(z) ein minimales Element von 
Gz. Wir haben so festgestellt, dass x e [Z]f (1.7) und daher [Z]g = [Z]f. Die 
zweite Behauptung wird analog bewiesen. 
2.3 Definition. Es sei V = H. Wir bezeichnen mit < V> die Menge aller x e H 
solcher Art, dass Ix \ V der Minimalbedingung genügt. 
B e i s p i e l . Es sei C die Menge aller realen Zahlen mit natürlicher Ordnung. 
Setzen wir H = C und V = (— oo, 0). Dann ist <V> = (—oo, 0>. 
2.4 Hilfssatz. Es sei V ein Anfang in H. Dann ist < V> ein Anfang in H und 
V= <V>. Wenn xeH ist und Ix der Minimalbedingung genügt, dann ist 
h=<vy. 
Sind U,V<=HundU<=V, dann ist <C7> = <V>. 
Bewe i s . Es gentigt die letzte Behauptung zu beweisen, die übrigen ergeben 
sich direkt aus 2.3. Es sei x e <U>. Dann genügt IX\U der Minimalbedingung 
und um so eher erfüllt Ix \ V .= Ix \ U die Minimalbedingung. Es ist also 
xe(Vy und <U> = <F>. 
2.5 Definition. Es sei V = H und f, g eG. Wir bezeichnen mit <V>Isr die 
Menge aller x e <V> (2.3) solcher Art, dass für jedes y eIx\V stets f(y) = 
= g(y) ist. 
2.6 Hilfssatz. Es sei V ein Anfang in H undf, g e G. Dann ist V = <V>^ =. 
— <V>. <VXflr ist ein maximales Element im System aller Anfänge A mit der 
Eigenschaft, dass 1) V = A = <V>, 2) dass für jedes y e A \ V stets f(y) = 
= g(y) ^t. 
Wenn U, V = H sind und U = V ist, dann ist <E7>fr = <V>/flr. 
Bewe i s . Wir beweisen nur die letzte Behauptung. Es sei x e <U>Iflr. Dann 
ist x e (Uy und für jedes y eIx\U gilt f(y) = g(y). Nach 2.4 ist a; e ( P ) E 
= <V> und für jedes yelx\ V = 1X\U gilt, ,%) = 0(?/).Nach 2.5 ist z e <V>^ 
und<U>^ < <V>*L 
2.7 Hilfssatz. F/s sei f, g e G, f ^ g und Z sei ein Anfang in Rfe. U sei ein 
Anfang in H solcher Art, dass Z C P E <Z> und es sei V = U\Z. Dann ist 
die Relation <' des lexikographischen Produktes auf G' = J~[ Gx eine Ordnungs-
xeV 
relation. 
Für jedes h e G bezeichnen wir mit h' die auf V reduzierte Funktion h (d. L 
eine partielle Abbildung: h' e G, h'(x) = h(x) für jedes x e V). Dann gilt: 
(5) f=h0<h1<...<hn = g => h
f
0<'h[<' ...<'tin. 
Bewei s . Zuerst zeigen wir, dass V der Minimalbedingung genügt. Es sei 
B eine absteigende Kette in V und xo sein grösstes Element. Dann ist offen-
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bar B^IxonV=Ixon(U\Z) = Ixo \Z. Da x0 e V C <Z> genügt IXo\Z 
nach 2.3 der Minimalbedingung und also ist die Kette B eine endliche Kette . 
Aus Days Satz (1.4) ergibt sich, das <' eine Ordnungsrelation auf G' ist. 
Wir beweisen (5). Es sei 0 < i < n, x e V und h\(x) =£ h'i+1(x). Dann ist 
offenbar hf(x) -^ hi+i(x) und aus h% < hi+i ergibt sich, dass ein y e H, y < x 
solcher Art besteht, dass ht(y) < ht+± (y). Da U ein Anfang ist, x e V _='c7 
und y < x ist, so ist y eU. Nach 1.9 ist ht(r) = ht+i(r) für jedes r eZ = Rte 
und daher bekommen wir aus hi(y) < M+i(y), dass y <£Z ist. Es ist also y e 
e U\Z undh[(y) = hi(y) < hi+\(y) = hi + 1(y). Damit haben wir bewiesen, dass 
*>',<'K+i> d- h - e s g ü t (5)-
2.8 Hilfssatz. Es sei f,geG und f ^ g. Wenn Z ein Anfang in RfQ ist, dann 
ist auch (Zyv ein Anfang in RfQ. 
Bewe i s , n sei eine natürliche Zahl und / = ho < h± < ... <hn = g seien 
Elemente von G. Bezeichnen wir V = (Z}f<> \ Z. Is t V = 0, dann ist <Z>/* = 
= Z — Rte (2.6) und die Behauptung gilt. 
Es sei also V ^ 0. Wie in 2.7 möge lfii die auf V reduzierten Funktionen 
hi (i = 0, 1, .. . , n) bezeichnen, und <' möge die Relation des lexikographi-
schen Produktes auf G' = J~J Gx bedeuten. Nach 2.7 ist ti0 <' h[ <' ...<'h'n. 
xeV 
Da V = <Z)fff\Z, ist nach 2.6 2) f(y) = g(y) für jedes y eV und daher ist 
h0 = hn. Nach 2.7 ist <' eine Ordnungsrelation und so ergibt sich aus h0 <' 
^ i ^ ' • • • ~<' K u n ( i K = K stets ti0 = h[= ... = hn. So haben wir festgestellt, 
dass ho(x) = h\(x) = ... = hn(x) für jedes x e V ist. Nach der Definition Rf9 
gilt ho(x) = hi(x) = ... = hn(x) auch für jedes x eZ < RM und also ist 
ho(x) = hi(x) = ... = hn(x) für jedes x e (Z}f0. Nach 1.9 ist damit der Hilfs-
satz bewiesen. 
2.9 Definition. Es sei a die kleinste Ordnungszahl derart, dass in H keine 
durch Inklusion wohlgeordnete Kette des Typs a von untereinander verschiedenen 
Mengen existiert. Es seien / , g eG. Transfinit definieren wir die Mengen Pf 
(£ < a) wie folgt: 
1) Pf0
9 = 0 . 
2) Wenn v < a und wir bereits Pf für alle f < v zusammengestellt haben, 
dann setzen wir 
a) Pfg = <\JPf9_^\f U [Pf9.^\gy
g (1.7 und 2.5), wenn v eine isolierte Ordnungs-
zahl ist; 
b) Pf = U Pf, wenn v eine Limeszahl ist. 
Schliesslich setzen wir Qfs = \J Pf. 
$<oc 
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2.10 B e i s p i e l . Es sei H = C (Beispiel 2.3) und Gx = <0,1> für jedes 
a e H. Es sei/(x) = y(*) = 0 für x < 1, / ( l ) = g(l) = J, /(*) -= g(x) = 1 für 
1 < x < 2,/(2) = gr(2) = J und f(x) = g(x) = 0 für jedes irrationale x > 2, 
,/(#) = gr(.r) = 1 für jedes rationale x > 2. 
Dann ist P>" = 0, [0]/ = 0, [0], = ( - ^ o , 1), P{" = ( - o o , 1>, [ ( - O D , 
1>]/ = (-^x>, 2), [(-ex, , 1>], = (—oo, 1>, P f = ( - o o , 2> und Qfi = 
= ( - o o , 2>. 
2.11 Hilfssatz. Es seien f, g EG. Dann ist für jedes £ < a stets Pf ein Anfang 
Wennf _Z g, dann ist Pf _= Rf^ für jedes f < a. 
Bewe i s . Beide Behauptungen beweisen wir durch transfinite Induktion. 
1) PI-7 -= 0 und die Behauptungen gelten offenbar. 
2) Es sei v < a und die Behauptungen mögen für jedes £ <v gelten. 
a) Es sei v isoliert. Nach der induktiven Voraussetzung ist Pfg_ x ein Anfang. 
Nach 1.8 sind dann [Pfg_^\f und [Pf.-Jg Anfänge und daher ist Z = 
= [Pf-iY^ [Pf-_]g e*n Anfang. Nach 2.6 ist Pfg = <Z>f<r ebenfalls ein Anfang. 
Es sei / ___ g. Nach der induktiven Voraussetzung ist Pfg_1 <= R
fg. Nach 2.1 
ist dann [Pfv
g_xY = R
fg und [ P ^ J , .= Rfg und daher ist Z ein Anfang in Rfff. 
Nach 2.8 ist dann Pfg = <Z}fff __\ RfC 
b) Es sei v eine Limeszahl. Dann ist Pfg = U Pf eine mengentheoretische 
Vereinigung von Anfängen und daher ein Anfang. Im Falle /' __~z g ist 
Pf/ eine mengentheoretische Vereinigung von Teilmengen aus Rfo und daher 
ist Pf s P*7. 
Damit ist der Beweis durch transfinite Induktion abgeschlossen. Aus 2.9 
und 2.] 1 ergibt sich: 
2.12 Hilfssatz. Es seien f, g eG. Dann ist Qfo ein Anfang. Wenn f __\ g, 
dann ist Qfv __\ PI-7. 
2.13 Hilfssatz. Es seien f, geG. Dann ist [Qf*]g = [Qf9]f = {QfsyfQ = 
= Q". 
Bewei s . Wir zeigen, dass {Pf | f < a} ein durch Inklusion linear geordne-
tes Mengensystem ist. Nach 1.8 ist Pf _= [Pf]f und Pf ___ [Pfi]g für jedes 
£ < a. Also ist Pf<=Z = [Pfg]f u [Pf]g. Nach 2.6 ist Pf' __\ Z __\ <Z>* = 
= Pf+1. Ist v < OL eine Limeszahl, dann ist P
fg < Pf für jedes ju < v. Es ist 
also {Pf | £ < a} eine durch Inklusion wohlgeordnete Kette der Teilmengen 
von H. 
Es existiert ein A < a derart, dass Pfg+1 = Pf. Wenn das nicht der Fall 
wäre, so wäre {Pf | f < a} eine durch Inklusion wohlgeordnete Kette des 
Typs a von untereinander verschiedenen Teilmengen von H, was im Wider-
spruch zur Wahl von a steht. Aus P[g+ x = Pf ergibt sich 
(6) \p{gy = \F% = <p'/y<> = P? 
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Aus P{g+1 = Pf ergibt sich sofort Pf = P{
g für jedes X < £ < a. Nach 
der Definition von Qte, in Anbetracht der Monotonie des Systems {Pf | £ < 
< a} ist Qte = Pf und daher gilt nach (6) die Behauptung des Hilfssatzes.. 
2.14 Definition. Es seien f, g eG. Wir bezeichnen mit Ate = <QI-7> \ Qter 
mit Bf^ das durch Ate in H erzeugte Ende und setzen Tte = H \ (Qfg \j Bte)~ 
Im Falle dass Ate ^ 0? bezeichnen wir mit h* die auf Ate reduzierte Funktion, 
he G und mit <* die Relation des lexikographischen Produktes auf G* = J~[ Gx-
Die Mengen Qte, Ate, Bte, Tte sind auf Bild 1 veran-
schaulicht. 
2.15 Satz. Es seien f, g eG. Ist f ^ g, dann gilt: 
(?) 
(8) 
xeQte ^f(x) = g(x), 
Afя фÇ) „ f^ - - 1 ^ ^ ґj^ 
B e w e i s . Nach 2.12 ist Qte C Rte und daher gilt 
nach 1.10 stets (7). Es sei Ate = <Qte}\Qte =-£ 0. Da, 
f ^Z g, existiert eine ganze Zahl n > 0 und h±, h2, . . . y 
Bild 1. hn-i e G derart, dass / = ho •< h\ < ... < hn = g. Set-
zen wir U = (Qtey, V = U \ Qte. Da Qte ein Anfang 
in Rte ist, so sind die Voraussetzungen von 2.7 erfüllt und es ist / * = 
= h* <* h* <* . . . <* h* = g*. Nach 2.7 ist <* eine Ordnungsrelation und 
daher i s t / * < g*, d. h. es gilt (8). 
§ 3 
In diesem Paragraph zeigen wir, dass die Bedingungen (7) und (8) aus 2.15 
auch hinreichende Bedingungen f ü r / ^ g sind. 
3.1 Definition. Es sei P eine teilweise geordnete Menge, S C P. Wir sageny 
dass P koinitial mit S ist, wenn zu jedem x eP ein y e S existiert, derart, dass 
y < x. 
Wir werden den nachstehenden Hilfssatz, der eine direkte Folgerung des-
Hilfssatzes 1.9 aus [2] ist, brauchen. 
3.2 Hilfssatz. P sei eine teilweise geordnete Menge ohne minimale Elemente. 
Dann existieren zwei disjunkte Mengen, R, S C P derrart, dass P koinitial 
mit R und mit S ist. 
Offenbar gelten folgende Hilfssätze: 
3.3 Hilfssatz. Es sei T = X\ U X2 eine teilweise geordnete Menge. Xi sei 
koinitial mit Oi C Xi (i = 1, 2). Dann ist T koinitial mit 0± U O2. 
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3.4 Hilfssatz. W sei eine teilweise geordnete Menge und U C V C W. Wenn 
W koinitial mit V und V koinitial mit U ist, dann ist W koinitial mit U. 
In den Hilfssätzen 3.5 — 3.9 werden wir voraussetzen, dass f,geG sind.-
Anstatt Qte, Ate, Bf ff, TM werden wir bloss Q, A, B,T schreiben. 
3.5 Hilfssatz. Für x eT gilt IX\Q = IxnT. 
Bewei s . Es sei x eT. Dann ist x $ B und in Anbetracht dessen, dass B ein 
Ende in H ist, so ist Ix n B = 0. Daraus ergibt sich IX\Q = Ix\ (Q U B) = 
= Ixn(H\(QvB) = IxnT. 
3.6 Hilfssatz. T hat keine minimalen Elemente. 
Bewei s . Setzen wir voraus, dass ein minimales Element x der Menge T 
existiert. Dann ist IxnT = {x} und nach 3.5 ist IX\Q = Ix nT = {x}. 
Ix\Q genügt also der Minimalbedingung (siehe 1.4) und daher ist nach 2.3 
xe(Q}. Gleichzeitig ist x$Q und daher ist x e <$> \ Q = A i= B (2.14). 
Das ist jedoch ein Widerspruch mit x e T = H \ (B U Q). 
3.7 Hilfssatz. Zu jedem x e B existiert ein z e A derart, dass z < x und f(z) ^ 
* g(*). 
Bewe i s . Es sei x e B. Nach der Definition von B existiert ein a e i , a < . r , 
Setzen wir voraus, dass f(y) = g(y) für jedes y e Ia\Q ist. Nach 2.5 und in 
Anbetracht dessen, dass a e A = \Q} \ Q, ist dann a e (Q}fg. Aber nach 2.13 
ist (Q}to = Q, d. h. a e Q. Das ist jedoch ein Widerspruch mit der Tatsache, 
dass a e A = <Q> \ Q nicht in Q gehört. Also existiert ein z e A = <Q> \ Q, 
z < a < x derart, dass f(z) -^ g(z). 
3.8 Hilfssatz. In T existieren zwei disjunkte Mengen R und S mit der Eigen-
schaft, dass T koinitial mit R und mit S ist und dass g(r) für kein r e R ein 
minimales Element von G und dass f(s) für kein s e S ein minimales Element 
von G ist. 
Beweis . Setzen wir: 
(9) Koo = {x eT \ f(x) ist kein maximales Element von Gx, g(x) 
ist kein minimales Element von Gx}, 
(10) Koi = {x eT \f(x) ist kein maximales Element von Gx, g(x) 
ist ein minimales Element von Gx}, 
(11) Kio = {x e T | f(x) ist ein maximales Element von Gx, g(x) 
ist kein minimales Element von Gx}, 
(12) Kn = {x eT \f(x) ist ein maximales Element von Gx, g(x) 
ist ein minimales Element von Gx}. 
In Anbetracht der Definitionen (9) —(12) bildet {Koo, Koi, I^io, I^n} eine 
Zerlegung auf T, d. h. K0o, Koi, I^io, Kn sind untereinander disjunkt und 
Koo U Koi U Kio U Ku = T. Bezeichnen wir mit U das durch Koo erzeugte 
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Ende, mit V die Menge der minimalen Elemente von K0o, mit W das durch 
V erzeugte Ende V. Weiter setzen wir: X± = U\W und Yi = K00 \ W (die 
Situation ist auf Bild 2 veranschaulicht). 
Zuerst zeigen wir, dass Yi = Koo \ W keine mini-
malen Elemente hat. Es sei y e Yi. Dann ist y $ W und 
umso eher ist y £ V. Also ist y kein minimales Element 
von Koo und daher existiert ein k e K00 ,k<y, k $ W, 
denn W ist ein Ende und aus k e W würde sich y e W 
ergeben. Also ist k e Koo \ IV = Yi und y ist kein mini-
males Element. 
Die Menge Yi erfüllt also die Voraussetzung von 
3.2. Nach 3.2 existieren zwei disjunkte Mengen Bi C Y± 
und $i C Yi derart, dass Yi koinitial mit B\ und 
mit S± ist. Es lässt sich leicht ableiten, dass Xi koini-
tial mit Yi ist: Es sei x e X± = U \ W. Da x e U ist 
und U das durch Koo erzeugte Ende ist, existiert l e K, l < x. Da x £ IV ist 
und IV ein Ende ist, ist auch l $ W, d. h. I e K00 \ W = Yi . Ki ist also 
koinitial mit Yi . Yi ist koinitial miti^i und S± und daher ist nach 3.4 auch 
Xi koinitial mit B± und S±. Dabei ist nach (9) g(r) kein minimales Element 
von Gr für r e B±C Yi C K00 und g(s) ist kein minimales Element von Gs 
für seSiC YiCKoo. 
Setzen wir Y2 = T \ U. Zuerst zeigen wir, dass Y2 ein Anfang in T ist. Es 
seien y e Y2, t eT, t < y. U ist ein Ende in T und daher ergibt sich t <£ U 
aus y $ U. Es ist also t eT\U = Y2 und daher ist Y2 ein Anfang in T. 
Danach und nach 3.5 gilt für jedes x e Y2: 
Bild 2. 
(13) Iz\Q = IzГiT = I*П Y2 
T 2 ist disjunkt mit U und ist also auch disjunkt mit Koo C U. {K00, K0±, 
Ki0, Kn} bilden eine Zerlegung auf T und daher ist Y2 C K0i U Kio U K\\. 
Wir beweisen nun indirekt, dass Y2 koinitial mit I?2 = Y2 n Ki0 ist. Setzen 
wir voraus, dass dies nicht der Fall ist. Dann existiert ein x e Y2 derart, dass 
Ix n B2 = Ix n Y2 n K10 = 0. Da Y2 C K0i u Kio u Kn, ist Ix n Y2 C 
C Koi U Kn. Nach (13) gilt y e Koi U Kn für jedes y e IX\Q und daher ist 
nach (10) und (12) g(y) ein minimales Element von Gy. Nach 1.7 ist also x e 
€ [Q]g. Aber nach 2.13 ist [Q]g = Q und daher ist x eQ. Dabei ist x e Y2 C 
CT = H\(Q U B), was ein Widerspruch mit x eQ ist. Also ist Y2 koinitial 
mi t B2. 
Ähnlich zeigen wir, dass Y2 koinitial mit $ 2 = Y2 n Koi ist. Setzen wir 
voraus, dass dies nicht der Fall ist. Dann existiert ein x e Y2 derart, dass 
JxnS2 = Ixn Y2 O K0i = 0. Da Y2 C K0i U K10 U Kn ist, so ist Ix n 
n Y2 C K10 U Kn. Nach (13) ist also y e Ix n Y2 C Ki0 U Ku für jedes 
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y eIx\Q, d. h. nach (11) und (12) ist f(y) ein maximales Element von Gy. 
Nach 1.7 ist daher x e [Q]f = Q (2.13), was ein Widerspruch mit x e Y2 C T = 
= H\{Qu B) ist. Daher ist Y2 koinitial mit S2. 
Nach (11) ist g(r) kein maximales Element von Gr für r e R2 C Ki0 und nach 
(10) ist/(s) kein maximales Element von Gs für s e S2 C Koi. Setzen wir X2 = 
= TV U Y2. Wir zeigen, dass X2 koinitial mit Y2 ist. Es sei w e TV. Nach der 
Definition von TV existiert ein v e V derart, dass v < w ist. Nach 3.5 hat T 
keine minimalen Elemente und daher existiert zu v eT ein t eT, t < v. 
Nach der Definition von V ist v ein minimales Element von Koo > daher gehört 
t < v nicht in das durch Koo erzeugte Ende U. Also ist t e T \ U = Y2 und X% 
ist koinitial mit Y2. Nach 3.4 ist weiter X2 koinitial mit R2 und mit S2. Zu 
Beginn des Beweises haben wir festgestellt, dass Xi koinitial mit R\ und mit 
Si ist. Nach der Definition von Xi und X2 ist dabei Xi U X2 = (U\ TV) U 
U TV U Y2 = U U Y2 = U U (T \ U) = T. Nach 3.3 ist also T koinitial 
mit R = R± U R2 und mit S = S\ U S2. Wir zeigen, dass R und S disjunkt 
sind. Nach der Konstruktion sind R± und S± disjunkte Mengen und R2, #2 
disjunkte Mengen. Weiter ist R± C K0o disjunkt mit S2 C Koi und R2 C Kio 
disjunkt mit S\ C K0o. Wie wir oben gezeigt haben, ist g(r) kein minimales 
Element von Gr für r e R und f(s) ist kein maximales Element von G8 
für s e S. Damit ist der Hilfssatz bewiesen. 
3.9 Hilfssatz. Es gelte (7) und (8) aus 2.15. Dann existiert ein heG mit 
der Eigenschaft: 
l)f<h<9, 
2) x e H\Q => existiert y < x derart, dass f(y) = h(y) = g(y) nicht gilt. 
B e w e i s . R, S seien Mengen aus 3.8. Wir definieren heG wie folgt: Für 
x eQ U B setzen wir h(x) = f(x). Für r e R bzw. s e S wählen wir ein beliebiges 
Element areGr, ar < g(r) bzw. as e G, as > f(s) und setzen h(r) = ar bzw. 
h(s) = as und für x e T\(R U S) wählen wir für h(x) ein beliebiges Element 
von Gx. 
Wir zeigen zuerst, dass / < h ist. Es sei x e H, f(x) ^ h(x). Nach der Defi-
nition von h ist dann x^QuB, d. h. xeT. Nach 3.8 existiert ein seS 
derart, dass s < x. Dann ist f(s) < as = h(s) und daher ist / < h. 
Nun zeigen wir, dass h < g. Es sei x e H und h(x) -7̂  g(x). Da h(y) = f(y) = 
= g(y) für y eQ (nach (7) und der Definition von h), so ist x £Q. Es ist also 
entweder a) x e B oder b) x eT. 
a) Es sei x e B. Nach 3.7 existiert ein z e A, z 5^ x so, dass f(z) ^ g(z). Dann 
ist f*(z) =f(z) 9L g(z) = g*(z) (2.14). Nach (8) ist f* <* g* und daher 
existiert ein a e A derart, dass a < z < x und / (a ) = f*(a) < g*(a) = g(a)* 
Nach der Definition von h für A e 4̂ s= i? ist h(a) = /(a) < (7(0). 
b) Es sei x eT. Nach 3.8 existiert ein r e R derart, dass r < x. Nach der 
Definition von h ist h(r) = ar < gr(r). 
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Damit haben wir bewiesen, dass h •< g. Es gilt also (1). 
Schliesslich beweisen wir 2). Es sei x e H\Q. Ist x eT, dann existiert nach 
3.3 ein r e B derart, dass r < x. Nach der Definition von h ist dann h(r) = 
= Or < g(r) und daher gilt f(r) = h(r) = g(r) nicht. Es sei also x $ T. Dann 
ist x e B und nach 3.7 existiert ein z e A derart, dass z < x und f(z) ^ g(z) 
ist. Für zeACB ist h(z) = f(z) ^ g(z) und daher gilt f(z) = h(z) = g(z) 
nicht. Es gilt also 2) und damit ist der Beweis beendet. 
3.10 Satz. Es seien f, g eG. Die folgenden Bedingungen sind äquivalent: 
(I) / = </, 
( I I ) (7) xeQfff ^f(x) = g(x), 
(8) Afff ^--0 =>/* < *r/*. 
B e w e i s . (I) => (II) . 2.15 
(II) => (I). Nach 3.9 existiert ein h eG derart, dass f -<h •< g. 
Also ist / rz g. 
3.11 B e m e r k u n g . Aus 3.9 und 3.10 ergibt sich der Satz 5.5 aus [2]. Die 
Relation •< ist 1-transitiv (d. h. zu jedem / , g e G, f ^ g existiert ein h eG 
derart, dass / < h -< g). Day hat die angeführte Behauptung auch für den 
Fall bewiesen, dass die Relationen auf Gx nur transitive Relationen sind. 
3.12 Satz. Es seien f, g eG, f = g. Dann ist Qfff = Bfff. 
B e w e i s . Nach 2.12 ist Qfff C Bfff. f = g und so gilt nach 3.10 stets (7) 
und (8). Nach 3.9 existiert ein h e G so, d a s s / <h •< g und zu jeden x e H\Qfff 
existiert ein y < x derart, dass f(y) = h(y) = g(y) nicht gilt. Nach 1.9 ist 
dann y $ Bfff. Da Bfff ein Anfang ist, ist auch x $ Bfff. Es gilt also Bfff C Qfff 
und Bfff = Qfff. 
§ 4 
Die Menge G mit einer transitiven und reflexiven Relation ist eine quasi-
geordnete Menge. Natürlich fragen wir nach den notwendigen und hinrei-
chenden Bedingungen für / rz gr rz / . 
4.1 Hilfsastz. Es seien f, g eG,f f-= g != fund es sei Z ein Anfang in Bfff n Bfff. 
Bann ist [Z]f = [Z]g und [Z]f = [Z]ff. 
B e w e i s . Ergibt sich aus der Inklusion (4) in 2.2. 
4.2 Hilfssatz. Es mögen die Voraussetzungen von 4.1 gelten. Dann ist (Z}fff = 
= <£>. 
B e w e i s . Setzen wir V = <Z>\Z. Wenn V = 0 ist, dann gilt die Behaup-
tung offenbar. Es sei also V -^ 0. Für jedes h eG bezeichnen wir mit h' ähnlich 
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wie in 2.7 die auf V reduzierte Funktion h. Weiter bezeichnen wir mit ___' 
die Relation des lexikographischen Produktes auf Q' = |~[Cr.r. Nach 2.7 
xeV 
(für U = <_Z» i s t / ' :<' g'. Da sich die Rollen v o n / und^vertauschen lassen, 
ist aus demselben Grunde g' ___' f. Nach 2.7 ist ___' eine Ordnungsrelation 
und daher ergibt sich aus / ' ___' g' ___' f stets / ' = g'. Das bedeutet, dass 
für jedes zeV = (Z}\Z stets f(z) = f'(z) = g'(z) = g(z) gilt. Nach 2.5 ist 
also <£>/* = <£>. 
4.3 Hilfssatz. Es seien f, g eG und f __\ g __\f. Dann ist 
(14) Qff = Qfg = Qgf= Qgg, 
B e w e i s . Wird durch transfinite Induktion mit Hilfe von 4.1, 4.2 und 
2.9 bewiesen. 
4.4 Hilfssatz. Es gelten die Voraussetzungen von 4.3. Dann gilt 
(15) Qff = Qn; x e Qff =->/(*) = g(x). 
B e w e i s . Nach (14) ist Qff = Qw. Nach 3.10 ergibt sich aus / _Z g, dass 
J(x) = g(x) für jedes x eQf<? = Qff (4.3). 
Nun leiten wir ab, dass die Bedingung (15) auch eine hinreichende Bedingung 
für / __] g rz / ist. 
Aus der Definition 2.5 ist zu ersehen, dass folgendes gilt: 
4.5 Hilfssatz. Z sei ein Anfang in H und f eG. Dann ist (Z}ff = <Z>. 
4.6 Hilfssatz. Für f, geG gelte (15). Dann ist für jeden Anfang ZCQff 
.stets [Z]g = [Z]j. 
B e w e i s . ZCQff = QM und daher ist nach 1.8 und 2.13 [Z]g C [Qn]g = 
= Qw. Es sei x e [Z]g. Da Qgg ein Anfang ist (2.12), ist Ix C Qgg und umso 
eher IX\Z C Qgg. Nach 1.7 ist g(z) ein minimales Element von Gz für jedes 
.z eIx\Z. Nach (15) ist f(z) = g(z) für jedes z eIx\Z C Qgg und daher ist 
ebenfalls /(z) ein minimales Element von Gz. Nach der Definition 1.7 ist also 
x e [Z]f. Damit ist bewiesen, dass [Z]g = [Z]/ist. 
4.7 Hilfssatz. Für f, g eQ gelte (15). Dann ist QftCQff und Afo = 0. 
B e w e i s , a und Pf (v < a) mögen die gleiche Bedeutung wie in 2.9 haben. 
Durch transfinite Induktion beweisen wir, dass P{9 C Pff für jedes v < a. 
1) pgr = 0 = pff. 
2) Es sei 0 < v < a und die Behauptung gilt für jedes f < v. 
*a) v sei eine isolierte Ordnungszahl. Nach der induktiven Voraussetzung ist 
P{__ t= P{{_ Q Qff. Nach 1.8 ist [P{g__]f C [P^rf. Nach 4.6 und 1.8 ist [P{g__]g C 
Q[P{g-_]sQ[P{
f-i\' Nach 2.9, 2.6 und 4.5 ist schliesslich P{g = <[P{g__]f U 
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u [PSL&W s ( W u [Pj^y* C <[Pf.j/ u [P£j,> = <[P£1]
/ LT 
U [P* J,>" = if, 
b) A sei eine Limeszahl. Dann ist P*7 = U Pf£ Q (J Pff = Pff. 
Damit ist der Beweis durch transfinite Induktion abgeschlossen. Es gilt-
also Qfff = U P1i C U Pff = Q/A 
Wir beweisen, dass -4/? = 0. Aus Q/? i= Qff, 2.6, 4.5 und 2.13 ergibt sich*, 
dass {Qfff} ^ <Q//> = {Qff}ff = Q//. Nach (15) ist also für jedes x e <Q/*> 
stets/(x) =g(x) und daher ist nach 2.5 (Qtoyn = <Q/*>. Nach 2.13 ist Qfff = 
== (Qf9>fg = <Q/<7> und daher ist Af* = <Qf^\Qfg = 0. 
4.9 Satz. Es seien f, g eG. Die folgenden Aussagen sind äquivalent: 
(A) / E j c / , 
(B) £// = Q"; x G Q// => /(*) = g(x). 
B e w e i s . (A) => (B). 4.4. 
(B) =-> (A). Nach 4.7 ist Qf9 c Q//. Daher ist /(x) = gr(x) fü r 
jedes x eQM. Ebenfalls nach 4.7 ist Afff = 0 und es gilt also (II) aus 3.10. 
Nach 3.10 gilt (I) / E g. Die Rollen von / und g können wir austauschen und 
aus demselben Grunde gilt auch g E / . Also gilt (A). 
Nun zeigen wir die Bedingungen, unter denen E eine universale Relation 
ist (d. h. / E g für jedes/ , g e G). 
4.10 Satz. Es seien f, g eG. Die folgenden Aussagen sind äquivalent. 
(i) ei ist eine universale Belation, 
(ü) Qff = 0 ßr jedes f e G, 
(iii) a) H hat keine minimalen Elemente, 
b) es existiert kein nichtleerer Anfang von Z in H derart, dass Gx wenigstens-
ein maximales Element für jedes x eZ hat und es existiert auch kein 
nichtleerer Anfang Z in H derart, dass Gx wenigstens ein minimales 
Element für jedes x eZ hat. 
B e w e i s , (i) => (ii). Es sei feG. Für jedes xeH wählen wir g(x)eGx 
so, dass g(x) -?-- f(x) (1.3). Für ein so definiertes g eG gilt nach (i) s t e t s / E g E 
E / , d. h. es gilt die Behauptung (A) aus 4.9. Nach 4.9 gilt (B). Für jedes 
x e H ist f(x) -7-= g(x) und daher ist notwendig Qff = 0. 
(ii) => (iii). Es sei feG. Nach 2.4 gehört jedes minimale Element xeH 
in <0> = <0>// (4.5) und gehört daher in Qff. Da Qff = 0, hat H keine mini-
malen Elemente. 
Z sei ein Anfang in H solcher Art, dass Gx für jedes x eZ ein maximales 
Element hat. Für jedes x e Z setzen wir g(x) gleich irgendeinem maximalen 
Element von Gx und für x e H\Z wählen wir für g(x) ein beliebiges Element» 
von Gx. Nach 1.7 ist Z C [0]* und daher ist Z C Qn = 0. Also ist Z = 0.. 
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Analog lässt sich beweisen, dass jeder Anfang von Z mit der Eigenschaft: 
„sc eZ => Gx hat ein minimales Element", leer ist. Es gilt also (iii). 
(iii) => (ii). Es sei f eG. Nach 1.7 sind [ß]I bzw. [0]/ Anfänge in H derart,, 
dass für jedes x e [ß]I stets f(x) ein maximales, bzw. minimales Element 
von Gx ist. Nach (iii) ist daher [G]I = [0]/ = 0. H hat keine minimalen Ele-
mente und daher genügt Ix der Minimalbedingung für kein x e H. Es ist also 
<0> = 0 und Pf( = <[0]/ u [(?]/># = <0 u 0> = <0> = 0 = Pf. Daraus, 
ergibt sich, dass P ^ = 0 für jedes f < oc und also QII = 0. Es gilt also (ii). 
(ii) => (i). Offenbar ist (B) aus 4.9 für jedes / , g eG erfüllt und daher gilt, 
nach 4.9 (A) / rz g n. f9 d. h. E ist eine universale Relation. 
4.11 B e i s p i e l . (7 sei die Menge aller realen Zahlen mit natürlicher 
Ordnung. Es sei H = C und Gx = C für jedes # e C. Dann ist die Relation E 
eine universale Relation. 
§ 5 
Cr mit der Relation rz ist ein quasigeordnete Menge. Auf ö kann man in 
üblicher Weise die Äquivalenzrelation definieren: 
5.1 Definition. Auf G definieren wir die Äquivalenzrelation = wie folgt: 
(16) f^g^f^g^f. 
Die Bedingungen für f ^ g gibt der Satz 4.9. 
Offenbar gilt: 
5.2 B e m e r k u n g . Cr sei eine Teilmenge von G derart, dass G aus jeder 
Klasse untereinander äquivalenter Elemente von G gerade ein Element ent-
hält, (d. h. Cr ist ein System von Klassenrepräsentanten). Dann ist Cr mit 
der Relation cz eine teilweise geordnete Menge. 
5.3 B e m e r k u n g . Oi, Ö2 seien zwei Systeme von Klassenrepräsentanten 
der Äquivalenzrelation == auf G. Dann sind (Cri, rz) und (Ö2, E ) isomorphe;, 
teilweise geordnete Mengen. 
5.4 B e m e r k u n g . 5.2 und 5.3 zeigen, dass es möglich ist, mit Hilfe der 
Relation der transitiven Hülle des lexikographischen Produktes eine teilweise 
geordnete Teilmenge von G zusammenzustellen. Ähnlich wie im Falle der Kar-
dinalpotenz handelt es sich nicht um die teilweise Ordnung von G, sondern 
nur um die teilweise Ordnung irgendeiner Teilmenge von G. 
Im Spezialfall lässt sich die Konstruktion von G einfacher beschreiben. 
5.5 Satz. Es möge ein h e G mit folgender Eigenschaft (*) existieren: Zu jedem 
Ende K .= H ohne minimale Elemente und zu einem beliebigen h e K existieren, 
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r, s e K, r < k, s < k so, dass h(r) kein maximales Element von Gr und h(s) 
kein minimales Element von Gs ist. Zu jedem f e G reihen wir das folgendermassen 
definierte g = cp(f) zu: 
{17) g(x) = f(x) für x e Qff, g(x) = h(x) für x e H\Qff. 
Dann ist die Menge Q = cpl(G) ein System von Klassenrepräsentantev der 
Äquivalenzrelation = auf G und (G, [___.) ist eine teilweise geordnete Menge. 
B e w e i s . Es se i / eG und g = cp(f). Wir beweisen, dass Qff = Qw. Bezeichnen 
wir K = H\Qff. Nach 4.7 (für / = g) ist Äff = 0 und daher ist B*f = 0 und 
Tff = H\(Bff u Qff) = H\Qff = K. Nach 3.6 hat K keine minimalen Ele-
mente. Da Qff ein Anfang ist (2.12), ist offenbar K ein Ende ohne minimale 
Elemente. 
Z sei ein Anfang in Qff. Wir beweisen, dass [Z]g C Qff und [Z]9 C Qff ist. 
Wenn nämlich k e K = H\Qff, dann existieren nach (*) r, seK, r < k, 
•s < k derart, dass g(r) = h(r) kein maximales Element von Gr und h(s) = g(s) 
kein minimales Element von Gs ist. Das bedeutet aber nach 1.7, dass k ^ [Z]g 
und k <£ [Z]0. Da für x e Qff stets g(x) = f(x), bekommen wir 
(18) [Z]9 = [Z]f, [Z]» = [Z]f. 
Mit Hilfe von (18) beweisen wir durch transfinite Induktion, dass für jedes 
f < oc stets Pf = Pfl ist. 
1) P ^ = 0 = ptf. 
2) Es sei 0 < v < a und die Behauptung gelte für jedes f < v. 
a,) v sei isoliert. Nach der Vorasussetzung P9v
g_x = P
ff_v (18), und 4.5 haben 
wir p ^ = <[PJ_J, u [Pf-X]°y
9 = <[Psix\ v [pf;_iY> = <[Pif-i\f v [Pi^yy
1= 
= pf/. 
b) v sei eine Limeszahl. Dann ist Pf = |J Pf _= \J Pff = Pff. 
!<v !<»• 
Damit ist der Beweis durch transfinite Induktion beendet. Es gilt also 
Qff = Qgg. Nach der Definition von g für x e Qff gilt f(x) = g(x). Die Behaup-
tung (B) aus 4.9 ist damit erfüllt und nach 4.9 gillt daher (A), d. h. /_____ g _Z f. 
Is t / i _Z fz ____ / i , so ist nach 4.9 fx(x)=f_(x) für jedes x e Q
flfl = Qu\ 
Nach Definition ist dann <p(f_) = y(f2), denn für x e HXQI1/1 istfi(x) = h(x) = 
= f2(x). Damit ist der Satz bewiesen. 
5.6 B e m e r k u n g . Die Bedingung (*) kann man offenbar auch so formulie-
ren : Setzen wir U = {x e H \ Gx enthält ein Element, das nicht minimal ist} 
und V = {x e H | Gx enthält ein Element, das nicht maximal ist}. Die Bedin-
gung (*) gilt gerade dann, wenn jedes Ende K in H ohne minimale Elemente 
koinitial mit K O U und mit K n V ist. 
Speziell gilt (*) dann, wenn jedes Ende K in H ohne minimale Elemente 
koinitial mit K n U n V ist. 
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5.7 B e i s p i e l . Es möge Gx für jedes x eH ein Element ax enthalten, das 
weder minimal noch maximal ist. Setzen wir h(x) = ax für jedes x e H. Offen-
bar erfüllt h die Bedingung (*). Wir definieren nach 5.5 für jedes / e G die 
Funktion g = cp(f) so, dass wir für x e Qff stets g(x) = f(x) setzen und für 
•x G H\Q setzen wir g(x) = h(x). Nach 5.5 ist G = cp1 (G) eine teilweise geordnete 
Menge. 
5.8 B e i s p i e l . H möge zwei disjunkte dichte Teilmengen U und V enthalten 
(d. h. für jedes x, y e H, x < y existieren u\, u% e U und v±, v% e V derart, 
dass x < u\ < u^ < y und x < v\ < v% < y). Für kein x e U U V sei Gx 
eine Gegenkette. Für jedes x e U U V wählen wir a^, bx e G so, dass ax < bx. 
Für jedes x G U setzen wir h,(x) = ax, für jedes x e V setzen wir h(x) = bx 
und für x e H\(U U V) wählen wir als h(x) ein beliebiges Element von Gx. 
Dann erfüllt h die Bedingung (*). 
Speziell können wir, wenn H = G (wobei C die Menge aller nach der Grösse 
geordneten realen Zahlen ist) und kein Gx eine Gegenkette bildet, als U die 
Menge aller rationalen Zahlen annehmen und als V die Menge aller irrationalen 
Wahlen. 
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