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Imagine distributed knowledge processing with autonomous activities and decentralized
control where the handling of partial knowledge does not result in unclear semantics
or failure-prone behavior. In this paper, a modular approach is taken where concurrent
agents, called constraint-based knowledge brokers (CBKBs), process and generate new
knowledge in the presence of partial information. CBKBs apply constraint solving tech-
niques to the domain of information gathering in distributed environments. Constraints
are exploited to allow partial speciflcation of the requested information, and to relate
information requests from multiple sources.
We present a mathematical model where the semantics of the knowledge system is
described using a standard flxed-point procedure. A basic execution model is then pro-
vided. This is incrementally reflned to tackle problems of inter-argument dependencies
(that arise with constraints relating information requests from difierent sources), of
knowledge reuse inside the knowledge generators, and of recursion control. The model
reflnements are illustrated by a detailed complexity analysis in terms of the number
of agents needed and of the number of messages sent, distinguished by requests and
answers of the involved broker agents. A detailed example shows a broker-based chart-
parser for uniflcation grammars with feature terms implemented using CBKBs. As we
shall point out, this apparently abstract example can be easily generalized to full-°edged
information gathering.
c° 1996 Academic Press Limited
1. Introduction
This paperz combines basic research in two important areas of constraint-based pro-
gramming of autonomous activities: flrstly, it provides a mathematical model based on
a flxed-point semantics for a multiagent characterization of distributed search and, sec-
ondly, it introduces a corresponding execution model that is reflned step-wise to meet
difierent areas of interest and to solve problems such as inter-argument dependencies,
reuse of previously computed results, and recursion control. The mathematical model
provides an algebra of information tokens to formalize a world of distributed knowledge.
y E-mail: fandreoli,borghoff,pareschig@grenoble.rxrc.xerox.com
z An extended version of this paper (Andreoli et al., 1994) was presented at the 1st International
Symposium on Parallel Symbolic Computation (PASCO ’94), Hagenberg/Linz, Austria, 26{28 September
1994.
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Correspondingly, proven techniques from symbolic computation, suitable for solving tra-
ditional algebraic problems, are here adapted to the task of symbolic manipulation of
information tokens. The main contribution of this combination of results is in bring-
ing constraint solving techniques to the domain of information gathering in distributed
environments. Constraints are exploited to allow partial speciflcation of the requested
information, and to relate information requests from multiple sources.
In distributed systems with decentralized control, autonomous activities for knowledge
processing face the problem of how to react e–ciently when only partial knowledge is
provided. Assume, for example, a query to some service providers where the request has
not been fully specifled. Partial knowledge on the side of the service providers should
not result in the abortion of the entire query. Instead, some knowledge based on the
available information should be derived. When some threshold of information is reached,
some action should be triggered to acquire more knowledge from some other source of
information and, eventually, answer the request.
Another example concerns the merging of information, e.g., during the preparation of
a multi-author document. Although the flnal document should consist of all the authors’
submissions, intermediate documents (where only some of the authors have actually
provided their material) can be used for further processing, such as reviewing. In the
reviewing process, new knowledge (the reviewed document) is again derived using partial
information.
There are many examples where distributed processing can efiectively exploit knowl-
edge that is not fully available. This kind of processing, however, may sometimes result
in unclear semantics of the overall model, concerning the exact meaning of a piece of
information extracted from partial knowledge. In our examples, we can ask, for instance,
what a reply to a partially specifled query or the status of a \partial paper" review.
Can we increase the ability to avoid unnecessary/redundant processing when previously
neglected information is flnally provided?
Constraint-based knowledge brokers (CBKBs) are potential candidates to tackle these
problems. The purpose of the paper is to provide concise information on how to model
these brokers and how to implement them. Our work merges several lines of research: the
request/subrequest model of knowledge processing and its reflnements (in particular the
lemma caching techniques), dynamic programming, multi-agent systems and constraint-
based programming, in particular Constraint Logic Programming (CLP) and Concurrent
Constraint Programming (CCP).
organization of the paper
The paper is organized as follows. Section 2 introduces our mathematical model to
describe knowledge brokers with a well-deflned semantics. The traditional flxed-point
procedure is implemented by means of the rule-based coordination language LO. Any
language could obviously have been used for this purpose, however, LO ofiers in a sin-
gle environment based on very few primitives, a number of powerful constructs which
are well-adapted to our problem (e.g. broadcast and cloning). LO could be termed a
\reduced primitive set language" by analogy with RISC. A brief introduction to LO is
given. In Section 3, we discuss a flrst enhancement of the basic model. We extend the
current knowledge of each broker by adding a back-dependency function to its gener-
ator. Section 4 deals with constraint-based knowledge brokers to solve the problems of
inter-argument dependencies, reuse of previous (i.e. already calculated) results and, most
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importantly, recursion control. From there, we further extend the knowledge of the bro-
kers by adding the notion of threshold of information. The main model reflnements are
illustrated by a detailed complexity analysis w.r.t. the number of agents needed in the
massively parallel schemes and the number of messages sent, distinguished by requests
and answers of the involved broker agents. Section 5 shows an example where a broker-
based chart-parser for uniflcation grammars with feature terms is introduced using the
adapted constraint-based knowledge brokers model. In Section 6, we brie°y describe pre-
vious work related to our approach, e.g. CLP and CCP. Finally, Section 7 concludes by
discussing future work.
2. Knowledge Brokers
2.1. the theoretical framework
We consider here a class of systems based on the notion of generators. Given an abstract
domain of values D, representing tokens of knowledge, a generator is a mapping Dn 7!
}(D), which produces new tokens from existing ones. A set of generators identifles the
class of subsets of the domain which are stable by these generators:
Definition 2.1. Let E be a subset of the domain and ¡ a set of generators. E is ¡-stable
if and only if
8g 2 ¡; 8a1; : : : ; an 2 E; g(a1; : : : ; an) ‰ E:
The class of stable sets is closed under intersection so that it has a smallest element in
the sense of inclusion, given by the intersection of all the stable sets. This minimal stable
set, also called minimal model, represents the intended semantics of the set of generators.
The class of stable sets is also closed under non-decreasing union so that a tradi-
tional flxed-point procedure is available to compute the minimal model. The core of the
procedure is given by the mapping:
T : }(D) 7! }(D)
8E 2 }(D);
T (E) =
S
g2¡
a1;:::;an2E
g(a1; : : : ; an):
The minimal model M is then given by the least flxed-point of T , expressed as
M =
[
n2N
Tn(;):
T thus provides a way of incrementally computing the minimal stable set, by computing
the sequence (Tn(;))n2N , given by
E0 = ; En+1 = T (En):
2.2. succinct introduction to LO
LO is a rule-based coordination language. An LO system consists of a set of agents
which evolve concurrently. The state of each agent is represented by a pool of tokens. An
LO program is a set of rules which operate on the state of the agents. Rules have the
syntax as given in Table 1.
         
638 J.-M. Andreoli et al.
Table 1. Syntax of LO rules.
<rule> = <trigger> <bcast> ’<>-’ <body>
<trigger> = <token>
j <token> ’@’ <trigger>
<bcast> = <>
j <bcast> ’@ ^’ <token>
<body> = <token>
j <body> ’@’ <body>
j <body> ’&’ <body>
j ’#t’
j ’#b’
Tokens in agents states are tuples of values, preflxed with a predicate name. In a rule, a
<token> consists of a tuple of variable names preflxed with a predicate name. Variables
in rules start with an upper-case letter.
A <rule> of the form
p(X) @ q(X,Y) @ ^r(Y) <>- BODY
enables a state transition on agents which contain the <trigger> of the rule (in this case,
two tokens of the form p(a) and q(a; b)), in their state. When the transition is performed
on such an agent, these two tokens are removed from the state of the agent; then the
token r(b), specifled in the <bcast> part of the rule, is broadcast to (i.e. added to the
state of) all the other agents; flnally, the body of the rule (BODY in which X is replaced
by a and Y by b) is executed in the agent.
Thus, the left-hand side of a rule combines: a precondition to its application (trigger),
a local, destructive, state modiflcation (atomic removal of the trigger), and a global
communication (by broadcast).
A <body> of the form
p(a) @ q(b,c) & r(d)
is executed as follows: the agent is cloned (this is indicated by the cloning operator &);
the tokens p(a) and q(b,c) (on one side of the cloning operator) are added to the state
of one of the clones, while the token r(d) (on the other side) is added to the state of the
other clone. There might be no cloning, in which case the tokens of the body are simply
added to the state of the agent. The body of a rule can also be reduced to the operator
#t, meaning the termination of the agent, or the operator #b, meaning no operation is
to be performed.
The right-hand side of a rule therefore enables dynamic creation and termination of
agents, as well as local, incremental state modiflcation (adjunction of tokens).
Instantiation of the variables of the trigger of an applicable rule, is obtained by pattern
matching with the corresponding tokens in the state of the agent it applies to. Other
variables (which do not occur in the trigger) are instantiated with new unique constants,
thus providing a basic name service. These constants can then be used as addresses to
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Table 2. Syntax of class declarations.
<classdec> = <name> ’holds’ <patterns> ’.’
<patterns> = <pattern>
j <pattern><patterns>
<pattern> = <token> <signature>
implement address-based communication using broadcast [see Arcelli et al. (1995) and
Borghofi et al. (1996) for more details].
Finally, each agent can be equipped with specialized pool handlers, declared in pro-
grams through class declarations. The class declarations give a lucid overview of the
input/output behavior of the pool handlers. They have the form given in Table 2.
A <classdec> of the form
class C holds
p(x; y; z) fx; y 7! zg
q(x) f7! xg.
represents a pool handler, which handles tokens of the form p(a; b; c) and q(d). The
meaning of the signatures can informally be described as follows.
† The flrst signature fx; y 7! zg indicates that, when a rules tries to extract a token
of the form p(X,Y,Z) (the flrst pattern above), X and Y must already have been
instantiated with values, while Z gets instantiated by the extraction.
† Similarly, the second signature f7! xg indicates that, in q(X), X gets instantiated
by the extraction.
Such signatures enforce a partial sequentialization in the evaluation of the trigger of the
rules.
This brief overview of the LO language will be su–cient to understand the algorithms
given in the remainder of this paper. The interested reader will flnd more details in
Andreoli (1992), Andreoli et al. (1992), Andreoli and Pareschi (1991).
2.3. an agent-based implementation
We provide a modular implementation of the computation of the minimal model as
described in Section 2.1. More precisely, modularity is obtained by considering each
generator as an autonomous activity, called a knowledge broker. The activity of the overall
system is obtained by simple coordination of the activities of the individual brokers. In
particular, we assume that each broker knows nothing about the other brokers, and we
only wish to provide a coordination layer which synchronizes them. In this section, we
provide a straightforward implementation of the basic flxed-point procedure, using the
coordination language LO. Extensions and reflnements of the basic model are proposed
in the next sections.
The constraint-based knowledge brokers could be implemented in any languages in
particular, constraint-based languages. However, by using LO, we can exploit speciflc
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strong features such as broadcast, cloning, persistence of tokens until they are used, and
atomic removal of tokens after use.
2.3.1. implementing knowledge brokers with LO
Consider a broker, associated with a generator g of arity n. It is represented in LO as a
separate agent. We assume that the broker has an internal activity capable of transform-
ing, for each n-tuple of values a1; : : : ; an of the domain, the token tuple-n(a1; : : : ; an)
into zero, one or several tokens of the form res(b)|one for each element b in g(a1; : : : ; an).
This activity is performed by a specialized pool handler described by the following class
declaration:
class Generator holds
tuple-n(x1; : : : ; xn) fx1; : : : ; xn 7!g
res(x) f7! xg.
To compute the minimal model, the coordinator makes heavy use of the broadcast mech-
anism of LO. In fact, the intended efiect of the execution of the system of broker agents,
is to broadcast each element t of the minimal model as a token of the form in-model(t).
These elements are thus available to any agent which has access to the broadcast tokens.
2.3.2. preliminaries to the fixed-point procedure
The flxed-point procedure is initialized by putting the following tokens inside each
broker agent:
† arity-n, where n is a non negative integer, holds the arity of the generator g.
† free-k for each positive integer k, less than or equal to the arity, is a place holder
(one for each argument of the generator g). These tokens are consumed as arguments
get bound.
The activity of the brokers consists of three tasks.
1. Collect the elements broadcast by all existing brokers (including itself) and then
form all possible tuples of them (the arity of the tuples being that of the attached
generator);
2. for each tuple, thus obtained, produce all the results of the application of the
generator;
3. broadcast each result.
These three tasks are clearly interdependent and must be run concurrently. Each of these
three tasks is handled by a separate set of LO rules.
The following rules may look quite informal: they must be understood as being \formal"
skeletons which encode all the actual rules obtained, by replacing k by a positive integer
and n by a non-negative integer. These rules can thus be read as templates.
1. The production of tuples is achieved by
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in-model(X) @ arity-n
<>- arg-1(X) @ ... @ arg-n(X) @ arity-n.
arg-k(X) @ free-k
<>- bound-k(X) & free-k.
bound-1(X_1) @ ... @ bound-n(X_n) @ arity-n
<>- tuple-n(X_1,...,X_n).
The flrst rule picks an element x previously generated and proposes it as a candidate
for each argument position k in the generator, by producing the token arg-k(x).
For each such candidate at argument positions which are still free, the second rule
creates two clones, one in which the candidate is actually bound to the argument
position and one in which the position is left free (so as to consider other candi-
dates). The set of brokers therefore evolves dynamically.
Finally, when a broker has bound all its arguments, the third rule composes the
corresponding tuple of arguments tuple-n for the generator.
2. The transformation of the tuple token tuple-n into result tokens res is performed
by the generator attached to a broker. This transformation is speciflc to each gen-
erator.
3. The broadcast of the results is simply achieved by:
res(X) @ ^in-model(X) <>- #b.
Figure 1 illustrates the behavior of a broker with arity n for this na˜‡ve model.
2.3.3. complexity
For our complexity analysis we use the following notations.
ng is the arity of a generator g 2 ¡. n denotes the maximal arity of the generators
in ¡ whereas n denotes the minimal non-zero arity of the generators in ¡. jM j denotes
the size of the minimal model. » denotes the number of result tokens that are built by
a generator from a given tuple token. w is a constraint on the elements in the minimal
model. jMwj denotes the size of the minimal model when the elements are constrained
by w.
Furthermore, let E(g; w) be deflned such that
jMwj =
X
g2¡
E(g; w)
i.e., E(g; w) is the number of elements in the minimal model provided by a generator g
when the elements are constrained by w.
Trivially, the overall number of broadcast messages in this model is
M(¡; w) = jMwj:
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in-model(A)
in-model(B)
(all combinations)
results are broadcast
in-model(C)in-model(D)
in-model(E)
composition
binding bindingbinding
candidate assignment
generator
broker/n
Figure 1. Scheme for the na˜‡ve model.
The overall number of agents that will be spawned by a broker with generator g, during
the calculation of the minimal model is
B(g; w) =
‡
1 +
X
g02¡
E(g0; w)
·ng
:
Obviously, the overall number of agents in this model is
B(¡; w) =
X
g2¡
B(g; w) =
X
g2¡
(1 + jMwj)ng
where
B(¡; w) » jMwjn:
A very important value for the complexity of a given model is the number of trans-
formations of tuple tokens into result tokens. Here, the real work is performed by the
generators.
T (g; w) = jMwjng
transformations are performed by a broker with generator g. Therefore,
T (¡; w) » jMwjn:
Example 2.1. Let f„0 be constants, and let f
„
n be functions of arity n, where n ‚ 1 and
„ 2 f1; : : : ; »g.
       
The Constraint-Based Knowledge Broker Model 643
A term t is recursively deflned by: f„0 is a term. If t1; : : : ; tn are terms then f
„
n (t1; : : : ; tn)
are terms.
The length L (t) of a term t is recursively deflned by: L (f„0 ) is 1, L (f
„
n (t1; : : : ; tn)) is
1 +
Pn
i=1 L (ti) :
Given a tuple token, e.g. tuple-2(t1; t2), the attached generator of arity 2 provides
» results: res
¡
f12 (t1; t2)
¢
; res
¡
f22 (t1; t2)
¢
; : : : ; res
¡
f»2 (t1; t2)
¢
. There is always a broker of
arity 0 that provides » constants.
We deflne the constraint w as the upper bound for the length of the terms in the
minimal model. Now, the values for E(g; w) and, therefore, the size of the minimal model
jMwj, depend not only on w but also on ». In this example,
jM1j = »;
jM2j = » + »2;
jM3j = » + »2 + 2»3;
jM4j = » + »2 + 2»3 + 5»4;
jM5j = » + »2 + 2»3 + 5»4 + 13»5;
and so forth. In the remainder of this analysis, it is worth noting that there are minimal
models Mw with a model size that increases exponentially in w.
If we install four brokers with arities 0, 1, 2, and 3, respectively, and if we choose » = 2
for each broker’s generator, then to compute the minimal model M3, consisting of all
terms with length L • 3, i.e. consisting of the 22 terms f10 , f20 , f11 (f10 ), f11 (f20 ), f11 (f11 (f10 )),
f11 (f
1
1 (f
2
0 )), f
1
1 (f
2
1 (f
1
0 )), f
1
1 (f
2
1 (f
2
0 )), f
2
1 (f
1
0 ), f
2
1 (f
2
0 ), f
2
1 (f
1
1 (f
1
0 )), f
2
1 (f
1
1 (f
2
0 )), f
2
1 (f
2
1 (f
1
0 )),
f21 (f
2
1 (f
2
0 )), f
1
2 (f
1
0 ; f
1
0 ), f
1
2 (f
1
0 ; f
2
0 ), f
1
2 (f
2
0 ; f
1
0 ), f
1
2 (f
2
0 ; f
2
0 ), f
2
2 (f
1
0 ; f
1
0 ), f
2
2 (f
1
0 ; f
2
0 ), f
2
2 (f
2
0 ;
f10 ), f
2
2 (f
2
0 ; f
2
0 ), our implementation needs exactly 12 720 agents. 11 155 transformations
are performed by the generators.
Analogously, to compute the minimal model M4 consisting of all terms with length
L • 4, our implementation needs exactly 1 103 440 agents for the resulting 102 terms.
1 071 714 transformations are performed by the generators.
The rules of our agent-based implementation can be improved for e–ciency. For ex-
ample, the \argument-binding" rule could maintain the set of free argument positions,
so that the \candidate-generating" rule generates candidates only for arguments which
are not yet bound. This would avoid the production of useless candidates, but would en-
force some sequentialization in the access to the set of free argument positions. Also, the
\result-broadcast" rule could maintain a count of the broadcast results so that brokers
may terminate once all their results have been broadcast (assuming that the generator
also provides the total number of results it produces for each tuple it is given).
3. Discussion
3.1. controlling the fixed-point procedure
The previous implementation of the brokers is based on a plain forward-chaining mech-
anism. This has several well-known drawbacks in particular, the complete lack of control
over the generation of the elements of the minimal model. For example, recursion is a
classical source of trouble: assume a unary generator g such that g(t) = ftg and suppose
that the term t is produced by some other generator. The broker for g will receive and
       
644 J.-M. Andreoli et al.
consume the token in-model(t), propose t as a candidate argument, and produce two
clones:
1 arity-1, free-1
2 arity-1, bound-1(t).
The second clone above produces tuple-1(t) and, by application of the generator to
that tuple, the result res(t). So, a new token in-model(t) is broadcast and feeds the flrst
clone above which, in turn, clones itself and becomes two new brokers identical to those
above|hence creating a loop.
This kind of loop is not too dramatic if we assume a fair execution strategy: it leads
to the production of multiple copies of the same elements of the minimal model and,
possibly, to a combinatorial explosion. Since E(g; w)!1 (that is, the number of tokens
in-model(t) broadcast by g is inflnite), theoretically, an inflnite number of agents will be
in charge of calculating the elements of the minimal model. But, assuming unbounded
execution time and space, all the elements will ultimately be produced. Instead, the real
question is: do we really want all the elements of the minimal model to be produced?
In fact, the flxed-point procedure can only be used in one run, to produce all the explicit
knowledge implicitly contained in the set of generators. It is obviously not desirable to
be fully explicit in most applications simply because the implicit knowledge is too huge
to be entirely addressed (even without considering the risk of a combinatorial explosion
mentioned above). For example, consider the case of a deductive database, where the
implicit knowledge consists of all the tuples, i.e. the base ones as well as all the deducted
ones.
Therefore, rather than trying to render all the knowledge explicit, i.e. generate all
the elements of the minimal model, the implementation presented in the next section
constrains the knowledge brokers to actually generate tokens only upon receipt of a
request. A request specifles a subset of the domain, called its criterion. The answer to a
request w.r.t. a set of generators, is the intersection set of the criterion of the request with
the minimal model deflned by the generators. This is similar to the case of traditional
logic programming where requests are uninstantiated terms, specifying the subset of the
minimal model the user wants to retrieve.
3.2. a request-based protocol
In order to process requests, each broker is equipped with some knowledge about the
behavior of its generator: the idea here is to view the criterion of a request acting as a
constraint on the result of the generator attached to a broker. We then assume that the
broker is equipped with some constraint propagation capabilities, and can infer, given
a constraint on the result of its generator, some constraints on each of its arguments
individually.
3.2.1. knowledge extension|first step
Let w be the criterion of a request, i.e. a subset of the domain. The constraint it
expresses on the expected result of a generator g is of the form
w \ g(a1; : : : ; an) 6= ;;
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meaning that at least one of the results of the generator belongs to the criterion of the
request. Inferred constraints on the arguments of the generator are of the form ak 2 wk
for each k = 1; : : : ; n. The subsets wk depend on the criterion of the request w. Therefore,
we assume that each broker is equipped not only with a generator g (of arity n) but also
with a set of back-dependency functions (one per argument of the generator) („gk)k=1;:::;n
which are mappings „gk : }(D) 7! }(D) verifying:
8a1; : : : ; an 2 D; 8w 2 }(D);
if g(a1; : : : ; an) \ w 6= ; then 8k = 1; : : : ; n; ak 2 „gk(w):
The extended knowledge provided by the back-dependency functions, considerably
modifles the communication protocol between the brokers. In the plain forward-chaining
case, this protocol is rather elementary: each broker receives tokens produced by the other
brokers and sends them, in turn, new tokens. A request-based implementation involves
a more complex protocol: each broker receives requests; for each request, then it sends
subrequests (for the arguments); it receives answers to these subrequests; it subsequently
sends answers to the initial request, built from the answers to the subrequests. Figure 2
illustrates this behavior for a broker with arity n.
The interface of the Generator class is now extended to account for the back-dependency
functions:
class Generator holds
backdep-k(w;w0) fw 7! w0g.
The pattern backdep-k is used to handle the kth back-dependency function: the (per-
manent) token backdep-k(w;w0) builds, given a subset w of the domain, the subset w0
of the domain deflned by
w0 = „gk(w):
Obviously, the back-dependency functions reduce the scope of the search for the ar-
guments of the generator, given a constraint on its result. This does not, however, mean
that any combination of arguments which satisfy the constraints, deflned by the back-
dependency functions, necessarily produces results which satisfy the initial constraint.
The initial constraint must still be checked for each result produced. Hence, we deflne
the class Constraint as
class Constraint holds
sat(x;w) fx;w 7!g.
The (permanent) token sat(x;w) tests, given an element x of the domain and a subset
w of the domain, whether x belongs to w.
Each request is encoded as a single token requ(q; w), where w is the criterion of
the request and q is its identifler used to retrieve the answer: elements of the answer
to a request are expected as broadcast tokens of the form answer(q; a). Brokers are
characterized by the token broker. Each time that a broker receives a token of the form
requ(q; w), it spawns a specialized agent, characterized by the token process(q; w), in
charge of this request only. The obvious attempt of using the token requ(q; w) instead
of process(q; w) would lead to uncontrolled clashes with other broadcast requests.
The criterion of the request is also separately held in a token crit(w).
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decomposition
generator
(all combinations)
results are broadcast
answers request
subrequest
answers answers answers
subrequest subrequest
check initial constraint
(back-dependency)
(identification)
binding binding binding
composition
broker/n
Figure 2. Scheme for the request/subrequest model.
broker @ requ(Q,W)
<>- broker & process(Q,W) @ crit(W).
The specialized request processor flrst applies the back-dependency functions to the cri-
terion of the request it processes. A subrequest is broadcast for each argument of the
generator. The criterion of each subrequest is simply obtained by application of the cor-
responding back-dependency function. The subrequests are identifled with new constants
which are held in tokens of the form wait-k(q).
crit(W) @ free-k @ backdep-k(W,W’) @ ^requ(Q,W’)
<>- crit(W) @ wait-k(Q).
When an answer to a subrequest is received, it is proposed as a candidate value for
the corresponding argument of the generator. When all the arguments have thus been
fllled-in, a tuple is formed which is submitted to the generator. Moreover, the results
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are flltered by the criterion of the initial request and are broadcast as answers to that
request:
wait-k(Q) @ answer(Q,X)
<>- bound-k(X) & wait-k(Q).
bound-1(X_1) @ ... @ bound-n(X_n) @ arity-n
<>- tuple-n(X_1,...,X_n).
process(Q,W) @ res(X) @ sat(X,W) @ ^answer(Q,X)
<>- process(Q,W).
Example 3.1. Let w be an integer value that specifles a subset of the term domain
by giving an upper bound for the length of the terms in the minimal model. Using our
example of Section 2.3 and letting requ(q; w) be a request for all terms in the minimal
model with L • w, we deflne the back-dependency functions of each generator g 2 ¡ of
arity ng as (k = 1; : : : ; ng): w0 = „gk(w) = w ¡ ng. Since
L
¡
fng
¡
t1; : : : ; tng
¢¢ • w;
i.e.,
ngX
i=1
ti • w ¡ 1;
the greatest possible length of one of the arguments for this generator ti is w ¡ ng. I.e.,
the chosen back-dependency functions are quite e–cient.
Figure 3 shows the dynamic creation of processes and subrequests for an initial request
requ(0; 4). The °ow of requests and answers is only illustrated for broker=1 in full detail.
In the example, a broker of arity 0 (broker=0) provides the constant f0 on request.
3.2.2. complexity
For the general case of our implementation, we compute an upper bound for the num-
ber of agents needed. First, let us consider a broker with a generator g of arity ng. If this
broker receives a request requ(q; w), w > ng, it spawns a specialized agent, characterized
by the token process(q; w), which in turn, using the back-dependency functions, pro-
duces ng subrequests of the form requ(q1; w¡ng); requ(q2; w¡ng); : : : ; requ(qng ; w¡ng).
For each of these subrequests, the agent receives
jMw¡ng j
answers.
When an answer is received, it is proposed as a candidate value for the corresponding
argument of the brokers’ generator. If we focus on the worst-case assumption that all
wait-clones are installed before the flrst answer is received, it immediately follows that
1 +
ngX
i=1
µ
ng
i
¶
jMw¡ng ji =
¡
1 + jMw¡ng j
¢ng
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process(0,4)
broker/2 broker/1 broker/0
broker/1
broker/0
process(1,3)
process(4,2)
broker/0 broker/0
broker/1broker/3 broker/2 broker/0
process(1,3)
process(0,4) process(0,4)
requ(5,1)
requ(4,2)
requ(0,4) requ(0,4) requ(0,4) requ(0,4)
f1(f0) f0
f0
requ(1,3) requ(1,3)
f2(f0,f0)
f0
requ(1,3)
requ(4,2)
requ(8,1)
requ(9,1)
requ(10,1)
requ(6,2)
requ(7,2) f1(f1(f0)), f1(f0)
requ(3,1)
f0
requ(2,1)
f0
f2(f0,f0), f2(f1(f0),f0), f2(f0,f1(f0))
f1(f2(f0,f0)), f1(f1(f1(f0))), f1(f1(fo)), f1(f0)
f3(f0,f0,f0)
f0
Figure 3. Example for the request/subrequest model.
broker agents are spawned when all ng £ jMw¡ng j answers have flnally been consumed.
This represents the number of broker agents that are spawned when a request of the form
requ(q; w) is received by a broker g. During the computation of the minimal model, new
requests are produced.
Let Rw0(g; w) be the overall number of requests of the form requ(q; w0) that are pro-
duced by broker g due to the initial request requ(q; w). For every g 2 ¡
w ¡ ng < w0 : Rw0(g; w) = 0
w ¡ ng = w0 : Rw0(g; w) = ng
w ¡ ng > w0 : Rw0(g; w) = ng
X
g02¡
Rw0(g0; w ¡ ng):
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The number B(g; w) is the overall number of agents that will be spawned by a broker
with generator g due to the initial request requ(q; w).
B(g; w) = (1 + jMw¡ng j)ng +
w¡nX
w0=ng+1
(1 + jMw0¡ng j)ng £
X
g02¡
Rw0(g0; w):
Analogously, the number A(g; w) is the overall number of answers that will be sent by
a broker with generator g due to this initial request.
A(g; w) = ng £ jMw¡ng j+
w¡nX
w0=ng+1
ng £ jMw0¡ng j £
X
g02¡
Rw0(g0; w):
Obviously, the number of transformations performed by a broker with generator g is
T (g; w) = jMw¡ng jng +
w¡nX
w0=ng+1
jMw0¡ng jng £
X
g02¡
Rw0(g0; w):
In our example, using the given back-dependency functions, to compute the minimal
model M4 consisting of all terms with length L • 4 (» = 2), our implementation needs
only 128 agents for the resulting 102 terms. Thereby, 13 requests/subrequests are sub-
mitted, and 158 answers are broadcast.
For the asymptotical behavior, we give an upper bound for Rw0(g; w). As mentioned
before, the back-dependency functions reduce the scope of the search for the arguments
of the generator. The chosen deflnitions of the back-dependency functions obviously have
some impact on the numer of requests: Weaker back-dependency functions result in a
higher number of requests:
Let N¡ =
P
g2¡ ng, N¡ ‚ 1, be the sum of the arities of all generators, and let the
back-dependency functions be deflned as (k = 1; : : : ; ng): w? = „gk(w) = w ¡ 1. This
yields to a total number of
N¡ = 1 : R?(¡; w) = w
N¡ > 1 : R?(¡; w) = N
w
¡ ¡ 1
N¡ ¡ 1
request/subrequests where, for N¡ > 1, a broker with generator g 2 ¡ of arity ng is in
charge of
R?(g; w) = ngN
w¡1
¡ ¡ 1
N¡ ¡ 1
subrequests. For N¡ = 1, the broker with the generator g 2 ¡ of arity 1 is in charge of
w ¡ 1 subrequests. Now, for every g 2 ¡,
w ¡ 1 < w0 : R?w0(g; w) = 0
w ¡ 1 = w0 : R?w0(g; w) = ng
w ¡ 1 > w0 : R?w0(g; w) = ng
X
g02¡
R?w0(g0; w ¡ 1)
i.e., R?w0(g; w) = ngNw¡w0¡1¡ : Using R?w0(g; w) as upper bound in our analysis, we get:
B(g; w) •
wX
w0=ng+1
(1 + jMw0¡ng j)ng £Nw¡w0¡ ;
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and
A(g; w) •
wX
w0=ng+1
ng £ jMw0¡ng j £Nw¡w0¡ ;
and
T (g; w) •
wX
w0=ng+1
jMw0¡ng jng £Nw¡w0¡ :
In models where jMwj increases itself exponentially in w|as in our example of Sec-
tion 2.3|,
¡
1 + jMw0¡ng j
¢ng £ Nw¡w0¡ can become intractable even for small values of
w. By any means, it is needed to reduce the number of subrequests dramatically. This is
the main goal of the next section.
4. Constraint-Based Knowledge Brokers
In this section, we enhance the basic implementation to tackle several kinds of prob-
lems. We focus in particular on
† inter-argument dependencies,
† reuse of previously computed results and,
† recursion control.
4.1. inter-argument dependencies
The request-based model relies on the idea that each broker has some knowledge on
the dependency between the result of its generator and its arguments, so that it is
capable, given a constraint on the result of the generator (the criterion of a request), to
infer constraints on its arguments (turned into subrequests). Compared with the plain
forward-chaining scheme, the request/subrequest model obviously reduces the extent of
implicit knowledge, contained in the generator, which is explicitly generated. Greater
reflnement can be obtained with more knowledge on the generators. In particular, it is
often realistic to assume some knowledge not only about the dependency between the
result and the arguments of a generator, but also about the dependencies between its
arguments.
To capture this notion of inter-argument dependencies, we revise and extend the notion
of back-dependency functions.
4.1.1. knowledge extension|second step
Let’s consider the mapping „g : }(D) 7! }(Dn) deflned by
8w 2 }(D); „g(w) =
nY
k=1
„gk(w):
By deflnition, we have
8~a 2 Dn; 8w 2 }(D); if g(~a) \ w 6= ; then ~a 2 „g(w):
If G denotes the graph of g (hence G 2 }(Dn+1)), then we have equivalently,
8w 2 }(D); G \ (Dn £ w) ‰ („g(w)£ w):
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In other words, „g(w)£ w provides an upper approximation (in the sense of inclusion)
of the part of the set (Dn £ w) which is contained in the graph of the generator. To
capture inter-argument dependencies, we generalize this notion of approximation and we
now assume that each broker is equipped not only with a generator g, but also with an
interdependency function ~g : }(Dn+1) 7! }(Dn+1) verifying:
8s 2 }(Dn+1) G \ s ‰ ~g(s):
Thus, the interdependency function computes an upper approximation of the part of
any subset of Dn+1 which is included in the graph of the generator. Being an approxima-
tion function, we assume that ~g has the usual (anti-)closure properties, i.e., it is reductive,
monotonous and idempotent:
8s; s1; s2;
8<: ~g(s) ‰ sif s1 ‰ s2 then ~g(s1) ‰ ~g(s2)~g(~g(s)) = ~g(s):
The back-dependency functions are now redundant, since they are deflned in terms of
the interdependency function as
„gk(w) = …kh~g(Dn £ w)i
where …k : Dn+1 7! D is the kth projection function:
…k(~a) = ~a[k]:
The interdependency function is accounted for at the interface level for the Generator
class:
class Generator holds
tuple-n(x1; : : : ; xn) fx1; : : : ; xn 7!g
res(x) f7! xg
init-n(w; s) fw 7! sg
ins-k(x; s; s0) fx; s 7! s0g.
The patterns tuple-n and res are the same as in the previous sections. The pattern
init-n is used to compute the initial approximation (in fact, the back-dependency func-
tions): the (permanent) token init-n(w; s) builds, given a subset w of D, the subset s
of Dn+1 deflned as
s = ~g(Dn £ w):
It is assumed that if s is empty, the token is not present. Similarly, the patterns
ins-k provide further reflnements of the approximation upon receipt of answers to the
subrequests. The (permanent) token ins-k(x; s; s0) builds, given a subset s of Dn+1 and
an element x of D, the subset s0 of Dn+1 deflned as
s0 = ~gh(s \ …¡1k < xi):
In other words, s0 is the approximation of the subset of s consisting of the tuples
which are in the graph of the generator and whose kth component is precisely x. Thus,
the binding of the kth argument may reduce the scope of the other arguments. It is
assumed here that if s0 is empty, the token is not present.
Elementary constraint manipulations are given by the following interface:
         
652 J.-M. Andreoli et al.
(1) broker @ requ(Q,W) @ init(W,S)
<>- broker & process(Q,W) @ const(S).
(2) const(S) @ free-k @ seek-k(S,W) @ ^requ(Q,W)
<>- const(S) @ wait-k(Q).
(3) const(S) @ wait-k(Q) @ answer(Q,X) @ ins-k(X,S,S’)
<>- const(S) @ wait-k(Q) & const(S’) @ bound-k(X).
(4) arity-n @ bound-1(X_1) @ ... @ bound-n(X_n)
<>- tuple-n(X_1,...,X_n).
(5) process(Q,W) @ res(X) @ sat(X,W) @ ^answer(Q,X)
<>- process(Q,W).
Figure 4. The request/subrequest protocol with interdependency constraints.
class Constraint holds
sat(x;w) fx;w 7!g
seek-k(s; w) fs 7! wg.
The pattern sat is the same as in the previous section. The pattern seek-k is used
to extract information from an approximation (by simple projection). The (permanent)
token seek-k(s; w) builds, given a subset s of Dn+1, the subset w of D deflned as
w = …khsi:
In Figure 4, the program for the brokers, given in the previous section, is augmented
to account for interdependency constraints, held in a token of the form const(s) where
s is the subset of Dn+1.
4.2. control of the request generation
The request/subrequest protocol does not avoid recursion per se. Suppose a broker
has a generator g with g(t) = ftg and receives a request with a criterion w such that
t 2 w. A specialized agent A is created to process this request. Suppose furthermore,
that the initial constraint ~g(D £ w), returned by the token init, is s = w £ w. Now,
since …1hsi = w, the subrequest for the (single) argument of the generator also has w as
a criterion. The same broker receives this subrequest (broadcast by A) and spawns again
a new agent in charge of the same request|hence a loop.
Another, related issue, is that of reuse. Suppose that two brokers generate subrequests
with the same criterion (or overlapping criteria). With the basic request/subrequest pro-
tocol, these two requests are processed separately, i.e., all the work of the generation
of explicit elements of the minimal model, satisfying the criterion of the requests, is
duplicated (at least partially). This redundant processing can also be detected in our
example of Figure 3. Here, e.g. broker=1 processes the element f1(f0) three times; once
due to requ(4; 2) of broker=1, and twice due to the subrequests requ(6; 2) and requ(7; 2)
(processing not shown in full detail) that are produced by broker=2.
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4.2.1. recursion elimination and reuse of results
We now show that both recursion elimination and reuse can easily be achieved by a
lemma caching mechanism (i.e. caching of requests and results) which requires only a few
modiflcations to the program of Figure 4. We deflne the \scope" of a broker as the subset
of the domain which does not intersect any of the criteria of the requests it has already
processed. In other words, the scope of a broker denotes the complement of the set of
elements of the minimal model the broker (or one of its clones) has already explicitly
generated (or is in the process of generating). A broker can be viewed as an agent which
explores the domain and explicitly generates the elements it encounters which are in the
minimal model. The scope of the broker denotes the unexplored area of the domain.
4.2.2. knowledge extension|third step
Let wo be the scope of a broker at some point, and let w be the criterion of a request
it receives. The broker spawns an agent in charge of exploring the subset wo \ w (and
answering the request), and gets on with a reduced scope wo \ :w (where :w is the
complement of w). To perform the intersection and complement operations on subsets of
the domain, we augment the Constraint interface as follows:
class Constraint holds
split(wo; w; w1; w2) fwo; w 7! w1; w2g.
Given two subsets wo; w of D, the (permanent) token split(wo; w; w1; w2) builds the
subsets w1; w2 of D deflned by
w1 = wo \ w w2 = wo \ :w:
We can now modify the flrst rule of Figure 4 which handles incoming requests, assuming
that the scope wo of a broker is held in the token broker(wo), and that initially wo = D.
(1’) broker(W0) @ requ(Q,W) @ split(W0,W,W1,W2) @ init(W1,S)
<>- broker(W2) & process @ requ(Q,W) @ const(S).
Notice that the agent which is spawned by the request still contains the request: indeed,
this agent is now in charge not only of the request which has spawned it, but also of all
the requests whose criteria intersect its area of exploration.
The generation of results is the same as before (rules 2, 3, and 4 of Figure 4, re-
spectively), except that, when an agent broadcasts a subrequest, this subrequest should
remain visible to the agent (since it may itself generate answers to it). Therefore, the
second rule of Figure 4, which is in charge of broadcasting the subrequests, should be
modifled as follows, so that each subrequest once broadcast is reasserted inside the agent.
(2’) const(S) @ free-k @ seek-k(S,W) @ ^requ(Q,W)
<>- const(S) @ wait-k(Q) @ requ(Q,W).
The transformation of results into answers (last rule of Figure 4) must be more deeply
modifled. Indeed, it is no longer the case that each agent spawned by a broker has only
a single request to process. Here, an agent is spawned for each generated result and this
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agent will in turn process all the requests it can answer. This is achieved by the following
rules (replacing the last rule in Figure 4).
(5’) process @ res(X)
<>- process & process(X).
(5") process(X) @ requ(Q,W) @ sat(X,W) @ ^answer(Q,X)
<>- process(X).
These reflnements are schematically illustrated in Figure 5. Again, we focus on a broker
with arity n.
check initial constraint
decomposition
generator
(all combinations)
results are broadcast
subrequest
answers answers answers
subrequest subrequest
(back-dependency)
reuse
(inter-dependency)
answers request
caching of requests
caching of results
(identification)
broker/n
binding binding binding
composition
Figure 5. Scheme for the constraint-based knowledge broker model.
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4.2.3. complexity
[lb; : : : ; ub] represents an integer interval that specifles a subset of the term domain by
giving both a lower and upper bound for the length of the terms in the minimal model.
In conformance with our example, initially, [1; : : : ; w] represents all terms in the minimal
model with length L • w.
Let us consider a broker with a generator g of arity ng. If this broker receives a request
requ(q; [1; : : : ; w]), w > ng, it spawns a specialized agent, characterized by the tokens
process, requ(q; [1; : : : ; w]), and const(s), which in turn, using the back-dependency
functions being deflned as (k = 1; : : : ; ng)
[lb0; : : : ; ub0] = „gk([lb; : : : ; ub]) = [max(1; lb¡ ng); : : : ; ub¡ ng];
produces ng subrequests of the form requ(q1; [1; : : : ; w¡ng]), requ(q2; [1; : : : ; w¡ng]),: : :,
requ(qng ; [1; : : : ; w ¡ ng]).
As in the simple request/subrequest model, for each of these subrequests, the agent
receives
jMw¡ng j
answers. However, in contrast with the previous model, the broker here reflnes the scope
of the domain it is in charge of [see rule (1’)]. This reflnement reduces the number
of subrequests dramatically. If we assume the weak back-dependency functions (k =
1; : : : ; ng)
[lb?; : : : ; ub?] = „gk([lb; : : : ; ub]) = [max(1; lb¡ 1); : : : ; ub¡ 1];
and if we assume the worst-case split of the initial scope of the domain from the interval
[ng; : : : ;1] into the intervals [ng; ng] and [ng + 1; : : : ;1] then the upper bound for the
overall number of subrequests of the form requ(q; [1; : : : ; w0]) produced by this broker
due to the initial request requ(q; [1; : : : ; w]) and the corresponding subrequests of all the
other brokers (including himself), is 8w0 = 1; : : : ; w ¡ 1:
R?w0(g; w) = ng:
Hence,
B(g; w) •
wX
w0=ng+1
(1 + jMw0¡ng j)ng £N¡
and
A(g; w) •
wX
w0=ng+1
ng £ jMw0¡ng j £N¡:
Due to the reuse of results, another considerable advantage is gained over the trans-
formations. It immediately follows, that
T (g; w) •
wX
w0=ng+1
jMw0¡ng jng :
Therefore,
B(g; w) » T (g; w) » jMw¡ng jng ;
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and
A(g; w) » jMw¡ng j;
respectively, as well as
B(¡; w) » T (¡; w) » jMw¡njn;
and
A(¡; w) » jMw¡nj;
respectively.
4.3. knowledge thresholds
The program of Figure 4, with or without the lemma caching facility, has one important
drawback. Although interdependency constraints reduce the number of tuples submitted
to the generator, they do not in°uence the generation of subrequests. Indeed, let us
consider the second rule in the program of Figure 4, the subrequests generation rule. It
generates a subrequest for each free argument position k, based on the kth projection of
the current interdependency constraint.
Unfortunately, nothing prevents this rule from being applied simultaneously to all the
free argument positions, immediately after creation of the specialized agent in charge of
a request. In this case, the answers to one subrequest will not in°uence the generation
of the other subrequests. This is unfortunate since, in some cases, the binding of one
argument might considerably reflne the constraint on another and, hence, the criterion
of its corresponding subrequest.
On the other hand, if the subrequests generation rule is not applied immediately, but
according to some strategy, then, eventually, the binding of one argument may in°uence
the subrequest corresponding with another through the interdependency constraint. In
other words, a strategy for the generation of the subrequests can easily be implemented
by gaining control over the subrequests generation rule.
4.3.1. knowledge extension|final step
To achieve this control, we let the application of the subrequest generation rule depend
on some condition on the current interdependency constraint. Such conditions, which we
call thresholds, are expressed as unary predicates over interdependency constraints [which
are elements of }(Dn+1)].
Consequently, we now assume that each broker is equipped not only with a genera-
tor and an interdependency function, but also with a set of thresholds (tk)k=1;:::;n, one
per argument of the generator, where each tk is a subset of }(Dn+1). Thresholds are
accounted for in the interface for the Generator class as follows:
class Generator holds
threshold-k(s) fs 7!g.
The subrequests generation rule is now simply modifled as follows:
(2") const(S) @ free-k @ threshold-k(S) @ seek-k(S,W) @ ^requ(Q,W)
<>- const(S) @ wait-k(Q) @ requ(Q,W).
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It is now only applied if the interdependency constraint held in const(s) satisfles the
threshold condition.
Difierent classes of strategies are obtained by considering difierent kinds of thresholds:
4.3.2. strategies based on argument ordering
The most simple strategy class relies on argument ordering. Suppose we want to express
that subrequests for argument k should not be issued before argument h has been bound.
We simply write
tk = fs 2 Dn+1 such that 9a 2 D; …hhsi = fagg:
Several control-level constraints of this kind can be combined. If there is no loop in
the (possibly partial) ordering of the arguments, then the strategy is complete, in the
sense that all the answers to any request can be produced. When two arguments are not
actually ordered, the corresponding subrequests are, potentially, issued concurrently. For
a broker with arity n, this strategy is schematically illustrated in Figure 6.
4.3.3. strategies based on argument content
A more reflned class of strategies is obtained by imposing control-level constraints on
the content of the arguments. For example, one may wish to express that subrequests
for argument k should be issued only if enough is known about this argument (this local
threshold being characterized by a subset wo of D). This can be obtained by
tk = fs 2 Dn+1 such that …khsi ‰ wog:
Here completeness is lost in the sense that requests which are too general, may deadlock
and produce no answer (simply because no argument has enough knowledge to come to
the decision to send its subrequest).
Example 4.1. Let us consider a broker with a generator g of arity ng. If this broker
receives a request requ(q; [1; : : : ; w]), w > ng, it spawns a specialized agent, characterized
by the tokens process, requ(q; [1; : : : ; w]), and const(s). In our example we can use the
following thresholds:
L(fng (t1; : : : ; tng )) • w;
i.e.,
ngX
i=1
ti • w ¡ 1;
i.e., the greatest possible length of one of the arguments ti is w ¡ ng. Therefore, the
broker produces a flrst subrequest of the form requ(q1; [1; : : : ; w ¡ ng]). If it receives an
answer for t1 of length L(t1), 1 • L(t1) • w¡ng, the constraint for the other arguments
can be reflned:
ngX
j=2
tj • w ¡ 1¡ L(t1);
i.e., the greatest possible length of one of the other arguments tj is w¡ng¡L(t1) + 1. A
second, more reflned, subrequest is then of the form requ(q2; [1; : : : ; w¡ng ¡L(t1) + 1]).
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check initial constraint
decomposition
generator
(all combinations)
results are broadcast
subrequest
answers answers answers
subrequest subrequest
reuse
answers request
caching of requests
caching of results
threshold thresholdthreshold
(inter-dependency)
(identification)
(back-dependency)
broker/n
composition
binding binding binding
Figure 6. Scheme for the constraint-based knowledge broker model with thresholds and argument
ordering.
If it now receives an answer for t2 of length L(t2), 1 • L(t2) • w ¡ ng ¡ L(t1) + 1, the
constraint for the remaining arguments can be reflned analogously.
As a consequence, the ngth subrequest can then be of the simple form requ(qng ; [1; 1]).
4.4. summary of complexity analysis
Table 3 summarizes our results of the complexity analysis and illustrates the asymp-
totical behavior of the difierent models.
The analysis of the model reflnements shows the complexity in terms of the number
of agents needed and of the number of messages sent, distinguished by requests and
answers of the involved broker agents. Furthermore, the number of transformations (of
tuple tokens into result tokens) is given.
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Table 3. Some results of the complexity analysis.
Na˜‡ve model Request/subrequest model Constraint-based knowledge brokers
(exact) (upper bounds) (upper bounds)
R(¡; w) N
w
¡ ¡ 1
N¡ ¡ 1
N¡
(requests) jMwj asymptotically:
exponential in w
asymptotically:
constant
A(¡; w) asymptotically:equivalent
to the order of
the model size
X
g2¡
wX
w0=ng+1
ng jMw0¡ng jNw¡w0¡
X
g2¡
wX
w0=ng+1
ng jMw0¡ng jN¡
(answers) asymptotically:a
exponential in the minimally
reducedc w
asymptotically:
equivalent to the order of the mini-
mally reducedb model size
B(¡; w)
X
g2¡
(1 + jMwj)ng
X
g2¡
wX
w0=ng+1
(1 + jMw0¡ng j)ngNw¡w0¡
X
g2¡
wX
w0=ng+1
(1 + jMw0¡ng j)ngN¡
(broker
agents)
asymptotically:
equivalent
to the order of the
model size to the
power of the max-
imal arity
asymptotically:a
exponential in the minimally
reducedc w
asymptotically:
equivalent to the order of the max-
imally reducedd model size to the
power of the maximal arity
T (¡; w)
X
g2¡
jMwjng
X
g2¡
wX
w0=ng+1
jMw0¡ng jngNw¡w0¡
X
g2¡
wX
w0=ng+1
jMw0¡ng jng
(trans-
form-
ations)
asymptotically:
equivalent
to the order of the
model size to the
power of the max-
imal arity
asymptotically:a
exponential in the minimally
reducedc w
asymptotically:
equivalent to the order of the max-
imally reducedd model size to the
power of the maximal arity
a assumption, that n¿ w
b i.e., jMw¡nj
c i.e., w ¡ n+ 1
d i.e., jMw¡nj
5. Broker-Based Chart-Parsing
This section presents an application of the constraint-based knowledge brokers to pars-
ing. The problem is to parse sentences of a language described by a context-free feature-
uniflcation grammar (Rounds and Kasper, 1986; Smolka, 1992).
The technique we use here is a particularly interesting case of distributed problem
solving (Decker et al., 1989; Durfee et al., 1989) which illustrates well the use of local
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resource consumption in generic communication: each broker receives a separate copy of
each broadcast request and can consume it only from its own local environment.
The problem we address speciflcally is concurrent parsing, a topic which has attracted
the interest of several researchers in the object-oriented programming community (Nu-
maoka and Tokoro, 1990; Yonezawa and Ohsawa, 1988). On the other hand the problem-
solving technique we employ here can be fruitfully generalized to more complex examples,
like distributed expert systems operating on complex domains, where difierent experts
are required to work independently on shared data, feeding back difierent outputs which
all need to be taken into consideration for the flnal solution of a given problem.
5.1. chart-parsing
The application we describe amounts to a concurrent implementation of the Earley
algorithm for context-free parsing (Earley, 1970) and is drawn much from active chart-
parsing methodology (Kay, 1980), where incomplete phrasal subtrees are viewed as agents
consuming already completed elements to produce other (complete or incomplete) sub-
trees.
However, in our case even the rules of the grammar and the entries of the lexicon act
as independent units directly partaking in the computation. Moreover, as distinct from
the usual sequential formulations of chart-parsing, here no superimposed scheduler is in
charge of the task of feeding incomplete subtrees with complete ones; instead, incomplete
elements as well as grammar rules, are handled by brokers, and behave as truly active
decentralized computational units which progress by exchanging requests and answers
(complete trees). In that sense, it is a typical example of cooperative problem solving.
It has been noted that the chart-parsing methodology is not limited to parsing but pro-
vides a general inference mechanism for rule-based engines (Pereira and Warren, 1983).
For example, it has been applied to deductive databases in Datalog (Vielle, 1986), and
the broker-based parser presented below could straightforwardly be adapted to this case.
5.2. knowledge representation|feature structures
The domain of knowledge D used in the following is that of \feature terms". For
simplicity’s sake, we here take a feature term to be a simple record, i.e. a list of pairs
label/value; the labels are assumed to be distinct pairwise and the values can either
be atomic values (integer, strings, etc.), or feature terms themselves. A label can be
interpreted as a partial function which maps each feature term to the value of this label in
that feature term, when it exists. This functional interpretation can be straightforwardly
extended to paths, i.e. sequences of labels.
A set of feature terms [element of }(D)] can be represented intentionally by a set of
feature constraints which relate the values obtained through difierent paths. The syntax
of feature constraints is given in Table 4.
The denotation of a set of feature constraints is the intersection of the denotations
of its elements. For example, if a, b and c are labels, a feature term t belongs to the
denotation of fa.b:=3, a==cg if and only if
t contains the label a and its value is a feature term t0;
t0 contains the label b and its value is 3;
t contains the label c and its value is also t0.
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Table 4. Syntax of feature constraints.
<feature-constraint> = <path> ’:=’ <atomic-value>
j <path> ’==’ <path>
<path> = <label>
j <label> ’.’ <path>
All the feature constraint manipulations required here are encoded in the following
class:
class Constraint holds
sat(x;w) fx : D; w : }(D) 7!g
seek-k(s; w) fs : }(Dn+1) 7! w : }(D)g
split(wo; w; w1; w2) fwo; w : }(D) 7! w1; w2 : }(D)g.
Notice that a n + 1-tuple of feature terms can itself be represented by a feature term
obtained by concatenating to its (n + 1)th component distinguished labels arg-k, for
k = 1; : : : ; n, holding the n flrst components of the tuple. Thus, a subset of tuples of
feature terms, such as the flrst argument of the seek member above, can be directly
specifled as a subset of feature terms, using regular feature constraints.
The member sat(x;w) simply tests whether a feature term x satisfles a set of
feature constraints w.
The member seek-k(s; w) builds the set of feature constraints w obtained by ex-
tracting all the information concerning the distinguished label arg-k, from a set
of feature constraints s. Thus, constraints of the form arg-k.P := V entailed by s
become P := V in w; constraints of the form arg-k.P == arg-k.P 0 entailed by s
become P == P 0 in w; all other constraints, if any, in s have no counterpart in w.
The member split is more involved: given sets of feature constraints wo and w,
the set of feature constraints w1 is simply obtained as the union of wo and w
(corresponding to the intersection of their denotation), assuming this union is not
inconsistent; the set w2 must encode the intersection of the denotation of wo with
the complement of the denotation of w. This cannot be expressed within the simple
framework adopted in this paper, but can easily be expressed in the full feature
language; see for example the work by Smolka (1992).
5.3. knowledge representation|grammar rules
A context free grammar rule can be seen as a generator operating on parse tokens
expressing statements of the form \Phrase . . . is an instance of syntactic category . . . ".
Such tokens are represented as feature terms using the following labels:
text holds a piece of text to be parsed;
beg and end hold pointers in the text which delimits the portion of the text on
which the parsing statement is done;
cat holds the syntactic category of the specifled portion of the text.
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Syntactic categories are feature structures specifying a basic type (e.g. s for correct
sentences, np for noun phrases, vp for verb phrases, etc.) plus a number of syntactic
or semantic attributes (gender, number, etc.). For simplicity’s sake, in the sequel, we
consider that categories are reduced to their basic type and ignore the other attributes.
Initially, each grammar rule is handled by a broker whose generator is fully deflned by
a sub-class of the generic class
class Generator holds
tuple-n(x1; : : : ; xn) fx1; : : : ; xn 7!g
res(x) f7! xg
init-n(w; s) fw 7! sg
ins-k(x; s; s0) fx; s 7! s0g
threshold-k(s) fs 7!g.
Let’s consider the simple rule s ::= np vp. Its corresponding generator has arity 2 and
deflnes the class members as follows.
† The member tuple-2(x1; x2) builds the feature term corresponding to the head s
given the two feature terms x1; x2 corresponding to the tail categories np and vp.
† The member res(x) makes this new term x available as a result.
† The member init-2(w; s) takes a set of feature constraints w and builds the set
of feature constraints s obtained by adding to w the set so of feature constraints
corresponding to the rule, assuming no inconsistencies occur. so denotes a subset
of D3, according to the convention described above for tuples of feature terms, and
expresses the dependencies between the head and the tail of the grammar rule.
Here, it is represented by the following set of feature constraints:
cat := s,
arg1.cat := np, arg2.cat := vp,
arg1.text == text, arg2.text == text,
beg == arg1.beg, end == arg2.end, arg1.end == arg2.beg
In other words, a phrase of category s is obtained from a phrase of category np
(noun phrase, held in arg1) and a phrase of category vp (verb phrase, held in arg2).
The flrst three constraints encode the category of each phrase; the other constraints
ensure that the phrases belong to the same text and are appropriately juxtaposed.
† The member ins-k takes a feature term x and a set of feature constraints s and
builds the set of feature constraints s0, obtained by inserting in s, the feature con-
straint arg-k := x.
† Finally, the member threshold-k can be deflned to implement various strategies;
the most na˜‡ve strategy forces the categories of the tail of the rule to be parsed
from left to right. This is obtained by an argument ordering strategy, saying that
the predicate threshold-k(s) holds whenever s entails ftext := T , arg-k.beg
:= P , arg-k.cat := Cg for some text T , some pointer P in that text and some
category C. Notice that alternative strategies can be deflned, such as, for example,
simultaneous left-to-right and right-to-left strategies, where the threshold predicate
holds when either the begin or the end pointer is assigned.
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The whole computation is initiated by an interface which builds and broadcasts requests
on demand, waits for possible answers to these initial requests, and propagates the an-
swers back to the user. At the other end, a dictionary agent is capable of processing some
requests corresponding with terminal syntactic categories by fetching information from
a database of entries which associates words with terminal categories.
5.4. a sample run
Consider the (trivial) sample grammar
s ::= np vp
np ::= det n
np ::= pn
np ::= np pp
vp ::= tv np
vp ::= vp pp
pp ::= prep np.
The sentence \Herbert saw a robot with a telescope" can be parsed according to this
grammar (and an appropriate dictionary), yielding the two parse-trees of Figure 7.
Herbert saw a robot with a telescope
VT DETPN N PREP DET N
NP NPNP
PP
NP
VP VP
SS
VP
Figure 7. A sample run of the broker-based parser.
These two answers originate from the fact that the same complete trees can be con-
sumed by several agents encoding difierent, incomplete trees. As a consequence, we end up
with two difierent parses for the substring \saw a robot with a telescope". Our generic
constraint-based knowledge broker model allows maximal reuse of results in the gen-
eration of such alternate parse-trees, and also avoids inflnite loops deriving from left-
recursive rules such as the fourth and sixth rules of the grammar above. The approach
to enforce redundancy checking is quite simple and elegant and comes naturally in a
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decentralized, object-oriented style of programming; it can be contrasted with the more
usual way of enforcing it, which is obtained by explicitly comparing newly created trees
with previously existing ones.
6. Related Work
Our work is related to two main areas: on the one hand, Constraint Logic Programming
(CLP), which, in general, has been heavily investigated [see Hentenryck (1989), Jafiar
and Lassez (1987) for seminal papers], and on the other hand, multi-agent (or multi-
process) support for coordination (Malone and Crowston, 1994), in particular applied to
knowledge retrieval.
Provost and Wallace (1993) introduced the concept of generalized propagation in which
disjunctive constraints are propagated by taking their most speciflc common generaliza-
tion. The propagation mechanism itself has some similarities with ours, in the sense
that the rules the authors consider (strict Horn clauses) are also viewed as agents which
perform the propagation.
In a more traditional setting, Nelson and Oppen (1979) propose a framework in which a
set of constraints is solved by a system of cooperative, distributed, specialized constraint
solvers which exchange their relevant results. Propagation is also achieved through broad-
casting but is not controlled by a request/subrequest mechanism.
Saraswat (1989) introduced concurrent constraints in a process-oriented setting. There,
a process transition is controlled by the presence of a constraint in the constraint store,
or more precisely, by its entailment from the constraint store. This enforces a strictly
monotonous view of constraints, which has been partially relaxed by de Boer et al., (1993)
and Codognet and Rossi (1995). This approach does not make the distinction between two
separate uses of constraints: for communication and for solving. This distinction clearly
appears in our proposal, where communication is achieved by the|global|broadcasting
mechanism and solving is performed|locally|inside each individual broker agent.
The Oz system (Henz et al., 1995) also proposes a framework where multiple agents
(\elaborators" in Oz terminology) interact by exchanging constraints through a mono-
tonic constraint store. Non monotonicity is super-imposed by allowing logical variables to
be unifled with \names" which can themselves be destructively bound to other variables.
Concerning knowledge retrieval, a cooperative information gathering approach using a
multi-agent system for distributed problem solving was recently published by Oates et al.
(1994). More relevant literature can be found in the paper by Lander and Lesser (1992).
Logic-based models are also used by Fikes et al. (1995) to capture the domain of expertise
of information brokers. Rather than using constraints, their modeling language is based
on a predicate logic with contexts. The Tsimmis project (Chawathe et al., 1994) takes a
difierent approach using a self-describing object model for the internal representation of
information and requests.
Similarly the Teamwork approach proposed by Denzinger (1995) applies knowledge
combination to distributed search problems whose descriptions ofier no natural way of
dividing them a priori into subproblems.
We have chosen the word \broker" within our framework to mirror the fact that all
knowledge (even only partially available or heterogeneous) that is encapsulated in ob-
jects, may be manipulated and retrieved by the simple coordination of the activities
of individual agents (the brokers), which may then be distributed. An illustration of
the use of constraint-based knowledge brokers (CBKBs) in network-wide environments
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was given by Andreoli et al, (1995). For a concrete application domain, Borghofi and
Schlichter (1996) provide a detailed description of a CBKB software implementing in-
formation gathering facilities to help knowledge workers access and leverage the World
Wide Web.
In our framework, brokers are fully autonomous entities which can channel and trans-
form requests to objects which encapsulate possibly heterogeneous data and are poten-
tially distributed. In that sense, they have a strong similarity with the Object Request
Brokers (ORBs), widely used to model and implement distributed applications. The Ob-
ject Management Group’s Common Object Request Broker Architecture (OMG, 1991),
for example, is a quasi-standard in deflning objects and accessing them through their
interfaces. However, CORBA brokers assume essentially synchronous communication be-
tween objects and do not address issues of request flltering and combination.
7. Conclusion
Our approach used a mathematical model to describe constraint-based knowledge bro-
kers where the traditional flxed-point procedure was exploited. This procedure was im-
plemented in the rule-based coordination language LO. Several enhancements of the
basic model were motivated and illustrated, such as the additional knowledge of inter-
argument dependency functions in the context of the broker’s generators. It was shown
how this additional knowledge helps the brokers to solve the problems of reuse of pre-
viously calculated results and of recursion control. Furthermore, we showed how addi-
tional sets of thresholds can increase the broker’s ability to avoid unnecessary/redundant
knowledge °ow. The entire methodology presented here is related to the introduction
of goal-directed backward-chaining in forward-chaining rule-based systems. An impor-
tant outcome of the paper is that all the difierent extensions have been incorporated in
a single framework simply through the tuning of basic rule templates. In general, our
mathematical model provided an algebra of information tokens to formalize a world of
distributed knowledge. Correspondingly, proven techniques from symbolic computation,
suitable for solving traditional algebraic problems, were adapted to the task of symbolic
manipulation of information tokens.
A complexity analysis was given. Table 3 summarized some results of this analysis.
It became clear how the difierent reflnements of the model have a favorable efiect on
strategic parameters such as the number of agents needed, the number of knowledge
transformations, or the messages broadcast.
It was illustrated how the constraint-based knowledge broker model can be used
to implement a broker-based chart-parser for uniflcation grammars with feature terms
(Smolka, 1992). The same approach can be adapted to Datalog (Bancilhon et al., 1986;
Beeri and Ramakrishnan, 1991; Vielle, 1986) (using the magic set method), following the
classical analogy between parsing and deduction; see the Earley deduction (Pereira and
Warren, 1983).
We are adapting this model to the case of a partial request processor in the presence of
distributed service providers. We further plan to enhance our model with the capability
of handling not only incomplete requests but also incomplete answers (Borghofi, 1995).
In this case, an incomplete answer to a subrequest could bring enough information for
a threshold to be reached, and thus for a new subrequest to be launched. A suitable
application domain for such a reflnement is document merging where, for example, a
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flrst draft of a synthesis document can be provided as an (incomplete) answer based on
components which are themselves incomplete drafts.
Finally, we investigate the problem of identifying appropriate application classes for
our methodology, for which no obvious criterion is currently available.
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