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Summary. In this report I review some aspects of the algebraic structure of QFT
related with the doubling of the degrees of freedom of the system under study. I
show how such a doubling is related to the characterizing feature of QFT consist-
ing in the existence of infinitely many unitarily inequivalent representations of the
canonical (anti-)commutation relations and how this is described by the q-deformed
Hopf algebra. I consider several examples, such as the damped harmonic oscillator,
the quantum Brownian motion, thermal field theories, squeezed states, classical-to-
quantum relation, and show the analogies, or links, among them arising from the
common algebraic structure of the q-deformed Hopf algebra.
1 Introduction
Since several years I am pursuing the study of the vacuum structure in quantum
field theory (QFT) through a number of physical problems such as boson conden-
sation and the infrared effects in spontaneously broken symmetry gauge theories,
coherent domain formation and defect formation, soliton solutions, particle mixing
and oscillation, the canonical formalism for quantum dissipation and unstable states,
the quantization in curved background, thermal field theories, quantum-to-classical
relationship. In this paper I would like to share with the reader the satisfying feeling
of a unified view of several distinct physical phenomena emerging from such a study
of the QFT vacuum structure. Besides such a pleasant feeling, there is a concrete
interest in pointing out the analogies (”links”) among these phenomena, which arises
since these links provide a great help not only in the formulation of their mathe-
matical description, but also in the understanding of the physics involved in them.
Such a ’compared study’ also reflects back to a deeper understanding of structural
aspects of the same QFT formalism.
Quite often QFT is presented as an extension of quantum mechanics (QM) to
the relativistic domain. Sometimes it is referred to as ”second quantization”. Of
course, the reasons for that come from the historical developments in the formula-
tion of the quantum theory of elementary particle physics and solid state physics.
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However, a closer view to the formalism of QFT shows that it is not necessarily re-
lated with the relativistic domain and it is not simply a ”second” quantization recipe
subsequent the quantization procedure in QM. For example, the QFT formalism is
widely used, with great success, in condensed matter physics, e.g. in the formulation
of superconductivity, of ferromagnetism, etc., where typically one does not refer to
the relativistic domain. On the other hand, in dealing with fermion fields one cannot
rely on the quantization scheme adopted in QM for boson creation and annihilation
operators.
As it will appear in the following, QFT is drastically different from QM. The
main reason for this resides in the fact that the well known von Neumann theo-
rem, which characterizes in a crucial way the structure of QM [1, 2], does not hold
in QFT. In QM the von Neumann theorem states that for systems with a finite
number of degrees of freedom all the representations of the canonical commutation
relations (ccr) are unitarily equivalent. This means that they are physically equiv-
alent; namely, the representations of the ccr are related by unitary operators and,
as well known, physical observables are invariant under the action of unitary op-
erators. Their value is therefore the same independently of the representation one
choses to work in. Such a choice is thus completely arbitrary and does not affect
the physics one is going to describe. The situation is quite different in QFT where
the von Neumann theorem does not hold. Indeed, the hypothesis of finite number
of degrees of freedom on which the theorem rests is not satisfied since fields involve
by definition infinitely many degrees of freedom. As a consequence, infinitely many
unitarily inequivalent (ui) representations of the ccr are allowed to exist [3, 4, 5].
The existence of ui representations is thus a characterizing feature of QFT and a
full series of physically relevant consequences follows.
One of the aspects I will discuss below is related with the algebraic structure of
QFT. I will show that the relevant algebra underlying the QFT formalism is the Hopf
algebra, and this underlies the existence of the ui representations. It manifests in the
doubling of the system degrees of freedom and its q-deformation bears deep physical
meaning. In the first part of the paper, I will start by considering some aspects of
the two-slit experiment. This is a typical subject in QM where quantum features
fully show up. The discussion turns out to be useful for the subsequent discussion
of the q–deformed Hopf algebra structure of QFT [6, 7] and it also provides a good
example where the quantum-to-classical relation manifests itself.
The q-deformation of the Hopf algebra will be shown to be also related with
quantum dissipation and with thermal field theory, where the description of sta-
tistical thermal averages of observables in operatorial terms is made possible by
exploiting the existence of infinitely many ui representations [5, 8, 9, 10]. Recogniz-
ing that a symplectic structure with classical dynamics is embedded in the space
of the ui representations of ccr in QFT [10] leads to show that trajectories (i.e. a
sequence of phase transitions) in such a space may satisfy, under convenient con-
ditions, the criteria for chaoticity prescribed by nonlinear classical dynamics. In a
figurate way one could say that a classical blanket covers the space of the QFT ui
representations. Moving on such a blanket describes (phase) transitions among the
representations.
The problem of the interplay between ‘classical and quantum’ is indeed another
topic on which I will comment on in this paper and I will show that it is intrinsic
to the mathematical structure of QFT [10, 11]. The phenomenon of decoherence in
QM and the related emergence of classicality from the quantum realm is analyzed in
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detail in the literature [12]. Similarly, although based on different formal and concep-
tual frame, the emergence of macroscopic ordered patterns and classically behaving
structures out of a QFT (not QM!) dynamics via the spontaneous breakdown of
symmetry is since long well known [5, 13]. Examples of such classically behaving
macroscopic quantum systems are crystals, ferromagnets, superconductors, super-
fluids. These are quantum systems not in the trivial sense that they, as all other
systems, are made of quantum components, but in the sense that their macroscopic
behavior, characterized by the classical (c-number) observable called order parame-
ter, cannot be explained without recourse to the underlying quantum field dynamics.
On the other hand, in recent years the problem of quantization of a classical
theory has attracted much attention in gravitation theories and in non-hamiltonian
dissipative system theories, where a novel perspective has been proposed [14] accord-
ing to which the ‘emergence’ of the quantum-like behavior from a classical frame
may occur. I will comment in particular on classical deterministic systems with
dissipation (information loss) which are found to exhibit quantum behavior under
convenient conditions [14, 15, 16]. The paper is organized as follows: the doubling the
degrees of freedom is discussed in Sec. 2, the two-slit experiment in Sec. 2.1, unitarily
inequivalent representations in QFT in Sec. 3, quantum dissipation in Sec. 3.1, the
thermal connection and the arrow of time in Sec. 3.2, two-mode squeezed coherent
states in Sec. 4, quantum Brownian motion in Sec. 5, the dissipative noncommu-
tative plane in Sec. 6. Thermal field theory in the operatorial formalism (TFD) is
presented in Sec. 7. In section 8 the q–deformed Hopf algebra is shown to be a basic
feature of QFT. Entropy as a measure of entanglement and the trajectories in the
space of the ui representations are discussed in Sec. 9 and 10 respectively. Determin-
istic dissipative systems are considered in Sec. 11 with respect to the quantization
problem. Section 12 is devoted to conclusions. In this paper I have not considered
the doubling of the degrees of freedom in inflationary models and in the problem of
the quantization of the matter field in a curved background. The interest reader is
referred to the papers [17, 18, 19].
2 Doubling the degrees of freedom
One of the main features underlying the QFT formalism is the doubling of the
degrees of freedom of the system under study. Such a doubling is not simply a
mathematical tool useful to describe our system. On the contrary, it bears a physical
meaning. It also appears to be an essential feature of QM, as I will show in the
examples I am going to discuss in this paper.
The standard formalism of the density matrix [20, 21] and of the associated
Wigner function [22] suggests tha one may describe a quantum particle by splitting
the single coordinate x(t) into two coordinates x+(t) (going forward in time) and
x−(t) (going backward in time). Indeed, the standard expression for the Wigner
function is [22],
W (p, x, t) =
1
2pih¯
∫
ψ∗
(
x− 1
2
y, t
)
ψ
(
x+
1
2
y, t
)
e−i
py
h¯ dy , (1)
where
x± = x± 1
2
y . (2)
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By employing the Schwinger quantum operator action principle, or recalling the
mean value of a quantum operator
A¯(t) = (ψ(t)|A|ψ(t)) = (3)∫ ∫
ψ∗(x−, t) (x−|A|x+)ψ(x+, t)dx+dx− = (4)∫ ∫
(x+|ρ(t)|x−)(x−|A|x+)dx+dx−. (5)
one requires the density matrix
W (x, y, t) = (x+|ρ(t)|x−) = ψ∗(x−, t)ψ(x+, t) , (6)
to follow two copies of the Schro¨dinger equation: the forward in time motion and
the backward in time motion, respectively. These motions are controlled by the two
Hamiltonian operators H±:
ih¯
∂ψ(x±, t)
∂t
= H±ψ(x±, t), (7)
which gives
ih¯
∂(x+|ρ(t)|x−)
∂t
= H (x+|ρ(t)|x−), (8)
where
H = H+ −H−. (9)
Using two copies of the Hamiltonian (i.e. H±) operating on the outer product of
two Hilbert spaces F+ ⊗ F− has been implicitly required in QM since the very
beginning of the theory. For example, from Eqs.(8), (9) one finds immediately that
the eigenvalues of H are directly the Bohr transition frequencies h¯ωnm = En − Em
which was the first clue to the explanation of spectroscopic structure.
The notion that a quantum particle has two coordinates x±(t) moving at the
same time is therefore central [23].
In conclusion, the density matrix and the Wigner function require the introduc-
tion of a “doubled” set of coordinates, (x±, p±) (or (x, px) and (y, py)).
Let me show how the doubling of the coordinates works in the remarkable ex-
ample of the two-slit diffraction experiment. Here I will shortly summarize the dis-
cussion reported in [24].
2.1 The two-slit experiment
In order to derive the diffraction pattern it is required to know the wave function
ψ0(x) of the particle when it “passes through the slits” at time zero. In other words,
one searches for the density matrix
(x+|ρ0|x−) = ψ∗0(x−)ψ0(x+). (10)
The probability density for the electron to be found at position x at the detector
screen at a later time t is written as
P (x, t) = (x|ρ(t)|x) = ψ∗(x, t)ψ(x, t) (11)
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in terms of the solution ψ(x, t) to the free particle Schro¨dinger equation
ψ(x, t) =
(
M
2pih¯it
)1/2 ∫ ∞
−∞
e[
i
h¯
A(x−x′,t)]ψ0(x
′)dx′, (12)
where
A(x− x′, t) = M(x− x
′)2
2t
(13)
is the Hamilton-Jacobi action for a classical free particle to move from x′ to x in a
time t. Eqs. (10)-(13) then imply that
P (x, t) =
M
2pih¯t
∫ ∞
−∞
∫ ∞
−∞
e
[
iM
(x−x+)
2−(x−x−)
2
2h¯t
]
(x+|ρ0|x−)dx+dx−. (14)
Eq.(14) shows that P (x, t) would not oscillate in x, i.e. there would not be the usual
quantum diffraction, if x+ = x−. In Eq.(14), in order to have quantum interference
the forward in time action A(x−x+, t) must be different from the backward in time
action A(x − x−, t): the non-trivial dependence of the density matrix (x+|ρ0|x−)
when the electron “passes through the slits” on the difference (x+ − x−) crucially
determines the quantum nature of the phenomenon.
Fig. 1. Two slit experiment.
In the quantum diffraction experiment the experimental apparatus is prepared so
that w≪ d≪ D, with w the opening of the slits which are separated by a distance
2d. D is the distance between the slits and the screen (Fig.1). The diffraction pattern
is described by |x| ≫ |x±|. By defining K = Mvdh¯D , β = wd , with v = D/t the velocity
of the incident electron, Eq.(14) leads [24] to the usual result
P (x,D) ≈ 4
piβKx2
cos2(Kx) sin2(βKx), (15)
where the initial wave function
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ψ0(x) =
1√
2
[
φ(x− d) + φ(x+ d)
]
, (16)
with φ(x) = 1√
w
if |x| ≤ w
2
and zero otherwise, has been used. From Eqs.(10) and
(16) we have
(x+|ρ0|x−) = 1
2
{
φ(x+ − d)φ(x− − d) + φ(x+ + d)φ(x− + d)
+φ(x+ − d)φ(x− + d) + φ(x+ + d)φ(x− − d)
}
. (17)
In the rhs of Eq.(17) the first and the second terms describe the classical processes of
the particle going forward and backward in time through slit 1 and going forward and
backward in time through slit 2, respectively. In these processes it is x+(t) = x−(t)
and in such cases no diffraction is observed on the screen. The third term and the
fourth term describe the particle going forward in time through slit 1 and backward
in time through slit 2, or forward in time through slit 2 and backward in time
through slit 1, respectively. These are the terms generating quantum interference
since |x+(t)− x−(t)| > 0.
In conclusion, the doubling the system coordinates, x(t)→ (x+(t), x−(t)) plays
a crucial roˆle in the description of the quantum system. If x(t) ≡ x+(t) ≡ x−(t),
then the system behavior appears to be a classical one. When forward in time and
backward in time motions are (at the same time) unequal x+(t) 6= x−(t), then
the system is behaving in a quantum mechanical fashion and interference patterns
appear in measured position probability densities.
I will not comment further on the two-slit experiment. In the following Section
I go back to the general discussion of the doubling of the degrees of freedom and of
its meaning in QFT.
3 Unitarily inequivalent representations in QFT
The mathematical roˆle and the physical meaning of the doubling of the degrees of
freedom fully appears in dealing with phase transitions, with equilibrium and non-
equilibrium thermal field theories and with dissipative, open systems. In these cases
the doubling of the degrees of freedom appears to be a structural feature of QFT
since it strictly relates with the existence of the unitarily inequivalent representations
of the ccr in QFT.
Let me consider the case of dissipation [25, 26, 27]. I will discuss the canonical
quantization of the damped (simple) harmonic oscillator (dho), which is a simple
prototype of dissipative system.
3.1 Quantum dissipation
Dissipation enters into our considerations if there is a coupling to a thermal reser-
voir yielding a mechanical resistance R. According to the discussion in Section 2,
the equation of motion for the density matrix is given by Eq. (8), where now the
Hamiltonian H for motion in the (x+, x−) plane is [23, 24]
H = 1
2M
(p+ − R
2
x−)
2 − 1
2M
(p− +
R
2
x+)
2 + U(x+)− U(x−) , (18)
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where p± = −ih¯ ∂∂x± . In order to simplify the discussion, it is convenient, without
loss of generality, to make an explicit (simple) choice for U(x±), say U(x±) = 12κx
2
±.
By choosing as doubled coordinates the pair (x, y) with
y = x+ − x− , (19)
the Hamiltonian (18) can be derived from the Lagrangian (see [25] - [29])
L =Mx˙y˙ +
1
2
R(xy˙ − x˙y)− κxy . (20)
The system described by (20) is sometimes called Bateman’s dual system [29]. I
observe that the doubling imposed by the density matrix and the Wigner function
formalism, as seen in Section 2, here finds its physical justification in the fact that the
canonical quantization scheme can only deal with an isolated system. In the present
case our system has been assumed to be coupled with a thermal reservoir and it is
then necessary to close the system by including the reservoir. This is achieved by
doubling the phase-space dimensions [25, 26]. Eq. (20) is indeed the closed system
Lagrangian.
By varying Eq. (20) with respect to y gives
Mx¨+Rx˙+ κx = 0 , (21)
whereas variation with respect to x gives
My¨ −Ry˙ + κy = 0 , (22)
which is the time reversed (R → −R) of Eq. (21). The physical meaning of the
doubled degree of freedom y is now manifest: y may be thought of as describing an
effective degree of freedom for the reservoir to which the system (21) is coupled. The
canonical momenta are given by px ≡ ∂L∂x˙ =My˙ − 12Ry ; py ≡ ∂L∂y˙ =Mx˙+ 12Rx.
For a discussion of Hamiltonian systems of this kind see also [30, 31]. Canonical
quantization is performed by introducing the commutators
[x, px] = i h¯ = [y, py], [x, y] = 0 = [px, py] , (23)
and the corresponding sets of annihilation and creation operators
α ≡
(
1
2h¯Ω
) 1
2
(
px√
M
− i
√
MΩx
)
, α† ≡
(
1
2h¯Ω
) 1
2
(
px√
M
+ i
√
MΩx
)
, (24)
β ≡
(
1
2h¯Ω
) 1
2
(
py√
M
− i
√
MΩy
)
, β† ≡
(
1
2h¯Ω
) 1
2
(
py√
M
+ i
√
MΩy
)
, (25)
[α, α† ] = 1 = [β, β† ] , [α, β ] = 0 = [α, β† ] . (26)
I have introduced Ω ≡
[
1
M
(
κ− R2
4M
)] 1
2
, the common frequency of the two oscilla-
tors Eq. (21) and Eq. (22), assuming Ω real, hence κ > R
2
4M
(case of no overdamping).
In Section 5 I show that, at quantum level, the β modes allow quantum noise
effects arising from the imaginary part of the action [23]. Moreover, in Section 8 the
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modes α and β will be shown to be the modes involved in the coproduct operator
of the underlying q–deformed Hopf algebra structure. The q-deformation parameter
turns out to be a function of R, M and t.
By using the canonical linear transformations A ≡ 1√
2
(α+ β), B ≡ 1√
2
(α− β),
the quantum Hamiltonian H is then obtained [25, 26] as
H = H0 +HI , (27)
H0 = h¯Ω(A
†A−B†B) , HI = ih¯Γ (A†B† −AB) , (28)
where the decay constant for the classical variable x(t) is denoted by Γ ≡ R
2M
.
In conclusion, the states generated by B† represent the sink where the energy
dissipated by the quantum damped oscillator flows: the B-oscillator represents the
reservoir or heat bath coupled to the A-oscillator.
The dynamical group structure associated with the system of coupled quan-
tum oscillators is that of SU(1, 1). The two mode realization of the algebra
su(1, 1) is indeed generated by J+ = A
†B†, J− = J
†
+ = AB, J3 =
1
2
(A†A +
B†B + 1), [ J+, J− ] = −2J3, [ J3, J± ] = ±J±. The Casimir operator C is
C2 ≡ 1
4
+ J23 − 12 (J+J−+ J−J+) = 14 (A†A−B†B)2.
I also observe that [H0,HI ] = 0. The time evolution of the vacuum |0 >≡ |nA =
0, nB = 0 >= |0 > ⊗ |0 > , (A⊗ 1)|0 > ⊗ |0 >≡ A|0 >= 0; (1⊗ B)|0 > ⊗ |0 >≡
B|0 >= 0, is controlled by HI
|0(t) >= exp
(
−itH
h¯
)
|0 >= exp
(
−itHI
h¯
)
|0 >
=
1
cosh (Γt)
exp
(
tanh (Γt)A†B†
)
|0 > , (29)
< 0(t)|0(t) >= 1 ∀t , (30)
lim
t→∞
< 0(t)|0 >∝ lim
t→∞
exp (−tΓ ) = 0 . (31)
Notice that once one sets the initial condition of positiveness for the eigenvalues
of H0, such a condition is preserved by the time evolution since H0 is the Casimir
operator (it commutes with HI). In other words, there is no danger of dealing with
energy spectrum unbounded from below. Time evolution for creation and annihila-
tion operators is given by
A 7→ A(t) = e−i th¯HIA ei th¯HI = A cosh (Γt)−B† sinh (Γt) , (32)
B 7→ B(t) = e−i th¯HIB ei th¯HI = B cosh (Γt)−A† sinh (Γt) (33)
and h.c.. I note that Eqs. (32) and (33) are Bogolubov transformations: they are
canonical transformations preserving the ccr. Eq. (31) expresses the instability (de-
cay) of the vacuum under the evolution operator exp
(
−itHI
h¯
)
. In other words, time
evolution leads out of the Hilbert space of the states. This means that the QM
framework is not suitable for the canonical quantization of the damped harmonic
oscillator. A way out from such a difficulty is provided by QFT [25]: the proper
way to perform the canonical quantization of the dho turns out to be working in the
framework of QFT. In fact, for many degrees of freedom the time evolution operator
U(t) and the vacuum are formally (at finite volume) given by
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U(t) =
∏
κ
exp
(
Γκt
(
A†κB
†
κ −AκBκ
))
, (34)
|0(t) >=
∏
κ
1
cosh (Γκt)
exp
(
tanh (Γκt)A
†
κB
†
κ
)
|0 > , (35)
with < 0(t)|0(t) >= 1, ∀t . Using the continuous limit relation ∑
κ
7→ V
(2pi)3
∫
d3κ,
in the infinite-volume limit we have (for
∫
d3κ Γκ finite and positive)
< 0(t)|0 >→ 0 as V →∞ ∀ t , (36)
and in general, < 0(t)|0(t′) >→ 0 as V →∞ ∀ t and t′, t′ 6= t. At each time t a
representation {|0(t) >} of the ccr is defined and turns out to be ui to any other
representation {|0(t′) >, ∀t′ 6= t} in the infinite volume limit. In such a way the
quantum dho evolves in time through ui representations of ccr (tunneling). I remark
that |0(t) > is a two-mode time dependent generalized coherent state [32, 33]. Also
note that
NAκ(t) =< 0(t)|A†κAκ|0(t) >= sinh2 Γt , (37)
The Bogolubov transformations, Eqs. (32) and (33) can be implemented for
every κ as inner automorphism for the algebra su(1, 1)κ. At each time t one has a
copy {Aκ(t),A†κ(t), Bκ(t), B†κ(t) ; |0(t) > | ∀κ} of the original algebra induced by the
time evolution operator which can thus be thought of as a generator of the group
of automorphisms of
⊕
κ
su(1, 1)κ parameterized by time t (we have a realization
of the operator algebra at each time t, which can be implemented by Gel’fand-
Naimark-Segal construction in the C*-algebra formalism [3, 34]). Notice that the
various copies become unitarily inequivalent in the infinite-volume limit, as shown
by Eqs. (36): the space of the states splits into ui representations of the ccr each one
labeled by time parameter t. As usual, one works at finite volume and only at the
end of the computations the limit V →∞ is performed.
Finally, I note that the “negative” kinematic term in the Hamiltonian (28) (or
(18)) also appears in two-dimensional gravity models where, in general, two different
strategies are adopted in the quantization procedure [35]: the Schro¨dinger represen-
tation approach, where no negative norm appears, and the string/conformal field
theory approach where negative norm states arise as in Gupta-Bleurer electrody-
namics.
3.2 The thermal connection and the arrow of time
It is useful [25] to introduce the functional FA for the A-modes
FA ≡< 0(t)|
(
HA − 1
β
SA
)
|0(t) > , (38)
where β is a non-zero c-number, HA is the part of H0 relative to A- modes only,
namely HA =
∑
κ
h¯ΩκA
†
κAκ, and the SA is given by
SA ≡ −
∑
κ
{
A†κAκ ln sinh
2
(
Γκt
)
−AκA†κ ln cosh2
(
Γκt
)}
. (39)
One then considers the extremal condition ∂FA
∂ϑκ
= 0 ∀κ , ϑκ ≡ Γκt to be satisfied
in each representation, and using the definition Eκ ≡ h¯Ωκ, one finds
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NAκ(t) = sinh2
(
Γκt
)
=
1
eβ(t)Eκ − 1 , (40)
which is the Bose distribution for Aκ at time t, provided β(t) is the (time-dependent)
inverse temperature. Inspection of Eqs. (38) and (39) then suggests that FA and SA
can be interpreted as the free energy and the entropy, respectively. I will comment
more about this in Section 7 and 9.
{|0(t) >} is thus recognized to be a representation of the ccr at finite temperature
(it turns out to be equivalent to the thermo field dynamics (TFD) representation
{|0(β) >} [5, 8], see Section 7). Use of Eq. (39) shows that
∂
∂t
|0(t) >= −
(
1
2
∂S
∂t
)
|0(t) > . (41)
One thus see that i
(
1
2
h¯∂S
∂t
)
is the generator of time translations, namely time evo-
lution is controlled by the entropy variations [36]. It is remarkable that the same
dynamical variable S whose expectation value is formally the entropy also controls
time evolution: damping (or, more generally, dissipation) implies indeed the choice of
a privileged direction in time evolution (arrow of time) with a consequent breaking
of time-reversal invariance.
One may also show that dFA = dEA − 1β dSA = 0 , which expresses the first
principle of thermodynamics for a system coupled with environment at constant
temperature and in absence of mechanical work. As usual, one may define heat as
dQ = 1
β
dS and see that the change in time dNA of particles condensed in the vacuum
turns out into heat dissipation dQ:
dEA =
∑
κ
h¯ΩκN˙Aκ(t)dt =
1
β
dS = dQ . (42)
Here N˙Aκ denotes the time derivative of NAκ .
It is interesting to observe that the thermodynamic arrow of time, whose direc-
tion is defined by the increasing entropy direction, points in the same direction of
the cosmological arrow of time, namely the inflating time direction for the expanding
Universe. This can be shown by considering indeed the quantization of inflationary
models [17] (see also [18]). The concordance between the two arrows of time (and
also with the psychological arrow of time, see refs. [37]) is not at all granted and is
a subject of an ongoing debate (see, e.g., [38]).
In Section 6 I will show that quantum dissipation induces a dissipative phase in-
terference [24], analogous to the Aharonov-Bohm phase [39], and a noncommutative
geometry in the plane (x+, x−) [40].
The quantum dissipation Lagrangian model discussed above is strictly related
with the squeezed coherent states in quantum optics and with the quantumBrownian
motion. I will briefly discuss these two topics in follolwing Sections.
4 Two-mode squeezed coherent states
Here I will only mention that in the quantum damped oscillator treatment presented
above the time evolution operator U(t) written in terms of the α and β modes (Eqs.
(24) and (25)) is given by
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U(t) ≡ exp
(
−itHI
h¯
)
=
∏
κ
exp
(
−θκ
2
(
α2κ − α†2κ
))
exp
(
θκ
2
(
β2κ − β†2κ
))
≡
∏
κ
Sˆα(θκ)Sˆβ(−θκ) , (43)
with Sˆα(θκ)≡ exp
(
− θκ
2
(
ακ
2 − ακ†2
))
and similar expression for Sˆβ(−θκ) with β
and β† replacing α and α†, respectively. The operators Sˆα(θκ) and Sˆβ(−θκ) are the
squeezing operators for the ακ and the βκ modes, respectively, as well known in
quantum optics [41]. The set θ ≡ {θκ ≡ Γκt} as well as each θκ for all κ is called the
squeezing parameter. The state |0(t) > is thus a squeezed coherent states at each
time t.
To illustrate the effect of the squeezing, let me focus the attention only on the
ακ modes for sake of definiteness. For the β modes one can proceed in a similar way.
As usual, for given κ I express the α mode in terms of conjugate variables of the
corresponding oscillator. By using dimensionless quantities I thus write α = X+ iY ,
with [X,Y ] = i
2
. The uncertainty relation is ∆X∆Y = 1
4
, with ∆X2 = ∆Y 2 = 1
4
for (minimum uncertainty) coherent states. The squeezing occurs when ∆X2 < 1
4
and ∆Y 2 > 1
4
(or ∆X2 > 1
4
and ∆Y 2 < 1
4
) in such a way that the uncertainty
relation remains unchanged. Under the action of U(t) the variances ∆X and ∆Y
are indeed squeezed as
∆X2(θ) = ∆X2 exp(2θ) , ∆Y 2(θ) = ∆Y 2 exp(−2θ) . (44)
For the tilde-mode similar relations are obtained for the corresponding variances,
say X˜ and Y˜ :
∆X˜
2
(θ) = ∆X˜
2
exp(−2θ) , ∆Y˜ 2(θ) = ∆Y˜ 2 exp(2θ) . (45)
For positive θ, squeezing then reduces the variances of the Y and X˜ variables, while
the variances of the X and Y˜ variables grow by the same amount so to keep the
uncertainty relations unchanged. This reflects, in terms of the A and B modes, the
constancy of the difference NAκ −NBκ against separate, but equal, changes of NAκ
and NBκ (degeneracy of the states |0(t) > labelled by different NAκ , or different
NBκ , cf. Eq. (37).
In conclusion, the θ-set {θκ(Nκ)}, is nothing but the squeezing parameter clas-
sifying the squeezed coherent states in the hyperplane (X, X˜;Y, Y˜ ). Note that to
different squeezed states (different θ-sets) are associated unitarily inequivalent rep-
resentations of the ccr’s in the infinite volume limit. Also note that in the limit
t → ∞ the variances of the variables Y and X˜ become infinity making them com-
pletely spread out.
Further details on the squeezing states and their relation with deformed algebraic
structures in QFT can be found in refs. [28, 42, 43].
5 Quantum Brownian motion
By following Schwinger [20], the description of a Brownian particle of mass M mov-
ing in a potential U(x) with a damping resistance R, interacting with a thermal bath
at temperature T is provided by [23, 24]
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HBrownian = H− ikBTR
h¯
(x+ − x−)2 . (46)
Here H is given by Eq. (18) and the evolution equation for the density matrix is
ih¯
∂(x+|ρ(t)|x−)
∂t
= H(x+ |ρ(t)|x−)− (x+ |N [ρ]| x−) , (47)
where N [ρ] ≈ (ikBTR/h¯)[x, [x, ρ]] describes the effects of the reservoir random ther-
mal noise [23, 24].
In general the density operator in the above expression describes a mixed sta-
tistical state. The thermal bath contribution to the right hand side of Eq.(46),
proportional to fluid temperature T, can be shown [24] to be equivalent to a white
noise fluctuation source coupling the forward and backward motions according to
< y(t)y(t′) >noise=
h¯2
2RkBT
δ(t− t′), (48)
so that thermal fluctuations are always occurring in the difference y = x+ − x−
between forward in time and backward in time coordinates.
The correlation function for the random force f on the particle due to the bath
is given by G(t − s) = (i/h¯) < f(t)f(s) > . The retarded and advanced Greens
functions are studied in ref. [23] and for brevity I omit here their discussion. The
mechanical resistance is defined by R = limω→0ReZ(ω+ i0+), with the mechanical
impedance Z(ζ) (analytic in the upper half complex frequency plane Im ζ > 0)
determined by the retarded Greens function −iζZ(ζ) = ∫∞
0
dtGret(t)e
iζt. The time
domain quantum noise in the fluctuating random force is N(t − s) = (1/2) <
f(t)f(s) + f(s)f(t) > .
The interaction between the bath and the particle is evaluated by following
Feynman and Vernon and one finds [23] for the real and the imaginary part of the
action
ReA[x, y] =
∫ tf
ti
dtL, (49)
ImA[x, y] = (1/2h¯)
∫ tf
ti
∫ tf
ti
dtdsN(t− s)y(t)y(s), (50)
respectively, where L is defined in Eq. (20) for the given choice of U(x±) there
adopted (without loss of generality).
I observe that at the classical level the “extra” coordinate y, is usually con-
strained to vanish. Note that y(t) = 0 is a true solution to Eqs. (22) so that the
constraint is not in violation of the equations of motion. From Eqs. (49) and (50)
one sees that at quantum level nonzero y allows quantum noise effects arising from
the imaginary part of the action. On the contrary, in the classical “h¯ → 0” limit
nonzero y yields an “unlikely process” in view of the large imaginary part of the
action implicit in Eq. (50). Thus, the meaning of the constraint y = 0 at the classical
level is the one of avoiding such “unlikely process”.
The roˆle of the doubled y coordinate (the quantum β, or B mode in the discussion
of the previous Section) is thus shown again to be absolutely crucial in the quantum
regime. There it accounts for the quantum noise in the fluctuating random force
in the system-environment coupling [23]: in the limit of y → 0 (i.e. for x+ = x−)
quantum effects are lost and the classical limit is obtained.
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It is interesting to remark that the forward and backward in time velocity com-
ponents v± = x˙± in the (x+, x−) plane
v± =
∂H
∂p±
= ± 1
M
(p± ∓ R
2
x∓) (51)
do not commute
[v+, v−] = ih¯
R
M2
, (52)
and it is thus impossible to fix these velocities v+ and v− as being identical.
Eq.(52) is similar to the usual commutation relations for the quantum velocities
v = (p − (eA/c))/M of a charged particle moving in a magnetic field B; i.e.
[v1, v2] = (ih¯eB3/M
2c). Just as the magnetic field B induces an Aharonov-Bohm
phase interference for the charged particle, the Brownian motion friction coefficient
R induces an analogous phase interference between forward and backward motion
which expresses itself as mechanical damping. Eq. (52) will be also discussed in con-
nection with noncommutative geometry induced by quantum dissipation [40]. I will
comment more on this in the next Section.
In the discussion above I have considered the low temperature limit: T ≪ Tγ
where kBTγ = h¯γ =
h¯R
2M
. At high temperature, T ≫ Tγ , the thermal bath motion
suppresses the probability for x+ 6= x− due to the thermal term (kBTR/h¯)(x+−x−)2
in Eq.(46) (cf. also Eq. (48)). By writing the diffusion coefficient D = kBT
R
as
D =
T
Tγ
(
h¯
2M
)
, (53)
the condition for classical Brownian motion for high mass particles is that D ≫
(h¯/2M), and the condition for quantum interference with low mass particles is that
D ≪ (h¯/2M). In colloidal systems, for example, classical Brownian motion for large
particles would appear to dominate the motion. In a fluid at room temperature
it is typically D ∼ (h¯/2M) for a single atom, or, equivalently, T ∼ Tγ , so that
the roˆle played by quantum mechanics, although perhaps not dominant, may be an
important one in the Brownian motion.
6 Dissipative noncommutative plane
The harmonic oscillator on the noncommutative plane, the motion of a particle in an
external magnetic field and the Landau problem on the noncommutative sphere are
only few examples of systems whose noncommutative geometry has been studied
in detail. Noncommutative geometries are also of interest in Cern-Simons gauge
theories, the usual gauge theories and string theories, in gravity theory [44, 45].
Here I show that quantum dissipation induces noncommutative geometry in the
(x+, x−) plane [40].
The velocity components v± = x˙± in the (x+, x−) plane are given Eq. (51).
Similarly,
p˙± = − ∂H
∂x±
= ∓U ′(x±)∓ Rv∓
2
. (54)
From Eqs.(51) and (54) it follows that
Mv˙± +Rv∓ + U
′(x±) = 0 . (55)
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When the choice U(x±) = 12κx
2
± is made, these are equivalent to the equations
Eq.(21) and (22). The classical equation of motion including dissipation thereby
holds true if x+(t) ≈ x−(t) ≈ x(t):
Mv˙ +Rv + U ′(x) = 0 . (56)
If one defines
Mv± = h¯K±, (57)
then Eq.(52) gives
[K+, K−] =
iR
h¯
≡ i
L2
, (58)
and a canonical set of conjugate position coordinates (ξ+, ξ−) may be defined by
ξ± = ∓L2K∓
[ξ+, ξ−] = iL
2. (59)
Another independent canonical set of conjugate position coordinates (X+, X−) is
defined by
x+ = X+ + ξ+ , x− = X− + ξ−
[X+, X−] = −iL2. (60)
Note that [Xa, ξb] = 0 , where a = ± and b = ±.
Fig. 2. The hyperbolic path of a particle moving in the x = (x+, x−) plane. The
noncommuting coordinate pairs X = (X+, X−), which points from the origin to
hyperbolic center, and ξ = (ξ+, ξ−), which points from the center of the orbit to the
position on the hyperbola, are shown. x = X + ξ.
The commutation relations Eqs.(59) and (60) characterize the noncommutative
geometry in the plane (x+, x−). It is interesting to consider the case of pure friction
in which the potential U = 0. Eqs.(18), (57) and (59) then imply
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Hfriction = h¯
2
2M
(K2+ −K2−) = − h¯
2
2ML4
(ξ2+ − ξ2−). (61)
The equations of motion are
ξ˙± =
i
h¯
[Hfriction, ξ±] = − h¯
ML2
ξ∓ = − R
M
ξ∓ = −Γξ∓, (62)
with the solution (
ξ+(t)
ξ−(t)
)
=
(
cosh(Γt) − sinh(Γt)
− sinh(Γt) cosh(Γt)
)(
ξ+
ξ−
)
. (63)
Eq.(63) describes the hyperbolic orbit
ξ−(t)
2 − ξ+(t)2 = 2L
2
h¯Γ
Hfriction . (64)
The hyperbolae are defined by (x−X)2−c2(t−T )2 = Λ2, where Λ2 = (mc
h¯
L2)2,
the hyperbolic center is at (X, cT ) and one branch of the hyperbolae is a particle
moving forward in time while the other branch is the same particle moving backward
in time as an anti-particle.
Now I observe that a quantum phase interference of the Aharanov-Bohm type
can always be associated with the noncommutative plane where
[X, Y ] = iL2 , (65)
with L denoting the geometric length scale in the plane. Suppose that a particle
can move from an initial point in the plane to a final point in the plane via one of
two paths, say P1 or P2. Since the paths start and finish at the same point, if one
transverses the first path in a forward direction and the second path in a backward
direction, then the resulting closed path encloses an area A. The phase interference
ϑ between these two points is determined by the difference between the actions for
these two paths h¯ϑ = S(P1)− S(P2), and I show below it may be written as
ϑ =
A
L2
. (66)
A physical realization of the mathematical noncommutative plane is present in
every laboratory wherein a charged particle moves in a plane with a normal uniform
magnetic field B. For this case, there are two canonical pairs of position coordinates
which do not commute: (i) the position R of the center of the cyclotron circular
orbit and (ii) the radius vector ρ from the center of the circle to the charged particle
position r = R+ρ (Fig.3). The magnetic length scale of the noncommuting geometric
coordinates is due to Landau [46],
L2 =
h¯c
eB
=
φ0
2piB
(magnetic). (67)
Here φ0 is the magnitude of the magnetic flux quantum associated with a charge e.
For motion at fixed energy one may (in classical mechanics) associate with each
path P (in phase space) a phase space action integral
S(P) =
∫
P
pidq
i. (68)
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Fig. 3. A charge e moving in a circular cyclotron orbit. Noncommuting coordinate
pairs are R = (X,Y ), which points from the origin to the orbit center, and ρ =
(ρx, ρy), which points from the center of the orbit to the charge position r = R+ ρ.
As said, the phase interference ϑ between the two paths P1 and P2 is determined
by the action difference
h¯ϑ =
∫
P1
pidq
i −
∫
P2
pidq
i =
∮
P=∂Ω
pidq
i (69)
wherein P is the closed path which goes from the initial point to the final point
via path P1 and returns back to the initial point via P2. The closed P path may
be regarded as the boundary of a two-dimensional surface Ω; i.e. P = ∂Ω. Stokes
theorem yields
ϑ =
1
h¯
∮
P=∂Ω
pidq
i =
1
h¯
∫
Ω
(dpi ∧ dqi). (70)
The quantum phase interference ϑ between two alternative paths is thereby pro-
portional to an “area” A of a surface Ω in phase space (p1, . . . , pf ; q1, . . . , qf ) as
described by the right hand side of Eq.(70).
If one reverts to the operator formalism and writes the commutation Eq.(65) in
the noncommutative plane as
[X, PX ] = ih¯ where PX =
(
h¯Y
L2
)
, (71)
then back in the path integral formalism Eq.(70) reads
ϑ =
1
h¯
∫
Ω
(dPX ∧ dX) = 1
L2
∫
Ω
(dY ∧ dX) (72)
and Eq.(66) is proved, i.e. the quantum phase interference between two alternative
paths in the plane is determined by the noncommutative length scale L and the
enclosed area A.
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I also remark that the existence of a phase interference is intimately connected
to the zero point fluctuations in the coordinates; e.g. Eq.(65) implies a zero point
uncertainty relation ∆X∆Y ≥ (L2/2).
Resorting back to Eq.(58) for the quantum dissipative case, i.e.
L2 =
h¯
R
(dissipative). (73)
one then concludes that, provided x+ 6= x−, the quantum dissipative phase inter-
ference ϑ = A
L2
= AR
h¯
is associated with two paths in the noncommutative plane,
starting at the same point P1 and ending to the same point P2 so to enclose the
surface of area A.
A comparison can be made between the noncommutative dissipative plane and
the noncommutative Landau magnetic plane as shown in Fig.3. The circular orbit
in Fig.3 for the magnetic problem is replaced by the hyperbolic orbit and it may be
shown that the magnetic field is replaced by the electric field. The hyperbolic orbit
in Fig.2 is reflected in the classical orbit for a charged particle moving along the
x-axis in a uniform electric field. For more details on this comparison see [40].
Finally, I recall that the Lagrangian for the system of Eqs. (55) has been found
[27] to be the same as the Lagrangian for three-dimensional topological massive
Chern-Simons gauge theory in the infrared limit. It is also the same as for a Bloch
electron in a solid which propagates along a lattice plane with a hyperbolic energy
surface [27]. In the Chern-Simons case one has θCS = R/M = (h¯/ML
2), with θCS
the “topological mass parameter”. In the Bloch electron case, (eB/h¯c) = (1/L2),
with B denoting the z-component of the applied external magnetic field. In ref.
[27] it has been considered the symplectic structure for the system of Eqs. (55)
in the case of strong damping R ≫ M (the so-called reduced case) in the Dirac
constraint formalism as well as in the Faddeev and Jackiw formalism [47] and in
both formalisms a non-zero Poisson bracket for the (x+, x−) coordinates has been
found.
Below I will consider the algebraic structure of the space of the physical states
emergent from the doubling of the degrees of freedom discussed in the present and in
the previous Section. Before that I will discuss thermal field theory in the following
Section.
7 Thermal field theory
In this section I discuss the doubling of the degrees of freedom in connection with
thermal field theory. Specifically, I will comment on the formalism of thermo field
dynamics (TFD) [5, 8, 48]. In Section 8 it will be shown that the algebraic structure
on which the TFD formalism is based is naturally provided by the q–deformed Hopf
algebras for bosons and for fermions (usually called hq(1) and hq(1|1), respectively).
The central point in the TFD formalism is the possibility to express the statistical
average < A > of an observable A as the expectation value in the temperature
dependent vacuum |0(β) >:
< A > ≡ Tr[A e
−βH]
Tr[e−βH]
= < 0(β)|A|0(β) > , (74)
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where H = H − µN , with µ the chemical potential.
The first problem is therefore to construct a suitable temperature dependent
state |0(β) > which satisfies Eq. (74), namely
< 0(β)|A|0(β) >= 1
Tr[e−βH]
∑
n
< n|A|n > e−βEn , (75)
for an arbitrary variable A, with
H|n >= En|n > , < n|m >= δnm . (76)
Such a state cannot be constructed as long as one remains in the original Fock space
{|n >}. To see this, let me closely follow [8]. One can expand |0(β) > in terms of
|n > as
|0(β) >=
∑
n
fn(β)|n > . (77)
Then, use of this equation into (75) gives
f∗n(β)fm(β) =
1
Tr[e−βH]
e−βEnδnm , (78)
which is impossible to be satisfied by c-number functions fn(β). However, Eq. (78)
can be regarded as the orthogonality condition in a Hilbert space in which the
expansion coefficient fn(β) is a vector. In order to realize such a representation it is
convenient to introduce a dynamical system identical to the one under study, namely
to double the given system. The quantities associated with the doubled system are
denoted by the tilde in the usual notation of TFD [8]. Thus the tilde-system is
characterized by the Hamiltonian H˜ and the states are denoted by |n˜ >, with
H˜|n˜ >= En|n˜ > , < n˜|m˜ >= δnm . (79)
where En is the same as the one appearing in Eq. (76) by definition. It is also
assumed that non-tilde and tilde operators are commuting (anti-commuting) boson
(fermion) operators. One then considers the space spanned by the direct product
|n > ⊗ |m˜ >≡ |n, m˜ >. The matrix element of a bose-like operator A is then
< m˜, n|A|n′, m˜′ >=< n|A|n′ > δmm′ , (80)
and the one of the corresponding A˜ is
< m˜, n|A˜|n′, m˜′ >=< m˜|A˜|m˜′ > δnn′ . (81)
In TFD it turns out to be convenient to identify
< m|A|n >=< n˜|A˜†|m˜ > . (82)
Eq. (78) is satisfied if one defines
fn(β) =
1√
Tr[e−βH]
e
−βEn
2 |n˜ > , (83)
and Eq. (75) is obtained by using the definition (83) in |0(β) > given by (77):
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|0(β) >= 1√
Tr[e−βH]
∑
n
e
−βEn
2 |n, n˜ > . (84)
The vectors |n > and |n˜ > thus appear as a pair in |0(β) >. I remark that the formal
roˆle of the “doubled” states |n˜ > is merely to pick up the diagonal matrix elements
of A. In this connection, thinking of the roˆle of the environment, which is able
to reduce the system density matrix to its diagonal form in the QM decoherence
processes [12], it is remarkable that the doubled degrees of freedom in TFD are
indeed susceptible of being interpreted as the environment degrees of freedom, as
better specified in the following.
It is useful to consider, as an example, the case of the number operator. Let
A ≡ N = a†a. For definiteness I consider the boson case. Then the statistical
average of N is the Bose-Einstein distribution fB(ω), where ω denotes the mode
energy, H = ωa†a,
< N > ≡ Tr[N e
−βH]
Tr[e−βH]
= < 0(β)|N |0(β) >= 1
eβω − 1 = fB(ω) . (85)
One then can show [8] that, by setting
u(β) ≡
√
1 + fB(ω), v(β) ≡
√
fB(ω) , (86)
u2(β)− v2(β) = 1 , (87)
so that
u(β) = cosh θ(β) , v(β) = sinh θ(β) , (88)
and defining
G ≡ −i(a†a˜† − aa˜) , (89)
the state |0(β) > is formally given (at finite volume) by
|0(β) >= eiθ(β)G|0 >= 1
u(β)
exp
(
v(β)
u(β)
)
a†a˜†|0 > . (90)
It is clear that the state |0(β) > is not annihilated by a and a˜. However, it is
annihilated by the “new” set of operators a(θ) and a˜(θ),
a(θ)|0(β) >= 0 = a˜(θ)|0(β) > , (91)
with
a(θ) = exp(iθG) a exp(−iθG) = a cosh θ − a˜† sinh θ ,
a˜(θ) = exp(iθG) a˜ exp(−iθG) = a˜ cosh θ − a† sinh θ , (92)
[a(θ), a†(θ)] = 1 , [a˜(θ), a˜†(θ)] = 1 . (93)
All other commutators are equal to zero and a(θ) and a˜(θ) commute among them-
selves. Eqs. (92) are nothing but the Bogoliubov transformations of the (a, a˜) pair
into a new set of creation, annihilation operators. I will show in Section 8 that
the Bogoliubov-transformed operators a(θ) and a˜(θ) are linear combinations of the
deformed coproduct operators.
The state |0(β) > is not the vacuum (zero energy eigenstate) of H and of H˜. It
is, however, the zero energy eigenstate for the “Hamiltonian” Hˆ, Hˆ |0(β) >= 0, with
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Hˆ ≡ H − H˜ = ω(a†a− a˜†a˜). , (94)
The state |0(β) > is called the thermal vacuum.
I note that in the boson case J1 ≡ 12 (a†a˜† + aa˜) together with J2 ≡ 12G and
J3 ≡ 12 (N + N˜+1) close the algebra su(1, 1). Moreover, δδθ (N(θ)− N˜(θ)) = 0 , with
(N(θ)− N˜(θ)) ≡ (a†(θ)a(θ)− a˜†(θ)a˜(θ)), consistently with the fact that 1
4
(N − N˜)2
is the su(1, 1) Casimir operator.
In the fermion case J1 ≡ 12G, J2 ≡ 12 (a†a˜† + aa˜) and J3 ≡ 12 (N + N˜ − 1) close
the algebra su(2). Also in this case δ
δθ
(N(θ) − N˜(θ)) = 0 , with (N(θ) − N˜(θ)) ≡
(a†(θ)a(θ)− a˜†(θ)a˜(θ)), again consistently with the fact that 1
4
(N − N˜)2 is related
to the su(2) Casimir operator.
Summarizing, the vacuum state for a(θ) and a˜(θ) is formally given (at finite
volume) by
|0(θ) > = exp (iθG) |0, 0 > =
∑
n
cn(θ) |n, n˜ > , (95)
with n, n˜ = 0, ..,∞ for bosons and n, n˜ = 0, 1 for fermions, and it appears therefore
to be an SU(1, 1) or SU(2) generalized coherent state [33], respectively for bosons
or for fermions.
In the infinite volume limit |0(θ) > becomes orthogonal to |0, 0 > and we have
that the whole Hilbert space {|0(θ) >}, constructed by operating on |0(θ) > with
a†(θ) and a˜†(θ), is asymptotically (i.e. in the infinite volume limit) orthogonal to the
space generated over {|0, 0 >}. In general, for each value of θ(β), i.e. for each value of
the temperature T = 1
kBβ
, one obtains in the infinite volume limit a representation of
the canonical commutation relations unitarily inequivalent to the others, associated
with different values of T . In other words, the parameter θ(β) (or the temperature
T ) acts as a label for the inequivalent representations [25].
The TFD formalism is a fully developed QFT formalism [5, 8, 48] and it has been
applied to a rich set of problems of physical interest, in condensed matter physics,
high energy physics, quantum optics, etc. (see [5, 8, 17, 18, 25, 28, 37, 48] and
references therein quoted). I will show in Section 8 that the doubling of the degrees
of freedom on which the TFD formalism is based finds its natural realization in the
coproduct map.
Let me recall the so-called ′′tilde-conjugation rules ′′ which are defined in TFD.
For any two bosonic (respectively, fermionic) operators O and O′ and any two c-
numbers α and β the tilde-conjugation rules of TFD are postulated to be the fol-
lowing [8]:
(OO′)˜= O˜O˜′ , (96)
(αO + βO′)˜= α∗O˜ + β∗O˜′ , (97)
(O†)˜= O˜† , (98)
(O˜)˜= O . (99)
According to (96) the tilde-conjugation does not change the order among operators.
Furthermore, it is required that tilde and non-tilde operators are mutually commut-
ing (or anti-commuting) operators and that the thermal vacuum |0(β) > is invariant
under tilde-conjugation:
[O, O˜′]∓ = 0 = [O, O˜′†]∓ , (100)
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|0(β) >˜= |0(β) > . (101)
In order to use a compact notation it is useful to introduce the label σ defined
by
√
σ ≡ +1 for bosons and √σ ≡ +i for fermions. I shall therefore simply write
commutators as [O,O′]−σ .= OO′−σO′O, and (1⊗O)(O′⊗ 1) ≡ σ(O′⊗ 1)(1⊗O),
without further specification of whether O and O′ (which are equal to a, a† in all
possible ways) are fermions or bosons.
Upon identifying from now on a1 ≡ a, a†1 ≡ a†, one easily checks that the
TFD tilde-operators (consistent with (96) – (101)) are straightforwardly recovered
by setting a2 ≡ a˜ , a†2 ≡ a˜†. In other words, according to such identification, it is
the action of the 1↔ 2 permutation pi: piai = aj , i 6= j, i, j = 1, 2, that realizes
the operation of ′′tilde-conjugation ′′ defined in (96 - 99):
pia1 = pi(a⊗ 1) = 1⊗ a = a2 ≡ a˜ ≡ (a)˜ (102)
pia2 = pi(1⊗ a) = a⊗ 1 = a1 ≡ a ≡ (a˜)˜ . (103)
In particular, since the permutation pi is involutive, also tilde-conjugation turns
out to be involutive, as in fact required by the rule (99). Notice that, as (piai)
† =
pi(ai
†), it is also ((ai)˜ )† = ((ai)†)˜, i.e. tilde-conjugation commutes with hermitian
conjugation. Furthermore, from (102)-(103), one has
(ab)˜= [(a⊗ 1)(b⊗ 1)]˜= (ab⊗ 1)˜= 1⊗ ab = (1⊗ a)(1⊗ b) = a˜b˜ . (104)
Rules (98) and (96) are thus obtained. (100) is insured by the σ-commutativity of
a1 and a2. The vacuum of TFD, |0(β) >, is a condensed state of equal number
of tilde and non-tilde particles [8], thus (101) requires no further conditions: Eqs.
(102)-(103) are sufficient to show that the rule (101) is satisfied.
TFD appears equipped with a set of canonically conjugate ′′thermal ′′ variables:
θ and pθ ≡ −i δ
δθ
. pθ can be regarded as the momentum operator
′′conjugate ′′
to the ′′thermal degree of freedom ′′ θ. The notion of thermal degree of freedom
[48] thus acquires formal definiteness in the sense of the canonical formalism. It is
remarkable that the ”conjugate thermal momentum” pθ generates transitions among
inequivalent (in the infinite volume limit) representations: exp(iθ¯pθ) |0(θ) >= |0(θ+
θ¯) >. Notice that derivative with respect to the θ parameter is actually a derivative
with respect to the system temperature T . This sheds some light on the roˆle of θ
in thermal field theories for non-equilibrium systems and phase transitions. I shall
comment more on this point in the following Section.
Finally, when the proper field description is taken into account, a and a˜ carry de-
pendence on the momentum k. The Bogoliubov transformation analogously, should
be thought of as inner automorphism of the algebra su(1, 1)k (or su(2)k). This shows
that one is globally dealing with
⊕
k
su(1, 1)k (or
⊕
k
su(2)k). Therefore one is lead
to consider k-dependence also for the θ parameter.
As a final comment, I observe that the ”analogies” with the formalism of quan-
tum dissipation presented in Section 3.1 are evident.
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8 The q–deformed Hopf algebra and QFT
In this Section I want to point out that the doubling of the degrees of freedom is
intimately related to the structure of the space of the states in QFT [9]. This brings
us to consider the q–deformed Hopf algebra [6, 7].
One key ingredient of Hopf algebra [7] is the coproduct operation, i.e. the oper-
ator doubling implied by the coalgebra. The coproduct operation is indeed a map
∆ : A → A ⊗ A which duplicates the algebra A. Coproducts are commonly used
in the familiar addition of energy, momentum, angular momentum and of other
so-called primitive operators. The coproduct of a generic operator O is a homomor-
phism defined as ∆O = O ⊗ 1 + 1 ⊗ O ≡ O1 + O2, with O ∈ A. Since additivity
of observables such as energy, momentum, angular momentum, etc. is an essential
requirement, the coproduct, and therefore the Lie-Hopf algebra structure, appears
to provide an essential algebraic tool in QM and in QFT.
The systems discussed in the Sections above, where the duplication of the degrees
of freedom has revealed to be central, are thus natural candidates to be described
by the Lie-Hopf algebra. The remarkable result holds [9] according to which the
infinitely many ui representations of the ccr, whose existence characterizes QFT,
are classified by use of the q–deformed Hopf algebra. Quantum deformations of
Hopf algebra have thus a deeply non-trivial physical meaning in QFT.
In the following I consider boson operators. The discussion and the conclusions
can be easily extended to the case of fermion operators [9]. For notational simplicity
I will omit the momentum suffix κ.
The bosonic algebra h(1) is generated by the set of operators {a, a†,H,N} with
commutation relations:
[ a , a† ] = 2H , [ N , a ] = −a , [ N , a† ] = a† , [ H , • ] = 0 . (105)
H is a central operator, constant in each representation. The Casimir operator is
given by C = 2NH − a†a. h(1) is an Hopf algebra and is therefore equipped with
the coproduct operation, defined by
∆a = a⊗ 1+ 1⊗ a ≡ a1 + a2 , ∆a† = a† ⊗ 1+ 1⊗ a† ≡ a†1 + a†2 , (106)
∆H = H ⊗ 1+ 1⊗H ≡ H1 +H2 , ∆N = N ⊗ 1+ 1⊗N ≡ N1 +N2 . (107)
Note that [ai, aj ] = [ai, a
†
j ] = 0, i, j = 1, 2, i 6= j. The coproduct provides the
prescription for operating on two modes. As mentioned, one familiar example of
coproduct is the addition of the angular momentum Jα, α = 1, 2, 3, of two particles:
∆Jα = Jα ⊗ 1+ 1⊗ Jα ≡ Jα1 + Jα2 , Jα ∈ su(2).
The q-deformation of h(1) is the Hopf algebra hq(1):
[ aq , a
†
q ] = [2H ]q , [ N , aq ] = −aq , [ N , a†q ] = a†q, [ H , • ] = 0 , (108)
whereNq ≡ N andHq ≡ H . The Casimir operator Cq is given by Cq = N [2H ]q−a†qaq,
where [x]q =
qx − q−x
q − q−1 . The deformed coproduct is defined by
∆aq = aq ⊗ qH + q−H ⊗ aq , ∆a†q = a†q ⊗ qH + q−H ⊗ a†q , (109)
∆H = H ⊗ 1+ 1⊗H , ∆N = N ⊗ 1+ 1⊗N , (110)
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whose algebra is isomorphic with (108): [∆aq,∆a
†
q] = [2∆H ]q , etc. . Note that
hq(1) is a structure different from the commonly considered q-deformation of the
harmonic oscillator [49] that does not have a coproduct and thus cannot allow for
the duplication of the state space.
I denote by F1 the single mode Fock space, i.e. the fundamental representation
H = 1/2, C = 0. In such a representation h(1) and hq(1) coincide as it happens
for su(2) and suq(2) for the spin-
1
2
representation. The differences appear in the
coproduct and in the higher spin representations.
As customary, I require that a and a†, and aq and aq†, are adjoint operators.
This implies that q can only be real (or of modulus one in the fermionic case. In the
two mode Fock space F2 = F1 ⊗ F1, for |q| = 1, the hermitian conjugation of the
coproduct must be supplemented by the inversion of the two spaces for consistency
with the coproduct isomorphism).
Summarizing, one can write for both bosons (and fermions) on F2 = F1 ⊗ F1:
∆a = a1 + a2 , ∆a
† = a†1 + a
†
2 , (111)
∆aq = a1q
1/2 + q−1/2a2 , ∆a
†
q = a
†
1q
1/2 + q−1/2a†2 , (112)
∆H = 1, ∆N = N1 +N2 . (113)
Now, the key point is [9] that the full set of infinitely many unitarily inequivalent
representations of the ccr in QFT are classified by use of the q–deformed Hopf
algebra. Since, as well known, the Bogolubov transformations relate different (i.e.
unitary inequivalent) representations, it is sufficient to show that the Bogolubov
transformations are directly obtained by use of the deformed copodruct operation. I
consider therefore the following operators (cf. (109) with q(θ) ≡ e2θ and H = 1/2):
αq(θ) ≡ ∆aq√
[2]q
=
1√
[2]q
(eθa1 + e
−θa2) , (114)
βq(θ) ≡ 1√
[2]q
δ
δθ
∆aq =
2q√
[2]q
δ
δq
∆aq =
1√
[2]q
(eθa1 − e−θa2) , (115)
and h.c.. A set of commuting operators with canonical commutation relations is
given by
α(θ) ≡
√
[2]q
2
√
2
[αq(θ) + αq(−θ) − β†q(θ) + β†q(−θ)] , (116)
β(θ) ≡
√
[2]q
2
√
2
[βq(θ) + βq(−θ) − α†q(θ) + α†q(−θ)] . (117)
and h.c. One then introduces [9]
A(θ) ≡ 1√
2
(α(θ) + β(θ)) = A cosh θ −B† sinh θ , (118)
B(θ) ≡ 1√
2
(α(θ) − β(θ)) = B cosh θ − A† sinh θ , (119)
with
[A(θ), A†(θ)] = 1 , [B(θ), B†(θ)] = 1 . (120)
All other commutators are equal to zero and A(θ) and B(θ) commute among them-
selves. Eqs. (118) and (119) are nothing but the Bogolubov transformations for
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the (A,B) pair (see the corresponding transformations, e.g. in the case of the dho,
Eqs. (32) and (33)). In other words, Eqs. (118), (119) show that the Bogolubov-
transformed operators A(θ) and B(θ) are linear combinations of the coproduct op-
erators defined in terms of the deformation parameter q(θ) and of their θ-derivatives.
From this point on one can re-obtain the results discussed in the previous Sec-
tions, for example for the dho provided one sets θ ≡ Γt.
The generator of (118) and (119) is G ≡ −i(A†B† − AB):
− i δ
δθ
A(θ) = [G, A(θ)] , − i δ
δθ
B(θ) = [G, B(θ)] , (121)
and h.c.. Compare this generator with HI in Eq. (28).
Let |0〉 ≡ |0〉⊗ |0〉 denote the vacuum annihilated by A and B, A|0〉 = 0 = B|0〉.
By introducing the suffix κ (till now omitted for simplicity), at finite volume V one
obtains
|0(θ)〉 = ei
∑
κ
θκGκ |0〉 =
∏
k
1
cosh θk
etanh θkA
†
k
B
†
k |0〉 , (122)
to be compared with Eq. (35). θ denotes the set {θκ = 12 ln qκ,∀κ} and 〈0(θ)|0(θ)〉 =
1. The underlying group structure is
⊗
κ
SU(1, 1)κ and the vacuum |0(θ)〉 is an
SU(1, 1) generalized coherent state [33]. The q–deformed Hopf algebra is thus in-
trinsically related to coherence and to the vacuum structure in QFT.
In the infinite volume limit, the number of degrees of freedom becomes un-
countable infinite, and thus one obtains [5, 8, 25] 〈0(θ)|0(θ′)〉 → 0 as V →
∞, ∀ θ, θ′, θ 6= θ′. By denoting with Hθ the Hilbert space with vacuum |0(θ)〉,
Hθ ≡ {|0(θ)〉}, this means that Hθ and Hθ′ become unitarily inequivalent. In this
limit, the “points” of the space H ≡ {Hθ, ∀ θ} of the infinitely many ui represen-
tations of the ccr are labelled by the deformation parameter θ [9, 25]. The space
H ≡ {Hθ , ∀ θ} is called the space of the representations.
I note that pθ ≡ −i δ
δθ
can be regarded [9] as the momentum operator “conju-
gate” to the “degree of freedom” θ. For an assigned fixed value θ¯, it is
eiθ¯pθA(θ) = eiθ¯GA(θ)e−iθ¯G = A(θ + θ¯), (123)
and similarly for B(θ).
It is interesting to consider the case of time–dependent deformation parame-
ter. This immediately relates to the dissipative systems considered in the previous
Sections. The Heisenberg equation for A(t, θ(t)) is
−iA˙(t, θ(t)) = −i δ
δt
A(t, θ(t))− i δθ
δt
δ
δθ
A(t, θ(t)) =
[H,A(t, θ(t))] +
δθ
δt
[G, A(t, θ(t))] = [H +Q,A(t, θ(t))] , (124)
and Q ≡ δθ
δt
G plays the role of the heat–term in dissipative systems. H is the Hamil-
tonian responsible for the time variation in the explicit time dependence of A(t, θ(t)).
H +Q can be therefore identified with the free energy [25]: variations in time of the
deformation parameter involve dissipation. In thermal theories and in dissipative
systems the doubled modes B play the role of the thermal bath or environment.
Summarizing, QFT is characterized by the existence of ui representations of
the ccr [3] which are related among themselves by the Bogoliubov transformations.
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These, as seen above, are obtained as linear combinations of the deformed coproduct
maps which express the doubling of the degrees of freedom. Therefore one may con-
clude that the intrinsic algebraic structure of QFT (independent of the specificity
of the system under study) is the one of the q–deformed Hopf algebra. The ui rep-
resentations existing in QFT are related and labelled by means of such an algebraic
structure.
It should be stressed that the coproduct map is also essential in QM in order
to deal with a many mode system (typically, with identical particles). However,
in QM all the representations of the ccr are unitarily equivalent and therefore the
Bogoliubov transformations induce unitary transformations among the representa-
tions, thus preserving their physical content. The q–deformed Hopf algebra therefore
does not have that physical relevance in QM, which it has, on the contrary, in QFT.
Here, the representations of the ccr, related through Bogoliubov representations, are
unitarily inequivalent and therefore physically inequivalent: they represent different
physical phases of the system corresponding to different boundary conditions, such
as, for example, the system temperature. Typical examples are the superconducting
and the normal phase, the ferromagnetic and the non-magnetic (i.e. zero magneti-
zation) phase, the crystal and the gaseous phase, etc.. The physical meaning of the
deformation parameter q in terms of which ui representations are labelled is thus
recognized.
When the above discussion is applied to non-equilibrium (e.g. thermal and/or
dissipative) field theories it appears that the couple of conjugate variables θ and pθ ≡
−i ∂
∂θ
, with θ = θ(β(t)) (β(t) = 1
kBT (t)
), related to the q–deformation parameter,
describe trajectories in the space H of the representations. In [10] it has been shown
that there is a symplectic structure associated to the ”degrees of freedom” θ and that
the trajectories in the H space may exhibit properties typical of chaotic trajectories
in classical nonlinear dynamics. I will discuss this in the following. In the next Section
I present further characterizations of the vacuum structure of the ui representations
in QFT.
9 Entropy as a measure of the entanglement
In Section 3 I have shown that the time evolution of the state |0(t)〉 is actually
controlled by the entropy variations (cf. Eq. (41)). I will shortly comment on the
entropy in this Section from a more general point of view, also in connection with
entanglement of the A − B modes, since it appears as a structural aspect of QFT
related with the existence of the ui representations of the ccr.
The state |0(θ)〉 may be written as:
|0(θ)〉 = exp
(
−1
2
SA
)
| I〉 = exp
(
−1
2
SB
)
| I〉 , (125)
SA ≡ −
∑
κ
{
A†κAκ ln sinh
2 θκ − AκA†κ ln cosh2 θκ
}
. (126)
Here | I〉 ≡ exp
(∑
κ
A†κB
†
κ
)
|0〉 and SB is given by an expression similar to SA, with
Bκ and B
†
κ replacing Aκ and A
†
κ, respectively. I simply write S for either SA or SB.
I can also write [5, 8, 25]:
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|0(θ)〉 =
+∞∑
n=0
√
Wn (|n〉 ⊗ |n〉) , (127)
Wn =
∏
k
sinh2nk θk
cosh2(nk+1) θk
, (128)
with n denoting the set {nκ} and with 0 < Wn < 1 and
∑+∞
n=0
Wn = 1. Then
〈0(θ)|SA|0(θ)〉 =
+∞∑
n=0
WnlnWn , (129)
which confirms that S can be interpreted as the entropy operator [5, 8, 25].
The state |0(θ)〉 in Eq. (122) can be also written as
|0(θ)〉 =
(∏
k
1
cosh θk
)
(130)
×
(
|0〉 ⊗ |0〉 +
∑
k
tanh θk (|Ak〉 ⊗ |Bk〉) + . . .
)
,
which clearly cannot be factorized into the product of two single-mode states. There
is thus entanglement between the modes A and B: |0(θ)〉 is an entangled state. Eq.
(127) and (129) then show that S provides a measure of the degree of entanglement.
I remark that the entanglement is truly realized in the infinite volume limit
where
〈0(θ)|0〉 = e−
V
(2pi)3
∫
d3κ ln cosh θκ −→
V→∞
0 , (131)
provided
∫
d3κ ln cosh θκ is not identically zero. The probability of having the com-
ponent state |n〉 ⊗ |n〉 in the state |0(θ)〉 is Wn. Since Wn is a decreasing monotonic
function of n, the contribution of the states |n〉 ⊗ |n〉 would be suppressed for large
n at finite volume. In that case, the transformation induced by the unitary operator
G−1(θ) ≡ exp(−i∑
κ
θκGκ) could disentangle the A and B sectors. However, this
is not the case in the infinite volume limit, where the summation extends to an
infinite number of components and Eq. (131) holds (in such a limit Eq. (122) is only
a formal relation since G−1(θ) does not exist as a unitary operator)[19].
It is interesting to note that, although the mode B is related with quantum noise
effects (cf. the discussion in Section 5), nevertheless the A−B entanglement is not
affected by such noise effects. The robustness of the entanglement is rooted in the
fact that, once the infinite volume limit is reached, there is no unitary generator
able to disentangle the A−B coupling.
10 Trajectories in the H space
In this Section I want to discuss the chaotic behavior, under certain conditions, of
the trajectories in the H space. Let me start by recalling some of the features of the
SU(1, 1) group structure (see, e.g., [33]).
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SU(1, 1) realized on C × C consists of all unimodular 2 × 2 matrices leaving
invariant the Hermitian form |z1|2 − |z2|2, zi ∈ C , i = 1, 2. The complex z plane is
foliated under the group action into three orbits: X+ = {z : |z| < 1}, X− = {z :
|z| > 1} and X0 = {z : |z| = 1}.
The unit circle X+ = {ζ : |ζ| < 1}, ζ ≡ eiφ tanh θ, is isomorphic to the upper
sheet of the hyperboloid which is the set H of pseudo-Euclidean bounded (unit
norm) vectors n : n · n = 1. H is a Ka¨hlerian manifold with metrics
ds2 = 4
∂2F
∂ζ∂ζ¯
dζ · dζ¯ , (132)
and
F ≡ − ln(1− |ζ|2) (133)
is the Ka¨hlerian potential. The metrics is invariant under the group action [33].
The Ka¨hlerian manifold H is known to have a symplectic structure. It may be
thus considered as the phase space for the classical dynamics generated by the group
action [33].
The SU(1, 1) generalized coherent states are recognized to be “points” in H and
transitions among these points induced by the group action are therefore classical
trajectories [33] in H (a similar situation occurs [33] in the SU(2) (fermion) case).
Summarizing, the space of the unitarily inequivalent representations of the ccr,
which is the space of the SU(1, 1) generalized coherent states, is a Ka¨hlerian man-
ifold, H ≡ {Hθ, ∀θ} ≈ H; it has a symplectic structure and a classical dynamics
is established on it by the SU(1, 1) action (generated by G or, equivalently, by pθ:
Hθ →Hθ′). Variations of the θ–parameter induce transitions through the represen-
tations Hθ = {|0(θ)〉}, i.e. through the physical phases of the system, the system
order parameter being dependent on θ. These transitions are described as trajecto-
ries through the “points” in H. One may then assume time-dependent θ: θ = θ(t).
For example, this is the case of dissipative systems and of non-equilibrium thermal
field theories where θκ = θκ(β(t)), with β(t) =
1
kBT (t)
.
It is interesting to observe that, considering the transitions Hθ → Hθ′ , i.e.
|0(θ)〉 → |0(θ′)〉, we have
〈0(θ)|0(θ′)〉 = e−
V
2(2pi)3
∫
d3κFκ(θ,θ
′)
(134)
where Fκ(θ, θ
′) is given by Eq. (133) with |ζκ|2 = tanh2(θκ − θ′κ), which shows the
role played by the Ka¨hlerian potential in the motion over H.
The result that the group action induces classical trajectories in H has been also
obtained elsewhere [50, 51] on the ground of more phenomenological considerations.
With reference to the discussion presented in Sections 3 - 5, we may say that on
the (classical) trajectories in H it is x+ = x− = xclassical, i.e. on these trajectories
the quantum noise accounted for by y is fully shielded by the thermal bath (cf.
Eq. (48)). In Section 5 (see [23]) it has been indeed observed that the y freedom
contributes to the imaginary part of the action which becomes negligible in the
classical regime, but is relevant for the quantum dynamics, namely in each of the
“points” in H (i.e. in each of the spaces Hθ, for each θ) through which the trajectory
goes as θ changes. Upon “freezing” the action of G(θ) (i.e. upon “freezing” the
“motion” through the ui representations) the quantum features of Hθ , at given θ,
become manifest. This relates to the ’t Hooft picture [14] and to the results of
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refs. [15, 16] where dissipation loss in deterministic systems may manifest itself as
quantum behavior (see Section 11).
Let me use the notation |0(t)〉θ ≡ |0(θ(t))〉. For any θ(t) = {θκ(t),∀κ} it is
θ〈0(t)|0(t)〉θ = 1 , ∀t . (135)
I will now restrict the discussion to the case in which, for any κ, θκ(t) is a growing
function of time and
θ(t) 6= θ(t′) , ∀t 6= t′, and θ(t) 6= θ′(t′) , ∀t, t′ . (136)
Under such conditions the trajectories in H satisfy the requirements for chaotic
behavior in classical nonlinear dynamics. These requirements are the following [52]:
i) the trajectories are bounded and each trajectory does not intersect itself.
ii) trajectories specified by different initial conditions do not intersect.
iii) trajectories of different initial conditions are diverging trajectories.
Let t0 = 0 be the initial time. The ”initial condition” of the trajectory is then
specified by the θ(0)-set, θ(0) = {θκ(0),∀κ}. One obtains
θ〈0(t)|0(t′)〉θ −→
V→∞
0 , ∀ t , t′ , with t 6= t′ , (137)
provided
∫
d3κ ln cosh(θκ(t)− θκ(t′)) is finite and positive for any t 6= t′ .
Eq. (137) expresses the unitary inequivalence of the states |0(t)〉θ (and of the as-
sociated Hilbert spaces {|0(t)〉θ}) at different time values t 6= t′ in the infinite volume
limit. The non-unitarity of time evolution, implied for example by the damping, is
consistently recovered in the unitary inequivalence among representations {|0(t)〉θ}’s
at different t’s in the infinite volume limit.
The trajectories are bounded in the sense of Eq. (135), which shows that the
“length” (the norm) of the “position vectors” (the state vectors at time t) in H
is finite (and equal to one) for each t. Eq. (135) rests on the invariance of the
Hermitian form |z1|2 − |z2|2, zi ∈ C , i = 1, 2 and I also recall that the manifold of
points representing the coherent states |0(t)〉θ for any t is isomorphic to the product
of circles of radius rκ
2 = tanh2(θκ(t)) for any κ.
Eq. (137) expresses the fact that the trajectory does not crosses itself as time
evolves (it is not a periodic trajectory): the “points” {|0(t)〉θ} and {|0(t′)〉θ} through
which the trajectory goes, for any t and t′, with t 6= t′, after the initial time t0 = 0,
never coincide. The requirement i) is thus satisfied.
In the infinite volume limit, we also have
θ〈0(t)|0(t′)〉θ′ −→
V→∞
0 ∀ t , t′ , ∀ θ 6= θ′ . (138)
Under the assumption (136), Eq. (138) is true also for t = t′. The meaning of Eqs.
(138) is that trajectories specified by different initial conditions θ(0) 6= θ′(0) never
cross each other. The requirement ii) is thus satisfied.
In order to study how the “distance” between trajectories in the spaceH behaves
as time evolves, consider two trajectories of slightly different initial conditions, say
θ′(0) = θ(0) + δθ, with small δθ. A difference between the states |0(t)〉θ and |0(t)〉θ′
is the one between the respective expectation values of the number operator A†κAκ.
For any κ at any given t, it is
∆NAκ(t) ≡ N ′Aκ
(
θ′(t)
)
−NAκ
(
θ(t)
)
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= θ′〈0(t)|A†κAκ|0(t)〉θ′ − θ〈0(t)|A†κAκ|0(t)〉θ (139)
= sinh2
(
θ′κ(t)
)
− sinh2
(
θκ(t)
)
= sinh
(
2θκ(t)
)
δθκ(t) , (140)
where δθκ(t) ≡ θ′κ(t) − θκ(t) is assumed to be greater than zero, and the last
equality holds for “small” δθκ(t) for any κ at any given t. By assuming that
∂δθκ
∂t
has negligible variations in time, the time-derivative gives
∂
∂t
∆NAκ(t) = 2
∂θκ(t)
∂t
cosh
(
2θκ(t)
)
δθκ . (141)
This shows that, provided θκ(t) is a growing function of t, small variations in the
initial conditions lead to growing in time ∆NAκ(t), namely to diverging trajectories
as time evolves.
In the assumed hypothesis, at enough large t the divergence is dominated by
exp (2θκ(t)). For each κ, the quantity 2θκ(t) could be thus thought to play the roˆle
similar to the one of the Lyapunov exponent.
Since
∑
κ
EκN˙Aκdt = 1β dSA , where Eκ is the energy of the mode Aκ and dSA
is the entropy variation associated to the modes A (cf. Eq. (42)) [25], the divergence
of trajectories of different initial conditions may be expressed in terms of differences
in the variations of the entropy (cf. Eqs. (139) and (141)):
∆
∑
κ
EκN˙Aκ(t)dt = 1β
(
dS′A − dSA
)
. (142)
The discussion above thus shows that also the requirement iii) is satisfied. The
conclusion is that trajectories in the H space exhibit, under the condition (136) and
with θ(t) a growing function of time, properties typical of the chaotic behavior in
classical nonlinear dynamics.
11 Deterministic dissipative systems and quantization
In Section 3 we have seen that the canonical quantization for the damped oscillator
is obtained at the expense of introducing an “extra” coordinate y. The role of the
“doubled” y coordinate is absolutely crucial in the quantum regime where it accounts
for the quantum noise. When the classical solution y = 0 is adopted, the x system
appears to be “incomplete”; the loss of information due to dissipation amounts
to neglecting the bath and to the ignorance of the bath-system interaction, i.e.
the ignorance of “where” and “how” energy flows out of the system. One can thus
conclude that the loss of information occurring at the classical level due to dissipation
manifests itself in terms of “quantum” noise effects arising from the imaginary part
of the action, to which the y contribution is crucial. This result suggests to consider
the approach to dissipation presented above in connection with the proposal put
forward by ’t Hooft in a series of papers [14]. He proposes that Quantum Mechanics
may indeed result from a more fundamental deterministic theory as an effect of
a process of information loss. He considers a class of deterministic Hamiltonian
systems described by means of Hilbert space techniques. The quantum systems are
obtained when constraints implementing the information loss are imposed on the
original Hilbert space. The Hamiltonian for such systems is of the form
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H =
∑
i
pi fi(q) , (143)
where fi(q) are non–singular functions of the canonical coordinates qi. The equations
for the q’s (i.e. q˙i = {qi, H} = fi(q)) are decoupled from the conjugate momenta pi
and this implies [14] that the system can be described deterministically even when
expressed in terms of operators acting on the Hilbert space. The condition for the
deterministic description is the existence of a complete set of observables commuting
at all times, called beables [53]. For the systems of Eq.(143), such a set is given by
the qi(t) [14].
In order to cure the fact that the Hamiltonians of the type (143) are not bounded
from below, one might split H in Eq.(143) as [14]:
H = HI −HII , HI = 1
4ρ
(ρ+H)2 , HII =
1
4ρ
(ρ−H)2 , (144)
where ρ is a time–independent, positive function of qi. HI and HII are then posi-
tively (semi)definite and {HI ,HII} = {ρ,H} = 0 . Then the constraint condition is
imposed onto the Hilbert space:
HII |ψ〉 = 0 , (145)
which ensures that the Hamiltonian is bounded from below. This condition, indeed,
projects out the states responsible for the negative part of the spectrum. In other
words, one gets rid of the unstable trajectories [14].
In refs. [15] and [16] it has been shown that the system of damped-antidamped
oscillators discussed in Section 3 does provide an explicit realization of ’t Hooft
mechanism. In addition, it has been also shown that there is a connection between
the zero point energy of the quantum harmonic oscillator and the geometric phase
of the (deterministic) system of damped/antidamped oscillators. This can be seen
by noticing that the Hamiltonian Eq.(27) is of the type (143) with i = 1, 2 and
with f1(q) = 2Ω, f2(q) = −2Γ , provided one uses a set of canonical transformations
which for brevity I do not report here (see [15]). By using J2 = − i2 (J+ − J−) and
C = 1
2
(A†A−B†B) one may write Eq. (28) as
H = HI −HII , HI = 1
2ΩC (2ΩC − ΓJ2)
2 , HII =
Γ 2
2ΩC J
2
2 . (146)
Note that C, being the Casimir operator, is a constant of motion, which ensures that
once it has been chosen to be positive it will remain such at all times. The constraint
(145) is now imposed by putting
J2|ψ〉 = 0 , (147)
and the physical states |ψ〉 are by this defined. It is now convenient to introduce
x1 =
x+ y√
2
, x2 =
x− y√
2
,
and
x1 = r cosh u , x2 = r sinh u , (148)
in terms of which [27]
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C = 1
4Ωm
[
p2r − 1r2 p
2
u +m
2Ω2r2
]
, J2 =
1
2
pu . (149)
Of course, only nonzero r2 should be taken into account in order for C to be invertible.
If one does not use the operatorial formalism, then the constraint pu = 0 implies
u = − γ
2m
t. Eq.(147) implies
H |ψ〉 = HI |ψ〉 = 2ΩC|ψ〉 =
(
1
2m
p2r +
K
2
r2
)
|ψ〉 , (150)
where K ≡ mΩ2. HI thus reduces to the Hamiltonian for the linear harmonic
oscillator r¨ + Ω2r = 0. The physical states are even with respect to time-reversal
(|ψ(t)〉 = |ψ(−t)〉) and periodical with period τ = 2pi
Ω
.
I will now introduce the states |ψ(t)〉H and |ψ(t)〉HI satisfying the equations:
ih¯
d
dt
|ψ(t)〉H = H |ψ(t)〉H , (151)
ih¯
d
dt
|ψ(t)〉HI = 2ΩC|ψ(t)〉HI . (152)
Eq.(152) describes the two-dimensional “isotropic” (or “radial”) harmonic oscillator.
HI = 2ΩC has the spectrum HnI = h¯Ωn, n = 0,±1,±2, .... According to the choice
for C to be positive, only positive values of n will be considered. The generic state
|ψ(t)〉H can be written as
|ψ(t)〉H = Tˆ
[
exp
(
i
h¯
∫ t
t0
2ΓJ2dt
′
)]
|ψ(t)〉HI , (153)
where Tˆ denotes time-ordering. Of course, here h¯ is introduced on purely dimensional
grounds and its actual value cannot be fixed by the present analysis.
One obtains [15]:
H〈ψ(τ )|ψ(0)〉H = HI 〈ψ(0)| exp
(
i
∫
C0τ
A(t′)dt′
)
|ψ(0)〉HI ≡ eiφ , (154)
where the contour C0τ is the one going from t
′ = 0 to t′ = τ and back and A(t) ≡
Γm
h¯
(x˙1x2− x˙2x1). Note that (x˙1x2− x˙2x1)dt is the area element in the (x1, x2) plane
enclosed by the trajectories (see Fig.4) (cf. Section 6). Notice also that the evolution
(or dynamical) part of the phase does not enter in φ, as the integral in Eq.(154)
picks up a purely geometric contribution [39].
Let me consider the periodic physical states |ψ〉. Following [39], one writes
|ψ(τ )〉 = eiφ−
i
h¯
∫
τ
0
〈ψ(t)|H|ψ(t)〉dt|ψ(0)〉 = e−i2pin|ψ(0)〉 , (155)
i.e. 〈ψ(τ)|H|ψ(τ)〉
h¯
τ − φ = 2pin, n = 0, 1, 2, . . ., which by using τ = 2pi
Ω
and φ = αpi,
gives
Hn
I ,eff ≡ 〈ψn(τ )|H |ψn(τ )〉 = h¯Ω
(
n+
α
2
)
. (156)
The index n has been introduced to exhibit the n dependence of the state and
the corresponding energy. Hni,eff gives the effective nth energy level of the physical
system, i.e. the energy given byHni corrected by its interaction with the environment.
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One thus see that the dissipation term J2 of the Hamiltonian is actually responsible
for the “zero point energy” (n = 0): E0 =
h¯
2
Ωα.
I recall that the zero point energy is the “signature” of quantization since in
QuantumMechanics it is formally due to the non-zero commutator of the canonically
conjugate q and p operators. Thus dissipation manifests itself as “quantization”. In
other words, E0, which appears as the “quantum contribution” to the spectrum,
signals the underlying dissipative dynamics. If one wants to match the Quantum
Mechanics zero point energy, has to fix α = 1, which gives [15] Ω = γ
m
.
In connection with the discussion presented in Section 3.1, the thermodynamical
features of the dynamical roˆle of J2 can be revealed by rewriting Eq.(153) as
|ψ(t)〉H = Tˆ
[
exp
(
i
1
h¯
∫ u(t)
u(t0)
2J2du
′
)]
|ψ(t)〉HI , (157)
where u(t) = −Γt has been used. Thus,
− ih¯ ∂
∂u
|ψ(t)〉H = 2J2|ψ(t)〉H . (158)
2J2 appears then to be responsible for shifts (translations) in the u variable, as it has
to be expected since 2J2 = pu (cf. Eq.(149)). One can write indeed: pu = −ih¯ ∂∂u .
Then, in full generality, Eq.(147) defines families of physical states, representing
stable, periodic trajectories (cf. Eq.(150)). 2J2 implements transition from family to
family, according to Eq.(158). Eq.(151) can be then rewritten as
ih¯
d
dt
|ψ(t)〉H = ih¯ ∂
∂t
|ψ(t)〉H + ih¯ du
dt
∂
∂u
|ψ(t)〉H . (159)
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Fig. 4. Trajectories for r0 = 0 and v0 = Ω, after three half-periods for κ = 20,
γ = 1.2 and m = 5. The ratio
∫ τ/2
0
(x˙1x2− x˙2x1)dt/E = pi ΓmΩ3 is preserved. E is the
initial energy: E = 1
2
mv20 +
1
2
mΩ2r20 .
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The first term on the r.h.s. denotes of course derivative with respect to the explicit
time dependence of the state. The dissipation contribution to the energy is thus
described by the “translations” in the u variable. Now I consider the derivative
∂S
∂U
=
1
T
. (160)
From Eq.(146), by using S ≡ 2J2
h¯
and U ≡ 2ΩC, one obtains T = h¯Γ . Eq. (160) is the
defining relation for temperature in thermodynamics (with kB = 1) so that one could
formally regard h¯Γ (which dimensionally is an energy) as the temperature, provided
the dimensionless quantity S is identified with the entropy. In such a case, the “full
Hamiltonian” Eq.(146) plays the role of the free energy F : H = 2ΩC − (h¯Γ ) 2J2
h¯
=
U − TS = F . Thus 2ΓJ2 represents the heat contribution in H (or F). Of course,
consistently, ∂F
∂T
∣∣
Ω
= − 2J2
h¯
. In conclusion 2J2
h¯
behaves as the entropy, which is not
surprising since it controls the dissipative (thus irreversible) part of the dynamics.
In this way the conclusions of Section 3 are reobtained. It is also suggestive that the
temperature h¯Γ is actually given by the background zero point energy: h¯Γ = h¯Ω
2
.
Finally, I observe that
∂F
∂Ω
∣∣∣
T
=
∂U
∂Ω
∣∣∣
T
= mr2Ω , (161)
which is the angular momentum, as expected since it is the conjugate variable of
the angular velocity Ω.
The above results may suggest that the condition (147) can be then interpreted
as a condition for an adiabatic physical system. 2J2
h¯
might be viewed as an analogue
of the Kolmogorov–Sinai entropy for chaotic dynamical systems.
Finally, I note that a reparametrization-invariant time technique in a specific
model [54] also may lead to a quantum dynamics emerging from a deterministic
classical evolution.
12 Conclusions
In this report I have reviewed some aspects of the algebraic structure of QFT related
with the doubling of the degrees of freedom of the system under study. I have shown
how such a doubling is related to the characterizing feature of QFT consisting in the
existence of infinitely many unitarily inequivalent representations of the canonical
(anti-)commutation relations and how this is described by the q-deformed Hopf
algebra. I have considered several examples of systems and shown the analogies, or
links, among them arising from the common algebraic structure of the q-deformed
Hopf algebra.
I have considered the Wigner function and the density matrix formalism and
shown that it requires the doubling of the degrees of freedom, which thus appears
to be a basic formal feature also in Quantum Mechanics. In this connection I have
considered the two-slit experiment and shown that quantum interference effects dis-
appear in the limit of coincidence of the doubled variable x±. Then I have shown
how in QFT it is the q-deformed coproduct which is relevant and how Bogoliubov
transformations are constructed in terms of it. I have considered quantum dissipa-
tion by studying the damped harmonic oscillator and the quantum Brownian motion
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and commented on how the arrow of time emerges from the intrinsic thermodynamic
nature of dissipation. The vacumm structure is the one of the generalized coherent
states. The connection (links) with the two-mode squeezed states and the noncom-
mutative geometry in the plane emerges in a natural way in the discussion of these
systems. In view of the similarity of some features of the coherent states with those
of the fractals, it is an interesting question to ask whether fractal properties enter
the QFT structure. A study on this point is in progress.
The relation with thermal field theory, in the thermo field dynamics formalism,
reveals one further formal analogy with the systems mentioned above. In such a
contest entropy appears to be a measure of the degree of entanglement between the
system and the thermal bath in which it is embedded. This also relates with the
connection between the doubled variables and quantum noise effects.
For brevity, here I have not considered the doubling of the degrees of freedom in
expanding geometry problems (inflationary models) and in the quantization of the
matter field in a curved background. For this I refer to the papers [17, 18, 19].
Finally, I have discussed how ’t Hooft proposal, according to which the loss of in-
formation due to dissipation in a classical deterministic system manifests itself in the
quantum features of the system, finds a possible description in the formal frame com-
mon to the systems mentioned above. In particular, I have shown that the quantum
spectrum of the harmonic oscillator can be obtained from the dissipative character
of the underlying deterministic system. In recent years, the problem of quantiza-
tion of a classical theory has attracted much attention in gravitation theories and
in non-hamiltonian dissipative system theories, also in relation with noncommuta-
tive space-time structures involving deformation theory (see for example [45]). By
taking advantage of the fact that the manifold of the QFT unitarily inequivalent
representations is a Ka¨hlerian manifold, I have shown that classical trajectories in
such a manifold, which may exhibit chaotic behavior under some conditions, de-
scribe (phase) transitions among the inequivalent representations. The space of the
QFT representations appears thus covered by a classical blanket.
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