In applications of scanning probe microscopy, images are acquired by raster scanning a point probe across a sample. Viewed from the perspective of compressed sensing (CS), this pointwise sampling scheme is inefficient, especially when the target image is structured. While replacing point measurements with delocalized, incoherent measurements has the potential to yield order-of-magnitude improvements in scan time, implementing the delocalized measurements of CS theory is challenging. In this paper we study a partially delocalized probe construction, in which the point probe is replaced with a continuous line, creating a sensor which essentially acquires line integrals of the target image. We show through simulations, rudimentary theoretical analysis, and experiments, that these line measurements can image sparse samples far more efficiently than traditional point measurements, provided the local features in the sample are enough separated. Despite this promise, practical reconstruction from line measurements poses additional difficulties: the measurements are partially coherent, and real measurements exhibit nonidealities. We show how to overcome these limitations using natural strategies (reweighting to cope with coherence, blind calibration for nonidealities), culminating in an end-to-end demonstration.
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Index Terms-compressed sensing · scanning probe microscopy · nonlocal scanning probe · tomography · sparse recovery.
I. INTRODUCTION
S CANNING probe microscopy (SPM) is a fundamental technique for imaging interactions between a probe and the sample of interest. Unlike traditional optical microscopy, the resolution achievable by SPM is not constrained by the diffraction limit, making SPM especially advantageous for nanoscale, or atomic level imaging, which has widespread applications in chemistry, biology and materials science [1] . Conventional implementations of SPM typically adopt a raster scanning strategy, which utilizes a probe with small and sharp tip, to form a pixelated heatmap image via point-by-point measurements from interactions between the probe tip and the surface. Despite its capability of nanoscale imaging, SPM with point measurements is inherently slow, especially when scanning a large area or producing high-resolution images. Manuscript When the target signal is highly structured, compressed sensing (CS) [2] , [3] , [4] suggests it is possible to design a data acquisition scheme in which the number of measurements is largely dependent on the signal complexity, instead of the signal size, from which the signal can be efficiently reconstructed algorithmically. In nanoscale microscopy, images are often spatially sparse and structured. CS theory suggests for such signals, localized measurements such as pointwise samples are inefficient. In contrast, delocalized, spatially spread measurements are better suited for reconstructing a sparse image.
Unfortunately, the dense (delocalized) sensing schemes suggested by CS theory (and used in other applications, e.g., [5] , [6] , [7] ) are challenging to implement in the settings of micro/nanoscale imaging. Motivated by these concerns, [8] introduced a new type of semilocalized probe, known as a line probe, which integrates the signal intensity along a straight line, and studied it in the context of a particular microscopy modality known as scanning electrochemical microscopy (SECM) [9] , [10] . In SECM with line probe, the working end of the probe consists of a straight line, which produces a single measurement by collecting accumulated redox reaction current induced by the probe and sample. These line measurements are semilocalized, sample a spatially sparse image more efficiently than measurements from point probes, and "have an edge" for high resolution imaging since a thin and sharp line probe can be manufactured with ease. Moreover, experiments in [8] suggest that a combination of line probes and compressed sensing reconstruction could potentially yield orderof-magnitude reductions in imaging time for sparse samples.
Realizing the promise of line probes (both in SECM and in microscopy in general) demands a more careful study of the mathematical and algorithmic problems of image reconstruction from line scans. Because are structured, they deviate significantly from conventional CS theory, and basic questions such as the number of line scans required for accurate reconstruction are currently unanswered. Moreover, practical reconstruction from line scans requires modifications to accommodate nonidealities in the sensing system. In this paper, we will address both of these questions through rudimentary analysis and experiments, showing that if the local features are either small or separated, then stable image reconstruction from line scans is attainable. In the following, we will first describe the scanning procedure and introduce a mathematical model for line scans in Section II. Section III discusses several important properties of this measurement model, including a rudimentary study of compressed sensing reconstruction with line scans of a spatially sparse image. In Section IV, we give a practical algorithm for reconstruction from line scans, which accommodates measurement nonidealities. Finally, Section V demonstrates our algorithm and theory by efficiently reconstructing both simulated and real SECM examples.
A. Contribution
• We expose the lowpass property of line scans, and with rudimentary analysis showing that the exact reconstruction of a sparse image is possible with only three line scans provided these features are well-separated. • We describe the challenges associated with image reconstruction from practical line scans, due to the high coherence of measurement model and inaccurate estimate of point-spread-function. Our reconstruction algorithm addresses these issues. • Based on this theory and algorithmic ideas, we demonstrate a complete algorithm for image reconstruction of SECM with line scans, which includes an efficient algorithm for computation of image reconstruction, yielding improved results compared to [8] .
B. Related work 1) Compressed sensing tomography: Line measurements also arise in computational tomography (CT) imaging, a classical imaging modality (see e.g., [11] , [12] , [13] ), with great variety of applications ranging from medical imaging to material science [14] , [15] , [16] . Classical CT reconstruction recovers an image from densely sampled line scans, by approximately solving an inverse problem [17] , [18] . These methods do not incorporate the prior knowledge of the structure of the target image, and degrade sharply when only a few CT scans are available. Compressed sensing offers an attractive means of reducing the number of measurements needed for accurate CT image reconstruction, and has been employed in applications ranging from medical imaging to (cryogenic) electron transmission microscopy [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] . The dominant approach assumes that the target image is sparse in a Fourier or wavelet basis, and reconstructs it via 1 minimization or related techniques. Images in SECM and related modalities typically exhibit much stronger structure: they often consist some number of small particles [27] , [28] , or other repeated motifs [29] . In this situation, CS is especially promising. On the other hand, as we will see below, understanding the interaction between line scans and spatially localized features demands that we move beyond conventional CS theory.
2) Mathematical theory of line scans: Radon transform and image super-resolution: The question of recoverability from line measurements is related to the theory of the Radon transform, which corresponds to a limiting situation in which line scans at every angle are available [30] , [31] , [32] . The Radon transform is invertible, meaning perfect reconstruction is possible (albeit not stable) in this limiting situation. Due to the projection slice theorem [33] , the line projections are inherently lowpass, and so the line scan reconstruction problem is related to superresolution imaging [34] . When the image of interest consists of sparse point sources, the image can be stably recovered from its low-frequency components, provided the point sources are sufficiently separated [35] . Similarly, we can hope to achieve stable recovery of localized features from line scans as long as the features are sufficiently separated.
II. LINE SCAN MEASUREMENT MODEL
To implement line scans for SECM, a line probe ( Figure 1 ) is mounted on an automated arm which positions the probe onto the sample surface. The line scan signal is generated by placing this line probe in different places, and measuring the integrated current induced by the interaction between the line probe and the electroactive part of the sample. In a pragmatic scanning procedure (Figure 2 ), the user will choose distinct scanning angles θ 1 , . . . , θ m . For each angle θ, the line probe is oriented in direction u θ = (cos θ, sin θ) and swept along the normal direction u ⊥ θ = (sin θ, − cos θ). Each sweep of probe generates the projection of the target image along the probe direction u θ ; collecting these projections for each θ i , we obtain our complete set of measurements.
A. Line projection
To describe the scanning procedure more precisely, we begin with a mathematical idealization, in which the probe measures a line integral of the image. In this model, when the probe body is oriented in direction u θ at position t, we observe the integral of the image over θ,t := {w ∈ R 2 u ⊥ θ , w = t}:
(II.1)
Collecting these measurements for all t, we obtain a function L θ [Y ] which is the projection of the image along the direction u θ . We refer to the operation L θ :
B. Line scans
In reality, it is not possible to fabricate an infinitely sharp line probe, and hence our measurements do not correspond to ideal line projections. The line probe has a response in its normal direction, causing a blurring effect that can be modeled as convolution with point spread function ψ along the sweeping direction. In SECM, ψ is typically skewed with a long tail in the sweeping direction. Accounting for this effect is important for obtaining accurate reconstructions in practice. In this more realistic model, our measurements
This measurement consists of m functions ψ * L θi [Y ] (t) of a single (real) variable t, which corresponds to the translation of the probe in the u ⊥ θi direction. In practice, we do not measure this function at every t, but rather collect n equispaced samples. Write the sampling operator as S : L 2 [R] → R n , then our discretized measurements R i with scanning angle θ i is defined as R i = S{ R i }. Collect all m discrete line scans, the final measurement R ∈ R n×m is written as
(II.4)
Our task is to understand when and how we can reconstruct the target image Y from these samples. 
III. PROMISES AND PROBLEMS OF LINE SCANS
The line measurements L θ enjoy two major advantages as an imaging model: (i) compared to pointwise measurements, the line projections are more delocalized, hence can be more efficient while measuring a spatially sparse signal; and (ii) it is easier to build a sharp edge for the line probe (even sharper then the tip diameter of a point probe), which is well-suited to detect ultra-high frequency components in the probe sweeping direction. This makes possible fast and high resolution imaging for scanning microscopes.
Nevertheless, the line projection comes with a few apparent disadvantages. Consider a limiting scenario, in which infinitely many line projections are available, corresponding to every angle in [0, 2π). The projection slice theorem implies that these measurements are invertible, and the image can be perfectly reconstructed. However, this reconstruction is not stable: viewed in Fourier domain, these measurements are approximately lowpass, and inverting them amplifies high frequencies. This that means even though a single line projection can be highly sensitive to directional high frequency components, the cumulative line projections are not. Stably inverting them requires prior knowledge of the image to be reconstructed. Moreover, to reconstruct an image consisting of multiple localized features, these features need to be either sufficiently separated.
The other disadvantage of line projections can be viewed from the CS perspective, that the line scans measurements model are not coherent-even if the local features are well separated. This means that in practice, when using only a few line scans for reconstruction, the number of lines required for exact reconstruction cannot be obtained from conventional CS theory. More importantly, the coherence of line projections can cause issues in image reconstruction; conventional methods tend to produce reconstructions with incorrect magnitudes.
Finally, we discuss measurement nonidealities due to variability in the PSF ψ. In the next section, we will provide an algorithmic solution addressing both issues from the coherence of line projections and incomplete information of PSF.
A. CS of line projections for highly localized image
Compressed sensing, in its simplest form, asserts that if the target signal has sparse representation, it can be exactly reconstructed from a few measurements, provided those measurements are incoherent to the basis of sparsity. Since in microscopic imaging the underlying signal is often structured and spatially localized, CS theory suggests that delocalized measurements, such as line projections, could yield more efficient reconstructions than conventional point measurements.
Inspired by CS, we start from providing the sufficient conditions of sparse image reconstruction from line measurements via total variation minimization [36] . Later, base on these conditions, we demonstrate the the use of line probes can be indeed more efficient than using point probes.
Suppose there exists Q as finite sum of weighed Diracs such that
is positive definite, then X 0 is the unique optimal solution to
Proof. First we show the existence result. Note that X 0 satisfies the equalitiy constraint (III.3) automatically, and since total variation of Dirac measure is exactly one,
which certifies that X 0 is an optimal solution to the problem since the duality gap |X 0 | (dw ) − R, Q = 0. For uniqueness, let X = w ∈W α w δ w to be another optimal solution with W ⊆ W, since we know X is primal feasible
= w ∈W α w D * L * Θ Q (w ) and by knowing W ⊆ W and using the second condition in (III.1):
Specifically, when the target image is highly spatially sparse and its components are well separated, the line projections can be a very efficient measurement model. A concrete example is demonstrated in Lemma III.2, where we assume the sparse component of the image signal are small and separated discs; if the radius of the discs are sufficiently small, then, perhaps surprisingly, only three line projections is required to exactly reconstruct the image via efficient algorithm.
Lemma III.2. [Reconstruction from three line projection]
Consider an image consists of k ≥ 2 discs radius r. If the centers w 1 , . . . w k are at least separated by 2 C k 2 r, then three continuous line projections with probe direction chosen independent uniformly at random suffice to recover the image with probability at least 1 − C via solving (III.3).
Proof. We first argue that with high probability, no pair of discs overlaps within any line scan. Let θ i ∼ i.i.d. Unif[−π, π) denote the i-th scanning angle. Write d as the minimum distance between all pairs of (w i , w j ), the probability that any particular pair of two discs overlap is bounded as P Two discs overlap on line scan R i
Using the assumption that
and summing the failure probability over all three line scans and k(k−1) 2 pairs of discs, we obtain:
Thus, with probability at least 1 − C, no pair of discs overlaps in any line scan.
Since there are no overlapping discs in any line, a single line projection R i (t) with scan angle θ i has largest magnitude at points t where the probe body passes the disc center w j . These points of largest magnitude β j is located at u ⊥ θi , w j on R i , or equivalently,
Using these points, we construct the dual certificate Q i for angle θ i , where
and Q = Q 1 , Q 2 , Q 3 . Using this certificate we verify (III.1) holds. For the equality, calculate at every w j ∈ {w 1 , . . . w k }:
where the third line is by plugging in Q and derived with no overlap property; the forth line via plugging in (III.6). For the inequality, calculate
Accordingly, define the back projection line set θi,tj as
then (III.9) is strictly less then 1. W.l.o.g., write w j = θ1,tj ∩ θ2,t . Suppose the point w j is in the third line set ∪ k j=1 θ3,tj , then there exists some disc center w q such that u ⊥ θ3 , w j = u ⊥ θ3 , w q . Since θ 3 is generated uniform randomly, we conclude that for any j, :
(III.13)
The direction u θ3 is not aligned with the line formed by w j , w q almost surely. This proves (III.12). Finally, the diagonal entries of Gram matrix G defined in (III.2) is strictly positive, and the off-diagonal entries G ij can be derived as 14) by no overlap property. Hence G is positive definite. This concludes that solving total variation minimization successfully reconstruct the image from three line projections.
The proof idea can be depicted pictorially in Figure 4 , in which we show the construction of dual certificate Q, and the back projection operation L * Θ on Q which we used in the proof to certify the optimality. In fact, as we will show later, the operation L * Θ is the cornerstone for most of the reconstruction algorithms in computed tomography, as well as in our sparse reconstruction algorithm. Fig. 4 . Proof sketch for sufficiency of image recovery from three line projections. Given a sample with separated tiny discs w 1 , . . . w k (black dots), randomly choosing three lines projection forms lines R 1 , R 2 , R 3 , in which all the discs after line projection (red dots) are well-separated. From each of these lines, we construct the dual Q as center of red dots, and a back projection image form the dual (dash lines), forming the set ∪ k j=1 θ i ,t j . Intersection of three such line sets is exactly the set of ground truth disc centers.
B. Reconstructability from line projections of localized image in practice
While the microscopic images are often sparse in the spatial domain, they rarely satisfy the conditions of Lemma III.2, in which the local features are uncharacteristically small and far apart. In the following, we will show in practical application of line scans, when the image consists of multiple localized motifs, the performance of line measurements degrades once the ratio between the size of motifs and its separating distance increases.
1) Coherence of line projection of two localized motif: We start from a simple case considering an image with two motifs located at different locations. Define a 2 × 2 Gram matrix G with its ij-th entries being coherence [38] between line projected signal of two motifs D with center at w i and w j respectively,
If the off-diagonal entry G ij is small in magnitude compared to the diagonal entries G ii , G jj , then it suffices to reconstruct the image exactly with efficient algorithm. Conversely, if G is ill-conditioned or even rank-deficient, then exact recovery will be impossible.
Lemma III.3. [Coherence of line projection Gaussians]
Let D be the two-dimensional Gaussian functions with covariance rI 2 and normalized in a sense that L 0 [D] L 2 = 1. If θ is uniformly random, then the expectation of inner product between two line projected D at different locations w i , w j is bounded by
where the first equality is by interchanging iterated integrals; the second equality is by knowing the adjoint of convolution is correlation and d is symmetric; and the final equality is by observing that d * d is a Gaussian function with variance √ 2r
We derive the expectation upper bound of (III.17) over θ as
As for the lower bound of (III.17), from its first equality, we calculate when d > 2r, then
And when d ≤ 2r, we simply have
via Taylor expansion at d/2r = 0 Lemma III.3 shows the coherence between line projections of two bell-shaped motif with radius ≈ r and center distance d is dominated by the distance-to-diameter ratio d/2r. Because of the projection slice theorem, the matrix E θ G is always positive definitive. However, its condition number greatly increases when the image consists of highly overlapping local features. When the ratio is small, say d/2r < 1, in which the two projected motifs are overlapping, then E θ G ij will be close to one as with the diagonals, implies E θ G become severely ill-conditioned even in the two-sparse case. Generally speaking, line scans are not CS-theoretical optimal sampling method for recovering images consisting of superposing discs. We show an example image of local features which are placed on the lattice locations (left), and calculate the least eigenvalue with varying number of motifs and distance-to-diameter ratio (right). When the motifs are highly overlapping d/2r = 0.5, then G is almost rank-deficient; when d/2r ≥ 1, then G is stably full rank regardless of number of motifs. The result remains almost identical when the lattice is of other form such as rectangular grid, we therefore consider the distance-to-diameter ratio is the determining factor for injectivity of line projections even in more general settings.
2) Injectivity of line projection of multiple motifs with minimum separation: To extend the study of the coherence of matrix G to samples that contain k > 2 motifs D. We first investigate a model configuration whose motif centers are allocated on a hexagonal lattice with edges of length d. It turns out that the smallest eigenvalue of an approximation G with respect to the locations {w 1 , . . . , w k } is largely determined by the distance-to-diameter ratio d/2r, and depends only weakly on the total number of motifs.
In Figure 5 , we calculate an approximation of E θ G with G, where
is obtained from the upper bound in Lemma III.3 with motifs being the Gaussian function of deviation r placed on hexagonal lattice. We show that when these motifs are highly overlapping with distance-to-diameter ratio d/2r = 0.5, the least eigenvalue of G is very close to zero and the matrix is nearly rankdeficient; when the motifs are separated, say d/2r ≥ 1, the least eigenvalue of G is steadily larger then zero and approaches one as the ratio d/2r increases. Interestingly, in our experiments the least eigenvalue does not depend strongly on the number of motifs, suggesting that the distance-to-diameter ratio is the dominant factor for injectivity of line projections on motifs with hexagonal placement 2 . Since the hexagonal configuration is the densest circle packing on a plane [39] , we suspect that λ min (E θ G) is also determined by the ratio d/2r for every configurations satisfying the minimum separation property. This conjecture gains more ground when viewing this problem from the point source super-resolution perspective [35] . It is known that an image consisting of point measures x = i α i δ wi can be stably recovered from its low frequency information (with frequency cutoff f c ) whenever the point sources have minimum separation d > C/f c for some constant C, regardless of the number of such point measures in x. In our scenario, we will show that the expected line projection E θ L * θ L θ is also a low-pass filter; and since the local features D is also often consists of low frequency components, our line projections L Θ [D * X] can be modeled as the low-pass measurements from sparse map X, implying stable and efficient sparse reconstruction is possible as long as X is enough separated under infinitely many line measurements of all angles. 
Proof. We start with restating projection slice theorem as
where the third equality is derived from definition of adjoint operator, sixth equality is by coordinate transformation from polar to Cartesian, and the last equality is by convolution theorem. Hence we conclude that E θ L * θ L θ [Y ] is the convolution between Y and a lowpass kernel with spectrum decay rate ξ 
Remark III.5. When radius of motif is sufficiently large, then the cut-off frequency f c is dominated by the cut-off frequency of motif, roughly C/r, and is sufficient to recover its locations as long as the separation d satisfies d > C r (reflects the observation of Figure 5 ). In cases with small (pointy) D, the cut-off frequency is mainly determined by the low-pass property of line projection, which requires minimum separation d > Cε/r for exact reconstruction.
Finally, base on [35] , when the separation condition is ensured, the image of separated discs can be recovered from infinitely many line projections via total variation minimization (or 1 when X 0 on discrete grid), regardless of number of discs.
C. Obstacles of image reconstruction from line scans
Besides the apparent nonideality of coherence of line scan measurements which is not CS theoretical optimal, this specific sampling method and its corresponding hardware limitations causes other practical nuisances during image reconstruction. a) High coherence of line scans: To show the coherence is a cause for concern, we rewrite the linear operator L Θ [D * · ] as A, and consider the nonnegative Lasso
using the observed signal R = A[X 0 ] and linear, column normalized and coherent sampling method A. Denote Ω as the support set of solution of (III.26), write A Ω as the submatrix of A restricted on columns of support Ω, the unique solution X of program (III.26) (provided if A Ω is injective) can be written as
When A is coherent, columns of A have large inner product, implies many entries of the matrix A * Ω A Ω have large, positive off-diagonal entries close to its diagonals. When the sparse penalty λ is large in (III.26), its solution will have incorrect relative magnitudes since A * Ω A Ω is not close to identity matrix as conventional CS measurements [40] . When λ is small, the solution of program will be highly sensitive to noise, occasionally lead to incorrect results. b) Incomplete information of PSF of line scans: Another layer of complexity for line probe scans is the difficulty to correctly identify its PSF due to hardware limitations, especially when operating line scans in nanoscale. For instance in Figure 6 , we show if the contacting angle between the probe and the sample varies, the corresponding PSF changes drastically in both the peak magnitude and the shape. It turns out that even with seemingly small changes of probe condition, the corresponding PSF can be inevitably variated.
IV. RECONSTRUCTION FROM LINE SCANS
In this section, we introduce an algorithm for reconstructing SECM images from line scans. In all following experiments, we consider a representative class of images Y characterized by superposing reactive species D at locations W = w 1 , . . . , w |W| ⊂ R 2 with intensities α 1 , . . . , α |W| ⊂ R + . Define the activation map X 0 as sum of Dirac measure at W, then Y can simply be written as convolution between D and X 0 :
The imaging reconstruction problem then can be cast as finding the best fitting sparse map X from line scans R = S{Ψ * L Θ [Y ]}, and the reconstructed image is simply D * X. Since all associated operations on X 0 (convolution with D, ψ and line projection L Θ ) are all linear, this becomes a sparse estimation problem, which can be solved via the Lasso. In practice, due the resolution limit of probe and the sampling operation S, we do not aiming to find exact X in a continuous space. Instead, we will solve the discretized version of this sparse recovery problem, which assume X resides on a grid. As such, the associated Lasso problem can be written as:
A. Sparse recovery with Lasso from line projections
In light of Section III-B, the measurement performance using infinitely many line scans is almost dependent only on the distance-to-diameter ratio of the local features. Since in practice, only finite number line scan is available, we want to study how many line scans will be sufficient for efficient and exact sparse image reconstruction. We do this by studying the performance of algorithm (IV.2) while assuming the line scan are idealized where the PSF is ideally all-pass in the sense that ψ = δ. Figure 7 shows the reconstruction performance from line scans with varying number of lines used and number of discs in the target image Y . Each image Y is generated by randomly populating the discs of size r while satisfying d/2r ≥ 1 via rejection sampling, and the scan angles are also uniformly random chosen. Here, two experiment settings are presented. The first is assumed that the imaging area of line scan is fixed (so the density increases linearly with more discs) and the second is considering the cases where the density is a constant (so the imaging area is proportional to the disc amount). In the phase transition (PT) image (Figure 7, left k, again suggests linear proportionality between the number of measurements and sparsity would be m ∝ N √ k ∝ k. To wrap up, these experimental results hinted that if minimum separation of discs are ensured, then to ensure exact signal reconstruction with efficient algorithm, the number of samples required is approximately linearly proportional to the sparsity of image.
Finally, to formally elucidate the sample time reduction from point probe to line scans, we compare the consumed scanning time using different probes in both settings under specific scenarios. (Figure 7, right) . In the fixed area experiment we let the image area be 3×3 mm 2 and the disc radius and the image resolution are both 50µm (image area/disc area ratio around 1200); for the fixed density we let all experiments have equal density 20 discs/mm 2 (nearly 1/6 of maximum density in separating case) with same resolution. Both of the results show clear improvement of scanning efficiency, with reduction of scanning time by 3 to 10 times under these signal settings.
In either case, line measurements are substantially more efficient than measurements with a point probe. Realizing this gain in practice requires us to modify the Lasso to cope with the following nonidealities: (i) line scans are coherent, (ii) the PSF ψ is typically only partially known, and (iii) naive approaches to computing with line scans are inefficient when the target resolution is large. Below, we show how to address these issues, and give a complete reconstruction algorithm.
B. Computation of line projection 1) Fast computation of discrete line projection:
The line projection of an image Y in direction of angle θ is equivalent to the line projection at 0 • of clockwise rotated Y by angle θ. This enables an efficient line projection computationally via fast image rotation with shear transform in Fourier domain [41] .
The clockwise rotation of image Y by angle θ is
where the rotational matrix can be decomposed into three shear transforms cos θ − sin θ sin θ cos θ = 1 0 tan θ and F x , F y as n-DFT in x,y-domain, where
From (IV.5)-(IV.7), the y-shearing transform can be written as
(IV.8) and
x-shear transform likewise,
Combine (IV.3)-(IV.9), we obtain a computational efficient algorithm for line projections Algorithm 1.
Algorithm 1 Fast computational discrete line projections
Require: Discrete image Y ∈ R n×n , line scan angles Since the image Y is discrete, rotation will naturally incur interpolation error. To mitigate this effect, it is advised to limit the rotation operation to angle θ ∈ [−45 • , 45 • ] in Algorithm 1, then flip the image vertically or horizontally to form the image rotated by [−180 • , 180 • ).
Although the Fourier rotation method demands O(n 2 log n) for computational time, which is slightly larger then the direct rotation O(n 2 ), in practice we found Fourier rotation more appealing: its actual computational time is usually slightly better then other methods, since it gets around the problematic pixelated interpolation from direct rotation; and more importantly, its adjoint is easy to calculate in a similarly explicit manner as well.
2) Adjoint of line projection: The adjoint operator 4 of line projections L * Θ :
is deeply connected with the well-known tomography image reconstruction technique back projection. The adjoint of a single line projection L * θi : L 2 (R) → L 2 (R 2 ) of scanning angle θ i is exactly the back projection of a continuous line R i which generates an image L * θi [ R i ] whose value over θi,t defined in in (III.11) is equivalent to R i (t):
(IV.10) 4 We invoke the canonical definition of inner product of L 2 -space for both image and lines. For every images Y , then incorporate with definition of θi,t , we obtain a simpler form for L * θi as
Extending the derivation of (IV.11) to m-lines R, the back projection of m angles L * Θ on R is the superposition of images from all m back projected lines L * θi [ R i ] of different scanning angles:
In the following proposition, we show that the line projections defined in (IV.12) is indeed the adjoint operator of line projections.
Proposition IV.1. The back projection L * Θ in (IV.12) is the adjoint of line projection L Θ in (II.2), where
Proof. For any lines R ∈ L 2 (R × [m]), image Y ∈ L 2 (R 2 ), and any angles Θ = {θ 1 , . . . , θ m },
The first equality comes from the definition of inner product in lines space; the second comes from (II.2); the third uses change of variable where w = su θ +tu ⊥ θ for every θ; the fourth comes from linearity; and the last equality from definition of inner product in image space.
3) Fast computation of discrete back projection: Similar to the line projection, the discrete back projection of a single line R i ∈ R n at angle θ is the image Y i = [R i , R i , · · · , R i ] ∈ R n×n counterclockwise rotated by θ, and the back projection of multiple lines is the sum of all such images, as shown in Figure 8 . The discrete back projection thereby can be also calculated efficiently in Fourier domain, as presented in Algorithm 2.
Algorithm 2 Fast computational discrete back projections
Remark IV.2. The discrete back projection from Algorithm 2 is the adjoint operator of discrete line projection from Algorithm 1,
C. Coping with nonidealities
As aforementioned in Section III-C, the vanilla Lasso formulation in (IV.2) does not provide a convincing solution for practical problems in SECM with line probe, due to the high coherence of line projections and the nonidealities of PSF. These issues can be remedied by implementing well known techniques such as reweighting and blind calibration.
1) Reweighting Lasso for coherent measurements: To cope with the coherence phenomenon, we adopt the reweighting scheme [42] by solving Lasso formulation (IV.2) multiple times while updating penalty variable λ in each iterate. At k-th iterate, the algorithm chooses the regularizer λ in (IV.2) base on the previous outcome of lasso solution X (k) , where
Reweighting [42] is a technique in sparse recovery which is typically utilized for enhancing the sparsity regularizer, by solving Lasso formulation (IV.2) multiple times while updating penalty variable λ in each iterate. At k-th iterate, the algorithm chooses the regularizer λ (k) ij based on the previous outcome of lasso solution X (k) , where
with ε being the machine precision constant and C being close to the smooth part in (IV.2). The effect of reweighting method is two-fold: (i) it is a majorization-minimization algorithm of sparse regression using log-norm as sparsity surrogate [42] , hence, discovers sparse solution more effectively compared to the 1 -norm in Lasso; and (ii) the sparsity surrogate in final stages of reweighting approaches 0 -norm, by seeing
As a result, in the final stages, problem (IV.2) effectively turns into least squares, restricted to the support of X, which produces a sparse solution
Original image Lasso w/big λ Lasso w/small λ Reweight Lasso Fig. 9 . SECM image reconstruction with pure Lasso and reweighted Lasso. We apply three algorithm to reconstruct the image (left) with 6 line scans with simulated PSF in Figure 6 . The reconstruction from Lasso with large λ (mid left) has unbalanced magnitude due to the coherence of line scans, and from Lasso with small λ (mid right) gives blurry image by weakened sparsity regularizer. Reweighing Lasso can adjust the sparse regularizer in each iteration and consistently gives good result. with correct magnitude. Figure 9 (left) displays an example of reweighting scheme, showing better reconstruction result than vanilla Lasso. In Figure 9 , we display an example comparing reweighting to the vanilla Lasso with different penalty variable in a noiseless scenario. When λ is large, the reconstructed X does not recover correct relative magnitudes; when λ is small, the effect of sparsity surrogate is weakened, resulting imprecise support recovery and offers blurry image. Using reweighting method correctly reconstruct the exact result. To show how the addressed modification in Lasso algorithm improves success rate of image reconstruction from line scans, we present a series of simulated experiments, comparing the reconstruction between the vanilla Lasso with different λ settings and reweighting method in Figure 11 . Each data point consists of average of 30 experiments; in each of the experiment, the ground truth discs are generated at random with minimum separation (rejection sampling), which is then reconstructed from 8 random lines scans if disc number < 16, or 16 lines scans when disc number > 16. All discs are assumed to have equal magnitude. The correctness of the image reconstruction is measured by calculating the relative error between the pixel values of image, which measures the difference between normalized ground truth image and reconstructed image. The experiments show the reweighting method steadily outperforms the vanilla Lasso under various settings when measurements are incoherent.
Scan lines
2) Blind calibration for incomplete PSF information: Due to natural physical limitations, the incorrect estimation of PSF can be inevitable, especially in nanoscale. One remedy is to parameterize the PSF to accommodate possible variations; this can significantly improve the accuracy of reconstruction result. We assume ψ(p i ) is a single instance of PSF with parameter p i , where the vector p i can represent the peak value, the width of peak, and the rise/decay of PSF in Figure 6 for the scan of angle θ i . For the reconstruction algorithm, we replace the PSF ψ in (IV.2) with the parameterized version ψ(p i ), and optimize both the parameter p i and the sparse map X via alternating minimization. Figure 10 exhibits a simulated example in which the PSF of line scans has unbalanced magnitudes due to the variation of probe scanning angle. In this example, the line scan with largest overall magnitude is four times as much as the smallest, which shows the comparison of image reconstruction results from algorithm of reweighting or of reweighting plus rescaling calibration. The figures show the calibration achieves successful reconstruction while the former non-calibration method fell short on this simulated problem which has more than enough line scans are utilized to reconstruct a simplistic four disc example.
D. Image reconstruction algorithm
Finally we formally state the complete algorithm Algorithm 4 for reconstruction of SECM image from line scans. The algorithm solves multiple iterations of
while updating the penalty variable λ (k) in each iterate base on (IV.16). To solve a single iterate of (IV.17), the algorithm utilizes an accelerated alternating minimization method specifically for nonsmooth, nonconvex objectives called iPalm [43] stated in Algorithm 3. Since this formulation is nonconvex and the gradients of objective (IV.17) could have large local Lipchitz constants, we adopt the backtracking method for choosing the step size of each individual gradient step. In our real data experiments, the analytic form of PSF ψ(p) is realized as a Algorithm 3 iPalm(X init , p init , λ, h, P): Accelerated iPalm for calibrating sparse regression Require: Initialization X init ∈ R n×n and p init ∈ P, sparse penalty λ ∈ R n×n , smooth function h, and number of iterations L. Let X (0) ← X init ; p (0) ← p init ; α ← 0.9; t X0 , t p0 ← 1 for = 1, . . . , L do // Accelerated Proximal Gradient for map X. , profile D, estimated psf ψ, initial guess of parameters p init ∈ P convex, and number of iterations K.
two-sided exponential decaying function. Define a one-side exponential-decay function as where f σ is zero-mean Gaussian function with deviation σ. 
V. REAL DATA EXPERIMENTS
We present two sets of experiments to demonstrate an endto-end result of line probe SECM. Figure 12 displays the comparison of the line probe/point probe scan on a simplistic three disc samples (75µm in radius, platinum). In these experiments, the point probe tip diameter and the line probe edge thickness are equivalent (≈ 20µm), and the probe moving speed (100ms), the sampling rate (10µm), and the probe end material (platinum) are identical as well. Four images are shown here, including the optical closeup image for the three discs, the line scans, and the reconstruction image of either point probe or the line probe. In the optical image, the arrow (scan direction) represents the line probe sweeping direction when θ s = 0 • , which generates the 0 • line scan. The three discs sample is then rotated by θ s (45 • in this case) clockwise, proceeds with another sweep of line probe, produces the 45 • line scans. This routine continues until all seven scans are carried out.
In the reconstructed images, the black circles indicate the ground truth size and location of the platinum discs derived from the optimal image. The reconstruction algorithm Algorithm 4 is setup with 6 reweighting iterates, where each iterates runs 50 iterates of iPalm. We can see the reconstructed result from the point probe exhibits distortion in the image due to the skewness of probe PSF along its proceeding direction during raster scans; while the image of line scan reconstruction presents three circular features with its size and locations are agreeing with the ground truth, since the skewness of PSF has been successfully corrected by the reconstruction algorithm.
In Figure 13 , we reconstruct images of samples consisting of platinum discs arranged in more complicated configurations. Two experiments are presented here, which are the samples consisting of 8 or 10 discs, while the disc diameter/image resolution/probe dimension/sampling rate are all identical to the three discs case in Figure 12 . The reconstruction algorithm are also set up similarly, with reweighting (ipalm) procedures with 6(50) iterates, generating the images of interest of much larger dimension. Notice that here we use 7(9) line scans on 8(10) disc sample respectively, and demonstrate both of the resulting reconstructed image and the location map, in which the location map is a binary image defined by 1 {Xij≥0.5 X ∞ } at (i, j)-th entry.
We can see for these more complicating images, our algorithm are still able to reconstruct the image of platinum discs with correct location and shape. The corresponding location maps are approximately recovered, with most of the discs locations are represented by a single one-sparse vector, and some other locations are represented by a two-sparse vector due to the inevitable discretization error.
Our code for the reconstruction of SECM image from scans from line probe can be found via the following link:
https://github.com/clpsecm/clpsecm_imaging
VI. SUMMARY & DISCUSSION
This paper presents the development of a novel scanning probe microscope technique based on line measurements. The microscope obtains line integrals in each measurement, such measurements are non-local, hence more efficient then conventional raster scans for microscopic image with localized sparse structure. This paper shows the improved efficiency of line probe via rudimentary analysis and experiments; and proposes a simple modification in conventional CS algorithm for image reconstruction, with its effect on both the simulated and the actual datasets. Due to the strong relation between computational tomography and line scans, we also view our work can potentially being applied to ares of CT or other similar imaging modalities involving the use of projection measurements.
We envision multiple possibilities for future work. First, the current studied microscopic images are circumscribed in sparse convolutional model; while it has an immediate access to applications such as lattice structure imaging in material science, we aim to expand the potential application of line scans to more general imaging problems. Furthermore, unlike many other imaging modalities, in SPM the design of probe topography (i.e. the sampling pattern) is not limited to a straight line, therefore it is possible adopt various different probe design to achieve CS-like sample reduction. Lastly, in this paper we have shown via simple reasoning and experiments to exhibit the relationship between the complexity of image and the required number of line scan measurements to achieve exact reconstruction. We consider rigorously demonstrating the relationship can also be an interesting direction in CS, especially since the line scans are not the CS optimal measurement model. Fig. 13 . Real signal experiments of 8, 10 platinum discs. Showing the optimal image of the 8 discs (up) and 10 discs (down) sample, and their corresponding line scans, reconstructed image and reconstructed disc location map. In optical image, the arrows represent the line probe sweeping direction, while as θs stands for clockwise rotation of the sample. In both examples, our algorithm is able to successfully obtain these images of the discs, with most of the disc locations can be approximately represented by an one-sparse vector. Here, the image resolution is 20µm per pixel.
