Abstract: We carry out a comprehensive analysis of letter frequencies in contemporary written Marathi. We determine sets of letters which statistically predominate any large generic Marathi text, and use these sets to estimate the entropy of Marathi.
1. Introduction 1.1. The concept of entropy for a random variable was introduced in a foundational paper by Shannon [8] . He went on to investigate the 'entropy of printed English' in [9] and arrived at an estimate of 0.6 to 1.3 bits/letter. There have been several later attempts to 1 calculate this value using a variety of techniques; inter alia by Cover and King [2] , Guerrero [4] , Pit-Claudel [6] , and Teahan and Cleary [10] . Although these approaches do not point towards a single precise number, there is a broad consensus that it lies somewhere between 1 and 2 bits/letter.
In this paper, we attempt a similar task for written Marathi. Since its orthography is rather more intricate, one must come to terms with new complications not encountered in English. Our strategy is to find 'canonical letter sets' for Marathi, and then to approximate a text using these sets. It will be clear that analogous methods should be applicable to nearly all Indic languages, 1 if not more generally.
The underlying definition of entropy presupposes a specific model of a written language.
Given a large generic text, we treat its string of letters as the outcome of a stationary random process, and then take the limiting value of a certain conditional entropy as the length of the string tends to infinity. Since the precise definition is somewhat technical, we begin with a series of examples which convey the intuition behind it. The canonical letter sets L r will be introduced in Section 2, and the entropy calculations will be carried out in Section 3. These sets together with the probabilities assigned to their elements are given in an Appendix at the end of this article. All the programs necessary for calculations were written in Python; they can be freely downloaded from:
https://github.com/mihirskulkarni/Marathi_entropy
Readers are encouraged to write to the second named author should they need any assistance in the use of these programs.
An engaging and accessible introduction to the basic notions in information theory can be found in Applebaum [1] . We refer the reader to the treatises by Cover and Thomas [3] , and Reza [7] for more comprehensive accounts of this subject.
Entropy as the expected quantity of information.
Let us suppose that our protagonist Rasika has an appointment with a complete stranger named Robyn. At the outset, Rasika knows nothing beyond the fact that Robyn is a Dutch politician. Although Rasika does not know Robyn's gender (since the name is androgynous), she believes that Robyn is more likely to be a male (since politicians are predominantly male, even in the Netherlands). We can model this situation by a random variable X, which takes values in the set 1 Paruchuri [5] makes an attempt to calculate the entropy of Telugu, but his method involves transliterating the source text into Roman script and working with the latter. We are sceptical of this approach.
{male, female} with respective probabilities
If Rasika eventually learns that Robyn is indeed a male, then the 'quantity of information' she receives 2 is − log 2 (0.6) ≈ 0.7370, and similarly it is − log 2 (0.4) ≈ 1.3219 if Robyn turns out to be female. In this context, the phrase 'quantity of information' has a meaning somewhat akin to 'degree of surprise'. Thus, Rasika 'receives more information' in the latter event, since a priori she had believed it less likely that Robyn would be a female.
In any event, before their meeting, the expected quantity of information for Rasika is equal to
By definition, this is the entropy of the random variable X, denoted by H(X). 
As before,
Since Y has a more 'uneven' distribution compared to X, we have H(Y) < H(X).
1.4. Conditional entropy. Now our model should incorporate the fact that males have a propensity to be taller. Let us assume that the probability distribution for the pair of variables (X, Y) is given by the following table:
p(tall and male) = 0.5, p(short and male) = 0.1, p(tall and female) = 0.2, p(short and female) = 0.2.
Notice that this is compatible with the values in (1) and (2); for instance p(male) = p(tall and male) + p(short and male) = 0.5 + 0.1 = 0.6, 2 If an event E will occur with probability p, then the information that it has actually occurred is counted as − log 2 (p) bits. This follows from a set of intuitively appealing and natural axioms first written down by Shannon (see [1, §6.6] it is well-known that X 1 and X 2 are not independent; for instance, the letter q is almost always followed by a u. In other words, the probability of a randomly chosen two-letter block being 'qu' is substantially higher than p(q) × p(u). Hence the conditional entropy
3 which we treat as a continuous sequence of letters, ignoring blank spaces and punctuation. 4 Shannon gives a value of 4.14 based upon a different probability table, but the discrepancy between the two is not worrisome.
In general, if X k denotes the random variable corresponding to the k-th letter, then
is the expected quantity of information in a k-gram (i.e., a sequence of k letters). Now the k-gram entropy of the text is defined to be
It captures the quantity of information in X k which is not already implicit in X 1 , . . . , X k−1 .
The statistical tendencies of English are such that X 1 , . . . , X k are pairwise dependent random variables, hence we have inequalities
Finally, the 'entropy of the text' is defined to be the limit
It is an idealisation of the information remaining in the next unread letter, when Rasika has already read a long way into the text. Thus, F ∞ is the extent to which the next letter remains uncertain to the reader when all the previous letters are known. This is also the intuition behind the 'gambling approach to entropy' discussed at length in [2, §III] and [3, §6.6].
As mentioned above, our model assumes that the random process (X m ) m⩾1 is stationary, which intuitively means that the specific point at which Rasika starts reading the text is immaterial. This is of course an oversimplification, since word boundaries are an obvious source of discontinuities. 5 1.6. It is straightforward to estimate the E k by counting the block frequencies in a text (see Section 3.1); however, the procedure becomes computationally expensive and unreliable 6 for large k. This has the practical consequence that the limit in (6) is difficult to estimate with any degree of confidence. 5 Notice that several English words begin with the sequence 'qu', but hardly any end with it. 6 One salient reason behind this is that any text written by a single author will usually carry some selection bias arising from the nature of the topic and the style of the author. A legal thriller could contain several uses of an otherwise uncommon word such as 'codicil', or the author might have a tendency to overuse intensifiers such as 'very' or 'quite'. There are innumerable possibilities of this kind, any of which will distort the block frequencies. One can tentatively get around this difficulty by combining different texts into one, but it will rear its head again for larger k.
It is a defect of the model that the definition of F ∞ has a very tenuous connection to the psychological process which lies beneath the act of reading. The average length of a word in a Marathi text is between 3 to 4 letters, and most words are smaller than 6 letters (see This is not so for Marathi. It uses the Devanagari script, which is an abugida writing system. Since its orthography allows vowel diacritics as well as ligatures between potentially indefinite number of consonants, the number of possible letters is infinite in theory and very large in practice. 7 However, the bulk of a generic text is usually comprised of a much smaller number of letters which occur several times. As an illustration, we present some data on a newspaper editorial, taken from the daily Divya Marathi ( द य मराठी), dated 28 April, 2014. It contains altogether 2266 letters (coming from 727 words), but only 308 distinct letters. We can order the latter by decreasing frequency of their occurrence, as in 
Then the overall pattern is that the top n distinct letters in this list account for a much larger share of the text compared to n/308. This is shown in the left-hand plot in Figure 1 , with 7 For example, ' यामची आई', a well-known fictionalised memoir by Sane Guruji, contains almost one thousand distinct letters notwithstanding its simple prose style. This number will only be greater for a book which frequently uses Sanskritisms or transliterations of English words. 
We are aiming to find a 'canonical letter set' L r which will account for about r × 100% of any generic Marathi text. This turns out to be a sensible choice for the range of r; since such a set would not be useful for low values of r (say r = 0.40), and would become unwieldy for values very close to 1 (say r = 0.99).
Word lengths.
Although a study of word lengths in Marathi is rather extraneous to this article, it is indirectly related to the range of k in the context of Sections 1.5-1.6. The distribution of word lengths for the same editorial is displayed in the right-hand plot in Figure 1 , where the tallest bar shows that there are 229 words of length 3. The average word length is 3.1 for this sample, but we have found that it mostly remains within 3 and 4 for all texts and the overall shape of the bar graph remains essentially the same. 
r denote the set of most frequently occurring letters 10 in B (t) which form just over r × 100% of the text (exactly as in Section 2.1). Now define L r to be the set of letters which occur in at least seven of the ten sets L (t) r . This 'two-thirds majority rule' is a compromise between either taking the union U r = As an illustration, the sets U 0.70 and I 0.70 have 88 and 77 elements respectively, which is a deviation of only ±7% from their mean. Of course, L 0.70 is sandwiched between the two. In fact, it is true of all r that U r and I r remain close to each other. This indicates that the L r are quite robust, in the sense that their contents are not very sensitive to a variation in the defining rule. 
It is easy to notice a 'law of diminishing returns' in these numbers. One needs only 54 letters to capture 60% of a text, but 80 additional letters in order to increase this share by 20%. This is even more visible from the sharply rising plot in Figure 2 , which shows the change in N r with r.
We will represent the set L 0.95 as {x 1 , x 2 , . . . , x 408 }, with the convention that {x 1 , . . . , x N r } = L r for any smaller value of r.
2.5. Letter frequencies. As we saw earlier in Section 1.5, one can assign statistically stable probabilities to the letters a, . . . , z in English. This cannot be carried out for all the letters in Marathi orthography, since some rare letters occur unpredictably. For instance, to the best of our knowledge, the letter ' व ' only occurs in the word 'ब व ' indirectly borrowed from French via English. The word carries a distinctly pejorative connotation of 'middle-class complacency', especially in a phrase such as 'ब व मनोव ी' ('the bourgeois mindset'). It follows that, depending on the subject of the text and the political leanings of the author, such a letter will occur either frequently or not at all. Hence no meaningful probability can be assigned to it. Total number of letters in B (t) , and define p(x i ) to be the arithmetic mean of the numbers q
i . As seen in Figure 3 , the coefficient of variation (CV) for these ten data points (defined as the ratio of their standard deviation to mean) is less than 30% for almost all x i . Since the q The rest are less that 0.02. It is noteworthy that these seven make up for 19.3%, i.e., almost one fifth of a text. The ligatures are naturally lower down in the list; the highest amongst them is ' या', with a probability of 0.0118, and the next highest is ' ' with a probability of 0.0093. A complete listing of the L r together with values of p(x i ) may be found at the end of this article.
One test of correctness of the p(x i ) is that the quantity

Approximating a text. We will use these sets to approximate a given Marathi text T.
Introduce a placeholder symbol □, and let α r (T) denote the text obtained by replacing each letter not in L r by □. The rationale behind this construction is that since only the infrequent letters have been replaced, the 'quantity of information' in the text should suffer only a small amount of loss. This will be borne out by the following two examples.
Given below is an instance of α 0.75 (T 1 ): We have carried out similar experiments with several passages and varying values of r. It seems safe to assert that almost all the semantic content of T is retained in α r (T), whenever r ⩾ 0.85. Notice that for a given text T, the proportion of missing letters in α r (T) may be more or less than 1 − r depending on the type of vocabulary used. A passage which uses obscure Sanskritisms will lose more of its letters, whereas a children's story written in simple ligature-free words will lose fewer of them.
In the next section, we will perform all of our entropy calculations on α r (T) instead of T itself.
3. The k-gram Entropies 3.1. In the situation of Section 1.5, assume that our text S is a sequence of s letters from an alphabet A. In particular, if S is the result of applying α r to a text, then the operative alphabet is A = L r ∪ {□}. By a k-block we mean a subsequence of k consecutive letters in S; thus we have altogether s − k + 1 blocks. Let {C 1 , C 2 , . . . } denote the distinct k-blocks, and assume that C i occurs altogether m i times somewhere in S. Of course, one must have
which is a proxy for the probability that a randomly chosen k-block equals C i . Then we have the formula
By convention, E 0 (S) = 0. 
r ) for t = 10, . . . , 19. The CV for these ten data points is smaller than 3% in all cases, which shows that the entropy values are very stable across the books. Finally, let
The results are given in Table 1 , and the same data are plotted in Figure 4 .
As remarked earlier, the value of F (r) k monotonically decreases with k. Since the quantity of information retained in α r (T) increases with r, it is also natural that F (r) k should increase with r at least for low values of k.
However, as k moves beyond the typical word length of 4, several of the k-blocks tend to occur only once in the text. This is intuitively plausible, since a phrase longer than a word is less likely to appear frequently in a text compared to a word. Hence X k is entirely determined by X 1 , . . . , X k−1 for at least those blocks, and this tends to reduce the value of
k . However, this effect is less pronounced for small r, since in that case two k-blocks which are unequal in the text have more of a chance of becoming equal after applying α r . This is very likely the explanation for the fact that F (r) k decreases with increasing r beyond k ⩾ 4. One consequence of this inversion is that we have a mesh of lines above the region 3 ⩽ k ⩽ 4 roughly corresponding to the average word length. in all cases, the mesh seems to move leftward for a small sample and rightward for a large one. This is consistent with the intuition that the k-block selection bias is more severe for a smaller sample, which brings about an earlier onset of the inversion mentioned above. The movement of the mesh is not very pronounced in either direction, and it always remains approximately within the band 2.5 ⩽ k ⩽ 4.5.
3.4. The parameter r mirrors a fundamental conflict between fidelity to the original text and the reliability of our calculated result. As r increases, the approximating text α r (T) approaches T itself. On the other hand, the size of the alphabet also increases with r, which renders the calculation more prone to selection bias at the level of k-blocks. There is a dividing line after the 54th entry, 66th entry, 83rd entry and so on. These are consistent with the nesting 
