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Imbedded I n t e g r a t i o n R u l e s and t h e i r A p p l i c a t i o n s 
i n B a v e s l a n a n a l y s i s 
by 
P e t r o s D e l l a p o r t a s 
T h i s t h e s i s d e a l s w i t h the development and a p p l i c a t i o n of nu m e r i c a l 
i n t e g r a t i o n t e c h n i q u e s f o r use i n B a y e s i a n S t a t i s t i c s . I n p a r t i c u l a r , 
i t d e s c r i b e s how imbedded sequences o f ^ p o s i t i v e i n t e r p o l a t o r y 
i n t e g r a t i o n r u l e s ( P I I R ' s ) o b t a i n e d from C a u s s - H e r m i t e product r u l e s 
c a n e x t e n d the a p p l i c a b i l i t y and e f f i c i e n c y o f c u r r e n t l y a v a i l a b l e 
n u m e r i c a l methods. 
The n u m e r i c a l s t r a t e g y s u g g e s t e d by N a y l o r and Smith (1982) i s 
reviewed, c r i t i c i s e d and a p p l i e d to some examples w i t h r e a l and 
a r t i f i c i a l d a t a . The performance o f t h i s s t r a t e g y i s a s s e s s e d from 
the v i e w p o i n t o f 3 c r i t e r i a : r e l i a b i l i t y , e f f i c i e n c y and a c c u r a c y . 
The imbedded sequences o f P I I R * s a r e i n t r o d u c e d a s an a l t e r n a t i v e and 
an e x t e n s i o n to the above s t r a t e g y f o r two major r e a s o n s . F i r s t l y , 
t hey p r o v i d e a r i c h c l a s s o f s p a t i a l l y d i t r i b u t e d r u l e s which a r e 
p a r t i c u l a r l y u s e f u l i n h i g h d i m e n s i o n s . S e c o n d l y , t h e y p r o v i d e a way 
o f p r o d u c i n g more e f f i c i e n t i n t e g r a t i o n s t r a t e g i e s by e n a b l i n g 
a p p r o x i m a t i o n s to be updated s e q u e n t i a l l y through the a d d i t i o n o f new 
nodes at each s t e p r a t h e r than through c h a n g i n g to a c o m p l e t e l y new 
s e t o f nodes. 
F i n a l l y , the Improvement ^n the r e l i a b i l i t y and e f f i c i e n c y a c h i e v e d by 
the a d a p t i o n of an i n t e g r a t i o n s t r a t e g y based on P I I R ' s i s 
demonstrated w i t h v a r i o u s I l l u s t r a t i v e examples. Moreover, i t i s 
d i r e c t l y compared w i t h the C i b b s s a m p l i n g approach i n t r o d u c e d r e c e n t l y 
by G e l f a n d and Smith ( 1 9 8 8 ) . 
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C h a p t e r 1: Numerical methods i n B a v e s i a n S t a t i s t i c s 
1.1. The r o l e o f Numerical i n t e g r a t i o n i n B a v e s i a n S t a t i s t i c s 
1.1.^ jntroductHon 
A major impediment to many p r a c t i c a l a p p l i c a t i o n s of B a y e s i a n methods 
i s the d i f f i c u l t y i n e v a l u a t i n g the v a r i o u s i n t e g r a l s r e q u i r e d . T h i s 
has l e d to much r e s e a r c h i n t o n u m e r i c a l methods of i n t e g r a t i o n f o r 
B a y e s i a n a n a l y s i s on which t h i s t h e s i s i s f o c u s s e d . T h i s c h a p t e r i s 
concerned w i t h the d e s c r i p t i o n o f the B a y e s i a n paradigm, the t e c h n i c a l 
d i f f i c u l t i e s encountered i n i t s p r a c t i c a l a p p l i c a t i o n , the need f o r 
i t s n u m e r i c a l implementation, and the n u m e r i c a l methods c u r r e n t l y i n 
use. The remainder o f t h i s - s e c t i o n c o n t a i n s a b r i e f summary o f the 
B a y e s i a n paradigm h i g h l i g h t i n g the need f o r i t s nu m e r i c a l 
implementation. The i n t e n t i o n i s to f i x n o t a t i o n and i n t r o d u c e 
d e f i n i t i o n s to be used i n subsequent s e c t i o n s r a t h e r than to g i v e 
d e t a i l e d account or mathematical r i g o u r . For more d e t a i l s , some 
s t a n d a r d textbooks a r e g i v e n a s r e f e r e n c e s throughout t h i s s e c t i o n . I n 
s e c t i o n 1.2 we g i v e a b r i e f account o f the e x t e n s i v e l y used q u a d r a t u r e 
s t r a t e g y i n t r o d u c e d by N a y l o r and Smith ( 1 9 8 2 ) . See f o r example 
Naylor and Smith ( 1 9 8 8 a , b ) . I n s e c t i o n 1.3 we p r e s e n t o t h e r n u m e r i c a l 
i n t e g r a t i o n methods c u r r e n t l y i n use. I n p a r t i c u l a r s p h e r i c a l r u l e s 
and Monte C a r l o methods a r e o u t l i n e d and t h e i r p r a c t i c a l d i f f i c u l t i e s 
a r e emphasised. F i n a l l y , we end t h i s c h a p t e r w i t h a b r i e f d e s c r i p t i o n 
of the imbedded sequences of i n t e g r a t i o n r u l e s and a d i s c u s s i o n o f the 
m o t i v a t i o n f o r the r e s e a r h work d e s c r i b e d i n the r e s t o f the t h e s i s . 
1 
1.1.2 The B a v e s i a n paradigm 
F o l l o w i n g N aylor and Smith ( 1 9 8 2 ) , we c o n s i d e r p a r a m e t r i c s t a t i s t i c a l 
models; g i v e n sample d a t a x g e n e r a t e d from the model we focus on the 
parameter v e c t o r - (^,....,^1^) assuming t h a t the model g i v e s r i s e 
to a w e l l d e f i n e d l i k e l i h o o d f u n c t i o n C(x;f) through w h i c h we r e c e i v e 
the i n f o r m a t i o n about d from the d a t a x. C h o i c e o f s u i t a b l e 
p a r a m e t r i c models, o f l i k e l i h o o d c o n s t r u c t i o n and i n t e r p r e t a t i o n a r e 
i s s u e s o f primary importance which have been d i s c u s s e d w i d e l y i n the 
s t a t i s t i c a l l i t e r a t u r e . See f o r example Cox and H i n k l e y ( 1 9 7 4 ) , 
H a r n e t t ( 1 9 8 2 ) . Adopting a B a y e s i a n approach we p l a c e p r o b a b i l i t i e s 
or p l a u s i b i l i t i e s on v a r i o u s 0 i n the form o f a known p r i o r d e n s i t y 
f u n c t i o n p(ff) . The c o n s t r u c t i o n and i n t e r p r e t a t i o n o f t h i s p r i o r has 
been the s u b j e c t of much debate i n the l i t e r a t u r e . See f o r example 
B a r n e t t ( 1 9 8 2 ) , Cox and H i n k l e y ( 1 9 7 4 ) , Box and T i a o ( 1 9 7 3 ) . Berger 
( 1 9 8 7 ) . 
Under the above assumptions Bayes* theorem c a n be a p p l i e d to update 
the p r i o r d e n s i t y f u n c t i o n v i a i n f o r m a t i o n o f the d a t a to o b t a i n the 
j o i n t p o s t e r i o r d e n s i t y 
C(x;9)p(e)dfl 
where Ej^ i s the k-dimensional E u c l i d e a n s p a c e . 
T h e . p o s t e r i o r d e n s i t y as e x p r e s s e d i n ( 1 . 1 ) i s r e g a r d e d as a complete 
d e s c r i p t i o n of what i s known about $ from the p r i o r i n f o r m a t i o n and 
the d a t a . I t t h e r e f o r e p r o v i d e s the b a s i s f o r i n f e r e n c e s about 0. 
I f we a r e i n t e r e s t e d i n a su b s e t o f d, 
( 1 . 2 ) 
where I - ( 1 , 2 . . . . , r ) c ( 1 , 2 . . . . . k ) , 
then we can o b t a i n the marginal p o s t e r i o r d e n s i t y o f §1 s i m p l y b j 
i n t e g r a t i n g over ffj, the complement o f 5 | w i t h r e s p e c t t o 0. Thus, we 
have 
P(£l/X) 
^ k - r 
( 1 . 3 ) 
P o s t e r i o r e x p e c t a t i o n s , s u c h a s p o s t e r i o r means v a r i a n c e s or 
c o v a r i a n c e s as w e l l as p r e d i c t i v e d e n s i t i e s , c an t h e n be d e r i v e d . 
Many o f the i n t e g r a l s r e q u i r e d i n B a y e s i a n a n a l y s i s c a n be w r i t t e n , 
perhaps a f t e r an i n i t i a l parameter t r a n s f o r m a t i o n , i n the form 
Si(q(£)) - q(£)C(x;£).p(£)d£j 
E k - r 
( 1 . 4 ) 
w i t h a p p r o p r i a t e c h o i c e o f I and q(e) where S | i s w r i t t e n as S i f we 
have r-k i n ( 1 . 2 ) . 
For example. S ( l ) p r o v i d e s the n o r m a l i s i n g c o n s t a n t of the j o i n t 
p o s t e r i o r d e n s i t y ; S ( 0 ) / S ( 1 ) p r o v i d e s the p o s t e r i o r mean ^; 
S ( £ - m ) ^ ) / S ( l ) p r o v i d e s the p o s t e r i o r v a r i a n c e ; S ( p ( i / 0 ) ) / S ( 1 ) , where 
p(y/§) I s the d e n s i t y of the d i s t r i b u t i o n o f f u t u r e d a t a y, p r o v i d e s 
the p r e d i c t i v e d e n s i t y o f y. I n p r a c t i c e the need to e v a l u a t e the 
i n t e g r a l ( 1 . 4 ) , p a r t i c u l a r l y i n h i g h d i m e n s i o n s , p l a c e s a s e r i o u s 
t e c h n i c a l b a r r i e r to many a p p l i c a t i o n s . Attempts to a v o i d or overcome 
t h i s t e c h n i c a l b a r r i e r c a n u s e f u l l y be c l a s s i f i e d a s f o l l o w s . 
. r e s t r i c t i o n o f models to a s u i t a b l y t r a c t a b l e c l a s s . 
. a n a l y t i c a p p r o x i m a t i o n s ( u s u a l l y based on a s y m p t o t i c t h e o r y ) 
. n u m e r i c a l a pproximations ( i n c l u d i n g Monte-Carlo methods) 
I n the remainder o f t h i s s e c t i o n we g i v e a b r i e f o v e r v i e w o f e a c h of 
t h e s e i n t u r n . 
1,1,3 fies^rHct^d modeU 
I*" 2(^;^) and p(^) belong to e x p o n e n t i a l and c o n j u g a t e f a m i l y 
r e s p e c t i v e l y , the i n t e g r a l ( 1 . 4 ) c a n be e v a l u a t e d a n a l y t i c a l l y . For 
more d e t a i l s and examples, see L i n d l e y ( 1 9 7 2 ) , Cox and H i n k l e y ( 1 9 7 4 ) , 
Box and T i a o ( 1 9 7 3 ) . However, the use o f l i k e l i h o o d w i t h i n the 
e x p o n e n t i a l f a m i l y and c o n j u g a t e p r i o r s o f t e n r e p r e s e n t s an 
u n r e a l i s t i c a l l y s i m p l i s t i c approach. Notable c a s e s where t h i s 
approach f a i l s a r e when c e n s o r i n g or group e f f e c t s o r o u t l i e r s a r e 
e n c o u n t e r e d i n the d a t a . Moreover, the c h o i c e s o f the p o p u l a t i o n and 
p r i o r d e n s i t i e s a r e v e r y o f t e n r e s t r i c t e d to p a r t i c u l a r p a r a m e t r i c 
f a m i l i e s or a r e s e l e c t e d from an e n r i c h e d f a m i l y f o r r e a s o n s o f 
a n a l y t i c c o n v e n i e n c e . T h i s i s an e s s e n t i a l d i s a d v a n t a g e because i t 
e l i m i n a t e s important b e n e f i t s o f the B a y e s i a n approach and the 
v a l i d i t y o f the paradigm a s d e s c r i b e d i n ( 1 . 1 ) - ( 1 . 4 ) . 
1.1.4 A n a l y t i c a p p r o x i m a t i o n s 
A n a l y t i c a p p r o x i m a t i o n s based on a s y m p t o t i c t h e o r y have r e c e i v e d 
c o n s i d e r a b l e a t t e n t i o n i n the l i t e r a t u r e . I n e s s e n c e , the t h e o r y 
shows t h a t , under c e r t a i n r e g u l a r i t y c o n d i t i o n s and f o r l a r g e samples, 
the p o s t e r i o r d i s t r i b u t i o n o f 6 i s a p p r o x i m a t e l y 
where d i s the maximum l i k e l i h o o d v e c t o r and E"^ has elements 
-a2CnC(x;e) 
^ 5 ' ' ) i j g j r y ^ — 
These r e s u l t s , which resemble the a s y m p t o t i c r e s u l t s f o r maximum 
l i k e l i h o o d i n f e r e n c e , l e a d to co n v e n i e n t approximate s o l u t i o n s t o the 
problem f o r l a r g e samples. For d e t a i l s o f t y p i c a l r e g u l a r i t y 
c o n d i t i o n s see Walker ( 1 9 6 9 ) , Le Cam ( 1 9 7 0 ) , Dawid (1970) and Heycle 
t 
and Johnson ( 1 9 7 9 ) . The major d i f f i c u l t y w i t h s o l u t i o n s based on 
A 
a s y m p t o t i c p r o p e r t i e s i s t h a t o f c h e c k i n g the assumption o f 
approximate n o r m a l i t y p a r t i c u l a r l y when d e a l i n g w i t h a complex, 
m u l t i p a r a m e t e r problem. See Smith and N a y l o r (1987) f o r a c a s e - s t u d y 
i l l u s t r a t i o n o f the problem. 
At the time of w r i t i n g , the u l t i m a t e a n a l y t i c t r e a t m e n t i n B a y e s i a n 
a n a l y s i s i s the method s u g g e s t e d by T i e r n e y and Kadane ( 1 9 8 6 ) . see 
a l s o K a s s et a/. (1989) and T i e r n e y et a l . ( 1 9 8 7 ) . T h i s r e q u i r e s the 
e v a l u a t i o n o f f i r s t and second d e r i v a t i v e s o f s l i g h t l y m o d i f i e d 
l i k e l i h o o d f u n c t i o n s . Other a s y m p t o t i c a p p r o x i m a t i o n s o f p a r t i c u l a r 
I n t e r e s t a r e due to Johnson ( 1 9 7 0 ) , L i n d l e y ( 1 9 8 0 ) . 
The p r a c t i c a l p o t e n t i a l o f the a n a l y t i c methods depends c l e a r l y on the 
c o n t e x t i n which a p a r t i c u l a r t a s k i s t o be performed. I f we a r e 
d e a l i n g w i t h a s p e c i f i c a p p l i c a t i o n where the t a s k i s to be performed 
r e p e a t e d l y , an a n a l y t i c a p p r o x i m a t i o n w i t h a d e t a i l e d a n a l y s i s o f i t s 
a c c u r a c y i s probably p r e f e r a b l e to r e p e a t e d use o f n u m e r i c a l methods. 
On the o t h e r hand, p e r f o r m i n g a d e t a i l e d a n a l y t i c a l s t u d y i n an 
o n e - o f f s i t u a t i o n i s u n r e a s o n a b l e , i f not beyond the scope o f many 
p r a c t i t i o n e r s . T h i s c o u l d happen i n a t y p i c a l a n a l y s i s problem i n 
which the s t a t i s t i c i a n might have a r e s t r i c t e d time f o r the a n a l y s i s . 
T h i s i s where the need of a g e n e r a l purpose n u m e r i c a l i n t e g r a t i o n 
s t r a t e g y i s c a l l e d f o r . I n a d d i t i o n , a s Smith et a l . (1985) p o i n t 
out, a l l forms o f a n a l y t i c a p p r o x i m a t i o n s r e q u i r e e m p i r i c a l v a l i d a t i o n 
i n s p e c i f i c a r e a s o f a p p l i c a t i o n and at p r e s e n t we need the n u m e r i c a l 
approaches even f o r the purpose o f Judging the power o f a n a l y t i c 
approximat i o n s . 
1.1.5 Numerical methods 
Numerical methods have r e c e n t l y been i n t r o d u c e d to cope w i t h the 
a n a l y t i c i n t r a c t a b i l i t y which o f t e n o c c u r s i n B a y e s i a n s t a t i s t i c s . 
R e i l l y (1976) gave an e a r l y example o f n u m e r i c a l i n t e g r a t i o n i n 
B a y e s i a n a n a l y s i s . He used a l a r g e number o f g r i d p o i n t s to e v a l u a t e 
the f u n c t i o n and approximated the i n t e g r a l needed as a summation o f 
p o i n t v a l u e s . T h i s crude method needs a v e r y l a r g e number o f f u n c t i o n 
e v a l u a t i o n s , e s p e c i a l l y as the number o f p a r a m e t e r s i n c r e a s e s . 
Moreover, the c h o i c e of l o c a t i o n and s i z e o f g r i d i s a s u b j e c t i v e 
p r o c e s s which may i n v o l v e a c o n s i d e r a b l e amount o f labour and 
computat i o n . 
Dagenais and Liem (1981) have d e s c r i b e d a p r o c e d u r e i n which 
u n i v a r i a t e marginal d e n s i t i e s can be approximated u s i n g s u c c e s s i v e 
t r a n s f o r m a t i o n s o f 0, t o g e t h e r w i t h r e s u l t s o f the a s sumption of 
a s y m p t o t i c n o r m a l i t y and a d d i t i o n a l t r a n s f o r m a t i o n s proposed by 
Johnson ( 1 9 4 9 ) . Subsequently, i n f e r e n c e s about the o r i g i n a l parameter 
s e t a r e made by i n v e r t i n g a l l the t r a n s f o r m a t i o n s used. 
N a y l o r and Smith (1982) i n t r o d u c e d the f i r s t g e n e r a l purpose s t r a t e g y 
f o r n u m e r i c a l i n t e g r a t i o n i n B a y e s i a n a n a l y s i s u s i n g G a u s s i a n 
q u a d r a t u r e to e v a l u a t e e f f i c i e n t l y i n t e g r a l s of the form ( 1 . 4 ) f o r a 
wide range o f problems. The method has been r e f i n e d c o n s i d e r a b l y ( s e e 
Smith et al ( 1 9 8 5 ) . Smith et at ( 1 9 8 7 ) ) s i n c e s t r a t e g i e s c o p i n g w i t h 
m u l t i - d i m e n s i o n a l problems and g r a p h i c a l d i s p l a y s have been p r e s e n t e d . 
The method has been implemented by the Nottingham S t a t i s t i c s group 
and a computer package c a l l e d 'BAYESFOUR*. See N a y l o r and Shaw 
( 1 9 8 5 ) , (1988) f o r d e t a i l s . S e c t i o n 1.2 i s c o n c e r n e d w i t h a b r i e f 
r e v i e w o f the method. 
1.2 The I t e r a t i v e a l f f o r i t h m o f N a v l o r and Smith 
A major breakthrough towards the r o u t i n e i m p l e m e n t a t i o n o f the 
B a y e s i a n paradigm has been the i t e r a t i v e a l g o r i t h m s u g g e s t e d by Naylor 
and Smith ( 1 9 8 2 ) . The second c h a p t e r o f t h i s t h e s i s c o n t a i n s a 
d e t a i l e d d e s c r i p t i o n of the a l g o r i t h m , but a b r i e f summary i s i n c l u d e d 
h e r e . 
The i t e r a t i v e q u a d r a t u r e s t r a t e g y e x p l o i t s the a s y m p t o t i c normal form 
o f the l i k e l i h o o d and employs a t r a n s f o r m a t i o n o f the parameter v e c t o r 
to a parameter which has, at l e a s t a p p r o x i m a t e l y , z e r o mean and 
i d e n t i t y v a r i a n c e - c o v a r i a n c e m a t r i x . T h i s t r a n s f o r m a t i o n i s a c h i e v e d 
through e s t i m a t e s of f i r s t and second moments which i n t u r n have been 
d e r i v e d from p r e v i o u s i t e r a t i o n s . I n each i t e r a t i o n , a p p r o x i m a t i o n s 
to p o s t e r i o r moments and n o r m a l i s i n g c o n s t a n t s c an be c a l c u l a t e d u s i n g 
G a u s s i a n product q u a d r a t u r e formulae. The i t e r a t i v e a l g o r i t h m i s 
c o n t i n u e d u n t i l s t a b l e answers a r e o b t a i n e d f o r the r e q u i r e d i n t e g r a l s 
between s u c c e s s i v e i t e r a t i o n s . 
The method of Na y l o r and Smith opened a new f i e l d i n the a r e a o f 
B a y e s i a n a n a l y s i s making p o s s i b l e the c a l c u l a t i o n and r e c o n s t r u c t i o n 
o f p o s t e r i o r j o i n t o r marginal d e n s i t i e s w i t h r e a l i s t i c s t a t i s t i c a l 
models and p r i o r d i s t r i b u t i o n s . I t p r o v i d e d the u s e r o f the B a y e s i a n 
paradigm w i t h the n e c e s s a r y t o o l s to e x p l o i t the wide range of o p t i o n s 
o f f e r e d to him, such a s model s e n s i t i v i t y and rob u s t i n f e r e n c e . 
However, the above i t e r a t i o n scheme imposes s e v e r a l r e s t r i c t i o n s ; i t 
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r e q u i r e s an i n i t i a l t r a n s f o r m a t i o n o f the p a r a m e t e r s to n o r m a l i t y , i n 
c a s e s where the a s y m p t o t i c assumptions a r e not v a l i d . Moreover, when 
the dimensions a r e high, ( t y p i c a l l y 5 o r more), the G a u s s i a n 
q u a d r a t u r e formulae r e q u i r e an enormous number o f f u n c t i o n 
e v a l u a t i o n s . 
U Other n u m e r i c a l i n t e f ^ r a t l o n s t r a t e f i l e s 
1.3.1 S p h e r i c a l r u l e s 
Naylor and Smith (1982,1988b) have mentioned the p o s s i b l e use of 
s p h e r i c a l r u l e s i n h i g h dimensions where product r u l e s a r e too 
e x p e n s i v e . These r u l e s a r e more economical t h a n product r u l e s i n the 
s e n s e t h a t , f o r g i v e n a number o f p o i n t s , t h e y a r e o f g r e a t e r 
p r e c i s i o n t han product r u l e s ( s e e N a y l o r and Smith (1988b) t a b l e 1 ) . 
The s p h e r i c a l r u l e s a r e based on the o b s e r v a t i o n t h a t , i f we make the 
t r a n s f o r m a t i o n 6 to yp where 
$1 - r c o s ^ l ^ _ i c o s ^ l ^ _ 2 • • • ^ °s^2*^°s^l 
$2 * r c o s ^ l ^ _ i c o s ^ [ ^ . 2 * • •^°s\^'2^'"\^l 
^3 rcos\^l^_lcos^(^_2 • • • s ' "\^ '2 
^k - r s i n ^ t k - l , 
then we can w r i t e the i n t e g r a l ( 4 ) as a product o f i n t e g r a l s o f the 
form 
c o s ( ^ i ) ^* ( s i n ^ i ) ^'^ d^Pi i - 1 k-1 
and 
( r ^ ) " " " ^ e x p ( - r 2 ) dr 
f o r some a j b|, c. 
These r u l e s , d e s c r i b e d i n d e t a i l i n Stroud (1971, s e c t i o n s 2.6,2.7), 
have been embodied i n 'BAYESFOUR' (see Naylor and Shaw (1985) ) f o r 
k^4 i n ( 1 . 4 ) . 
I n t u i t i v e l y , we might expect these s p h e r i c a l r u l e s which r e f l e c t the 
s p h e r i c a l symmetry o f the p o s t e r i o r d e n s i t y f u n c t i o n t o perform b e t t e r 
than product r u l e s . U n f o r t u n a t e l y , t h e r e are c e r t a i n l i m i t a t i o n s t o 
the use o f s p h e r i c a l r u l e s . There are few h i g h p r e c i s i o n r u l e s 
w i t h p o s i t i v e weights. For i n s t a n c e , o n l y r u l e s up t o degree seven 
are used i n BAYESFOUR (See Stroud (1971), page 317-319, r u l e s £^ 
:5-3 and Ep :7-2). Another disadvantage o f the s p h e r i c a l r u l e s i s 
be 
t h a t marginal or j o i n t p o s t e r i o r d e n s i t i e s cannot r e a d i l y d e r i v e d . A 
A 
way o f overcoming t h i s , i s t o mix i n t e g r a t i o n s t a t e g i e s as d e s c r i b e d 
i n Naylor and Smith (1989b, s e c t . 6 ) . Hence, some parameters can be 
t r e a t e d using product r u l e s w h i l e the o t h e r ( n u i s a n c e ) parameters are 
d e a l t w i t h by s p h e r i c a l r u l e s . Of course, the choice o f ' i n t e r e s t i n g ' 
and 'nuisance' parameters can var y between i t e r a t i o n s so marginal 
summarisat ions can be d e r i v e d f o r a large number o f parameters. 
10 
1.3.2 SampHni^ based methods 
Another way t o economize the number o f f u n c t i o n e v a l u a t i o n s when 
d e a l i n g w i t h h i g h dimensions i n (1.4) i s t o adopt a Monte C a r l o 
approach. This method has been used e x t e n s i v e l y i n the c o n t e x t o f 
Bayesian a n a l y s i s over the l a s t two decades. See Stewart and Johnson 
(1972), Stewart (1979, 1983). Kloeck and van D i j k ( 1 9 7 8 ) , and van D i j k 
and Kloek (1980, 1984), Shaw (1988). The general approach proceeds as 
f o l l o w s . Suppose i t i s p o s s i b l e t o generate an i . i . d . sequence o f 
random v a r i a b l e s t£, .£2•••*'^m' having common d e n s i t y 
h(^) > 0. The Monte-Carlo approach then approximates S [ ( q ( d ) ) i n 
(1.4) by 
S(q(e)) - I q(£i)w(£i) 
i - i 
where w(d^) - ) . p(5 ^  )/h(i9 j ) . The d e n s i t y h(d) i s c a l l e d the 
importance f u n c t i o n and the process o f g e n e r a t i n g a c c o r d i n g t o h i s 
c a l l e d importance sampling. The e f f i c i e n c y o f the method depends 
c l e a r l y on the choice o f a s u i t a b l e importance f u n c t i o n . I d e a l l y , 
h ( 0 ) should be chosen t o resemble q(£) and t o a l l o w the ^ j ' s t o be 
generated e a s i l y . See Hammersley and Handscomb (1 9 6 4 ) , and R u b i n s t e i n 
(1981) f o r more d e t a i l s . I n p r a c t i c e , i t i s p o s s i b l e t o e s t i m a t e 
s i m u l t a n e o u s l y many S(q(£)) f o r d i f f e r e n t q(i^) u s i n g the same sample 
{^,,^2 . This i s achieved by choosing h(£) t o have a s i m i l a r 
shape w i t h qidj but w i t h h e a v i e r t a i l s , f o l l o w e d by the use o f a 
s u i t a b l y 'uniform' c o n f i g u r a t i o n on p o i n t s i n the k-dimensional 
hypercube. 
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A c l a s s o f u n i v a r i a t e d i s t r i b u t i o n s which p r o v i d e a f l e x i b l e set o f 
d i s t r i b u t i o n a l shapes, and hence a f a m i l y o f ' s u i t a b l e ' d e n s i t i e s h ( 9 ) 
I s g i v e n by Shaw (1986a). The problem o f s p e c i f i c a t i o n o f 'uniform' 
c o n f i g u r a t i o n s o f p o i n t s i n the k-dimensional hypercube has s t u d i e d by 
Shaw (1988). Smith et a/. (1987) and Naylor and Smith (1988b) 
d e s c r i b e an i t e r a t i v e importance sampling s t r a t e g y which has been 
embodied i n BAYESFOUR; t h i s i s recommended f o r use on a l l problems 
w i t h 9 or more parameters. See Naylor and Shaw (1985) f o r more 
d e t a i l s on use o f Monte Ca r l o methods i n BAYESFOUR. 
Considerable o b j e c t i o n s are made t o Monte C a r l o methods on the grounds 
t h a t they add random v a r i a t i o n and ignore i n f o r m a t i o n such as the 
p o s i t i o n o f the generated nodes. See Bacon-Shone's comments i n the 
d i s c u s s i o n t o van D i j k and Kloek (1985) and O'Hagan (1987). 
Very r e c e n t l y , Celfand and Smith (1988) d e s c r i b e d sampling-based 
approaches t o c a l c u l a t i n g marginal d e n s i t i e s and C e l f a n d et al. (1989) 
d e s c r i b e d how the Gibbs sampler can be used e f f e c t i v e l y t o o b t a i n 
i n f e r e n c e summaries i n a range o f normal data models. Chapter 6 o f 
t h i s t h e s i s i s devoted t o a p p l i c a t i o n s o f Gibbs sampling i n the large 
area o f Generalised l i n e a r models. This i n c l u d e s , among o t h e r t h i n g s , 
comparisons w i t h the numerical i n t e g r a t i o n approaches. We present 
here the basic steps o f the Gibbs sampling approach. 
The Gibbs sampler i s a Markovian u p d a t i n g scheme f o r the convergence 
o f a d e n s i t y , i n t r o d u c e d by Geman and Geman (1984). Given a j o i n t 
p o s t e r i o r d e n s i t y p(£ix), f u n c t i o n a l forms o f the k u n i v a r i a t e 
c o n d i t i o n a l d e n s i t i e s can be r e a d i l y w r i t t e n down, at leas t up to 
p r o p o r t i o n a l i t y . I f these d e n s i t i e s are denoted by 
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P(52"^l .^3 ^k) 
(1.5) 
P ( ^ k l ^ l ' ^ 2 ^k>-
then the Gibbs sampling a l g o r i t h m proceeds as f o l l o w s : Choose i n i t i a l 
v alues f o r 02^^^t^3^^^»•••.^k^^^ generate a value d\^^^ from the 
c o n d i t i o n a l d e n s i t y 
P(flll92(°>.fl3(°) "k^^^) 
S i m i l a r l y , generate a value ^2^^^ from the c o n d i t i o n a l d e n s i t y 
and c o n t i n u e up t o the value ^ i ^ ^ ^ ^ from the c o n d i t i o n a l 
p(e^\e^Ohe2<'^^ ^ k - i ^ ^ ^ ) -
Then, the new r e a l i s a t i o n o f e g i v e n by e^^^ can be u t i l i s e d and the 
above process repeated, say m time s , p r o d u c i n g 6^^^^. F o l l o w i n g Geman 
and Geman (1984). under m i l d c o n d i t i o n s . 
^i^'n) ^ ^ p ( ^ i ) 
and t h e r e f o r e , f o r ra large enough, 5 j ("») can be regarded as a 
s i m u l a t e d o b s e r v a t i o n from p ( f f j ) . the marginal d i s t r i b u t i o n o f . 
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R e p l i c a t i o n o f the above process t times produces t s e t s o f parameter 
val u e s , ( i j ^ " " ^ , j - 1 . t ) , and thus f o r each element o f £ we o b t a i n a 
s i m u l a t e d sample w i t h s i z e t from i t s m a r g i n a l d e n s i t y . Values f o r 
t h i s marginal d e n s i t y can be c a l c u l a t e d u s i n g e i t h e r a k e r n e l d e n s i t y 
e s t i m a t e (see Silverman (1986) ) or by a v e r a g i n g over the c o n d i t i o n a l 
d e n s i t y : 
1 t 
p ( 0 j ) « I P ( 5 i l i j ^ " > ) 
t j - 1 
where ' denotes the complement o f i n 6_. 
Proponents o f the above i t e r a t i v e a l g o r i t h m do not g e n e r a l l y c l a i m 
t h a t i t competes w i t h o t h e r methods i n terms o f e f f i c i e n c y , b u t , i t 
p r o v i d e s a method which i s simple t o implement and which e x p l o i t s 
s t r u c t u r a l i n f o r m a t i o n g i v e n by ( 1 . 5 ) . I t has been demonstrated t h a t 
the method can be used s u c c e s s f u l l y i n o t h e r w i s e n u m e r i c a l l y (and 
a n a l y t i c a l l y ) i n t r a c t a b l e problems (see f o r example GeIfand 
et a/. ( 1 9 8 9 ) ) . At the time o f w r i t i n g , i t seems t h a t p o t e n t i a l 
improvements are expected towards the d i r e c t i o n o f a general purpose 
numerical r o u t i n e s f o r the implementation o f the Bayesian paradigm 
using the Gibbs sampler (see a l s o H i l l s (1989),Smith and GeIfand 
(1990) ) . 
1.4 Imbedded sequences o f i n t e g r a t i o n r u l e s 
This t h e s i s d e s c r i b e s how imbedded sequences o f p o s i t i v e i n t e r p o l a t o r y 
i n t e g r a t i o n r u l e s ( P I I R * s ) , o b t a i n e d from Causs-Hermite product r u l e s , 
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can be a p p l i e d i n Bayesian a n a l y s i s . These imbedded sequences are 
v e r y promising f o r two major reasons. F i r s t l y , t h e y p r o v i d e a r i c h 
c l a s s o f s p a t i a l l y d i s t r i b u t e d r u l e s which are p a r t i c u l a r l y u s e f u l i n 
h i g h dimensions. Secondly, they p r o v i d e a way o f producing more 
e f f i c i e n t i n t e g r a t i o n s t r a t e g i e s by e n a b l i n g a p p r o x i m a t i o n s t o be 
updated s e q u e n t i a l l y , by the a d d i t i o n o f new nodes at each st e p r a t h e r 
than by changing t o a c o m p l e t e l y new set o f nodes. Moreover, as 
p o i n t s are added successive r u l e s change n a t u r a l l y from s p a t i a l l y 
d i s t r i b u t e d non-product r u l e s t o product r u l e s . T h i s f e a t u r e i s 
p a r t i c u l a r l y a t t r a c t i v e when the r u l e s are used f o r the e v a l u a t i o n o f 
marginal p o s t e r i o r d e n s i t i e s . The basic t h e o r y o f these r u l e s i s 
de s c r i b e d i n chapters 3 and 4, and a suggested i n t e g r a t i o n s t r a t e g y i s 
proposed i n chapter 5. 
1.5. Discussion 
...It is therefore surely no longer acceptable, neither from an 
intellectual nor a public re lat ions • perspect ive, simply to proclaim 
and demonstrate, in the theoret ical domain, the inevitabiIity or 
desirability of the Bayesian position without following the enterprise 
through to provide the appropriate tools in the practical domain. 
A.F.M. Smith (1988) 
Vast amounts o f research over the l a s t decade have been d i r e c t e d 
torwards the development o f a general purpose s o f t w a r e package f o r 
Bayesian a n a l y s i s which can be used r o u t i n e l y by data a n a l y s t s . 
E f f i c i e n t methods o f numerical i n t e g r a t i o n and a p p r o x i m a t i o n have been 
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developed and these have been reviewed i n t h i s c h a p t e r . The t e c h n i c a l 
implementation c l e a r l y depends oh the a b i l i t y t o c a l c u l a t e the forms 
o f i n t e g r a l s as i n (1.4) f o r any g i v e n l i k e l i h o o d and p r i o r 
speci f i c a t I o n s . 
These methods, however, a l l have t h e i r drawbacks; r e s t r i c t e d model 
choices f o r a n a l y t i c a p p r o x i m a t i o n s ; l a c k o f high-degree s p h e r i c a l 
r u l e s ; choice o f a p p r o p r i a t e importance f u n c t i o n s and sampling r u l e s 
f o r Monte Carlo methods; expensive and o f t e n i m p r a c t i c a b l e 
high-dimensional product i n t e g r a t i o n . I t was t h e r e f o r e intended t h a t 
the research program should f o l l o w the avenue o f d e v e l o p i n g numerical 
methods f o r Bayesian a n a l y s i s which overcome some o f these drawbacks. 
I n the f o l l o w i n g c h a p t e r s , an e x t e n s i v e review o f the r e l e v a n t 
l i t e r a t u r e i n numerical i n t e g r a t i o n i s c a r r i e d o u t , and a new 
quadrature s t r a t e g y , based on Imbedded sequences o f p o s i t i v e 
i n t e r p o l a t o r y i n t e g r a t i o n r u l e s (see s e c t i o n 1.4) I s suggested. 
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Chanter 2: A P D l l c a t i o n s o f the q u a d r a t u r e s t r a t e g y of N a v l o r and Smith 
2.1 I n t r o d u c t i o n 
Widespread a p p l i c a t i o n s o f the a d a p t i v e i n t e g r a t i o n s t r a t e g y 
i n t r o d u c e d by Naylor and Smith (1982) have been documented i n the 
l i t e r a t u r e , see Table 2.1. These i l l u s t r a t e the r i c h v a r i e t y o f 
a p p l i c a t i o n s wich have been d e a l t w i t h and the p r a c t i c a l importance o f 
the s t r a t e g y . Here we d e s c r i b e t h i s s t r a t e g y and review r e a l 
a p p l i c a t i o n s h i g h l i g h t i n g some o f t h e i r important aspects. 
I n s e c t i o n 2.2 we g i v e a d e t a i l e d account o f the a d a p t i v e i n t e g r a t i o n 
s t r a t e g y . The f o l l o w i n g s e c t i o n then g i v e s a simple a p p l i c a t i o n oF 
the i t e r a t i v e s t r a t e g y , u s i n g BAYESFOUR. This example i n t r o d u c e d by 
R e i l l y (1976) and was reanalysed by Naylor and Smith (1982). 
Although i t has been noted i n the l i t e r a t u r e t h a t the numerical 
s t r a t e g y can be a p p l i e d i n c o n j u c t i o n w i t h a n a l y t i c i n t e g r a t i o n over a 
subset o f the parameter space, t h e r e i s l a c k o f p u b l i s h e d examples i n 
which t h i s approach i s used. I n s e c t i o n 2.4 we i l l u s t r a t e u s i n g r e a l 
data a two parameter problem analysed u s i n g a n a l y t i c a l and numerical 
i n t e g r a t i o n . 
F i n a l l y , i n s e c t i o n 2,5 o f t h i s c h a p t e r , we d e s c r i b e an experimental 




P u b l i c a t i o n s w i t h a p p l i c a t i o n s o f the method by Naylor and Smith 
(1982) 
Reference A p p l i c a t i o n area Dimens ions 




Smith and Naylor (1987) 












S t a n f o r d Heart T r a n s p l a n t data 
Regression w i t h censored data 
C l i n i c a l Chemistry 
A r c h e o l o g i c a l data -
Haavelmo's consumption model 
D i r e c t i o n a l d i s e q u i l i b r i u m model 
3 parameter W e i b u l l d i s t r i b u t i o n 
P r o b i t a n a l y s i s 
Non-Iinear r e g r e s s i o n 
Regression w i t h propor. hazards 
Bayesian a l t e r n a t i v e s t o t - t e s t s 
A n a l y s i s o f v a r i a n c e 
Box Jenkins models 
Sp l i n e l o g i s t i c r e g r e s s i o n model 
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2.2 The i t e r a t i v e quadrature s t r a t e g y o f Navlor and Smith (1982) 
2.2.1 Genaral f o r m u l a t i o n 
The i t e r a t i v e quadrature s t r a t e g y o f Naylor and Smith (1982) e x p l o i t s 
the asymptotic normal form o f the l i k e l i h o o d u s i n g , where a p p r o p r i a t e , 
parameter t r a n s f o r m a t i o n s t o improve the a s y m p t o t i c n o r m a l i t y ; f o r 
example, a v a r i a n c e can be repa r a m e t e r i s e d t o logcr^; a p r o p o r t i o n p 
(0<p<l) t o l o g ( p / ( l - p ) ) . See H i l l s (1989) f o r more d e t a i l s . The 
asymptotic theory enables the argument o f (1.4) to be expressed i n 
terms o f the product 
h ( i ) . n ( f l ; i e , D (2.1) 
where n(±;^,Z) i s the d-dimensional normal d e n s i t y w i t h mean sa and 
covariance m a t r i x E and where under a p p r o p r i a t e c o n d i t i o n s h(£) i s a 
s u i t a b l e w e l l behaved f u n c t i o n . For assumed £ a l i n e a r 
t r a n s f o r m a t i o n o f 6. to a d-dimens i o n a l v e c t o r x leads t o the 
st a n d a r d i z e d form 
S ( q ( f l ) ) - I f - f ( x ) e ' " d x . 
This I n t e g r a l i s amenable to a p p r o x i m a t i o n by s t a n d a r d quadrature 
formulae o f the form 
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m 
Q^f - ^ w i f ( x i ) (2.2) 
1-1 
where W| are the weights and the X j ' s are the nodes o f the formula Q^. 
degree o f p r e c i s i o n 
I t i s common i n the numerical a n a l y s i s c o n t e x t t o t e s t the power o f an 
i n t e g r a t i o n formula such as (2.2) by r e f e r r i n g t o the 'degree' o f the 
formula or o f the i n t e g r a t i o n r u l e . Hence, b e f o r e we proceed f u r t h e r 
we s t a t e here the d e f i n i t i o n o f the degree o f the r u l e : 
A rule of the form (2.2) is said to be a degree p (or precision p or 
degree of exactness p) if is exact for all monomials of degree p or 
d a. 
less (i.e. if it is exact for all monomials U ' with 
/ - I 
.^^a/ < p) and there is at least one monomial of degree p+/ for 
which it is not exact. 
We mention here t h a t comparison o f i n t e g r a t i o n r u l e s merely i n terms 
o f t h e i r p r e c i s i o n , as f o r example i n Naylor and Smith (1988b, t a b l e 
1 ) , can be m i s l e a d i n g . Rablnowitz and R i c h t e r (1969) note chat 
product r u l e s can be equal or even s u p e r i o r t o non-product r u l e s w i t h 
h i g h e r degree. This happens because product r u l e s o f degree p can 
d a, 
can i n t e g r a t e a l l monomials w i t h terms.[T^Xj w i t h a j < p and not o n l y 
n 
these monomials f o r which E a j <p. For more d e t a i l s , see Mantel and 
i - 1 
Rabinowitz (1977) who g i v e d e f i n i t i o n s o f ' o p t i m a l ' or 'minimal' 
r u l e s . Having g i v e n a b r i e f o u t l i n e o f the general s t r u c t u r e o f the 
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procedure we proceed t o look at the one dimensional case i n d e t a i l . 
T h i s i s then f o l l o w e d by a d e t a i l e d d e s c r i p t i o n o f the g e n e r a l i s a t i o n 
t o d dimensions. 
2,2,1.1. l-d<meps]lonall case 
Using Gauss-Hermite quadrature r u l e s , we can approximate u n i v a r i a t e 
i n t e g r a l s o f the type 
e " ' ' f ( t ) dt (2.3) 
by 
n I W j f ( t i ) (2.4) 
1-1 
The e r r o r i n t h i s i s g i v e n by 
n! yir 
En f ( 2 n ) ( j ) . 
2 n (2n)! 
Thus the r u l e i s exact i f f ( t ) i s a polynomial o f degree 2n+l or l e s s . 
Moreover, the e r r o r w i l l be small whenever the h i g h o r d e r d e r i v a t i v e s 
o f f ( t ) are s u f f i c i e n t l y s m a l l . The nodes t j and the weights wj o f 
the r u l e (2.4) can be found i n books or can d e r i v e d u s i n g p u b l i s h e d 
programs. See Stroud and Secrest (1966) f o r a l i s t o f nodes and 
weights as w e l l as a FORTRAN program t o d e r i v e them. 
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I n Bayesian a n a l y s i s we seek t o e v a l u a t e i n t e g r a l s o f the form 
S ( q ( 0 ) q( f l ) C ( f f / d a t a ) p ( 0 ) d d 
For the purposes o f our e x p l a n a t i o n i t i s convenient t o w r i t e the 
above i n t e g r a l i n the form 
<\(0) I p(5)C(^/data)exp((^-M ) V 2 ^ r 2 ) ] exp(-(d-/i )2 /2a2) 
where ft and represent the p o s t e r i o r mean: and v a r i a n c e o f 6. 
Asymptotic theory p r e d i c t s t h a t , under s u i t a b l e c o n d i t i o n s , 
p($)Q(d/data) is p r o p o r t i o n a l t o a normal d e n s i t y w i t h mean ft and 
va r i a n c e a^- Thus, the ex p r e s s i o n w i t h i n ( ] should, under s u i t a b l e 
c o n d i t i o n s , be a s l o w l y v a r y i n g f u n c t i o n o f 6. Indeed, f o r exact 
n o r m a l i t y , the term w i t h i n [ ] w i l l be c o n s t a n t . 
T r a n s f o r m a t i o n t o an i n t e g r a l o f the form (2.3) by p u t t i n g 
t-'ie-n)/j(2a^) f o l l o w e d by a p p l i c a t i o n o f (2.4) y i e l d s the 
approximat i o n 
i - i 
( 2.5) 
where 
mj - Wjexp(ti2 ) y 2 a p ( 0 i)fi ( 0 i/data) 
0i - + j2at i 
(2.6) 
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The mj's, which i n v o l v e perhaps time consuming e v a l u a t i o n s o f the 
l i k e l i h o o d need o n l y be e v a l u a t e d once and can be a p p l i e d t o 
approximate S ( q ( . ) ) f o r v a r i o u s q ( . ) . 
Note t h a t (2.5) y i e l d s the approximations t o p o s t e r i o r e x p e c t a t i o n s o f 
the form 
S i ( q ( i ) ) 
E [ q ( 0 ) ] I P i q ( l i ) , I Pi - 1 
S i ( l ) i i 
where Pj - mj / I m j . The a p p r o x i m a t i o n o f the e x p e c t a t i o n s can be 
regarded as an a p p r o x i m a t i o n which r e p l a c e s concinous p o s t e r i o r 
d i s t r i b u t i o n s by a d i s c r e t e d i s t r i b u t i o n w i t h p r o b a b i l i t i e s 
Pl.P2.-.-.Pn p o i n t s ,^2,.... 
For i l l u s t r a t i v e purposes, we c o n s i d e r t h r e e p o s t e r i o r d i s t r i b u t i o n s : 
( i ) a s t a n d a r d normal d i s t r i b u t i o n , ( i i ) a t - d i s t r i b u t i o n w i t h 3 
degrees o f freedom and ( i l i ) a lognormal d i s t r i b u t i o n w i t h s c a l e and 
shape parameters equal t o 1. E x p e c t a t i o n s are then approximated by 
e x p e c t a t i o n s w i t h respect t o the d i s c r e t i s e d p o s t e r i o r d i s t r i b u t i o n 
( 2 . 5 ) . For the purpose o f these i l l u s t r a t i o n s the t r u e values o f the 
mean and v a r i a n c e were used f o r /i and a^. F i g u r e 2.2 I l l u s t r a t e s the 
d i s c r e t e d i s t r i b u t i o n s o b t a i n e d f o r each o f the t h r e e examples as 
d e r i v e d from ( 2 . 6 ) . An 8-point Causs-Hermite formula was used f o r the 
two former d i s t r i b u t i o n s and a 32-poInt formula f o r the l a t t e r . Note 
t h a t f o r the i n t e g r a t i o n o f the lognormal d e n s i t y f u n c t i o n a 
l o g - t r a n s f o r m a t i o n o f the parameter was a p p l i e d t o achieve n o r m a l i t y . 
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mj* - miexp(t i2+^+y2(rt i ) 
* - exp(ei) 
I t e r a t i o n over fi and a 
To use (2.5) we must s p e c i f y ft and a i n (2.6). The most commonly used 
method i s to g i v e s t a r t i n g values t o ft and a so t h a t the normal 
d e n s i t y i s 'close' to g ( t ) . These values may be the maximum 
l i k e l i h o o d e s t i m a t o r s as g i v e n i n s e c t i o n 1.1.4, or may be any o t h e r 
reasonable i n i t i a l e s t i m a t e s . Then we can i t e r a t e on (2.5), 
s u b s t i t u t i n g i n t o (2.6) e s t i m a t e s o f ft and taken as the p o s t e r i o r 
mean and v a r i a n c e r e s p e c t i v e l y , as g i v e n by ( i ) and ( i i ) 
( i ) ft - S(0)/S(1) 
( i i ) <T^ - S ( ( f l - M ) 2 ) / S ( l ) 
and o b t a i n e d u s i n g (2.5) based on p r e v i o u s values o f mj and 6. 
I n p r a c t i c e , the i t e r a t i v e process begins by i t e r a t i n g w i t h i n a coarse 
g r i d o f p o i n t s and proceeds t o the next s t e p by changing ft and 
and/or u s i n g a f i n e r g r i d . The i t e r a t i o n ends when the convergence i s 
s a t i s f a c t o r y w i t h i n and between each g r i d s i z e ( s ) . 
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2.2.1.2 M u l t i d i m e n s i o n a l case 
I n c a s es where h i g h e r d i m e n s i o n s need t o be c o n s i d e r e d , t h e method 
c a n be e x t e n d e d u s i n g a G a u s s - H e r m i t e p r o d u c t r u l e , 
q ( ^ l . e 2 ^ k ) f i ( ^ 1 . ^ 2 d k l d a t a ) p ( ^ l , 5 2 - • * . ^ k ) < l ^ l ^2 • • 
V ( k ) r ( 2 ) r ( k ) / ( 1 ) ( 2 ) ( 1 ) 
= 2 ™ i k - - - I ™i2 I rail q ( e i l . ^ i 2 » • • • . ^ i k > ( 2 . 7 ) 
where m j j ^ , j j c a n be f o u n d u s i n g ( 2 . 6 ) , s u b s t i t u t i n g t h e m a r g i n a l 
p o s t e r i o r mean and v a r i a n c e o f dj f o r / i and . The number o f nodes 
c a n be d i f f e r e n t f o r d i f f e r e n t components o f £. A f u r t h e r a s s u m p t i o n 
i m p l i c i t l y i n v o l v e d h e r e i s t h a t o f p o s t e r i o r i n d e p e n d e n c e . I n 
p r o b l e m s where t h i s a s s u m p t i o n i s n o t r e a s o n a b l e , a t r a n s f o r m a t i o n o f 
t h e p a r a m e t e r s i n f t o a new, a p p r o x i m a t e l y o r t h o g o n a l s e t o f 
p a r a m e t e r s can be a p p l i e d . T h i s i s a c h i e v e d by a p p l y i n g t h e 
t r a n s f o r m a t i o n o f t h e f o r m 
i\ - ^1 
i - 1 
j - 1 
, i - 2 , . . . ,k 
w i t h 
0 i j - -Gov ( 0 i , ^ j i x ) / V a r ( ^ j i x ) 
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FIGURE 2 . 1 : Flowchart showing the n u n e r l c a l I n t e g r a t i o n s t r a t e g y 
o f Naylor and S n i t h (1982) 
A 
I 
( i ) / I n i t i a l i s e v a l u e s ^ and £ I n ( 2 ) \ 
I = ^ 
( t i ) ' Define q u a d r a t u r e r u l e (Qmr) 
( i i i ) O r t h o g a n a l I s t n g c r a n s f o r m a t I o n C^*, ( I ' d i a g o n a l ) 
(iv) Center and s c a l e nodes and w e i g h t s I n ( 3 ) 
' \ 
( v ) 
A p p l y ( 3 ) t o o b t a i n new e s t i m a t e s 
S ( l ) . iC'. E' and r e q u i r e d p o s t e r i o r dens 11 l e s 
( v i ) 
I n v e r t t r a n s format I o n 
( v i i ) 
D i s p l a y and C and req u e s t e d 
p o s t e r i o r d e n s i t y v a l u e s 7 
Convergence 
I n c r e a s e D ( v i i i ) 
C 
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The f l o w c h a r t i n f i g u r e 2.1 shows t h e e s s e n t i a l s t e p s i n t h e i t e r a t i v e 
s t r a t e g y . At each s t a g e o f t h e a l g o r i t h m t h e t r a n s f o r m a t i o n i s 
r e c a l c u l a t e d a nd t h e u p d a t e d p o s t e r i o r moments a r e u s e d as a g u i d e t o 
t h e c o n v e r g e n c e . A key f e a t u r e o f t h e a p p r o a c h i s t h a t t h e same nodes 
and w e i g h t s c a n be used t o c a l c u l a t e n o r m i l i s i n g c o n s t a n t s , m a r g i n a l 
d e n s i t y v a l u e s and moments. T h i s l e a d s t o c o n s i d e r a b l e g a i n s i n 
e f f i c i e n c y . 
N a t u r a l l y , t h e above a p p r o a c h w o r k s most e f f i c i e n t l y f o r p o s t e r i o r 
d e n s i t i e s w h i c h a r e v e r y n e a r l y n o r m a l . The r e g u l a r i t y c o n d i t i o n s 
( Johnson ( 1 9 7 0 ) ) i n d i c a t e a c l a s s o f p r o b l e m s f o r w h i c h t h e b a s i c 
a s s u m p t i o n ( 2 . 1 ) i s v a l i d . I n a d d i t i o n , t h e s e c o n d i t i o n s a r e n o t 
c o n s i d e r e d t o be t h e 'weakest' a s s u m p t i o n s u n d e r w h i c h we c a n a c h i e v e 
such an e x p a n s i o n , and t h e method c a n have a t h e o r e t i c a l j u s t i f i c a t i o n 
t h a t p r o d u c e s s a t i s f a t o r y r e s u l t s f o r a w i d e r a n g e o f p r o b l e m s . 
M o r e o v e r , i n cases where no c o n s i s t e n t , c o n v e r g e n c e i s r e c o r d e d b e t w e e n 
i t e r a t i o n s , we c a n c o n c l u d e t h e a p p r o x i m a t i o n ( 2 . 1 ) i s i n a d e q u a t e . 
Thus, t h e method p r o v i d e s a ' f a i l s a f e ' s y s t e m i n t h a t p r o b l e m s 
o u t s i d e t h e c l a s s f o r w h i c h t h e method i s a p p r o p r i a t e w i 1 1 n o t p r o d u c e 
s a t i s f a c t o r y r e s u l t s . 
F or more t h a n 5 o r 6 p a r a m e t e r s , t h e c o m p u t a t i o n a l power needed t o 
a p p l y t h e r u l e ( 2 . 5 ) i s enormous. T h i s happens because t h e number o f 
f u n c t i o n e v a l u a t i o n s i n c r e a s e s r a p i d l y i n t h e use o f C a u s s - H e r m i t e 
p r o d u c t r u l e s . I n a d d i t i o n , t h e s e r u l e s spend a l l p r e v i o u s f u n c t i o n 
e v a l u a t i o n s when p r o c c e e d i n g f r o m one r u l e t o a n o t h e r one w i t h h i g h e r 
p r e c i s i o n . BAYESFOUR uses C a u s s - H e r m i t e r u l e s up t o d i m e n s i o n 6. I n 
h i g h e r d i m e n s i o n s , o t h e r f a c i l i t i e s a r e used t o overcome t h e p r o b l e m 
s u c h as f i x i n g some v a r i a b l e s o r m i x i n g i n t e g r a t i o n r u l e s ( s e e N a y l o r 
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and S m i t h ( 1 9 8 8 b ) ) . These r u l e s , however, r e q u i r e a v e r y e x p e r i e n c e d 
u s e r and add more u n c e r t a i n t y when t e s t i n g t h e c o n v e r g e n c e . 
2.3. A t h r e e d i m e n s i o n a l example 
We have a l r e a d y d e s c r i b e d , i n s e c t i o n 1.1.5. t h e s i m p l e a p p r o a c h o f 
R e i l l y ( 1 9 7 6 ) . Here we use one o f h i s e x a m p l e s t o d e m o n s t r a t e t h e 
G a u s s - H e r m i t e r u l e s i n h i g h e r d i m e n s i o n s . 
The d a t a i n t a b l e ( 2 . 2 ) were g e n e r a t e d by R e i l l y ( 1 9 7 6 . t a b l e 1) u s i n g 
t h e n o n - l i n e a r r e g r e s s i o n model 
I n y j - In(cH-pXj) + f j 








w i t h a-5, jS-2 and e r r o r s - ( i - 1 .2, . . . . 6) b e i n g n o r m a l l y and 
i n d e p e n d e n t l y d i s t r i b u t e d w i t h mean z e r o and v a r i a n c e <T^ . 
29 
R e i l l y c o n s i d e r e d t h e two p a r a m e t e r p r o b l e m w i t h known v a r i a n c e 
(<r2=0.1398^). N a y l o r and S m i t h ( 1 9 8 2 ) used t h i s example t o compare 
t h e i r s t r a t e g y w i t h R e i l l y ' s method, c o n s i d e r i n g a l s o t h e case where 
(p- i s unknown. I n t h e l a t t e r c a s e , t h e t h r e e p a r a m e t e r p r o b l e m w i t h 
t - (a,|3,(r2) 
has a l i k e l i h o o d o f t h e f o r m 
6 
C ( > i ; i ) - ( 2 . a 2 ) - ^ x p [ - ± . J { l n ( ^ ) } ^ ] 
i - 1 
U s i n g an i m p r o p e r p r i o r and a l o g - t r a n s f o r r a a t i o n o f t h e v a r i a n c e we 
a p p l i e d t h e i t e r a t i v e s t r a t e g y i l l u s t r a t e d i n f i g u r e ( 2 . 1 ) . The 
a n a l y s i s was c a r r i e d o u t u s i n g BAYESFOUR w i t h maximum l i k e l i h o o d 
e s t i m a t o r s t o o b t a i n i n i t i a l i n i t i a l p o s t e r i o r means and c o v a r i a n c e 
m a t r i x . I n o r d e r t o d e m o n s t r a t e t h e e f f i c i e n c y o f t h e s t r a t e g y t h e 
a g g r e g a t e measure A, d e s c r i b e d i n N a y l o r and Shaw ( 1 9 8 5 ) . was used as 
an o b j e c t i v e measure o f c o n v e r g e n c e . For a d d i m e n s i o n a l p a r a m e t e r B_ 
l e t p ( x ) I i i i » £i and p j j d e n o t e r e s p e c t i v e l y t h e n o r m a l i s i n g c o n s t a n t , 
t h e p o s t e r i o r mean and t h e p o s t e r i o r s t a n d a r d d e v i a t i o n o f t h e i 
component o f 1 . and t h e c o r r e l a t i o n b e t w e e n t h e i ' ^ and j ' ^ 
component. The r e l a t i v e change i n t h e s e q u a n t i t i e s f r o m t h e p r e v i o u s 
t o t h e c u r r e n t i t e r a t i o n i s r e p r e s e n t e d by 
AMi -
P^^>(x) - p W ( x ) 
P<°>(x) 
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( 1 ) _ ( 0 ) 
6ai - — 1 
^ i 
( 0 ) 
and Api^ - P j j ^ P i j ^ 
i n w h i c h t h e s u p e r s c r i p t s ( 0 ) and ( 1 ) d e n o t e t h e p r e v i o u s and c u r r e n t 
i t e r a t i o n s . The a g g r e g a t e measure A i s t h e n g i v e n by 
d J d ^ d i - 1 
^ - l / l p ( x ) I + Z l^iii I + I I + Z Z \^p; 11 
1=1 1-1 m*^  1-2 j«l 
where m i s t h e number o f e l e m e n t s o f e_ f o r w h i c h moments were 
c a l c u l a t e d . 
The c o n v e r g e n c e between s t e p s b e i n g . c o n s i d e r e d s a t i s f a c t o r y when an 
o v e r a l l change A o f l e s s t h a n 5% had been a c h i e v e d . The a n a l y s i s 
summary f r o m BAYESFOUR, g i v e n b e l o w , i l l u s t r a t e s t h e c o n v e r g e n c e o f 
t h e p o s t e r i o r moments and t h e o v e r a l l change ( i n p e r c e n t a g e ) i n each 
i t e r a t i o n . The a n a l y s i s s t a r t e d w i t h a g r i d o f 4 x 4 x 4 p o i n t s and 
c o n v e r g e n c e c r i t e r i o n was s a t i s f i e d a f t e r 4 i t e r a t i o n s . T h i s was 
f o l l o w e d by f u r t h e r 2 i t e r a t i o n s w i t h a 5^ r u l e , 2 w i t h a 6^ r u l e , 2 
w i t h a 7^ r u l e and f i n a l l y a s i n g l e i t e r a t i o n u s i n g a 8^ r u l e . 
I n each i t e r a t i o n , BAYESFOUR g i v e s t h e c u r r e n t e s t i m a t e s o f t h e 
p o s t e r i o r means and v a r i a n c e s o f t h e t h r e e p a r a m e t e r s , t o g e t h e r w i t h 
t h e i r p o s t e r i o r c o r r e l a t i o n s and t h e n o r m a l i s i n g c o n s t a n t , w h i c h i s 
d e n o t e d by p ( x ) . The o v e r a l l change A i s g i v e n a t t h e end o f each 
i t e r a t i o n . The f u l l p i c t u r e o f t h e i t e r a t i v e a l g o r i t h m i s i n t e g r a t e d 
w i t h t h e c l e a r d e m o n s t r a t i o n o f t h e g r i d changes and t h e f o r m o f t h e 
l i n e a r t r a n s f o r m a t i o n chat were used. 
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! SAVES FOUR : ANALYSIS SUMMARY ! 
+ + 
Output summary f i l e = t$2 
Problem data £ile = re.dat 
moment input f i l e = re.ma::iik 
S t a r t i n g p o i n t supplied: 
Parameter Set 
alpha beta 3igma*2 
Poster i o r Means 
3.99630 2.37920 -5.96940 
Posteri o r Standard Deviations 
0.179815 0.106457 0.577321 
Posteri o r C o r r e l a t i o n s 
alpha beta 
beta -0.5769 
sigma*2 0.0000 0.0000 
Linear t r a n s f o r m a t i o n used : 
Operational parameters are : 
alpha beta 1 sigma*22 
Overflow c o n t r o l : estimate log(p::) = 7.443931 
Parameter space i s p a r t i t i o n e d i n t o sub-spaces : 
Cartesian product rule on 3 dimensions 
Spherical r u l e on 0 " 
Monte-Carlo rule on 0 " 
g i v i n g i n t e g r a t i o n over 3 " 
f o r a problem w i t h 3 parameters 
Cartesian product g r i d size i s : 4 X 4 X 4 
A l i n e a r transformation i s a p p l i e d t o 3-1 parameters 
I t e r a t i o n Number 
Linear t r a n s f o r m a t i o n used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(::) = 2.3409376 E 3 
Parameter Set 
alpha beta sigma'2 
Poster i o r Means 
4.00682 2.37946 -5.47310 
Posterior Standard Deviations 
0.225120 0. 133315 0.613208 
Posterior C o r r e l a t i o n s 
alpha beta 
beta -0.5762 
sicma*2 0.0053 0.0006 
65.4%****' 
I t e r a t i o n Number 
Linear t r a n s f o r m a t i o n used : 
Operational parameters are : 
alpha beta 1 sigma'22 
p(::) = 2.4719310 E 3 
Parameter Set 
alpha beta sigma*2 
Poster i o r Means 
4.01072 2.37956 -5.36149 
Posterior Standard Deviations 32 
0.252372 0. U9377 0.663818 
Posterior C o r r e l a t i o n s 
alpha beta 
beta -0.5757 
sigma*2 0.0230 0.0011 
***** 16.2%****' 
I t e r a t i o n Number 
Linear t r ansformation used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(::) = 2.4875274 E 3 
Parameter Sec 
alpha beta sigma*2 
Posterior Means 
4.01159 2.37962 -5.31892 
Posterior Standard Deviations 
0.266304 0.157555 0.674465 
Posterior C o r r e l a t i o n s 
alpha beta 
beta -0.5753 
sigma'2 0.0362 0.0011 
I t e r a t i o n Number 
Linear t r ansformation used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(::) = 2.4751959 Z 3 
Parameter Set 
alpha beta sigma*2 
Posterior Means 
4.01178 2.37965 -5.29894 
Posteri o r Standard Deviations 
0.273310 0.161671 0.675368 
Posterior C o r r e l a t i o n s 
alpha beta 
beta -0.5*51 
sigma-2 0.0433 0.0010 
2.8% ' 
I t e r a t i o n Number 5 
Changes: 
New g r i d 
Parameter space i s p a r t i t i o n e d i n t o sub-spaces : 
Cartesian product rule on 3 dimensions 
Spherical r u l e on 0 * 
Mcnte-Carlo r u l e on 0 
g i v i n g i n t e g r a t i o n over 3 
fo r a problem w i i h 3 parameters 
Cartesian product g r i d s i : e i s : 5 X 5 X 5 
A l i n e a r t r a n s f o r m a t i o n i s applied co 3-1 parameters 
Linear transformation used : 
Operational parameters are : 
alpha beta I sigma*22 
p(::) - 2.6795301 Z 3 
Parameter Set 
alpha beta sigma'2 
Posterior Means 
4.01870 2.37948 -5.36683 33 
P o s t e r i o r Standard Deviations 
0.266093 0.157258 0.758834 
Pos t e r i o r Correlations 
alpha beta 
beta -0.5757 
3igina*2 0.0313 0.0020 
12.6%****' 
I t e r a t i o n Number 
Linear transformation used : 
Operational parameters are : . 
alpha beta 1 sigma*22 
p(::) = 2.6677575 Z 3 
Parameter Set 
alpha beta sigma*2 
Po s t e r i o r Means 
4.01869 2.37948 . -5.36838 
Pos t e r i o r Standard Deviations 
0.266084 0.157192 0.774210 
Pos t e r i o r Correlations 
alpha beta 
beta -0.5760 
sigma»2 0.0263 0.0019 
1.3% • -
I t e r a t i o n Number 7 
Changes: 
New g r i d 
Parameter space i s p a r t i t i o n e d i n t o sub-spaces : 
Cartesian product r u l e on - 3 dimensions 
Spherical r u l e on 0 " 
Monte-Carlo r u l e on 0 " 
g i v i n g i n t e g r a t i o n over 3 "* 
f o r a problem w i t h 3 parameters 
Cartesian product g r i d size i s : 6 X 6 X 6 
A l i n e a r t r a nsformation i s applied to 3-1 parameters 
Linear transformation used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(;:) = 2,5731978 £ 3 
Parameter Set 
alpha beta sigma*2 
Poster i o r Means 
4.01572 2.37956 -5.29693 
Pos t e r i o r Standard Deviations 
0.282426 0.166778 0.738570 
Pos t e r i o r C o r r e l a t i o n s 
alpha beta 
beta -0.5750 
sigma-2 0.0502 0.0015 
8.6% " " 
I t e r a t i o n Number 8 
Linear transCorraation used : 
Operational parameters are : 
alpha beta 1 sigma'22 
p{::) - 2.5506539 E 3 
Parameter Set 
alpha beta 
P o s t e r i o r Means 34 
4.01704 2.37959 -5.28310 
Pos t e r i o r Standard Deviations 
0.287806 0.169905 0.743151 
Pos t e r i o r C o r r e l a t i o n s 
alpha beta 
beta -0.5747 
sigTna-2 0.0557 0.0013 
2.1%« 
I t e r a t i o n Nujnber 9 
Changes: 
New g r i d 
Parameter space i s p a r t i t i o n e d i n t o sub-spaces : 
Cartesian product r u l e on 3 dimensions 
Spherical r u l e on 0 • 
Monte-Carlo r u l e on 0 " 
g i v i n g i n t e g r a t i o n over 3 ** 
£or a problem w i t h 3 parameters 
Cartesian product g r i d size i s : 7 X 7 X 7 
A l i n e a r t r a n s f o r m a t i o n i s a p p l i e d t o 3-1 parameters 
Linear transCormation used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(::) = 2.6581454 E 3 
Parameter Set 
alpha beta sigma*2 
Posterior Means 
4.02128 2.37951 -5.32822 
Posterior Standard Deviations 
0.284116 0.167621 0,781747 
Posterior C o r r e l a t i o n s 
alpha beca 
beta -0.5749 
sigma-2 0.0479 0.0020 
6.4% * 
I t e r a t i o n Number 10 
Linear t r ansformation used : 
Operational parameters are : 
alpha beta I sigma"22 
p(::) = 2.6542192 E 3 
Parameter Set 
alpha beta sigma*2 
Posterior Means 
4.02131 2.37951 -5.32808 
Posterior Standard Deviations 
0.293898 0.167460 0.-782388 
F o s f ^ r i o r C o r r e l a t i o n s 
alpha beta 
beta -0.5750 
sigma'2 0.0463 0.0020 
0.2%*** - • 
I t e r a t i o n Number 11 
Changes: 
New g r i d 
Parameter space i s p a r t i t i o n e d in':o sub-spaces : 
Cartesian product rule on 3 dimensions 
Spherical r u l e on 0 " 
Monte-Carlo r u l e on 0 " 
g i v i n g i n t e g r a t i o n over 35 3 " 
fo r 3 problem with 3 parameters 
Cartesian product g r i d size i s : 8 X 8 X 8 
A l i n e a r t r a n s f o r m a t i o n i s a p p l i e d t o 3-1 parameters 
Linear t r a n s f o r m a t i o n used : 
Operational parameters are : 
alpha beta 1 sigma*22 
p(::) = 2.5999045 E 3 
Parameter Set 
alpha beta sigma*2 
Posteri o r Means 
4.01953 2.37955 -5.29503 
Posterior Standard Deviations 
0.292821 0.172676 0.772798 
Posterior C o r r e l a t i o n s 
alpha beta 
beta -0.5742 
sigma*2 0.0640 0.0017 
4.2% * •» • 
I t e r a t i o n Number 12 
QUIT 
T o t a l time Elapsed (minrsec) 30:11.00 
CPU (sec) 2.00 
I n t e g r a t i o n time Elapsed (rain:sec) 1: 0.00 
CPU (sec) 0.00 
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2.4. N u m e r i c a l p r e d i c t i o n f o r t h e two p a r a m e t e r W e j b u l l d i s t r i b u t i o n 
2.4.1 I n t r o d u c t i o n 
I n o r d e r t o d e m o n s t r a t e how t h e n u m e r i c a l i n t e g r a t i o n s t r a t e g y c a n be 
a p p l i e d i n c o n j u c t i o n w i t h a n a l y t i c i n t e g r a t i o n o v e r a component o f 
t h e p a r a m e t e r space we c o n s i d e r as an example t h e two p a r a m e t e r 
W e i b u l l d i s t r i b u t i o n . Over r e c e n t y e a r s , t h i s d i s t r i b u t i o n has become 
one o f t h e most w i d e l y used l i f e t i m e m o d e l s . M o r e o v e r , t h e B a y e s i a n 
a p p r o a c h t o p r o b l e m s i n v o l v i n g W e i b u l l d i s t r i b u t i o n s has been a p p l i e d 
i n many r e c e n t p a p e r s . S o l a n d ( 1 9 6 9 ) , Cavanos and Tsokos ( 1 9 7 3 ) , 
Papadopoulos and Tsokos ( 1 9 7 6 ) and Evans and Nigm ( 1 9 8 0 ) a l l used 
B a y e s i a n methods i n t h e i r a n a l y s i s . More r e c e n t l y , Chen, H i l l and 
Greenhouse ( 1 9 8 5 ) use B a y e s i a n methods i n t h e i r a n a l y s i s o f s u r v i v a l 
d a t a on Cancer p a t i e n t s . The p a p e r s by A c h c a r ( 1 9 8 4 ) and A c h c a r , 
Brookmeyer and H u n t e r ( 1 9 8 5 ) d e s c r i b e a B a y e s i a n a n a l y s i s , based on a 
W e i b u l l m o d e l , a p p l i e d t o m e d i c a l f o l l o w - u p s t u d i e s . S m i t h and N a y l o r 
( 1 9 8 7 ) compare maximum l i k e l i h o o d e s t i m a t i o n w i t h B a y e s i a n e s t i m a t e s 
f o r t h e p a r a m e t e r s o f t h e W e i b u l l d i s t r i b u t i o n . 
We c o n s i d e r h e r e t h e two p a r a m e t e r W e i b u l l d i s t r i b u t i o n w i t h p . d . f . 
p(x/d) - e.e^x^^'^e'^''^ . X > 0 . 
G i v e n l i f e t e s t d a t a , x, on n i t e m s w i t h r f a i l u r e s a t t i m e s 
X , . X j , . . . , X j . and n - r r i g h t c e n s o r e d o b s e r v a t i o n s a t t i m e s 
^ r + 1 ' ^ r + 2 ' • • • » ^ n l i k e l i h o o d f u n c t i o n i s g i v e n by 
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e ( i / x ) cc 0 / 5 / I n e ''^  ^.^'2>0 • ( 2 . 8 ) 
T h i s f o r m o f l i k e l i h o o d i s v a l i d p r o v i d i n g t h e c e n s o r i n g mechanism i s 
in d e p e n d e n t and n o n - i n f o r m a t i v e ( s e e K a l b f l e i s c h a nd P r e n t i c e ( 1 9 8 0 ) , 
C h . 5 ) . G i v e n a p r i o r d i s t r i b u t i o n on 5 - ( ^ i . ^ z ^ c o n s i d e r t h e 
n u m e r i c a l e v a l u a t i o n o f p o s t e r i o r e x p e c t a t i o n s r e q u i r e d i n a w i d e 
ra n g e o f p r a c t i c a l a p p l i c a t i o n s . I n p a r t i c u l a r i n s e c t i o n 2 . 4 . 3 we 
c o n s i d e r t h e n u m e r i c a l e v a l u a t i o n o f p r e d i c t i o n bounds f o r f u t u r e 
l i f e t i m e s , w h i l s t i n s e c t i o n 4 we c o n s i d e r t h e p o s t e r i o r d i s t r i b u t i o n 
o f median l i f e t i m e . These p o s t e r i o r e x p e c t a t i o n s a r e more m e a n i n g f u l 
t o p r a c t i t i o n e r s t h a n t h e moments o f d\ and 
D e t a i l s o f t h e n u m e r i c a l method a r e p r e s e n t e d i n s e c t i o n 2 . 4 . 2 . T h i s 
method assumes t h a t i n t e g r a t i o n o v e r t h e s c a l e p a r a m e t e r , 8^, c a n be 
p e r f o r m e d a n a l y t i c a l l y . N u m e r i c a l i n t e g r a t i o n o f t h e shape p a r a m e t e r , 
^ 2 , t h e n l e a d s t o a c o n v e n i e n t r e p r e s e n t a t i o n o f p o s t e r i o r 
e x p e c t a t i o n s i n t e r m s o f e x p e c t a t i o n s w i t h r e s p e c t t o a d i s c r e t e 
d i s t r i b u t i o n o v e r 6^. T h i s d i s c r e t e d i s t r i b u t i o n i s o b t a i n e d by 
a p p l i c a t i o n o f t h e method o f N a y l o r and S m i t h ( s e e s e c t i o n 2 , 3 ) . 
2 . 4 . 2 E v a l u a t i o n o f P o s t e r i o r E x p e c t a t i o n s 
I n g e n e r a l suppose t h a t we need t h e p o s t e r i o r e x p e c t a t i o n o f qi6) 
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ft ' f t 
2(£/x)p ( e)q ( e ) d e , 
E[q(£)/x] - ^ • ( 2 . 9 ) 
df l , e ( 9 / x ) . p ( £ ) . d 0 , 
ft • ' f t 0 ' 0 
For e x a m p le, w i t h 
q(_9) - e-^^-y'' ( 2 . 1 0 ) 
we have t h e p r e d i c t i v e p r o b a b i l i t y t h a t t h e minimum o f M f u t u r e 
l i f e t i m e s exceeds y. W i t h 
q ( 0 - {Unl/e, )^/^= ( 2 . 1 1 ) 
we have t h e p o s t e r i o r d e n s i t y o f m e d i a n l i f e t i m e . 
For a u s e f u l range o f p r i o r s many o f t h e p o s t e r i o r e x p e c t a t i o n s ( 2 . 9 ) 
r e q u i r e d i n p r a c t i c a l a p p l i c a t i o n s c a n be e x p r e s s e d i n t h e f o r m 
I 
ft 
E [ q ( £ ) / « 2 . x l . c * ( e 2 / > < ) . p ( e j ) d e , 
E [ q ( f l ) / x l - - ; ( 2 . 1 2 ) 
c * ( e 3 / x ) p ( e , ) d f l . 1 
0 
where t h e c o n d i t i o n a l p o s t e r i o r e x p e c t a t i o n 
I 
ft E[q(je)/'?2.x] - I E[q(£)/(?,,(?3].p(5y52,x)d0, ( 2 . 1 3 ) 0 
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and t h e i n t e g r a t e d likelihood x prior 
C ( i / x ) p ( e , C*(^2/2<) - p ( e , / ^ 2 ) d ^ , ( 2 . 1 4 ) 
^ 0 
c a n be o b t a i n e d a n a l y t i c a l l y . 
The e x p r e s s i o n ( 2 . 1 2 ) c a n t h e n be t r e a t e d n u m e r i c a l l y as a p o s t e r i o r 
e x p e c t a t i o n i n one d i m e n s i o n . I n d e e d C*(02A). b e i n g an i n t e g r a t e d 
likelihood x prior, w i l l be a s y m p t o t i c a l l y n ormal i n f o r m w h i c h means 
t h a t t h e Gauss-Hermite f o r m u l a e s h o u l d p r o v i d e e f f i c i e n t 
a p p r o x i m a t i o n s . 
S o l a n d ( 1 9 6 9 ) e f f e c t i v e l y uses t h e r e p r e s e n t a t i o n ( 2 , 1 2 ) w i t h a 
d i s c r e t i s a t i o n o f p{6^) t o a p p r o x i m a t e t h e i n t e g r a l . T h i s method was 
a p p l i e d by Evans and Nigm ( 1 9 8 0 ) f o r t h e a p p r o x i m a t i o n o f l o w e r 
p r e d i c t i o n bounds on t h e minimum o f M f u t u r e l i f e t i m e s . The 
d i f f i c u l t y w i t h S o l a n d ' s method i s t h e s p e c i f i c a t i o n o f an a p p r o p r i a t e 
d i s c r e t i s a t i o n . The s e a r c h f o r a s u i t a b l e c h o i c e may be v e r y t i m e 
c onsuming. An a t t r a c t i v e f e a t u r e o f t h e method, however, i s t h a t , 
l i k e t h e a p p l i c a t i o n o f Gauss-Hermi t e r u l e s , i t l e a d s t o an 
e x p e c t a t i o n w i t h r e s p e c t t o a d i s c r e t e a p p r o x i m a t i o n t o t h e p o s t e r i o r 
d i s t r i b u t i o n o f 6^, so t h a t ( 2 . 1 2 ) i s a p p r o x i m a t e d by t h e sum 
I P i E [ q ( i 9 ) / 5 , - 8,i.x] ( 2 . 1 5 ) 
i - i 
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where Pj > 0 (i«l,2 5) and ^ P i = ^ 
1-1 
The same a b s c i s s a s , e^i, and w e i g h t s . P f , c a n t h e n be u s e d r e p e a t e d l y 
f o r d i f f e r e n t q ( ^ ) ' s . 
Our a p p r o a c h , i s t o a p p l y t h e method o f N a y l o r and S m i t h a f t e r a l o g 
t r a n s f o r m a t i o n t o improve t h e a p p r o x i m a t e n o r m a l i t y a n d a v o i d w astage 
caused by n e g a t i v e p o i n t s . P u t t i n g ip - Qn9 i n ( 2 . 1 2 ) , y i e l d s 
f*° — 
E[q(£)/9jeV,x] .e*(ej-es<'/x) .P ( e j-eV)eVdv. 
-loo " 
E [ q ( e ) / x ] ( 2 . 1 6 ) 
> 
e*( e 2-eV?/x) P( 0 2-eV) eVd^o 
- /VI 
A p p l i c a t i o n o f t h e n - p o i n t C a u s s - H e r m i t e f o r m u l a e t o ( 2 . 1 6 ) t h e n 
y i e l d s a n ^ p p r o x i m a t i o n o f t h e f o r m ( 2 . 1 5 ) w i t h 
and 
P i n 
I y2.a.wi e ' * ' ' ' ' ^ 2 i . C * ( 5 2 i / x ) . p ( 0 , i ) 
i - 1 
where t j and Wj a r e t h e a b s c i s s a s and w e i g h t s o f t h e G a u s s - H e r m i t e 
f o r m u l a e . As w i t h S o l a n d ' s method, t h e ^ p i * ^ P i * s can be used 
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r e p e a t e d l y w i t h d i f f e r e n t q ( a ) ' s . 
2.4.3 P r e d i c t i o n Bounds f o r Future L i f e t i m e s 
I n t h i s s e c t i o n we con s i d e r the problem o f computing p r e d i c t i o n bounds 
f o r f u t u r e l i f e t i m e s . Suppose we have l i f e t e s t d a t a , x, g i v i n g a 
l i k e l i h o o d o f the form (2.8) and t h a t t h e r e are M f u t u r e l i f e t i m e s , 
.....Yn^, f o l l o w i n g Evans and Nigra (1980), we c o n s i d e r the e v a l u a t i o n 
o f the lower 1007% p r e d i c t i o n bound f o r the s h o r t e s t l i f e t i m e 
I n r e l i a b i l i t y a n a l y s i s t h i s problem occurs w i t h s e r i e s system o f M 
i d e n t i c a l components w i t h l i f e t i m e s Y,,..,,Y(^. Y ^ l ^ then r e p r e s e n t s 
the l i f e o f the system. To i l l u s t r a t e the methodology we consider the 
t h r e e examples i n Table 2.3; o r i g i n a l l y from Lawless (1973), which 
f e a t u r e d i n the paper o f Evans and Nigra (1980). 
Table 2,3 









F a i l u r e t imes Censori ng t imes 
1 40 0.9 10 50.5, 71.3, 84.6. 103.8 
98.7. 103.8 
2 100 0.9 23 17.88. 28.92, 33.00. 
41.52. 42.12. 45.60. 
48.48. 51.84. 51.96. 
54.12. 55.56. 67.80, 
68.64. 68.64. 68.88, 
84.12. 93.12. 98.64. 
105.12. 105.84, 127.92, 
128.04, 173.40 
3 500 0.8 3 45.952. 54.143. 65.440 -
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I n these examples p r e d i c t i o n s are made dangerously f a r beyond the 
domain o f previous experience. I n the most extreme case, example 3, 
p r e d i c t i o n s about the minimum o f 500 l i f e t i m e s are made on the basis 
o f a sample o f s i z e 3! As f a r as the a p p l i c a t i o n o f the Gauss-Hermite 
formula i s concerned, these examples are i l l - c o n d i t i o n e d i n the sense 
t h a t the integrands r e q u i r e d are dominated by q{e/Q^,x) r a t h e r than 
the i n t e g r a t e d l i k e l i h o o d x p r i o r C*(d2/x). T h i s d i f f i c u l t y i s 
exacerbated by the r e s t r i c t i o n s on the range o f the p r i o r d i s t r i b u t i o n 
o f d^. Thus, alt h o u g h these examples are r a t h e r u n r e a l i s t i c and 
i n v o l v e v e r y extreme p r e d i c t i o n s , they should serve as a good t e s t o f 
the Gauss-Hermite formulae as a p p l i e d here. 
Let y^ be the lower ylOOW p r e d i c t i o n bound f o r the minimum y(^\) o f M 
f u t u r e l i f e t i m e s . The problem o f e v a l u a t i n g y-^  i s e q u i v a l e n t w i t h 
s o l v i n g the eq u a t i o n 
P[y > y^/x] - 7 (2.17) 
F o l l o w i n g Evans and Nigm (1980) and t a k i n g a p r i o r o f the form 
PCe^/e,) oc 
we have 
n e , / d ^ , ' K ) - e / - ' exp -G, ^ '^i 
1 = 1 
r n 1 r 





E[P[y>y^/x.e3]] = p[y>yy/e,.e,].p[e,/e ,,x]d0, 
(2.18) 
The approximate s o l u t i o n t o (2.17) can be found i t e r a t i v e l y by t a k i n g 
the e x p e c t a t i o n o f (2.18) w i t h respect t o the d i s c r e t e a p p r o x i m a t i o n 
o b t a i n e d u s i n g the Gauss-Hermite f o r m u l a . P r i o r s ( i ) and ( i i ) , below, 
o f Evans and Nigra (1980) were used. 
( i ) P(e^) - , 0 < < 25 
( i i ) Pie^) ot e"^2 ^ 0 < 02 < 25 
The maximum l i k e l i h o o d estimate o f $2 and i t s a s y m p t o t i c v a r i a n c e were 
used as s t a r t i n g values f o r the a d a p t i v e i n t e g r a t i o n s t r a t e g y . 
Although i n p r a c t i c e the 'normal' procedure would be t o ap p l y the 
s t r a t e g y t o approximate the p o s t e r i o r mean and v a r i a n c e and then solve 
the e q u a t i o n (2.17) using the f i n a l a p p r o x i m a t i o n , we present the 
s o l u t i o n t o (2.17) at each stage i n the s t r a t e g y . I n p a r t i c u l a r we 
a p p l i e d a f o u r p o i n t r u l e and c o n t i n u e d u p d a t i n g /z and <t t o 
convergence and then solved 2.12 i t e r a t i v e l y . The r e s u l t s are 
presented i n t a b l e 2.4. 
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Table 2.4 
Approximate lower p r e d i c t i o n bounds and o v e r a l l changes (A) f o r the 
three examples o f Lawless (1974) 
Example 1 
P r i o r (\) P r i o r 
POINTS PREDICTION BOUND PREDICTION BOUND 
4 0.228263E+02 3 .68E-02 0 .395505E+02 5 36E -03 
5 0.225832E+02 4 .86E-02 0 .395046E+02 2 07E -02 
6 0.225008E+02 6 .65E-03 0 .39491lE+02 1 DIE -03 
7 0.225004E+02 1 .81E-04 0 .394911E+02 1 23E -03 
8 0.224676E+02 2 .91E-03 0 .394872E+02 2 95E -04 
9 0.224674E+02 2 .12E-05 n 
10 0.224624E+02 9 .14E-04 n 
n 0.224624E+02 1 .68E-06 n 
12 0.224610E+02 1 .07E-04 n 
13 0.224610E+02 2 .17E-08 n 
14 0.224606E+02 6 .67E-05 n 
15 0.224606E+02 2 .89E-09 ti 
16 0.224605E+02 7 .89E-06 n 
17 0.224605E+02 4 .47E-10 n 
18 0.22460SE+02 2 .81E-14 rt 
19 0.224605E+02 2 .57E-14 n 







(25 p o i n t s ) 
Example 2 
P r i o r (n P r i o r ( i i ) 





























(25 p o i n t s ) 
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Example 3 
P r i o r ( n Prtor ( U ) 
POINTS PREDICTION BOUND PREDICTION BOUND 
4 0. 192434E+02 5 .25E-02 0. 222142E+02 2 .72E--02 
5 0. 180045E+02 1 .20E-02 0. 220889E+02 2 .38E--02 
6 0. 188687E+02 4 .27E-02 0. 221707E+02 1 .41E-•03 
8 0. 185277E+02 2 .87E-02 0. 221707E+02 5 .94E-•04 
10 0. 183622E+02 7 .20E-02 0. 221357E+02 6 .43E-•05 
12 - 0 .123020 0. 221352E+02 1 .68E--05 12 0. 183999E+02 5 .30E-03 
14 0. 184148E+02 9 .34E-03 0. 221356E+02 3 .08E< -04 
16 0. 184266E+02 I .67E-02 n 
20 0. 184148E+02 5 .20E-02 n 
24 0. 184429E+02 5 .71E-02 n 





0.22120E+02 ( w i t h 25 p o i n t s ) 
0.22136E+02 
The aggregate measure A has been d e f i n e d i n s e c t i o n 2.3 and i t i s 
gi v e n at the end o f each i t e r a t i o n o f BAYESFOUR. The exact r e s u l t s 
g i v e n by Evans and Nigm were v e r i f i e d u s i n g the Legendre method, w i t h 
64 p o i n t s - i n example 2 ( p r i o r ( i i ) ) a t y p i n g e r r o r must have occured 
(.4357 i n s t e a d o f .4377) - the r e s u l t s i n d i c a t e t h a t t h e Naylor-Smith 
method a p p l i e d here i s f a s t e r and more e f f i c i e n t than Soland's method, 
except i n the case o f the t h i r d example ( w i t h p r i o r ( i ) ) where 
Soland's method performs s l i g h t l y b e t t e r than the i t e r a t i v e a l g o r i t h m 
o f Naylor and Smith. 
We r e c a l l here t h a t the above a l g o r i t h m r e q u i r e s s a t i s f a c t o r y 
convergence o f the n o r m a l i s i n g constant and the p o s t e r i o r mean and 
va r i a n c e , expressed by w i t h i n each g r i d s i z e , and subsequent 
convergence between the g r i d s i z e s before the c o m p l e t i o n o f the 
i t e r a t i v e process and the c a l c u l a t i o n o f the p r e d i c t i o n bounds. With 
o n l y one e x c e p t i o n , i n example 3, we always moved t o t o the next g r i d 
s i z e , as suggested from the small s i z e o f A. i n s e c t i o n 2.5.3.2 we 
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w i l l re-examine the same Weib u l l examples and we w i l l argue t h a t t o 
update o f the maximum l i k e l i h o o d e s t i m a t e s as a p p l i e d I n t h i s s e c t i o n 
i s p r o b a b l y not always the best s t r a t e g y t o be adopted. 
2.4.4. P o s t e r i o r D i s t r i b u t i o n o f Median L i f e t i m e 
I n many p r a c t i c a l s i t u a t i o n s i t i s d i f f i c u l t t o a t t a c h a meaningful 
i n t e r p r e t a t i o n t o the parameters 6^ and o f the W e i b u l l d i s t r i b u t i o n 
and f o r p r a c t i c a l purposes i t i s o f t e n d e s i r a b l e t o focus on some 
f u n c t i o n o f 6^ and 8^ which has a meaningful i n t e r p r e t a t i o n . 
Q u a n t i l e s o f the d i s t r i b u t i o n and, i n p a r t i c u l a r , the median are 
a n a l y t i c a l l y convenient. Achcar (1984), i n a medical a p p l i c a t i o n , 
focuses on the median l i f e t i m e i n a study o f s u r v i v a l data on 38 
cancer p a t i e n t s . These data are g i v e n i n Table 2.5. 
Table 2,5 
S u r v i v a l times (days) o f 38 p a t i e n t s . 
FAILURES CENSORED 
182 81 64 216 374 216 227 237 799 786 754 723 
229 264 97 53 361 214 158 75 661 600 561 527 
62 147 146 130 67 87 169 201 
510 543 38 18 15 193 
Achcar (1984) uses a l o g Normal a p p r o x i m a t i o n t o the p o s t e r i o r 
d i s t r i b u t i o n o f median s u r v i v a l t i m e . The shape parameter o f the 
Weibul l d i s t r i b u t i o n being o b t a i n e d by t a k i n g the mode from i t s 
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marginal p o s t e r i o r d e n s i t y . We use the Causs-Hermite method to d e r i v e 
the p o s t e r i o r d i s t r i b u t i o n o f the median s u r v i v a l t i m e assuming a 
n o n - i n f o r r a a t i v e p r i o r f o r the shape parameter. The two d i f f e r e n t 
approximations are compared g r a p h i c a l l y . 
F o l l o w i n g Achcar (1984) and t a k i n g a l o c a l l y u n i f o r m p r i o r f o r 5,, the 
c o n d i t i o n a l p o s t e r i o r d i s t r i b u t i o n o f 6^ g i v e n 6^ I s 
n fl n n r+1 
fl,«-exp{-9, Zxi^).(Zxi^) 
P(9,/9,.x) : f ^ ^ l p j ^ . 
The median s u r v i v a l time m, take 
then has the c o n d i t i o n a l p o s t e r i o r d i s t r i b u t i o n 
p(m/9j.x) - S^+i ?1 . exp(-S) / r 
L I m J 
^2 
where S - Cn2 . 
Taking the p r i o r p{d^) a \/d^ the p o s t e r i o r d i s t r i b u t i o n o f median ra 
i s approximated by the sura ( 2 . 1 4 ) . T h i s p o s t e r i o r d e n s i t y , t o g e t h e r 
w i t h the app r o x i m a t i o n g i v e n i n Achcar (1984) i s shown i n Figure 2.3. 
We can see t h a t the app r o x i m a t i o n w i t h Gauss-Hermite method g i v e s more 
" p e s s i m i s t i c " r e s u l t s , i n the sense t h a t the lower t a i l area o f 
Causs-Herraite approxiraated d e n s i t y i s h e a v i e r ; f o r example, u s i n g the 
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Causs-Hermite formulae the t a i l area below 200 i s 0.21, u s i n g the 
lognormal a p p r o x i m a t i o n t h i s t a i l area i s 0.003. 
FIGURE 2.3 









2.5. Performance o f the Gauss-Hermlte i n t e g r a t i o n r u l e 
2.5.1 I n t r o d u c t i o n 
I t i s common t o assess numerical methods a c c o r d i n g t o t h r e e c r i t e r i a : 
( i ) r e l i a b i l i t y : how o f t e n i s the method s u c c e s s f u l 
( i i ) e f f i c i e n c y : how much e f f o r t (computer t i m e ) was r e q u i r e d t o 
produce the r e s u l t . 
( i i i ) accuracy: how cl o s e i s the computed answer t o the t r u e answer 
I n t h i s s e c t i o n , we w i l l t r y t o assess the s t r a t e g y o f Naylor and 
Smith u s i n g the above c r i t e r i a . I n p a r t i c u l a r , the r e l i a b i l i t y w i l l 
be connected w i t h the s e n s i t i v i t y t o k u r t o s i s and t o the robustness o f 
p e r t u b a t i o n s i n c e n t e r i n g and s c a l i n g ; the e f f i c i e n c y t o the wastage 
o f f u n c t i o n e v a l u a t i o n s and t o the e f f e c t o f the mis^peci f i c a t i o n i n 
A 
the mean and v a r i a n c e . 
2.5.2 R e l i a b i l i t v 
2.5.2.1 T h e o r e t i c a l background 
L a u r i e (1985) notes t h a t t o d e f i n e r e l i a b i l i t y , one r e q u i r e s a 
d e f i n i t i o n o f success and a measurable set o f problems. Let us assume 
t h a t the Naylor and Smith a l g o r i t h m i s s u c c e s f u l i f the p o s t e r i o r 
k e r n e l can be approximated by a polynomial x Normal. T h i s , i n t u r n 
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i m p l i e s t h a t convergence i s achieved i n a m-point q u a d r a t u r e r u l e 
i n ( 2 . 1 ) , h o p e f u l l y w i t h m not v e r y l a r g e . 
Before we p r o c eed to the set o f problems t o t e s t r e l i a b i l i t y , we need 
t o mention the v i t a l r o l e o f the i n i t i a l t r a n s f o r m a t i o n which can make 
the p o s t e r i o r k e r n e l t o be c l o s e t o N o r m a l i t y . See Smith et a/. 
(1985,1987) Shaw (1988, chapter 10) and H i l l s (1989). Thus, a 'badly 
behaved' example can be transormed t o a ' w e l l behaved' one u s i n g a 
A 
s u i t a b l e t r a n s f o r m a t i o n . 
Keeping i n mind the previ o u s p o i n t , we s h a l l t r y t o s k e t c h the set o f 
problems which can i n d i c a t e whether we may or may not expect success 
i n the Naylor and Smith method. We may say t h a t a p o s t e r i o r k e r n e l i s 
•we l l behaved* i f i t i s unimodal. not too skew, c o n t i n o u s , w i t h l i g h t 
t a i l s . On the oth e r hand, the p o s t e r i o r k e r n e l i s 'badly behaved' i f 
the parameter space i s r e s t r i c t e d and t h i s leads t o 'wastage! _of 
i n t e g r a t i o n p o i n t s i n regions o f zero p o s t e r i o r d e n s i t y ; or i f the 
p o s t e r i o r d e n s i t y i s m u l t i m o d a l . This may occur, f o r example, i n 
m i x t u r e models (see T i t t e r i n g t o n et. al. (1985) ) or when the p r i o r 
and the l i k e l i h o o d are i n c o n f l i c t ; or i f any o t h e r awkward s i t u a t i o n s 
occur, f o r example i f the p o s t e r i o r v a r i a n c e does not e x i s t . 
Of course, none o f the above c r i t e r i a alone guarantee 'good' or 'bad' 
behaviour o f the k e r n e l . However, they serve as p o s s i b l e k e r n e l 
f e a t u r e s which might i n d i c a t e p o s s i b l e success or f a i l u r e o f the 
method. 
We proceed d e s c r i b i n g the work presented i n a Ph.D. t h e s i s by Shaw 
(1988) concerning the convergence o f the Naylor and Smith a d a p t i v e 
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s t r a t e g y . Shaw i l l u s t r a t e d t h i s s t r a t e g y u s i n g a number o f case 
s t u d i e s but a l s o exper iraent i sed w i t h some a r t i f i c i a l examples t o draw 
c o n c l u s i o n s about i t s behaviour. His main r e s u l t s are o u t l i n e d 
be 1ow. 
For a g i v e n p o s t e r i o r d e n s i t y p(±) where 9_ denotes a d-dimensional 
v e c t o r o f parameters, the steps ( l i i ) t o ( v ) i n f i g u r e 2.1 d e f i n e an 
i t e r a t e d map T: X-»X where X^<*x(0,a,)^(-1. l)«*(<*-^>/2 c o r r e s p o n d i n g t o d 
means, d v a r i a n c e s and d ( d - l ) / 2 c o r r e l a t i o n s e s t i m a t e d i n ( v ) . I f the 
map T f o r an n-point Gauss quadrature r u l e Q^ j i n (2.1) i s denoted by 
Tp, the Naylor and Smith s t r a t e g y suggests t o i t e r a t e u s i n g T^ up to 
the p o i n t where T p ( i i , I ) - (ii,£) . Then, we proceed to another map T^, 
m>n. and check whether TnU^L) - ( i i . D - T^U.L) • 
Shaw notes t h a t a f i x e d p o i n t (ILQ.ZQ) can be s t a b l e i f f o r a l l p o i n t s 
( i i . I ) i n some neighborhood o f (iiQ.So) l»m T*^ (ii,£) - iiLQ.Lo^ as k-*«. 
Otherwise (iXQ .So ) u n s t a b l e . A p o i n t ( i i . I ) i s p e r i o d i c i f T*^(ii,E) -
( i £ i £ ) f o r some i n t e g e r k>0. 
I n p r a c t i c e , f o r a Gauss quadrature r u l e ( ^ f . we may have any one o f 
the above s i t u a t i o n s ( s t a b l e , u n s t a b l e or p e r i o d i c p o i n t ) or any 
c ombination o f thera. There i s a l s o the chance o f h a v i n g a c h a o t i c 
behaviour w i t h o u t any f i x e d p o i n t s . Thus, the N aylor and Sraith 
a l g o r i t h m can converge, d i v e r g e , or converge t o a l i m i t c y c l e r a t h e r 
t o a p o i n t . However, by i n c r e a s i n g ra. we expect t o have a s i n g l e 
f i x e d p o i n t which w i l l converge t o the t r u e value o f ( i i , E ) . 
As f a r as the one-dimensional case i s concerned. Shaw shows t h a t i f 
the p o s t e r i o r d e n s i t y p(6) i s log-concave and proper, t h a t i s i f 
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l o g p ( a d l + ( l - a ) e 2 ) > a l o g p ( 0 l ) + (1-a) logp(e2) f o r a l l ei.a2eR, Q;e(0.1) 
and 
WW 
then the map T^(/i,(r) has e x a c t l y one f i x e d p o i n t , which i n t u r n 
i m p l i e s t h a t we expect good behaviour i n unimodal d e n s i t i e s w i t h 
moderately l i g h t t a i l s . 
2.5.2.2 S e n s i t i v i t y t o K u r t o s i s 
Given a d i s t r i b u t i o n w i t h mean / i and v a r i a n c e a^, the s tandard f o u r t h 
moment c o e f f i c i e n t o f k u r t o s i s i s g i v e n by 
This i s o f t e n regarded as a measure o f t a i l heaviness o f a 
d i s t r i b u t i o n r e l a t i v e to t h a t o f a normal d i s t r i b u t i o n or as a measure 
o f peakedness near the c e n t r e o f a d i s t r i b u t i o n . 
A c l a s s o f e x p o n e n t i a l power d i s t r i b u t i o n s can be w r i t t e n i n the 
general form 
r I v - f l 2/(1-1-/3) T p(xi0,V',|3) - ky>-iexp [ - i I I J , -co < X < 0. (2.19) 
where 
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. r [ 1 + ] 2 ^ ^ i ( ^ ^ ^ ) . ^  > 0. -m < 0 < », -1 < ^ < 1 . 
T h i s i s a member o f a c l a s s o f symmetric d i s t r i b u t i o n s which i n c l u d e s 
Normal (P-0) t o g e t h e r w i t h o t h e r d i s t r i b u t i o n s w i t h v a r i o u s values o f 
the c o e f f i c i e n t o f k u r t o s i s . (See Box and Tiao (1973). p l 5 6 - 1 6 0 ) . 
The c o e f f i c i e n t o f k u r t o s i s f o r a g i v e n value o f 0 i s g i v e n by 
r [ § ] r [ ^ ] 
-f 7-3 r ^ p 3 (2.20) 
{ r [ I (i+p) ] } 
and can take values from -1.2 (|3—1) t o 3 (/S-1). 
The c l a s s (2.19) was used here t o i n v e s t i g a t e the performance o f 1-D 
Gauss-Hermite i n t e g r a t i o n r u l e s as d e s c r i b e d i n s e c t i o n 2.2,1, over a 
range o f values o f k u r t o s i s . V a r y i n g the values o f 0 i n (2.20) we 
i n t e g r a t e d (2.19) u s i n g Causs-Hermite method w i t h 4, 6 and 8 p o i n t s . 
Given the exact value o f the In t e g r a n d , c. and the a p p r o x i m a t i o n f o r 
each method, a. the r e l a t i v e e r r o r 
(2.21) 
o f the n o r m a l i s i n g constant and the p o s t e r i o r v a r i a n c e were c a l c u l a t e d 
and p l o t t e d a g a i n s t the c o e f f i c i e n t o f k u r t o s i s as g i v e n i n ( 2 . 2 0 ) . 
The r e s u l t s are i l l u s t r a t e d i n f i g u r e s 2.4 and 2.5. I n each case, the 
c o r r e c t i n i t i a l values were g i v e n t o the mean and v a r i a n c e i n ( 2 . 1 7 ) . 
The r e s u l t s i n d i c a t e t h a t w i t h adequately l a r g e g r i d the method 
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FIGURE 2.4 
RELATIVE ERROR OF NORMILISING CONSTANT 
IN A GAUSS-HERMITE METHOD 
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FIGURE 2.5 
RELATIVE ERROR OF POSTERIOR VARIANCE 
IN A GAUSS-HERMITE METHOD 
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performs v e r y w e l l over a q u i t e l a r g e range o f c o e f f i c i e n t s o f 
k u r t o s i s . I t i s worth n o t i n g the s e n s i t i v i t y o f the method when using 
a 3-point g r i d , where w i t h /X4—1 produces a ve r y good a p p r o x i m a t i o n t o 
the n o r m a l i s i n g c o n s t a n t , much b e t t e r than the 8-point formula. This 
i s o f course j u s t i f i e d because t h r e e p o i n t s are too few e s p e c i a l l y f o r 
a d e n s i t y extremely f l a t around i t s c e n t e r . This f a c t might a l s o be 
the reason t h a t Naylor and Shaw' (1985) suggest an i n i t i a l g r i d w i t h 4 
p o i n t s i n BAYESFOUR. 
2.5.3 gfflc^eTicY 
2.5.3.1 Choice o f s c a l i n g and number o f nodes 
The e f f i c i e n c y o f the quadrature is_measured i n terms o f the number o f 
f u n c t i o n e v a l u a t i o n s r e q u i r e d . O c c a s i o n a l l y the p r o c e s s i n g time i s 
used i n s t e a d , and, as Davis and Rabinowitz (1984.p.423) comment, each 
measurement has i t s disadvantage; the former does not take i n t o 
account the a u x i l i a r y computations i n c l u d e d i n the program and the 
l a t t e r i s machine dependent. 
The method i n t r o d u c e d by Naylor and Smith (1982) d i s c a r d s a l l previous 
f u n c t i o n e v a l u a t i o n s when moving from one i t e r a t i o n t o another. T h i s , 
i n general i s considered a s e r i o u s drawback, e s p e c i a l l y r e c e n t l y where 
the a d a p t i v e i n t e g r a t o r s have become v e r y popular. See C.de Boor 
(1971) Piessens e t . a/.(1983) and Elhay and Kautsky (1987). 
Let us now assume th a t f o r a map T'^  t h e r e e x i s t s a s t a b l e p o i n t . This 
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s t a b l e p o i n t i s not the t r u e value o f the v e c t o r (ii,£) i n as much as 
Qpf i s o n l y an approximation t o I f . I n p a r t i c u l a r , i n s e c t i o n 
A we 
^^<y^y examine an example i n which the map T^^itit<T) was i n i t i a l i s e d w i t h the 
c o r r e c t value (0,3) t o converge t o the wrong v a l u e (0.2.55). 
T h e r e f o r e , the 'small g r i d * f i r s t i t e r a t i o n s may move the v e c t o r ( i i . I ) 
away from i t s t r u e v a l u e , and i n a d d i t i o n a l l computer labour i s spent 
w i t h o u t any feedback. We f e e l t h a t the important q u e s t i o n t o be set 
i s whether or not s c a l i n g i s t h a t important t o 'deserve' a l l t h i s 
labour. 
I n the d i s c u s s i o n o f the paper by Kass et.al. (1988) Naylor p o i n t s out 
th a t Succesful use of Gauss•Hermi te quadrature rules depends more on 
choice of scaling than on number of points. I n the same d i s c u s s i o n , 
however. Shaw notes t h a t Gauss Hermite integration is actually quite 
robust to p e r t u b a t i o n s i n centering and scaling. 
I n g e n e r a l , t h i s problem depends on the natu r e o f the i n t e g r a n d . Our 
experience i n d i c a t e s t h a t . e s p e c i a l l y when the v a r i a n c e i s 
ov e r e s t i m a t e d the Naylor and Smith method i s q u i t e r o b u s t . We a l s o 
b e l i e v e t h a t i t e r a t i o n s w i t h i n small g r i d s decrease the e f f i c i e n c y o f 
the a l g o r i t h m . We note t h a t the decrease i n e f f i c i e n c y o c curs, not 
o n l y due t o the wasted f u n c t i o n e v a l u a t i o n s , but a l s o because o f the 
user's time wasted through moving through d i f f e r e n t menus t o a l t e r the 
quadrature r u l e . 
I n chapter 5 we propose a s t r a t e g y which we b e l i e v e increases the 
e f f i c i e n c y o f the Naylor and Smith s t r a t e g y and at the same time keeps 
a more f l e x i b l e o p t i o n as f a r as the need o f s c a l i n g i s concerned. 
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2.5.3.2 The WelbuU example r e v i s i t e d 
I n s e c t i o n 2.4 we considered the two parameter WeibuU d i s t r i b u t i o n t o 
demonstrate the a p p l i c a t i o n o f the numerical i n t e g r a t i o n s t r a t e g y o f 
Naylor and Smith (1982) i n c o n j u c t l o n w i t h a n a l y t i c i n t e g r a t i o n over 
the scale parameter e\ i n ( 2 . 8 ) . I n r e l a t i o n t o our comments i n 
s e c t i o n 2.5.3.1 concerning the q u e s t i o n o f the use o f r e s c a l i n g and 
r e c e n t e r i n g . we re-analyse here the same examples keeping the mean and 
the v a r i a n c e constant over a l l g r i d s i z e s . These values were taken as 
the maximum l i k e l i h o o d e s t i m a t e s . Table 2.6 pr e s e n t s the r e s u l t s 
u s i n g the same p r i o r s as i n 2.4.3 
Table 2.6 
Approximate lower p r e d i c t i o n bounds For the t h r e e examples o f Lawless 
(1977) 
Example 1 
METHOD PRIOR ( i ) PRIOR ( i i ) 
C-H w i t h 2 poi nt s 0. 224416E+02 0.397863E+02 
C-H w i t h 3 p o i n t s 0. 227451E+02 0.395346E+02 
C-H w i t h 4 poi n t s 0. 224783E+02 0.395025E+02 
G-H w i t h 5 p o i n t s 0. 224932E+02 0.394930E+02 
G-H w i t h 6 poi n t s 0. 224653E+02 0.394872E+02 
G-H w i t h 7 poi n t s 0. 224653E+02 I I 
G-H w i t h 8 po i n t s 0. 224642E+02 I I 
G-H w i t h 9 po i nt s 0. 224642E+02 11 
C-H w i t h 10 poi n t s 0. 224614E+02 I I 
G-H w i t h 11 po i n t s 0. 224614E+02 n 
C-H w i t h 12- p o i n t s 0. 224605E+02 n 
G-H w i t h 13 poi n t s 0. 224605E+02 t i 
G-H w i t h 14 poi n t s 0. 224604E+02 n 
SOLAND»S w i t h 25 p o i n t s 0. 22462E+02 0.39283E+02 
EXACT 0. 22460E+02 0.39487E+02 
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Example 2 
C-H w i t h 
C-H w i t h 
C-H w i t h 
G-H w i t h 
G-H w i t h 
METHOD 
2 p o i n t s 
3 p o i n t s 
4 p o i n t s 
5 p o i n t s 
6 p o i n t s 




c-H w i t h 2 poi n t s 
G-H w i t h 3 po i n t s 
G-H w i t h 4 po i nt s 
C-H w i t h 5 po i nt s 
G-H w i t h 6 po i n t s 
C-H wi t h 8 po i n t s 
G-H w i t h 10 po i n t s 
C-•H wi t h 12 p o i n t s 
C-•H w i t h 14 po i n t s 
G-H wi t h 16 p o i n t s 
C-•H w i t h 20 p o i n t s 
G--H w i t h 24 po i n t s 
G--H w i t h 25 po i nt s 
C--H wi ch 64 poi n t s 















































Comparing the r e s u l t s w i t h them o f t a b l e 2.4, we can see t h a t 
r e s c a l i n g and r e c e n t e r i n g does not increase the e f f i c i e n c y o f the 
Gauss Hermite i n t e g r a t i o n r u l e . I n f a c t , the r e s u l t s i n t a b l e 2.6 are 
s l i g h t l y b e t t e r i n some cases. Of course, these one dimensional 
examples cannot p r o v i d e a d e f i n i t e c o n c l u s i o n , b u t , they can serve as 
an i n d i c a t i o n t o support the robustness o f the i n t e g r a t i o n r u l e s t o 
p e r b u t a t i o n o f mean and v a r i a n c e . Our b e l i e f i s , and i t w i l l be 
emphasised again i n chapter 5, tha t i n 'well-behaved' k e r n e l s the 
maximum l i k e l i h o o d e stimates p r o v i d e good choices f o r use i n 
Gauss-Hermite i n t e g r a t i o n r u l e s and repeated change o f t h e i r v alues 
r e s u l t s i n loss o f e f f i c i e n c y . 
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2.5.3.3 M l s p e C l f t e a t I o n o f mean and v a r i a n c e 
As p o i n t e d out i n s e c t i o n 2.2.1, one o f the key f e a t u r e s o f the 
i t e r a t i v e s t r a t e g y i s the i n i t i a l s p e c i f i c a t i o n o f the mean and the 
va r i a n c e i n ( 2 . 6 ) . Moreover, i f a l i n e a r t r a n s f o r m a t i o n i s t o be 
a p p l i e d i n hi g h e r dimensional cases, a covariance m a t r i x c o u l d be used 
i n i t i a l l y f o r the stage ( i l i ) i n f i g u r e 2.1. I n cases where the 
maximum l i k e l i h o o d e s t i m a t e s are a v a i l a b l e , they o f f e r very good 
i n i t i a l s t a r t i n g values. See s e c t i o n 2.4 f o r an one-dimensional 
example where the i n i t i a l maximum l i k e l i h o o d e s t i m a t e s achieve very 
good approximations t o n o r m a l i t y . There are however cases where the 
maximum l i k e l i h o o d e stimates are not r e a d i l y d e r i v e d and we need t o 
s t a r t the i t e r a t i o n s t r a t e g y w i t h some f i r s t crude a p p r o x i m a t i o n s . We 
performed some experiments t o t e s t the s e n s i t i v i t y o f the approach i n 
such cases. 
I n i t i a l l y , we t r i e d i n t e g r a t i n g g ( x ) " e x p ( - x ^ / 2 ) w i t h an 8-point Gauss 
Hermite r u l e v a r y i n g the mean and the v a r i a n c e . When the c o r r e c t value 
o f the mean and vari a n c e are used, the proper v a l u e o f the i n t e g r a l , 
(y2T=-2.5066) must be approximated e x a c t l y . I n f i g u r e 2.6 the 
d i f f e r e n t graphs i l l u s t r a t e the behaviour o f the norma*Ivsing constant 
f o r a g i v e n v a r i a n c e when the mean i s misspeci f i e d . I t i s ev i d e n t 
t h a t i n cases o f u n c e r t a i n t y about the v a r i a n c e , a l a r g e r value i s 
p r e f e r a b l e . This remark has been a l s o made by Naylor (1982). 
r 
A t y p i c a l example o f hta^vj t a i l e d d i s t r i b u t i o n i s a t - d i s t r i but i on w i t h 
t h r e e degrees o f freedom. I n our next a r t i f i c i a l example, we t e s t e d 
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FIGURE 2.6: M i s p e c i f i c a t i o n of mean and v a r i a n c e 
VARlANCE=e.S 
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ff.3 I J 3 J . ^ 1 
VARIANCES I .8 
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VARIANCE = 3 . - 1 
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True v a l u e s : N o r m a l i s i n g c o n s t a n t 2.5066 
Mean 0 
V a r i a n c e I 
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TABLE 2.7: M i s p e c i f i c a t i o n of mean and v a r i a n c e 
True mean: 0 
True v a r i a n c e 
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the i t e r a t i v e s t r a t e g y o f Naylor and Smith (1982) t o g ( t ) - [ l + ( x V 3 ) 
s t a r t i n g w i t h the c o r r e c t mean 0 and v a r i a n c e 3. Even though the 
convergence o f the n o r m a l i s i n g constant was c l o s e t o the c o r r e c t value 
(2.7206989) i t i s e x t r a o r d i n a r y t h a t the i t e r a t i o n convergences t o the 
wrong values o f the vari a n c e even though we s t a r t e d w i t h the proper 
values and d e s p i t e the f a c t t h a t we used a h i g h p r e c i s i o n r u l e o f 32 
p o i n t s . The r e s u l t s are shown i n t a b l e 2.7. Thus, we have an example 
where a ve r y h i g h p r e c i s i o n r u l e converges t o a va l u e s u b s t a n t i a l l y 
d i f f e r e n t from the a c t u a l v a l u e . With the added c o m p l e x i t y o f w o r k i n g 
i n h i g h dimensional cases, a q u i t e e x p erienced user might be needed 
f o r the Judge o f whether and how we shou l d proceed I n the d i f f e r e n t 
steps o f f i g u r e 2.1. 
2.5.4 Accuracy 
The accuracy o f Naylor and Smith a l g o r i t h m i s assessed when checking 
f o r convergence between two d i f f e r e n t q u adrature r u l e s and Q] w i t h 
n<l i n ( i x ) i n the f l o w c h a r t o f f i g u r e 2.1. I m p l i c i t l y , by moving 
from a map T" to a map T* we use the p r o p e r t i e s o f Causs-Hermite r u l e s 
limQnif - I f (2.22) 
which holds i f , f o r a l l s u f f i c i e n t l y l a r g e values i x i , f ( x ) s a t i s f i e s 
the i n a q u a l i t y 
l f ( x ) i < e x p ( x 2 ) / i x i ^ ••'P f o r some p>0 
see Davis and Rabinowitz (1984, p.227) and Uspensky (1928). To make 
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use o f (2.22) we a l s o assume t h a t t h e r e i s a unique s t a b l e p o i n t i n 
map T" and no u n s t a b l e or p e r i o d i c p o i n t s . N a t u r a l l y , we a l s o assume 
th a t i f t h i s holds f o r f o r the map T" i t a l s o holds f o r the map T*. 
The way t o assess the accuracy o f a q u a d r a t u r e r u l e i s u s u a l l y 
achieved by checking the a b s o l u t e or r e l a t i v e e r r o r between two 
successive e s t i m a t i o n s . I n BAYESFOUR t h i s can be done by u s i n g the 
aggregate measure ^,(see s e c t i o n 2.3), or by assessing the convergence 
o f each o f the elements o f v e c t o r (ii,£) s e p a r a t e l y . 
I n p r a c t i c e , the accuracy o f Naylor and Smith a l g o r i t h m i s c l o s e l y 
r e l a t e d t o i t s r e l i a b i l i t y . I f the method i s s u c c e s s f u l , we expect 
good accuracy and we can n o r m a l l y d e t e c t good accuracy through a r a p i d 
convergence. 
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Chapter 3: Imbedded i n t e g r a t i o n r u l e s 
3.1 I n t r o d u c t i o n 
We consider i n t e g r a l s o f the form 
l ( k f ) -
b 
k ( x ) f ( x ) d x , -« < a < b < CO (3.1) 
' a 
where k ( x ) i s such t h a t l ( k f ) e x i s t s f o r a f a m i l y o f f u n c t i o n s which 
in c l u d e s Pp, the set o f a l l polynomials o f degree ^ n. We are 
i n t e r e s t e d i n ap p r o x i m a t i n g I ( k f ) by i n t e r p o l a t o r y i n t e g r a t i o n r u l e s 
( I I R ' s ) o f the form 
n 
Qnf - I W j n f ( X j n ) • (3.2) 
where the set o f p o i n t s Xj, - { x j ^ : j = - l , . . . , n } i s s p e c i f i e d i n 
advance and the weights ^jn' > ••• >^ are i n t e r p o l a t o r y . I f the 
weights w j ^ are p o s i t i v e , such r u l e s are c a l l e d p o s i t i v e i n t e r p o l a t o r y 
i n t e g r a t i o n r u l e s ( P I l R ' s ) . 
The degree o f such r u l e s i s n-1 , i n the sense t h a t i t can i n t e g r a t e 
e x a c t l y a l l the mononomials o f degree n-1 or l e s s . I f the set Xp i s 
o p t i m a l l y chosen, the r u l e (3.2) can be o f degree 2 n - l . Such r u l e s 
are c a l l e d i n t e g r a t i o n r u l e s o f Gauss type. For example, by p u t t i n g 
k ( x ) - e x p ( - x 2 ) , a - - 0 0 , b - CD i n ( 3 . 1 ) , and u s i n g Xp the zeros o f the 
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Hermite polunomials o f degree n (see Davis and Rabinowitz 
(1984, p.34), the r u l e (3.2) i s the Causs-Hermi te r u l e (2.4) used i n 
the Naylor and Smith (1982) numerical i n t e g r a t i o n s t r a t e g y . The 
weights Wjj^ and p o i n t s x j ^ f o r the Gauss-type i n t e g r a t i o n r u l e s can be 
found i n books, f o r example St r o u d and Secrest (1966). 
I n the sequence (Qpf) o f Gauss-formulae, f o r d i f f e r e n t values o f n, 
the r e s p e c t i v e node s e t s - I x j , j - 1 , . . . , n) do not have any p o i n t s i n 
common, except the m i d - p o i n t , which i s a node when n i s odd. T h i s Is 
a s e r i o u s drawback o f the approach, because p r o c e e d i n g from a 
computation o f Q^f t o Q^f w i t h m>n almost a l l p r e v i o u s f u n c t i o n 
e v a l u a t i o n s are d i s c a r d e d . 
Sequences, i n which the nodes o f a g i v e n r u l e form a subset o f the 
nodes o f i t s successor, overcome t h i s drawback and are the p a r t i c u l a r 
concern o f t h i s chapter. E s s e n t i a l l y , t h e r e are two ways i n which 
such sequences can be o b t a i n e d : e i t h e r by the a d d i t i o n o f nodes t o an 
e x i s t i n g r u l e t o form an extended r u l e , or by t a k i n g subsets o f nodes 
from an e x i s t i n g r u l e t o form an imbedded r u l e . I f , i n the above 
procedures, the d e r i v e d sequences have as a h i g h e s t degree r u l e a 
Gauss-type r u l e , the i n t e g r a t i o n r u l e s o b t a i n e d are c a l l e d Gauss-based 
i n t e g r a t i o n r u l e s (GBIR's). 
H i s t o r i c a l l y , the s u b j e c t o f t h i s c hapter emanates from Kronrod 
(1964). M o t i v a t e d by a d e s i r e t o e s t i m a t e e c o n o m i c a l l y the e r r o r i n 
the c l a s s i c a l Gaussian quadrature f o r m u l a , he proposed t o extend the 
n-point Gauss quadrature r u l e t o a ( 2 n + l ) - p o i n t q u a d r a t u r e r u l e by 
i n s e r t i n g n+1 a d d i t i o n a l p o i n t s and making the extended quadrature 
r u l e have maximum degree o f exactness. T h i s e a r l y work o f Kronrod has 
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l e d t o a vast amount l i t e r a t u r e i n the f i e l d o f numerical a n a l y s i s , 
e x t e n d i n g and r e f i n i n g the CBIR's. 
An important f e a t u r e o f these r u l e s i s t h a t they p r o v i d e a sequence o f 
approximations i n which p r e v i o u s f u n c t i o n e v a l u a t i o n s are e x p l o i t e d 
when proceeding from one a p p r o x i m a t i o n t o another. They a l s o p r o v i d e 
a means o f measuring an e s t i m a t i o n e r r o r i n the q u a d r a t u r e formula. 
I t i s not s u r p r i s i n g , t h e r e f o r e , t h a t such r u l e s are used i n n e a r l y 
a l l w e l l known automatic quadrature r o u t i n e s . 
This chapter concentrates on the a p p l i c a t i o n s o f the one-dimensional 
imbedded sequences o f r u l e s . T h e i r p r o p e r t i e s and p o t e n t i a l 
a p p l i c a t i o n s i n Bayesian a n a l y s i s are the s u b j e c t o f s e c t i o n 3.2. We 
s h a l l adopt a s i m i l a r n o t a t i o n t o t h a t o f Rabinowitz et a/. (1987), 
our main r e f e r e n c e i n t h i s area. Other r e l e v a n t r e f e r e n c e s i n the 
numerical a n a l y s i s f i e l d are Davis and Rabinowitz (1984, p.106-109, 
426), Atkinson(1978, p.243-248), and the reviews g i v e n by Monegato 
(1979) and Gautschi (1988). 
I n s e c t i o n 3.3. we present a recent development i n t h i s area namely 
the imbedded sequences o f p o s i t i v e i n t e r p o l a t o r y r u l e s . We b e l i e v e 
t h a t these r u l e s are p a r t i c u l a r l y p r o m i s i n g i n Bayesian a n a l y s i s . 
A r t i f i c i a l and r e a l examples are used f o r the i l l u s t r a t i o n o f these 
methods i n s e c t i o n 3.4. 
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3.2 Gauss-based sequences o f i n t e r o o l a t o r v i n t e g r a t i o n r u l e s 
3.2.1 P a t t e r s o n r u l e s 
P a t t e r s o n (1968a) proposed the use o f sequences o f i n t e r p o l a t i n g 
i n t e g r a t i o n r u l e s based on subset o f c e r t a i n Gauss and L o b a t t o 
i n t e g r a t i o n p o i n t s . I n these sequences, each r u l e i s an e x t e n s i o n o f 
the p r e v i o u s r u l e i n t h a t i t uses a l l the p o i n t s o f the previ o u s r u l e , 
or e q u i v a l e n t l y , each r u l e i s imbedded i n i t s successor. Such a 
sequence i s a l s o c a l l e d an imbedded sequence. 
I n h i s paper, P a t t e r s o n s t a r t e d w i t h a n- p o i n t r u l e , n - 2''+l , w i t h 
the p o i n t s denoted by x j, j-l»...,n, x^ ^ < x^., < . . . < x, . He then 
formed the subsets 
Si - {x : j-1.2,...,2r-»+l} , i - l , 2 , . . . , r (3.3) 
2 * ( j - l ) + l 
by s u c c e s s i v e l y d e l e t i n g a l t e r n a t i v e p o i n t s from the pr e v i o u s subset. 
T h e r e f o r e , the p o i n t s i n S j - S j ^ , i n t e r l a c e those o f S j + l , i . e . between 
any two p o i n t s o f S{^i there i s a p o i n t o f S j - S i ^ , . F i g u r e 3.1 
repres e n t s the subsets S j , i - l , 2 , . . . , 6 f o r the case o f n=65. For each 
o f the subsets S| , P a t t e r s o n computed the weights w j j» j ^ l , 2 , . . . , i 
needed f o r the c a l c u l a t i o n o f Q j f i n (3.2) u s i n g numerical i n t e g r a t i o n 
o f the Lagrangian i n t e r p o l a t i n g c o e f f i c i e n t s , g i v e n by 
j - o X k - X j J 
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o f s u f f i c i e n t l y h i g h order. I f , f o r example, k ( x ) - e a — » and b-oo 
i n ( 1 ) , then the weights needed f o r the c a l c u l a t i o n o f Qpf i n (3.2) 
u s i n g a pre-assigned set o f nodes S^ as i n (3.3) would be o b t a i n e d as 
des c r i b e d below: 
The Lagrangian i n t e r p o l a t i n g polynomial p ( x ) o f degree n-1 f o r a 
f u n c t i o n f ( x ) g i v e n at the p o i n t s x,, i - l , . . . , n i s g i v e n by 
n 
f ( x ) « p ( x ) - L i ( x ) f ( X i ) 
i - t 
where L j ( x ) i s g i v e n i n ( 3 . 4 ) , and i s the unique member o f the set o f 
polynomials o f degree <n w i t h t h i s p r o p e r t y . T h e r e f o r e , we have 
e ' ^ ^ f ( x ) dx « e ' ^ % ( x ) dx -
J -OD J -OO 
j-oo n n 
e"""" ^ L i ( x ) f ( X i ) dx - J Win . 
J -OO i <-1 i -1 
w i t h 
-X' 
i n - e 
, -00 
x2
Win I ^ L i ( x ) dx (3.5) 
and thus the weights are g i v e n by (3.5) u s i n g a Gauss-Hermite formula 
w i t h n/2 p o i n t s when n i s even and ( n + l ) / 2 p o i n t s when n i s odd. 
I n h i s paper, P a t t e r s o n (1968a) used a Gauss-Legendre r u l e w i t h a - - l , 
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b-1, k ( x ) - l i n ( 3 . 1 ) . I t t u r n e d out. t h a t a l l t h e weights are 
p o s i t i v e , i e . the r e s u l t i n g r u l e s are a l l p o s i t i v e i n t e r p o l a t o r y 
i n t e g r a t i o n r u l e s ( P I I R ' s ) . We s h a l l be mainly i n t e r e s t e d i n these 
r u l e s , because neg a t i v e weights are u n - a t t r a c t i v e from the S t a t i s t i c a l 
v i e w p o i n t . Shaw (1987b) notes t h a t the n e g a t i v e s i g n i n the weights 
might cause the embarrassing p o s s i b i l i t y o f e s t i m a t i n g the n o r m a l i s i n g 
constant t o be n e g a t i v e , t h a t general rounding e r r o r can occur i n the 
c a l c u l a t i o n o f the p o s t e r i o r e x p e c t a t i o n s , and t h a t t h e o r e t i c a l bounds 
on the e r r o r o f the a p p r o x i m a t i o n o f (3.1) and (3.2) o f t e n i n v o l v e the 
exp r e s s i o n I l w ^ n l , which can be l a r g e i f the weights w^^i are. not a l l 
the same s i g n . A d d i t i o n a l l y , the i n t e r p r e t a t i o n o f ap p r o x i m a t i o n s t o 
e x p e c t a t i o n s w i t h respect t o a d i s c r e t e d i s t r i b u t i o n breaks down i f 
the weights are n e g a t i v e . 
Our c o n j e c t u r e was t h a t any Gauss r u l e would be a p o s i t i v e i n t e g r a t i o n 
r u l e , and t h i s was encouraged by Davis and Ra b i n o w i t z (1984, ppl09) 
where i t has been commented t h a t 'experience has shown these weights 
t o be nonnegat i v e ' . However, as i t can be seen from t a b l e s 3.1, 3.2 
and 3.3 i n the Causs-Hermi te case, at lea s t two (symmetric) n e g a t i v e 
weights appeared i n the new subsets on the n-weights s e t , where 
n - 17, 33 or 65. These weights were c a l c u l a t e d u s i n g ( 3 . 5 ) , where 
the nodes were c a l c u l a t e d u s i n g a FORTRAN program by Stroud and 
Secrest (1966). The p o s s i b i l i t y t h a t these n e g a t i v e w e i g h t s r e s u l t e d 
from rounding e r r o r d u r i n g t h e i r computation was i n v e s t i g a t e d . This 
i n v o l v e d the a p p l i c a t i o n o f a quadruple p r e c i s i o n program. 
A f u r t h e r d i f f i c u l t y w i t h P a t terson's method i s t h a t i t uses 
e x t r a o r d i n a r i l y w i d e l y d i s p e r s e d nodes f o r small numbers o f p o i n t s . 
For example, i f we apply a 65 p o i n t f i n a l p r e c i s i o n f o rmula t o 
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FIGURE 3.1 
GRAPHICAL DISPLAY OF PATTERSON METHOD 
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TABLE 3.1: Weights d e r i v e d u s i n g a 17-point f i n a l 







































TABLE 3.2: VJeights d e r i v e d u s i n g a 3 3 - p o i n t f i n a l 






















- 0 . 4 3 8 3 1 2 8 9 9 0 0 4 0 - 0 9 
0 .265414894992D-07 
- 0 . 4 7 7 4 5 6 6 7 1 4 8 7 0 - 0 6 
0 .4493984768500-05 
0 .1589763805850-04 









- 0 . 4 7 7 4 5 6 6 7 1 4 7 7 0 - 0 6 
0 .2654148949980-07 




































TABLE 3.3: Weights d e r i v e d u s i n g a 6 5 - p o i n t f i n a l 
p r e c i s i o n P a t t e r s o n f o r m u l a 
3 POIHTS i poims 9 POIHTS 17 POIWTS 
0.393179843004D-02 -0.8026472138580-03 



































































































































i n t e g r a t e a normal d e n s i t y , then a 3 p o i n t formula g i v e s one node at 
the mean and two nodes w e l l over 10 stan d a r d d e v i a t i o n s away from the 
mean! C l e a r l y , though the formulae w i l l i n t e g r a t e a normal d e n s i t y 
e x a c t l y , i t w i l l be i n f l u e n c e d t o a great e x t e n t by the behaviour o f 
the d i s t r i b u t i o n i n the extreme t a i l s . For example, t he formula g i v e s 
g r o s s l y i n c o r r e c t values when a p p l i e d t o a heavy t a i l e d d i s t r i b u t i o n . 
I n a t - d i s t r i b u t i o n w i t h 3 degrees o f freedom, a 3 p o i n t formula g i v e s 
a n o r m a l i s i n g constant equal t o 0.33 • 10^*3 ( t h i s s h o u l d be compared 
w i t h the c o r r e c t value o f 2.72! ) . 
Rabinowitz et al. (1987) i n s l i g h t l y d i f f e r e n t c o n t e x t make t h i s 
comment and p o i n t out t h a t the nodes i n the subsets are f a r away from 
the s e t s corresponding t o the Gauss r u l e s w i t h the same number o f 
p o i n t s . To overcome the above d i f f i c u l t y and t o e l i m i n a t e the 
neg a t i v e weight, we developed a pseudo-Patterson method. The method 
was c o n s t r u c t e d - f r o m a f i n a l high-accuracy r u l e - o f n 2 * - l p o i n t s , i n 
a s i m i l a r way t o P a t t e r s o n method. S t a r t i n g now w i t h n = 2 ' - l p o i n t s 
new subsets are c r e a t e d by s u c c e s s i v e l y s t r i k i n g out every second 
p o i n t s t a r t i n g from the f i r s t p o i n t s . The new subsets o f a n - 2 * - l 
p o i n t formula w i l l then have the form 
Si - { X 2 i j 2 r - i - l } , i-1,2 r - 1 
Figure 3.2 represents the subsets o f a 63-point f o r m u l a . Comparing i t 
w i t h F i g u r e 3.1 ( P a t t e r s o n * s . o r i g i n a l method) we note t h a t the new 
method i s b u i l t w i t h nodes more c o n c e n t r a t e d around the m i d - p o i n t , but 
us i n g one step less than Patterson's method. The weights were 
c a l c u l a t e d f o r subsets o f nodes from the 15 p o i n t and 31 p o i n t f i n a l 
p r e c i s i o n r u l e s . I n the former case a l l weights were p o s i t i v e b u t , 
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TABLE 3.A 
Weights of the s u b s e t s of 15-poiat f i n a l p r e c i s i o n 
P a t t e r s o n - t y p e (pseudo-Patterson) formula 


























i n the l a t t e r case some n e g a t i v e weights o c c u r r e d . See t a b l e 3.4 
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3.2.2 Experiments w i t h P a t t e r s o n type r u l e s 
Having found the weights f o r some P a t t e r s o n and pseudo-Patterson 
sequences, we used the c l a s s o f e x p o n e n t i a l power d i s t r i b u t i o n s 
d e s c r i b e d i n s e c t i o n 2.5.1 t o t e s t t h e i r behaviour over a range o f 
d i s t r i b u t i o n s w i t h d i f f e r e n t c o e f f i c i e n t s o f k u r t o s i s . The P a t t e r s o n 
sequence based on a 17-point f i n a l p r e c i s i o n formula and the 
pseudo-Patterson based on a IS p o i n t f i n a l p r e c i s i o n formula were 
examined u s i n g the g r a p h i c a l d i s p l a y o f f i g u r e 3.3-3.6. The p l o t s 
represent the r e l a t i v e e r r o r aqatnst the c o e f f i c i e n t o f k u r t o s i s (see 
(2.20) and (2.21) ) . 
The f i g u r e s 3.3 and 3.4 c o n f i r m our remarks i n p r e v i o u s s e c t i o n and 
v e r i f y t h a t the pseudo-Patterson method i s c l e a r l y much b e t t e r than 
Patterson's method and achieves small r e l a t i v e e r r o r s f o r 
d i s t r i b u t i o n s which are 'close' t o the Normal ( k u r t o s i s c l o s e t o 0 ) . 
The small number o f steps i n two methods however, does not permit 
convergence checks, and t h e r e f o r e p r e v e n t s any f u r t h e r c l e a r 
c o n c l u s i o n s being drawn. 
3.2,3 C auss-Kronrod - P a t t e r s o Q l^u\es 
The imbedded Causs based sequences o f P a t t e r s o n (1968a) a t t r a c t e d 
l i t t l e i n t e r e s t i n the numerical a n a l y s i s l i t e r a t u r e , perhaps because 
s i m u l t a n e o u s l y and i n the same J o u r n a l , P a t t e r s o n p u b l i s h e d another 
paper (1968b) i n which he i n t r o d u c e d the Causs-Kronrod-Patterson 
(G-K-P) sequence o f i n t e g r a t i o n r u l e s , which r e c e i v e d a c o n s i d e r a b l e 
amount o f a t t e n t i o n i n subsequent years. These r u l e s , are more 
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FIGURE 3.3 
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FIGURE 3.5 
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FIGURE 3.6 
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accurate than CBIR r u l e s and i n a d d i t i o n are open-ended, whereas i n 
the CBIR sequences one has t o s p e c i f y the base ( f i n a l ) r u l e i n 
advance. This e x p l a i n s the negl e c t f o r the GBIR r u l e s , and the 
c o n c e n t r a t i o n on developments o f C-K-P r u l e s (eg. Piessens and 
Branders (1974), Monegato (1978)) and a u t o m a t i c a l g o r i t h m s 
(eg. Piessens (1973), P a t t e r s o n (1973)) were p u b l i s h e d . The basic 
t h e o r y and development o f these (G-K-P) r u l e s are o u t l i n e d below 
-a recent survey can be found i n Cautschi (1987). 
The o r i g i n a l idea behind the G-K-P r u l e s came from Kronrod (1965), who 
considered (3.1) f o r the case a — 1 , b-1 . He showed how an n-point 
Gaussian quadrature formulae may be augmented by a set o f n+1 nodes t o 
y i e l d quadrature formulae o f degree 3n+l i f n i s even and 3n+2 i f n i s 
odd. The problem can be expressed then as an a p p r o x i m a t i o n o f (3.1) 
by 
n 
y a j f ( x i ) + ) Pi f ( ? i ) (3.6) 
i ^ i i ^ i 
where the x i ' s are the nodes o f an n-point Gaussian quadrature 
formula. 
We want t o determine the a d d i t i o n a l nodes and the weights aj^ and /3j^ 
so t h a t the degree o f p r e c i s i o n o f (3.6) i s maximal. I t i s known t h a t 
the nodes must be the zeros o f the polynomial Vn+1 which 
sat i s f i e s 
b 
Pni^)iPr^lMx^dx - 0 k - 0 , l . . . . , n (3.7) 
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where Pn(x) i s the Legendre polynomial o f degree n. Kronrod (1965) 
gave a simple method f o r the computation o f ^n+\{^). P a t t e r s o n 
(1968b) expanded fn^ii^) i n terms o f Legendre p o l y n o m i a l s and d e r i v e d 
a sequence o f quadrature formulas by i t e r a t i n g the process d e s c r i b e d 
i n (3.6) and ( 3 . 7 ) . He considered the Gauss-Legendre, r u l e and 
s t a r t i n g w i t h a 3-point r u l e reached a 127-point r u l e . 
U n f o r t u n a t e l y , the zeros o f fPn^iM i n (3.7) are not n e c e s s a r i l y r e a l , 
and the c o n s t r u c t i o n o f the C-K-P sequence i s not always p o s s i b l e . 
Nor i s the p o s i t i v i t y o f the weights ensured. For the p a r t i c u l a r case 
o f k ( x ) - exp(-x2) w i t h a—«, b-<o i n ( 3 . 1 ) , (Causs-Hermi t e c a s e ) , 
Ramsky (1974) notes t h a t e x tensions o f the type (3.6) e x i s t o n l y f o r 
n-1,2,4. Monegato (1976) c o n f i r m s these r e s u l t s e x p e r i m e n t a l l y , and 
proves them i n a paper two years l a t e r (1978). F i n a l l y , Elhay and 
Kautsky (1984) compute a new G-K-P type sequence o f imbedded 
quadratures f o r Gauss-Hermite case. The sequence c o n s i s t s o f formulae 
w i t h 2, 5, 9 and 17 nodes w i t h two (symmetric) n e g a t i v e weights 
appearing i n the 17-point formula. I t , t h e r e f o r e , seems t h a t the 
G-K-P sequences are u n s u i t a b l e f o r use i n s t a t i s t i c a l a n a l y s i s . 
Embedded sequences o f p o s ^ t j v e j j p t e r p o l a t I n g i n t e g r a t i o n 
r u l e s 
N e a r ly twenty years a f t e r the f i r s t GBIR sequence was c o n s t r u c t e d by 
P a t t e r s o n (1968a), Rabinowitz et a/. (1987) p u b l i s h e d a paper which 
considered GBIR r u l e s w i t h p o s i t i v e w e i g h t s . These r u l e s are 
p r e f e r a b l e t o the o r i g i n a l GBIR r u l e s , p r i m a r i l y because they c o n t a i n 
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p o s i t i v e i n t e g r a t i o n r u l e s i n Causs Hermite case, and a l s o because 
when p r o g r e s s i n g from one r u l e t o i t s successor fewer p o i n t s are 
added. This i s the case because the number o f p o i n t s increases 
a r i t h m e t i c a l l y r a t h e r than g e o m e t r i c a l l y , which was the case i n CBIR 
r u l e s . This l a t t e r p r o p e r t y gives the user the f l e x i b i l i t y t o use a 
l a r g e r f i n a l - p r e c i s i o n number o f p o i n t s , compared w i t h CBIR r u l e s , and 
to monitor the convergence o f the i n t e g r a l more o f t e n . 
We consider again i n t e g r a l s o f the form (3.1) which can be 
approximated by i n t e r p o l a t i n g i n t e g r a t i o n r u l e s ( l I R ' s ) o f the form 
( 3 . 2 ) , where the set o f p o i n t s r ( ^ j n - J"^ s p e c i f i e d i n 
advance and t h e r e f o r e t h i s I I R i s s a i d t o be based on X^. We r e c a l l 
here t h a t a I I R i s c a l l e d p o s i t i v e I I R ( P I I R ) i f a j l weights r j n i n 
(3.2) are p o s i t i v e , and t h a t a r u l e Qmf i s Imbedded i n Qnf i f X^ ^ c x^. 
We s t a t e now theorem 1 as g i v e n i n Rabinowitz et a l (1987): 
Theorem 1 : Civen any PIIR Q^f based on a set X^, the r e e x i s t s a f i n i t e 
sequence o f PIIR's, (Qnj^f; k-l,....m<k) such t h a t Qn, f - Q n f and such 
t h a t Qnj^f . i s o f p r e c i s i o n ni^-2 f o r k - l . . . . . m - l . 
The theorem guarantees t h a t , i f we are d e a l i n g w i t h a symmetric 
s i t u a t i o n , as f o r example i n Gauss-Hermite case, where the weight 
-x' 
f u n c t i o n k ( x ) - e i n (3,1) i s symmetric about 0, we can c o n s t r u c t a 
sequence o f PIIR's s t a r t i n g w i t h a f i n a l h i g h - p r e c i s i o n set o f p o i n t s 
Xp and dropping each time two (symmetric) p o i n t s . The i n t e r p o l a t i n g 
weights f o r each subset o f Xy, can then be c a l c u l a t e d w i t h the same 
method which used by P a t t e r s o n (1968a) and d e s c r i b e d e a r l i e r i n t h i s 
s e c t i o n . The FORTRAN package IQPACK i s s p e c i a l l y w r i t t e n t o e v a l u a t e 
weights o f i n t e r p o l a t o r y quadratures w i t h p r e s c r i b e d nodes. See 
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Kautsky and Elhay (1982) and Elhay and Kautsky (1987) f o r more 
d e t a i l s . These weights need be c a l c u l a t e d o n l y once, s t o r e d , and used 
each tim e , as i n d i c a t e d by Naylor and Smith (1982). Assuming t h a t we 
s t a r t u s i n g 2 nodes when n i s even and 3 nodes when n i s odd, we need 
t o s t o r e f o r each n a set o f (rH-l)/2 nodes (due t o symmetry) and 
( n - l ) / 2 sets o f weights, c o r r e s p o n d i n g t o each i n c r e a s e I n he number 
o f nodes by one. For example, w i t h a 16-poInt f i n a l p r e c i s i o n base 
r u l e we need t o s t o r e 8 (symmetric) nodes and 8 s e t s o f w e i g h t s , and 
f o r a l 7 - p o i n t f i n a l p r e c i s i o n sequence we need t o s t o r e 9 nodes (8 
symmetric and the m i d - p o i n t ) and 8 sets o f w e i g h t s . 
Rabinowitz e t . a / . (1987) t e s t e d d i f f e r e n t sequences o f P l l R ' s i n 
v a r i o u s s i t u a t i o n s . We d e s c r i b e here the more i n t e r e s t i n g 
( e x p e r i m e n t a l ) r e s u l t s concerning the convergence o f the sequences o f 
PlIR*s. T h e i r suggestion i s t o s t o p and accept the c u r r e n t 
a p p r o x i m a t i o n i f the r e s u l t s o f two ( o r more c o n s e r v a t i v e l y t h r e e ) 
successive approximations agree t o w i t h i n d e s i r e d accuracy. T h i s 
convergence I s not t o the t r u e value o f the i n t e g r a n d but t o the f i n a l 
p r e c i s i o n based sequence. I t i s however g e n e r a l l y t r u e t h a t when 
r a p i d convergence occurs, i t w i l l be t o the t r u e value o f the 
i n t e g r a l . Thus, a general s t r a t e g y would be t o s t a r t w i t h a h i g h 
accuracy based r u l e . I n t h e i r paper, Rabinowitz et.al. s t a r t w i t h 
a 36-point Gauss-Hermite r u l e t o demonstrate the convergence o f the 
imbedded sequence o f a PIIR. 
The problem o f the f a l s e convergence i s , o f course, i n e v i t a b l e . T h i s 
phenomenon i s w e l l known t o numerical a n a l y s t s , see f o r example Lyness 
(1983), Davis and Rabinowitz (1984, p.421-424), L a u r i e (1985), and 
t h e r e f o r e , i t i s w o r t h w h i l e t o keep t h i s i n mind i n the c o n t e x t o f the 
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a p p l i c a t i o n o f these methods i n Bayesian a n a l y s i s . We w i l l d i s c u s s 
t h i s m a t t e r e x t e n s i v e l y i n chapter 5. 
3.4 A o p H c a t l o n s o f Imbedded sequences o f PIIR's I n 1 dimension 
3.4.1 Reanalvsls o f the W e l b u l l example o f s e c t i o n 2.4 
A PIIR sequence as d e s c r i b e d i n chapter 4 f o r the Gauss-Hermi t e case 
was c o n s t r u c t e d and a p p l i e d t o the W e i b u l l example o f ( s e c t i o n 2.4). 
We chose a 16 p o i n t f i n a l p r e c i s i o n f o r m u l a , and the PII R sequence was 
found as d e s c r i b e d i n Rabinowitz et at. (1987). Having then chosen 
the i n i t i a l r u l e , we dropped a p o i n t each time and we computed the 
i n t e r p o l a t o r y weights f o r the r e s u l t i n g set o f p o i n t s u s i n g ( 3 . 5 ) . 
The i n d i c e s o f the p o i n t s i n the o r d e r i n which they were removed are 
8.6,7,5,4.3.2.1. (3.8) 
Note t h a t r e a d i n g from r i g h t t o l e f t the sequence g i v e s the i n d i c e s o f 
the p o i n t s i n the order o f b u i l d i n g up a ( k + l ) - p o i n t PIR from a 
k- p o i n t PIR. 
The lower 90% p r e d i c t i o n bound was c a l c u l a t e d u s i n g the method 
d e s c r i b e d I n ( 2 . 4 . 3 ) , and f o r a b e t t e r d e m o n s t r a t i o n o f the method, 
was p l o t t e d against the number o f f u n c t i o n e v a l u a t i o n s r a t h e r than the 
number o f p o i n t s -see f i g u r e s 3.7-3.12. Having a p p l i e d the 
Gauss-Hermite method w i t h 4, 6 and 8 p o i n t s i t i s t h e r e f o r e assumed 
t h a t when an 8-point formula i s used, , 4+6+8-18 f u n c t i o n e v a l u a t i o n s 
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FIGURE 3.9 
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have been performed. 
The r e s u l t s i n d i c a t e t h a t the PIIR's g i v e v e r y poor i n i t i a l 
a p p r o x i m a t i o n , but converge reasonably f a s t . The advantage o f PIIR's 
over the pseudo-Patterson (and o f course the P a t t e r s o n ) method i s 
c l e a r i n t h a t convergence can be monitored more e a s i l y due t o the 
l a r g e r number o f steps. We note, t h a t the sequence o f PIIR*s used f o r 
these examples i s o n l y one o f many sequences which can be d e r i v e d from 
a 16 p o i n t base r u l e , and t h a t the o p t i m a l ( o r n e a r - o p t i m a l ) sequence 
i s d i f f i c u l t t o d e f i n e . I n general the choice i s dependent mainly on 
the nature o f the i n t e g r a n d . 
3.4,2 An a r t j f j c U ) e^anip;e Unvojvtpg or^ e d^piens<on 
Naylor (1982, S e c t i o n 3.3.2) presented an a r t i f i c i a l example f o r the 
demonstration o f the a d a p t i v e i t e r a t i v e scheme as d e s c r i b e d by Naylor 
and Smith (1982). He c o n s i d e r e d an e x p o n e n t i a l d i s t r i b u t i o n w i t h 
p.d.f. 
p ( X l d ) - e-^Q-^/^ . X > O, ^ > 0 
which, f o r a sample o f s i z e n - 5 w i t h sample mean 1 g i v e s a 
l i k e l i h o o d f u n c t i o n o f the form 
The p r i o r d e n s i t y was taken as 
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Naylor (1982) a p p l i e d the a d a p t i v e i t e r a t i v e scheme o f Naylor and 
Smith (1982) a f t e r a l o g t r a n s f o r m a t i o n . S t a r t i n g v a l u e s f o r the 
i t e r a t i o n were o b t a i n e d u s i n g maximum l i k e l i h o o d e s t i m a t e s . I n order 
t o demonstrate the e f f e c t i v e n e s s o f PII R sequences we a p p l i e d two such 
sequences o b t a i n e d from a 16 p o i n t Causs-Hermi t e r u l e and a 36 p o i n t 
Gauss-Hermite r u l e . 
With the 16 p o i n t r u l e a sequence o f imbedded r u l e s was o b t a i n e d by 
s u c c e s s i v e l y d e l e t i n g , i n s i z e o r d e r , symmetric nodes 8, 6, 7, 5, 4, 3 
and 2. With the 64 p o i n t r u l e a sequence o f imbedded r u l e s was 
o b t a i n e d by s u c c e s s i v e l y d e l e t i n g symmetric nodes 18, 14, 17, 16, 12, 
15, 10, 13, 8, 11,.9. 7, 6, 5, 4, 3 and 2. The r e s u l t s t o g e t h e r w i t h 
those taken from Naylor (1982) are g i v e n i n Table 3.5. 
From Table 3.5 i t can be seen, t h a t i n t h i s p a r t i c u l a r example, the 
imbedded i n t e g r a t i o n r u l e s perform e x t r e m e l y w e l l . The approximations 
from the two sequences o f PIIR's show s u p e r i o r convergence a f t e r 16 
f u n c t i o n e v a l u a t i o n s than the a d a p t i v e i n t e g r a t i o n r u l e does a f t e r 126 
f u n c t i o n e v a l u a t i o n s . Of course t h i s i s a p a r t i c u l a r l y w e l l behaved 
example, but i t does i l l u s t r a t e t h a t i n some cases where good i n i t i a l 
e s t imates are a v a i l a b l e sequences PIIR's p r o v i d e an a t t r a c t i v e 




Comparison of Adaptive fnteeratlon StrattfTV v / e A PriR sequences 
(a) R e s u l t s from Naylor (1982) 
( t e r a t I o n Crfd Size CUD. no. of 
function 
tvaluacIons 
Nonul I z i n g 
constant x 10' 
Maan Variance 
0 ' 6 6 7.700 
1 6 12 7.674 
2 6 18 7.674 
6 24 7.674 1.2478 0.4831 7 31 7.681 
7 38 7.682 
6 7 45 7.682 1.2478 0.4977 
9 61 7.679 1.3492 0.5061 
12 96 7.680 1.2496 0.5111 
15 10 126 7.680 1.2497 0.5144 
(b) R a i u i i s obtalnad by applying a taquenca of PIIR's based on a 
16 point r u l t 




constant x 10' 
Mean Variance 
1 - - 2 — 8.908 - 1.0242 0.0455 2 4 7.863 1.2356 0.4178 3 6 7.744 1.2358 0.4015 4 1 T.671 1.2455 0.4760 5 10 7.680 1.2491 0.5021 6 12 7.680 1.2498 0.5148 7 14 7.680 1.2500 0.5194 8 16 7.680 1.2500 0.52O7 
( c ) Results obtained by applying a sequence of P I I R ' i based on « 
32 point ru l e 
Ho. of Generators CUB. no. of 
functIon 
t v a l u a t I o n s 
HoraalIzlng 
constant x 10> 
Mean Variance 
I 2 9.095 1.0105 0.0204 2 4 8.310 1.2447 0.5833 3 6 7.695 1.2361 0.4710 4 8 7.695 t.2363 0.4693 5 10 7.670 1.2503 0.4974 6 12 7.692 t.2470 0.5044 7 14 7.677 1.2501 0.5153 8 16 7.680 1.3498 P.5167 9 18 7.680 1.3500 0.3190 10 20 7.680 1.2500 0.5302 11 32 7.680 1.3500 0.5200 12 34 7.680 1.2500 0.5204 13 
14 
15 
36 7.680 1.2500 0.5207 38 7.680 1.3500 0.5208 30 7.680 1.3500 0.5208 16 
17 
32 7.680 1.3500 0.5208 34 7.680 1.3500 0.5208 18 36 7.680 1.3500 0.5208 
True posterior mean - 1.2300 and v|^Unce - 0.3208 
Chanter 4: M u l t i d i m e n s i o n a l i n t e g r a t i o n r u l e s 
4.1 I n t r o d u c t i o n 
I n chapter 2 we d e s c r i b e d the Gaussian product formulae which have 
been used by Naylor and Smith (1982) f o r the a p p r o x i m a t i o n o f 
d-dimensional i n t e g r a l s . I n t h i s c h a p t e r , we cons i d e r the 
c o n s t r u c t i o n and a p p l i c a t i o n o f imbedded sequences o f m u l t i d i m e n s i o n a l 
PlIR's which can be d e r i v e d i n the same manner as the one-dimensional 
sequences o f PIIR's d e s c r i b e d i n chapter 3. 
The a p p l i c a t i o n o f c o n v e n t i o n a l numerical methods t o Bayesian a n a l y s i s 
i s u n f o r t u n a t e l y not an easy t a s k , e s p e c i a l l y i n our co n t e x t o f 
m u l t i d i m e n s i o n a l i n t e g r a t i o n over the h i g h dimensional space 
e x p l o i t i n g p r o p e r t i e s o f product r u l e s . The reason i s simple. 
T r a d i t i o n a l l y , the numerical a n a l y s t s focussed on e f f i c i e n t 
i n t e g r a t i o n r u l e s , and made o b j e c t i v e comparisons u s i n g the degree o f 
p r e c i s i o n o f each r u l e (see s e c t i o n 2.2.1). Thus, r u l e s which 
achieve maximum p r e c i s i o n w i t h l e a s t number o f f u n c t i o n e v a l u a t i o n s 
(sometimes c a l l e d o p t i m a l r u l e s ) a t t r a c t e d much o f the research 
i n t e r e s t s and t h e r e f o r e the ( s u b - o p t i m a l ! ) Gauss-product r u l e s were 
d i s r e g a r d e d . There i s no paper t h a t we are aware o f which c o n t a i n s 
any d i s c u s s i o n o f the product r u l e s i n c o n n e c t i o n w i t h the s p e c i a l 
p r o p e r t i e s .which make them f u l l y symmetric i n t e g r a t i o n r u l e s . Yet 
t h i s i s the basic p r o p e r t y which we e x p l o i t t o produce imbedded 
sequences o f r u l e s . 
T h i s chapter reviews the basis p r o p e r t i e s o f m u l t i d i m e n s i o n a l f u l l y 
symmetric i n t e g r a t i o n r u l e s . Adopting a s i m i l a r n o t a t i o n t o our main 
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r e f e r e n c e paper by Rabinowitz et al (1987), we p r e s e n t , i n the next 
s e c t i o n , some basic d e f i n i t i o n s c o n c e r n i n g i n t e g r a t i o n r u l e s and, i n 
p a r t i c u l a r , - f u l l y symmetric i n t e g r a t i o n r u l e s . The e x p l o i t a t i o n o f 
the s p e c i a l p r o p e r t i e s o f these f u l l y symmetric r u l e s w i l l enable the 
c o n s t r u c t i o n o f imbbeded sequences o f m u l t i d i m e n s i o n a l PIIR's i n 
s e c t i o n 4.3, and, t h e i r a p p l i c a t i o n on some h i g h dimensional Bayesian 
a n a l y s i s i n s e c t i o n 4.4. 
More d e t a i l s concerning the c o n n e c t i o n between the numerical a n a l y s i s 
and the Bayesian s t a t i s t i c s w i l l be g i v e n i n chapter 5. 
4.2 F u l l y Symmetric I n t e g r a t i o n Rules 
The imbedded sequences o f i n t e g r a t i o n r u l e s d e a l t w i t h i n t h i s c hapter 
are o b t a i n e d from Gauss-Hermite product r u l e s w i t h the same number o f 
p o i n t s i n each dimension. These r u l e s are a p p r o p r i a t e because they 
are f u l l y symmetric i n t e g r a t i o n r u l e s . The general c l a s s o f f u l l y 
symmetric i n t e g r a t i o n r u l e s have r e c e i v e d a c o n s i d e r a b l e amount o f 
a t t e n t i o n i n the numerical a n a l y s i s l i t e r a t u r e ; see, f o r example, 
Lyness (1965), McNamee and Stenger (1967), R a b i n o w i t z and R i c h t e r 
(1969). Mantel and Rabinowitz ( 1 9 7 7 ) , Keast and Lyness (1979) and Cenz 
(1986), This s e c t i o n g i v e s the ba s i c d e f i n i t i o n s o f f u l l y symmetric 
i n t e g r a t i o n r u l e s and some o f t h e i r important p r o p e r t i e s . We begin 
w i t h d e f i n i t i o n s o f f u l l y symmetric p o i n t s , s e t s and f u n c t i o n s . 
Two p o i n t s X and x o f the n-dlmensional Euclidean space E" are s a i d t o 
be f u l l y symmetric, denoted x ~ y. i f y can be o b t a i n e d from x by 
per m u t a t i o n and/or changes i n s i g n o f the c o o r d i n a t e s o f x. I n 
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passing we note t h a t the r e l a t i o n '^^ i s an equ i v a l e n c e r e l a t i o n and 
i n any equivalence c l a s s t h e r e are at most n!2" p o i n t s . A subset o f 
p o i n t s FpSE", i s c a l l e d a f u l l y synnnetric set i f x c F",, and x ^ y 
i m p l i e s y € F^. A f u n c t i o n g i s s a i d t o be f u l l y symmetric i f 
g(2i) " S^X) whenever K ^ y. Examples o f f u l l y symmetric s e t s are the 
n-dimensional u n i t sphere, the n-dimensional u n i t cube and the e n t i r e 
space. We cons i d e r i n t e g r a t i o n r u l e s o f the form 
I f - ... k ( x ) f ( x ) d x = y «if(xi,,Xi2 X i n ) - Qn,f (4.1) 
i n which the set o f nodes are f u l l y symmetric and the weight f u n c t i o n 
comprises a f u l l y symmetric f u n c t i o n d e f i n e d on the set o f nodes. 
Such f u l l y symmetric i n t e g r a t i o n r u l e s can be c o m p l e t e l y s p e c i f i e d by 
a set o f M generators y j , i - l , 2 M, ( t h e unique r e p r e s e n t a t i v e s o f 
an - equivalence c l a s s ) and the co r r e s p o n d i n g weights wjC^) 
( i - 1 , 2 , . . . , M ) . Each o f the M g e n e r a t o r s y j d e f i n e s a f u l l y symmetric 
set o f nodes { x : x ^ y j ) w i t h the same weight wj . Thus, a f u l l y 
symmetric i n t e g r a t i o n r u l e can be w r i t t e n i n the form 
QMf - y w j W y f ( y i ) (4.2) 
i - 1 
where E denotes the sum over a l l f u l l y symmetric p o i n t s which can be 
FS 
o b t a i n e d from y j . 
Table 1 g i v e s the types o f t h r e e dimensional g e n e r a t o r s and t h e i r 
c o r r e s p o n d i n g number o f p o i n t s i n t h e i r r e p r e s e n t a t i v e FS s e t . Thus, 
i n t h r e e dimensions. Qmf w i l l have the form 
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TABLE 4.1 
Types o f three-dimensional g e n e r a t o r s . 
Types Generators Number o f p o i n t s 
i n a set 
(0.0,0) (0.0.0) 1 
(a,0.0) (a,,0.0) i - 1 6 
(/S./3.0) (0i.0i.O) i - 1 12 
(7.S.0) (7i.«i.O) i - 1 , . . ; , K 2 24 
(«,e.e) (« i , e 1 , f l ) i - 1 K 8 
( r.f.n) ( f i . f i . n i ) i - 24 
( e . / t . x ) ( 9 i , / t , \ i ) i - 1 48 
Qmf - 2 Wiof(O.O.O) + 
i - i 
w i , ^ fCaj.O.O) + ^ ^ 1 2 ) 1 f ( / 3 i . / 3 i , 0 ) 
i - i FS i - i FS 
1 - 1 FS 1 - 1 FS 
1 - 1 FS 1 — 1 FS 
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where ^ " • 
j - o 
I t i s n o t a b l e t h a t Causs-Hermite product r u l e s w i t h the same number o f 
p o i n t s i n each dimension are f u l l y symmetric. The number o f 
gene r a t o r s i n such a r u l e can r e a d i l y be d e r i v e d u s i n g a c o m b i n a t o r i a l 
argument. For a d dimensional r u l e w i t h n non-negative p o i n t s i n each 
dimension, the number o f generators i s g i v e n by M - * ^ ^ ~ ^ C ( j , Thus, 
f o r example, a 5^ product r u l e can be expressed as a f u l l y symmetric 
r u l e w i t h M - 3+5-lCg - 21 gen e r a t o r s . 
Two p a r t i c u l a r l y important p r o p e r t i e s o f the f u l l y symmetric 
i n t e g r a t i o n Qmf r u l e are as f o l l o w s . 
( i ) I f f i s a monomial c o n t a i n i n g an odd power o f a c o o r d i n a t e 
v a r i a b l e then Q^f - I f - 0. 
( i i ) I f f i s a monomial w i t h o n l y even powered c o o r d i n a t e s then I f 
and Qmf depend o n l y on the exponents and not on the o r d e r i n g 
o f the c o o r d i n a t e s . 
I t i s c l e a r from ( i ) t h a t i f a f u l l y symmetric i n t e g r a t i o n r u l e i s 
exact f o r a l l monomials up t o degree 2k i t i s exact t o degree 2k+l . 
Moreover, ( i i ) p r o v i d e s a means o f d e r i v i n g the weights from a set o f 
m generators s p e c i f i e d i n advance. Given m g e n e r a t o r s we o b t a i n 
weights WjC"*) ( i - 1 , 2 , . . . ,m) which i n t e g r a t e e x a c t l y m monomials o f the 
form 
x^ - x ^ x j ^ ... x^d j i > > ... > Jd > 0- ( J i even) 
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F o l l o w i n g Rabinowitz et a l (1987) we adopt an o r d e r i n g o f the 
monomials i n which jr*" precedes 2r" i f the degree o f J i s less than x~" 
or i n cases where ^ and are o f the same degree >r^precedes x^ i f 
f o r the f i r s t p(p-1.2,...) on which j p and kp d i f f e r j p < kp. For 
example, i n t h r e e dimensions t h i s r e s u l t s i n the o r d e r i n g 1. x f , x j x ^ , 
Given a set o f m < M g e n e r a t o r s (which w i t h o u t loss o f g e n e r a l i t y we 
denote by y i . y j . . - t ^ ) d e f i n i n g as Imbedded r u l e we o b t a i n weights 
W|(°>) by s o l v i n g the system 
m 
y WjCm) y I x ^ = I j f ^ . e - l.2.....m'. (4.3) 
i - 1 ^ X i 
and making the r u l e exact f o r the f i r s t m' monomials. These m' 
monomials being the f i r s t which g i v e a unique set o f weight s . Note 
here t h a t m* > m i f the f i r s t m monomials lead t o a dependent system 
o f equations. 
4.3 Construct; Hon o f Kpibedded I n t e g r a t i o n Rules 
Rabinowitz et a l (1987) gave the f o l l o w i n g theorem. 
Theorem 2: Given an i n t e g r a t i o n r u l e w i t h M g e n e r a t o r s and p o s i t i v e 
weights which i s exact f o r the f i r s t M monomials, the n t h e r e e x i s t s a 
ru l e - w i t h M-1 generators and non-negative weights which i s exact f o r 
the f i r s t M-1 monomials. 
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Theorem 2 guarantees the e x i s t e n c e o f at l e a s t one sequence o f M 
imbedded r u l e s . Furthermore, (4.3) p r o v i d e s the b a s i s f o r an 
a l g o r i t h m f o r o b t a i n i n g sequences o f imbedded r u l e s by w o r k i n g from an 
M-generator base r u l e and c r e a t i n g s e q u e n t i a l l y M-1 , M-2 1 
g e n e r a t o r imbedded r u l e s . We w i l l use t h i s theorem t o c o n s t r u c t an 
imbedded sequence o f PIIR*s based on a product Gauss-Hermi te r u l e . As 
we remarked i n the p r e v i o u s s e c t i o n , t h i s r u l e s a t i s f i e s a l l 
c o n d i t i o n s t o be converted from (4.1) t o ( 4 . 2 ) , but the s o l u t i o n o f 
(4.3) i n t h i s case i s a q u i t e c o m p l i c a t e d problem and i t s 
implementation r e q u i r e s the a d o p t i o n o f a s p e c i f i c s t r a t e g y . 
The weights i n a Gauss-Hermite product r u l e can be r e a d i l y o b t a i n e d by 
m u l t i p l i n g the corresponding one dimensional w e i g h t s . However, we 
must c o n s t r u c t a system o f l i n e a r e q u a t ions o f the form (4.3) i n order 
t o d e r i v e the imbedded sequence o f i n t e g r a t i o n r u l e s . The s o l u t i o n of. 
(4.3) w i t h a l l p o i n t s o f the product r u l e serves as a check on the 
a l g o r i t h m before we proceed c r e a t i n g imbedded r u l e s . The c o n s t r u c t i o n 
and s o l u t i o n o f (4.3) w i t h the f u l l set o f g e n e r a t o r s i n . t h e base r u l e 
i s the f i r s t s t e p o f our s t r a t e g y . 
We noted i n chapter 2 t h a t d-dimensional Gauss-Hermite product r u l e s 
w i t h n p o i n t s i n each dimension can i n t e g r a t e a l l monomials w i t h terms 
d a. 
.n^ X ( ' w i t h a j < p (i«l.2,...,d). We a l s o remarked i n the p r e v i o u s 
s e c t i o n t h a t the number o f g e n e r a t o r s f o r t h a t r u l e i s i ^ + d - l C j j - M, 
where y\ denotes the number o f non-negative p o i n t s i n each dimension. 
I t i s simple t o show th a t the number o f monomials t h a t t h i s r u l e can 
i n t e g r a t e i s ^^*^'^C^>M. Our t a s k i s t o f i n d the f i r s t M monomials 
which make the m a t r i x o f c o e f f i c i e n t s o f the system (4.3) 
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n o n - s i n g u l a r . I n a d d i t i o n , i t i s known (see f o r example Davis and 
Rabinowitz (1984) ) t h a t t h i s system has a unique s o l u t i o n . 
T h e r e f o r e , these f i r s t M monomials g i v e a unique set o f w e i g h t s . 
When t h i s i s accomplished, the next s t e p i s t o drop one generator ( o r , 
e q u i v a l e n t l y , one column o f the m a t r i x o f c o e f f i c i e n t s o f the system 
(4.3) ) and t r y t o solve the system o f M-1 e q u a t i o n s . F o l l o w i n g 
Rabinowitz et a l (1987) our s t r a t e g y f o r o b t a i n i n g an M-1 g e n e r a t o r 
Imbedded r u l e from an M generator r u l e i s t o drop the most expensive 
generator ( i e . the one which generates most p o i n t s ) which leads t o a 
p o s i t i v e r u l e . I n t h i s case, care must be taken when we t r y t o f i n d 
the set o f the M-1 independent equations which make the m a t r i x 
n o n s i n g u l a r : we do not want t o i n t e g r a t e monomials w i t h h i g h e r degree 
and omit monomials w i t h less degree. Our s t r a t e g y t h e r e f o r e i s t o 
f i n d the f 1 r s t M-1 monomials which make the m a t r i x o f c o e f f i c i e n t s o f 
the system n o n s i n g u l a r . S i m i l a r l y , we proceed f o r the c o n s t r u c t i o n o f 
M-2,M-3 2 generator imbedded r u l e s . 
A numerical a l g o r i t h m t o implement the above i s as f o l l o w s : 
( I ) Create an ordered l i s t o f monomials t h a t the f u l l product r u l e 
can i n t e g r a t e e x a c t l y u s i n g the o r d e r i n g d e s c r i b e d above. 
( I I ) Derive the RHS o f (3) u s i n g the formula 
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J [ ... [ x ? ' l x ^ * 2 x^*nexp(-x?+x^+...+x^ ) d x i d x 2 . . . d x ^ „ 
- r ( i i + l / 2 ) r ( i 2 + l / 2 ) . . . r ( i n + l / 2 ) 
(111) Derive a system (4.3) produced by the f i s t M monomials as they 
are ordered I n ( i ) . S t a r t s o l v i n g the system u s i n g t o t a l p i v o t i n g 
w i t h s c a l i n g t o a v o i d r o u n d - o f f e r r o r s . ( For more d e t a i l s i n these 
methods see S l e i n b e r (1974) or A t k i n s o n (1978) ) . I f the m a t r i x i s 
s i n g u l a r , the t o t a l p i v o t i n g w i l l s t o p when the f i r s t d i agonal 
elements are non-zero and the l a s t (bottom) M-kj rows z e r o . 
( I v ) Remove the l a s t M-k^ equations o f the system and replace them 
from the equations d e r i v e d o f the Nt4-1 .M+2 M+ki^h monomials, as 
they ordered i n ( i ) . Continue the t o t a l p i v o t i n g s t a r t i n g from the 
A 
k + l ' h row. 
( v ) Repeat st e p ( i v ) , say i times, u n t i l kj-M. Then, solve the 
system and check whether the s o l u t i o n produces the Gauss-product 
weights f o r v e r i f i c a t i o n o f the method. 
For the M-1 ,M-2, . . . ,2 generator r u l e , we remove each time from the 
system o f equations one generator s t a r t i n g from the most expensive and 
t r y t o s olve the (M-1)x(M-l),(M-2)x(M-2),...,2x2 system o f e q u a t i o n s . 
I f the s o l u t i o n produces a set o f p o s i t i v e w e i g hts we s t o p and proceed 
t o the next r u l e . Otherwise we t r y t o remove the next most expensive 
generator. 
One important f a c t o r o f the s t r a t e g y i s t h a t we are a b l e t o r e c o r d i n 
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each st e p the exponents o f the l a s t monomial i n t e g r a t e d e x a c t l y by the 
r u l e . We can t h e r e f o r e 'judge' the power o f each imbedded r u l e 
because we know th a t at l e a s t a l l monomials o r d e r e d b e f o r e t h a t can be 
i n t e g r a t e d e x a c t l y by the r u l e . Of course, t h e r e are more monomials 
i n t e g r a t e d e x a c t l y which have been or d e r e d a f t e r the l a s t one and have 
been removed d u r i n g the above numerical a l g o r i t h m . I n the next 
s e c t i o n we w i l l s p e c i f y e x a c t l y which are these monomials. 
Even though the f u l l y symmetric r u l e s were used I n the past t o produce 
i n t e g r a t i o n r u l e s w i t h s p e c i f i e d accuracy, ( o r degree o f p r e c i s i o n ) , 
the above remarks I n d i c a t e t h a t sequences o f PMR's can be used t o 
produce r u l e s which l i e between two r u l e s o f p r e c i s i o n , say, p-2 and 
p. I n the context o f numerical a n a l y s i s , c e r t a i n l y the reason f o r 
c o n s t r u c t i n g r u l e s o f s p e c i f i e d accuracy i s concerned w i t h the 
comparison o f d i f f e r e n t methods. However, we b e l i e v e t h a t these r u l e s 
are p o t e n t i a l l y u s e f u l , e s p e c i a l l y i n a Bayesian a n a l y s i s , s i n ce they 
f i l l a gap by p r o v i d i n g a r i c h c l a s s o f p o s i t i v e i n t e g r a t i o n r u l e s 
over the d-dlmenslonal space. 
We need t o mention t h a t i n c o n t r a s t w i t h the l i n e a r a l g e b r a c o n t e x t , 
the m a t t e r o f 'zero elements' i n a numerical s o l u t i o n o f a l a r g e 
system o f l i n e a r equations r e q u i r e s c o n s i d e r a b l e amount o f a t t e n t i o n . 
We s p e c i f i e d a ' t o l e r a n c e * , which I s a adequately sm a l l number (say 
O.le-6) which c o u l d serve as the s m a l l e s t p o s i t i v e number. The 
s e n s i t i v i t y o f our s o l u t i o n was t e s t e d r e p e a t e d l y and we found t h a t 
the a l g o r i t h m i s v e r y s t a b l e i n the sense t h a t i t produces same 
s o l u t i o n over a wide range o f t o l e r a n c e . 
An a l t e r n a t i v e way t o work out steps ( i i i ) and ( i v ) above i s t o use 
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procedures (see, f o r example NAG (1987) ) which can c a l c u l a t e the 
number o f non-zero s i n g u l a r values and thus the number o f independent 
equations i n the system ( o r , e q u i v a l e n t l y , the rank o f the system). 
The way t o proceed w i t h t h i s method i s t o s t a r t w i t h two rows and add 
one row at a time, c a l c u l a t i n g the new rank at each stage. I f the 
rank does not increase by one, then t h a t row i s not needed. This 
method o f course has the disadvantage t h a t i t i s not t h e o r e t i c a l l y 
founded: Theorem 2 guarantees the e x i s t e n c e o f an imbedded sequence o f 
PIlR's s t a r t i n g from the l a r g e r u l e and d r o p p i n g one g e n e r a t o r at a 
time. The reverse procedure c o u l d c r e a t e the u n f o r t u n a t e problem o f 
having t o stop at a p o i n t where the sequence does not produce a 
p o s i t i v e r u l e . However, t h i s method can serve as a way t o d e r i v e some 
PIIR*s i n cases where the whole sequence i s not needed. 
Using the above a l g o r i t h m , we have produced imbedded sequences o f 
PIIR's based on .93.133.5^.5^,5^ Gauss-Hermite product r u l e s . I n 
the next s e c t i o n we i l l u s t r a t e how these sequences can produce 
e f f i c i e n t r e s u l t s w i t h i n the Bayesian framework. 
4.4 P r o p e r t i e s o f the Imbedded sequences 
4.4.1 R e l a t e d r e s u l t s from Numerical a n a l y s i s t h e o r y 
The idea o f dropping a node from an one-dimensional Gauss-quadrature 
formula was suggested by Berntsen and E s p e l i d (1984) and L a u r i e 
(1985). T h i s idea was a p p l i e d t o c i r c u l a r symmetric p l a n a r r e g i o n s by 
Cool and Haegemans (1987) and t o the cube by Bernten and E s p e l i d 
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(1988). Rabinowitz et a/. (1987) i n v e s t i g a t e d the e x i s t e n c e o f such 
r u l e s w i t h c e r t a i n o p t i m a l p r o p e r t i e s , and r e c e n t l y Cools and 
Haegemans (1989) and Cools (1989) have e x p l o r e d f u r t h e r p r o p e r t i e s and 
presented a method f o r the c o n s t r u c t i o n o f m u l t i d i m e n s i o n a l imbedded 
r u l e s , based on I n v a r i a n t t h e o r y and i d e a l t h e o r y . 
Even though the t h e o r e t i c a l work by Cools and Haegemans (1989) i s a 
t h e o r e t i c a l g e n e r a l i s a t i o n o f the work we pres e n t e d i n s e c t i o n 4.3, i t 
Is w o r t h w i l e d e s c r i b i n g here some p r o p e r t i e s o f the imbedded sequences 
o f PlIR's o b t a i n e d from the Gauss-Hermite product r u l e s . We have 
mentioned i n s e c t i o n 2.2.1 t h a t the product r u l e s are r e l a t i v e l y 
' s t r o n g ' i n the sense t h a t they can i n t e g r a t e rnoinj^ more monomials than 
o t h e r r u l e s w i t h the same degree. T h i s i s a v e r y important p r o p e r t y 
which we g e n e r a l i s e here f o r the whole sequence o f the imbedded r u l e s 
d e r i v e d i n s e c t i o n 4,3. 
Suppose we have an n-dimensional Gauss-Hermite product r u l e o f degree 
2m-l. Then the nodes are based on the zeros o f the Hermite 
polynomials o f degree m, say Hfn(x) (see David and Rabinowitz (1984). 
Let Hm(xj) be the Herraite polynomials on x j , j - l , 2 , . . . , n and X a 
polynomial o f degree ^ m. Then, the f o l l o w i n g r e s u l t h o l d s : 
Result 1: I f an i n t e g r a t i o n r u l e based on the r o o t s o f H n j ( X j ) i s 
exact f o r a l l polynomials o f degree ^ deg(X) + m-2, then the r u l e i s 
a l s o exact f o r Xxj*". 
Proof: Hn,(xj) - xj™ + * ( x j ) , where * i s a polynomial o f degree ^ m-2. 
Let I f be the i n t e g r a l o f the f u n c t i o n f as d e f i n e d i n ( 4 . 1 ) , Then, 
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IXHni(xj) - 0 f o r each X (see Engels ( 1 9 8 0 ) , p. 239) 
Thus, 
I X x j ^ - - I X * ( x j ) 
Let Q be an i n t e g r a t i o n r u l e based on the H e r m i t e - p o i n t s , then 
QXHro(xj) - 0 QXxjffl - -QX*(xj) 
Consequently, i f the i n t e g r a t i o n r u l e i s exact f o r a l l p o l y o m i a l s o f 
degree ^ deg(X) + deg(4)) , then i t i s a l s o exact f o r Xxj"^ because 
QXxjin - -QX*(xj) - - l X * ( x j ) - I X x j m 
As an example, con s i d e r the case n-2: 
Choose X-1, then we have t h a t i f the formula i s exact f o r a l l 
monomials o f degree ^ m-2, then i t i s a l s o exact f o r xj™ and X2"*. 
Choose X-xi'x2J' i+j-^m. Then i f the formula i s exact f o r a l l 
polynomials o f degree ^ m-2+i+j, then i t i s a l s o exact f o r x i " ^ ' x 2 J 
and xi^X2°^J. 
Result 1 i s u s e f u l because i t enables us t o o b t a i n a p r e c i s e p i c t u r e 
o f the power o f each r u l e by examining the monomials t h a t are 
i n t e g r a t e d e x a c t l y by i t . 
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4.4.2 P r a c t i c a l e r r o r e s t i m a t i o n 
I n the second e d i t i o n o f the book by Davis and R a b i n o w i t z (1984) t h e r e 
i s a s e c t i o n on p r a c t i c a l e r r o r e s t i m a t i o n c o n t a i n i n g r e f e r e n c e s t o 
s e v e r a l papers on the t o p i c . The e r r o r a n a l y s i s a s s o c i a t e d w i t h 
q u adrature r u l e s i s u s u a l l y based on a s t u d y o f the d e r i v a t i v e o f the 
argument. See f o r example Engels (1980), c h a p t e r 3. A more p r a c t i c a l 
approach i s t o compare approximations o b t a i n e d by d i f f e r e n t r u l e s . 
Imbedded sequences o f i n t e g r a t i o n r u l e s have an i m p o r t a n t r o l e t o p l a y 
i n t h i s area because o f t h e i r a t t r a c t i v e p r o p e r t y t o ' o v e r l a p ' on the 
set o f nodes they use. 
Let I f and Q|^ f denote the I n t e g r a l and an M-quadrature i n t e g r a t i o n 
r u l e o f the f u n c t i o n f as g i v e n i n (4.1) and (4.2) r e s p e c t i v e l y . We 
are i n t e r e s t e d i n p r o d u c i n g e s t i m a t e s o f the e r r o r 
Ef - I f - Qf. 
Normally an e s t i m a t e f o r Ef i s produced by a p p l y i n g two quadrature 
r u l e s QM and QL, w i t h M>L, and an e s t i m a t e o f the e r r o r i n the 
a p p r o x i m a t i o n g i v e n by QM i s g i v e n by 
EMf - iQMf - Q L ^ I (4.4) 
The hope i s t h a t 
l l f - Q^n ^ Eyf (4.5) 
which i n t u r n guarantees t h a t the quadrature r o u t i n e i s r e l i a b l e . 
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However, because the ap p r o x i m a t i o n (4.2) and the e r r o r e s t i m a t e (4.4) 
are based on o n l y a f i n i t e number o f f u n c t i o n v a l u e s , they are not 
co m p l e t e l y r e l i a b l e . I n p r a c t i c e one does not know t h a t Qj^f i s more 
accurate than QLf, even i f has a h i g h e r degree than QL. 
The assumption behind the e x p r e s s i o n (4.4),see De Boor (1971). i s 
t h a t 
E^f « l l f - Qtfl > i J f - QMI (4.6) 
I f (4.6) i s s a t i s f i e d , then (4.5) would be s a t i s f i e d . 
Another important concept i n the d i s c u s s i o n o f e r r o r e s t i m a t i o n was 
in t r o d u c e d by Lyness (1965). He d e f i n e d N u l l r u l e s o f degree L as 
N L - Q M - Q L (4-7) 
I f we apply N^ ^ on any polynomial o f degree less or equal t o L. the 
r e s u l t w i l l be zero. Very o f t e n the the e r r o r e s t i m a t e (4.4) i s 
sc a l e d by some f a c t o r X i n o r d e r t o balance reasonably between 
e f f i c i e n c y and r e l i a b i l i t y . I t i s then easy t o prove t h a t XEf i s a l s o 
equal t o the d i f f e r e n c e o f two I n t e g r a t i o n r u l e s o f the same degree as 
the o r i g i n a l ones: 
XEf - XQMf - XQLf - QMf - (XQw^ + ( l - X ) Q L f ) - -
where Q'l^f i s a l i n e a r combination o f Qj^f and QLf and t h e r e f o r e o f 
degree equal t o the degree o f QL. 
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The q u e s t i o n which i s o f great importance, r e l a t e s t o the choice o f a 
s u i t a b l e X, o r , d i f f e r e n t values o f X t h a t w i l l p r o v i d e a set o f N u l l 
r u l e s . I n s e c t i o n 5.6- we w i l l d i c u s s the importance o f the 
i n t e g r a t i o n o f such r u l e s i n the proposal o f our i n t e g r a t i o n scheme 
f o r Bayesian a n a l y s i s . 
4.5 K U u s t r a t ; live e^^ampHe^ 
4.5.1 A 5-dlmensional imbedded sequence o f PIIR's 
The data i n Table 4.2 were analysed by Grieve (1987) who a p p l i e d a 
Bayesian a n a l y s i s u s i n g a W e i b u l l r e g r e s s i o n model w i t h p r o p o r t i o n a l 
hazards. Using the same n o t a t i o n as Grieve (1987) the time t o tumour, 
t , has p.d.f. 
P ( t / a , p ) - p t P - i e ^ e x p [ - t P e ^ ] , t > 0, (4.8) 
where p i s the shape parameter o f the W e i b u l l d i s t r i b u t i o n , z a row 
v e c t o r o f c o v a r i a t e s and P a column v e c t o r o f r e g r e s s i o n c o e f f i c i e n t s . 
For the a n a l y s i s o f the data i n Table 2 z - ( z ^ , z, , Z2, Zg) i s d e f i n e d 
as f o l l o w s : 
Zp - 1 f o r a l 1 mice; 
z, - 1 f o r mice i n the v e h i c l e c o n t r o l group and 0 o t h e r w i s e ; 
Z j - 1 f o r mice i n the t e s t substance group and 0 o t h e r w i s e ; 
Z3 = 1 f o r mice i n the p o s i t i v e c o n t r o l group and 0 o t h e r w i s e . 
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TABLE A.2 
P/ioCoc/irc/nogcn/ct V data from Grieve (1987) 
I 
I r r a d i a t e d c o n t r o l 
1 I 
Vehicle c o n t r o l 
I I 1 
8-MOP 
IV 
PosIt ive cont r o l 
Mouse Week of Week o f Mouse Week of Week of Mouse 
no. death t umour no. deal h t \imou r no. 
(censor 1ng (censor i ng 
I Imc) t i me) 
1 12 1 32 I 
2 17 2 27 2 
3 21 3 23 3 4 25 4 12 4 
5 11 5 18 5 
6 26 6 40 6 7 27 7 40 7 
8 30 8 38 8 
9 13 9 29 9 10 12 10 30 10 
1 1 21 1 1 40 11 12 20 12 32 12 
13 23 13 40 13 14 25 14 40 14 15 23 15 40 15 16 29 16 40 16 17 35 17 25 17 . 18 40 18 30 18 19 31 19 37 19 20 36 20 27 20 


















22 1 27 
26 2 18 
3 22 
28 4 13 
19 5 18 
15 6 29 
12 7 28 
35 8 20 
35 9 16 
10 10 22 
22 11 26 
18 12 19 
13 29 
12 14 10 
15 17 
16 28 
31 17 26 
24 18 12 
37 19 17 
29 20 26 
F o l l o w i n g Grieve (1987), and c o n s i d e r i n g the n+m = 80 times i n Table 2 
as ordered i n such a way t h a t the f i r s t n-65 times t ^ ^ t j . - . - . t p are 
uncensored and the l a s t m-15 t i mes , ^n+1 > ^ n+2 * * * * » ^ n+m* 3^re censored 
( i e . c o r r e s p onding t o deaths) the l i k e l i h o o d f u n c t i o n can be w r i t t e n 
where z j denotes the v e c t o r o f c o v a r i a t e s f o r the j ' ^ mouse. 
An i n i t i a l imbedded PI IR sequence based on a 5^ product r u l e has been 
d e r i v e d (see t a b l e 4.3) and a p p l i e d t o the above example s t a r t i n g w i t h 
maximum l i k e l i h o o d e stimates and the a s s o c i a t e d a s y m p t o t i c covariance 
m a t r i x . The r e s u l t s o b t a i n e d from the f u l l P I I R sequence are shown 
f o r i l l u s t r a t i v e purposes i n f i g u r e s 4,1-4.11. They i n d i c a t e t h a t the 
sequence converges r a p i d l y , and as a r e s u l t i t can be used to save a 
c o n s i d e r a b l e number o f f u n c t i o n e v a l u a t i o n s . I n next c h a p t e r we s h a l l 
d i s c u s s how a proposed numerical i n t e g r a t i o n s t r a t e g y based on t h i s 
sequence o f PIIR's c o u l d be a p p l i e d i n t h i s example. 
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TABLE ^.3: Imbedded sequence of PIIR's obcained from 
a 5^ Gauss-Hermice based r u l e 
No o f 
S t e p G e n e r ' s Generacoc3 
No o f Sum oC 
p o i n t s p o i n c s 
E. -?onenC3 o f 
L a s t n o n c o u a i 
1 2 0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 . 0000000 1 1 
0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 2 . 0201329 10 11 2 0 0 0 0 
2 L 0 0000000 0 958S72S 0 . 9 5 8 5 7 2 5 0 . 9 5 3 5 7 2 5 2 . 0201329 320 331 2 2 0 0 0 
3 I 0 0 0 0 0 0 0 0 0 0000000 0 . 9 5 3 5 7 2 5 0 . 9 5 3 5 7 2 5 0 .9535725 SO 411 4 0 0 0 0 
4 I 0 0 0 0 0 0 0 0 P- 0000000 0 0000000 0 . 0 0 0 0 0 0 0 0 .9535725 10 421 2 2 2 0 0 
5 1 0 0 0 0 0 0 0 0 0 0000000 0 0000000 2 0201829 2 . 0201329 40 •461 4 2 0 0 0 
i 1 0 9 S 8 5 7 2 S 0 958572S 0 9585725 0 9535725 0 .9535725 32 493 2 2 2 2 0 
7 i_ 2 O20L32O 2 0 2 0 1 3 2 9 2 0201329 2 0201829 2 . 0201329 32 525 4 2 2 0 .0 
3 L ') 0 0 0 0 0 0 0 0 0000000 0 0000000 0 9535725 0 .9535725 40 5 6 5 4 4 0 0 
9 0 0 0 0 0 0 0 0 0 0000000 0 0000000 0 9535725 2 0201329 30 6*15 2 ; 2 2 
LO I 0 0 0 0 0 0 0 0 0 0000000 2 0201329 2 0201329 2 .0201329 30 725 4 2 2 2 0 
L I L 0 0 0 0 0 0 0 0 0 9535725 0 9535725 0 9535725 0 9535725 30 8 0 5 4 4 2 C 0 
i : 1 0 9535725 0 9585725 0 958S72S 0 9585725 2 0201329 160 9 6 5 4 2 2 2 
13 I 0 0 0 0 0 0 0 0 2 0201329 2 0201329 2 0201829 2 0201329 30 1045 4 4 2 2 0 
14 I 0 0 0 0 0 0 0 0 0 0000000 0 9585725 0 9585.7 25 2 0201329 240 1285 4 4 2 2 2 
L3 I 0 0 0 0 0 0 0 0 0 9535725 0 9585725 2 0201829 2 0201329 480 176*5 4 4 2 2 2 
\i I 0 9585725 0 9585725 0 9585725 2 0201829 2 0201329 320 2085 4 4 4 2 0 
17 ^ 0 0000000 0 0 0 0 0 0 0 0 0 9585725 2 0201829 2 0201329 240 2325 4 4 4 2 2 
13 I 0 0 0 0 0 0 0 0 0 9585725 2 0201329 2 0201329 r . 0 2 0 l 8 2 9 320 2645 4 4 4 4 0 
19 I •) 9595725 0 9535725 2 0201329 2 0201829 2 0201329 320 2 9 6 5 4 4 i 4 2 
20 I 0 9535725 2 0 2 0 1 8 2 9 2 0201329 2 0201329 2 0201829 ISO 3 1 2 5 4 4 4 4 4 
FIGURE 4.I 
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Convergence of posterior variance of b 
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Convergence of posterior variance of b 
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Convergence of posterior mean of p 
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4.5.2 A 7-dlmenslonal Imbedded sequence o f PIlR's 
Lawless (1982, p.337) presented a set o f data which i s reproduced here 
i n t a b l e 4.4. This c o n s i s t s o f s u r v i v a l times i n months and regressor 
v a r i a b l e s f o r 65 m u l t i p l e myeloma p a t i e n t s and i t i s a subset from a 
more comprehensive set g i v e n by K r a l l ec a/. (1975). The problem i s 
t o r e l a t e s u r v i v a l times f o r m u l t i p l e myeloma p a t i e n t s t o a number o f 
p r o g n o s t i c v a r i a b l e s . These p r o g n o s t i c v a r i a b l e s a re: 
XI Logarithm o f a blood urea n i t r o g e n measurement a t d i a g n o s i s 
X2 Hemoglobin measurement at d i a g n o s i s 
X3 Age at di a g n o s i s 
X4 Sex : 0. male; 1, female 
X5 Serum calcium measurement at d i a g n o s i s 
A s t e r i s k s denote c e n s o r i n g t i m e s . 
We used the model (4.8) t o analyse these d a t a , t he 6-dimensional 
v e c t o r z being d e f i n e d i n t h i s case as f o l l o w s : 
ZQ = 1 f o r a l l p a t i e n t s 
z i « x i - ^ i 
Z2 - X2-X2 
Z3 - X3-X3 
24 ° M 
25 - ^5-^5 
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We used the maximum l i k e l i h o o d values as our i n i t i a l e s t i m a t e s and we 
a p p l i e d the sequence o f PIIR's based on a 5^ Gauss Hermite product 
r u l e . The convergence o f the p o s t e r i o r mean and v a r i a n c e v e c t o r s are 
i l l u s t r a t e d i n f i g u r e s 4.12-4.25. Comparatively w i t h the p r e v i o u s 
example the convergence i s more r a p i d and the s a v i n g i n computer 
labour can be r e a l l y w o r t h w i l e . As w i t h the p r e v i o u s example, i t 
s u f f i c e d t o i l l u s t r a t e i n t h i s s e c t i o n the e f f i c i e n c y o f the sequence 
o f PIIR*s. We s h a l l examine the same data i n the next c h a p t e r , 
f o l l o w i n g the d e s c r i p t i o n o f our proposed s t r a t e g y . 
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TABLE 4,4: S u r v i v a l times and r e g r e s s o r v a r i a b l e s 
f o r m u l t i p l e myeloma p a t i e n t s 
/ x , 
^4 
1 2.218 9.4 67 0 10 26 1.230 11.2 4 9 1 11 
1 1.940 12.0 38 0 18 32 1.322 10.6 4 6 0 9 
2 1.519 9.8 81 0 15 35 1.114 7.0 4 8 0 10 
2 1.748 11.3 75 0 12 37 1.602 M.O 63 0 9 
2 1.301 5.1 57 0 9 41 1.000 10.2 6 9 0 10 
3 1.544 6.7 
10. f 
46 I 10 4 2 1.M6 5.0 70 1 9 
5 2.236 50 1 9 51 1.568 7.7 74 0 13 
5 1.681 6.5 74 0 9 52 1.000 10.1 6 0 1 10 
6 1.362 9.0 77 0 8 54 1.255 9.0 4 9 0 10 
6 2.114 10.2 70 1 8 58 1.204 12.1 4 2 1 10 
6 1.114 9.7 60 0 10 66 1.447 6.6 59 0 9 
6 1.415 10.4 67 1 8 67 1.322 12.8 52 0 m 
7 l.y7K 9.5 48 0 10 88 1.176 10.6 4 7 1 9 
7 1.041 5.1 61 1 10 89 1.322 14.0 6 3 0 9 
7 1.176 11.4 53 1 13 92 1.431 11.0 58 1 11 
9 1.724 H.2 55 0 12 1.945 10.2 59 0 10 
1 1 I.I 14 14.0 61 0 10 4 * 1.924 10.0 4 9 1 13 
1 1 1.230 12.0 43 0 9 7« 1.114 12.4 4 8 I 10 
1 I 1.301 13.2 65 0 10 7* 1.532 .10 .2 81 0 11 
1 1 I.50H 7.5 70 0 12 8 * 1.079 9.9 5 7 I 8 
11 1.079 9.6 51 1 9 12* 1.146 11.6 46 1 7 
13 0.778 5.5 60 1 10 i r 1.613 14.0 6 0 0 9 
14 1.398 14.6 66 0 10 12* 1.398 8.8 6 6 I 9 
15 1.602 10.6 70 0 11 13* 1.663 4.9 71 1 9 
16 1.342 9.0 48 0 10 16* 1.146 13.0 55 0 9 
16 1.322 8.8 62 1 10 19- 1.322 13.0 59 1 10 
17 1.230 10.0 53 0 9 1 9 ' 1.322 10.8 6 9 1 10 
17 1.591 11.2 68 0 10 2 8 ' 1.230 7.3 8 2 1 9 
18 1.447 7.5 65 1 8 4 1 - 1.756 12.8 7 2 0 9 
19 1.079 14.4 51 0 15 5 3 * 1.114 12.0 6 6 0 11 
19 1.255 7.5 60 1 9 5 7 - 1.255 12.5 6 6 0 11 
24 1.301 14.6 56 1 9 7 7 * 1.079 14.0 6 0 0 12 
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Convergence of posterior variance of b, 
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Convergence of posterior variance of b, 
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Convergence of posterior mean of b 
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Convergence of posterior mean of p 
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5 . A o p H c a t l o n s o f Imbedded s e q u e n c e s o f P I I R ' s I n B a v e s l a n A n a l y s i s 
5 . 1 A n u m e r i c a l i n t e g r a t i o n s t r a t e g y 
I n t h i s c h a p t e r we d e s c r i b e t h e use o f i m b e d d e d s e q u e n c e s o f P I I R ' s 
f o r t h e i m p r o v e m e n t o f t h e a d a p t i v e i n t e g r a t i o n s t r a t e g y o f N a y l o r a n d 
S m i t h ( 1 9 8 2 ) . Two m a i n t h r e a d s a r e d i s c u s s e d . 
F i r s t , t h e use o f imbedded s e q u e n c e s o f P I I R ' s t o p r o v i d e a u s e f u l 
s o u r c e o f s p a t i a l l y d i s t r i b u t e d p o s i t i v e i n t e g r a t i o n r u l e s f o r use i n 
f i v e d i m e n s i o n s a n d u p w a r d s . These r u l e s c a n be i n c o r p o r a t e d i n t o t h e 
e x i s t i n g N a y l o r a n d S m i t h a d a p t i v e s t r a t e g y t o f i l l t h e gaps b e t w e e n 
t h e l o w p r e c i s i o n s p h e r i c a l r u l e s a n d t h e v e r y e x p e n s i v e G a u s s - H e r m i t e 
p r o d u c t r u l e s . 
S e c o n d l y , t h e use o f Imbedded s e q u e n c e s o f P I I R ' s t o i m p r o v e t h e 
a d a p t i v e i n t e g r a t i o n s t r a t e g y o f N a y l o r a n d S m i t h . T h i s i n v o l v e s 
i n c o r p o r a t i n g a f a c i l i t y t o w o r k t h r o u g h a s equence o f imbedded r u l e s 
m o n i t o r i n g c o n v e r g e n c e a f t e r a t e a c h s t a g e a n d c h a n g i n g t o a s equence 
w i t h a d i f f e r e n t l o c a t i o n and s p r e a d o n l y when i t i s deemed n e c e s s a r y . 
We p r o p o s e a s t r a t e g y based o n t h e f o l l o w i n g s t e p s . O f c o u r s e , t h e 
i n i t i a l p a r a m e t e r t r a n s f o r m a t i o n a n d t h e p o s s i b l e o r t h o g o n a I i s i n g 
t r a n s f o r m a t i o n s h o u l d a l s o be i n c o r p o r a t e d w i t h i n t h i s s t r a t e g y . 
( i ) S t a r t t h e i t e r a t i v e s t r a t e g y b y s e l e c t i n g a n a p p r o p r i a t e base 
r u l e . . I n g e n e r a l , t h i s w i l l be l a r g e r t h a n t h a t u sed i n t h e a d a p t i v e 
i n t e g r a t i o n s t r a t e g y o f N a y l o r a n d S m i t h ( 1 9 8 2 ) - t y p i c a l l y 5 o r more 
p o i n t s i n e a c h d i m e n s i o n . 
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( I I ) A p p l y a n imbedded sequence o f P I l R ' s a n d c h e c k t h e c o n v e r g e n c e 
a f t e r e a c h a p p r o x i m a t i o n . I f i n t h e e a r l y s t e p s t h e r e i s e v i d e n c e o f 
c o n s i d e r a b l e m i s p e c i f i c a t i o n o f t h e v e c t o r ( i i . I ) s t o p a n d i t e r a t e 
a g a i n s t a r t i n g w i t h t h e u p d a t e d e l e m e n t s o f (UifL) • 
( I I I ) I f t h e c o n v e r g e n c e i n t h e s e q u e n c e o f P I I R * s i s r a p i d , t h e n 
t h e r e i s g o o d i n d i c a t i o n t h a t c o n v e r g e n c e i s t o t h e p r o p e r v a l u e o f 
t h e i n t e g r a n d . T h i s may w e l l h a p p e n when t h e i n i t i a l v a l u e o f 
( i i , D *s n o t c l o s e t o t h e p o s t e r i o r v e c t o r ( i i ' , £ ' ) b u t t h e i n t e g r a n d 
i s " w e l l b e h a v e d " ; see s e c t i o n 2 . 5 . 4 . I n s u c h ca se s we s u g g e s t t h e 
c o m p l e t i o n o f t h e sequence a n d t h e d e r i v a t i o n o f t h e m a r g i n a l 
d e n s i t i e s . O f c o u r s e , t h e o p t i o n o f v e r i f i c a t i o n u s i n g new 
a p p r o x i m a t i o n s t o ( i x , ^ ) , p o s s i b l y w i t h a l a r g e r base r u l e i s 
a v a i l a b l e , e s p e c i a l l y when t h e i n i t i a l r u l e i s o f l ow p r e c i s i o n . Our 
e x p e r i e n c e t h o u g h , c o i n c i d e s w i t h t h a t o f R a b i n o w i t z e t . al. ( 1 9 8 7 ) 
who r e p o r t e d t h a t t h e i r e x p e r i m e n t s ( i n one d i m e n s i o n ) show t h a t i f 
r a p i d c o n v e r g e n c e i s a c h i e v e d w i t h a P I I R s equence t h e n i n g e n e r a l 
t h i s w i l l be t o t h e t r u e v a l u e o f t h e i n t e g r a n d . 
( I v ) I f t h e c o n v e r g e n c e i s s l o w , we s u g g e s t t h a t t h e r e a r e two 
p o s s i b l e c a u s e s f o r t h i s : m i s p e c i f i c a t i o n o f t h e v e c t o r ( i i , £ ) o r a 
A 
" b a d l y b e h a v e d " p o s t e r i o r k e r n e l . T h e r e f o r e , u p d a t i n g t h e v e c t o r 
i i k f D i s recommended . I f t h e I t e r a t i o n does n o t i m p r o v e t h e 
c o n v e r g e n c e , t h e n we may come t o t h e c o n c l u s i o n t h a t t h e a s s u m p t i o n s 
a r e i n v a l i d . An i n c r e a s e i n t h e s i z e o f base r u l e may o v e r c o m e t h e 
p r o b l e m , b u t a q u e s t i o n a r i s e s - p r o v i d e d t h a t we s t a r t e d w i t h a l a r g e 
enough number o f base r u l e - w h e t h e r i t i s u s e f u l t o p r o c e e d w i t h a n 
d o u b t f u l a n d e x p e n s i v e p r o c e d u r e o r t o use e x i s t i n g i n f o r m a t i o n f r o m 
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t h e p o s t e r i o r d i s t r i b u t i o n ( f o r e x a m p l e , c h a r a c t e r i s t i c s s u c h as 
k u r t o s i s o r s k e w n e s s ) and use a n i m p o r t a n c e s a m p l i n g i n t e g r a t i o n , see 
S h a w ( 1 9 8 8 a , b ) . An i n t e r e s t i n g i s s u e a r i s e s h e r e , w h e t h e r i t i s 
p o s s i b l e t o use e x i s t i n g i n f o r m a t i o n t o make a ( p o s s i b l y b e t t e r t h a n 
t h e i n i t i a l ) t r a n s f o r m a t i o n o f t h e p a r a m e t e r s p a c e . T h i s r e m a i n s a 
m a t t e r f o r f u t u r e r e s e a r c h . 
We n o t e t h a t t h e s t r a t e g y p r o p o s e d a b o v e i s i n e s s e n c e a n e x t e n s i o n o f 
t h e i t e r a t i v e s t r a t e g y e m b o d i e d i n BAYESFOUR, a t l e a s t as f a r as 
p r o d u c t r u l e s a r e c o n c e r n e d . The i m p o r t a n t p o i n t i s t h a t we a p p l y t h e 
p r o d u c t r u l e by p r o c e e d i n g t h r o u g h a s e q u e n c e o f i m b e d d e d r u l e s . The 
I n f o r m a t i o n i n t h e sequence o f a p p r o x i m a t i o n s i s u s e d t o e n a b l e us t o 
s t o p e a r l y o r d i a g n o s e c o n v e r g e n c e p r o b l e m s . I n t h e s t a n d a r d 
BAYESFOUR s t r a t e g y t h e f u l l p r o d u c t r u l e i s u s e d , e f f e c t i v e l y m o v i n g 
t o t h e e n d o f t h e sequence w i t h o u t e x p l o i t i n g a n y i n f o r m a t i o n a b o u t 
t h e d e v e l o p m e n t o f t h e a p p r o x i m a t i o n s . 
I n t h e r e m a i n d e r o f t h i s c h a p t e r , we s h a l l d e m o n s t r a t e t h e e f f i c i e n c y 
o f t h e above s t r a t e g y v i a r e a l e x a m p l e s . When i t i s p o s s i b l e , 
c o m p a r i s o n s w i t h t h e c u r r e n t l y a v a i l a b l e m e t h o d o f s e c t i o n 2 . 2 w i l l be 
made. H o w e v e r , we f e e l t h a t use o f a n i n t e r a c t i v e a d a p t i v e a l g o r i t h m 
i s v e r y much s u b j e c t i v e , a n d n u m e r i c a l i l l u s t r a t i o n s c o u l d be 
m i s l e a d i n g . I n most e x a m p l e s , i t s u f f i c e s t o i l l u s t r a t e t h e o p t i o n o f 
s t o p p i n g r e l a t i v e l y e a r l y w i t h o u t u s i n g a l l g e n e r a t o r s , a n d how t h e 
c o n v e r g e n c e b e h a v i o u r c a n p r o v i d e i n f o r m a t i o n o n w h e t h e r an i n c r e a s e 
i n s i z e o f base r u l e i s d e s i r a b l e . 
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5 . 2 The 1 - d l m e n s l o n a l e x a m p l e s o f s e c t i o n 2 . 4 r e v i s i t e d 
I n s e c t i o n 2 . 4 , we d e m o n s t r a t e d how t h e C a u s s - H e r m i t e r u l e c a n be more 
e f f i c i e n t t h a n S o l a n d ' s m e t h o d . I n o u r e x a m p l e s , we u s e d t h e maximum 
l i k e l i h o o d e s t i m a t e s as i n i t i a l v a l u e s f o r t h e v e c t o r ( M P < ^ ) * ^ ^ < ^ 
i l l u s t r a t e d t h e e f f i c i e n c y o f t h e i n t e g r a t i o n r u l e b y c o m p a r i n g t h e 
number o f f u n c t i o n e v a l u a t i o n s n e e d e d t o up t o t h e c o n v e r g e n c e t o t h e 
t r u e v a l u e . F o l l o w i n g t h e N a y l o r a n d S m i t h ( 1 9 8 2 ) m e t h o d , t h e way t o 
a p p r o a c h t h i s p a r t i c u l a r p r o b l e m w o u l d be t o i t e r a t e b e t w e e n a n d 
w i t h i n g r i d s i z e ( s ) . We a r g u e i n t h i s s e c t i o n t h a t a n imbedded 
s equence o f P I I R ' s c a n p r o d u c e u s e f u l i n f o r m a t i o n more e f f i c i e n t l y . 
We c h o s e a 3 6 - p o i n t C a u s s - H e r m i t e f i n a l p r e c i s i o n r u l e as o u r i n i t i a l 
P I I R . We hope i n advance t h a t t h i s r u l e i s l a r g e e n o u g h t o p r o v i d e 
e f f i c i e n t a p p r o x i m a t i o n t o t h e i n t e g r a n d ( 2 . 1 2 ) . maybe a f t e r some 
t r a n s f o r m a t i o n o f ( | x , I ) . 
The i m b e d d e d sequence o f s e c t i o n 3 . 4 . 2 was u s e d t o p r o d u c e s u c c e s s i v e 
e s t i m a t e s o f t h e p o s t e r i o r v e c t o r s ( f i , L ) , and c o n s e q u e n t l y o f t h e 
p r e d i c t i o n bounds f o r f u t u r e l i f e t i m e s . We make t h e i m p l i c i t 
a s s u m p t i o n t h a t c o n v e r g e n c e o f t h e v e c t o r ( ^ , 1 ! ) i m p l i e s c o n v e r g e n c e o f 
t h e p r o b a b i l i t y b o u n d . T a b l e s 5 . 1 - 5 . 3 c o n t a i n t h e r e s u l t s o f t h e P I I R 
s equence and f i g u r e s 5 . 1 - 5 . 6 i l l u s t r a t e t h e m g r a p h i c a l l y . 
I n t h e f i r s t two e x a m p l e s r a p i d c o n v e r g e n c e i s a c h i e v e d w i t h i n t h e 
s equence o f t h e P I I R . The c o n v e r g e n c e i s t o t h e t r u e v a l u e , i n 
a c c o r d a n c e w i t h o u r r e m a r k s i n s e c t i o n 5 . 1 . E x a m p l e 3 i s a 
p a r t i c u l a r l y b a d l y b e h a v e d e x a m p l e , f o r t h e r e a s o n s a l r e a d y m e n t i o n e d 
i n s e c t i o n 2 . 4 . The c o n v e r g e n c e i s s l o w e r i n t h i s e x a m p l e , b u t 
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TABLE 5 . 1 
C o n v e r g e n c e o f l o w e r p r e d i c t i o n b o u n d s : E;:ample 1 
o f p o i n t s p r i o r ( i ) p r i o r ( i i ) 
4 -22 . 6 2 0 2 1 4 9 1 4 9 3 9 . 1 7 2 5 5 0 2 6 3 1 
6 22 . 4 7 5 2 5 7 0 6 6 6 3 9 . 5 0 1 7 7 6 4 9 6 5 
8 22 . 4 7 9 4 5 7 5 1 4 4 3 9 . 5 0 2 2 9 9 4 6 3 3 
10 22 . 4 7 2 6 1 0 3 1 4 2 3 9 . 4 8 9 1 4 2 4 6 0 1 
12 22 . 4 6 4 2 7 0 2 3 8 1 3 9 . 4 8 7 2 0 9 0 1 9 9 
14 22 . 4 6 0 8 4 6 7 1 8 9 3 9 . 4 8 6 8 4 9 9 4 1 4 
16 22 . 4 6 1 0 4 4 9 4 9 8 3 9 . 4 8 6 7 7 2 6 7 8 6 
18 22 . 4 6 0 3 8 4 2 7 1 0 3 9 . 4 8 6 7 3 0 7 6 5 8 
20 22 4604278882 3 9 . 4 8 6 7 2 3 4 2 0 0 
22 22 4604881856 3 9 . 4 8 6 7 2 5 6 6 5 4 
24 22 4604614396 3 9 . 4 8 6 7 2 4 4 6 9 7 
26 22 4604472323 3 9 . 4 8 6 7 2 4 1 6 3 5 
28 22 4604433675 3 9 . 4 8 6 7 2 4 1 1 0 2 
30 2 2 . 4 6 0 4 4 2 3 2 0 1 3 9 . 4 8 6 7 2 4 1 0 1 8 
32 2 2 . 4604420800 3 9 . 4 8 6 7 2 4 1 0 1 2 
34 2 2 . 4604420355 3 9 . 4 8 6 7 2 4 1 0 1 1 
36 2 2 . 4604420298 3 9 . 4 8 6 7 2 4 1 0 1 1 
TABLE 5 . 2 
C o n v e r g e n c e o f l o w e r p r e d i c t i o n b o u n d s : Example 2 
o f p o i n t s p r i o r ( i ) p r i o r ( i i ) 
4 2 . 4 6 5 8 4 2 3 7 6 2 8 4 . 2 6 7 7 8 7 9 6 2 1 7 
6 2 . 5 7 1 6 0 2 0 7 5 6 6 4 . 3 8 1 7 8 3 0 2 7 6 7 
8 2 57170578173 4 . 3 8 1 8 8 6 9 4 3 1 2 
10 2 56672456904 4 37757288453 
12 2 56639244308 4 37731686234 
14 2 56615339468 4 37715551223 
16 2 56612633119 4 3 7 7 1 3 9 4 0 3 3 4 
18 2 . 56611390018 4 3 7 7 1 3 3 1 4 4 4 7 
20 2 . 56610894168 4 37713090598 
22 2 . 56610954492 4 3 7 7 1 3 1 1 5 0 4 6 
24 2 . 56610901586 4 3 7 7 1 3 0 9 6 9 3 0 
26 2 . 56610889736 4 . 3 7 7 1 3 0 9 3 5 4 9 
28 2 . 56610887500 4.. 3 7 7 1 3 0 9 3 0 3 0 
30 2 . 56610887135 4 . 3 7 7 1 3 0 9 2 9 6 0 
32 2 . 56610887096 4 . 3 ^ 7 1 3 0 9 2 9 6 1 
34 2 . 56610887093 4 . 3 7 7 1 3 0 9 2 9 6 2 
36 2 . 56610887093 4 . 3 7 7 1 3 0 9 2 9 6 2 
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TABLE 5 , 3 
C o n v e r g e n c e o f l o w e r p r e d i c t i o n b o u n d s : E::ample 3 
o £ p o i n t s p r i o r ( i ) p r i o r ( i i ) 
4 2 0 . 0 0 5 4 9 9 8 0 7 9 2 2 . 2 7 9 3 2 1 7 0 1 9 
6 1 7 . 6 5 4 0 0 8 7 9 4 8 2 1 . 9 9 1 3 7 0 0 8 8 6 
8 1 7 . 6 9 3 8 6 5 7 2 2 6 2 2 . 0 0 0 4 9 0 9 8 0 1 
10 1 8 . 6 9 3 8 2 3 7 2 4 0 2 2 . 1 5 9 3 9 6 0 6 2 5 
12 1 8 . 2 4 8 1 9 5 0 2 2 0 2 2 . 1 1 3 5 9 5 8 6 5 5 
14 1 8 . 5 0 4 9 3 4 6 9 6 4 2 2 . 1 4 0 7 0 1 8 1 0 9 
16 18 . 4 3 8 1 9 8 9 2 6 2 2 2 . 1 3 5 7 8 0 5 2 9 1 
18 1 8 . 4 5 1 2 3 4 0 6 3 7 2 2 . 1 3 6 7 6 1 3 8 2 2 
20 1 8 . 4 3 9 6 3 8 5 0 3 4 2 2 . 1 3 6 1 3 7 8 3 2 3 
22 1 8 . 4 3 8 4 7 3 1 9 4 8 2 2 . 1 3 6 0 8 1 3 9 8 8 
24 1 8 . 4 3 7 7 4 6 5 7 0 1 2 2 . 1 3 6 0 5 8 8 8 1 0 
26 1 8 . 4 3 7 7 2 9 3 4 4 3 2 2 . 1 3 6 0 6 0 2 0 0 4 
28 1 8 . 4 3 7 7 0 1 5 5 0 0 2 2 . 1 3 6 0 6 0 1 1 5 6 
30 1 8 . 4 3 7 6 9 2 0 9 9 1 2 2 . 1 3 6 0 6 0 1 1 2 6 
32 1 8 . 4 3 7 6 8 8 8 7 7 6 2 2 . 1 3 6 0 6 0 1 1 2 0 
34 18 . 4 3 7 6 8 7 9 3 6 1 2 2 . 1 3 6 0 6 0 1 1 1 9 
36 1 8 . 4 3 7 6 8 7 7 2 1 7 2 2 . 1 3 6 0 6 0 1 1 1 9 
TABLE 5 . 4 
P r e d i c t i o n bounds f o r s.-cample 3 w i t h p r i o r ( i ) 
R e s u l t s u p d a t i n g t h e p o s t e r i o r mean a n d v a r i a n c e 
p o i n t s F i r s t i t e r a t i o n Second i t e r a t i o n 
4 2 0 . 0 5 6 9 5 2 9 7 8 2 1 9 . 5 5 9 0 2 3 7 4 3 2 
6 1 9 . 1 6 2 2 9 2 6 7 2 0 1 9 . 1 6 8 1 1 2 2 1 9 6 
8 1 9 . 1 4 1 1 4 0 5 8 7 3 1 9 . 1 4 7 3 9 5 7 9 6 8 
10 1 8 . 2 7 8 1 8 7 5 0 6 0 1 8 . 3 0 7 2 4 4 8 5 3 3 
12 1 8 . 7 4 5 0 2 3 3 6 3 6 1 8 . 7 2 5 4 7 7 2 5 7 9 
14 1 8 . 3 8 4 5 5 3 3 3 4 7 1 8 . 3 9 6 4 8 5 6 7 7 8 
16 1 8 . 4 5 4 1 7 5 3 3 2 5 1 8 . 4 5 4 4 9 2 7 3 4 2 
18 1 8 . 4 3 3 9 5 2 0 1 6 6 1 8 . 4 3 6 2 9 2 6 3 3 5 
20 1 8 . 4 4 2 4 4 8 2 4 5 8 1 8 . 4 4 1 9 1 3 7 9 4 1 
22 1 8 . 4 4 3 8 7 8 3 5 2 9 1 8 . 4 4 3 1 1 7 2 0 3 2 
24 1 8 . 4 4 3 5 2 7 8 0 9 4 1 8 . 4 4 2 4 7 1 7 7 2 2 
26 1 8 , 4 4 3 1 5 5 4 8 0 3 1 8 . 4 4 2 0 3 4 9 5 4 1 
28 1 8 . 4 4 3 0 0 6 7 9 3 1 1 8 . 4 4 1 8 4 9 7 4 2 8 
30 1 8 . 4 4 2 9 4 5 9 7 9 2 1 8 . 4 4 1 7 7 3 0 0 9 9 
32 1 8 . 4 4 2 9 2 3 4 7 7 8 1 8 . 4 4 1 7 4 4 0 3 4 3 
34 1 8 . 4 4 2 9 1 6 1 6 9 1 1 8 . 4 4 1 7 3 4 4 0 0 5 
36 1 8 . 4 4 2 9 1 4 2 6 6 5 1 8 . 4 4 1 7 3 1 8 1 7 3 
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I m p r o v e s a f t e r 14 o r 16 f u n c t i o n e v a l u a t i o n s t o p r o d u c e r a p i d 
c o n v e r g e n c e t o w a r d s t h e e n d o f t h e s e q u e n c e . C o m p a r a t i v e l y , t h e 
s equence o f P I I R ' s p r o d u c e s t h e s l o w e s t c o n v e r g e n c e i n t h e t h i r d 
e x a m p l e w i t h p r i o r ( i ) , a n d t h i s i s t h e o n l y e x a m p l e whe re t h e 
s equence does n o t c o n v e r g e t o t h e t r u e v a l u e o f t h e i n t e g r a n d . 
As we m e n t i o n e d i n o u r p r o p o s e d s t r a t e g y i n s e c t i o n 5 . 1 , we a r g u e t h a t 
i f t h e c o n v e r g e n c e I s r a p i d , a n i t e r a t i o n u p d a t i n g t h e v e c t o r ( / i . c r ) 
w i t h i n t h e same g r i d s i z e s h o u l d n o t be r ecommended . I n f a c t , t h e 
I r r e g u l a r i t i e s i n t h e e a r l y s t e p s o f t h e P I I R s e q u e n c e i n e x a m p l e 3 
o n l y s i g n i f i e s t h e bad b e h a v i o u r o f t h e i n t e g r a l . H o w e v e r , f o r 
i l l u s t r a t i v e p u r p o s e s a n d r e a s o n s o f o b j e c t i v i t y , we a p p l i e d two more 
i t e r a t i o n s u p d a t i n g t h e v e c t o r ( / i , c r ) . The r e s u l t s a r e shown i n t a b l e 
5 . 4 . I n d e e d , t h e imbedded s equence p r o d u c e s p o o r e r r e s u l t s c o m p a r e d 
w i t h t h e f i r s t i t e r a t i o n , a n d t h e r a t e o f c o n v e r g e n c e does n o t 
I m p r o v e . 
T h u s , t h e s e e x a m p l e s i l l u s t r a t e d t h a t t h e Imbedded s e q u e n c e o f t h e 
3 6 - p o i n t G a u s s - H e r m i t e b a s e d P I I R p r o d u c e d e f f i c i e n t r e s u l t s , s i m p l e 
t o i n t e r p r e t a n d q u i t e i n f o r m a t i v e as f a r as t h e b e h a v i o u r o f t h e 
i n t e g r a n d I s c o n c e r n e d . 
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5 . 3 Two t h r e e - d i m e n s i o n a l e x a m p l e s 
5 . 3 . 1 R e a n a l v s i s o f S t a n f o r d H e a r t T r a n s p l a n t D a t a . 
We c o n s i d e r h e r e a t h r e e d i m e n s i o n a l p a r a m e t e r mode l w h i c h was u s e d by 
T u r n a b u l l e t . a / . ( 1 9 7 4 ) t o d e s c r i b e d a t a f r o m t h e S t a n f o r d h e a r t 
t r a n s p l a n t p r o g r a m a n d was r e f e r r e d by t hem as t h e P a r e t o m o d e l . T h i s 
mode l was u sed by N a y l o r and S m i t h ( 1 9 8 2 ) , T i e r n e y a n d Kadane ( 1 9 8 6 ) 
a n d Kass e t . a / . ( 1 9 8 8 ) f o r t h e d e m o n s t r a t i o n o f t h e i r m e t h o d . 
F u r t h e r m o r e » t h e l a t t e r p a p e r i n v o l v e d some u s e f u l comments and 
q u e s t i o n s i n t h e d i s c u s s i o n f o l l o w e d , c o n c e r n i n g t h e way N a y l o r and 
S m i t h m e t h o d s h o u l d be a p p l i e d . See s e c t i o n 2 . 5 . 4 f o r d e t a i l s . 
T h e r e f o r e , o u r c o n s i d e r a t i o n o f t h e p r o b l e m h e r e w i l l be i n e x a c t l y 
t h e same way as i n t h e p r e v i o u s l y c i t e d p a p e r s , f o r ease o f 
c o m p a r i s o n . 
I n t h e S t a n f o r d h e a r t t r a n s p l a n t p r o g r a m , o u t o f t h e 82 p a t i e n t s who 
a c c e p t e d i n t h e p r o g r a m , 30 o f t hem d i d n o t r e c e i v e a h e a r t 
t r a n s p l a n t . H o w e v e r , t h e s e 30 p a t i e n t s do n o t f o r m c o n t r o l g r o u p 
s i n c e t h e i r s e l e c t i o n was by c i r c u m s t a n c e s b e y o n d o f t h e c o n t r o l o f 
t h e e x p e r i m e n t , s u c h as e a r l y d e a t h o r r e c o v e r y . T h e P a r e t o mode l 
v i e w s i n d i v i d u a l p a t i e n t s i n t h e n o n t r a n s p l a n t g r o u p as h a v i n g 
l i f e t i m e s f o l l o w i n g t h e e x p o n e n t i a l d e n s i t y 
P ( t / ^ ) = v ' e - V t 
The mean ip o f t h e above e x p o n e n t i a l d e n s i t y i s assumed i t s e l f t o be a 
r andom v a r i a b l e d r a w n i n d e p e n d e n t l y f o r e a c h p a t i e n t f r o m a gamma 
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d i s t r i b u t i o n w i t h d e n s i t y o f t h e f o r m 
p ( s t ' A . p ) - ( X v ) ) P - ^ e->^^ ; p , X > 0 . 
F o r a n i n d i v i d u a l t r a n s p l a n t p a t i e n t t h e l i f e t i m e d i s t r i b u t i o n i s 
t a k e n t o be e x p o n e n t i a l w i t h mean np i n p l a c e o f C l e a r l y t h e 
t r a n s p l a n t i s e f f e c t i v e i n p r o l o n g i n g l i f e i f r < l . 
The m a r g i n a l d e n s i t y f o r t h e f u t u r e l i f e t i m e s o f a c a n d i d a t e i f no 
t r a n s p l a n t were p e r f o r m e d I s g i v e n by 
00 
P ( t ) - I p ( t / ^ ) p ( v , / X . p ) c V - ( i ^ ^ t ^ p + l 
0 
I n t h i s way t h e r e s u l t i n g l i k e l i h o o d f u n c t i o n o f t h e p a r a m e t e r v e c t o r 
0 - ( r . X . p ) i s 
i ( x - f l ) - n n ( — ^ — ) P ff ^ p ^ p 
' ^ - ' - ^ i i ll ( X + X i ) P + A i l il ^ \ + X i ^ jUl ( X + y j + r Z j ) P - ^ l 
* j = L - l ^ X + y j + r z : 
w h e r e t h e x j a r e t h e s u r v i v a l t i m e s i n d a y s o f t h e N - 3 0 n o n - t r a n s p l a n t 
p a t i e n t s , n - 2 6 o f whom d i e d , a n d y j » Z j a r e t h e t i m e s t o t r a n s p l a n t and 
s u r v i v a l t i m e s , r e s p e c t i v e l y , f o r t h e M-52 t r a n s p l a n t p a t i e n t s , m-34 
o f whom d i e d . 
N a y l o r and S m i t h ( 1 9 8 2 ) a n d T i e r n e y and Kadane ( 1 9 8 6 ) u s e d an i m p r o p e r 
u n i f o r m p r i o r on t h e p a r a m e t e r v e c t o r d_ o f t h e f o r m 
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p ( £ ) - c o n s t a n t f o r r . X . p >- o 
- 0 o t h e r w i s e 
T h e y a l s o m e n t i o n e d t h e p o s s i b l e i n t e g r a t i o n o v e r t h e p p a r a m e t e r 
a n a l y t i c a l l y , b u t f o r i l l u s t r a t i v e a n d c o m p a r a t i v e p u r p o s e s t h e y have 
c h o s e n t o w o r k w i t h t h e f u l l t h r e e - p a r a m e t e r l i k e l i h o o d . As has b e e n 
a l r e a d y m e n t i o n e d , we s h a l l a d o p t t h e a b o v e a p p r o a c h e s t o f a c i l i a l e 
t h e c o m p a r i s o n o f t h e m e t h o d s . 
N a y l o r a n d S m i t h ( 1 9 8 2 ) n o t e d t h a t a r u n o v e r a s e r i e s o f 5-^  g r i d s 
f a i l e d t o show s a t i s f a c t o r y c o n v e r g e n c e w h e r e a s a f i n a l c o n v e r g e n c e 
was a c h i e v e d b e t w e e n 8^ a n d 10^ g r i d s . T h e i r r e s u l t s a l s o s u g g e s t e d 
t h a t d i f f e r e n t o r d e r o f o r t h o g o n a l i s i n g t r a n s f o r m a t i o n s ( w h i c h 
c o r r e s p o n d t o d i f f e r e n t t r a n s f o r m a t i o n s o f t h e p a r a m e t e r s p a c e ) 
p r o d u c e d i f f e r e n t c o n v e r g e n c e r a t e s , so we a d o p t h e r e t h e ' o p t i m u m ' 
p a r a m e t e r o r d e r ( p , X , T ) f o r o u r t r a n s f o r m a t i o n s . 
The i n t e r e s t i n g p o i n t i n t h e T u r n b u l 1 e t a / , d a t a i s t h a t t h e use o f 
maximum l i k e l i h o o d based a p p r o x i m a t i o n s c a n be m i s l e a d i n g , e s p e c i a l l y 
f o r X . See comments i n t h e p a p e r b y N a y l o r and S m i t h ( 1 9 8 2 ) , a n d by 
T i e r n e y a n d Kadane ( 1 9 8 6 ) . I t i s t h e r e f o r e i m p o r t a n t t o see how an 
imbedded sequence o f a P I I R c a n h a n d l e a s i t u a t i o n i n w h i c h t h e 
i n i t i a l v e c t o r ( i i . I ) i s m i s p e c i f i e d . 
U s i n g t h e a l g o r i t h m o f s e c t i o n 4 . 3 we p r o d u c e d an i m b e d d e d s equence o f 
P I I R b a s e d o n a 9^ G a u s s - H e r m i t e p r o d u c t r u l e . T h i s s e q u e n c e c o n s i s t s 
o f ^•'•^"^€3 - 35 g e n e r a t o r s . We u s e d as i n i t i a l v a l u e s f o r t h e 
p a r a m e t e r v e c t o r ( i i , £ ) t h e maximum l i k e l i h o o d e s t i m a t e s . (We n o t e 
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h e r e two m i s p r i n t s I n N a y l o r a n d S m i t h ( 1 9 8 2 ) p a p e r , t h e s . d . o f p i s 
0 . 1 i n s t e a d o f 1 .1 a n d t h e c o r r e l a t i o n o f X a n d T i s - 0 . 1 8 i n s t e a d o f 
- 0 . 4 6 ) . I n f i g u r e s 5 . 7 - 5 . 1 3 we i l l u s t r a t e t h e c o n v e r g e n c e o f t h e 
p o s t e r i o r mean a n d v a r i a n c e o f i n t w o d i f f e r e n t s i t u a t i o n s . The 
f i r s t I t e r a t i o n ( b l a c k s q u a r e s i n f i g u r e s 5 . 7 - 5 . 1 3 ) d e n o t e s t h e 
i n i t i a l s equence b a s e d o n t h e maximum l i k e l i h o o d e s t i m a t e s a n d t h e 
a s s o c i a t e d c o v a r i a n c e m a t r i x . We c a n see t h a t t h e i m b e d d e d s e q u e n c e 
g i v e s a n e a r l y I n f o r m a t i o n a b o u t t h e m i s p e c i f l o a t i o n o f t h e i n i t i a l 
e s t i m a t e s . I t a l s o p r o v i d e s a s e q u e n c e o f e s t i m a t e s w i t h a l o t o f 
' J u m p s ' . T h u s , e v e n i f we do n o t s t o p e a r l y and we we use a l l 
g e n e r a t o r s i n t h e s e q u e n c e , t h e b e h a v i o u r o f t h e c o n v e r g e n c e I n d i c a t e s 
t h a t some a s s u m p t i o n s m i g h t be i n v a l i d o r t h a t t h e I n i t i a l e s t i m a t e s 
m i g h t be f a r away f r o m t h e p o s t e r i o r p a r a m e t e r v e c t o r . 
I n t h e same f i g u r e s , we i l l u s t r a t e t h e l a s t i t e r a t i o n sequence w h i c h 
r e p r e s e n t s t h e b e h a v i o u r o f t h e p o s t e r l o r mean a n d v a r i a n c e v e c t o r s 
when a c o n v e r g e n c e i s a c h i e v e d w i t h i n t h e 9^ p r o d u c t r u l e . The r a p i d 
c o n v e r g e n c e o f t h e s equence i n d i c a t e s t h a t t h e r e s u l t s do n o t n e e d a 
f u r t h e r v e r i f i c a t i o n : an i n c r e a s e t o t h e 10^ g r i d w i l l p r o d u c e t h e 
same r e s u l t s , w i t h i n a t o l e r a n c e e r r o r ( a g g r e g a t e m e a s u r e ^~0.022). 
A d o p t i n g t h e s u g g e s t i o n o f R a b i n o w i t z e t a / . ( 1 9 8 7 ) a n d s t o p p i n g i f 
t h r e e s u c c e s s i v e a p p r o x i m a t i o n s show c o n v e r g e n c e , we a p p l i e d t h e 
s t r a t e g y o f s e c t i o n 5 . 1 u s i n g A<.03 as o u r c r i t e r i o n f o r c o n v e r g e n c e . 
The i n i t i a l imbedded sequence b a s e d o n t h e 9-^ G a u s s - p r o d u c t r u l e 
showed c o n v e r g e n c e a f t e r 277 f u n c t i o n e v a l u a t i o n s . W i t h t h r e e more 
i t e r a t i o n s u p d a t i n g t h e mean a n d t h e c o v a r i a n c e m a t r i x , c o n v e r g e n c e 
b o t h w i t h i n t h e imbedded s equences b e t w e e n s e q u e n c e s w i t h d i f f e r e n t 
( i i , I ) ' s o c c u r r e d a f t e r a t o t a l o f 4 x 2 7 7 - 1108 f u n c t i o n e v a l u a t i o n s . 
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FIGURE 5.7 
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FIGURE 5.11 
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I f marginal d e n s i t i e s are needed we c o u l d add 277 more p o i n t s t o end 
up w i t h a f u l l product r u l e i n c l u d i n g 1560 f u n c t i o n e v a l u a t i o n s . 
The same convergence c r i t e r i o n i^<0.03) was a l s o used f o r a BAYESFOUR 
run i n the same problem. S t a r t i n g w i t h a 4^ Gauss Hermite product 
r u l e , 16 i t e r a t i o n s were needed ending up i n 8^ product r u l e and a 
t o t a l o f 2730 funct i o n e v a l u a t ions (6x43+4x5^+3x63+2x73+1x8^). 
Moreover, I f we consider t h a t one more i t e r a t i o n i s n o r m a l l y needed i n 
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BAYESFOUR t o v e r i f y the convergence, the t o t a l number o f f u n c t i o n 
e v a l u a t i o n s would be 2730+93-3459. We remark here t h a t such 
v e r i f i c a t i o n i s not needed i n the imbedded sequence o f PIIR's: The 
behaviour o f the sequence i s the f a c t o r which guards aga i n s t f a l s e 
convergence. 
We r e - i t e r a t e t h a t the s t r a t e g y based on imbedded sequences leads t o a 
9 3 product r u l e p o s i t i o n e d and c e n t e r e d a p p r o p r i a t e l y a f t e r 1560 
f u n c t i o n e v a l u a t i o n s w h i l s t the st a n d a r d Naylor-Sraith s t r a t e g y leads 
t o an 83 product r u l e a f t e r 2730 f u n c t i o n e v a l u a t i o n s . 
^,3,2 The eyampH^ o f s e c t i o n 2.3 r e v i s i t e d 
The t h r e e dimensional example • o f s e c t i o n 2.3, R e i l l y (1976), i s a 
p a r t i c u l a r l y badly behaved example. I n the d e m o n s t r a t i o n o f BAYESFOUR 
i n s e c t i o n 2.3 we have chosen as our c r i t e r i o n f o r convergence t o be 
A<0,05. Convergence occurred a f t e r 11 i t e r a t i o n s , but i n t e r e s t l i e s 
i n the issue o f f a l s e convergence. Indeed, the incr e a s e o f g r i d s i z e 
decreases A, but very s l o w l y . Even a f t e r 173 g r i d s i z e s the p o s t e r i o r 
moments have not s t a b i l i s e d , A not being less than 0.02. I n f a c t , 
such behaviour i s expected g i v e n the r e s t r i c t i o n s on the parameter 
space imposed by the model ( s e c t i o n 2.3), and the small sample s i z e 
( n - 6 ) . 
I t i s i n t e r e s t i n g t o explore the behaviour o f the imbedded sequence o f 
PIIR's used i n such badly-behaved example. The imbedded sequence o f 
s e c t i o n 5.3.1 was a p p l i e d a g a i n and f i g u r e s 5.14-5.20 d e s c r i b e s the 
behaviour o f the i n t e g r a t i o n r u l e s . I n a s i m i l a r way as i n f i g u r e 5.2, 
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the b l a c k squares denote the values o b t a i n e d i n the f i r s t i t e r a t i o n 
based on the maximum l i k e l i h o o d e s t i m a t e s , whereas the w h i t e squares 
denote the values at the l a s t i t e r a t i o n . An i n t e r e s t i n g f e a t u r e i n 
f i g u r e 5.14-5.20 i s t h a t the Jumps i n the values o f the p o s t e r i o r 
e x p e c t a t i o n s and the normcUising c o n s t a n t do not v a n i s h even i n the 
l a s t i t e r a t i o n . There i s t h e r e f o r e i n f o r m a t i o n from the imbedded 
sequence which o t h e r w i s e would have been l o s t i f a s t r a i g h t 
Gauss-product r u l e was used. 
I n f a c t , d e t a i l e d i n v e s t i g a t i o n o f t h i s p a r t i c u l a r problem showed t h a t 
one or more generators w i t h n e a r l y a l l t h e i r nodes making the 
l i k e l i h o o d zero are added at a p a r t i c u l a r p o i n t . I t was i n i t i a l l y 
thought t h a t t h i s happened because o f the s p e c i f i c choice o f the 
imbedded sequence o f P l l R ' s : we remarked i n s e c t i o n 4.3 t h a t t h e r e 
are many imbedded sequences t h a t can be d e r i v e d based on a Gauss 
product r u l e . Thus, we d e r i v e d another sequence o f P I l R ' s , changing 
s l i g h t l y the a l g o r i t h m o f s e c t i o n 4.3, hoping t h a t a sequence which 
w i l l i n c l u d e a l l the badly p l a c e d nodes i n the e a r l y steps w i l l 
produce a good convergence at the l a t e stage o f the sequence. 
U n f o r t u n a t e l y , t h i s was not p o s s i b l e , as the convergence always being 
i n f l u e n c e d by such nodes. 
Models w i t h such badly behaved i n t e g r a n d s are o f t e n c o n s i d e r e d as 
being o f great I n t e r e s t , and thus the i n f o r m a t i o n d e r i v e d from the 
sequences o f PlIR's i s v a l u a b l e , i f , however, not y e t s p e c i f i c a l l y 
determined. I t i s noted i n s e c t i o n 2.5 t h a t badly behaved Integrands 
are i n any case d i f f i c u l t t o handle by numerical i n t e g r a t i o n 
techniques, and so the i d e n t i f i c a t i o n o f such i r r e g u l a r i t i e s can be o f 
c o n s i d e r a b l e use. 
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FIGURE 5.18 
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5.4 A 5-d<piepsionat e^ampH^ 
In s e c t i o n 4.4.1, we used a 5-dimensional example t o i l l u s t r a t e an 
imbedded sequence o f a PIIR. Grieve (1987), assuming an improper 
l o c a l l y u n i f o r m p r i o r p ( ^ , p) - c o n s t a n t , a p p l i e d the a d a p t i v e 
i n t e g r a t i o n s t r a t e g y o f Naylor and Smith (1982) t o o b t a i n the margin a l 
p o s t e r i o r d e n s i t i e s o f p and the r e g r e s s i o n c o e f f i c i e n t s . T h i s 
i n v o l v e d s t a r t i n g w i t h maximum l i k e l i h o o d e s t i m a t e s and the a s s o c i a t e d 
asymptotic covariance m a t r i x u s i n g a 4^ g r i d . Convergence was 
achieved a f t e r 9 i t e r a t i o n s ending w i t h a 6^ x 5^ g r i d . 
A dopting the suggestion o f Rabinowitz et al (1987) and s t o p p i n g i f 
t h r e e successive approximations show convergence, we a p p l i e d the 
s t r a t e g y o f s e c t i o n 3.1 u s i n g A<0.001 as our c r i t e r i o n f o r 
convergence. An i n i t i a l imbedded PI I R sequence based on a 5^ product 
r u l e converged a f t e r 805 f u n c t i o n e v a l u a t i o n s . T h i s r e p r e s e n t s a 
c o n s i d e r a b l e saving on the f u l l product r u l e w i t h 5^ - 3125 p o i n t s . 
The p o s t e r i o r moments were updated w i t h i n the same sequence o f PlIR's 
and convergence t o the same values o c c u r r e d w i t h a f u r t h e r 805 p o i n t s . 
The convergence i s very r a p i d as can be seen from f i g u r e s 4.1-4.11, 
and a c c o r d i n g t o the s t r a t e g y o f s e c t i o n 5.1, we can s t o p and 
c o n s t r u c t marginal d e n s i t i e s . As a m a t t e r o f i n t e r e s t , we moved t o a 
6^ p o i n t PIIR where convergence bo t h w i t h i n the imbedded sequence o f 
the PIIR and between the two PIIR's was achieved a f t e r a f u r t h e r 5056 
f u n c t i o n e v a l u a t i o n s . Thus convergence between and w i t h i n PIIR's 
occured a f t e r a t o t a l o f 6666 f u n c t i o n e v a l u a t i o n s compared w i t h the 
minimum 13294 we es t i m a t e were used by Grieve. Note t h a t , i f 
marginal d e n s i t i e s were needed, we c o u l d add 6 more g e n e r a t o r s t o end 
up w i t h a f u l l product r u l e and r e a d i l y d e r i v e d m a r g i n a l s , o r , when 
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convergence occured w i t h i n the sequence, we c o u l d c r e a t e a m i x t u r e o f 
i n t e g r a t i o n r u l e s ( f o r example any co m b i n a t i o n o f p r o d u c t , s p h e r i c a l or 
PIIR) i n a manner s i m i l a r t o Naylor and Smith (1988b). 
LI A 7-dimenslonal example 
The computation labour r e q u i r e d f o r the a p p l i c a t i o n o f Gauss-Hermite 
product r u l e s i n more than s i x dimensions i s enormous. For t h i s 
reason, the BAYESFOUR user guide ( N a y l o r and Shaw (1985) suggests t h a t 
s p h e r i c a l or Monte Ca r l o r u l e s should be used when the parameter space 
exceeds s i x . Indeed, BAYESFOUR does not c o n t a i n any seven dimensional 
Gaussian r u l e s . 
I n f i g u r e s 4.12-4.25 we i l l u s t r a t e d how the 7-dimensional example 
g i v e n i n Lawless (1982, p.337) can be handled u s i n g an imbedded 
sequence o f PIIR's. That i l l u s t r a t i o n r e a l l y serves as an example 
where any o f the p o s i t i v e r u l e s based on the 5^ Gauss-Hermite product 
r u l e c o u l d be used t o f i l l the gap i n the p o s i t i v e i n t e g r a t i o n 
c atalogue: The c u r r e n t l y a v a i l a b l e i n t e g r a t i o n r u l e s f o r 7 dimensions 
are the 7-degree s p h e r i c a l r u l e w i t h 452 p o i n t s ( S t r o u d (1971), 
pp 317-319. r u l e Z^: 7-2) and the 4*7 Gauss Hermite product w i t h 16384 
p o i n t s . Thus, r u l e s taken from the sequence o f the imbedded sequence 
o f the 5^ Gauss-product r u l e r e a l l y serve as i n t e r m e d i a t e i n t e g r a t i o n 
r u l e s due t o t h e i r important p r o p e r t y t o l i e between two r u l e s o f 
s p e c i f i c degree ( s e c t i o n 4.6). Moreover, evenjthough the degree o f 
these r u l e s i s less than 7, Result 1 o f s e c t i o n 4.4,1 i n d i c a t e s t h a t 
these are v e r y powerful 1 i n terms o f the number o f monomials they can 
i n t e g r a t e . 
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R e t u r n i n g t o the a c t u a l s t a t i s t i c a l problem. i n such experiments 
i n t e r e s t l i e s i n the marginal d e n s i t i e s o f the parameter v e c t o r Q. 
Figures 4.12-4.25 i l l u s t r a t e t h a t one i t e r a t i o n on a 7^ sequence 
enables us t o judge the behaviour o f the i n t e g r a n d , and, a c c o r d i n g t o 
the remarks o f s e c t i o n 5.1. no f u r t h e r i t e r a t i o n s are needed because 
the convergence i s r a p i d . However, t h i s can be c o n s i d e r e d as an 
•expensive* approach, because the f i n a l Gauss-product r u l e r e q u i r e s 
5^-78125 f u n c t i o n e v a l u a t i o n s . An a l t e r n a t i v e approach would be t o 
s t o p i n the middle o f the i n t e g r a t i o n r u l e and, u s i n g the c u r r e n t 
e s t i m a t e s o f the p o s t e r i o r moments, c o n s t r u c t the marginal d e n s i t i e s 
u s i n g m i x t u r e s o f i n t e g r a t i o n r u l e s . Depending on how expensive or 
cheap these r u l e s are. the former or l a t t e r approach may be more 
e f f i c i e n t . Other i n t e g r a t i o n r u l e s chosen from an imbedded sequence 
o f PIlR's can be used i n such m i x t u r e s . For example, r u l e s taken from 
the 5^ based imbedded sequence o f s e c t i o n 4.5 can be combined t o g e t h e r 
a 4^ product r u l e . I n t h i s p a r t i c u l a r example, the f i r s t approach was 
chosen. The marginal d e n s i t i e s are i l l u s t r a t e d i n f i g u r e s 
5.21-5.22. 
Figu r e 5.5 suggests t h a t p a t i e n t s w i t h h i g h e r b l o o d urea n i t r o g e n 
measurement at d i a g n o s i s ( v a r i a b l e z^) have longer s u r v i v a l times. 
I t a l s o provides some evidence t h a t e x p o n e n t i a l d i s t r i b u t i o n c o u l d be 
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Chapter 6: The Cibbs sampling approach 
6.1: I n t r o d u c t i o n 
I n s e c t i o n 1.3.2 we d e s c r i b e d how the Clbbs sampler can be used as a 
method f o r c a l c u l a t i n g marginal p o s t e r i o r d e n s i t i e s , a c c o r d i n g t o the 
d e s c r i p t i o n o f Gelfand and Smith (1988). Up t o the t i m e o f w r i t i n g , 
t h i s method has a l r e a d y been s u c c e s f u l l y a p p l i e d by C l a y t o n (1989), 
Zeger and Karim (1989). Gelfand et a/. (1989,1990), Racine-Poon et al, 
(1990). Such a remarkable number o f p u b l i s h e d a p p l i c a t i o n s over such 
a s h o r t time, r e f l e c t s the enormous p o t e n t i a l o f the Gibbs sampler. 
Any t h e s i s i n the general area o f the i m p l e m e n t a t i o n o f Bayesian 
paradigm produced at t h i s time would be incomplete w i t h o u t at l e a s t 
one chapter devoted to Gibbs sampling. Consequently, i n t h i s c h a p t e r , 
we w i l l take a close look i n the implementation d e t a i l s o f the method, 
we w i l l d e s c r i b e how I t can be a p p l i e d i n the l a r g e f a m i l y o f 
G e n e r a l i s e d l i n e a r models (Nelder and Wedderburn (1972) ) , and f i n a l l y 
we w i l l demonstrate i t u s i n g the p r o p o r t i o n a l hazards models used i n 
s e c t i o n s 5.4 and 5.5. I t i s hoped t h a t the importance o f the work 
presented here w i l l compensate f o r the d i s j o i n t i n g e f f e c t on the 
t h e s i s . 
I n the sequel, we w i l l f o l l o w the n o t a t i o n as s e c t i o n 1.3.2. 
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6.2: Sampling from c o n d i t i o n a l d e n s i t i e s 
The Gibbs sampler i n v o l v e s drawing random samples from a l l f u l l 
c o n d i t i o n a l d e n s i t i e s o f the form 
p(ei\eyiM). (6.1) 
o f t e n the l i k e l i h o o d and p r i o r forms s p e c i f i e d i n Bayesian a n a l y s i s , 
lead t o s t a n d a r d d i s t r i b u t i o n s i n ( 6 . 1 ) , t y p i c a l l y normals or gammas. 
See f o r example Celfand and Smith ( 1 9 8 8 ) , C e l f a n d et a/.(1989). I n 
these cases st a n d a r d a l g o r i t h m s are a v a i l a b l e t o generate random 
v a r i a t e s , see f o r example the books from R i p l e y (1987) or Devroy 
(1986) . I n o t h e r cases, a more general purpose random number 
g e n e r a t i n g procedure has been suggested ( C e l f a n d and Smith (1988). 
C e l f a n d et a/. (1989,1990) ) . the r a t i o o f u n i f o r m s . see R i p l e y 
(1987) . However, t h i s method r e q u i r e s at l e a s t two, and p o s s i b l y 
t h r e e , numerical maximisations. Given t h a t a s t a n d a r d m a x i m i s a t i o n 
r o u t i n e r e q u i r e s on average at l e a s t seven t o e i g h t f u n c t i o n 
e v a l u a t i o n s , the r a t i o o f uniforms method can be v e r y i n e f f i c i e n t . I n 
g e n e r a l , i t i s a p p r o p r i a t e f o r b a d l y behaved d e n s i t y f u n c t i o n s where 
a l t e r n a t i v e sampling techniques are not r e a d i l y a v a i l a b l e . 
Another general purpose method, which i s found t o be v e r y u s e f u l 1 i n 
p r a c t i c e , i s " r e j e c t i o n sampling", see R i p l e y (1987). The 
p r o b a b i l i t y d e n s i t y f u n c t i o n we need t o sample from, p ( ^ ) say. needs 
o n l y t o be s p e c i f i e d up t o a constant o f p r o p o r t i o n a l i t y . To o b t a i n a 
sample from p ( 5 ) . choose a p r o b a b i l i t y d e n s i t y f u n c t i o n gid) and a 
constant c ^ l such t h a t 
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p ( ^ ) < c g ( f l ) f o r every 6 i n the domain o f p 
Then, generate two independent random v a r i a t e s $ from g ( . ) and u from 
a Uniform ( 0 , 1 ) . Let T=-cg{$)/p(e) . I f uT^l accept d as a random 
v a r i a t e from p ( . ) • Otherwise generate another 6 and u and repeat the 
process u n t i l the c o n d i t i o n i s s a t i s f i e d . 
The above method r e q u i r e s a do m i n a t i n g d e n s i t y g ( . ) , c a l l e d envelope 
f u n c t i o n , a simple method f o r g e n e r a t i n g a random v a r i a t e from i t , and 
knowledge o f the constant c. I n g e n e r a l , c a r e f u l s t u d y o f p ( . ) can 
r e s u l t I n a s u i t a b l e choice o f g ( . ) and c. I n a d d i t i o n , a 
ma x i m i s a t i o n o f p ( . ) or o f p ( . ) / g ( ) . p r e f e r a b l y a n a l y t i c a l but o f t e n 
n u m e r i c a l , i s n o r m a l l y r e q u i r e d . 
The e f f i c i e n c y o f the above r e j e c t i o n sampling procedure can be 
improved through the "squeezing" method, see. f o r example R i p l e y 
(1987). T h i s proceeds as f o l l o w s : 
Choose gu-g and c as the r e j e c t i o n sampling method above, and a l s o 
another f u n c t i o n g] such th a t g\^p(6) f o r a l l d i n the domain o f p. 
Generate a random v a r i a t e 6 from g^ and independently u from a 
Uniform ( 0 , 1 ) . Then proceed as f o l l o w s : 
IX u ^ g l ( 0 ) / g u ( e ) then accept d e l s e 
i f u ^ p ( ^ ) / g u ( ^ ) then 
accept 6 
Else 
r e j e c t 6 
End i f 
End i f 
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The f u n c t i o n p(0) i s t h e r e f o r e squeezed between &\{d) and g^(.6) and 
the c a l c u l a t i o n o f the r a t i o p ( 0 ) / g u ( ^ ) i s avoided when u^p(^)/gu(e) . 
The more c l o s e l y gu(0) and g i ( ^ ) 'squeeze* p ( ^ ) , the less o f t e n 
e v a l u a t i o n s o f p ( f i ) are r e q u i r e d . 
R e t u r n i n g t o the a p p l i c a t i o n o f Cibbs sampling, r e j e c t i o n sampling has 
o f t e n been used f o r sampling from f u l l c o n d i t i o n a l d e n s i t i e s as i n 
( 6 . 1 ) . Zeger and Karim (1990), suggest choice o f cg(5) as 
C|N(^*,C2<r^*) , where 6* and <TQ* are the maximum l i k e l i h o o d e s t i m a t e s 
o f the c o n d i t i o n a l d e n s i t y p ( 0 j I 5 j , j * i ) , g i v e n the c u r r e n t s i m u l a t e d 
values o f 6j,j^\. The con s t a n t s c^ and cj are chosen so th a t the 
modes o f the f u l l c o n d i t i o n a l p and c g ( . ) are equal, and C2 i s la r g e 
enough, say C2'=2. I f the maximum l i k e l i h o o d e s t i m a t e s cannot be found 
a n a l y t i c a l l y , Zeger and Karim apply a numerical m a x i m i s a t i o n over the 
f u l l c o n d i t i o n a l t o determine c j , and then choose C2>1 " t o be c e r t a i n 
the a p p r o x i m a t i n g Gaussian f u n c t i o n covers the t r u e p o s t e r i o r ... over 
the range i n which d i s l i k e l y t o occur". 
Racine-Poon et a/. (1990) use the same envelope f u n c t i o n 
ciN(5*,C2<T0*). They proceed one s t e p f u r t h e r than Zeger and Karira by 
s p e c i f y i n g C2 a n a l y t i c a l l y , maximising the f u n c t i o n h ( d ) - p ( f l ) / g ( 0 ) . 
However, they note t h a t such an envelope f u n c t i o n can o n l y be used 
when p(d) i s log-concave. I f t h i s i s not t r u e , they use an 
a l t e r n a t i v e envelope f u n c t i o n based on m a x i m i s a t i o n o f p(0) . 
Clayton (1989)and F o r s t e r (1990) use a h i s t o g r a m or a polygon as an 
envelope f u n c t i o n . 
A l l the above approaches are based on the study o f the form o f p( . ) . 
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and consequently on the a p p l i c a t i o n o f v a r i o u s devices t o o b t a i n the 
envelope f u n c t i o n g ( . ) and the constant c. While such v a r i a t e 
g e n e r a t i o n techniques are proved t o be e f f i c i e n t , they are ad hoc, and 
depend on the mathematical background and i n s i g h t o f the designer. 
6.3: Re l e c t i o n sampling from log-concave d e n s i t y f u n c t i o n s 
An important c l a s s o f d e n s i t y f u n c t i o n s which we s h a l l c o n s i d e r i n the 
remainder o f t h i s chapter i s the c l a s s o f log-concave d e n s i t y 
f u n c t i o n s . This c l a s s includes many common p r o b a b i l i t y d e n s i t y 
f u n c t i o n s . See C i l k s and W i l d (1990) or Devroy(1986. p.287) f o r a 
l i s t o f such d e n s i t i e s . We begin w i t h a formal d e f i n i t i o n o f what i s 
meant by l o g c o n c a v i t y . T h i s i s f o l l o w e d by d e s c r i p t i o n o f a 
s p e c i f i e d r e j e c t i o n sampling method f o r d e a l i n g w i t h l o g concave 
d e n s i t y f u n c t i o n s . 
A f u n c t i o n f on i s c a l l e d concave I f i t i s a t w i c e c o n t i n o u s l y 
d i f f e r e n t i a b l e r e a l v a l u e d f u n c t i o n on an open convex set C i n R", and 
i t s Hessian m a t r i x 
32 f 
"x ( H i j ( f l ) ) . H i j ( f l ) ($1 5n) 
Be^Be j 
i s n egative s e m i - d e f i n i t e f o r every 0eC. I f the Hessian m a t r i x i s 
neg a t i v e d e f i n i t e , the f u n c t i o n f i s c a l l e d s t r i c t l y concave. A 
f u n c t i o n f on R" i s log-concave i f l o g f i s concave on i t s support. 
n 
The l o g - c o c a v i t y o f a d e n s i t y f u n c t i o n enables us t o use general 
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purpose a l g o r i t h m s f o r the g e n e r a t i o n o f random v a r i a t e s . These 
methods, i n g e n e r a l , r e q u i r e knowledge o f the p o s i t i o n o f the mode. 
Devroye (1986, p.287-309) presents a c l e a r account o f many a v a i l a b l e 
methods f o r sampling from log-concave d e n s i t y f u n c t i o n s . 
R e cently, C i l k s and W i l d (1990), proposed a method f o r sampling from 
any log-concave u n i v a r i a t e p r o b a b i l i t y d e n s i t y f u n c t i o n , c a l l e d 
"Adaptive r e j e c t i o n sampling". T h e i r suggested a l g o r i t h m i s based on 
the remark t h a t , any concave f u n c t i o n , say f , can be bound by a 
p i e c e - w i s e - l i n e a r upper and lower bounds ( h u l l s ) , c o n s t r u c t e d u s i n g 
tangents a t , and chords between, e v a l u a t e d p o i n t s on the domain o f 
f ( . ) . The d e t a i l e d a l g o r i t h m I s as f o l l o w s : 
Assimie t h a t we need t o generate random v a r i a t e s from the p r o b a b i l i t y 
d e n s i t y f u n c t i o n p(d)«exp(L(d)). Suppose t h a t L ( d ) and L'(d) have 
been e v a l u a t e d at k . _ordered p o i n t s „^1,^2•••• • ^ k< 
^k " [ ^  i ' ' • • • ' * ^ ] ' denote the upper and lower h u l l s ui^(e) and 
Cl^(d) r e s p e c t i v e l y . Assume a l s o t h a t the mode o f L ( ^ ) l i e s between d\ 
and fij^, and t h a t L(&) i s t w i c e c o n t i n o u s l y d i f f e r e n t i a b l e on a r e a l 
i n t e r v a l ( a , b ) , where a and b can be -<o or «>, and the second 
d e r i v a t i v e must be n o n - p o s i t i v e throughout ( a , b ) . D e f i n e 
Si^(^) - exp(ui^(0)) / /exp(ut^(^* )d0' 
and proceed a c c o r d i n g to the f o l l o w i n g a l g o r i t h m : 
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Repeat u n t i l d e s i r e d number o f p o i n t s have been sampled 
Sample 6 from S j ^ C f l ) and i n d e p e n d e n t l y u from Uniform (0,1) 
i f u ^ exp( Q]f^(e)-\i^(d) ) then 
Accept 6 
Else 




End i f 
Add d to Tj^, increament k, r e l a b e l the members o f Tj^ 
End i f 
End Repeat 
The Adaptive r e j e c t i o n sampling has two important advantages compared 
w i t h o t h e r e x i s t i n g general purpose methods f o r g e n e r a t i n g independent 
o b s e r v a t i o n s from a p r o b a b i l i t y d e n s i t y f u n c t i o n . F i r s t , numerical 
m a x i m i s a t i o n i s not needed, so i t i s more e f f i c i e n t . Second, i t i s 
a d a p t i v e i n the sense t h a t when more p o i n t s are r e j e c t e d i n the 
r e j e c t i o n sampling a l g o r i t h m , the p r o b a b i l i t y o f r e j e c t i o n i s 
d e c r e a s i n g f o r the next random v a r i a t e sampled from the envelope 
f u n c t i o n . This happens because w i t h the a d d i t i o n o f more p o i n t s the 
d e n s i t y f u n c t i o n Is more c l o s e t o the upper and lower f u n c t i o n s used 
t o 'squeeze* i t . Moreover, even though the Cibbs sampling n o r m a l l y 
r e q u i r e s o n l y samples o f s i z e one from each c o n d i t i o n a l d e n s i t y , the 
a d a p t i v e r e j e c t i o n sampling can be u t i l i s e d i n s p e c i a l cases t o 
e x p l o i t t h i s second advantage and t h e r e f o r e t o o f f e r l a r g e gains i n 
e f f i c i e n c y . See s e c t i o n 6.5 f o r more d e t a i l s . 
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6.4: L o g - c o n c a v i t v and Generalised L i n e a r models 
Generalised l i n e a r models, i n t r o d u c e d by Nelder and Wedderburn (1972), 
i n c l u d e a l a r g e c l a s s o f u s e f u l s t a t i s t i c a l models. I n t h i s s e c t i o n 
we i n v e s t i g a t e the p o t e n t i a l use o f Gibbs sampling as means o f making 
i n f e r e n c e s about the parameters i n a g e n e r a l i s e d l i n e a r model. I n 
p a r t i c u l a r , we i n t e n d t o use the a d a p t i v e r e j e c t i o n sampling technique 
i n t r o d u c e d by G i l k s and W i l d (1990), so our main i n t e r e s t l i e s on the 
l o g - c o n c a v i t y o f the l i k e l i h o o d f u n c t i o n . 
Let the data c o n s i s t o f a v e c t o r o f responses ^ o f l e n g t h n, and a nxp 
m a t r i x o f regre s s o r s Z o f known c o n s t a n t s . The responses y are 
assumed t o be a r e a l i s a t i o n o f a v e c t o r o f random v a r i a b l e s Y 
independently d i s t r i b u t e d w i t h means ^. G e n e r a l i s e d l i n e a r models are 
c h a r a c t e r i s e d by the f o l l o w i n g s t r u c t u r e . 
( i ) The d i s t r i b u t i o n o f the responses i s assumed t o belong t o a 
n a t u r a l e x p o n e n t i a l f a m i l y 
f ( y i ^ ) - exp[ ( f l y - b ( 5 ) ) / + c(y,vP) ] 
f o r some f u n c t i o n s a ( . ) , b ( , ) and c ( . ) , f o r a n a t u r a l parameter 6. 
Many p a r a m e t r i c d e n s i t y f u n c t i o n s belong t o t h i s f a m i l y , f o r example 
Bi n o m i a l , Normal, Poisson, Gamma. 
( i i ) The m a t r i x 2 i n f l u e n c e s x v i a a l i n e a r c o m b i n a t i o n TT=-Zg. where g 
i s a p-dimens i o n a l parameter v e c t o r and i s a v e c t o r termed the 
1inear p r e d i c t o r . 
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( i i i ) The l i n e a r p r e d i c t o r i s r e l a t e d t o the mean jx o f Y by a a l i n k 
f u n c t i o n g, such t h a t T ; j = g ( / i i ) , i - l n. Of s p e c i a l importance are 
the n a t u r a l l i n k f u n c t i o n s , which occur when g-Zfl. f o r the n a t u r a l 
parameter 6. 
The above f a m i l y i n c l u d e s some ver y w e l l known models. For example 
f o r the normal d i s t r i b u t i o n and the n a t u r a l l i n k f u n c t i o n g(/i)»/i we 
o b t a i n the c l a s s i c a l l i n e a r r e g r e s s i o n model. For the Poisson 
d i s t r i b u t i o n , the n a t u r a l l i n k f u n c t i o n g ( / A ) - l o g ( / i ) g i v e s r i s e t o the 
l o g - l i n e a r Poisson model which can be used, f o r example, i n the 
a n a l y s i s o f m u l t i d i m e n s i o n a l c o n t i g e n c y t a b l e s . When the responses 
f o l l o w the b i n o m i a l d i s t r i b u t i o n w i t h mean T , the l i n k f u n c t i o n s 
g ( T ) - l o g i t ( T ) . g ( T ) - * - l ( i r ) and g ( T ) - l o g ( - l o g ( 1 - i r ) ) y i e l d the l o g i s t i c , 
p r o b i t and the complementary l o g - l o g model r e s p e c t i v e l y . 
Now i n t e r e s t l i e s on the l o g - l i k e l i h o o d f u n c t i o n L o f a c e r t a i n 
g e n e r a l i s e d l i n e a r model. Maximum l i k e l i h o o d e s t i m a t o r s are 
f r e q u e n t l y used t o e s t i m a t e the v e c t o r g o f c o e f f i c i e n t s o f the l i n e a r 
combination Zg, see f o r example McCullagh and Nelder (1989). These 
methods r e l y h e a v i l y on the a s y m p t o t i c p r o p e r t i e s o f the maximum 
l i k e l i h o o d e s t i m a t o r s as the sample s i z e n o f o b s e r v a t i o n s tends t o 
i n f i n i t y . I n p a r t i c u l a r , c e r t a i n r e g u l a r i t y c o n d i t i o n s have been 
gi v e n by d i f f e r e n t authors which guarantee, at l e a s t f o r n a t u r a l l i n k 
f u n c t i o n s , weak c o n s i s t e n c y and a s y m p t o t i c n o r m a l i t y o f the maximum 
l i k e l i h o o d e s t i m a t o r s , see f o r example Haberman (1977) and Fahmeir and 
Kafmann (1980). Among o t h e r s , these r e g u l a r i t y c o n d i t i o n s assume t h a t 
the F i s h e r i n f o r m a t i o n m a t r i x i s p o s i t i v e d e f i n i t e . T h i s assumption 
i s o f great importance because, i n the case o f n a t u r a l l i n k f u n c t i o n s , 
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the Hessian and the i n f o r m a t i o n m a t r i x c o i n c i d e , see Nelder and 
McCullagh (1989, p.43), and t h e r e f o r e l o g - c o n c a v i t y o f the 
l o g - l i k e l i h o o d i s a u t o m a t i c a l l y i m p l i e d . 
U n f o r t u n a t e l y , the above r e s u l t cannot be g e n e r a l i s e d f o r n o n - n a t u r a l 
l i n k f u n c t i o n s . However, Wedderburn (1972) p r o v i d e s a s e r i e s o f 
s p e c i a l caes i n which he proves l o g - c o n c a v i t y o f the l i k e l i h o o d 
f u n c t i o n . Hs r e s u l t s are summarised as f o l l o w s : 
• Normal : L i s s t r i c t l y concave o n l y i n the case o f the n a t u r a l l i n k 
f u n c t i o n , g - i d . 
. Gamma: S t r i c t l o g - c o n c a v i t y i s a t t a i n e d f o r g ( A t ) - l o g ( ; i ) and g(M)='M^ 
(-l^x^O). I t i s assumed here t h a t yj^O f o r every i , i-1,2 n. 
. Poisson: L i s s t r i c t l y concave f o r g ( / i ) - l og(/x) and g(M)=M^ ( O ^ x ^ l ) . 
For the l i n k f u n c t i o n g(M)=M 'he 1og-1ike1ihood i s s t r i c t l y concave i f 
yj^O f o r every 1, and concave f o r any value o f y j . 
.Binomial: The l o g i s t i c , p r o b i t and complementary l o g - l o g models 
d e f i n e d above a t t a i n s t r i c t l o g - c o n c a v i t y o f the l i k e l i h o o d f u n c t i o n . 
L i s a l s o s t r i c t l y concave f o r the l i n k f u n c t i o n s g(M)-M. and 
g(/4)-sin-^^M-
An i n t e r e s t i n g p o i n t should be made here. Wedderburn (1972) shows 
t h a t f o r the l o g i s t i c , p r o b i t and complementary l o g - l o g models, the 
maximum l i k e l i h o o d e s t i m a t o r s are guaranteed t o be f i n i t e o n l y when 
O^yi^m^ f o r every i , where y j i s the number o f p o s i t i v e responses'out 
o f mj t r i a l s . I n a d d i t i o n , f o r the l a s t two l i n k f u n c t i o n s , g(fi)-fi 
and g ( / i ) - s i n " ^ y;i, the f i n i t i n e s s o f the maximum l i k e l i h o o d e s t i m a t e s 
i s not guaranteed. However, i n the Bayesian c o n t e x t , the p r i o r 
d i s t r i b u t i o n should overcome t h i s problem y i e l d i n g a w e l l behaved 
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p o s t e r i o r d e n s i t y . Consequently, the d i f f i c u l t i e s which a r i s e i n the 
maximum l i k e l i h o o d e s t i m a t i o n approach do not occur when a Bayesian 
approach w i t h a s u i t a b l e p r i o r i s adopted 
The a p p l i c a t i o n o f the a d a p t i v e r e j e c t i o n sampling method d e s c r i b e d i n 
s e c t i o n 6.3 r e q u i r e s the l o g - c o c a v i t y o f the f u l l c o n d i t i o n a l 
d i s t r i b u t i o n s . We have shown t h a t f o r c e r t a i n cases o f G e n e r a l i s e d 
l i n e a r models the l i k e l i h o o d i s log-concave. We remark t h a t t h i s 
statement i m p l i e s l o g - c o n c a v i t y o f the f u l l c o n d i t i o n a l l i k e l i h o o d 
because, from d e f i n i t i o n , the Hessian m a t r i x i s n e g a t i v e s e m i - d e f i n i t e 
so a l l I t s diagonal elements are n o n - p o s i t i v e . Before we proceed t o 
i n v e s t i g a t e the l o g - c o n c a v i t y o f f u l l j o i n t c o n d i t i o n a l d e n s i t i e s , we 
i n c l u d e i n the s p e c i a l cases o f G e n e r a l i s e d l i n e a r models another 
la r g e f a m i l y o f models. 
.WeibuU. e x p o n e n t i a l and extreme v a l u e ; These d i s t r i b u t i o n s can be 
used f o r m o d e l l i n g censored s u r v i v a l data i n which the response 
v a r i a t e i s the l i f e t i m e o f a component or the s u r v i v a l time o f a 
p a t i e n t , see Kay (1977), A i t k i n and C l a y t o n (1980). The l i n k f u n c t i o n 
i s the same as f o r l o g - l i n e a r Poisson models, g ( M ) " l o g ( / * ) . except t h a t 
t h e r e i s a f i x e d i n t e r c e p t ( o f f s e t ) i n c l u d e d i n the l i n e a r p r e d i c t o r . 
I t i s s t r a i g h t f o r w a r d to prove t h a t f o r each o f the above 
d i s t r i b u t i o n s used f o r p r o p o r t i o n a l hazards models, the f u l l 
c o n d i t i o n a l l i k e l i h o o d i s concave. F i r s t , note t h a t the l i k e l i h o o d 
under the Wei b u l l model i s g i v e n by 
L(a.p/data) - [ n p t f e ^ j f i ] [ T exp[-t5eM] ] (6.2) 
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where t j , j = l , . . . , n and t j , j - n + l , . . . , m denote the uncensored and 
censored l i f e t i m e s r e s p e c t i v e l y , p i s the shape parameter o f the 
W e i b u l l d i s t r i b u t i o n (p>0), and Z j , j - 1 m i s the v e c t o r o f 





-E Z k j ^ / ^ j < 0, f o r a parameter 0^, l<k<p, (6.3) 
- -n/p2 - K l o g t j ) 2 ; x j < 0 
where l o g / i j - p l o g t j + Z j f i . 
Thus (6.3) guarantees l o g - c o n v a v i t y under the W e i b u l l model. 
Furthermore, note t h a t (6.2) holds a l s o f o r the e x p o n e n t i a l model, 
being i n f a c t a s p e c i a l case o f the W e i b u l l w i t h p=-l. F i n a l l y , the 
t r a n s f o r m a t i o n u-e' i n (6.2) y i e l d s the extreme value d i s t r i b u t i o n , so 
l o g - c o n c a v i t y i s r e a d i l y shown f o r t h i s model too. 
A ccording t o the Bayesian paradigm, a p r i o r d e n s i t y f u n c t i o n Is placed 
on every parameter which, combined w i t h the i n f o r m a t i o n from the data 
o b t a i n e d through the l i k e l i h o o d f u n c t i o n . y i e l d s the p o s t e r i o r 
d i s t r i b u t i o n . Therefore, the f u l l c o n d i t i o n a l p o s t e r i o r l o g - d e n s i t y 
f u n c t i o n i s d e r i v e d as' a sum o f the f u l l c o n d i t i o n a l l o g - l i k e l i h o o d 
and the l o g a r i t h m o f the p r i o r d e n s i t y f u n c t i o n . Consequently, i f the 
p r i o r d e n s i t y f u n c t i o n i s log-concave, the f u l l p o s t e r i o r c o n d i t i o n a l 
w i l l be log-concave, as a sum o f two log-concave f u n c t i o n s (see 
R o c k a f e l l a r (1972). 
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I n cases where the p r i o r Is not log-concave, a sampling-resampling 
technique d e s c r i b e d i n Smith and C e l f a n d (1990) can be adopted, 
see a l s o Stephens and Smith (1990): Assume t h a t we need t o sample 
from a f u n c t i o n p\(9), but a sampling technique i s not r e a d i l y 
a v a i l a b l e . Furthermore, suppose t h a t samples from another f u n c t i o n 
P2(g) are a v a i l a b l e , say ^ i . - . - . ^ n . Then c a l c u l a t e w j - p ^ ( g 1 ) / P 2 ( f l j ) 
and q|=Wj/Ewj. Draw a 6* from the d i s c r e t e d i s t r i b u t i o n over 
.^n] w i t h p r o b a b i l i t y masses q j on 6^. Then flj* i s 
a p p r o x i m a t e l y d i s t r i b u t e d a c c o r d i n g t o P2. 
Thus, the requirements f o r the a d a p t i v e r e j e c t i o n sampling are 
f u l f i l l e d f o r c e r t a i n -and i n f a c t , most common- G e n e r a l i s e d l i n e a r 
models under any p r i o r d e n s i t y s p e c i f i c a t i o n s . Cibbs sampling i s 
t h e r e f o r e a p p l i c a b l e f o r making i n f e r e n c e s about the parameters o f 
i n t e r e s t , when a Bayestan approach i s adopted. 
6.5: O p t i m i s i n g Clbbs a l g o r i t h m 
One o f the major advantages o f the a d a p t i v e r e j e c t i o n a l g o r i t h m 
i n t r o d u c e d by C i l k s and W i l d (1990), i s t h a t i t v e r y e f f i c i e n t when 
samples are drawn r e p e a t e d l y . I n f a c t , C i l k s and W i l d r e p o r t t h a t i n 
general the number o f e v a l u a t i o n s needed f o r a sample o f s i z e n 
increases a p p r o x i m a t e l y i n p r o p o r t i o n t o the cube roo t o f n. However, 
f o r the Cibbs sampling, o n l y samples o f s i z e 1 are r e q u i r e d i n each 
i t e r a t i o n , and consequently t h i s g a i n o f e f f i c i e n c y can not be 
u t i l i s e d . However, i n t h i s s e c t i o n we w i l l demonstrate how, i n some 
s p e c i a l cases, we can make use o f t h i s p r o p e r t y o f the a d a p t i v e 
r e j e c t i o n sampling and speed up the Cibbs sampling a l g o r i t h m . 
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The model used i n s e c t i o n 5.4 i s a p r o p o r t i o n a l hazards model o f the 
type ( 6 . 2 ) , w i t h a l l c o v a r i a t e s z j being zero or one. Suppose t h a t we 
wish t o apply the Gibbs sampling ( C e l f a n d and Smith (1988)) t o make 
inf e r e n c e s about the parameters p and , i - 1 , . . . , 4 . For the 
implementation o f Gibbs sampling a l g o r i t h m , independent o b s e r v a t i o n s 
must be a v a i l a b l e from each f u l l c o n d i t i o n a l d e n s i t y . F i r s t note t h a t 
the f u l l c o n d i t i o n a l f o r the shape parameter o f the W e i b u l l 
d i s t r i b u t i o n p i s g i v e n by 
n n p n+m p 4 /^k^jk 
p ( p i a , d a t a ) cc p ( fl t j ) n e x p ( - t j f] (e ) ) ( 6 . 4 ) 
j - 1 j - 1 k-1 
and samples from ( 6 . 4 ) are not r e a d i l y a v a i l a b l e . The c o n d i t i o n a l 
( 6 . 4 ) i s however, ac c o r d i n g t o s e c t i o n 6 .4 , log-concave, and a d a p t i v e 
r e j e c t i o n sampling can be used t o sample from i t . 
The c o n d i t i o n a l d e n s i t i e s f o r the parameters i n the l i n e a r p r e d i c t o r 
Z6 are g i v e n by 
mfn ^ i j ^ i j 
p ( 0 i 1/5(2 ,p,data) - [| (ai-jv^i ) exp(-7ijv& ) ( 6 . 5 ) 
j - 1 
where «ij - P ' j ^ " ^ fl ^^Pi^k'^jk) 
7 i j - P t j ^ i j 
- exp ( /3i ) 
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w 
1. j ^ n 
0, j > n 
N o t i n g t h a t the r e g r e s s o r s m a t r i x Z c o n t a i n s o n l y 0 or 1, ( s e c t i o n 
4.5.1), (6.5) can be w r i t t e n as 
p(/5i i P c ^ f i ^ i .P.data) « ^ j Aexp(-B^J'i) (6.6) 





T h e r e f o r e , samples from (6.6) can be drawn s i m p l y sampling from a 
gamma d e n s i t y Ca(A+l,B), u s i n g w e l l known methods, see R i p l e y (1987), 
and then t r a s f o r m i n g the sampled v a r i a t e s -> log\tj =• . 
A c l o s e r look o f (6.5) r e v e a l s an i n t e r e s t i n g f e a r u r e which can be 
used t o speed up the sampling procedure. Suppose t h a t a sample o f 
s i z e 1 was drawn from 
p(/3i l/3c-bg ,p-p) (6.7) 
and, ac c o r d i n g t o the Gibbs sampling a l g o r i t h m , i n a l a t e r stage 
another sample o f s i z e 1 needs t o be o b t a i n e d from 
p(|5ii/3g-b5 fi;ei,p-p'). (6.8) 
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Both (6.7) and (6.8) are o f the form ( 6 . 6 ) , s i m p l y s u b s t i t u t i n g by 
expdSj) . Let 
7 i j - t j P n e x p ( b k Z j k ) 
k * i 
and 
7 i j - t j P f] e5<P(bkZjk) 
k * i 
Then, i n s t e a d o f sampling from ( 6 . 8 ) . we can generate an independent 
o b s e r v a t i o n from ( 6 . 7 ) , say b j , and apply the t r a n s f o r m a t i o n 
b j ^ b i + l o g ( Z 7 i j Z j i / ^ 7 i j Z j i ) ^ b i 
j j 
Then, simple m a n i p u l a t i o n shows t h a t b j i s a indepentend o b s e r v a t i o n 
drawn from ( 6 . 8 ) . Consequently, the above argument a l l o w s us, d u r i n g 
the Gibbs sampling a l g o r i t h m , t o sample r e p e a t e d l y from the same 
c o n d i t i o n a l d e n s i t y and then s i m p l y r e s c a l i n g the sampled v a r i a t e s 
a c c o r d i n g t o the updated values o f the o t h e r parameters. T h i s i s a 
great advantage i f a method such the a d a p t i v e r e j e c t i o n sampling i s t o 
be used, a c c o r d i n g t o our comments at the end o f s e c t i o n ( 6 . 3 ) . The 
g a i n i n the e f f i c i e n c y i n the above example w i l l be demonstrated i n 
the next s e c t i o n . 
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6.6: I l l u s t a r t i v e examples 
6.6.1: A p r o p o r t i o n a l hazards model 
I n t h i s s e c t i o n we analyse i n t h i s s e c t i o n the p r o p o r t i o n a l hazards 
model ( 6 . 2 ) , a d o p t i n g the Cibbs sampling approach. The f u l l 
c o n d i t i o n a l d e n s i t i e s are g i v e n by (6.4) and ( 6 . 5 ) , and cannot be 
s i m p l i f i e d t o a l l o w sampling from any known d e n s i t y f u n c t i o n . 
Consequently, we adopt the a d a p t i v e r e j e c t i o n sampling i n t r o d u c e d by 
C i l k s and W i l k (1990) t o sample from the f u l l c o n d i t i o n a l s . These 
c o n d i t i o n a l s are log-concave a c c o r d i n g t o s e c t i o n 6.4, so the 
requirements f o r adaptive r e j e c t i o n sampling ar f u l f i l l e d . 
Gibbs sampling ( s e c t i o n 1.3.2) r e q u i r e s i n i t i a l values f o r a l l but one 
parameter. We gave i n i t i a l values t o the parameteres / 3 j , i - 1 , . . , 4 , 
taken from the maximum l i k e l i h o o d e s t i m a t e s . These i n i t i a l values 
have been a l s o g i v e n t o the a p p l i c a t i o n o f the imbedded sequences o f 
PIIR*s f o r the same example, see s e c t i o n 5,5. Thus, comparisons o f 
the two methods can be made on f a i r grounds. 
At each i t e r a t i o n o f the Cibbs sampling, a d a p t i v e r e j e c t i o n sampling 
from every c o n d i t i o n a l d e n s i t y r e q u i r e s ( a t l e a s t ) two p o i n t s which 
can be used as i n i t i a l p o i n t s f o r the c o n s t r u c t i o n o f upper, u s i n g 
t a n g e n t s , and lower, u s i n g chords, bounds. These i n i t i a l p o i n t s were 
taken as the sample mean t one stan d a r d d e v i a t i o n , where the sample 
moments were c a l c u l a t e d from the pr e v i o u s i t e r a t i o n o f Cibbs sampling. 
I n cases where the two i n i t i a l p o i n t s d i d not l i e t o each s i d e o f the 
mode o f the c o n d i t i o n a l d e n s i t y , a d d i t i o n a l p o i n t s were s u p p l i e d . 
168 
Gibbs sampling converged a f t e r 70 i t e r a t i o n s , u s i n g 500 r e p l i c a t i o n s 
i n each i t e r a t i o n . The r e s u l t i n g m a r g i n a l s , c l o s e l y resemble the 
m a r g i n a l s d e r i v e d from the imbedded sequences o f P I l R ' s . I n f i g u r e s 
6.1-6.7, we i l l u s t r a t e the m a r g i n a l s d e r i v e d w i t h the imbedded 
sequences o f PlIR's i n the a n a l y s i s o f s e c t i o n 5.5, and the m a r g i n a l s 
from the Gibbs sampling a f t e r 60 and 70 i t e r a t i o n s . Note t h a t the 
m a r g i n a l s cLo not e x a c t l y c o i n c i d e . I n f a c t , i n some cases t h e r e are 
d i f f e r e n c e s even between the two m a r g i n a l s d e r i v e d w i t h the Gibbs 
sampling approach. 
The d i f f e r e n c e s i n the marginals i n f i g u r e s 6.1-6.7 might imply t h a t 
the Gibbs sampling has not converged a f t e r 70 i t e r a t i o n s . While the 
m a t t e r o f convergence i s c u r r e n t l y a d i f f i c u l t problem, d i f f e r e n t ways 
have suggested t o overcome i t . C e l f a n d and Smith (1988) suggest the 
use o f QrQ p l o t s or g r a p h i c a l comparison o f m a r g i n a l s , d e r i v e d at 
r e g u r a l i n t e r v a l s d u r i n g i t e r a t i o n s . F o l l o w i n g t h i s avenue, Gelfand 
et a/. (1990) suggest comparing m a r g i n a l s d e r i v e d e v e r y 5 i t e r a t i o n s . 
F oster (1990) uses as i n d i c a t o r s sample moments. A l l these methods 
can p r o v i d e an i n f o r m a l assesment o f the convergence, and i n f a c t , 
w h i l e not being r i g o r o u s l y j u s t i f i e d , they s h o u l d n o r m a l l y be 
r e l i a b l e . I n our example, we checked the marginals and the sample 
moments every 10 i t e r a t i o n s . We b e l i e v e t h a t , t he d i s c r e p a n c i e s 
between the marginals are j u s t i f i e d by the f a c t t h a t they are 
c o n s t r u c t e d from a f i n i t e sample, and t h a t o s c i l l a t i o n s o f the sample 
moments around the t r u e p o s t e r i o r moments sho u l d be expacted. 
Moreover, the inferences made i n s e c t i o n 5.5 do not change because o f 
these d i s c r e p a n c i e s , at l e a s t f o r t h i s p a r t i c u l a r example. I t i s a l s o 
noteworthy t h a t the d i f f e r e n c i e s i n i n f e r e n c e s drawn from Gibbs 
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sampling and from the numerical i n t e g r a t i o n are o f minor importance 
when compared w i t h maximum l i k e l i h o o d e s t i m a t i o n i n f e r e n c e s . 
Another reason f o r the marginal descrepancies might be the h i g h 
c o r r e l a t i o n between the shape parameter p and the parameter v e c t o r o f 
regressors A l i n e a r o r t h o g o n a l i s i n g t r a n s f o r m a t i o n o f the type 
used i n numerical i n t e g r a t i o n s t r a t e g i e s , see s e c t i o n 2.2.1.2, can be 
a p p l i e d , but t h i s s t i l l remains a matt e r o f f u t u r e research. Another 
p o l i c y t o overcome t h i s problem has been suggested by Zeger and Karim 
(1989). They propose m u l t i p l e samples from h i g h l y c o r r e l a t e d 
v a r i a b l e s . Thus, i n our example, f o r each sampled v a r i a t e f o r ^, we 
might sample 10 v a r i a t e s f o r p. 
An average o f 3.94 f u n c t i o n e v a l u a t i o n s were used f o r the sample o f 
s i z e one from each c o n d i t i o n a l d e n s i t y . Our i n i t i a l s t a r t i n g p o i n t s 
f o r the a d a p t i v e r e j e c t i o n sampling were v e r y poor, g i v i n g average 
f u n c t i o n e v a l u a t i o n s f o r each c o n d i t i o n a l at the f i r s t i t e r a t i o n 4.16. 
This i s a c o n s i d e r a b l e g a i n i n the e f f i c i e n c y compared w i t h o t h e r 
black-box sampling techniques, f o r example r a t i o o f u n i f o r m s , which 
r e q u i r e s at l e a s t two numerical maximisations spending on average f o r 
each one 7.5 f u n c t i o n e v a l u a t i o n s . 
Of course, comparisons w i t h numerical i n t e g r a t i o n techniques should 
not be made o n l y i n terms o f the e f f i c i e n c y . A more general 
comparison w i l l be made i n the next s e c t i o n . 
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6.6.2: A s p e c i a l case o f p r o p o r t i o n a l hazards model 
We discuss i n t h i s s e c t i o n the d e t a i l s o f the a p p l i c a t i o n o f the 
s p e c i a l p r o p o r t i o n a l hazards model d e s c r i b e d i n s e c t i o n 6.5. We 
r e c a l l t h a t d u r i n g the Cibbs sampling, t h i s s p e c i a l case a l l o w s f o r 
each o f the regressor parameters t o be sampled o n l y from one 
c o n d i t i o n a l d i s t r i b u t i o n , r a t h e r than d i f f e r r e n t c o n d i t i o n a l s . We 
a p p l i e d the data o f s e c t i o n 4.5.1 which, were analysed u s i n g imbedded 
sequences o f PIIR*s i n s e c t i o n 5.4. 
Convergence was achieved a f t e r 150 i t e r a t i o n s u s i n g 500 r e p l i c a t i o n s . 
Comparisons o f i l l u s t r a t i v e m a r g i n a l s and sample moments were made 
every 50 i t e r a t i o n s . The c o n s t r u c t e d marginal d e n s i t i e s are shown i n 
f i g u r e 6.8. 
A normal a p p l i c a t i o n o f a d a p t i v e r e j e c t i o n sampling f o r each o f the 4 
c o n d i t i o n a l d e n s i t i e s o f the regressor parameters 0 } , i - 1 4, whould 
r e q u i r e , as i n s e c t i o n 6.6.1, on average 3.94 f u n c t i o n e v a l u a t i o n s . 
Consequently, f o r the whole a n a l y s i s , and f o r these p a r t i c u l a r 4 
parameters, an approximate t o t a l o f 500x150x4x3.94-1182000=:!.2 m i l l i o n 
f u n c t i o n e v a l u a t i o n s would be r e q u i r e d . Table 6.1 shows the f u n c t i o n 
e v a l u a t i o n s r e q u i r e d when the a l g o r i t h m i s o p t i m i s e d u s i n g the 
a l g o r i t h m d e s c r i b e d i n s e c t i o n 6.5. 
I t i s c l e a r t h a t the g a i n o f the e f f i c i e n c y i s o u t s t a n d i n g , the 
o p t i m i s e d a l g o r i t h m r e q u i r i n g o n l y 493 f u n c t i o n e v a l u a t i o n s , compared 
w i t h a p p r o x i m a t e l y 1.2 m i l l i o n f u n c t i o n e v a l u a t i o n s needed f o r a usual 
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Table 6.1: F u n c t i o n e v a l u a t i o n s f o r 4 reeressor parameters 














6.7: D i s c u s s i o n 
There are at l e a s t 4 d i f f e r e n t approaches f o r the impl e m e n t a t i o n o f 
the Bayesian paradigm: Numerical i n t e g r a t i o n s t r a t e g i e s , a n a l y t i c 
a p p r o x i m a t i o n s , Monte Carlo i n t e g r a t i o n techniques and the Gibbs 
sampling approach. The main p a r t o f t h i s t h e s i s i n v e s t i g a t e d 
numerical i n t e g r a t i o n s t r a t e g i e s , b u t , the c u r r e n t c h a p t e r c o n s i d e r e d 
a p p l i c a t i o n o f Gibbs sampling as an a l t e r n a t i v e way t o make Bayesian 
i n f e r e n c e s . I n e v i t a b l y , t h i s s e c t i o n w i l l c o n c e n t r a t e on comparisons 
between the two approaches. 
Suppose t h a t a user, experienced or unexperienced, faced w i t h an 
a n a l y t i c a l l y i n t r a c t a b l e or t e d i o u s problem, wishes t o choose a 
general purpose implementation technique t o make use o f the Bayesian 
paradigm. 
I f a numerical i n t e g r a t i o n technique i s t o be employed, the user has 
to p r o v i d e the f u n c t i o n a l forms o f the l i k e l i h o o d and the p r i o r . 
Then, a c l o s e look o f the parameters o f i n t e r e s t s h o u l d r e v e a l whether 
or not parameter t r a n s f o r m a t i o n s are necessary t o s a t i s f y assumptions 
o f n o r m a l i t y . I f these t r a n s f o r m a t i o n s need t o be made, the user must 
supply the Jacobian m a t r i x o f these t r a n s f o r m a t i o n s . Then, a chosen 
numerical i n t e g r a t i o n s t r a t e g y r e q u i r e s an I n t e r a c t i v e implementation 
by the user. This i n v o l v e s mainly choice o f i n t e g r a t i o n r u l e s and 
d e c i s i o n making concerning the convergence o f the numerical 
a p p r o x i m a t i o n s . Furthermore, choice o f the or d e r o f o r t h o g o n a 1 i s i n g 
parameters must be c o n s t a n t l y made, depending on which are the 
parameters o f i n t e r e s t . 
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Cibbs sampling approach r e q u i r e s the f u n c t i o n a l form o f f u l l 
c o n d i t i o n a l d e n s i t y f u n c t i o n s , at l e a s t up t o a constant o f 
p r o p o r t i o n a l i t y . I n a d d i t i o n , the Cibbs sampling user must p r o v i d e a 
way t o generate independent o b s e r v a t i o n s from each o f the 
c o n d i t i o n a l s . This might i n v o l v e use o f s o p h i s t i c a t e d sampling 
techniques which i n t u r n might r e q u i r e numerical m a x i m i s a t i o n s or 
f u n c t i o n a l forms o f the d e r i v a t i v e s o f c o n d i t i o n a l s . Then, the Cibbs 
sampling u p d a t i n g scheme o f f e r s the f l e x i b i l i t y o f b a t c h run: The user 
must p r o v i d e o n l y once the number o f r e p l i c a t e s and the number o f 
i t e r a t i o n s , and, g i v e n t h a t these numbers are adequately l a r g e , can 
s i m p l y o b t a i n d e s i r e d p o s t e r i o r m a r g i n a l or p r e d i c t i v e d e n s i t y 
f u n c t I o n s . 
The d i f f e r e n t p h i l o s o p h y o f the two methods i s e v i d e n t . The numerical 
i n t e g r a t i o n s t r a t e g i e s , a t t a c k i n g the problem d i r e c t l y , e v a l u a t e h i g h 
dimensional i n t e g r a l s u s i n g s o p h i s t i c a t e d techniques based on c e r t a i n 
assumptions. T r a n s f o r m a t i o n - c h o i c e b e f o r e the implementation o f the 
problem, must be f o l l o w e d w i t h assumption-checking by means o f an 
i n t e r a c t i v e r u n n i n g . On the o t h e r hand, Cibbs sampling a t t a c k s the 
problem i n d i r e c t l y , i n the sense t h a t i n t e g r a l s are not c a l c u l a t e d . 
The asumptions f o r Implementing an I n f e r e n c e problem are weaker, and 
a f t e r the i n i t i a l choice o f a sampling technique, the system i s 
f a i l - s a f e , i n the sense t h a t , convergence w i l l be e v e n t u a l l y o b t a i n e d . 
The d i f f e r e n c e between the two approaches would not be so e v i d e n t . I f , 
f o r every p o s s i b l e problem, proper t r a n s f o r m a t i o n s c o u l d be o b t a i n e d 
and a numerical i n t e g r a t i o n approach was p o s s i b l e . However, at the 
time o f w r i t t i n g , c e r t a i n models such as h i e r a r c h i c a l models or models 
w i t h multimodal p o s t e r i o r d e n s i t i e s seem t o be u n s o l v a b l e w i t h 
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numerical i n t e g r a t i o n techniques. T h e r e f o r e , i t i s important t o note 
t h a t the two techniques do not always o v e r l a p at the range o f p o s s i b l e 
a p p l i c a t ions. 
The numerical i n t e g r a t i o n s t r a t e g i e s are l i m i t e d i n t h e i r 
a p p l i c a b i l i t y i n cases where the number o f parameters i s r e l a t i v e l y 
s m a l l . I n f a c t , even w i t h the c u r r e n t speed o f computers, numerical 
i n t e g r a t i o n does not seem able t o cope w i t h more than t e n parameters. 
On the o t h e r hand, Gibbs sampling, e x p l o i t i n g the a b i l i t y t o be 
implemented v i a batch j o b s , can p r o v i d e answers to v e r y 
high-dimensional problems. 
Note however, t h a t Gibbs sampling cannot compete w i t h numerical 
i n t e g r a t i o n i n terms of e f f i c i e n c y , the y a r d s t i c k taken e i t h e r the 
number o f f u n c t i o n e v a l u a t i o n s or the computer r u n n i n g time. 
Consequently, f o r low-dimensional problems where the assumptions o f 
approximate n o r m a l i t y are s a t i s f i e d , the numerical i n t e g r a t i o n i s the 
most s u i t a b l e approach. For example, the p r o p o r t i o n a l hazard models 
analysed r e p e a t e d l y i n t h i s t h e s i s , are c l a s s i c a l examples where a 
numerical i n t e g r a t i o n s t a t e g y p r o v i d e s the f a s t e s t and most e a s i l y 
chained r e s u l t s . 
Before choosing a s t r a t e g y t o implement the Bayesian paradigm, the 
p o t e n t i a l user o f e i t h e r the above methods, must keep i n mind t h a t , at 
l e a s t at the time o f w r i t t i n g , numerical i n t e g r a t i o n and Gibbs 
sampling o v e r l a p minimaly i n respect t o the range o f problems i n which 
they s h o u l d ' be a p p l i e d . D i m e n s i o n a l i t y , need f o r i n i t i a l 
t r a n s f o r m a t i o n s and e f f i c i e n c y must a l l taken i n t o considerat.ion 
before a d e c i s i o n i s made. 
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7. C r i t i c i s m s and f u t u r e research 
This s e c t i o n o u t l i n e s p o s s i b l e t o p i c s f o r f u t u r e r e s e a r c h t o g e t h e r 
w i t h some extensions o f pr e v i o u s s e c t i o n s . The essence o f the 
m a t e r i a l presented i n the t h e s i s , regarded not o n l y as a t o p i c f o r 
t h e o r e t i c a l s e l f - g r a t i f i c a t i o n , b u t , a l s o as an a i d t o i n c r e a s i n g the 
d i v e r s i t y o f c r e a t i v e s t a t i s t i c a l t h i n k i n g , w i l l be c r i t i c i s e d . 
Even though research i n the a p p l i c a t i o n s o f numerical i n t e g r a t i o n 
techniques i n Bayesian a n a l y s i s s t a r t e d one decade ago, i t seems t h a t 
progress i n t h i s f i e l d has passed i t s peak (1982-1985) and has slowed 
down i n recent years. Among o t h e r t h i n g s , t h i s c o u l d be e x p l a i n e d 
from an apparent i n a b i l i t y t o pr o v i d e s o f t w a r e t o the f o u r p o t e n t i a l 
users (Smith ( 1 9 8 8 ) ) : The Bayesian research s t a t i s t i c i a n , the 
non-Bayesian research s t a t i s t i c i a n , the b r o a d l y - f o c u s s e d a p p l i e d 
s t a t i s t i c i a n and the st u d e n t . 
A major drawback o f the i n t e g r a t i o n techniques d e s c r i b e d i n t h i s 
t h e s i s i s the need f o r an i n i t i a l parameter t r a n s f o r m a t i o n (see 
s e c t i o n 2.5.4). Progress towards overcoming t h i s drawback has been 
made by the work o f H i l l s (1989), but much remains t o be done. An 
i d e a l scheme would be one I n which t r a n s f o r m a t i o n s were made 
a u t o m a t i c a l l y . Given t h a t the Naylor and Smith a l g o r i t h m c o n t a i n s two 
i t e r a t i v e procedures (between and w i t h i n g r i d s i z e ) , i t i s 
qu e s t i o n a b l e why, f o r a g i v e n g r i d s i z e , the o n l y i n f o r m a t i o n updated 
r e l a t e s t o mean v e c t o r and the covariance m a t r i x , and not t o o t h e r 
i n f o r m a t i o n which might p o s s i b l y a more a p p r o p r i a t e parameter 
t r a n s f o r m a t i o n . An i n t e r e s t i n g idea would be t o use p r i o r i n f o r m a t i o n 
from previous f u n c t i o n e v a l u a t i o n s i n order t o choose a parameter, X 
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say, which w i l l produce a par a m e t e r i s a t i o n \p\{0)'^, f o r a f a m i l y o f 
d i s t r i b u t i o n s w i t h ip close t o normal, or at l e a s t more 'symmetric' 
than e. 
According t o our r e s u l t s i n s e c t i o n s 2.5.2 and 3.4, Shaw's r e s u l t s 
d e s c r i b e d i n s e c t i o n 2.5.3, and f o l l o w i n g the d i s c u s s i o n and our 
proposals i n s e c t i o n s 2.5.4 and 5.1 r e s p e c t i v e l y , i t i s d o u b t f u l t h a t 
u p d a t i n g the mean v e c t o r and the covariance m a t r i x i s the best p o l i c y 
t o achieve maximum e f f i c i e n c y . We b e l i e v e t h a t , i n most cases, the 
behaviour o f the imbedded sequence o f PIIR's i s a good i n d i c a t i o n f o r 
d e c i d i n g whether or not r e s c a l i n g and/or r e l o c a t i o n should be 
performed. However, u n t i l t h i s takes the form o f a formal (and 
h o p e f u l l y , a u t o m a t i c ) decision-making c r i t e r i o n , support o f one or 
ot h e r o p i n i o n becomes p r o b l e m a t i c . 
S i m i l a r l y , consider the r e l a t e d problem o f e r r o r e s t i m a t i o n . I f the 
e r r o r (4.5) can be e s t i m a t e d more a c c u r a t e l y , a d e c i s i o n can be made 
as f a r as r e l o c a t i o n and r e s c a l i n g are concerned. The problem here i s 
t h a t , by adding some nodes t o the i n t e g r a t i o n r u l e , i n a sense we 
s u b t r a c t some terms from the e r r o r i n ( 4 . 1 ) . U n f o r t u n a t e l y , these 
terms can not be es t i m a t e d , and t h e r e f o r e the meaning o f the aggregate 
measure A ( s e c t i o n 2.3) i s more or less u n j u s t i f i e d . A p p r o p r i a t e 
choice o f a n u l l r u l e , o r a set o f n u l l r u l e s ( s e c t i o n 4.4.2) c o u l d 
p o s s i b l y help i n t h i s d i r e c t i o n . 
A l l a v a i l a b l e numerical i n t e g r a t i o n r u l e s u l t i m a t e l y possess the same 
danger: the s i t u a t i o n where convergence i s not ach i e v e d however much 
the g r i d s i z e i s increased. A general purpose m u l t i d i m e n s i o n a l 
i n t e g r a t i o n package may then p o s s i b l y be adopted, but i t s e f f i c i e n c y 
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w i l l be v e r y low because i t would not e x p l o i t the a s y m p t o t i c behaviour 
o f the p o s t e r i o r d e n s i t y . The use o f Monte C a r l o methods ( s e c t i o n 
1.3.2) seems the best a v a i l a b l e p o l i c y at the present t i m e . 
The above problems, t o g e t h e r w i t h the proposed s o l u t i o n s , g i v e a 
c u r r e n t s t a t u s o f the research and the p o t e n t i a l a p p l i c a t i o n s o f the 
numerical I n t e g r a t i o n i n Bayesian S t a t i s t i c s . I t has been noted 
i n d i r e c t l y I n s e c t i o n 2.5.4, and needs h i g h l i g h t i n g i n the e p i l o g u e o f 
the t h e s i s , t h a t i t seems th a t at the moment o f w r i t i n g o n l y the f i r s t 
p o t e n t i a l user among the 4 mentioned above can use numerical 
i n t e g r a t i o n techniques i n Bayesian a n a l y s i s . T h i s happens because 
o n l y an expert user can overcome the above problems u s i n g h i s 
judgement o b t a i n e d from h i s experience. We would l i k e t o b e l i e v e , 
however, t h a t the s o l u t i o n o f the above problems w i l l lead t o more 
general a d o p t i o n o f numerical i n t e g r a t i o n i n Bayesian a n a l y s i s . 
The r e v o l u t i o n o f i n f o r m a t i o n technology i n 1980's has l e d t o the 
w o r l d o f the u s e r - f r i e n d l y , easy t o implement, computer packages. 
While the advances i n t h i s f i e l d are being achieved w i t h enormous 
speed, t h e i r i n f l u e n c e on the r e s t o f the science i s becoming more and 
more apparent. I f the p h i l o s o p h i c a l l y sound Bayesian framework i s to 
be proclaimed I n the w o r l d o f a c t i v e s t a t i s t i c a l t h i n k i n g , i t has 
c e r t a i n l y t o be a d j u s t e d i n t h i s s o c i o l o g i c a l framework (see Smith 
(1984).(1987) ) . The work o f t h i s t h e s i s has t a r g e t e d t h i s area, but 
the danger remains t h a t I f the problems mentioned e a r l i e r i n t h i s 
s e c t i o n do not produce a s a t i s f a c t o r y answer, the s o c i a l c u r r e n t s w i l l 
i s o l a t e the p o t e n t i a l users o f numerical i n t e g r a t i o n techniques t o the 
f i r s t amongst the f o u r users mentioned above: The Bayesian research 
S t a t i s t i c i a n . 
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