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This paper is concerned with a variant of the Frobenius theorem on total 
differential systems under conditions of the Carathkodory type occurring in 
the theory of ordinary differential equations. The question of the validity 
of theorems of this type was proposed to me by Professor L. Hurwicz with 
a view to applications in mathematical economics. I wish to acknowledge 
helpful conversations and correspondence with him during the writing of 
this paper. 
Section 1 deals with a general definition of exterior derivatives; Sections 2 
and 5 with functions and differential forms satisfying CarathCodory type 
conditions and smooth approximations for them; Section 3 is concerned with 
ordinary differential equations and the dependence of solutions on initial 
conditions under Carathkodory type conditions; the generalized Frobenius 
theorem is stated in Section 4 and proved in Sections 5-8; finally, Section 9 
gives a partial answer to other questions of Professor Hurwicz concerning 
the convexity of solutions of a total differential system. 
1. EXTERIOR DERIVATIVES 
We shall use the tensor summation convention below for repeated indices 
with the following ranges for Latin and Greek indices: 
1 < a, b, c,... < n and 1 < 01, p, y ,... < v. 
There will be a number of occasions when we do not wish the summation 
convention to hold; in order to indicate these cases, the (fixed) indices i andj 
will be used. 
Consider a differential 1 -form 
w = f&) d@, (1.1) 
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Office of Aerospace Research, United States Air Force, under AFOSR Contract 
No. F44620-67-C-0098. 
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with coefficients defined on an open x-set Q C P. For a form with continuous 
coefficients, a continuous exterior derivative (if it exists) can be defined 
(cf., e.g., [8], pp. 101-104) in terms of Stokes’ formula applied to nrbitrary 
pieces of smooth 2-surfaces S bounded by piecewise smooth Jordan curves. 
It was pointed out in [d], p. 108, that this definition cannot be extended to the 
notion of a “bounded” exterior derivative. It will be seen however that such 
a definition is meaningful and useful if one suitably restricts the class of 
surfaces S. 
Let the coefficients of w be locally L1 on an open set Q. The form (I. 1) will 
be said to have a local L’ exterior derivative on Q if, for every x0 E fin, there 
exists a cube N = (x : 1 P - xoa I < p for a = I,..., n} in Q and a differential 
2-form 
0 = f&x) dxa A dxb, fall = -flm > (1.2) 
with coefficients of class U(N) such that 
(1.3) 
holds for almost all rectangles r C N of the type 
7 z {x : xa rc const. for a f i, j, gi c< xi :-> 7i , oj ,< x3 < TV} 
parallel to a coordinate 2-plane. “(1.3) holds for almost all rectangles” 
can be defined, for example, as follows: there are null (linear) sets 
&I c koU - p, xga + p], and (1.3) holds for rectangles r of the type above 
forall 1 <i<j<n; u~,T~$X,; and a, , rj $ XY . In this case, we write 
dw = fab(x) dxa A dxb, where ,fnb = -fba . (1.4) 
We can speak of l-forms w which are locally of class L”, 1 < p < 03, and 
have local Lq exterior derivatives, 1 < 4 < co. A sequence of differential 
forms is called an L* convergent [or an almost everywhere convergent or Lp 
Cauchy] sequence if each of the sequences of the corresponding coefficients 
is L” convergent [or almost everywhere convergent or LP Cauchy]. 
LEMMA 1.1. Let w be a local Lfl, I -< p < co, dzTerentia1 1 -form on an 
open set Q. TJzen w has a local Lo, 1 < q < co, exterior derivative (1.4) if 
and only if, on every open set N with compact closure in Q, there exists a sequence 
of Cm 1 -forms w1 , w2 ,..., with the properties that wm ---f w in Lp(N) as m -* CO 
and dw, , dw, ,..., is an LB(N) Cauchy sequence; in which case, dw, --f dw in 
Lg(N), and it can be supposed that w?,~ - w and dw, ---f dw almost everywhere 
on N, as m 4 co. 
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The assertions remain correct if p = CO and/or q = co provided that Lp 
or L’J convergence is replaced by bounded convergence almost everywhere. 
In the case that the classes L”, LQ are replaced by Co, this lemma is due to 
Gillis [4]; for a simple proof of H. Cartan, see [8], Lemma 5.1, p. 102, and 
Exercise 5.1, p. 103. The proof of Lemma 1.1 above is similar. Given w and 
dw, one obtains w,, , dw,,, by a convolution process for, as is easily seen, 
exterior differentiation commutes with convolutions. 
Remark. Lemma 1 .l shows that the notion of Lp exterior derivatives is 
independent of the choice of coordinates in Rn. 
We shall need two results involving changes of variables and exterior 
derivatives. The first involves smooth forms and rough changes of variables, 
while the second concerns rough forms and almost smooth changes of 
variables. 
LEMMA 1.2. Let w in (1 .l) be of class Cl on an open x-set Q C Rn and possess 
the continuous exterior derivative (1.4). Let x = x(ul,..., u”) be a continuous map 
of an open set Q, C Rk into Q having strong Lp derivatives, p >, 2. Then w is 
transformed into the local Lp form 
w = fa(x(u))(axa/2ub) dub 
having the local Lp12 exterior derivative 
dw = fab(x(u))[a(xa, xb)/t3(ue, u”)] due A dud. 
(1.5) 
V.6) 
Proof. Let x1(u), x2(u),..., be a sequence of smooth approximating maps 
(obtained from X(U) by convolutions) and let w, , dw,, be the forms obtained 
by replacing x(u) in (1.5), (1.6) by xv,(u). It is clear that 
holds for any piece of smooth surface r bounded by a piecewise smooth 
Jordan curve ar with r u ar C 52,. A limit process, m -+ co, shows that 
holds for almost all rectangles, parallel to coordinate 2-planes, in Q. . This 
proves the lemma. 
LEMMA 1.3. Let w in (1.1) be a local L1 differential l-form on an open set 
52 and possess a local L1 exterior derivative (1.4). Let x = x(u) = x(ul,..., un) 
be a 1 - 1 locally Lipschitzean mapping of an open set Q, C R” into Q with 
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a locally Lipschitzean inverse. Then w is transformed into the local IAl 1 -form 
(1,5) having the local L1 exterior derivative (1.6). 
Proof. Approximate w and dw by smooth forms, as in Lemma 1.1. Since 
the inverse map of u - X(U) is Lipschitzean, the preimage of an c-null set 
is a u-null set. Thus, for example, the local L1 and almost everywhere 
convergence on D of approximations fr,‘n(~) for the coefficients f*(x) of w 
implies the local L1 and almost everywhere convergence on 5-2, offa”‘(X(U)) to 
fJx(u)). Hence, the validity of the lemma for smooth forms implies its 
validity for local L1 forms. 
2. ON CARATH~ODORY CONDITIONS 
Belowx =(x1,..., x”) E Iin is the independentvariable and y = (yr,..., y”) E RV 
is the dependent variable. A (vector-valued) function f(~, y) defined on an 
open set Q CR” x R” is said to satisfy [local] Caratheodory conditions if 
(i) f(~, y) is a continuous function of y for almost all fixed X; 
(ii) f(~, y) is a measurable function of x for fixed y; 
(iii) there exists a [local] L1 majorant &(x) forf(x, y), 
If(z, y)i < &(x) almost everywhere. (2.1) 
We shall speak of [local] Lp Caratheodory conditions, p > 1, if &(x) in 
(iii) is [locally] L”. In some situations, when n = 1 (so x E Rl), we write 
f(t, y) in place off(x) y). 
We shall have to deal with several types of approximations for functions 
satisfying Caratheodorp conditions. The first of these is the following: 
LEMMA 2.1. For 1 ,< p < SC, let f(x, y) satisfy local L” Carathdodory 
conditions on an open set Q. Let N be an open set with compact closure on S2. 
Let ICldy) E CV+j, AL 2 0, supp&C{y: 1y1 -:r l/m}, J”&dy =~- 1. 
For large m, put 
Then, -for almost all x, fm(x, y) is of class Cm in y, 
i f,n(x, Y>i G +A4 (2.3) 
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for (x, y) E N if & is an LP(N) majorant for f, and, foY almost all x, 
f(% Y) = ~~fm(.% Yl uniformly in y, (x, y) f N. (2.4) 
This is obvious. A second type of approximation is the following: 
LEMMA 2.2. Let p, f, 0, N,f,, b e as Lemma 2.1. Then there exists a sequence 
of functions x1(x), x2(x),..., with the properties that x,(x) E C”(An), xj 3 0, 
supp xi C {x : / x , < lij}, J-x? dx = 1; the fan&on 
is of class Cm(N); for almost all x, 
fm(x, Y) = b$X? Y) uniformly in y, (x, y) E N; (2.6) 
and there exists a function &(x) of class D(N) satisfying 
I fmdx, r)i G 4~44~ d&4 G 9orw (2.7) 
on NfoY j, m = 1,2 ,... . 
Proof. Let & , x2 )..., be a sequence of functions satisfying the first set of 
conditions, those not involving f. Replacing the full sequence by a 
subsequence, if necessary, it can be supposed that if 
then 
4 Of = +f + f I 41, - +f I converges in Lp(N). 
kl 
It is clear that the functions (2.5) and $, satisfy (2.7). 
In order to see that (2.6) can be realized, note that the partial derivatives 
8fmJayu are bounded with bounds independent of y and j (but depending 
possibly on m and x). Replacing the sequence j = 1, 2,... by a subsequence, 
if necessary, it can be supposed that fmj(x, y) + fm(x, y) asi + 00 for almost 
all X, for fixed y in a sequence dense on the projection of NC Rn x ZP into 
R”. But then the equicontinuity of f&x, y), f&x, y),..., with respect to y for 
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fixed m and almost all x implies (2.6); cf., e.g., [a], p. 4. This proves I,cmma 
2.2. 
The third and last type of approximation is given by 
LEMMA 2.3. In the notation of Lemmas 2.1 and 2.2, thevr exists a sequerrcr 
j(l) <j(2) < ... such that if 
.fh)(h*~ Y) -= fmj~,,,)(x’, 3% (2.8) 
then f(m) E Q’W’), 
ifhh, Y)l G 40,(x), (2.9) 
and, for almost all x, 
f 6% Y> = ;~fh,(? Y) uniformly in y, (x, y) E N. (2.10) 
Proof. By the compactness of the closure of N and by Egoroff’s theorem, 
there exists a sequence of x-sets, Tl , 7; ,..., and a sequence of integers 
j(l) <j(2) < ..* such that meas T,,, < l/2” and, for fixed x 6 T,n , 
sup lfd4 r> -fmb 141 < l/m if j )3j(m), 
where the supremum is taken over the set {y : (x, y) E NJ. Thus (2.8) 
satisfies, for x $ T,,, , 
SUP ifdx,~) --fky)I ( l/m $-SUP lfd~,~) -f@,r)l. 
In view of meas 1’,), < l/Zm and (2.4), th e relation (2.10) holds for almost 
all x. This proves Lemma 2.3. 
Below, it will also be convenient to speak of differential forms, e.g., 
w == fn(uyr y> dx” + g&, Y> dy” (2.1 I) 
satisfying [local] CarathCodory conditions if each of its coefficients do; 
permissible [local] majorants for condition (iii) will be denoted by +Jx), 
i .fdX, Y)l, I &(x7 Y)l G 4,(X). (2.12) 
A form (2.11) will be said to satisfy [local] (L*, LQ) CarathCodory conditions 
if (1) it satisfies [local] CarathCodory conditions and 4<,, is [locally] of class 
Lpp; (2) w has a [local] Lg exterior derivative 
dw = pa4(x, y) dy” A dyB $ q&x, y) dxa A dy” + yab(x, y) dxa A dxb, (2.13) 
where pa4 = -pe, , yab -_ -yba , and (3) there exists a function &JK) which 
is [locally] of class LQ and is a majorant for the coefficients of dw, 
/ j%&, y)l, / %d% Y)/> 1 y,b(x, Y>l < h&) (2.14) 
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almost everywhere. Note that it is not assumed that the coefficients of dw 
in (2.13) satisfy Caratheodory type of conditions. 
DEFINITION. Admissible approximations. Let .Q C Rn x P be open, N 
an open set with compact closure in a. 
(1) When a function f satisfies a local LP Caratheodory condition on Q, 
a sequence of approximations f(r) ,fta) ,..., will be called admissible on N if 
eachfc,) satisfies an Lp Caratheodory condition on IV, there exists a common 
majorant &(x) EL*(N) as in (2.9), and (2.10) holds. 
(2) When a form (2.11) satisfies a local (P, La) Caratheodory condition 
on Q, a sequence of approximating forms wr , wz ,. .., will be called admissible 
on N if each w,~& satisfies (LP, La) Caratheodory conditions on Iv, the corre- 
sponding sequences of coefficients are admissible approximations for the 
coefficients of w, there exists a common majorant +a&~) ELM for the 
coefficients of dw,, , and the corresponding coefficients of dw,, tend almost 
everywhere to those of dw. 
When there is no danger of confusion, null sets will be ignored below 
without the specification “almost everywhere”. 
3. ORDINARY DIFFERENTIAL EQUATIONS 
As is usual, the proof of the desired Frobenius theorem will be reduced to 
the theory of ordinary differential equations. To this end, we need a variant 
of the results of [8], pp. 104-l 14, dealing with an initial value problem of the 
We 
Y‘ = f(4 Yh Y(4J = Yo . (3.1) 
THEOREM 3.1. Let f(t, y) : Q -+ RV, where Q C R’ x P is open, be 
subject to the following conditions: 
(i) f satisfies a local LD Carath&odory condition for some p, 1 < p < co; 
(ii) every point of Q has an open neighborhood N, with compact closure, 
on which there exists a Y x v matrix A(t, y) which satisfies an L* Caratht!odory 
condition, has an inverse A-l(t, y) of class L”, and is such that the form 
w = A(t,yNdy -f(t,r> dtl (3.2) 
satis-es (L”, Lq) Carathdodory conditions with 
l/P + l/q < 1; (3.3) 
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(iii) furthermore, on N, there exist a sequence of C” admissible approxi- 
mations w1 , w2 ,..., for W, 
wm = Sm(G Y) dy - g,(t, Y) dt (3.4) 
which, in addition, satisfies, as m + co 
1 jdet S,(t, y) --f 1 /det A(t, y) boundedly on N. (35) 
Then the initial value problem (3.1) has a unique solution, y = q(t, t, , y,,), 
with the following continuity properties: if (tI , yl) E N, then there is a neighbor- 
hood NI of (tl , yI) and a constant C > 0 such that 
I 1(4 to > Yo) - 77h to 7 Yol < / j: M4 du 1 9 (3.6) 
I rl(t, to ,Yo) - 17(t, to ,Y”>l G ClYo -Y” II (3.7) 
whenever (6yo), (s, yo), 0, Y’) E 4 . Th e neighborhood NI and the constant 
C depend only on N, (tl , yl), the majorants for f, W, dw and the constant 
implicit in (3.5). 
Remark 1. The nontrivial part of condition (iii) of the theorem, that 
corcerning (3.5), seems unsatisfactory in that it involves not only the given 
data f and A, but also a particzdar sequence of approximations (3.4) for (3.2). 
It can be remarked, however, that (iii) becomes trivial if, for example, A(t, y) 
is continuous and nonsingular. 
Remark 2. Among the relations (3.6)-(3.8), the result (3.7) is the only 
nontrivial one. It implies that T(t, to , yo) is locally uniformly Lipschitz 
continuous in y. with local Lipschitz constants independent of (t, to). The 
inequality (3.6) is an immediate consequence of (3.1), while (3.8) can be 
deduced from (3.1) and (3.7) in a standard way; i.e., from the identity 
44 to > Yo) = T(k s> ds, to ) Yo)) (3.9) 
which implies, by (3.7) and (3. l), that 
I rlk to 9 Yo) - 77(t, s, Yo)l < Cl yo - 1I(s, to , Yo)l G c / j’“dJf(4 du 1 ’ (3.10) 
Remark 3. Note that the map (t, to ,yo) - (t, to ,y),y = ~(t, ta ,~a), 
is 1 - 1, Lipschitzean, and has the Lipschitzean inverse (t, to , Y) --z (t, to , Yo), 
Yo = dto , 4Y). 
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Remark 4. Let w = (wr ,..., w”) in (3.2) and let 
Define the v x v matrix F(t, y) = (fvJ, jya = qay - 2&f 6, where 
f = (fl,...,fv). If, in Theorem 3.1, it is also assumed that dw satisfies Lq 
Carath&odory conditions, then it can be shown that, for fixed (to, yO) and 
a = I,..., Y, the vector z(t) = A(t, T(t, to ,yO)) $/ayoa can be redefined on a 
null t-set so as to become a solution of the linear differential equation 
that is, 
z’ = F(t, 7)) A-l(t, 7) 2, where 7 = 7(4 to 7 YO)? 
cf. [8], p. 105. 
The estimates (3.6)-(3X) imply the first part of the following 
COROLLARY 3.1. In Theorem 3.1, the solution y = T( t, to , y,,), as a function 
of (t, t, , y,,), possesses local strong Lp jbst derivatives. Furthermore, for jixed t 
and almost all (to , y,,), 
$(t, to 2 ro>/ato = -f”(to > Yo) %(h to , Yo)PYo”* (3.11) 
Proof of Theorem 3.1. The proof will be a modification of that of 
Theorem 3.1, [7]; cf. Theorem 8.1, [a], pp. 109-l 13. Write (3.4) as 
w - Zdt, y)[dy - fn& Y) 4 m- fm = ~~kn 9 
and consider the initial value problem 
Y’ = f?& Y>, VP,> = Yo . 
Let y = qm(t, to ,yO) be the unique solution of (3.12). 
If w, = (UrnI,..., w,y), write the exterior derivative of W,Y as 
dw,,v = p; dy” A dy” + q,“‘dt A dya, 
(3.12) 
(3.13) 
where prpy = -p,“k/. Let F, = (f T=) be the v x v matrix with elements 
f,“, = 4y - 2P$?fmT where fm = (fml,...,fm”>. (3.14) 
Thus, there is a constant C, depending on local bounds for S’;’ such that 
(3.15) 
505/7/2-8 
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where +,,Jt), &&t) are locally of class I/‘, L*, rcspectivel;. Here, $OU and $Udt,, 
do not depend on m. The assumption (3.3) 11 nn I ies that +r(t) is locallv of 
class L1. 
If z(t) -7 aQ#yOQ, a straightforward verification shows that 
(S& %?J z)’ = K(4 17nJ 1 
and so 
(&(t, %A 4 . (&nP, 7,) 4’ = a . sm*(4 %n) Fwdt, %A z; 
cf. [8], pp. 109-l 11. If C, is a suitable constant depending only on local 
bounds for S, and S?;ir, 
.z . s,, *E:,,z < C,&(t)(x - As, “S&). 
Thus an integration from 2,) to t gives 
and so, z(t) = +ln/%OU satisfies 
j 2&i?yoU ) s< C = Cl2 exp (3.17) 
for a constant C depending on +r and local bounds for S, ,A’;‘. Consequently, 
I rlm(t, to 9 Yo) - ?I?dt> to , Y”)i < c I Yo - Y0 I. (3.18) 
From the standard formula 
we obtain 
I %(f, to ,Yo) -- rlm(4 &Yo)l G c / jy (3.20) 
0 
Finally, the differential equation (3.12) gives 
/ ~rn(t, to t ~0) - ~lrn(~> to , yo)l G C / j-;4o,c4 du ( - (3.21) 
Of course, C in (3.18), (3.20) and (3.21) does not depend on m. 
The inequalities (3.18), (3.20) (3.21) imply that the subsequence Q , ?a ,..., 
is equicontinuous on compact sets and that there is a subsequence, which 
can be supposed to be the full sequence, which is uniformly convergent on 
compact (t, to , y,)-sets. Put 
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The admissibility of the approximations (3.4) of w implies that, for almost 
all t, 
f(4 Y> = $~fmP, Y> uniformly on y-compacts, (t, y) E N. (3.23) 
Also \Jm j < C&(t). Thus, by majorized convergence, term-by-term 
integration can be applied to the integrated form of (3.12) with y = vm . 
This shows that (3.22) is a solution of (3.1). The estimate (3.7) follows from 
(3.18), while (3.6) and (3.8) follow as indicated in Remark 2 above. 
It has to be verified that the solution of (3.1) is unique. To this end, let 
y(t) be any solution of (3. l), it will be shown that 
r(t) = ?(h to tYo>. (3.24) 
Let t be fixed (for small j t - to 1 > 0) and let s vary from to to t. Put 
44 = ?(4 to P Yo) - 17(4 s, Y(S)), %,(4 = %n(t, to T Yo) - %n(t, s, Y(S)). 
Hence 
o(to) = a,(t,) = 0. (3.25) 
Since 7/m E Cl and y(t) is absolutely continuous, a,(s) can be differentiated 
almost everywhere by the chain rule to give 
%‘(S) = [fm”(% Y(S)) -f% Y(S))1 hn(tv s, Y(W~YOU~ 
by (3.1) and (3.19). Thus, by (3.17) and (3.25), 
I GM G C 1 ,:, I fm% Y(U)) -f”h rW)l du 1 . 
Letting m --f co gives U(S) = 0; cf. the argument above concerning term-by- 
term integration of the integrated form of (3.12). But u(t) = 0 is equivalent 
to the desired relation (3.24). Th is completes the proof of Theorem 3.1. 
Proof of Corollary 3.1. It is clear from (3.10) that only the last portion, 
that concerning (3.11), requires a proof. Let h # 0, 1 h / small. From the 
identity (3.9), 
17(t, to + kY) = 7(4 to > ?@o , to + hy)). 
For fixed (t, to), T(t, to , y) is uniformly Lipschitz continuous in y and hence 
has a differential at almost all points y. At such a point y, we get from the 
last formula 
71(t, to + k Y) = ?(C to 3 Y) + (W, to Y Y)/~Y”)h”(to 9 to + k Y) - Y”1 
+ 41 17(to Yto + kY) -Y I), 
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as 12 + 0. Since y == ~(t,, + h, t,, mr h, y), the quantit! 
h-‘[~(t” , to + h, y) - y] _ ~-h-I j-;‘6f(u, ~(u, to mr h, y)) du 
tends to --f(t, , y) as h + 0 for almost all t,, (with y fixed arbitrarily). This 
proves (3.11) for almost all (to , y,,), for fixed t. 
As a partial converse of Theorem 3.1, we have 
THEOREM 3.2. Let f(t, y) satisfy CarathtJodovy conditions on an open set 
l2 C I-? x P with the property that (3.1) has a unique sohtion y = T(t, to , y,,) 
for all (to , yO) E 9 arid that q(t, t, , yO) is locally un1~o7mly Lipschitz continuous 
in y with local Lipschitz constants independent of (t, t,). Then every point 
(to , y,,) E I2 has a neighborhood N on which there exists a v x v matrix 
A(t, y) E L”(N) such that A(t, y) is non-singular almost everywhere, 
A-‘(t, y) E I,“(N), and the local L’ form (3.2) I zaJ an LX exterior derivative on . 
N (in fact, the exterior derivative du 0). 
This is an analog of a result of [S], cf. [8], p. 123. 
Proof. Consider the C” form 
w = dyO (3.26) 
in the variables (t, yO) E R’ x R”; so that dw =- 0. For fixed to , make the 
change of variables (t,y) - (t, yo), y0 = T(t,, , t,y). The function 
y0 = v(t, ) t,y) has (local) strong 1, l derivatives; in fact, (local) strong Lm 
derivatives with respect to the components of ;y and the (local) strong L’ 
derivative, 
q(t” , f, ypt -= -f”(t, y) +(t” 7 t, rpym. 
In view of Lemma 1.2, it follows that (3.26) IS t ransformed into the form (3.2) 
in (t, y), with t, fixed, where A(t, y) is the Jacobian matrix (+(t, , t, y)/ay), 
so that A(t,y) and A-‘(t,y) = (+(t, t,y)/ay) are locally of class L”, and 
that the form (3.2) has the exterior derivative doJ : = 0. This proves Theorem 
3.2. 
4. FROBENIUS THEOREM 
Consider the total differential system and initial condition 
dy = H(x, y) dx, Y(Xo) = Yo ) 
where H = (haa) is a Y x n matrix, so that (4.1) can be written as 
dy” = h&,(x, y) dx”, Y(Xo) = Yo . 
(4.1) 
(4.2) 
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We shall make a number of assumptions: 
(i) the v x n matrix H(x, y) satisfies a local L”O Caratheodory condition 
on an open set Q C Rn x P; 
a z(;J 
on every sufficiently small cube N = {(x, y) : i xa - xOa 1 < (T for 
,..., n and 1 y” -you / < 0 for OL =I l,,.., V) in 52, there exists a v ,< v 
matrix A(x, y) satisfying La Caratheodory conditions on N, A(.v,y) and 
A-1(x, y) are of class Loo(N), and the form 
w = &, Y)[dY - fqx, Y) dxl (4.3) 
satisfies (L”,L”) Caratheodory conditions on N; 
(iii) on N, there exist admissible approximations wr , wZ ,..., for W, 
obtained by convolutions with respect to y as in Lemma 2.1, 
%n = &(x, Y) (tr - %(x, Y) dx, 
satisfying, as m --f 03, 
l/det Sm(x, y) + l/det A(x, y) boundedly on A7. 
(Cf. Remark 1 following Theorem 3.1 and Section 5 below.) 
The generalized Frobenius theorem to be proved below is 
(4.4) 
(4.5) 
THEOREM 4.1. Let H(x, y) satisfy conditions (i)-(iii). Then (4.1) has a 
(local) Lipschitz continuous solution y = y(x) for every (x0 , yO) E Q if and on& 
if w_= (cJ,..., wU) in (4.3) satisfies the integrability condition 
w1 A .a- A wy A dw” = 0 almost everywhere, a = I,..., v. (4.6) 
In which case, y(x) is unique, and y(x) = y( x, x0 , y”) is locally un$ormly 
Lipschitz continuous with respect to (x, x0 , y,,). 
By a local Lipschitz continuous solution y(x) of (4.1) is meant a uniformly 
Lipschitz continuous function y(x) on some cube 0 = (X : / P - x,,~ 1 < 7, 
a = I,..., n} satisfying y(x,) = yO and 
[y”(x)],“:-& = 1%‘. h,Jx, y(x)) dxi (4.7) 
%’ 
for 01 = I,..., Y and i = l,..., n, / xi - xgi j < 7, and almost all 
(xl )...) ) *i-l xi+1 )..., xn), j xa - xoa 1 < 7) a f i, 
(There is no summation with respect to i in (4.7)). If H(x, y) is continuous, 
then the solution y(x) of (4.1) is, of course, of class Cl as a function of X. 
The “algebraic” condition (4.6) that, almost everywhere, dw is in the 
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ideal generated by WI,..., wy can be expressed in terms of the coefficients of w 
and dw. This will be useful in the proof. Let w (WI,..., w”), 
WY = g, dy” - a,,h,, dxa for y :z I,..., v, (4.8) 
dwy = p& dy” A dy4 + q& dxa A dye + Y’& dxa A dxB, (4.9) 
where p$ = -pie and r,$ == -r& ; the coefficients of (4.8), (4.9) are of 
class Loo(N), and those in (4.8) satisfy Lm Caratheodory conditions. The 
integrability conditions (4.6) are equivalent to 
almost everywhere for a, b = I ,..., II and y = I,..., V. In fact, (4.10) expresses 
the fact that dwv == 0 if w = 0 (i.e., if dy” = h,, dxa). 
The proof of Theorem 4.1 will show that the situation as to the necessity 
of (4.6) can be stated in a slightly stronger form. 
THEOREM 4.2. Let H(x, y) satisfy local Lm Caratheodory conditions on an 
open set Q C R* x RY with the property that, for every (x0 , yu) E Q, the initial 
value problem (4.1) has a unique (local) solution y = y(x) = y(x, x0, yO) 
which is locally uniformly Lipschitx continuous in (x, x,, , yO). Then, for every 
point (x0 , y,,) E Q, there exists a cube N = ((x, y) : j xa - xoa / < o for 
a = I,..., n, / y - y0 I b: o for 01 = I ,..., V} and a v x v matrix A(x, y) 
of class Lm(N) such that A(x, y) is non-singular almost eaerywhe 
A-1(x, y) E L”O(N), and (4.3) has an exterior derivative dw of class La(N); 
furthermore, for any suclz multiplier A(x, y), (4.3) satisfies the integrability 
condition (4.6) almost everywhere [and dw = 0 for a particular choice of the 
multiplier A(x, y)]. 
Remark. If, in Theorem 4.1, the set 2 = ((x, y) : / x - x0 1 < o, 
1 y - y,, / ,< r} is contained in Q and 17 * H(x, y) X / < M for all Euclidean 
unit vectors 7 E RY, h E Rn and (x, y) E Z, then the solution y = y(x) of (4.1) 
exists on the sphere / Y - x0 j C: min(o, T/M). (This will be clear from the 
proof and from Peano’s existence theorem.) 
Theorem 4.1 is motivated by the following which is analogous to a theorem 
given by Gillis [3] (cf. also [9]) involving a different interpretation of the 
integrability condition: 
COROLLARY 4.1. Let H(x, y) be of class L* and satisfy a unzform Lipschitz 
condition with respect to y on an open set 1(2 C R” x R, so that there exists a 
constant C satisfying 
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for CL = I,..., v and a = I ,..., n, (x, yl), (x, yz) E Q. Let w = dy - H(x, y) dx 
possess a (local) L* exterior derivative dw. Then (4.1) has a (local) Lipschitz 
continuous solution y = y(x) f or every (x0 , y,,) E 8 zjCand only if the integrability 
condition (4.7) holds, that is, if and only if 
I,, h&, y) dxi + h&x, y) dxj = 11 1% hei - 3 $il dxi dxj (4.11) 
+- 
holds for almost all rectangles Y = {(x, y) : 1 < i < j < n, oi < xi < 7i , 
oj < xj ,< 7j , xa = const. for a -# i, j, and y ; const.} with the summation 
convention holding with respect to /3, but not i and j, in (4.11). In this case, y(x) 
is unique and y(x) = y(x, x0 , y,,) is locally um~ormly Lipschitz continuous in 
( ). x, x0 > yo 
Note that if, as in Corollary 4.1, N(x, y) EL”(Q) satisfies a uniform 
Lipschitz condition with respect to y, then w --= dy - H(x, y) dx has an 
L”O exterior derivative dw if and only if, for 1 :< i < j < n, there exist 
functions ~F~(x, y) = -Y,“Z GL~(Q) such that, without the summation 
convention on i, j, 
I,, h,i(x, y) dxi + h&x, y) dx’ = J Yyj(x, y) dxi dx’ (4.12) 
7 
holds for almost all rectangles Y as in (4.1 I). In this case, 
d[dy* - h,, dx”] = 1 rza dx” A dxB + 
ah 
2 
--EC dx” A dye. 
aYa 
The integrability condition (4.11) means that 
fb = -2?E ;$j hm - Gy+ hoa almost everywhere 
for CL == l,..., Y and a, b = l,..,, n. It can also be mentioned that if 
N(x, y) E L”o(O), then a necessary condition for dy - H(x, y) dx to have an LM 
exterior derivative is that, after a possible redefinition of H on a null set, 
H(x, y) satisfies a uniform Lipschitz condition with respect toy; cf., e.g., [a], 
Exercise 5.2, p. 104 and p. 562. 
If, in Corollary 4.1, H(.x, y) is locally uniformly Lipschitz continuous 
with respect to (x, y), then w = dy - H(x, y) dx does have a local Lm 
exterior derivative and the integrability condition (4.6) reduces to the standard 
condition 
ah,, %x, %a --___ h 
&a &b = v ab 
%x, h -__ 
+B &I 
almost everywhere, (4.13) 
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for a = I,..., v and a, b = l,..., 1~. As remarked after Theorem 4.1, the 
continuity of H in this case implies that solutions are of class CL (as functions 
of x). In this connection, see [f]. 
Remark. It may seem natural to try to prove a more general theorem 
than Theorem 4.1 in which both the assumptions and assertions are lightened 
as follows: Relax assumptions L*, (Lm, L”O) to LP, (Ln, LY) Caratheodory 
conditions in (i), (ii), respectively, where 
I/P + 2/q -=c l/n, (4.14) 
and merely assert the existence of a continuous solution y = y(x) of (4.1) 
having strong Lp derivatives. The condition (4.14) is dictated by the terms 
on the left of (4.10). The proof below fails to yield such a result because of 
the use of an analogue of (3.16) and (3.17), which would then require an 
estimate for an integral of the form 
cf. (7.10) below. The question of the validity of such a theorem will remain 
open. 
5. PRELIMINARIES 
We shall need some preliminary results. In these, conditions (i)-(iii) of 
Theorem 4.1 are assumed. The object of these results is to show that 
q , w2 ,..* in (iii) can be replaced by admissible Cm(N) approximations 
satisfying (5.8). 
The parallelepiped N will be replaced below by smaller parallelepipeds 
(again called N), without comment whenever convenient. The first result is 
an analogue of Exercise 5.2, [8], p. 104. 
PROPOSITION 5.1. The matrix function Sm(x, y) in (4.4) is uniformly 
Lipschitz continuous in (x, y) on N, after a possible redefinition on a null set. 
Proof. For almost all x, S, has first order partial derivatives X&,(x, y)/ay= 
which are continuous in y and there exists a constant C, satisfying 
) X?,(x,y)/8y= ] < C, almost everywhere; cf. (2.2) where f, fm should be 
replaced by A, S, and A is of class La(N). A similar remark applies to 
&4x, Y). 
Let S, = (s,mS) and B, = (bz). Apply Stokes’ formula (1.3) to wmy for 
a permissible rectangle Y of the form [xri, xi] x [y, y + d], xa = const. and 
FROBENIUS THEOREM UNDER CARATHBODORY TYPE CONDITIONS 323 
y” = const. for a f i, OL # p. Divide the result by A and let A -+ 0 to give 
where the analogue of the notation (4.9) has been used for dwmy, 
dw,v = pzdy” A dy” + q;; dx” A dy” + ~2; dx” A dxe. (54 
The relation (5.1) holds for almost all points (x, y) and (x, y), xi = xii, in N. 
For a suitable choice of C,, and for such points 
I &(x7 Y) - GL(% Y)&“.i I d Cd xi - Xl1 I* 
This inequality and the one above for 1 XS,lay~ 1 imply Proposition 5.1. 
PROPOSITION 5.2. Let xj(x) E C”O(R”), xj > 0, supp xi C (X : j x j < l/j}, 
s xj dx = 1 as in Lemma 2.2, Let 
wrnj = Smj(X, Y) dY - B&X, Y) dx (5.3) 
be obtained from (4.4) by conoolution with xi . Then there exists a constant C 
and, for large m, an integer ](m) such that 
I h&> Y)L I G(X,Y)l < c for i b I(4 (5.4) 
and (x, y) E N. 
Proof. In fact, the sequences (1 S, I> and (1 S;FE~ I> are essentially uniformly 
bounded on N, by condition (iii). Since S, is continuous by Proposition 5.1, 
it follows that Smj --f S, , j + co, uniformly on N. This makes the assertion 
clear. 
In order to state the next result, we introduce some notation. Write (4.4) as 
and 
w - &nCdy - Knd4, m- where H, = S;‘B,, , (5.5) 
The approximation for the quantity on the left of (4.10) will be denoted by 
RF = 2pzhzh;lmh + qzhz - qzhz + 2rz (5.7) 
PROPOSITION 5.3. For almost all x, as m + co, 
RTl(x, y) -+ 0 uniformly in y, (x, y) E N. (5.8) 
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Proof. Suppose that w,~ [and h ence dw,] is obtained by convoluting 
w [and dw] with a function J,L = $,,,(y); cf. (2.2). Thus 
The convolution of the expression on the left of (4.10) with 4 is, of course, 
0. In order to prove (5.8), we compare the terms of (5.7) to the convolution 
of the corresponding terms of (4.10) with #. For example, examine the 
difference 
Writing out the integrations in the convolutions, we get (omitting the 
superscript y) 
which can be written as 
IS h(X, Y - 17) G(x, Y)[G& Y) k&Y - 7) 
- ~a&> Y - ;i) h@> Y - 31 $(rl) 463 4 6. 
Thus, there is a constant C, depending on bounds for qczm and Sit = (t,“,), such 
that 
where 
Gx% Y) = jj I $xX, Y> kTb(~, Y - 7) 
- aa&> Y - ;i) kw(x> Y - $1 #Cd 46) 6 dii. 
Since Sm(.q y) -+ /2(x, y), m + x), uniformly in y and H(x, y) is continuous 
in y for almost all X, it follows that 
D~(x, y) + 0 uniformly in y, (3, y) E IV, 
for almost all .1c, as m -+ co. 
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Similar considerations of the other terms of (4.10) and (5.7) prove 
Proposition 5.3. 
PROPOSITION 5.4. On N, there exist Cm(N) admissible approximations 
(4.4) for w satisfring conditions (4.5) in (iii) and (5.8) in Proposition 5.3. 
Proof. Consider the forms (5.3) of Proposition 5.2 and let Rrp belong 
to (5.3) in the same way as (5.7) belongs to (5.5). Arguing as in the proof of 
Lemma 2.2, it is seen that (if the sequence j = 1, 2,..., is replaced by a 
subsequence) we have 
RTF(x, y) -+ R:~(x, y) uniformly in y, (x, y) E N 
for almost all x, as j + co. The desired approximations can now be obtained 
as a suitable sequence (w~~(~?,) } cf. the proof of Lemma 2.3. ; 
In the proof of Theorem 4.1 to be given in the following sections, it 
will be supposed that wr , wp ,..., are as in Proposition 5.4 (rather than as in 
(iii)). 
6. PROOF OF THEOREM 4.1: UNIQUENESS AND LIPSCHITZ CONTINUITY 
Assume that (4.1) has solutions for small 1 x - x0 1 < 7. Let 
A = (Al,..., A”) E Rn. 
Then a solution y(x) of (4.1) gives a solution y = y(xs + tA) of the initial 
value problem 
dyldt = Wx, + tk Y) A, y = y. at t = 0, (6.1) 
for / t 1 < 7 for almost all h, [ h 1 = 1. For almost all fixed h,,f(t, y) = 
H(x, + t&y) satisfies local L* Caratheodory conditions; also, the form 
w = 4, + tk y)[dy - f&, + t& Y) h 4, 
in the variables (t, y) for (x,, + tX, y) E N, has an La exterior derivative; 
cf. Lemma 1.1. In fact in the notation of (4.9), this exterior derivative is 
dwy = pie dy” A dye + qEaAa dt A dy” 
with bounds independent of h, 1 X / = 1. Thus, by Theorem 3.1, y(xO + th) 
is uniquely determined for almost all h, / X / = 1 and 1 t 1 < 7. By the 
uniqueness of y(x, + tA) and the continuity of y(x), the solution y = y(x) 
of (4.1) is unique for ( x - x0 1 < 7. 
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By Theorem 3.1, and Remark 3 following it, it is also seen that, for almost 
all h, the solution y = y(xO + th, .Q , y,,) of (6.1) is (locally) uniformly 
Lipschitz continuous with respect to y0 , with local Lipschitz constants 
independent of (x,, , t, h). 
The proof of the (local) uniform Lipschitz continuity of y(.v, x0 , yO) with 
respect to x,, can be deduced by standard arguments in ordinary differential 
equations. Thus, by the uniqueness of solutions of (4.1) 
Y(X, ?I -I- Xl > Yo) = y(x, %I , Y(Xo 7 %I + Xl , Yo)) 
and, by the Lipschitz continuity of y(~, x0 , yo) with respect to y0 , 
lY(% x0 + "%,Yo) -Y@, x0 ,Yo)l G c 1 Yo -YY(Xo,"o +- x1 ,YO)l 
If the first y. on the right is written as y. = y(xo + x1 , ~~~ + x1 , yJ, the 
uniform Lipschitz continuity of y(~, x0, yo) with respect to x and the last 
formula line give 
I Y(X, x0 + 3 , Yo) - Yf% X0 , Y0)l G C’ i 3 1. 
7. PROOF: EXISTENCE 
The total differential problem (4.1) was reduced to the ordinary differential 
equation problem (6.1) by A. E. Mayer (cf. Caratheodory [2], pp. 26-31) in 
smooth cases. We follow this procedure here. 
There exists a 7 > 0, independent of h, such that for almost all h E R”, the 
the initial value problem (6.1) has a unique solution y = ~(t, h) for 1 th j .< 7. 
By the uniqueness of this solution, T(t, /\) = ~(t/s, IIs) for any s f 0, so that 
v(t, h) = q(1, th) is a function y := Y(X) of s = .x0 + At. It will be shown 
that y(x) is the desired solution of (4.1). 
Consider approximations wr , wa ,..., to w as in Proposition 5.4 and use 
the notation (5.5)-(5.7). Consider the approximating initial value problem 
dzldt = &(x0 -1 th, z) A, x --= y. at t == 0. (7.1) 
For some 7 > 0, independent of m, (7.1) has a unique solution, z = qn(t, h) 
for all A E Rn, ( th / < 7, and v,Jt, h) = ~,~~(l, tA) is a function tX. Because 
of the existence of a bound for H,,(x,y), independent of m, the sequence 
Q, r/2 ,..., is uniformly bounded and equicontinuous in t for ( th j < 7. 
Hence, it can be supposed that 
(7.2) 
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exists uniformly in t on \ tX j < 7, for almost all fixed A. In particular, (7.2) 
holds for almost all (t, A), 1 th 1 < T. 
For a fixed i = l,..., n, define the function ui(t, A) = (u:,..., 0;) by 
up@, A) = [q(t, A)]^,:==c;i - I’ thai(s, i- th, T)(t, A)) d/v, 
0 
for almost all A, 1 tX j < 7. Correspondingly, let ulm = (a?‘,..., a:‘“) be the 
function obtained by replacing hci ,T by h,; , qtr2 , respectively, 
Since (5.5) are admissible approximations for (4.3); it follows that term-by- 
term integration is permitted in (7.4) f or almost A. Thus, for almost all fixed A, 
uint(t, A) -+ u<(f, A) as 712 -+ 32 (7.5) 
for 1 tX j < 7. 
Define the functions 
wyyt,X) = au~a(t,A)/m = ar)mqt,h)/ahi - th& + th, q&, A)). (7.6) 
In particular, zuim = (wrl,..., WY’) satisfies 
wiyo, A) = 0. (7.7) 
If u = SWLzuinz = sm(xo + th, rlm(t, A)) wjm(t, A) for a fixed i, then 
u = (ul,..., u”) satisfies an inhomogeneous linear system of differential 
equations 
u+ z jp[qZ - 2p$“h;]t~u~ - th”Rz. (7.8) 
and has the initial value 
u=O at t = 0. (7.9) 
This follows from a straightforward calculation using (5.5), (5.6), and (5.7); 
for similar calculations, see [8], pp. 105-109. 
If C ) h 1 is a bound for the norm of the matrix of coefficients of the 
homogeneous part of (7.8), then (7.9) and standard inequalities for linear 
differential equations imply 
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cf., e.g., [B], p. 54. The constant C and a bound for S;’ can be chosen 
independent of m, so that 
for / th 1 < 7 and a suitable constant C, . In view of (7.6), an integration with 
respect to hi, from 0 to hi, gives 
The (essential) uniform boundedness of the sequences {Rz}, m = I, 2,..., 
and (5.8) imply that teim-by-term integration is permitted in (7.10) as 
m -+ co. Thus (7.5) gives ui(t, A) =:1 0 for almost all A, / th / < 7. Corre- 
spondingly, by (7.3) the function y(x) = v(t, A), .r == x0 + tA, satisfies 
[y(xo + th)]$f;’ = J-A’ k(x,, + thy@,, 4 th)) d/v 
0 
for almost all A, 1 tA / < T’. In particular, y(x) = -q(t, A) is uniformly Lipschitz 
continuous in x on its domain of definition and can be extended to a Lipschitz 
continuous function on 1 x - x0 j < 7 satisfying (4.1); cf. (4.7). This 
completes the proof of existence in Theorem 4.1. 
8. PROOF: INTEGRABILITY CONDITION 
We now assume that (4.1) is (locally) solvable for all (x0 , yO) E Q and 
show that the integrability condition (4.6) necessarily holds. The proofs in 
Section 6, which did not depend on the integrability condition, show that 
y = y(x, x0 , y,,) is (locally) uniformly Lipschitz. continuous in (x, x,, , ya). 
In order to avoid confusion, write y = 17(x, x0 , y,,) in place ofy = y(x, X, , yO). 
If x,, is fixed, then the map (~,y”) - (x, y), y = 7(x, x0 , y,,) is (locally) 
1 - 1 and has an inverse (x, y) ---f (x, y,,), y0 = 7(x0 , x, y), which is (locally) 
uniformly Lipschitz continuous. The map (x, y) -+ (x, yO) transforms w 
in (4.3) into 
w = 4~ #WY,) ho > (8.1) 
where 7 = 11(x, x0 , y,,) and x0 is fixed. This is a differential 1 -form in (x, yu) 
with coefficients of class Lm. By Lemma 1.3, it has an L* exterior derivative. 
Since the map (x, yO) - (x, y), y = 7(x, ~a , yO), has a Lipschitz continuous 
inverse, the Jacobian (a,/ay,) is non-singular almost everywhere. Since 
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A(x, 7) is also non-singular almost everywhere, (8.1) gives almost everywhere 
dy,,” = u,,,wy for a = I,..., v 
for suitable functions uWy = u,,,(x, y,,). The exterior derivative of DJ~ in (8.1) 
is of the form 
dwy = [v& dyoa + t& dx”] A dy,,e = us& dyO” + t& dx”] A wB, 
so that the relations (4.6) hold almost everywhere. This completes the proof 
of Theorem 4.1. 
9. CONVEXITY OF SOLUTIONS 
In applications of Frobenius’ theorem in mathematical economics, it is 
useful to know that solutions are convex (on convex sets). [A vector function 
will be called convex if every component is convex.] If H is of class Cl, then 
all solutions of (4.1) are (of class C2 and are) convex if and only if 
[%,/axb + (%,/W) hab] @hb 3 0 (9.1) 
for cy = l,..., v and all X = (Xl,..., X”). It may be convenient to formulate 
sufficient conditions in less smooth cases. We shall only deal with situations, 
however, for which H(x, y) is continuous. (The difficulties arising in more 
general cases are indicated in the Remark following Theorem 9.2 below.) 
THEOREM~.~. LetSZ={~x~<a}~{~y~<r}CR~~R~andH(x,y), 
continuous on Q, have the property that (4.1) h as a unique local solution y = y(x) 
for all initial points (x,, , yO) E 9. Then any one of the following is sufficient to 
assure that solutions y(x) of (4.1) are convex (on convex sets): 
(i) the vector function 
H(x + s, Y + sH(x, Y) 4 X 
is a nondecreasing function of s for jixed (x, y, A); 
(ii) H(x, y) is locally uniformly Lipschitz continuous in y and 
(9.2) 
liy ;;p s-l[H(x + s, y + sH(x, y) A) - H(x, y)] h 2: 0 (9.3) t 
for all (x, y, A); 
(iii) H(x, y) is locally uniformly Lipschitz continuous in (x, y) and (9.1) 
holds for almost all (x,y, A) and 01 = l,..., v. [Conversely, if H(x,y) is locally 
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unaformly Lipschitz continuous in (x, y) and all solutions of (4.1) are convex, 
then (9.1) holds almost everywhere.] 
In (i) and (ii), we have used the notationy, > ya for vectors yi =:. (yLr,..., y?;‘) 
to mean thaty,= 3 yam for OL = I,..., v. It is clear from (6.1) that Theorem 9.1 
is a consequence of the following theorem on ordinary differential equations: 
THEOREM 9.2. Let Q = (1 t 1 < U} x (1 y / < T} C R1 x RY and f(t, y) 
be continuous on Q. Then any one of the following is suficient to assure that 
Y’ = .f(t, Y), y(to> = Yo f (9.4) 
(to , yO) E Q, has a convex solution y = y(t) on some interval j t - t, j < E: 
(i) the vector function 
f(t + s1 Y + sf(t, YN (9.5) 
is a nondecreasing function of s for $xed (t, y); 
(ii) f(t, y) is locally uniformly Lipschitz continuous in y and 
1'7s;~ s-Yf(t + S,Y + sf(t,y)) -f(t,r)] 3 0 (9.6) t 
fo r fixed (t, Y); 
(iii) f (t, y) is locally uniformly Lipschitz continuous in (t, y) and 
aflat + (afiaym)f” 3 0 (9.7) 
for almost all (t, y). [C onversely, if f (t, y) is locally umformly Lipschitz continuous 
in ( t, y) and solutions of (9.4) are convex, then (9.7) holds almost everywhere.] 
Remark. The difficulty of replacing the “continuity of f” by some 
“C aratheodory type of conditions”, for example, in (ii) is shown by the 
foll owing trivial situation: Let f(t,y) = 51 according as t < 0 or t 2~ 0, 
so that solutions of (9.4) for to = 0 are y = y0 + t and y = y,, - t for 
f < 0 and t 3 0, respectively. These solutions are not convex, although 
f E L”, f is uniformly Lipschitz continuous in y, and (9.6) holds except at 
t== 0. 
10. PROOF OF THEOREM 9.2 
On (i). Let E > 0 be a constant to be fixed below. We shall consider only 
the interval to ,( t < to + E. Consider a sequence of meshes Z; , Za ,..., on 
this interval, 
cj : to = t,j < t<j < *a* < &(,)j = t, + P, 
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such that ,&C ,&+i and ai = max(ti+l,i - tij) + 0 as j --f co. With Zi, 
associate the usual polygonal approximation yj(t) for a solution of (9.4). 
The approximation yj(t) is defined by y(toj) = y,, and if yj(t) has been defined 
on [to , tiJ, it is extended over [tij , ti+r,J by 
Yj(t) = Yj(tij) + (t - fij)f(tij s Yj(4j))* (10.1) 
We fix E > 0 to assure that yr(t), yz(t) ,..., are defined on [to , t, + ~1. Note 
that 
Yj(ti+l.j) = Ydtij) + (&+I,? - tii)f(tij 7 Ydfij))9 
4+1.! = tij 4 tti+l,j - fij). 
By the monotony of (9.5), 
Easy inductions on i give, for 0 < i < k < m(j), 
Yj(tkj) 3 Yi(Gj) + Cfkj - tij)f(tij > Ydtij))7 (10.2) 
Yj(tkj) < Yj(Gj) + ttkj - fij)f(t7cj 3 Ydtkj))* (10.3) 
It can be supposed that yl(t), yP(t),..., converges uniformly to a solution 
y(t) of (9.4) on [to, t, + E], for otherwise the sequence is replaced by a 
subsequence. Then (10.2), (10.3) imply that 
r(t) 2 Y(S) + (t - S)Y’N, y(t) G Y(S) + tt - 4 Y’(t), 
for t, < s < t < t, + E. Hence y(t) is convex on [t, , t, + ~1. 
On (ii). Let y(t) be the (unique) solution of (9.4), say, for ( t - t, 1 < E. 
If K is a local Lipschitz constant for f(t, y) with respect to y, then 
y’(t + s) -y’(t) = f(t + s, y + sf(4 Y)) -“m Y) + gc% 0% 
where y = y(t) and 
I g(s, 91 = If(t + s, y(t + 4 -At + s9 Y + s/‘4 YD 
< K I r(t + 4 -Y(t) - sr’(t)l. 
Hence (9.6) implies that the upper right derivate of y’(t) is non-negative on 
(to + E, t, - E). It follows that all derivates of y’(t) are non-negative on 
(to + E, t, - 6); cf. [5], p. 74. Hence y’(t) is non-decreasing on (t, - E, t, + e) 
and so, y(t) is convex. 
505/7/2-9 
332 HARTMAN 
On (ii;). Let y z= ~(t, t, , y,,) be the unique solution of (9.4). Sincef(t, y) 
is locally uniformly Lipschitz continuous on Q, there exists a set Z C Q of 
measure zero with the property that if (t, y) $ Z, then f has a differential 
at (t, y) and (9.7) holds. It follows that if (tr , v(tl , t,, , yo)) 4 Z, then 
~‘(t, t,, , y,) r= f(t, 7) has a derivative at t --_ t, given by 
7f(t, ) t,, ,yo) = (afiat) + (2f/2yy”)f” 2: 0 
at (6 Y) == k ,71(4 , to , ~~1). 
(10.4) 
The function ~‘(t, t, , yo) is locally uniformly Lipschitz continuous. Hence, 
as a function of t, q(t, to , yo) is convex if (10.4) holds for almost all tr (for 
fixed (to , yo)). Thus, for fixed (to , yO), ~(t, to , yo) is a convex function of t if 
(t, ~(t, to , yO)) $ Z for almost all f. 
Let to be fixed. Then the map (t,yo) + (t,y), where y = ~(t, to ,yo) is 
locally uniformly Lipshitz continuous with a locally uniformly Lipschitz 
continuous inverse (t, y) + (t, yo), where y. = q(t, , f, y). Hence, the set of 
(t, yo) such that (t, ?;(t, to , yo)) E Z is a set of measure zero. Consequently, 
there exists a set Y C {I y j < Q-) of n-dimensional measure zero such that if 
y. $ Y, then ~(t, t, , yo) $ Z for almost all t. 
Thus the solution y = ~(t, t,, , yO) of (9.4) is a convex function of t for 
almost all y0 (with to fixed). The continuity 7 implies that y = ~(t, t, , y,,) is 
a convex function of t for all y,, 
The converse proposition in (iii) is clear. 
NOTE ADDED IN PROOF 
Remark (added lO/lOjl969). J. A. Yorke has pointed out that the results 
of his article “Liapunov’s second method and non-Lipschitz Liapunov functions,” 
(to appear), imply that condition (ii) in Theorem 9.2 can be relaxed to the 
following (in which there is no assumption of Lipschitz continuity): 
(i;‘) for all (1, y), 
lim sup +[f(t + s, y + sx) -f(t, y)] 3 0 as (4 4 - (+O,f(t, Y>>. 
(9.6’) 
Correspondingly, one can relax (ii) in Theorem 9.1. 
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