Abstract. We discuss the rate of approximation of the Kantorovich operators. The rate of approximation is given with respect to the variation seminorm.
INTRODUCTION
The paper deals with the convergence in variation of the Kantorovich operators. In [7] we proved similar results for the Meyer-König and Zeller operators.
Let 
For example, the variation detracting property is valid for the Bernstein, Meyer-König and Zeller, and Stancu operators (see [2] , where the problem is posed and solved even for the ϕ-variation). The variation detracting property is needed to consider the convergence in variation, i.e. for all f ∈ TV [0, 1] there has to be
The convergence in ϕ-variation of many positive operators was considered in [2] , but not of Kantorovichtype operators.
The operators of Kantorovich
where
were introduced in [6] and their asymptotic or approximation behaviour has been investigated in many works (see, for example, [1, 4, 5, 8] and literature cited there). In the case of the Kantorovich operators the variation detracting property holds as follows.
and
The convergence in variation for smooth functions is given in Section 2, Theorem 1. We prove not only the convergence in variation of the Kantorovich operators, but also give the rate of approximation in Theorem 2.
For the following proof of Theorem 1 we calculate the derivative of K n f ,
where X = x(1 − x). In the same proof we need the sum moments for the operators (1.1). Let us define the sum moments as in [3] :
Then there hold the identities (see, e.g., [3] or original presentation in [9] )
(1.4)
APPROXIMATION IN VARIATION BY THE KANTOROVICH OPERATORS
We start with studying the rate of approximation of smooth functions with respect to the variation seminorm.
Proof. We represent f in (1.2) by Taylor's formula with the integral remainder term
We have
Calculating (2.3) by (1.3) and (1.4), we have
Analogously,
So, by (2.2), (2.3) and (2.4) we have for the derivative
The integration domain of the double integral in the remainder (2.4) is
We denote t k := k n+1 . For fixed x ∈ (0, 1) we divide the summation indices k into three sets:
Hence, for the remainder we get ([x] denotes the integer part of x)
... . 
where, denoting
we obtain
10)
by using Cauchy's inequality and (1.3), we get for (2.7) the estimate
where here and later on the norm is taken in L 1 (0, 1), i.e.
Finally, by (1.4) and 1 0 1 √ X dx = π we obtain for norms
We get in a similar way the same estimate for B 6,n g in (2.12).
In the following we estimate the sum B 2,n g + B 5,n g of expressions in (2.8) and (2.11). Let by (2.8)
and by (2.11)
...
... 
Hence, the quantities B 2 2,n g and B 2 5,n g can be estimated in the same way as we did before for B 1,n g. So we can state that the estimate (2.13) is valid also for B 2 2,n g and B 2 5,n g. Now consider the sum
For C 2,n g we can prove that (2.13) is valid. Indeed, for fixed x ∈ (0, 1) and n ∈ IN the quantity C 2,n g consists of one summand with the index k = [(n + 1)x], i.e.
To estimate the norm C 2,n g , we decompose the interval (0, 1) into n + 1 equal parts,
Here the second relation holds because for
and k = [(n + 1)x] we have k = i. By (2.16) and Cauchy's inequality we get
which by (1.4) yields
Thus, for C 2,n g in (2.17) again (2.13) is valid.
Looking at (2.17) and (2.9), (2.10), it is clear that also B 3,n g and B 4,n g can be estimated as in (2.13). The summary of the estimates for B i,n g (i = 1, ..., 6) in (2.7)-(2.12) states: 1. for B i,n g with i = 1, 3, 4, 6 the estimate (2.13) is valid, 2. for the sum B 2,n g + B 5,n g ≡ (B 1 2,n g + B 2 2,n g) + (B 1 5,n g + B 2 5,n g) the terms B 2 2,n g and B 2 5,n g satisfy (2.13), and in B 1 2,n g + B 1 5,n g ≡ C 1,n g +C 2,n g the term C 2,n g satisfies (2.13) as well. So, we can write
||g ||, i = 1, 3, 4, 6,
||g ||.
Finally, we have to estimate
As k − nx and the integral k n x |...| have the same sign, we get
The function
is positive, convex everywhere and h(
For integration we represent h(x) by powers of k − nx in the form
Applying Fubini's theorem for the first part of (2.19), we get
where the inner integral can be evaluated and estimated by
Hence, summing the former integral over all k yields
We calculate the second part of (2.19) using the representation of (n + 1) 2 h(x), and the moments (1.3) and (1.4),
Therefore, for (2.19) we obtain
Collecting the results in (2.18) and (2.22), we have by (2.6)
Finally, we obtain by using (2.5)
Now we use Stein's inequality with the exact constant (see, e.g., [11] , Theorem A10.1)
and the inequality for the geometric and arithmetic means. So we have
which finishes our proof.
The proof of Theorem 3.7 in [3] (see also [7] ) gives a general scheme for getting the rate of convergence of absolutely continuous functions from the corresponding convergence theorem of smooth functions (Theorem 1). Since Theorem A and Theorem 1 are valid for the Kantorovich operators, we may formulate the general result by using this scheme. Below ( r h g)(x) denotes the central difference of g of order r,
In particular, if f ∈ AC[0, 1], then there exists a constant c 3 > 0 such that
CONCLUSIONS
Lorentz [9] was the first to consider the variation detracting property for the Bernstein operators. Because the Bernstein operators are classical prototypes for many positive operators, the variation detracting property has been studied for many positive operators like the Meyer-König and Zeller, Kantorovich, Stancu operators, etc. In this paper the variation detracting property is related in a natural way with the convergence in variation, particularly for the Kantorovich operators (Theorems 1 and 2). The study of the convergence in variation seminorm is a comparatively new field in the theory of approximation (see, e.g., [3] ). Our Theorems 1 and 2 solve the problem of the convergence in variation for the Kantorovich operators. The proof of the main theorem, Theorem 1, follows the known idea using Taylor's formula, but it is nontrivial in any meaning. Probably, some technical tricks from our proof can be used for some other positive operators.
