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Abstract
Machine Learning (ML) models are increasingly de-
ployed in the wild to perform a wide range of tasks. In this
work, we ask to what extent can an adversary steal func-
tionality of such “victim” models based solely on black-
box interactions: image in, predictions out. In contrast to
prior work, we present an adversary lacking knowledge of
train/test data used by the model, its internals, and seman-
tics over model outputs. We formulate model functionality
stealing as a two-step approach: (i) querying a set of input
images to the blackbox model to obtain predictions; and (ii)
training a “knockoff” with queried image-prediction pairs.
We make multiple remarkable observations: (a) querying
random images from a different distribution than that of the
blackbox training data results in a well-performing knock-
off; (b) this is possible even when the knockoff is repre-
sented using a different architecture; and (c) our reinforce-
ment learning approach additionally improves query sam-
ple efficiency in certain settings and provides performance
gains. We validate model functionality stealing on a range
of datasets and tasks, as well as on a popular image analy-
sis API where we create a reasonable knockoff for as little
as $30.
1. Introduction
Machine Learning (ML) models and especially deep
neural networks are deployed to improve productivity or ex-
perience e.g., photo assistants in smartphones, image recog-
nition APIs in cloud-based internet services, and for navi-
gation and control in autonomous vehicles. Developing and
engineering such models for commercial use is a product
of intense time, money, and human effort – ranging from
collecting a massive annotated dataset to tuning the right
model for the task. The details of the dataset, exact model
architecture, and hyperparameters are naturally kept confi-
dential to protect the models’ value. However, in order to
be monetized or simply serve a purpose, they are deployed
in various applications (e.g., home assistants) to function as
API
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Figure 1: An adversary can create a “knockoff” of a blackbox
model solely by interacting with its API: image in, prediction out.
The knockoff bypasses the monetary costs and intellectual effort
involved in creating the blackbox model.
blackboxes: input in, predictions out.
Large-scale deployments of deep learning models in the
wild has motivated the community to ask: can someone
abuse the model solely based on blackbox access? There
has been a series of “inference attacks” [10, 27, 38, 40]
which try to infer properties (e.g., training data [40], ar-
chitecture [27]) about the model within the blackbox. In
this work, we focus on model functionality stealing: can
one create a “knockoff” of the blackbox model solely based
on observed input-output pairs? In contrast to previous
works [27, 32, 45], we work with minimal assumptions on
the blackbox and intend to purely steal the functionality.
We formulate model functionality stealing as follows
(shown in Figure 1). The adversary interacts with a black-
box “victim” CNN by providing it input images and obtain-
ing respective predictions. The resulting image-prediction
pairs are used to train a “knockoff” model. The adver-
sary’s intention is for the knockoff to compete with the vic-
tim model at the victim’s task. Note that knowledge trans-
fer [5, 15] approaches are a special case within our formu-
lation, where the task, train/test data, and white-box teacher
(victim) model are known to the adversary.
Within this formulation, we spell out questions answered
in our paper with an end-goal of model functionality steal-
ing:
1. Can we train a knockoff on a random set of query im-
ages and corresponding blackbox predictions?
2. What makes for a good set of images to query?
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3. How can we improve sample efficiency of queries?
4. What makes for a good knockoff architecture?
2. Related Work
Privacy, Security and Computer Vision. Privacy has
been largely addressed within the computer vision commu-
nity by proposing models [28, 30, 31, 42, 49, 50] which rec-
ognize and control privacy-sensitive information in visual
content. The community has also recently studied security
concerns entailing real-world usage of models e.g., adver-
sarial perturbations [2,20,25,26,29,34] in black- and white-
box attack scenarios. In this work, we focus on functionality
stealing of CNNs in a blackbox attack scenario.
Model Stealing. Stealing various attributes of a blackbox
ML model has been recently gaining popularity: parameters
[45], hyperparameters [48], architecture [27], information
on training data [40] and decision boundaries [32]. These
works lay the groundwork to precisely reproduce the black-
box model. In contrast, we investigate stealing functionality
of the blackbox independent of its internals. Although two
works [32, 45] are related to our task, they make relatively
stronger assumptions (e.g., model family is known, victim’s
data is partly available). In contrast, we present a weaker
adversary.
Knowledge Distillation. Distillation [15] and related ap-
proaches [5, 6, 11, 51] transfer the knowledge from a com-
plex “teacher” to a simpler “student” model. Within our
problem formulation, this is a special case when the adver-
sary has strong knowledge of the victim’s blackbox model
e.g., architecture, train/test data is known. Although we dis-
cuss this, a majority of the paper makes weak assumptions
of the blackbox.
Active Learning. Active Learning [7, 44] (AL) aims to
reduce labeling effort while gathering data to train a model.
Ours is a special case of pool-based AL [39], where the
learner (adversary) chooses from a pool of unlabeled data.
However, unlike AL, the learner’s image pool in our case
is chosen without any knowledge of the data used by the
original model. Moreover, while AL considers the image
to be annotated by a human-expert, ours is annotated with
pseudo-labels by the blackbox.
3. Problem Statement
We now formalize the task of functionality stealing (see
also Figure 2).
Functionality Stealing. In this paper, we introduce the
task as: given blackbox query access to a “victim” model
FV : X → Y , to replicate its functionality using “knock-
off” model FA of the adversary. As shown in Figure 2, we
set it up as a two-player game between a victim V and an
adversaryA. Now, we discuss the assumptions in which the
Can A steal functionality of FV : 
1. when PV and FV  are unknown? 
2. using minimum queries B?
B queries
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Deploy
Figure 2: Problem Statement. Laying out the task of model
functionality stealing in the view of two players - victim V and
adversary A. We group adversary’s moves into (a) Transfer Set
Construction (b) Training Knockoff FA.
players operate and their corresponding moves in this game.
Victim’s Move. The victim’s end-goal is to deploy a
trained CNN model FV in the wild for a particular task
(e.g., fine-grained bird classification). To train this par-
ticular model, the victim: (i) collects task-specific images
x ∼ PV (X) and obtains expert annotations resulting in a
dataset DV = {(xi, yi)}; (ii) selects the model FV that
achieves best performance (accuracy) on a held-out test set
of imagesDtestV . The resulting model is deployed as a black-
box which predicts output probabilities y = FV (x) given
an image x. Furthermore, we assume each prediction incurs
a cost (e.g., monetary, latency).
Adversary’s Unknowns. The adversary is presented with
a blackbox CNN image classifier, which given any image
x ∈ X returns a K-dim posterior probability vector y ∈
[0, 1]K ,
∑
k yk = 1. We relax this later by considering
truncated versions of y. We assume remaining aspects to
be unknown: (i) the internals of FV e.g., hyperparameters
or architecture; (ii) the data used to train and evaluate the
model; and (iii) semantics over the K classes.
Adversary’s Attack. To train a knockoff, the adversary:
(i) interactively queries images {xi pi∼ PA(X)} using strat-
egy pi to obtain a “transfer set” of images and pseudo-labels
{(xi, FV (xi))}Bi=1; and (ii) selects an architecture FA for
the knockoff and trains it to mimic the behaviour of FV on
the transfer set.
Objective. We focus on the adversary, whose primary ob-
jective is training a knockoff that performs well on the task
for which FV was designed i.e., on an unknown DtestV . In
addition, we address two secondary objectives: (i) sample-
efficiency: maximizing performance within a budget of B
blackbox queries; and (ii) understanding what makes for
good images to query the blackbox.
Victim’s Defense. Although we primarily address the ad-
versary’s strategy in the paper, we briefly discuss victim’s
counter strategies (in Section 6) of reducing informative-
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Figure 3: Comparison to KD. (a) Adversary has access only to
image distribution PA(X) (b) Training in a KD-manner requires
stronger knowledge of the victim. Both S and FA are trained to
classify images x ∈ PV (X)
ness of predictions by truncation e.g., rounding-off.
Remarks: Comparison to Knowledge Distillation (KD).
Training the knockoff model is reminiscent of KD ap-
proaches [15, 36], whose goal is to transfer the knowledge
from a larger teacher network T (white-box) to a compact
student network S (knockoff) via the transfer set. We il-
lustrate key differences between KD and our setting in Fig-
ure 3: (a) Independent distribution PA: FA is trained on
images x ∼ PA(X) independent to distribution PV used
for training FV ; (b) Data for supervision: Student network
S minimize variants of KD loss:
LKD = λ1LCE(ytrue, yS) + λ2LCE(yτS , yτT )
where yτT = softmax(aT /τ) is the softened posterior distri-
bution of logits a controlled by temperature τ . In contrast,
the knockoff (student) in our case lacks logits aT and true
labels ytrue to supervise training.
4. Generating Knockoffs
In this section, we elaborate on the adversary’s approach
in two steps: transfer set construction (Section 4.1) and
training knockoff FA (Section 4.2).
4.1. Transfer Set Construction
The goal is to obtain a transfer set i.e., image-prediction
pairs, on which the knockoff will be trained to imitate the
victim’s blackbox model FV .
Selecting PA(X). The adversary first selects an image
distribution to sample images. We consider this to be a large
discrete set of images. For instance, one of the distributions
PA we consider is the 1.2M images of ILSVRC dataset [8].
Sampling Strategypi. Once the image distributionPA(X)
is chosen, the adversary samples images x pi∼ PA(X) using
a strategy pi. We consider two strategies.
= animal<latexit sha1_base64="uqRPe7FBGLHqCtaEE7LREgY4kbI=">AAAEIHicfVPdbtMwFPYWfrbyt8El NxHVJMTF1KBJcDlpu5iEEBuiW1ETphP3tLNqO5HtrM2sPAG38AI8DXeIS3ganCYSTVrNUuQv5/vOn+0Tp5xp0+v92dj07ty9d39ru/Pg4aPHT3Z2n57rJFMU+zThiRrEoJEziX3DDMdBqhBEzPEinh6V/MU1Ks0S +cnkKUYCJpKNGQXjTGc3lzvd3n5vsfxVENSgS+p1ernrbYejhGYCpaEctB4GvdREFpRhlGPRCTONKdApTHDooASBOrKLSgt/z1lG/jhR7pPGX1iXPSwIrXMRO6UAc6XbXGlcxw0zM34bWSbTzKCkVaJxxn2T+GXb /ogppIbnDgBVzNXq0ytQQI07nM6evxxL08iWGVK4SRr92Fi0/ktDJ5Q4o4kQIEc2HIGBwoalPwVuj4uiycfTSYP+EhqcG1uaW0p3jbyWxrH92Kad+3wp0mANny/xn9t8Wah2jeBtQTjEyNuqRSiFy7prpMUwiFx7 wnaDdhR3Ykqj+d9Mf6VYztx7amjetTUux6xYZJitoeYVNV9D5RWVF+VdHaN7tQrfuyQfUlRgEvXKhqAmAlyIer9NxmQlc7sbnqA9Kqvg/PV+4PDZQffwoB6jLfKcvCAvSUDekENyQk5Jn1CC5Cv5Rr57P7yf3i/ vdyXd3Kh9npHG8v7+A8iicXU=</latexit>
<latexit sha1_base64="lutrf/tTSHOs7cD5ZS3Y6GooDkM=">AAAEJ3icfVPdbtMwFPYWYFv52+CSm4hq0uBiaiYEu5zELpAQYiC6FTWhOnFPO6u2E9nO2szKS3ALL8DTcIfgkjfBaSLRptUsRf5yvu/82T5x ypk2nc6fjU3v1u07W9s7rbv37j94uLv36FwnmaLYpQlPVC8GjZxJ7BpmOPZShSBijhfx5HXJX1yh0iyRn0yeYiRgLNmIUTDO1AtTNjAH188Gu+3OYWe+/FUQ1KBN6nU22PN2wmFCM4HSUA5a94NOaiILyjDKsWiFmcYU6ATG2HdQgkAd2XnBhb/vLEN/lCj3SePPrYseFoTWuYidUoC51E2uNK7j+pkZHUeWyTQzKGmVaJRx3yR+2b0/ZAqp4bkDQBVztfr0EhRQ486ote8vxtI0smWGFK6TpX5sLBr/paEVSpzSRAiQQxsOwUBhw9Kf ArenRbHMx5PxEv0lNDgztjQ3lO42eS2NY/uxSTv32UKk3ho+X+A/N/myUO0awZuCcIiRN1XzUAoXdVdIi34QufaEbQfNKO7ElEbzv5nuSrGcufe0pHnb1Lgc02KeYbqGmlXUbA2VV1RelHd1iu7VKnznkrxPUYFJ1HMbghoLcCHq/SYZk5XM7W54guaorILzo8PA4Q8v2icv6zHaJk/IU3JAAvKKnJA35Ix0CSWcfCXfyHfvh/fT++X9rqSbG7XPY7K0vL//AKrvdBY=</latexit>
= 0.3
bird
sparrow
0.5
0.2
<latexit sha1_base64="MHx89ZLivKUkF26SlAOaWppLM6o=">AAAEJnicfVPNbtNAEN7W/LThr4Uj F4uoEuJQxQgBx0r0gIQQBZEmKDbReDNJV9m1rd11E7PyQ3CFF+BpuCHEjUdhnFgicaKOZO14vm/+dmfiTApjO50/O7vetes3bu7tt27dvnP33sHh/XOT5ppjl6cy1f0YDEqRYNcKK7GfaQQVS+zF01cV3rtEbUSa fLRFhpGCSSLGgoMlUy+8RD4f2uFBu3PcWYi/qQS10ma1nA0Pvf1wlPJcYWK5BGMGQSezkQNtBZdYtsLcYAZ8ChMckJqAQhO5Rb2lf0SWkT9ONX2J9RfWVQ8HyphCxcRUYC9ME6uM27BBbscvIyeSLLeY8GWicS59 m/pV8/5IaORWFqQA14Jq9fkFaOCWrqh15K/GMjxyVYYMvqRr/bhYNf4rQytMcMZTpSAZuXAEFkoXVv4cpDsty3U8nk7W4M+hxbl1lbnBpMeUNTWO3YcmTO7zlUj9LXixgn9q4lWhhhrBq4JIiFE2WYtQGld5NEzl IIioPeXaQTMK3Zg2aP83090oVgqapzXOmyaHcszKRYbZFmi+hOZboGIJFWX1VqdIU6vxLSV5l6EGm+onLgQ9UUAh6vMqmkiWNDppeYLmqmwq50+PA9LfP2ufPK/XaI89ZI/YYxawF+yEvWZnrMs4m7Kv7Bv77v3 wfnq/vN9L6u5O7fOArYn39x/ErnQe</latexit>
<latexit sha1_base64="lxlXnLOtKLwbRUMSHkBPjb71NwE=">AAAEInicfVNbb9MwFPYWLlu5bfDI S0Q1CfEwNWgCHiexBySEGJduRU2oTtzTzqrtRLazNlj5CbzCH+DX8IZ4QuLH4DSRaNJqliJ/Od93brZPnHKmTa/3Z2vbu3b9xs2d3c6t23fu3tvbv3+mk0xR7NOEJ2oQg0bOJPYNMxwHqUIQMcfzePay5M8vUWmW yI8mTzESMJVswigYZ/qgRma01+0d9pbLXwdBDbqkXqejfW83HCc0EygN5aD1MOilJrKgDKMci06YaUyBzmCKQwclCNSRXdZa+AfOMvYniXKfNP7SuuphQWidi9gpBZgL3eZK4yZumJnJi8gymWYGJa0STTLum8Qv G/fHTCE1PHcAqGKuVp9egAJq3PF0DvzVWJpGtsyQwpek0Y+NReu/NHRCiXOaCAFybMMxGChsWPpT4PakKJp8PJs26M+hwYWxpbmldBfJa2kc2/dt2rkvViINNvD5Cv+pzZeFatcIXhWEQ4y8rVqGUriqu0RaDIPI tSdsN2hHcSemNJr/zfTXiuXMvaeG5nVb43LMi2WG+QZqUVGLDVReUXlR3tUJuler8I1L8jZFBSZRT2wIairAhaj3q2RMVjK3u+EJ2qOyDs6eHgYOvzvqHj+rx2iHPCSPyGMSkOfkmLwip6RPKJmSr+Qb+e798H5 6v7zflXR7q/Z5QBrL+/sPDwlyVg==</latexit>
<latexit sha1_base64="TFbnaBi5o/Et9D5tGthcNwX1lZM=">AAAEgXicfVPdahNBFJ62UWv8a/XS m8FQaHtRsqWo0JuCvSiIGMW0lWwMs5OTZMjM7jJztsk67Fv4NN7qS/g2nk0CTbahA8ucPd93/udEqVYOm81/G5tbtQcPH20/rj95+uz5i53dl5cuyayEtkx0Yq8j4UCrGNqoUMN1akGYSMNVNP5Q4lc3YJ1K4m+Y p9A1YhirgZICSdXbOQoRpuj3owN+ocAKK0eEaZ4mWsmcFzw0AkdR5FtFL0xVb6fRPGrODr8rBAuhwRan1dvdOg37icwMxCi1cK4TNFPsemFRSQ1FPcwcpEKOxRA6JMbCgOv6WWEF3yNNnw8SS1+MfKZdtvDCOJeb iJhlmq6Klcp1WCfDwfuuV3GaIcRyHmiQaY4JL7vE+8qCRJ2TIKRVlCuXI2GFROplfY8v+3Ky68sIqfiZrNTjUVExpLIQw0Qmxoi4fxgi9mEgMo1eG8RVi8hU/ktFPbw192FfoCj8bCw0KH9eFKt4NB6uwD/mEy7V FSa9E72g0oC/VmEyny55ul6D50v49ypeJuqoELjPiRYR6Cpr5mq5aT68AVl0gi6VZ3wjqHqhjlkHeFtM+06yWtELXOF8rHIoxqSYRZisgaZzaLoGyudQXpSzOgd65xY+UZDPKW0UJvbQh8IOjSAXi/s+mornNLp p3YLqct0VLo+PApK/nDTO3i4Wb5u9Zm/YPgvYO3bGLliLtZlkv9hv9of9rW3VDmrN2vGcurmxsHnFVk7t9D93qJRt</latexit>
<latexit sha1_base64="9RSQuMm5X363WqgqAOBtqkqZw8A=">AAAEInicfVPdbtMwFPYWYFv52+CSm4hqEuJiatAkuEKbmBASQoyfbkVNq E7c08yq7US2szZYeQRu4QV4Gu4QV0g8DE4biTatZinyl/N958/2iTPOtOl0/mxseteu39ja3mndvHX7zt3dvXtnOs0VxS5Neap6MWjkTGLXMMOxlykEEXM8j8cvKv78EpVmqfxoigwjAYlkI0bBONOHl4PjwW67c9CZLX8VBDVok3qdDva8nXCY0lygNJSD1v2gk5nIgjKMcixbYa4xAzqGBPs OShCoIzurtfT3nWXoj1LlPmn8mXXRw4LQuhCxUwowF7rJVcZ1XD83o2eRZTLLDUo6TzTKuW9Sv2rcHzKF1PDCAaCKuVp9egEKqHHH09r3F2NpGtkqQwZf0qV+bCwa/5WhFUqc0FQIkEMbDsFAacPKnwK3J2W5zMfjZIn+HBqcGluZG0p3kbyWxrF936Sd+3QhUm8NXyzwn5p8Vah2jeBVQTjE yJuqWSiFi7pLpGU/iFx7wraDZhR3Ykqj+d9Md6VYztx7WtK8bmpcjkk5yzBZQ03n1HQNVcypoqzu6gTdq1X4xiV5m6ECk6rHNgSVCHAh6v0qGZNzmdvd8ATNUVkFZ08OAoffHbaPntdjtE0ekIfkEQnIU3JEXpFT0iWUJOQr+Ua+ez+8n94v7/dcurlR+9wnS8v7+w+uN3H/</latexit>
Reward  
signal
Train
Update 
policy<latexit sha1_base64="crajI7D0cI0TvgJpIM9EHSbvQzE=">AAAEK3icfVPNbtNAEN7W/LThr4UjF4uoUuEQ2QgBvaBKVAgJIQoiaV BsovFmkq6yu7Z2103Myq/BFV6Ap+EE4sp7sE6CSNzQkawdz/fN3+5MknGmTRD82Nj0Ll2+cnVru3Ht+o2bt3Z2b3d0miuKbZryVHUT0MiZxLZhhmM3Uwgi4XiSjJ9X+MkZKs1S+d4UGcYCRpINGQXjTNGLfmc/OkM67Zv7/Z1m0DoIwoPHoX9eCVvBTJpkIcf9XW87GqQ0FygN5aB1L wwyE1tQhlGOZSPKNWZAxzDCnlMlCNSxnRVd+nvOMvCHqXKfNP7MuuxhQWhdiMQxBZhTXccq4zqsl5vh09gymeUGJZ0nGubcN6lf3YA/YAqp4YVTgCrmavXpKSigxt1TY89fjqVpbKsMGXxKV/qxiaj9V4ZGJHFCUyFADmw0AAOljSp/CtweleUqnoxHK/DHyODU2MpcY7oX5Qtqkth3 ddi5T5ciddfgxRL+oY5XhWrXCF4UhEOCvM6ahVK4zHPTVPbC2LUnbDOsR3E3pjSaf820zxXLmZunFc6rOsflmJSzDJM10HQOTddAxRwqyuqtjtBNrcLXLsmbDBWYVD2wEaiRABdicV5EY3JOc6dbnr8b4v9f6TxshU5/+6h5+GyxRlvkLrlH9klInpBD8pIckzahJCOfyRfy1fvmffd +er/m1M2Nhc8dsiLe7z+PFnXy</latexit>
<latexit sha1_base64="Ty9s5SiTw/AO8bAL2dGQ6rsw/78=">AAAEJnicfVPNbtNAEN7W/LThr4Uj F4uoEuJQxQgJTqgSPSAhREGkCYpNNN5M0lV2bWt33cSs/BBc4QV4Gm4IceNRGCeWSJyoI1k7nu+bv92ZOJPC2E7nz86ud+36jZt7+61bt+/cvXdweP/cpLnm2OWpTHU/BoNSJNi1wkrsZxpBxRJ78fRVhfcuURuR Jh9tkWGkYJKIseBgydQLL5HPh3Z40O4cdxbibypBrbRZLWfDQ28/HKU8V5hYLsGYQdDJbORAW8Ellq0wN5gBn8IEB6QmoNBEblFv6R+RZeSPU01fYv2FddXDgTKmUDExFdgL08Qq4zZskNvxi8iJJMstJnyZaJxL 36Z+1bw/Ehq5lQUpwLWgWn1+ARq4pStqHfmrsQyPXJUhgy/pWj8uVo3/ytAKE5zxVClIRi4cgYXShZU/B+lOy3Idj6eTNfhzaHFuXWVuMOkxZU2NY/ehCZP7fCVSfwterOCfmnhVqKFG8KogEmKUTdYilMZVHg1T OQgiak+5dtCMQjemDdr/zXQ3ipWC5mmN86bJoRyzcpFhtgWaL6H5FqhYQkVZvdUp0tRqfEtJ3mWowab6iQtBTxRQiPq8iiaSJY1OWp6guSqbyvnT44D098/aJy/rNdpjD9kj9pgF7Dk7Ya/ZGesyzqbsK/vGvns /vJ/eL+/3krq7U/s8YGvi/f0HxxZ0Jg==</latexit>
<latexit sha1_base64="sM/zdGsjrCE1JwfmLbJ78MMA9tg=">AAAEJnicfVPNbtNAEN7W/LThr4Uj F4uoEuJQxQgJTqgSPSAhREGkCYpNNN5M0lV2bWt33cSs/BBc4QV4Gm4IceNRGCeWSJyoI1k7nu+bv92ZOJPC2E7nz86ud+36jZt7+61bt+/cvXdweP/cpLnm2OWpTHU/BoNSJNi1wkrsZxpBxRJ78fRVhfcuURuR Jh9tkWGkYJKIseBgydQLL5EXQzs8aHeOOwvxN5WgVtqslrPhobcfjlKeK0wsl2DMIOhkNnKgreASy1aYG8yAT2GCA1ITUGgit6i39I/IMvLHqaYvsf7CuurhQBlTqJiYCuyFaWKVcRs2yO34ReREkuUWE75MNM6l b1O/at4fCY3cyoIU4FpQrT6/AA3c0hW1jvzVWIZHrsqQwZd0rR8Xq8Z/ZWiFCc54qhQkIxeOwELpwsqfg3SnZbmOx9PJGvw5tDi3rjI3mPSYsqbGsfvQhMl9vhKpvwUvVvBPTbwq1FAjeFUQCTHKJmsRSuMqj4ap HAQRtadcO2hGoRvTBu3/ZrobxUpB87TGedPkUI5Zucgw2wLNl9B8C1QsoaKs3uoUaWo1vqUk7zLUYFP9xIWgJwooRH1eRRPJkkYnLU/QXJVN5fzpcUD6+2ftk5f1Gu2xh+wRe8wC9pydsNfsjHUZZ1P2lX1j370 f3k/vl/d7Sd3dqX0esDXx/v4DytR0Jw==</latexit>
<latexit sha1_base64="B2SDmFMw8ERbo6NXU9v1+m+ImVg=">AAAEP3icfVNbi9NAFJ7deNmtl+3q oyCDZWEVWRoR9EkW3AdBxFXsbqWJZTI9bYfOJGHmZNs45M1f46v+AX+Gv8A38dU3J23ANi17IMyX833nNpcolcJgu/1za9u7cvXa9Z3dxo2bt27vNffvnJkk0xw6PJGJ7kbMgBQxdFCghG6qgalIwnk0eVny5xeg jUjiD5inECo2isVQcIbO1W/eDyQM8TC4AD7r42NagryPNNBiNMaH/WarfdSeG10HfgVapLLT/r63GwwSnimIkUtmTM9vpxhaplFwCUUjyAykjE/YCHoOxkyBCe18kIIeOM+ADhPtvhjp3LscYZkyJleRUyqGY1Pn Sucmrpfh8HloRZxmCDFfFBpmkmJCy12hA6GBo8wdYFwL1yvlY6YZR7d3jQO6nMvw0JYVUvY5WZnHRqr2XzoaQQxTnijF4oENBgxZYYMynjNpT4pilY8moxX6U4AwQ1u6a0p3yrKSRpF9X6dd+GwpU3cDny/xH+t8 2ahxg8BlSSSLQNZV81QalnXuUhU9P3TjKdvy61ncjmkD+H+YzlqzUrj7tKJ5Xde4GtNiXmG6gZotqNkGKl9QeVGe1Qm4W6vhjSvyNgXNMNGPbMD0SDGXolovk4l4IXOrezx+/amsg7MnR77D7562jl9Uz2iH3CM PyCHxyTNyTF6RU9IhnHwhX8k38t374f3yfnt/FtLtrSrmLlkx7+8/Db19YQ==</latexit>
<latexit sha1_base64="6o7jsYJ7VDFSp3YFhzN1iH51vec=">AAAENHicfVPNbtNAEN7W/LThL6VHLhZRReFQxRUSXEBFVAgJIQoibVB srPF6kq6ya1u76yZm5WfhCi/AuyBxQ1x5BtaJJRIn6kjWjuf75m93Jso4U7rb/bmx6Vy5eu361nbrxs1bt++0d+6eqjSXFHs05ansR6CQswR7mmmO/UwiiIjjWTR+WeFnFygVS5OPusgwEDBK2JBR0NYUtneLB6F2n7mvwhf7/gXSaagfhu1O96A7E3dV8WqlQ2o5CXecbT9OaS4w0ZSD UgOvm+nAgNSMcixbfq4wAzqGEQ6smoBAFZhZ9aW7Zy2xO0yl/RLtzqyLHgaEUoWILFOAPldNrDKuwwa5Hj4NDEuyXGNC54mGOXd16lZX4cZMItW8sApQyWytLj0HCVTbC2vtuYuxFA1MlSGDL+lSPyYSjf/K0PITnNBUCEhi48egoTR+5U+Bm+OyXMaj8WgJ/uxrnGpTmRtM+7S8pkaR+ dCErft0IVJ/DV4s4J+aeFWoso3gZUE4RMibrFkoiYs8O03lwAtse8J0vGYUe2NSof7fTG+lWM7sPC1x3jQ5NseknGWYrIGmc2i6BirmUFFWb3WMdmolvrVJ3mUoQafykfFBjgTYEPV5GY0lc5o97fJ4zVVZVU4PDzyrv3/cOXper9EWuUfuk33ikSfkiLwmJ6RHKCnIV/KNfHd+OL+c38 6fOXVzo/bZJUvi/P0HTEx39g==</latexit>
<latexit sha1_base64="pEb6DjyhdTtEBMnsIsu+VeK4k0g=">AAAEX3icfVNdb9MwFPXWwkaB0cET 4iWimoT2UCUTAiZeKrEHJIQoiG5FTTY57m1n1U4i+2ZtsPI/eIV/xSP/BCctWpOVWYp8c865n7bDRHCNrvt7a7vRvHN3Z/de6/6Dh3uP2vuPT3WcKgYDFotYDUOqQfAIBshRwDBRQGUo4CycvSv4sytQmsfRV8wS CCSdRnzCGUULnfuS4mUYmn5+4Sf8ot1xu8eud/zKc24aXtctV4esVv9iv/HWH8cslRAhE1TrkecmGBiqkDMBectPNSSUzegURtaMqAQdmLLs3DmwyNiZxMp+EToluu5hqNQ6k6FVFmXqOleAm7hRipM3geFRkiJE bJlokgoHY6eYgTPmChiKzBqUKW5rddglVZShnVTrwFmPpVlgigwJ/R5X+jHIbTMWUhDBnMVS0mh86COOYUJTgUZIxKpHKGv/BdDyr92NP6ZIc1MeC6PCnOR5lQ9n0wp97iMs0BRwTWlvgVhJ7QF/qdPWfbEWabiB z9b4b3W+KFTbRuC2IIKGIOqqMtT60Ix/BSwfeYFtT5qOV49iJ6Y04HUzgxvFCm5vYEXzoa6xOeZ5mWG+gVosqcUGKltSWV6c1QnYe67go03yKQFFMVaHxqdqKqkNsdpvk/FoKbO7fW7/3pTzf+P0qOtZ+/PLTq+ 3eni75Bl5Tl4Qj7wmPfKe9MmAMKLID/KT/Gr8ae4095rtpXR7a+XzhFRW8+lfIICIuA==</latexit>
<latexit sha1_base64="Gu8g3dRzQ2+wYRTW6UL0dWRj0Xo=">AAAEZ3icfVPdahNBFJ42UWv8aaoi gjeroVB7UbIiKnhTsBeCSKuYNpKN4ezsSTpkZneZOZufDvsu3uob+Qi+hbNJoMkmdGCZs9/3nd+ZCVMpDDWbf7e2K9Vbt+/s3K3du//g4W5979G5STLNscUTmeh2CAaliLFFgiS2U42gQokX4fBjwV+MUBuRxN9p mmJXwSAWfcGBHNSrPwkIJ2QP4JV36nQjgePc69UbzaPmbHnrhr8wGmyxznp7lQ9BlPBMYUxcgjEdv5lS14ImwSXmtSAzmAIfwgA7zoxBoenaWfm5t++QyOsn2n0xeTN02cOCMmaqQqdUQJemzBXgJq6TUf9914o4 zQhjPk/Uz6RHiVfMwouERk5y6gzgWrhaPX4JGji5idX2veVYhndtkSGFq2SlH0vCNeMgjTGOeaIUxNFhQBRhHzJJViqiVY9Qlf4LoBZcu9sgAoLcBkVGDtKe5PkqHw4HK/TP+TkWcEnpboNcSMPQfivTzn2yFKm9 gZ8u8T/KfFGocY3gTUEkhCjLqlmo5aHZYIQ87/hd156yDb8cxU1MG6TrZlprxUrhbuCK5nNZ43KM81mG8QZqMqcmG6jpnJrmxVmdoLvnGr+4JKcpaqBEH9oA9ECBC7HYb5KJeC5zu3tufvlxrRvnr498Z3990zh +u3h4O+w5e8kOmM/esWP2iZ2xFuPsiv1iv9mfyr/qbvVp9dlcur218HnMVlb1xX+TU4qJ</latexit>
Figure 4: Strategy adaptive.
4.1.1 Random Strategy
In this strategy, we randomly sample images (without re-
placement) x iid∼ PA(X) to query FV . This is an extreme
case where adversary performs pure exploration. However,
there is a risk that the adversary samples images irrelevant
to learning the task (e.g., over-querying dog images to a
birds classifier).
4.1.2 Adaptive Strategy
We now incorporate a feedback signal resulting from each
image queried to the blackbox. A policy pi is learnt:
xt ∼ Ppi({xi,yi}t−1i=1)
to achieve two goals: (i) improving sample-efficiency of
queries; and (ii) aiding interpretability of blackbox FV . The
approach is outlined in Figure 4a. At each time-step t, the
policy module Ppi produces a sample of images to query the
blackbox. A reward signal rt is shaped based on multiple
criteria and is used to update the policy with an end-goal of
maximizing the expected reward.
Supplementing PA. To encourage relevant queries, we
enrich images in the adversary’s distribution by associat-
ing each image xi with a label zi ∈ Z. No semantic rela-
tion of these labels with the blackbox’s output classes is as-
sumed or exploited. As an example, when PA corresponds
to 1.2M images of the ILSVRC [8] dataset, we use labels
defined over 1000 classes. These labels can be alternatively
obtained by unsupervised measures e.g., clustering or esti-
mating graph-density [3,9]. We find using labels aids under-
standing blackbox functionality. Furthermore, since we ex-
pect labels {zi ∈ Z} to be correlated or inter-dependent, we
represent them within a coarse-to-fine hierarchy, as nodes of
a tree as shown in Figure 4b.
Actions. At each time-step t, we sample actions from a
discrete action space zt ∈ Z i.e., adversary’s independent
label space. Drawing an action is a forward-pass (denoted
by a blue line in Figure 4b) through the tree: at each level,
we sample a node with probability pit(z) . The probabilities
are determined by a softmax distribution over the node po-
tentials: pit(z) = e
Ht(z)∑
z′ Ht(z′)
. Upon reaching a leaf-node, a
sample of images is returned corresponding to label zt.
Learning the Policy. We use the received reward rt for
an action zt to update the policy pi using the gradient bandit
algorithm [43]. This update is equivalent to a backward-
pass through the tree (denoted by a green line in Figure 4b),
where the node potentials are updated as:
Ht+1(zt) = Ht(zt) + α(rt − r¯t)(1− pit(zt)) and
Ht+1(z
′) = Ht(z′) + α(rt − r¯t)pit(z′) ∀z′ 6= zt
where α = 1/N(z) is the learning rate, N(z) is the number
of times action z has been drawn, and r¯t is the mean-reward
over past ∆ time-steps.
Rewards. To evaluate the quality of sampled images xt,
we study three rewards. We use a margin-based certainty
measure [19, 39] to encourage images where the victim is
confident (hence indicating the domain FV was trained on):
Rcert(yt) = P (yt,k1 |xt)− P (yt,k2 |xt) “cert”
To prevent the degenerate case of image exploitation over a
single label, we introduce a diversity reward:
Rdiv(y1:t) =
∑
k
max(0, y¯t,k − y¯t−∆,k) “div”
To encourage images where the knockoff prediction yˆt =
FA(xt) does not imitate FV , we reward high loss:
RL(yt, yˆt) = L(yt, yˆt) “L”
We sum up individual rewards when multiple measures are
used. To maintain an equal weighting, each reward is in-
dividually rescaled to [0, 1] and subtracted with a baseline
computed over past ∆ time-steps.
4.2. Training Knockoff FA
As a product of the previous step of interactively
querying the blackbox model, we have a transfer set
{(xt, FV (xt)}Bt=1, xt pi∼ PA(X). Now we address how
this is used to train a knockoff FA.
Selecting Architecture FA. Few works [27, 48] have re-
cently explored reverse-engineering the blackbox i.e., iden-
tifying the architecture, hyperparameters, etc. We how-
ever argue this is orthogonal to our requirement of sim-
ply stealing the functionality. Instead, we represent FA
with a reasonably complex architecture e.g., VGG [41] or
ResNet [14]. Existing findings in KD [11, 15] and model
compression [5,13,17] indicate robustness to choice of rea-
sonably complex student models. We investigate the choice
under weaker knowledge of the teacher (FV ) e.g., training
data and architecture is unknown.
Blackbox (FV ) |DtrainV |+ |DtestV | Output classes K
Caltech256 [12] 23.3k + 6.4k 256 general object categories
CUBS200 [47] 6k + 5.8k 200 bird species
Indoor67 [35] 14.3k + 1.3k 67 indoor scenes
Diabetic5 [1] 34.1k + 1k 5 diabetic retinopathy scales
Table 1: Four victim blackboxes FV . Each blackbox is named
in the format: [dataset][# output classes].
Training to Imitate. To bootstrap learning, we begin with
a pretrained Imagenet network FA. We train the knock-
off FA to imitate FV on the transfer set by minimizing
the cross-entropy (CE) loss: LCE(y, yˆ) = −
∑
k p(yk) ·
log p(yˆk). This is a standard CE loss, albeit weighed with
the confidence p(yk) of the victim’s label. This formulation
is equivalent to minimizing the KL-divergence between the
victim’s and knockoff’s predictions over the transfer set.
5. Experimental Setup
We now discuss the experimental setup of multiple vic-
tim blackboxes (Section 5.1), followed by details on the ad-
versary’s approach (Section 5.2).
5.1. Black-box Victim Models FV
We choose four diverse image classification CNNs, ad-
dressing multiple challenges in image classification e.g.,
fine-grained recognition. Each CNN performs a task spe-
cific to a dataset. A summary of the blackboxes is presented
in Table 1 (extended descriptions in appendix).
Training the Black-boxes. All models are trained us-
ing a ResNet-34 architecture (with ImageNet [8] pretrained
weights) on the training split of the respective datasets. We
find this architecture choice achieve strong performance on
all datasets at a reasonable computational cost. Models are
trained using SGD with momentum (of 0.5) optimizer for
200 epochs with a base learning rate of 0.1 decayed by a
factor of 0.1 every 60 epochs. We follow the train-test splits
suggested by the respective authors for Caltech-256 [12],
CUBS-200-2011 [47], and Indoor-Scenes [35]. Since GT
annotations for Diabetic-Retinopathy [1] test images are
not provided, we reserve 200 training images for each of
the five classes for testing. The number of test images per
class for all datasets are roughly balanced. The test images
of these datasets DtestV are used to evaluate both the victim
and knockoff models.
After these four victim models are trained, we use them
as a blackbox for the remainder of the paper: images in,
posterior probabilities out.
5.2. Representing PA
In this section, we elaborate on the setup of two aspects
relevant to transfer set construction (Section 4.1).
5.2.1 Choice of PA
Our approach for transfer set construction involves the ad-
versary querying images from a large discrete image distri-
bution PA. In this section, we present four choices con-
sidered in our experiments. Any information apart from
the images from the respective datasets are unused in the
random strategy. For the adaptive strategy, we use image-
level labels (chosen independent of blackbox models) to
guide sampling.
PA = PV . For reference, we sample from the exact set
of images used to train the blackboxes. This is a special
case of knowledge-distillation [15] with unlabeled data at
temperature τ = 1.
PA = ILSVRC [8, 37]. We use the collection of 1.2M
images over 1000 categories presented in the ILSVRC-2012
[37] challenge.
PA = OpenImages [22]. OpenImages v4 is a large-scale
dataset of 9.2M images gathered from Flickr. We use a sub-
set of 550K unique images, gathered by sampling 2k images
from each of 600 categories.
PA = D
2. We construct a dataset wherein the adver-
sary has access to all images in the universe. In our case,
we create the dataset by pooling training data from: (i) all
four datasets listed in Section 5.1; and (ii) both datasets pre-
sented in this section. This results in a “dataset of datasets”
D2 of 2.2M images and 2129 classes.
Overlap between PA and PV . We compute overlap be-
tween labels of the blackbox (K, e.g., 256 Caltech classes)
and the adversary’s dataset (Z, e.g., 1k ILSVRC classes) as:
100× |K ∩ Z|/|K|. Based on the overlap between the two
image distributions, we categorize PA as:
1. PA = PV : Images queried are identical to the ones
used for training FV . There is a 100% overlap.
2. Closed-world (PA = D2): Blackbox train data PV
is a subset of the image universe PA. There is a 100%
overlap.
3. Open-world (PA ∈ {ILSVRC, OpenImages}): Any
overlap between PV and PA is purely coinciden-
tal. Overlaps are: Caltech256 (42% ILSVRC, 44%
OpenImages), CUBS200 (1%, 0.5%), Indoor67 (15%,
6%), and Diabetic5 (0%, 0%).
5.2.2 Adaptive Strategy
In the adaptive strategy (Section 4.1.2), we make use of
auxiliary information (labels) in the adversary’s data PA to
guide the construction of the transfer set. We represent these
labels as the leaf nodes in the coarse-to-fine concept hier-
archy tree. The root node in all cases is a single concept
“entity”. We obtain the rest of the hierarchy as follows: (i)
D2: we add as parents the dataset the images belong to; (ii)
ILSVRC: for each of the 1K labels, we obtain 30 coarse
labels by clustering the mean visual features of each label
obtained using 2048-dim pool features of an ILSVRC pre-
trained Resnet model; (iii) OpenImages: We use the exact
hierarchy provided by the authors.
6. Results
We now discuss the experimental results.
Training Phases. The knockoff models are trained in two
phases: (a) Online: during transfer set construction (Section
4.1); followed by (b) Offline: the model is retrained using
transfer set obtained thus far (Section 4.2). All results on
knockoff are reported after step (b).
Evaluation Metric. We evaluate two aspects of the knock-
off: (a) Top-1 accuracy: computed on victim’s held-out test
data DtestV (b) sample-efficiency: best performance achieved
after a budget of B queries. Accuracy is reported in two
forms: absolute (x%) or relative to blackbox FV (x×).
In each of the following experiments, we evaluate our
approach with identical hyperparameters across all black-
boxes, highlighting the generalizability of model function-
ality stealing.
6.1. Transfer Set Construction
In this section, we analyze influence of transfer set
{(xi, FV (xi)} on the knockoff. For simplicity, for the re-
mainder of this section we fix the architecture of the victim
and knockoff to a Resnet-34 [14].
Reference: PA = PV (KD). From Table 2 (second row),
we observe: (i) all knockoff models recover 0.92-1.05×
performance of FV ; (ii) a better performance than FV itself
(e.g., 3.8% improvement on Caltech256) due to regulariz-
ing effect of training on soft-labels [15].
Can we learn by querying randomly from an indepen-
dent distribution? Unlike KD, the knockoff is now trained
and evaluated on different image distributions (PA and PV
respectively). We first focus on the random strategy, which
does not use any auxiliary information.
We make the following observations from Table 2
(random): (i) closed-world: the knockoff is able to rea-
sonably imitate all the blackbox models, recovering 0.84-
0.97× blackbox performance; (ii) open-world: in this chal-
lenging scenario, the knockoff model has never encountered
images of numerous classes at test-time e.g., >90% of the
bird classes in CUBS200. Yet remarkably, the knockoff is
able to obtain 0.81-0.96× performance of the blackbox.
Moreover, results marginally vary (at most 0.04×) between
ILSVRC and OpenImages, indicating any large diverse set
of images makes for a good transfer set.
Upon qualitative analysis, we find the image and pseudo-
label pairs in the transfer set are semantically incoherent
(Fig. 6a) for output classes non-existent in training images
random adaptive
PA Caltech256 CUBS200 Indoor67 Diabetic5 Caltech256 CUBS200 Indoor67 Diabetic5
PV (FV ) 78.8 (1×) 76.5 (1×) 74.9 (1×) 58.1 (1×) - - - -
PV (KD) 82.6 (1.05×) 70.3 (0.92×) 74.4 (0.99×) 54.3 (0.93×) - - - -
Closed D2 76.6 (0.97×) 68.3 (0.89×) 68.3 (0.91×) 48.9 (0.84×) 82.7 (1.05×) 74.7 (0.98×) 76.3 (1.02×) 48.3 (0.83×)
Open ILSVRC 75.4 (0.96×) 68.0 (0.89×) 66.5 (0.89×) 47.7 (0.82×) 76.2 (0.97×) 69.7 (0.91×) 69.9 (0.93×) 44.6 (0.77×)OpenImg 73.6 (0.93×) 65.6 (0.86×) 69.9 (0.93×) 47.0 (0.81×) 74.2 (0.94×) 70.1 (0.92×) 70.2 (0.94×) 47.7 (0.82×)
Table 2: Accuracy on test sets. Accuracy of blackbox FV indicated in gray and knockoffs FA in black. KD = Knowledge Distillation.
Closed- and open-world accuracies reported at B=60k.
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Figure 5: Performance of the knockoff at various budgets. Presented for various choices of adversary’s image distribution (PA) and
sampling strategy pi. represents accuracy of blackbox FV and represents chance-level performance.
PA. However, when relevant images are presented at test-
time (Fig. 6b), the adversary displays strong performance.
Furthermore, we find the top predictions by knockoff rele-
vant to the image e.g., predicting one comic character (su-
perman) for another.
How sample-efficient can we get? Now we evaluate
the adaptive strategy (discussed in Section 4.1.2). Note
that we make use of auxiliary information of the images in
these tasks (labels of images in PA). We use the reward
set which obtained the best performance in each scenario:
{certainty} in closed-world and {certainty, diversity, loss}
in open-world.
From Figure 5, we observe: (i) closed-world: adaptive
is extremely sample-efficient in all but one case. Its
performance is comparable to KD in spite of samples
drawn from a 36-188× larger image distribution. We
find significant sample-efficiency improvements e.g., while
CUBS200-random reaches 68.3% at B=60k, adaptive
achieves this 6× quicker at B=10k. We find compara-
bly low performance in Diabetic5 as the blackbox ex-
hibits confident predictions for all images resulting in poor
feedback signal to guide policy; (ii) open-world: although
we find marginal improvements over random in this chal-
lenging scenario, they are pronounced in few cases e.g.,
1.5× quicker to reach an accuracy 57% on CUBS200 with
OpenImages. (iii) as an added-benefit apart from sample-
efficiency, from Table 2, we find adaptive display im-
proved performance (up to 4.5%) consistently across all
choices of FV .
What can we learn by inspecting the policy? From previ-
ous experiments, we observed two benefits of the adaptive
strategy: sample-efficiency (although more prominent in
the closed-world) and improved performance. The policy pit
learnt by adaptive (Section 4.1.2) additionally allows us to
understand what makes for good images to query. pit(z) is
a discrete probability distribution indicating preference over
action z. Each action z in our case corresponds to labels in
the adversary’s image distribution.
We visualize pit(z) in Figure 7, where each bar repre-
sents an action and its color, the parent in the hierarchy.
We observe: (i) closed-world (Fig. 7 top): actions sampled
with higher probabilities consistently correspond to output
classes of FV . Upon analyzing parents of these actions (the
dataset source), the policy also learns to sample images for
the output classes from an alternative richer image source
e.g., “ladder” images in Caltech256 sampled from Open-
Images instead; (ii) open-world (Fig. 7 bottom): unlike
closed-world, the optimal mapping between adversary’s ac-
tions to blackbox’s output classes is non-trivial and unclear.
However, we find top actions typically correspond to output
classes of FV e.g., indigo bunting. The policy, in addition,
learns to sample coarser actions related to the FV ’s task e.g.,
predominantly drawing from birds and animals images to
knockoff CUBS200.
What makes for a good reward? Using the adaptive
sampling strategy, we now address influence of three re-
wards (discussed in Section 4.1.2). We observe: (i) closed-
world (Fig. 8 left): All reward signals in adaptive helps
with the sample efficiency over random. Reward cert
(which encourages exploitation) provides the best feedback
<latexit sha1_base64="hxlY4mPthYhOm4tFnDsLuZ0FQ6E=">AAAEanicfVPNbtNAEN42AUr4S8sBoV4sQqXSQxQjJJC4VKIHJIQoqGmD4lCNN5N0lV3b2h03CSs/DVd4IN6Bh2AdW5A4UVeydvx938zszM6GiRSGOp3fW9u1+q3bd3buNu7df/DwUXN379zEqebY5bGMdS8Eg1JE2CVBEnuJRlChxItw8i7nL65RGxFHZzRPcKBgHImR4EAOumw+CQhnZA/hhXemITIj1J5Byi6brU67s1jeuuGXRouV6/Ryt/Y2GMY8VRgRl2BM3+8kNLCgSXCJWSNIDSbAJzDGvjMjUGgGdlFB5h04ZOiNYu2+iLwFuuxhQRkzV6FTKqArU+VycBPXT2n0ZmBFlKSEES8SjVLpUezl7fCGQiMnOXcGcC3cWT1+BRo4uaY1DrzlWIYPbJ4hge/xSj2WhCvGQRojnPJYKYiGRwHREEeQSrJSEa16hKrynwON4L+7DYZAkNkgz8hB2pMsW+XDyXiF/lZcZQ5XlG4gZCkNQ/ulSjv32VKk3gZ+vsR/rfL5QY0rBG8KIiFEWVUtQi03zQbXyLO+P3DlKdvyq1Fcx3Q+nv+K6a4dVgo3gSuaD1WNyzHNFhmmG6hZQc02UPOCmmf5XZ2gm3ONH12STwlqoFgf2QD0WIELUe43yURUyNzunptffVzrxvnLtu/sz69ax+3y4e2wffaMHTKfvWbH7D07ZV3GWcZ+sJ/sV+1Pfa/+tL5fSLe3Sp/HbGXVn/8F8EiL2Q==</latexit>
<latexit sha1_base64="nSwIrIrJQ80GyHfW5uMnI2IwlOg=">AAAEZnicfVPNbtNAEN42AUqANqVCHLhYRJVKD1WMkEDiUokekBCioKYNik20Xk/SVXZta3fcxKz8LFzhkXgDHoN1bEHsRF3J2vF83/zuTJAIrrHf/7213WrfuXtv537nwcNHu3vd/ceXOk4VgwGLRayGAdUgeAQD5ChgmCigMhBwFczeFfjVDSjN4+gCswR8SacRn3BG0arG3QMPYYHmKHjhXIBGRwPm426vf9JfHmddcCuhR6pzPt5vvfXCmKUSImSCaj1y+wn6hirkTEDe8VINCWUzOoWRFSMqQftmmX3uHFpN6ExiZb8InaV21cJQqXUmA8uUFK91EyuUm7BRipM3vuFRkiJErAw0SYWDsVO0wgm5AoYiswJlittcHXZNFWVoG9Y5dFZ9aeabIkJCv8e1egxyW4xVKYhgzmIpaRQee4ghTGgq0AiJWLcIZOO/UHS8/+bGCynS3HhFREaFOcvzOh7MpjX4W/mMhbrBtMMgKmoQmC9N2JovVjwNN+DZCv61iReJalsI3OZE0ABEk7V0tdo0490Ay0eub8uTpuc2vdiOqWI8/xUzWEtWcDuBNc6HJsfGmOfLCPMN0KKEFhugrISyvHirM7BzruCjDfIpAUUxVsfGo2oqqXVR3bfReFTS7G3XzW0u17pw+fLEtfLnV73Tk2rxdsgz8pwcEZe8JqfkPTknA8JIRn6Qn+RX6097t/2k/bSkbm9VNgekdtrOX8BLig0=</latexit>
H. Sparrow: 0.73 
Gadwall: 0.08 
T. Sparrow: 0.06
H. Sparrow: 0.41 
Frigate bird: 0.06 
B. Cowbird: 0.05
H. Sparrow: 0.81 
WC. Sparrow: 0.04 
WT. Sparrow: 0.03
M. Warbler: 0.17 
H. Sparrow: 0.14 
D. E. Junco: 0.10
Gym: 0.98 
Locker room: 0.01 
Bowling: 0.004
Gym: 0.724 
Museum: 0.20 
Studio Music: 0.02
Gym: 0.98 
Airport Inside: 0.0 
TV Studio: 0.00
Hairsalon: 0.23 
Gym: 0.17 
Office: 0.11
Proliferative: 0.99 
Moderate: 0.006 
No DR: 0.003
Proliferative: 0.6 
Severe: 0.24 
Moderate: 0.13
Proliferative: 0.99 
Moderate: 0.003 
No DR: 0.002
Severe: 0.42 
Proliferative: 0.35 
Moderate: 0.15
H. Simpson: 0.81 
Refrigerator: 0.07 
Strain glass: 0.01
H. Simpson: 0.41 
Backpack: 0.09 
Gas Pump: 0.09
H. Simpson: 0.99 
Cartman: 0.00 
Stained glass: 0.0
Superman: 0.42 
H. Simpson: 0.40 
Backpack: 0.08
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Figure 6: Qualitative Results. (a) Samples from the transfer set ({(xi, FV (xi))},xi ∼ PA(X)) displayed for four output classes (one
from each blackbox): ‘Homer Simpson’, ‘Harris Sparrow’, ‘Gym’, and ‘Proliferative DR’. (b) With the knockoff FA trained on the transfer
set, we visualize its predictions on victim’s test set ({(xi, FA(xi))},xi ∼ DtestV ). Ground truth labels are underlined. Objects from these
classes, among numerous others, were never encountered while training FA.
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Figure 7: Policy pi learnt by the adaptive approach. Each bar
represents preference for action z. Top 30 actions (out of 2.1k and
1k) are displayed. Colors indicate parent of action in hierarchy.
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Figure 8: Reward Ablation. cert: certainty, uncert: uncertainty,
div: diversity, L: loss, none: no reward (random strategy).
signal. Including other rewards (cert+div+L) slightly de-
teriorates performance, as they encourage exploration over
related or unseen actions – which is not ideal in a closed-
world. Reward uncert, a popular measure used in AL liter-
ature [3, 9, 39] underperforms in our setting since it encour-
ages uncertain (in our case, irrelevant) images. (ii) open-
world (Fig. 8 right): All rewards display only none-to-
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Figure 9: Truncated Posteriors. Influence of training knockoff
with truncated posteriors.
marginal improvements for all choices of FV , with the high-
est improvement in CUBS200 using cert+div+L. How-
ever, we notice an influence on learnt policies where adopt-
ing exploration (div + L) with exploitation (cert) goals
result in a softer probability distribution pi over the action
space and in turn, encouraging related images.
Can we train knockoffs with truncated blackbox outputs?
So far, we found adversary’s attack objective of knocking
off blackbox models can be effectively carried out with min-
imal assumptions. Now we explore the influence of vic-
tim’s defense strategy of reducing informativeness of black-
box predictions to counter adversary’s model stealing at-
tack. We consider two truncation strategies: (a) top-k: top-
k (out of K) unnormalized posterior probabilities are re-
tained, while rest are zeroed-out; (b) rounding r: posteriors
are rounded to r decimals e.g., round(0.127, r=2) = 0.13.
In addition, we consider the extreme case “argmax”, where
only index k = arg maxk yk is returned.
From Figure 9 (with K = 256), we observe: (i) truncat-
ing yi – either using top-k or rounding – slightly impacts the
knockoff performance, with argmax achieving 0.76-0.84×
accuracy of original performance for any budgetB; (ii) top-
k: even small increments of k significantly recovers the
original performance – 0.91× at k = 2 and 0.96× at k = 5;
(iii) rounding: recovery is more pronounced, with 0.99×
original accuracy achieved at just r = 2. We find model
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Figure 10: Architecture choices. FV (left: Resnet-34 and right:
VGG-16) and FA (lines in each plot).
functionality stealing minimally impacted by reducing in-
formativeness of blackbox predictions.
6.2. Architecture choice
In the previous section, we found model functionality
stealing to be consistently effective while keeping the ar-
chitectures of the blackbox and knockoff fixed. Now we
study the influence of the architectural choice FA vs. FV .
How does the architecture of FA influence knockoff per-
formance? We study the influence using two choices of
the blackbox FV architecture: Resnet-34 [14] and VGG-
16 [41]. Keeping these fixed, we vary architecture of the
knockoff FA by choosing from: Alexnet [21], VGG-16
[41], Resnet-{18, 34, 50, 101} [14], and Densenet-161 [16].
From Figure 10, we observe: (i) performance of the
knockoff ordered by model complexity: Alexnet (lowest
performance) is at one end of the spectrum while sig-
nificantly more complex Resnet-101/Densenet-161 are at
the other; (ii) performance transfers across model fami-
lies: Resnet-34 achieves similar performance when stealing
VGG-16 and vice versa; (iii) complexity helps: selecting a
more complex model architecture of the knockoff is bene-
ficial. This contrasts KD settings where the objective is to
have a more compact student (knockoff) model.
6.3. Stealing Functionality of a Real-world Black-
box Model
Now we validate model functionality stealing on a pop-
ular image analysis API. Such image recognition services
are gaining popularity allowing users to obtain image-
predictions for a variety of tasks at low costs ($1-2 per 1k
queries). These image recognition APIs have also been
used to evaluate other attacks e.g., adversarial examples
[4, 18, 23]. We focus on a facial characteristics API which
given an image, returns attributes and confidences per face.
Note that in this experiment, we have semantic information
of blackbox output classes.
Collecting PA. The API returns probability vectors per
face in the image and thus, querying irrelevant images leads
to a wasted result with no output information. Hence, we
use two face image sets PA for this experiment: CelebA
(220k images) [24] and OpenImages-Faces (98k images).
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Figure 11: Knocking-off a real-world API. Performance of the
knockoff achieved with two choices of PA.
We create the latter by cropping faces (plus margin) from
images in the OpenImages dataset [22].
Evaluation. Unlike previous experiments, we cannot ac-
cess victim’s test data. Hence, we create test sets for each
image set by collecting and manually screening seed anno-
tations from the API on ∼5K images.
How does this translate to the real-world? We model
two variants of the knockoff using the random strategy
(adaptive is not used since no relevant auxiliary informa-
tion of images are available). We present each variant using
two choices of architecture FA: a compact Resnet-34 and
a complex Resnet-101. From Figure 11, we observe: (i)
strong performance of the knockoffs achieving 0.76-0.82×
performance as that of the API on the test sets; (ii) the di-
verse nature OpenImages-Faces helps improve generaliza-
tion resulting in 0.82× accuracy of the API on both test-
sets; (iii) the complexity of FA does not play a significant
role: both Resnet-34 and Resnet-101 show similar perfor-
mance indicating a compact architecture is sufficient to cap-
ture discriminative features for this particular task.
We find model functionality stealing translates well to
the real-world with knockoffs exhibiting a strong perfor-
mance. The knockoff circumvents monetary and labour
costs of: (a) collecting images for the task; (b) obtaining
expert annotations; and (c) tuning a model. As a result, an
inexpensive knockoff is trained which exhibits strong per-
formance, using victim API queries amounting to only $30.
7. Conclusion
We investigated the problem of model functionality
stealing where an adversary transfers the functionality of a
victim model into a knockoff via blackbox access. In spite
of minimal assumptions on the blackbox, we demonstrated
the surprising effectiveness of our approach. Finally, we
validated our approach on a popular image recognition API
and found strong performance of knockoffs. We find func-
tionality stealing poses a real-world threat that potentially
undercuts an increasing number of deployed ML models.
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B. Extended Descriptions
In this section, we provide additional detailed descrip-
tions and implementation details.
B.1. Black-box models
We supplement Section 5.1 by providing extended de-
scriptions of the blackboxes listed in Table 1. Each black-
box FV is trained on one particular image classification
dataset.
Black-box 1: Caltech256 [12]. Caltech-256 is a popu-
lar dataset for general object recognition gathered by down-
loading relevant examples from Google Images and manu-
ally screening for quality and errors. The dataset contains
30k images covering 256 common object categories.
Black-box 2: CUBS200 [47]. A fine-grained bird-classifier
is trained on the CUBS-200-2011 dataset. This dataset con-
tains roughly 30 train and 30 test images for each of 200
species of birds. Due to the low intra-class variance, col-
lecting and annotating images is challenging even for expert
bird-watchers.
Black-box 3: Indoor67 [35]. We introduce another fine-
grained task of recognizing 67 types of indoor scenes. This
PV
PA
Caltech256
(K=256)
CUBS200
(K=200)
Indoor67
(K=67)
Diabetic5
(K=5)
ILSVRC (Z=1000) 108 (42%) 2 (1%) 10 (15%) 0 (0%)
OpenImages (Z=601) 114 (44%) 1 (0.5%) 4 (6%) 0 (0%)
Table 3: Overlap between PA and PV .
dataset consists of 15.6k images collected from Google Im-
ages, Flickr, and LabelMe.
Black-box 4: Diabetic5 [1]. Diabetic Retinopathy (DR)
is a medical eye condition characterized by retinal damage
due to diabetes. Cases are typically determined by trained
clinicians who look for presence of lesions and vascular ab-
normalities in digital color photographs of the retina cap-
tured using specialized cameras. Recently, a dataset of such
35k retinal image scans was made available as a part of a
Kaggle competition [1]. Each image is annotated by a clini-
cian on a scale of 0 (no DR) to 4 (proliferative DR). This
highly-specialized biomedical dataset also presents chal-
lenges in the form of extreme imbalance (largest class con-
tains 30× as the smallest one).
B.2. Overlap: Open-world
In this section, we supplement Section 5.2.1 in the main
paper by providing more details on how overlap was cal-
culated in the open-world scenarios. We manually com-
pute overlap between labels of the blackbox (K, e.g., 256
Caltech classes) and the adversary’s dataset (Z, e.g., 1k
ILSVRC classes) as: 100 × |K ∩ Z|/|K|. We denote two
labels k ∈ K and z ∈ Z to overlap if: (a) they have
the same semantic meaning; or (b) z is a type of k e.g.,
z = “maltese dog” and k = “dog”. The exact numbers are
provided in Table 3. We remark that this is a soft-lower
bound. For instance, while ILSVRC contains “Humming-
bird” and CUBS-200-2011 contains three distinct species
of hummingbirds, this is not counted towards the overlap as
the adversary lacks annotated data necessary to discriminate
among the three species.
B.3. Dataset Aggregation
All datasets used in the paper (expect OpenImages) have
been used in the form made publicly available by the au-
thors. We use a subset of OpenImages due to storage con-
straints imposed by its massive size (9M images). The de-
scription to obtain these subsets are provided below.
OpenImages. We retrieve 2k images for each of the 600
OpenImages [22] “boxable” categories, resulting in 554k
unique images. ∼19k images are removed for either being
corrupt or representing Flickr’s placeholder for unavailable
images. This results in a total of 535k unique images.
OpenImages-Faces. We download all images (422k) from
OpenImages [22] with label “/m/0dzct: Human face”
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Figure 12: Training on GT vs. KD. Extension of Figure 5. We compare sample efficiency of first two rows in Table 2: “PV (FV )”
(training with GT data) and “PV (KD)” (training with soft-labels of GT images produced by FV )
using the OID tool [46]. The bounding box annotations are
used to crop faces (plus a margin of 25%) containing at least
180×180 pixels. We restrict to at most 5 faces per image to
maintain diversity between train/test splits. This results in a
total of 98k faces images.
B.4. Additional Implementation Details
In this section, we provide implementation details to sup-
plement discussions in the main paper.
Training FV = Diabetic5. Training this victim
model is identical to other blackboxes except for one as-
pect: weighted loss. Due to the extreme imbalance between
classes of the dataset, we weigh each class as follows. Let
nk denote the number of images belonging to class k and
let nmin = mink nk. We weigh the loss for each class k
as nmin/nk. From our experiments with weighted loss, we
found approximately 8% absolute improvement in overall
accuracy on the test set. However, the training of knock-
offs of all blackboxes are identical in all aspects, including
a non-weighted loss irrespective of the victim blackbox tar-
geted.
Creating ILSVRC Hierarchy. We represent the 1k labels
of ILSVRC as a hierarchy Figure 4b in the form: root node
“entity” → N coarse nodes → 1k leaf nodes. We obtain
N (30 in our case) coarse labels as follows: (i) a 2048-d
mean feature vector representation per 1k labels is obtained
using an Imagenet-pretrained ResNet ; (ii) we cluster the 1k
features into N clusters using scikit-learn’s [33] implemen-
tation of agglomerative clustering; (iii) we obtain semantic
labels per cluster (i.e., coarse node) by finding the common
parent in the Imagenet semantic hierarchy.
Adaptive Strategy. Recall from Section 6, we train the
knockoff in two phases: (a) Online: during transfer set con-
struction; followed by (b) Offline: the model is retrained
using transfer set obtained thus far. In phase (a), we train
FA with SGD (with 0.5 momentum) with a learning rate of
0.0005 and batch size of 4 (i.e., 4 images sampled at each
t). In phase (b), we train the knockoff FA from scratch on
the transfer set using SGD (with 0.5 momentum) for 100
epochs with learning rate of 0.01 decayed by a factor of 0.1
every 60 epochs.
C. Extensions of Existing Results
In this section, we present extensions of existing results
discussed in the main paper.
C.1. Qualitative Results
Qualitative results to supplement Figure 6 are provided
in Figures 13-16. Each row in the figures correspond to
an output class of the blackbox whose images the knockoff
has never encountered before. Images in the “transfer set”
column were randomly sampled from ILSVRC [8, 37]. In
contrast, images in the “test set” belong to the victim’s test
set (Caltech256, CUBS-200-2011, etc.).
C.2. Sample Efficiency: Training Knockoffs on GT
We extend Figure 5 in the main paper to include train-
ing on the same ground-truth data used to train the black-
boxes. This extension “PV (FV )” is illustrated in Figure
12, displayed alongside KD approach. The figure repre-
sents the sample-efficiency of the first two rows of 2. Here
we observe: (i) comparable performance in all but one case
(Diabetic5, discussed shortly) indicating KD is an effec-
tive approach to train knockoffs; (ii) we find KD achieve
better performance in Caltech256 and Diabetic5 due to
regularizing effect of training on soft-labels [15] on an im-
balanced dataset.
C.3. Policies learnt by Adaptive
We inspected the policy pi learnt by the adaptive strat-
egy in Section 6.1. In this section, we provide policies over
all blackboxes in the closed- and open-world setting. Fig-
ures 17a and 17c display probabilities of each action z ∈ Z
at t = 2500.
Since the distribution of rewards is non-stationary, we
visualize the policy over time in Figure 17b for CUBS200
in a closed-world setup. From this figure, we observe an
evolution where: (i) at early stages (t ∈ [0, 2000]), the
Transfer Set Test Set
Buddha: 0.65
Boxing glove: 0.07
Jesus Christ: 0.034
Buddha: 0.49
Cake: 0.06
Minotaur: 0.05
Buddha: 0.28
Minotaur: 0.09
Dog: 0.09
Buddha: 0.68
Tombstone: 0.07
Elephant: 0.04
Buddha: 0.5
Minaret: 0.08
Tower Pisa: 0.05
People: 0.26
Buddha: 0.25
T-shirt: 0.14
Floppy-disk: 0.77
Socks: 0.04
Mattress: 0.03
Floppy-disk: 0.46
iPod: 0.18
CD: 0.06
Floppy-disk: 0.18
Flashlight: 0.08
Pez-dispenser: 0.07
Floppy-disk: 0.74
Necktie: 0.04
Video Projec.: 0.02
Floppy-disk: 0.61
Socks: 0.02
Teddy bear: 0.02
iPod: 0.49
Floppy-disk: 0.08
CD: 0.04
Tomato: 0.96
Grapes: 0.01
Boxing glove: 0.00
Tomato: 0.43
Welding mask: 0.12
Bowling ball: 0.01
Tomato: 0.27
Dice: 0.18
Stained glass: 0.01
Tomato: 0.94
Boxing glove: 0.04
Bowling ball: 0.00
Tomato: 0.41
Cactus: 0.07
Iguana: 0.6
Mushroom: 0.17
Tomato: 0.10
Birdbath: 0.07
Figure 13: Qualitative results: Caltech256. Extends Figure 6 in the main paper. GT labels are underlined, correct knockoff top-1
predictions in green and incorrect in red.
Transfer Set Test Set
Gadwall: 0.65
Nighthawk: 0.06
Horned Lark: 0.05
Gadwall: 0.31
B. Swallow: 0.14
N. Flicker: 0.12
Gadwall: 0.14
Chuck. Widow: 0.13
Swain. Warbler: 0.1
Gadwall: 0.95
Mallard: 0.01
Rb. Merganser: 0.00
Gadwall: 0.44
Mallard: 0.15
Rb. Merganser: 0.11
Pom. Jaeger: 0.16
Black Tern: 0.11
Herring Gull: 0.07
Lin. Sparrow: 0.82
Ovenbird: 0.07
House Sparrow: 0.03
Lin. Sparrow: 0.49
Mockingbird: 0.18
N. Waterthrush: 0.07
Lin. Sparrow: 0.32
Song Sparrow: 0.06
Tree Sparrow: 0.05
Lin. Sparrow: 0.64
Hen. Sparrow: 0.05
Clay c. Sparrow: 0.03
Lin. Sparrow: 0.50
Song Sparrow: 0.24
Hen. Sparrow: 0.04
Hen. Sparrow: 0.28
Ovenbird: 0.11
Lin. Sparrow: 0.10
Cactus Wren: 0.95
W. Meadowlark: 0.02
Lin. Sparrow: 0.00
Cactus Wren: 0.88
Geococcyx: 0.04
W. Meadowlark: 0.03
Cactus Wren: 0.33
N. Flicker: 0.28
Lin. Sparrow: 0.07
Cactus Wren: 0.86
Rock Wren: 0.02
R. Blackbird: 0.01
Cactus Wren: 0.82
N. Flicker: 0.02
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Figure 14: Qualitative results: CUBS200. Extends Figure 6 in the main paper.
Transfer Set Test Set
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Casino: 0.38
Airport ins.: 0.35
Bowling: 0.05
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Bar: 0.18
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Toystore: 0.00
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Toystore: 0.08
Bar: 0.01
Restaurant: 0.46
Bar: 0.24
Airport ins.: 0.07
Ins. Subway: 0.87
Video store: 0.11
Dental office: 0.01
Ins. Subway: 0.59
Florist: 0.12
Greenhouse: 0.06
Ins. Subway: 0.37
Airport ins.: 0.12
Train station: 0.08
Ins. Subway: 0.96
Casino: 0.02
Museum: 0.01
Ins. Subway: 0.86
Train station: 0.07
Subway: 0.05
Corridor: 0.45
Ins. Subway: 0.11
Bar: 0.09
Prison cell: 0.52
Elevator: 0.20
Airport ins.: 0.11
Prison cell: 0.23
Museum: 0.19
Nursery: 0.17
Prison cell: 0.21
Museum: 0.12
Airport ins.: 0.11
Prison cell: 0.83
Kitchen: 0.03
Locker room: 0.03
Prison cell: 0.52
Subway: 0.08
Nursery: 0.07
Wine cellar: 0.31
Prison cell: 0.17
Staircase: 0.09
Figure 15: Qualitative results: Indoor67. Extends Figure 6 in the main paper. GT labels are underlined, correct top-1 knockoff
predictions in green and incorrect in red.
Transfer Set Test Set
No DR: 0.73
Proliferative: 0.12
Moderate: 0.08
No DR: 0.48
Mild: 0.36
Moderate: 0.16
No DR: 0.30
Moderate: 0.29
Proliferative: 0.28
No DR: 0.50
Mild: 0.33
Moderate: 0.13
No DR: 0.36
Mild: 0.33
Moderate: 0.28
Mild: 0.53
No DR: 0.43
Moderate: 0.03
Moderate: 0.69
No DR: 0.31
Mild: 0.01
Moderate: 0.63
No DR: 0.15
Severe: 0.13
Moderate: 0.35
Mild: 0.32
No DR: 0.22
Moderate: 0.48
Mild: 0.316
No DR: 0.21
Moderate: 0.35
Mild: 0.31
No DR: 0.23
No DR: 0.36
Mild: 0.33
Moderate: 0.26
Severe: 0.73
Proliferative: 0.23
Moderate: 0.04
Severe: 0.70
Proliferative: 0.30
Moderate: 0.00
Severe: 0.53
Mild: 0.16
Moderate: 0.15
Severe: 0.57
Moderate: 0.23
Proliferative: 0.19
Severe: 0.41
Proliferative: 0.29
Moderate: 0.24
Moderate: 0.62
Severe: 0.16
Mild: 0.13
Figure 16: Qualitative results: Diabetic5. Extends Figure 6 in the main paper.
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(a) Closed world.
Policy: D^2 - evolution over time
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(b) Closed world. Analyzing policy over time t for CUBS200.
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Figure 17: Policies learnt by adaptive strategy. Supplements Figure 7 in the main paper.
approach samples (without replacement) images that over-
laps with the victim’s train data; and (ii) at later stages
(t ∈ [2000, 4000]), since the overlapping images have been
exhausted, the approach explores related images from other
datasets e.g., “ostrich”, “jaguar”.
C.4. Reward Ablation
The reward ablation experiment 8 for the remaining
datasets are provided in Figure 18. We make similar ob-
servations as before for Indoor67. However, since FV =
Diabetic5 demonstrates confident predictions in all im-
ages (discussed in 563-567), we find little-to-no improve-
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Figure 18: Reward Ablation. Supplements Figure 8 in the main
paper.
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Figure 19: Per class evaluation. Per-class evaluation split into
seen and unseen classes.
ment for knockoffs of this victim model.
D. Auxiliary Experiments
In this section, we present experiments to supplement
existing results in the main paper.
D.1. Seen and Unseen classes
We now discuss evaluation to supplement Section 5.2.1
and Section 6.
In 6.1 we highlighted strong performance of the knock-
off even among classes that were never encountered (see Ta-
ble 3 for exact numbers) during training. To elaborate, we
split the blackbox output classes into “seen” and “unseen”
categories and present mean per-class accuracies in Figure
19. Although we find better performance on classes seen
while training the knockoff, performance of unseen classes
is remarkably high, with the knockoff achieving >70% per-
formance in both cases.
D.2. Adaptive: With and without hierarchy
The adaptive strategy presented in Section 4.1.2 uses
a hierarchy discussed in Section 5.2.2. As a result, we ap-
proached this as a hierarchical multi-armed bandit problem.
Now, we present an alternate approach adaptive-flat,
without the hierarchy. This is simply a multi-armed bandit
problem with |Z| arms (actions).
Figure 20 illustrates the performance of these approaches
using PA = D2 (|Z| = 2129) and rewards {certainty, diver-
sity, loss}. We observe adaptive consistently outperforms
adaptive-flat. For instance, in CUBS200, adaptive is
2× more sample-efficient to reach accuracy of 50%. We
find the hierarchy helps the adversary (agent) better navi-
gate the large action space.
D.3. Semi-open World
The closed-world experiments (PA = D2) presented in
Section 6.1 and discussed in Section 5.2.1 assumed access
to the image universe. Thereby, the overlap between PA and
PV was 100%. Now, we present an intermediate overlap
scenario semi-open world by parameterizing the overlap
as: (i) τd: The overlap between images PA and PV is 100×
τd; and (ii) τk: The overlap between labelsK andZ is 100×
τk. In both these cases τd, τk ∈ (0, 1] represents the fraction
of PA used. τd = τk = 1 depicts the closed-world scenario
discussed in Section 6.1.
From Figure 21, we observe: (i) the random strategy
is unaffected in the semi-open world scenario, displaying
comparable performance for all values of τd and τk; (ii) τd:
knockoff obtained using adaptive obtains strong perfor-
mance even with low overlap e.g., a difference of at most
3% performance in Caltech256 even at τd = 0.1; (iii)
τk: although the adaptive strategy is minimally affected
in few cases (e.g., CUBS200), we find the performance drop
due to a pure exploitation (certainty) that is used. We ob-
served recovery in performance by using all rewards indi-
cating exploration goals (diversity, loss) are necessary when
transitioning to an open-world scenario.
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Figure 20: Hierarchy. Evaluating adaptive with and without hierarchy using PA = D2. represents accuracy of blackbox FV and
represents chance-level performance.
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Figure 21: Semi-open world: τd and τk.
