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1. Introduction
In this paper, we consider self-adjoint extensions for the following second-order symmetric linear
difference equation:
− ∇(p(t)x(t)) + q(t)x(t) = λw(t)x(t), t ∈ I, (1.1λ)
where I is the integer set {t}bt=a,a is aﬁnite integeror−∞andb is aﬁnite integeror+∞withb − a 3;
 and∇ are the forwardandbackwarddifferenceoperators, respectively, i.e.,x(t) = x(t + 1) − x(t)

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and ∇x(t) = x(t) − x(t − 1); p(t) and q(t) are all real-valued with p(t) /= 0 for t ∈ I, p(a − 1) /= 0
if a is ﬁnite, and p(b + 1) /= 0 if b is ﬁnite; w(t) > 0 for t ∈ I; and λ is a complex spectral parameter.
Eq. (1.1) is the simplest form of formally self-adjoint difference equations. It can be regarded as
a discretization of the one-dimensional Schrödinger equation [13,16]. Its spectrum, limit types, and
self-adjoint extensions have been extensively studied (cf., [1–3,7–9,11–13,15–17,20,21,25] and some
references cited therein). We are interested in a complete characterization of self-adjoint extensions
for it in the present paper.
Characterizations of self-adjoint extensions are fundamental in the study of spectral problems for
symmetric linear differential and difference equations. For a symmetric linear differential equation, its
maximalandminimaloperatorsplayakeyrole in its self-adjointextensioncharacterizations. Theyhave
good properties, including that the minimal operator is a symmetric operator, i.e., a densely deﬁned
Hermitian operator, and its adjoint is equal to the maximal operator under a certain deﬁniteness
condition [5,6,10,14,22,23,26]. However, it is difﬁcult to deﬁne such maximal and minimal operators
for singular symmetric linear difference equations that they have these similar properties. In fact,
corresponding to Eq. (1.1) themaximal operator is not well deﬁned as an operator (i.e., a single-valued
operator), and theminimal operator is a non-densely deﬁnedHermitian operator in the relatedHilbert
space. They are shown in detail as follows.
For convenience, we ﬁrst introduce some notations. The natural difference operator corresponding
to Eq. (1.1) is denoted by
L(x)(t) := −∇(p(t)x(t)) + q(t)x(t), t ∈ I.
ByC,R andZdenote the sets of the complexnumbers, real numbers, and integer numbers, respectively;
and by z¯ denote the complex conjugate of z ∈ C. Introduce the following space:
l2w(I) :=
⎧⎨⎩x = {x(t)}b+1t=a−1 ⊂ C :
b∑
t=a
w(t)|x(t)|2 < +∞
⎫⎬⎭ .
Then l2w(I) is a Hilbert space with the inner product
〈x, y〉 :=
b∑
t=a
w(t)y¯(t)x(t),
where x = y in l2w(I) if and only if ‖x − y‖ = 0, i.e., x(t) = y(t), t ∈ I, while ‖ · ‖ is the induced norm.
For simplicity, we only consider the case that a = 0 and b = +∞ in Eq. (1.1). The corresponding
maximal and pre-minimal operators to Eq. (1.1) were deﬁned in some existing literature (e.g., [11,24])
by
D(H) = {x ∈ l2w[0,+∞) : w−1L(x) ∈ l2w[0,+∞)},
H(x) = w−1L(x), (1.2)
and
D(H00) = {x ∈ D(H) : there exists t0  1 such that
x(−1) = x(0) = x(t) = 0, t  t0 + 1}, (1.3)
H00(x) = w−1L(x),
respectively, and the minimal operator was deﬁned by H0 = H00, where H00 is the closure of H00(H00
was deﬁned as theminimal operator in some references). However,H is notwell deﬁned as anoperator.
In fact, letting f = w−1L(x) for x ∈ D(H), one has
− p(t)x(t + 1) + r(t)x(t) − p(t − 1)x(t − 1) = w(t)f (t), t  0, (1.4)
where r(t) = p(t) + p(t − 1) + q(t). Obviously, f (0) is determined by x(−1), x(0), and x(1). Note
that x(−1) is not weighted in l2w[0,+∞) and p(−1) /= 0. So f (0) is multi-valued. This implies that H
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is multi-valued. In addition, it can be veriﬁed that H00 and H0 are only non-densely deﬁned Hermitian
operators in l2w[0,+∞) (seeTheorem3.3). SoH0 doesnothaveanadjoint operator, and theclassical von
Neumann self-adjoint extension theory and the Glazman–Krein–Naimark (GKN) theory for symmetric
operators are not applicable in the study of self-adjoint extensions of H0.
It is noted that the graphs of H0 and H are (linear) subspaces in the product space l
2
w[0,+∞) ×
l2w[0,+∞). It can be shown that the graph of H0 is a closed Hermitian subspace in the product space
(seeTheorem3.2). Coddingtonextended thevonNeumannself-adjoint extension theory for symmetric
operators to Hermitian subspaces in 1973 [4]. He gave out a sufﬁcient and necessary condition of
existence of self-adjoint subspace (operator) extension for a Hermitian subspace (operator) and a
characterization of the self-adjoint subspace extensions. Recently, applying the Coddington’s results,
we gave a generalization of the GKN theory for symmetric operators to Hermitian subspaces [19].
In the present paper, we shall employ the GKN theory for Hermitian subspaces to study the
self-adjoint subspaces extensions and self-adjoint operator extensions of the minimal operator corre-
sponding to Eq. (1.1), and give a complete characterization of them in terms of boundary conditions,
where the endpoints may be ﬁnite or inﬁnite.
The rest of this paper is organized as follows. In Section 2, some basic concepts and fundamental
results about subspaces and Eq. (1.1) are introduced. In Section 3, the maximal, pre-minimal, and
minimal subspaces in thewhole interval, and the left-handand right-handhalf intervals are introduced
and their properties are studied. It is shown that the minimal subspaces are non-densely deﬁned
Hermitian operators in the corresponding spaces, respectively. The relationship among the defect
indices of theminimal subspaces in thewhole interval, and the left-hand and right-hand half intervals
is studied in Section 4. In Section 5, we pay our attention to self-adjoint subspace extensions of the
minimal subspace in the whole interval. A complete characterization of them is given in terms of
boundary conditions by the GKN theory for Hermitian subspaces. Finally, by applying the results
obtained in Section 5, a complete characterization of self-adjoint operator extensions of the minimal
operator in the whole interval is investigated in Section 6.
2. Preliminaries
In this section, we ﬁrst recall some basic concepts and some useful fundamental results about
subspaces, and then some properties of solutions of Eq. (1.1).
Let X be a complex Hilbert space with inner product 〈·, ·〉. Let T be a linear subspace (brieﬂy,
subspace) in X2. The domain of T , D(T), is deﬁned by
D(T) = {x ∈ X : (x, f ) ∈ T for some f ∈ X},
and the range of T , R(T), is deﬁned by
R(T) = {f ∈ X : (x, f ) ∈ T for some x ∈ X}.
Denote
T(x) = {f ∈ X : (x, f ) ∈ T}.
It is evident that T(0) = {0} if and only if T can determine a unique linear operator from D(T) into X
whose graph is T . For convenience, linear operators in X will always be identiﬁed with subspaces in
X2 via their graphs.
Deﬁnition 2.1 [4]. Let T be a subspace in X2.
(1) Its adjoint, T∗, is deﬁned by
T∗ = {(y, g) ∈ X2 : 〈f , y〉 = 〈x, g〉 for all (x, f ) ∈ T}.
(2) T is said to be a Hermitian subspace if T ⊂ T∗. Further, T is said to be a Hermitian operator if it
is an operator, i.e., T(0) = {0}.
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(3) T is said to be a self-adjoint subspace if T = T∗. Further, T is said to be a self-adjoint operator if
it is an operator.
(4) Let T be a Hermitian subspace. T1 is a self-adjoint subspace extension (brieﬂy, SSE) of T if T ⊂ T1
and T1 is a self-adjoint subspace.
(5) Let T be a Hermitian operator. T1 is a self-adjoint operator extension (brieﬂy, SOE) of T if T ⊂ T1
and T1 is a self-adjoint operator.
We list the following results, which will be repeatedly used in the sequent discussions.
Remark 2.1 [4]
(i) T is a Hermitian subspace if and only if 〈f , y〉 = 〈x, g〉 for all (x, f ), (y, g) ∈ T;
(ii) If T1 is a SSE of T , then T ⊂ T1 ⊂ T∗.
Let T be a subspace in X2 and λ ∈ C. Denote
Nλ(T) := {(x, λx) ∈ T∗}.
Then Nλ(T) is a closed subspace since T
∗ is closed. For convenience, denote N±(T) := N±i(T). Let T
be a closed Hermitian subspace in X2. Then, by [19, Theorem 2.1 and Corollary 2.1], we have
T∗ = T +˙Nλ(T) +˙Nλ¯(T) (direct sum), T∗ = T ⊕ N+(T) ⊕ N−(T). (2.1)
Deﬁnition 2.2 [19, Deﬁnition 2.3]. Let T be a subspace in X2. The subspace R(T − λI)⊥ is called the
defect space of T and λ, and the number β(T, λ) := dim R(T − λI)⊥ is called the defect index of T
and λ.
Let T be aHermitian subspace inX2. By [19, Theorem2.3],β(T, λ) is constant in the upper and lower
half-planes; that is, dimNλ(T) = dimN+(T) for all λ ∈ Cwith λ > 0 and dimNλ(T) = dimN−(T)
for all λ ∈ C with λ < 0. Denote
d+(T) := dimN+(T), d−(T) := dimN−(T).
The pair (d+(T), d−(T)) is called the defect indices of T , and d+(T) and d−(T) are called the positive
and negative defect indices of T , respectively.
The following result is about a relationship between defect indices of two closed Hermitian sub-
spaces, which will be used in Section 4.
Theorem 2.1. Assume that T and S are closed Hermitian subspaces in X2. If S ⊂ T and dim(T  S) = k <
+∞, then
d±(T) = d±(S) − k. (2.2)
Proof. Set
T  S = span{(x1, f1), . . . , (xk, fk)}.
For any λ ∈ C \ R, we have
R(T − λI) = R(S − λI) + span{f1 − λx1, . . . , fk − λxk}. (2.3)
Since T is a Hermitian subspace, it can be easily veriﬁed that each eigenvalue of T is real. This implies
that the sum in (2.3) is a direct one and {fj − λxj}kj=1 are linearly independent byλ /= 0. On the other
hand, by the proof of Lemma 2.3 in [19], R(T0 − λI) is a closed subspace in X if T0 is a closed Hermitian
subspace in X2. So R(T − λI) and R(S − λI) are closed subspaces in X . Hence, one has
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dim R(T − λI)⊥ = dim R(S − λI)⊥ − k,
which implies that β(T, λ) = β(S, λ) − 2. Therefore, (2.2) follows and the proof is complete. 
By noting that the graph of any closed Hermitian operator T in X is a closed Hermitian subspace in
X2, and the positive and negative defect indices of T are equal to those of its graph, respectively, the
following result is a direct consequence of Theorem 2.1.
Corollary 2.1. Assume that T and S are closedHermitian operators inX. If S ⊂ T anddim(D(T)  D(S)) =
k < +∞, then d±(T) = d±(S) − k.
By [4, Theorem 15], a Hermitian subspace T has a SSE in X2 if and only if d+(T) = d−(T), and by
[4, Theorem18], a Hermitian operator T in X has a SOE in X if and only if d+(T) = d−(T). So, we always
assume that T satisﬁes the following condition throughout this section:
d+(T) = d−(T) = d. (2.4)
Now, introduce the following form on X2 × X2:
[(x, f ) : (y, g)] := 〈f , y〉 − 〈x, g〉, (x, f ), (y, g) ∈ X2.
It can be easily veriﬁed that [:] is conjugate bilinear and skew-Hermitian. Then X2 with [:] is a pre-
symplectic space [6].
Deﬁnition 2.3 [19, Deﬁnition 4.1]. Let T be a Hermitian subspace in X2 and satisfy (2.4). A set {βj}dj=1
in X2 is called a GKN-set for the pair of subspaces {T, T∗} if it satisﬁes
(i) βj ∈ T∗, 1 j d;
(ii) β1,β2, . . . ,βd are linearly independent in T
∗ (modulo T);
(iii) [βj : βk] = 0, 1 j, k d.
The following result is the GKN theorem for Hermitian subspaces, which will be used for charac-
terizing the SSEs of Hermitian subspaces.
Lemma 2.1 [19, Theorems 4.1 and 4.2]. Let T be a Hermitian subspace in X2 and satisfy (2.4). A subspace
T1 in X
2 is a SSE of T if and only if there exists a GKN-set {βj}dj=1 for {T, T∗} such that T1 is determined by
T1 = {F ∈ T∗ : [F : βj] = 0, 1 j d}.
To end this section, we give some properties of operator L and solutions of Eq. (1.1).
For briefness in the sequent expressions,we shall introduce the following conventions: for anygiven
integer k, a + k means −∞ in the case of a = −∞ and b + k means +∞ in the case of b = +∞.
Further, denote
(x, y)(t) = p(t)[(y¯(t))x(t) − y¯(t)x(t)], t ∈ {t}bt=a−1.
In the case of a = −∞, if limt→a(x, y)(t) exists and is ﬁnite, then denote the limit by (x, y)(−∞);
and in the other case of b = +∞, if limt→b(x, y)(t) exists and is ﬁnite, then denote the limit by
(x, y)(+∞).
Lemma 2.2 [17, Theorem 2.1]. For any x = {x(t)}b+1t=a−1, y = {y(t)}b+1t=a−1 ⊂ C, and for anym, n ∈ I with
m n,
n∑
t=m
[y¯(t)L(x)(t) − L(y)(t)x(t)] = (x, y)(t)
∣∣∣∣n
t=m−1
.
908 Y. Shi, H. Sun / Linear Algebra and its Applications 434 (2011) 903–930
The following result is a direct consequence of Lemma 2.2.
Lemma 2.3. For each λ ∈ C, let y(·, λ) and z(·, λ¯) be any solutions of equation (1.1λ) and (1.1λ¯), respec-
tively. Then, for any given a − 1 t0  b,
(y(·, λ), z(·, λ¯))(t) = (y(·, λ), z(·, λ¯))(t0), t ∈ I.
3. Maximal and minimal subspaces
In this section, we introduce the corresponding maximal, pre-minimal, and minimal subspaces
to Eq. (1.1) in the whole interval, and the left-hand and right-hand half intervals, and study their
characterizations.
We ﬁrst introduce the following two subspaces in l2w(I) × l2w(I):
H = {(x, f ) ∈ l2w(I) × l2w(I) : L(x)(t) = w(t)f (t), t ∈ I},
H00 = {(x, f ) ∈ H : there exist two integers t˜0, t0 ∈ I with t˜0 < t0
such that x(t) = 0 for t  t˜0 and t  t0},
(3.1)
where H and H00 are called the maximal and pre-minimal subspaces corresponding to L or Eq. (1.1)
respectively.
The endpoints a and b may be ﬁnite or inﬁnite. In order to characterize the SSEs of H0 in a uniﬁed
form, it is needed to introduce the left and right maximal and minimal subspaces. Fix any integer
a < c0 < b. Denote
I1 := {t}t=c0−1t=a , I2 := {t}bt=c0 ,
and by 〈·, ·〉, 〈·, ·〉a, 〈·, ·〉b, ‖ · ‖, ‖ · ‖a, and ‖ · ‖b denote the inner products and norms of l2w(I), l2w(I1),
and l2w(I2), respectively. For briefness, we still denote the inner products and norms of their product
spaces l2w(I) × l2w(I), l2w(I1) × l2w(I1), and l2w(I2) × l2w(I2) by the corresponding samenotations as those
for l2w(I), l
2
w(I1), and l
2
w(I2).
Let Ha and Ha,00 be the left maximal and pre-minimal subspaces deﬁned as in (3.1) with I replaced
by I1, respectively, and let Hb and Hb,00 be the right maximal and pre-minimal subspaces deﬁned as
in (3.1) with I replaced by I2, respectively. The subspaces Ha,0 := Ha,00 and Hb,0 := Hb,00 are called
the left and right minimal subspaces corresponding to L or Eq. (1.1), respectively. By the deﬁnition of
adjoint subspace in Deﬁnition 2.1, one has
H∗0 = H∗00, H∗a,0 = H∗a,00, H∗b,0 = H∗b,00. (3.2)
The rest of this section is divided into three parts.
3.1. Properties of minimal subspaces and their adjoint subspaces
In this section, we pay our attention to some properties of minimal subspacesH0, Ha,0, andHb,0 and
their adjoint subspaces.
Lemma 3.1. For each a + 1 t0  b − 1 (or a + 1 t0  c0 − 2 or c0 + 1 t0  b − 1) and for each
ξ ∈ C, there exists x ∈ D(H00) (or D(Ha,00) or D(Hb,00)) such that x(t0) = ξ and x(t) = 0 for all t /= t0.
Proof. Fix any a + 1 t0  b − 1 and any ξ ∈ C. Consider the following system:
− p(t0 − 1)ξ = w(t0 − 1)v1, r(t0)ξ = w(t0)v2, −p(t0)ξ = w(t0 + 1)v3. (3.3)
Since w(t) > 0 for all t ∈ I, (3.3) has a unique solution {v1, v2, v3}. Set
x(t0) = ξ , x(t) = 0, t /= t0;
f (t0 − 1) = v1, f (t0) = v2, f (t0 + 1) = v3, f (t) = 0, t /= t0 − 1, t0, t0 + 1.
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Then (x, f ) ∈ H00 and x is desired.
The proofs in the other two cases are similar and so they are omitted. The proof is complete. 
Theorem 3.1. H00, Ha,00, and Hb,00 are Hermitian subspaces in l
2
w(I) × l2w(I), l2w(I1) × l2w(I1), and l2w(I2)
× l2w(I2), respectively. Further, H ⊂ H∗00, Ha ⊂ H∗a,00, and Hb ⊂ H∗b,00, and
H∗00 = {(x, f ) ∈ l2w(I) × l2w(I) : L(x)(t) = w(t)f (t), a + 1 t  b − 1},
H∗a,00 = {(x, f ) ∈ l2w(I1) × l2w(I1) : L(x)(t) = w(t)f (t), a + 1 t  c0 − 2}, (3.4)
H∗b,00 = {(x, f ) ∈ l2w(I2) × l2w(I2) : L(x)(t) = w(t)f (t), c0 + 1 t  b − 1}.
Proof. We only show that the results corresponding to H00 hold. With similar arguments, one can
prove that the results corresponding to Ha,00 and Hb,00 hold.
It can be easily veriﬁed that H00 is a Hermitian subspaces in l
2
w(I) × l2w(I) by Lemma 2.2.
For any given (x, f ) ∈ H∗00, we have
〈f , y〉 = 〈x, g〉, ∀ (y, g) ∈ H00, (3.5)
which implies that
b∑
t=a
[
y¯(t)w(t)f (t) − L(y)(t)x(t)
]
= 0. (3.6)
It follows from Lemma 2.2 that
b∑
t=a
[
y¯(t)L(x)(t) − L(y)(t)x(t)
]
= (x, y)(b) − (x, y)(a − 1) = 0,
which, together with (3.6) and y(a) = y(b) = 0 in the case that a and b are ﬁnite, implies that
b−1∑
t=a+1
y¯(t) [w(t)f (t) − L(x)(t)] = 0, ∀y ∈ D(H00).
So, by Lemma 3.1 we get
L(x)(t) = w(t)f (t), a + 1 t  b − 1. (3.7)
Conversely, suppose that (x, f ) ∈ l2w(I) × l2w(I) satisﬁes (3.7). Then (3.5) holds for all (y, g) ∈ H00 by
the above discussion. Consequently, (x, f ) ∈ H∗00. This shows that the ﬁrst relation of (3.4) holds.
In addition, the ﬁrst relation of (3.4) directly yields that H ⊂ H∗00. This completes the proof. 
Corollary 3.1. H = H∗00 = H∗0 , Ha = H∗a,00 = H∗a,0, andHb = H∗b,00 = H∗b,0 in the sense of the norms‖ · ‖,
‖ · ‖a, and ‖ · ‖b, respectively. Consequently, H, Ha, and Hb are closed subspaces in l2w(I) × l2w(I), l2w(I1) ×
l2w(I1), and l
2
w(I2) × l2w(I2), respectively.
Proof. We only show that the results corresponding to H00 and H hold. The other results can be
similarly proved.
Since H∗0 = H∗00 by (3.2) and H∗00 is a closed subspace in l2w(I) × l2w(I), it sufﬁces to show that
H = H∗00 in the sense of the norm ‖ · ‖. For any given F = (x, f ) ∈ H∗00, by Theorem 3.1 we have
L(x)(t) = w(t)f (t), a + 1 t  b − 1.
In the case that a = −∞ and b = +∞, set
xˆ(t) = x(t), t ∈ I;
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in the case that a is ﬁnite and b = +∞, set
xˆ(a − 1) = −p−1(a − 1) [w(a)f (a) + p(a)x(a + 1) − r(a)x(a)] ,
xˆ(t) = x(t), t ∈ I;
in the case that a = −∞ and b is ﬁnite, set
xˆ(t) = x(t), t ∈ I,
xˆ(b + 1) = −p−1(b) [w(b)f (b) + p(b − 1)x(b − 1) − r(b)x(b)] ;
and in the case that a and b are ﬁnite, set
xˆ(a − 1) = −p−1(a − 1) [w(a)f (a) + p(a)x(a + 1) − r(a)x(a)] ,
xˆ(t) = x(t), t ∈ I,
xˆ(b + 1) = −p−1(b) [w(b)f (b) + p(b − 1)x(b − 1) − r(b)x(b)] .
Then L(xˆ)(t) = w(t)f (t), t ∈ I. Denote F̂ := (xˆ, f ). Thus, F̂ ∈ H and F = F̂ in the sense of the norm
‖ · ‖. Hence, H = H∗00 in the sense of the norm ‖ · ‖ by Theorem 3.1. This completes the proof. 
Remark 3.1. H = H∗00 = H∗0 follows from (3.2) and the ﬁrst relation of (3.4) in the special case that
a = −∞ and b = +∞.
Now, we introduce the boundary forms on l2w(I) × l2w(I), l2w(I1) × l2w(I1), and l2w(I2) × l2w(I2) as
follows.
[:] : l2w(I) × l2w(I) × l2w(I) × l2w(I) → C, ((x, f ), (y, g)) → 〈f , y〉 − 〈x, g〉;
[:]a : l2w(I1) × l2w(I1) × l2w(I1) × l2w(I1) → C, ((x, f ), (y, g)) → 〈f , y〉a − 〈x, g〉a;
[:]b : l2w(I2) × l2w(I2) × l2w(I2) × l2w(I2) → C, ((x, f ), (y, g)) → 〈f , y〉b − 〈x, g〉b.
It can be easily shown that l2w(I) × l2w(I) and H∗00 are pre-symplectic spaces with form [:], l2w(I1) ×
l2w(I1) and H
∗
a,00 are pre-symplectic spaces with form [:]a, and l2w(I2) × l2w(I2) and H∗b,00 are pre-
symplectic spaces with form [:]b.
By [19, Theorem 3.1], H0, Ha,0, and Hb,0 can be expressed as follows.
H0 = {(x, f ) ∈ H∗00 : [(x, f ) : H∗00] = 0};
Ha,0 = {(x, f ) ∈ H∗a,00 : [(x, f ) : H∗a,00]a = 0}; (3.8)
Hb,0 = {(x, f ) ∈ H∗b,00 : [(x, f ) : H∗b,00]b = 0}.
Theorem 3.2. H0, Ha,0, and Hb,0 are closed Hermitian operators in l
2
w(I), l
2
w(I1), and l
2
w(I2), respectively.
Proof. Since the proofs are similar, we only prove the theorem for H0.
SinceH0 is a Hermitian subspace by Theorem 3.1 andH0 = H00,H0 is a closed Hermitian subspace.
So it sufﬁces to show that H0(0) = {0}. Suppose that (0, f ) ∈ H0. Then we have that [(0, f ) : (y, g)] =〈f , y〉 = 0 for all (y, g) ∈ H ⊂ H∗00; that is,
b∑
t=a
y¯(t)w(t)f (t) = 0. (3.9)
In order to show f = 0, the discussion is divided into three cases.
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Case 1. The endpoints a and b are ﬁnite. Note that for all (x, f ) ∈ H∗00, L(x)(t) = w(t)f (t) for all
a + 1 t  b − 1 by Theorem 3.1. So x(t) = 0 for all t ∈ I implies that f (t) = 0 for a + 1 t  b − 1.
Then it follows from (3.9) that
y¯(a)w(a)f (a) + y¯(b)w(b)f (b) = 0, ∀(y, g) ∈ H. (3.10)
By the assumptions that p(t) /= 0 for all a − 1 t  b + 1 and w(t) > 0 for all t ∈ I, it can be easily
shown that there exists (y, g) ∈ H such that y(a) = f (a) and y(t) = 0 for all t /= a, or y(b) = f (b) and
y(t) = 0 for all t /= b. So, it follows from (3.10) that f (a) = f (b) = 0. Hence, f = 0.
Case 2. One of a and b is ﬁnite. Without loss of generality, suppose that a is ﬁnite and b = +∞.
Note that for all (x, f ) ∈ H∗00, L(x)(t) = w(t)f (t) for all t  a + 1 by Theorem 3.1. So, x(t) = 0 for all
t ∈ I implies that f (t) = 0 for t  a + 1. Then it follows from (3.9) that
y¯(a)w(a)f (a) = 0, ∀(y, g) ∈ H.
With a similar argument to that for Case 1, one can show f (a) = 0. Hence, f = 0.
Case 3. a = −∞ and b = +∞. Note thatH∗00 = H in this case by Theorem3.1 or Remark 3.1. So, for
all (x, f ) ∈ H∗00, L(x)(t) = w(t)f (t) for t ∈ Z. Then x(t) = 0 for t ∈ Z implies that f (t) = 0 for t ∈ Z.
It follows from the above discussion thatH0(0) = {0}. Therefore,H0 is a closed Hermitian operator.
This completes the proof. 
Lemma 3.2. For every (x, f ) ∈ H0, x(a) = 0 in the case that a is ﬁnite, and x(b) = 0 in the case that b is
ﬁnite.
Proof. Fix any (x, f ) ∈ H0. Then, by Theorem 3.1 and the ﬁrst relation of (3.8) we have that
0 = [(x, f ) : (y, g)] =
b∑
t=a
y¯(t)w(t)f (t) −
b∑
t=a
g¯(t)w(t)x(t), ∀(y, g) ∈ H.
If a is ﬁnite, there exists (y0, g0) ∈ H such that y0(a − 1) /= 0 and y0(t) = 0 for all t ∈ I, which implies
that g0(t) = 0 for t  a + 1 and −p(a − 1)y0(a − 1) = w(a)g0(a). So it follows that p(a − 1)y¯0(a −
1)x(a) = 0, which implies that x(a) = 0 by using p(a − 1) /= 0. If b is ﬁnite, one can show that x(b) =
0 with a similar argument. This completes the proof. 
Theorem 3.3. The subspace H0 is a densely deﬁned Hermitian operator in l
2
w(I) in the case that a = −∞
and b = +∞, and a non-densely deﬁned Hermitian operator in l2w(I) in the other case that at least one
of a and b is ﬁnite. Consequently, Ha,0 and Hb,0 are non-densely deﬁned Hermitian operators in l
2
w(I1) and
l2w(I2), respectively.
Proof. It follows from D(H00) ⊂ D(H0) that for any given y ∈ D(H0)⊥, one has that 〈y, x〉 = 0 for all
x ∈ D(H00); that is,
b∑
t=a
x¯(t)w(t)y(t) =
b−1∑
t=a+1
x¯(t)w(t)y(t) = 0. (3.11)
By Lemma 3.1, for any a + 1 t0  b − 1 there exists x ∈ D(H00) such that x(t0) = y(t0) and x(t) = 0
for all t /= t0. So, it follows from (3.11) that
y(t) = 0 for all a + 1 t  b − 1. (3.12)
In the case that a = −∞ and b = +∞, (3.12) implies that y(t) = 0 for t ∈ Z. So, D(H0)⊥ = {0}
and hence H0 is a densely deﬁned Hermitian operator in l
2
w(I) by Theorem 3.2.
In the other case that at least one of a and b is ﬁnite, suppose that a is ﬁnite and b = +∞ without
loss of generality. Then x(a) = 0 for all x ∈ D(H0) by Lemma 3.2. So, x¯(a)w(a)y(a) = 0 always holds
for all x ∈ D(H0). Hence, we get from (3.11) and (3.12) that
D(H0)
⊥ = {y ∈ l2w(I) : y(t) = 0, t  a + 1} /= {0}.
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Therefore, D(H0) is not dense in l
2
w(I), i.e., H0 is a non-densely deﬁned Hermitian operator in l
2
w(I) by
Theorem 3.2. This completes the proof. 
3.2. Characterizations of three new subspaces Ĥ0, Ĥa,0, and Ĥb,0
In this section, we shall introduce three new subspaces Ĥ0, Ĥa,0, and Ĥb,0 and discuss their charac-
terizations, which will play an important role in the study of self-adjoint extensions of H0.
First, we introduce the following useful subspaces in l2w(I) × l2w(I), l2w(I1) × l2w(I1), and l2w(I2) ×
l2w(I2):
Ĥ0 := {(x, f ) ∈ H : [(x, f ) : H∗0 ] = 0},
Ĥa,0 := {(x, f ) ∈ Ha : [(x, f ) : H∗a,0]a = 0},
Ĥb,0 := {(x, f ) ∈ Hb : [(x, f ) : H∗b,0]b = 0}.
It is evident that Ĥ0 ⊂ H0, Ĥa,0 ⊂ Ha,0, Ĥb,0 ⊂ Hb,0. In addition, by Corollary 3.1 it can be easily veriﬁed
that
Ĥ0 = {(x, f ) ∈ H : [(x, f ) : H] = 0},
Ĥa,0 = {(x, f ) ∈ Ha : [(x, f ) : Ha]a = 0},
Ĥb,0 = {(x, f ) ∈ Hb : [(x, f ) : Hb]b = 0},
and Ĥ0 = H0, Ĥa,0 = Ha,0, and Ĥb,0 = Hb,0 in the senseof thenorms‖ · ‖,‖ · ‖a, and‖ · ‖b, respectively.
So, Ĥ0, Ĥa,0, and Ĥa,0 are closed Hermitian operators in the corresponding spaces by Theorem 3.2.
Next, we give the following result:
Lemma 3.3. For any given αj ,βj ∈ C, j = 1, 2, and any given a1, b1 ∈ I with b1  a1 + 1, there exists
f = {f (t)}b1t=a1 ⊂ C such that the following boundary value problem:
L(x)(t) = w(t)f (t), a1  t  b1,
x(a1 − 1) = α1, x(a1) = α2, x(b1) = β1, x(b1 + 1) = β2 (3.13)
has a solution x = {x(t)}b1+1t=a1−1. Further, for any given (x1, f1), (x2, f2) ∈ H, there exists (y, g) ∈ H such
that
y(t) =
{
x1(t), a − 1 t  a1,
x2(t), b1  t  b + 1, g(t) =
{
f1(t), a t  a1 − 1,
f2(t), b1 + 1 t  b.
Proof. Fix any αj ,βj ∈ C, j = 1, 2, and any a1, b1 ∈ I with b1  a1 + 1. Consider the following system:
− p(t)x(t + 1) + r(t)x(t) − p(t − 1)x(t − 1) = w(t)f (t), a1  t  b1. (3.14)
Set x(a1 − 1) = α1, x(a1) = α2, x(b1) = β1, x(b1 + 1) = β2, x(t) = 0 for t /= a1 − 1, a1, b1,
b1 + 1; and f (a1) = w−1(a1) [r(a1)α2 − p(a1 − 1)α1] , f (a1 + 1) = −w−1(a1 + 1)p(a1)α2,
f (b1 − 1) = −w−1(b1 − 1)p(b1 − 1)β1, f (b1) = w−1(b1) [r(b1)β1 − p(b1)β2] , f (t) = 0 for t /=
a1, a1 + 1, b1 − 1, b1 in the case of b1 > a1 + 2; f (a1) = w−1(a1) [r(a1)α2 − p(a1 − 1)α1] , f (a1 +
1) = f (b1 − 1) = w−1(a1 + 1) [−p(a1 + 1)β1 − p(a1)α2], f (a1 + 2) = f (b1) = w−1(a1 + 2)
[−p(a1 + 2)β2 + r(a1 + 2)β1] in the case of b1 = a1 + 2; and f (a1) = w−1(a1) [−p(a1)β1+r(a1)α2 − p(a1 − 1)α1] , f (a1 + 1) = w−1(a1 + 1) [−p(a1 + 1)β2 + r(a1 + 1)β1 − p(a1)α2] in
the case of b1 = a1 + 1. Then x = {x(t)}b1+1t=a1−1 and f = {f (t)}b1t=a1 satisfy (3.14). Hence, x is a solution
of problem (3.13).
Further, ﬁx any (x1, f1), (x2, f2) ∈ H. By the above result there exists f = {f (t)}b1t=a1 ⊂ C such that
Eq. (3.14) has a solution x = {x(t)}b1+1t=a1−1 satisfying
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x(a1 − 1) = x1(a1 − 1), x(a1) = x1(a1), x(b1) = x2(b1), x(b1 + 1) = x2(b1 + 1).
Set
y(t) =
⎧⎨⎩
x1(t), a − 1 t  a1,
x(t), a1 + 1 t  b1,
x2(t), b1 + 1 t  b + 1,
g(t) =
⎧⎨⎩
f1(t), a t  a1 − 1,
f (t), a1  t  b1,
f2(t), b1 + 1 t  b.
Then (y, g) ∈ H. This completes the proof. 
Remark 3.2
(1) Any two elements of Ha (or Hb) can be patched together by some element of Ha (or Hb) in a
similar way as in Lemma 3.3.
(2) Any element of Ha and any element of Hb can be patched together by some element of H in a
similar way as in Lemma 3.3.
The following result can be easily veriﬁed by Lemma 2.2, Theorem 3.1, and (3.2).
Lemma 3.4. For all x, y ∈ D(H∗0 ) or D(H∗a,0), limt→a−1(x, y)(t) exists and is ﬁnite, and for all x, y ∈ D(H∗0 )
or D(H∗b,0), limt→b(x, y)(t) exists and is ﬁnite. Moreover,
[(x, f ) : (y, g)] = (x, y)(b) − (x, y)(a − 1), ∀(x, f ), (y, g) ∈ H;
[(x, f ) : (y, g)]a = (x, y)(c0 − 1) − (x, y)(a − 1), ∀(x, f ), (y, g) ∈ Ha;
[(x, f ) : (y, g)]b = (x, y)(b) − (x, y)(c0 − 1), ∀(x, f ), (y, g) ∈ Hb.
The following result gives another characterization of three subspaces Ĥ0, Ĥa,0, and Ĥb,0.
Theorem 3.4
Ĥ0 = {(x, f ) ∈ H : (x, y)(a − 1) = (x, y)(b) = 0 for all y ∈ D(H∗0 )}, (3.15)
Ĥa,0 = {(x, f ) ∈ Ha : x(c0 − 1) = x(c0) = 0 and
(x, y)(a − 1) = 0 for all y ∈ D(H∗a,0)}, (3.16)
Ĥb,0 = {(x, f ) ∈ Hb : x(c0 − 1) = x(c0) = 0 and
(x, y)(b) = 0 for all y ∈ D(H∗b,0)}. (3.17)
Proof. First, consider (3.15). For convenience, by H′0 denote the set on the right-hand side in (3.15).
The proof is divided into three cases.
Case 1. a and b are ﬁnite integers.
First, show that Ĥ0 ⊂ H′0. Fix any (x, f ) ∈ Ĥ0. By Lemma 3.4, for any (y, g) ∈ H,
(x, y)(b) − (x, y)(a − 1) = 0. (3.18)
Since there exists (y0, g0) ∈ H such that y0(a − 1) /= 0 and y0(t) = 0 for all t ∈ {t}b+1a , it follows from
(3.18) that x(a) = 0. Similarly, onecanshowthat x(a − 1) = x(b) = x(b + 1) = 0. So, (x, y)(a − 1) =
(x, y)(b) = 0 for all (y, g) ∈ H∗0 , which implies that (x, f ) ∈ H′0. Hence, Ĥ0 ⊂ H′0.
Next, show that Ĥ0 ⊃ H′0. Fix any (x, f ) ∈ H′0. Then for any (y, g) ∈ H∗0 = H∗00, (x, y)(a − 1) =
(x, y)(b) = 0. SinceH = H∗0 in the sense of normbyCorollary 3.1, there exists (y˜, g˜) ∈ H such that‖y˜ −
y‖ = ‖g˜ − g‖ = 0. Further, usingH ⊂ H∗0 by Theorem3.1,wehave that (x, y˜)(a − 1) = (x, y˜)(b) = 0.
Consequently,
[(x, f ) : (y, g)] = [(x, f ) : (y˜, g˜)] = (x, y˜)(b) − (x, y˜)(a − 1) = 0,
which implies that (x, f ) ∈ Ĥ0. This yields that H′0 ⊂ Ĥ0. Therefore, Ĥ0 = H′0 in this case.
Case 2. One of a and b is ﬁnite. Without loss of generality, suppose that a is ﬁnite and b = +∞.
First, show that Ĥ0 ⊂ H′0. Fix any (x, f ) ∈ Ĥ0. By Lemma 3.4, (3.18) holds for any (y, g) ∈ H. By
Lemma 3.2, x(a) = 0, which, together with (3.18), implies that
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(x, y)(+∞) − p(a − 1)y¯(a)x(a − 1) = 0, ∀y ∈ D(H∗0 ), (3.19)
where H = H∗0 in the sense of norm has been used. By the fact that there exists (y1, g1) ∈ H such
that y1(a) /= 0 and y1(t) = 0 for all t = a − 1 and t > a, we get from (3.19) that x(a − 1) = 0. So,
(x, y)(a − 1) = (x, y)(+∞) = 0 for all (y, g) ∈ H∗0 , and then Ĥ0 ⊂ H′0.
With a similar argument to that used in Case 1, one can easily show that Ĥ0 ⊃ H′0. Therefore,
Ĥ0 = H′0 in this case.
Case 3. a = −∞ and b = +∞.
First, show that Ĥ0 ⊂ H′0. Fix any (x, f ) ∈ Ĥ0. Then, by Lemma 3.4, (3.18) holds for any (y, g) ∈ H∗0
since H∗0 = H in this case by Remark 3.1, which implies that
(x, y)(−∞) = (x, y)(+∞) for all y ∈ D(H∗0 ). (3.20)
Fix any integer t0. By Lemma 3.3, for any given y ∈ D(H∗0 ) = D(H), there exists y˜ ∈ D(H) such that
y˜(t) =
{
0, t  t0,
y(t), t  t0 + 1.
Obviously, (x, y˜)(−∞) = 0, which, together with (3.20), yields that (x, y)(+∞) = 0. Again by (3.20),
we have that (x, y)(−∞) = 0. Hence, Ĥ0 ⊂ H′0.
On theotherhand, itdirectly follows fromH∗0 = H andLemma3.4 that Ĥ0 ⊃ H′0. Therefore, Ĥ0 = H′0
in this case.
Relations (3.16) and (3.17) can be derived from the above proofs for Cases 1 and 2. This completes
the proof. 
3.3. Characterizations of the left and right maximal subspaces
In this subsection, we characterize D(Ha) and D(Hb).
We ﬁrst discuss characterizations of D(Hb). Let Nλ(Hb,0) and N±(Hb,0) be deﬁned as in Section 2.
Denote
N̂λ(Hb,0) := {(x, λx) ∈ Hb}, N̂±(Hb,0) := N̂±i(Hb,0).
It is evident that
D(N̂λ(Hb,0)) = {x ∈ l2w(I2) : L(x)(t) = λw(t)x(t), c0  t  b}.
By Theorem 3.1, one has
D(Nλ(Hb,0)) = {x ∈ l2w(I2) : L(x)(t) = λw(t)x(t), c0 + 1 t  b − 1}.
For any positive integer k, suppose {xj}kj=1 ⊂ D(Nλ(Hb,0)). Then xj, 1 j k, are solutions of Eq. (1.1λ)
in {t}b−1t=c0+1. They can be uniquely extended to solutions of Eq. (1.1λ) in {t}bt=c0 , denoted by x˜j , 1 j k,
respectively. It is evident that {x˜j}kj=1 ⊂ D(N̂λ(Hb,0)). Further, {xj}kj=1 are linearly independent in
{t}bt=c0 if and only if {x˜j}kj=1 are linearly independent in {t}b+1t=c0−1 by the uniqueness of solutions
of initial value problems for Eq. (1.1λ). Hence, we have that for each λ ∈ C,
dimNλ(Hb,0) = dim N̂λ(Hb,0) = dimD(Nλ(Hb,0)) = dimD(N̂λ(Hb,0)). (3.21)
Lemma 3.5
(1) H∗b,0 = Hb,0 +˙Nλ(Hb,0) +˙Nλ¯(Hb,0), Hb = Ĥb,0 +˙ N̂λ(Hb,0) +˙ N̂λ¯(Hb,0), λ ∈ C \ R.
(2) H∗b,0 = Hb,0 ⊕ N+(Hb,0) ⊕ N−(Hb,0), Hb = Ĥb,0 ⊕ N̂+(Hb,0) ⊕ N̂−(Hb,0).
(3) dimNλ(Hb,0) = dimD(N̂λ(Hb,0)) ≡: db for all λ ∈ C \ R.
Proof. By Theorem 3.2, Hb,0 is a closed Hermitian subspace. So the ﬁrst relations in results (1) and
(2) hold by (2.1), while the second relations in results (1) and (2) can be easily shown by using the
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fact that H∗b,0 = Hb, Hb,0 = Ĥb,0 and Nλ(Hb,0) = N̂λ(Hb,0) in the sense of the norm ‖ · ‖b. In addition,
it follows from [19, Corollary 2.2] and (3.21) that dimNλ(Hb,0) = dimN+(Hb,0) = dim N̂+(Hb,0) for
all λ ∈ Cwithλ > 0 and dimNλ(Hb,0) = dimN−(Hb,0) = dim N̂−(Hb,0) for all λ ∈ Cwithλ < 0.
By noting that all the coefﬁcient functions p and q and the weight function w in equation (1.1λ) are
real-valued, it can be easily shown that (x, ix) ∈ N̂+(Hb,0) if and only if (x¯,−ix¯) ∈ N̂−(Hb,0). This yields
that dim N̂+(Hb,0) = dim N̂−(Hb,0). Hence, result (3) holds. This completes the proof. 
Remark 3.3. It is evident that D(N̂λ(Hb,0)) consists of all the solutions in l
2
w(I2) of Eq. (1.1λ). By (3) in
Lemma3.5, the positive and negative defect indices of subspaceHb,0 (i.e.Hb,00) are equal to the number
of linearly independent solutions in l2w(I2) of Eq. (1.1λ) with λ /= 0. This implies either db = 1 or
db = 2. In the case of db = 1, Eq. (1.1) is in the limit point case (l.p.c) at t = b; and in the case of db = 2,
Eq. (1.1) is in the limit circle case (l.c.c) at t = b. This completely coincides with the classiﬁcation of
the limit cases for singular 2nd-order symmetric linear difference equations [1].
The second relations in (1) and (2) in Lemma 3.5 give two characterizations of Hb. Next, we give
other two characterizations of D(Hb).
Fix any λ ∈ C with λ /= 0. Then Eqs. (1.1λ) and (1.1λ) have exactly db linearly independent
solutions φj and ψj , 1 j db, in l2w(I2), respectively (db = 1 or 2 by Remark 3.3). Denote
χj(t) := φj(t), χdb+j(t) := ψj(t), 1 j db. (3.22)
Obviously, φj ,ψj ∈ D(Hb), 1 j db. So (χj ,χk)(b) is ﬁnite for 1 j, k 2db by Lemma 3.4. For conve-
nience, introduce the following matrices:
E := ((χj ,χk)(b))1 j,k 2db , E12 := ((χj ,χk)(b))1 j db,db+1 k 2db .
Lemma 3.6. rankE = rankE12 = 2db − 2.
Proof. First, consider the case of db = 1. E is a 2 × 2matrix and Eq. (1.1) is in l.p.c. at t = b in this case.
By [18, Theorem6.2], (χj ,χk)(b) = 0, 1 j, k 2.Hence,E = 0, and consequently rankE = rankE12 =
0 in this case.
Next, consider the case of db = 2. E is a 4 × 4matrix and Eq. (1.1) is in l.c.c. at t = b in this case. By
Remark 3.2, there exist (zj, hj) ∈ Hb, j = 1, 2, such that
z1(c0 − 1) = 1, p(c0 − 1)z1(c0 − 1) = 0, z1(t) = 0 for all c0 + 1 t  b + 1,
z2(c0 − 1) = 0, p(c0 − 1)z2(c0 − 1) = 1, z2(t) = 0 for all c0 + 1 t  b + 1. (3.23)
By the second relation in (1) of Lemma 3.5, there exist (yj, gj) ∈ Ĥb,0 and cjk ∈ C, 1 j 2; 1 k 4,
such that
zj(t) = yj(t) +
4∑
k=1
cjkχk(t), c0 − 1 t  b + 1,
hj(t) = gj(t) + λ
2∑
k=1
cjkχk(t) + λ¯
4∑
k=3
cjkχk(t), c0  t  b, (3.24)
which, together with (3.23) and (3.17), yields that
I2 = CB, (3.25)
where C = (cjk)2×4 and B = (bkj)4×2, bk1 = χk(c0 − 1), bk2 = p(c0 − 1)χk(c0 − 1). It follows
from (3.25) that
rank C = 2. (3.26)
916 Y. Shi, H. Sun / Linear Algebra and its Applications 434 (2011) 903–930
On the other hand, it follows from (3.24) that
(zj,χk)(b) = (yj,χk)(b) +
4∑
l=1
cjl(χl ,χk)(b), j = 1, 2. (3.27)
By noting that zj(t) = 0, j = 1, 2, for c0 + 1 t  b + 1 and by Theorem 3.4, (3.27) implies that
4∑
l=1
cjl(χl ,χk)(b) = 0, j = 1, 2;
that is, CE = 0, which, together with (3.26), yields that rankE  2. In order to show rankE = 2, it
sufﬁces to show rankE  2. Now, we want to show rankE12 = 2. By Lemma 2.3 we have
(φj ,ψk)(b) = (φj ,ψk)(c0 − 1), j, k = 1, 2.
So
E12 =
(
(φ1,ψ1)(c0 − 1) (φ1,ψ2)(c0 − 1)
(φ2,ψ1)(c0 − 1) (φ2,ψ2)(c0 − 1)
)
= (K∗1 JK2)T ,
where
K1 =
(
ψ1(c0 − 1) ψ2(c0 − 1)
p(c0 − 1)ψ1(c0 − 1) p(c0 − 1)ψ2(c0 − 1)
)
, J =
(
0 −1
1 0
)
,
K2 =
(
φ1(c0 − 1) φ2(c0 − 1)
p(c0 − 1)φ1(c0 − 1) p(c0 − 1)φ2(c0 − 1)
)
.
Hence, rankE12 = 2 by using the linear independence of both solutions φ1,φ2 and solutions ψ1,ψ2.
Consequently, rankE  2. Therefore, rankE = 2 in this case. This completes the proof. 
The following result gives a characterization of D(Hb).
Theorem 3.5. Let zj ∈ D(Hb), j = 1, 2, be deﬁned by (3.23). Then
(1) in the case of db = 1, for any given x ∈ D(Hb) there exist uniquely y0 ∈ D(Ĥb,0) and c1, c2 ∈ C such
that
x(t) = y0(t) + c1z1(t) + c2z2(t), c0 − 1 t  b + 1; (3.28)
(2) in the case of db = 2, by letting φ1 and φ2 be any two linearly independent solutions of equation
(1.1λ) with λ /= 0, for any given x ∈ D(Hb) there exist uniquely y0 ∈ D(Ĥb,0) and cj, dj ∈ C (j =
1, 2) such that
x(t) = y0(t) +
2∑
j=1
cjzj(t) +
2∑
j=1
djφj(t), c0 − 1 t  b + 1. (3.29)
Proof. (1) Consider the case of db = 1. Let φ and ψ be nontrivial solutions in l2w(I2) of Eq. (1.1λ) and
(1.1λ¯) with λ /= 0, respectively. Then D(N̂λ(Hb,0)) = span{φ} and D(N̂λ¯(Hb,0)) = span{ψ}. By the
second relation in (1) of Lemma 3.5 there exist uniquely yj ∈ D(Ĥb,0) and cjk ∈ C(j, k = 1, 2) such that
zj(t) = yj(t) + cj1φ(t) + cj2ψ(t), c0 − 1 t  b + 1, j = 1, 2. (3.30)
It follows from (3.17) and (3.23) that I2 = C0BT0, where C0 = (cjk)2×2 and
B0 =
(
φ(c0 − 1) ψ(c0 − 1)
p(c0 − 1)φ(c0 − 1) p(c0 − 1)ψ(c0 − 1)
)
,
which implies that rank C0 = rank B0 = 2. Thus we get from (3.30) that(
φ(t)
ψ(t)
)
= C−10
(
z1(t) − y1(t)
z2(t) − y2(t)
)
, c0 − 1 t  b + 1. (3.31)
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Fix any x ∈ D(Hb). Again by the second relation in (1) of Lemma 3.5 there exist uniquely y′0 ∈ D(Ĥb,0)
and c′j ∈ C(j = 1, 2) such that
x(t) = y′0(t) + c′1φ(t) + c′2ψ(t), c0 − 1 t  b + 1.
By inserting (3.31) into theabove relation, (3.28) is derived for someuniquey0 ∈ D(Ĥb,0)and c1, c2 ∈ C.
(2) In the case of db = 2, with a similar argument, one can easily verify that result (2) holds by
using rankE12 = 2 by Lemma 3.6. The proof is complete. 
We now discuss a characterization of D(Hb) in terms of solutions of Eq. (1.1λ) with λ ∈ R in the
case of db = 2. In this case, Eq. (1.1λ) has two linearly independent solutions θ1, θ2 ∈ D(Hb) for any
λ ∈ R and Eq. (1.1μ) has two linearly independent solutions φ1,φ2 ∈ D(Hb) for anyμ ∈ C \ R. By (2)
in Theorem 3.5, there exist uniquely yj ∈ D(Ĥb,0) and cjk, djk ∈ C (k = 1, 2) such that
θj(t) = yj(t) +
2∑
k=1
cjkzk(t) +
2∑
k=1
djkφk(t), c0 − 1 t  b + 1, j = 1, 2. (3.32)
Denote
 := ((θj , θk)(b))2×2, Φb := ((φj ,φk)(b))2×2, D := (djk)2×2. (3.33)
Lemma 3.7. rank = rankΦb = rankD = 2.
Proof. By using (3.17), (3.23), and (3.32), it can be easily concluded that
(θj , θk)(b) =
⎛⎝ 2∑
l=1
djlφl ,
2∑
l=1
dklφl
⎞⎠ (b) = (dj1, dj2)Φb(dk1, dk2)∗, j, k = 1, 2,
which implies that
 = DΦbD∗. (3.34)
On the other hand, by Lemma 2.3 one has
 = ((θj , θk)(c0 − 1)) = (K∗3 JK3)T , (3.35)
where
K3 =
(
θ1(c0 − 1) θ2(c0 − 1)
p(c0 − 1)θ1(c0 − 1) p(c0 − 1)θ2(c0 − 1)
)
.
Since θ1 and θ2 are linearly independent solutions of Eq. (1.1λ), rankK3 = 2. Consequently, it follows
from (3.35) that rank = 2, and then rankΦb = rankD = 2 from (3.34). This completes the proof. 
The following result can be concluded by (3.32), (2) in Theorem 3.5, and Lemma 3.7.
Theorem 3.6. In the case of db = 2, let θ1 and θ2 be any two linearly independent solutions of (1.1λ) for
λ ∈ R. Then, for any given x ∈ D(Hb) there exist uniquely y0 ∈ D(Ĥb,0) and cj, dj ∈ C (j = 1, 2) such that
x(t) = y0(t) +
2∑
j=1
cjzk(t) +
2∑
j=1
djθj(t), c0 − 1 t  b + 1.
Next, we discuss characterizations of D(Ha). Since the discussions are completely similar to those
for characterizations of D(Hb), the details are omitted.
Let Nλ(Ha,0) and N±(Ha,0) be deﬁned as in Section 2. Denote
N̂λ(Ha,0) := {(x, λx) ∈ Ha}, N̂±(Ha,0) := N̂±i(Ha,0).
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Then dimNλ(Ha,0) = dimN̂λ(Ha,0) is constant in λ ∈ C \ R, denoted by da; that is, the positive and
negative defect indices of subspace Ha,0 (i.e. Ha,00) are equal to da with da = 1 or da = 2. In the case
of da = 1, equation (1.1) is in the limit point case (l.p.c) at t = a; and in the case of da = 2, Eq. (1.1) is
in the limit circle case (l.c.c) at t = a. By Remark 3.2, there exist (z˜j , h˜j) ∈ Ha, j = 1, 2, such that
z˜1(c0 − 1) = 1, p(c0 − 1)z˜1(c0 − 1) = 0, z˜1(t) = 0 for all a − 1 t  c0 − 2,
z˜2(c0 − 1) = 0, p(c0 − 1)z˜2(c0 − 1) = 1, z˜2(t) = 0 for all a − 1 t  c0 − 2. (3.36)
One can get the following two results with similar arguments to those for Theorems 3.5 and 3.6:
Theorem 3.7. Let z˜j ∈ D(Ha), j = 1, 2, be deﬁned by (3.36). Then
(1) in the case of da = 1, for any given x ∈ D(Ha) there exist uniquely y˜0 ∈ D(Ĥa,0) and c˜1, c˜2 ∈ C such
that
x(t) = y˜0(t) + c˜1z˜1(t) + c˜2z˜2(t), a − 1 t  c0;
(2) in the case of da = 2, by letting φ˜1 and φ˜2 be any two linearly independent solutions in l2w(I1) of Eq.
(1.1λ) with λ /= 0, for any given x ∈ D(Ha) there exist uniquely y˜0 ∈ D(Ĥa,0) and c˜j, d˜j ∈ C (j =
1, 2) such that
x(t) = y˜0(t) +
2∑
j=1
c˜j z˜j(t) +
2∑
j=1
d˜jφ˜j(t), a − 1 t  c0. (3.37)
Theorem 3.8. In the case of da = 2, let θ˜1 and θ˜2 be any two linearly independent solutions in l2w(I1) of
(1.1λ) for λ ∈ R. Then, for any given x ∈ D(Ha) there exist uniquely y˜0 ∈ D(Ĥa,0) and c˜j, d˜j ∈ C (j = 1, 2)
such that
x(t) = y˜0(t) +
2∑
j=1
c˜j z˜k(t) +
2∑
j=1
d˜jθ˜j(t), a − 1 t  c0.
4. Defect indices of H0
In this section, the defect indices of H0 are expressed in terms of those of Ha,0 and Hb,0.
Let
da := d±(Ha,0), db := d±(Hb,0), d± := d±(H0).
By the discussions in Section 3, we have that 1 da, db  2 and da (or db) is equal to the number of
linearly independent solutions in l2w(I1) (or l
2
w(I2)) of equation (1.1i). With a similar argument, one
can show that
d+ = d− =: d,
which is equal to the number of linearly independent solutions in l2w(I) of Eq. (1.1i). So, 0 d 2.
Theorem 4.1. d = da + db − 2.
Proof. It is evident that this theorem holds in the case that at least one of a and b is ﬁnite. So it is only
needed to consider the case that a = −∞ and b = +∞.
Let H˜0 be a restriction of Ĥ0 deﬁned by
H˜0 = {(x, f ) ∈ Ĥ0 : x(c0 − 1) = x(c0) = 0}.
It can be easily veriﬁed that H˜0 is a closed Hermitian operator in l
2
w(I) by the fact that Ĥ0 is a closed
Hermitian operator in l2w(I).
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Now, we show that
d±(H˜0) = da + db. (4.1)
Fix any (y, g) ∈ l2w(I) × l2w(I) and denote
y− := {y(t)}c0t=−∞, y+ := {y(t)}+∞t=c0−1, g− := {g(t)}c0−1t=−∞, g+ := {g(t)}+∞t=c0 .
It can be easily veriﬁed that (y, g) ∈ H˜0 if and only if (y−, g−) ∈ Ĥa,0 and (y+, g+) ∈ Ĥb,0 by Theorem
3.4. Obviously, g−(t) ≡ 0 if (y, g) ∈ H˜0 and y−(t) ≡ 0. Suppose that (x, f ) ∈ l2w(I) × l2w(I) satisﬁes
〈f , y〉 = 〈x, g〉 for all (y, g) ∈ H˜0, i.e.,
c0−1∑
t=−∞
y¯(t)w(t)f (t) +
+∞∑
t=c0
y¯(t)w(t)f (t) =
c0−1∑
t=−∞
g¯(t)w(t)x(t) +
+∞∑
t=c0
g¯(t)w(t)x(t).
Then we have
+∞∑
t=c0
z¯(t)w(t)f+(t) =
+∞∑
t=c0
h¯(t)w(t)x+(t), ∀(z, h) ∈ Ĥb,0, (4.2)
c0−1∑
t=−∞
z¯(t)w(t)f−(t) =
c0−1∑
t=−∞
h¯(t)w(t)x−(t), ∀(z, h) ∈ Ĥa,0. (4.3)
Hence, it follows from (4.2) and (4.3) that (x, f ) ∈ H˜∗0 if and only if (x−, f−) ∈ Ĥ∗a,0 and (x+, f+) ∈ Ĥ∗b,0,
and consequently
H˜∗0 = {(x, f ) : (x−, f−) ∈ Ĥ∗a,0 and (x+, f+) ∈ Ĥ∗b,0}. (4.4)
By (3.8), and Theorems 3.1 and 3.4 we have that Ha,00 ⊂ Ĥa,0 ⊂ Ha,0 and Hb,00 ⊂ Ĥb,0 ⊂ Hb,0, which
imply that H∗a,00 ⊃ Ĥ∗a,0 ⊃ H∗a,0 and H∗b,00 ⊃ Ĥ∗b,0 ⊃ H∗b,0. So, it yields from (3.2) that
Ĥ∗a,0 = H∗a,0, Ĥ∗b,0 = H∗b,0. (4.5)
Note that (1.1i) has exactly da linearly independent solutions ϕj(1 j l) in l2w(I1) and exactly db
linearly independent solutions ψj(1 j r) in l2w(I2). It follows from (4.4) and (4.5) that there exists
exactly the following da + db linearly independent elements in D(Ni(H˜∗0 )):
vj(t) = ϕj(t), −∞ < t  c0, vj(t) = 0, c0 < t < +∞, 1 j da,
vda+k(t) = 0, −∞ < t  c0, vda+k(t) = ψk(t), c0 < t < +∞; 1 k db.
Hence, d+(H˜0) = da + db. Similarly, one can show that d−(H˜0) = da + db. Consequently, (4.1) holds.
Fix any −∞ < t1 + 3 < c0 < t2 − 3 < +∞. By Lemma 3.3 and Remark 3.2, there exist u˜j ∈
D(Ha) and uj ∈ D(Hb), j = 1, 2, such that
(u˜j(c0 − 1), u˜j(c0)) = (uj(c0 − 1), uj(c0)) = ej,
u˜j(t) = 0, −∞ < t  t1; uj(t) = 0, t2  t < +∞,
where e1 = (1, 0) and e2 = (0, 1). Set
vj(t) =
{
u˜j(t), t  c0,
uj(t), t  c0 + 1, j = 1, 2.
Then vj ∈ D(Ĥ0) \ D(H˜0) and (vj, gj) ∈ Ĥ0 by Theorem 3.4, where gj(t) = w−1(t)L(vj)(t). We claim
that
Ĥ0 = H˜0 +˙ span{(v1, g1), (v2, g2)}. (4.6)
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In fact, for each given (y, g) ∈ Ĥ0, the algebraic system
c1v1(c0 − 1) + c2v2(c0 − 1) = y(c0 − 1), c1v1(c0) + c2v2(c0) = y(c0)
has a unique solution (c˜1, c˜2). Let
y˜ = y − (c˜1v1 + c˜2v2), g˜ = g − (c˜1g1 + c˜2g2).
Then (y˜, g˜) ∈ Ĥ0 and y˜(c0 − 1) = y˜(c0) = 0,which yields that (y˜, g˜) ∈ H˜0. So, every element of Ĥ0 can
be uniquely expressed as a linear combination of some element of H˜0, (v1, g1), and (v2, g2). Therefore,
(4.6) holds, and consequently, by Theorem 2.1 one has
d±(Ĥ0) = d±(H˜0) − 2 = da + db − 2.
In addition, d±(H0) = d±(Ĥ0) since H0 = Ĥ0 in the sense of the norm ‖ · ‖. This yields that Theorem
4.1 holds. The proof is complete. 
5. Self-adjoint subspace extensions of H0
Since d+ = d− = d, H0 (i.e., H00) must have SSEs by [4, Theorem 15]. In this section, we give a
complete characterization of all the SSEs of H0 in terms of boundary conditions. This section consists
of three subsections.
5.1. The general case
The discussion is divided into three cases: d = 0; d = 1; and d = 2, which are equivalent to da =
db = 1; da = 1, db = 2 or da = 2, db = 1; and da = db = 2, respectively, by Theorem 4.1.
The following result can be directly derived from Lemma 2.1 and Theorem 3.2:
Theorem 5.1. In the case of d = 0, i.e., da = db = 1, H0 is a self-adjoint operator.
Theorem 5.2. In the case of d = 1with da = 2 and db = 1, letφ1 andφ2 be any two linearly independent
solutions of equation (1.1λ) with λ /= 0. Then H1 is a SSE of H0 (i.e., H00) if and only if there exists a
matrix M ∈ C1×2 such that
M /= 0, MΦTa M∗ = 0, (5.1)
H1 =
{
(x, f ) ∈ H : M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
= 0
}
, (5.2)
where
Φa := ((φj ,φk)(a − 1))2×2 . (5.3)
Proof. Note that b = +∞ in this case. It is evident that φ1,φ2 ∈ l2w(I1) because of da = 2.
First, consider the sufﬁciency. Suppose thatM = (m1, m2) satisﬁes (5.1). Let u = m¯1φ1 + m¯2φ2. It
is evident that u ∈ D(Ha). Fix any integers a1 and b1 with a < a1 + 1 < c0 < b1 − 1. By (2) in Remark
3.2, there exists β = (y, g) ∈ H such that
y(t) =
{
u(t), a − 1 t  a1,
0, t  b1.
Then β ∈ H∗0 by Theorem 3.1. Further, we have that β /∈ H0. Otherwise, β ∈ H0, and consequently,
β ∈ Ĥ0. Without loss of generality, we assume that m1 /= 0 since M /= 0. Again by (2) in Remark 3.2,
there exist (yj, gj) ∈ H, j = 1, 2, such that
yj(t) =
{
φj(t), a − 1 t  a1,
0, t  b1.
Then (yj, gj) ∈ H∗0 (j = 1, 2) by Theorem 3.1. So, by Theorem 3.4 and Lemma 3.4, one has
0 = ([β : (y1, g1)], [β : (y2, g2)]) = −MΦa.
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With a similar argument to that for rankΦb = 2 in Lemma 3.7, one can show that rankΦa = 2. Hence,
M = 0, which is a contradiction. Therefore, β /∈ H0. In addition, by Lemma 3.4 one has
[β : β] = (y, y)(+∞) − (y, y)(a − 1) = −(y, y)(a − 1) = −MΦTa M∗ = 0.
Hence, {β} is a GKN-set of H0. By Lemma 2.1, the set
H2 = {F ∈ H∗0 : [F : β] = 0} (5.4)
is a SSE of H0. By Corollary 3.1 it can be concluded that
H2 = {F ∈ H : [F : β] = 0} (5.5)
in the sense of the norm ‖ · ‖. Now, we want to show H2 = H1. For any (x, f ) ∈ H, by Lemma 3.4 one
has
[(x, f ) : β] = −(x, y)(a − 1) = −M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
,
which implies that [(x, f ) : β] = 0 if and only if
M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
= 0.
Therefore, H1 = H2. The sufﬁciency has been shown.
Next, consider the necessity. Suppose that H2 is a SSE of H0. By Lemma 2.1, there exists a GKN-set
{β} of H0 such that (5.4) holds. By Corollary 3.1, there exists βˆ = (yˆ, gˆ) ∈ H with ‖β − βˆ‖ = 0 such
that H2 can be expressed as the following form:
H2 = {F ∈ H : [F : βˆ] = 0}. (5.6)
By (1) in Theorem 3.5 and (2) in Theorem 3.7, there exist uniquely ya,0 ∈ D(Ĥa,0) and uniquely yb,0 ∈
D(Ĥb,0) such that
yˆ(t) = yb,0(t) + c1z1(t) + c2z2(t), c0 − 1 t < +∞,
yˆ(t) = ya,0(t) +
2∑
j=1
c˜j z˜j(t) +
2∑
j=1
d˜jφj(t), a − 1 t  c0, (5.7)
where ck, c˜k, d˜k ∈ C, and zk, z˜k (k = 1, 2) are deﬁned by (3.23) and (3.36), respectively. If d˜1 = d˜2 = 0,
then it follows from (5.7), Corollary 3.1, Lemma3.4, and Theorems 3.1 and 3.4 that for every (x, f ) ∈ H∗0 ,
there exists (xˆ, fˆ ) ∈ H with ‖(x, f ) − (xˆ, fˆ )‖ = 0 such that
[(x, f ) : β] = [(xˆ, fˆ ) : βˆ] = (xˆ, yˆ)(+∞) − (xˆ, yˆ)(a − 1) = 0.
So, β ∈ H0 by the ﬁrst relation of (3.8). This contradicts β /∈ H0. Therefore, |d˜1| + |d˜2| > 0. Set
M := ( ¯˜d1, ¯˜d2).
ThenM /= 0. Further, it follows from (5.7), Lemma 3.4, and Theorem 3.4 that
0= [β : β] = [βˆ : βˆ] = (yˆ, yˆ)(+∞) − (yˆ, yˆ)(a − 1)
= −(yˆ, yˆ)(a − 1) = −MΦTa M∗.
So, (5.1) holds.
Now, it is only needed to show that H2 determined by (5.6) can be expressed as (5.2). For any
(x, f ) ∈ H, by Lemma 3.4 one has
[(x, f ) : βˆ] = (x, yˆ)(+∞) − (x, yˆ)(a − 1).
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It follows from (3.23), (3.36), and Theorem 3.4 that
(x, yˆ)(+∞) = 0, (x, yˆ)(a − 1) = M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
.
So [(x, f ) : βˆ] = 0 if and only if
M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
= 0.
Therefore, H2 determined by (5.6) can be expressed as (5.2). The necessity has been shown. The entire
proof is complete. 
With a similar argument to that for Theorem 5.2, one can show the following result:
Theorem 5.3. In the case of d = 1with da = 1 and db = 2, letφ1 andφ2 be any two linearly independent
solutions of Eq. (1.1λ) with λ /= 0. Then H1 is a SSE of H0 (i.e., H00) if and only if there exists a matrix
N ∈ C1×2 such that
N /= 0, NΦTb N∗ = 0, (5.8)
H1 =
{
(x, f ) ∈ H : N
(
(x,φ1)(b)
(x,φ2)(b)
)
= 0
}
,
where Φb is deﬁned by (3.33).
Theorem 5.4. In the case of d = 2, let φ1 and φ2 be any two linearly independent solutions of Eq. (1.1λ)
with λ /= 0. Then H1 is a SSE of H0 (i.e., H00) if and only if there exist matrices M, N ∈ C2×2 such that
rank (M, N) = 2, MΦTa M∗ = NΦTb N∗, (5.9)
H1 =
{
(x, f ) ∈ H : M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
− N
(
(x,φ1)(b)
(x,φ2)(b)
)
= 0
}
, (5.10)
where Φa and Φb are deﬁned by (5.3) and (3.33), respectively.
Proof. Because d = 2 is equivalent to da = db = 2, it follows that φ1 and φ2 are in l2w(I1) and l2w(I2).
The proof is divided into two steps.
Step 1. Show the sufﬁciency.
Suppose that matricesM, N ∈ C2×2 satisfy (5.9). LetM = (mjk), N = (njk), and
u˜j =
2∑
k=1
m¯jkφk, uj =
2∑
k=1
n¯jkφk, j = 1, 2.
It is evident that u˜j ∈ D(Ha) and uj ∈ D(Hb), j = 1, 2. Fix any integers a1 and b1 with a < a1 − 1 <
c0 < b1 − 1 < b. By (2) of Remark 3.2 there exist yj ∈ D(H), j = 1, 2, with
yj(t) =
{
u˜j(t), a − 1 t  a1
uj(t), b1 + 1 < t  b + 1. (5.11)
Set βj = (yj, gj), where gj(t) = w−1(t)L(yj)(t), j = 1, 2. Then βj ∈ H ⊂ H∗00 = H∗0 by Theorem 3.1
and (3.2).
We now show that {β1,β2} is a GKN-set for {H0, H∗0 }. Suppose that there exist constants c1, c2 ∈ C
such that c1β1 + c2β2 ∈ H0. Obviously, c1β1 + c2β2 ∈ Ĥ0. Again by (2) of Remark 3.2 there exist
yj ∈ D(H), 3 j 6, such that
y3(t) = φ1(t), a − 1 t  a1, y3(t) = 0, b1 + 1 < t  b + 1,
y4(t) = φ2(t), a − 1 t  a1, y4(t) = 0, b1 + 1 < t  b + 1,
y5(t) = 0, a − 1 t  a1, y5(t) = φ1(t), b1 + 1 < t  b + 1,
y6(t) = 0, a − 1 t  a1, y6(t) = φ2(t), b1 + 1 < t  b + 1.
(5.12)
Y. Shi, H. Sun / Linear Algebra and its Applications 434 (2011) 903–930 923
By Theorem 3.4 one has that (c1y1 + c2y2, yj)(a − 1) = 0 for j = 3, 4 and (c1y1 + c2y2, yj)(b) =
0 for j = 5, 6. So it follows from (5.11) and (5.12) that (c1u˜1 + c2u˜2,φk)(a − 1) = 0 and (c1u1 +
c2u2,φk)(b) = 0 for k = 1, 2; that is,⎛⎝ 2∑
j=1
(c1m¯1j + c2m¯2j)φj ,φk
⎞⎠ (a − 1) = 0,
⎛⎝ 2∑
j=1
(c1n¯1j + c2n¯2j)φj ,φk
⎞⎠ (b) = 0,
which implies that (c1, c2)MΦa = 0 and (c1, c2)NΦb = 0. Further, by the fact that rankΦb = rankΦa= 2, we get
(c1, c2)(M, N) = 0,
which, togetherwith theﬁrst relation in (5.9), yields that c1 = c2 = 0. Therefore,β1 andβ2 are linearly
independent (modulo H0). In addition, by Lemma 3.4 and (5.11) we have([βj : βk])1 j,k 2 = (NΦTb N∗)T − (MΦaM∗)T = 0,
where the second relation in (5.9) has been used, and consequently, [βj : βk] = 0, j, k = 1, 2. There-
fore, {β1,β2} is a GKN-set for {H0, H∗0 }.
By Lemma 2.1, the set
H2 = {F ∈ H∗0 : [F : βj] = 0, j = 1, 2} (5.13)
is a SSE of H0. Further, by Corollary 3.1 it can be concluded that
H2 = {F ∈ H : [F : βj] = 0, j = 1, 2}.
Now, we want to show H2 = H1. For any (x, f ) ∈ H, by Lemma 3.4 one has
[(x, f ) : βj] = (x, yj)(b) − (x, yj)(a − 1), j = 1, 2.
It follows from (5.11) that
(x, yj)(a − 1) = (x, u˜j)(a − 1) =
2∑
l=1
mjl(x,φl)(a − 1),
(x, yj)(b) = (x, uj)(b) =
2∑
l=1
njl(x,φl)(b),
which implies that(
(x, y1)(a − 1)
(x, y2)(a − 1)
)
= M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
,
(
(x, y1)(b)
(x, y2)(b)
)
= N
(
(x,φ1)(b)
(x,φ2)(b)
)
.
Hence, [(x, f ) : βj] = 0, j = 1, 2, if and only if
M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
− N
(
(x,φ1)(b)
(x,φ2)(b)
)
= 0.
Therefore, H2 = H1. The sufﬁciency has been shown.
Step 2. Show the necessity.
Suppose that H2 is a SSE of H0. By Lemma 2.1, there exists a GKN-set {β1,β2} for {H0, H∗0 } such that
(5.13) holds. By Corollary 3.1 there exist βˆj = (yˆj , gˆj) ∈ Hwith ‖βj − βˆj‖ = 0, j = 1, 2. Then it follows
from (5.13) that
H2 = {F ∈ H : [F : βˆj] = 0, j = 1, 2}. (5.14)
We ﬁrst construct matrices M and N satisfying (5.9). Note that βˆj ∈ H and then (yˆ−j , gˆ−j ) ∈ Ha
and (yˆ+j , gˆ
+
j ) ∈ Hb. By (2) in Theorem 3.5 and (2) in Theorem 3.7, there exist uniquely y˜j0 ∈ D(Ĥa,0),
yj0 ∈ D(Ĥb,0), c˜jk, n˜jk, cjk, njk ∈ C (j, k = 1, 2) such that
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yˆj(t) = y˜j0(t) +
2∑
k=1
c˜jkz˜k(t) +
2∑
k=1
n˜jkφk(t), a − 1 t  c0,
yˆj(t) = yj0(t) +
2∑
k=1
cjkzk(t) +
2∑
k=1
njkφk(t), c0 − 1 t  b + 1, (5.15)
where z˜k, zk, k = 1, 2, are deﬁned by (3.23) and (3.36). Set
M = (n˜jk), N = (n¯jk).
Next, we want to show that the above matrices M and N satisfy the ﬁrst relation in (5.9). It is ﬁrst
to show rank (M, N) = 2. Otherwise, rank (M, N) < 2. Then there exist c1, c2 ∈ Cwith |c1| + |c2| > 0
such that (c1, c2)(M, N) = 0, i.e.,
(c1, c2)M = (c1, c2)N = 0. (5.16)
Set βˆ = (yˆ, gˆ) = c1βˆ1 + c2βˆ2. Then, βˆ ∈ H and
((yˆ,φ1)(a − 1), (yˆ,φ2)(a − 1)) = (c1, c2)
(
(yˆ1,φ1)(a − 1) (yˆ1,φ2)(a − 1)
(yˆ2,φ1)(a − 1) (yˆ2,φ2)(a − 1)
)
,
((yˆ,φ1)(b), (yˆ,φ2)(b)) = (c1, c2)
(
(yˆ1,φ1)(b) (yˆ1,φ2)(b)
(yˆ2,φ1)(b) (yˆ2,φ2)(b)
)
. (5.17)
By Theorem 3.4, (3.23), (3.36), and (5.15), we get that
(yˆj ,φk)(a − 1) =
2∑
l=1
n˜jl(φl ,φk)(a − 1), (yˆj ,φk)(b) =
2∑
l=1
njl(φl ,φk)(b)
for j, k = 1, 2,which, together with (5.16) and (5.17), implies that
((yˆ,φ1)(a − 1), (yˆ,φ2)(a − 1)) = (c1, c2)MΦa = 0,
((yˆ,φ1)(b), (yˆ,φ2)(b)) = (c1, c2)NΦb = 0. (5.18)
Again by (2) in Theorem3.5 and (2) in Theorem3.7, for every x ∈ D(H), x+ canbeuniquely expressed as
(3.29) and x− can be uniquely expressed as (3.37). So it follows from (3.23), (3.36), (5.18), and Theorem
3.4 that (yˆ, x)(a − 1) = (yˆ, x)(b) = 0 for all x ∈ D(H), which, together with Corollary 3.1 and Lemma
3.4, implies that [β : H] = [β : H∗0 ] = 0. Hence, it follows from the ﬁrst relation of (3.8) that β ∈ H0,
and consequently, β1 and β2 are linearly dependent (modulo H0). This is a contradiction. Therefore,
rank (M, N) = 2.
Now, we want to show that M and N satisfy the second relation in (5.9). Since [βj : βk] = [βˆj :
βˆk] = 0, by Lemma 3.4 we have that
(yˆj , yˆk)(b) = (yˆj , yˆk)(a − 1), j, k = 1, 2. (5.19)
It follows from (3.23), (3.36), (5.15), and Theorem 3.4 that
(yˆj , yˆk)(a − 1) =
⎛⎝ 2∑
l=1
n˜jlφl ,
2∑
l=1
n˜klφl
⎞⎠ (a − 1) = (n˜j1, n˜j2)ΦTa
(
n˜k1
n˜k2
)
, (5.20)
(yˆj , yˆk)(b) =
⎛⎝ 2∑
l=1
njlφl ,
2∑
l=1
nklφl
⎞⎠ (b) = (nj1, nj2)ΦTb (n¯k1n¯k2
)
, j, k = 1, 2. (5.21)
So from (5.19)–(5.21) one has that
MΦTa M
∗ = NΦTb N∗.
Therefore,M and N satisfy the second relation of (5.9).
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Finally, wewant to show thatH2 determined by (5.14) can be expressed as (5.10). For any (x, f ) ∈ H,
by Lemma 3.4 one has
[(x, f ) : βˆj] = (x, yˆj)(b) − (x, yˆj)(a − 1).
It follows from (3.23), (3.36), (5.15), and Theorem 3.4 that
(x, yˆj)(a − 1) =
2∑
k=1
n˜jk(x,φk)(a − 1), (x, yˆj)(b) =
2∑
k=1
n¯jk(x,φk)(b).
So [(x, f ) : βˆj] = 0, j = 1, 2, if and only if
M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
− N
(
(x,φ1)(b)
(x,φ2)(b)
)
= 0.
Therefore, H2 determined by (5.14) can be expressed as (5.10). The necessity has been shown. The
entire proof is complete. 
Next, we characterize the SSEs of H0 in terms of equation (1.1λ) with λ ∈ R in the cases of d = 1
and d = 2.
In the case of d = 1 with da = 1 and db = 2, each solution of Eq. (1.1λ) is in l2w(I2) for any λ ∈ C.
Let θ1, θ2 be any two linearly independent solutions of Eq. (1.1λ) with λ ∈ R and satisfy the following
initial conditions
θ1(c0 − 1) = 0, p(c0 − 1)θ1(c0 − 1) = −1,
θ2(c0 − 1) = 1, p(c0 − 1)θ2(c0 − 1) = 0. (5.22)
Then it follows from (3.35) that = J, where is deﬁned as in (3.33).With a similar argument to that
used in the proof of Theorem 5.3 and using Theorem 3.6, one can easily show the following result:
Theorem 5.5. In the case of d = 1 with da = 1 and db = 2, let θ1 and θ2 be two linearly independent
solutions of equation (1.1λ) with λ ∈ R and satisfy the initial conditions (5.22), respectively. Then H1 is a
SSE of H0 (i.e., H00) if and only if there exists a matrix N = (n1, n2) ∈ R1×2 with N /= 0 such that
H1 = {(x, f ) ∈ H : n1(x, θ1)(b) + n2(x, θ2)(b) = 0}. (5.23)
With a similar argument to that used in the proof of Theorem 5.2 and using Theorem 3.8, one can
easily show the following result:
Theorem 5.6. In the case of d = 1 with da = 2 and db = 1, let θ1 and θ2 be two linearly independent
solutions of equation (1.1λ) with λ ∈ R and satisfy the initial conditions (5.22), respectively. Then H1 is a
SSE of H0 (i.e., H00) if and only if there exists a matrix M = (m1, m2) ∈ R1×2 with M /= 0 such that
H1 = {(x, f ) ∈ H : m1(x, θ1)(a − 1) + m2(x, θ2)(a − 1) = 0}. (5.24)
Remark 5.1. The conditions satisﬁed by M and N in Theorems 5.5 and 5.6 are simpler than those in
(5.1) and (5.8), respectively.
In the case of d = 2, i.e., da = db = 2, each solution of equation (1.1λ) is in l2w(I) for any λ ∈ C.
Let θ1, θ2 be two linearly independent solutions of Eq. (1.1λ) with λ ∈ R and satisfying (5.22). Then
 = J, where  is deﬁned in (3.33). By Lemma 2.3, we have
((θj , θk)(b))1 j,k 2 = ((θj , θk)(a − 1))1 j,k 2 =  = J.
Then, with a similar argument to that used in the proof of Theorem 5.4 and using Theorems 3.6 and
3.8, one can easily show the following result:
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Theorem 5.7. In the case of d = 2, let θ1 and θ2 be two linearly independent solutions of Eq. (1.1λ) with
λ ∈ R and satisfy the initial conditions (5.22), respectively. Then H1 is a SSE of H0 (i.e., H00) if and only if
there exist matrices M, N ∈ C2×2 such that
rank (M, N) = 2, MJM∗ = NJN∗, (5.25)
H1 = {(x, f ) ∈ H : M
(
(x, θ1)(a − 1)
(x, θ2)(a − 1)
)
− N
(
(x, θ1)(b)
(x, θ2)(b)
)
= 0}.
Remark 5.2. The second relation in (5.25) is simpler than that in (5.9).
5.2. The special case that one of the two endpoints is ﬁnite
In this subsection, we characterize the SSEs of H0 in the special case that one of the two endpoints
a and b is ﬁnite. We only consider the case that a is ﬁnite and b = +∞. For the other case that b is
ﬁnite and a = −∞, similar results hold.
It is evident that all the solutions of Eq. (1.1λ) for any λ ∈ C are in l2w(I1) in this case. Then da = 2.
Letφ1,φ2 be two linearly independent solutions of Eq. (1.1λ) satisfying the following initial conditions
φ1(a − 1) = 0, p(a − 1)φ1(a − 1) = −1,
φ2(a − 1) = 1, p(a − 1)φ2(a − 1) = 0.
Then Φa = J, where Φa is deﬁned as in (5.3), and(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
= −
(
x(a − 1)
p(a − 1)x(a − 1)
)
.
The following result can be directly derived from Theorem 5.2.
Theorem 5.8. In the case that a is ﬁnite, b = +∞, and db = 1, H1 is a SSE of H0 (i.e., H00) if and only if
there exists a matrix M = (m1, m2) ∈ R1×2 with M /= 0 such that
H1 = {(x, f ) ∈ H : m1x(a − 1) + m2p(a − 1)x(a − 1) = 0}. (5.26)
Theorem 5.9. In the case that a is ﬁnite, b = +∞, and db = 2, let φ1 and φ2 be any two linearly
independent solutions of Eq. (1.1λ) with λ /= 0, and Φb be deﬁned as in (3.33). Then H1 is a SSE of
H0 (i.e., H00) if and only if there exist matrices M, N ∈ C2×2 such that
rank (M, N) = 2, MJM∗ + NΦTb N∗ = 0, (5.27)
H1 =
{
(x, f ) ∈ H : M
(
x(a − 1)
p(a − 1)x(a − 1)
)
+ N
(
(x,φ1)(+∞)
(x,φ2)(+∞)
)
= 0
}
. (5.28)
Proof. In this case, da = 2 and then d = 2. By Theorem 5.4, H1 is a SSE of H0 if and only if there exist
matricesM, N ∈ C2×2 such that (5.9) and (5.10) hold, where φ˜j can be chosen as φj , j = 1, 2. Set
M1 = MP∗J, P =
(
φ1(a − 1) φ2(a − 1)
p(a − 1)φ1(a − 1) p(a − 1)φ2(a − 1)
)
.
Then P is invertible by the linear independence of solutions φ1 and φ2. Hence, rank(M1, N) =
rank(M, N). Further, it can be easily veriﬁed thatM1JM
∗
1 = MΦTa M∗ and
M
(
(x,φ1)(a − 1)
(x,φ2)(a − 1)
)
= M1
(
x(a − 1)
p(a − 1)x(a − 1)
)
.
Hence, (5.9) and (5.10) hold if and only if (5.27) and (5.28) hold withM replaced byM1. This completes
the proof. 
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With a similar argument to that used in the proof of Theorem5.9, one can show the following result
by Theorem 5.7:
Theorem 5.10. In the case that a is ﬁnite, b = +∞, and db = 2, let θ1 and θ2 be two linearly independent
solutions in l2w(I) of Eq. (1.1λ) with λ ∈ R and satisfy the initial conditions (5.22), respectively. Then H1 is
a SSE of H0 (i.e., H00) if and only if there exist matrices M, N ∈ C2×2 such that
rank (M, N) = 2, MJM∗ = NJN∗, (5.29)
H1 =
{
(x, f ) ∈ H : M
(
x(a − 1)
p(a − 1)x(a − 1)
)
+ N
(
(x, θ1)(+∞)
(x, θ2)(+∞)
)
= 0
}
. (5.30)
5.3. The special case that the two endpoints are ﬁnite
To end this section, consider the case that both a and b are ﬁnite.
Let θ1 and θ2 be the same as in Theorem 5.7. Noting that(
(x, θ1)(t)
(x, θ2)(t)
)
=
(
θ1(t) θ2(t)
p(t)θ1(t) p(t)θ2(t)
)∗
J
(
x(t)
p(t)x(t)
)
for t = a − 1, b and with a similar argument to that used in the proof of Theorem 5.9, one can easily
show the following result by Theorem 5.7:
Theorem 5.11. In the case that a and b are ﬁnite, H1 is a SSE of H0 (i.e., H00) if and only if there exist
matrices M, N ∈ C2×2 such that
rank (M, N) = 2, MJM∗ = NJN∗, (5.31)
H1 =
{
(x, f ) ∈ H : M
(
x(a − 1)
p(a − 1)x(a − 1)
)
− N
(
x(b)
p(b)x(b)
)
= 0
}
. (5.32)
6. Self-adjoint operator extensions of H0
In this section, we discuss the characterizations of all the self-adjoint operator extensions (SOEs)
of H0 (i.e., H00).
Since the positive and negative defect indices of H0 are equal, H0 must have SOEs as well as SSEs
by Theorems 15 and 18 in [4]. It is evident that each SOE of H0 must be its SSE. So the SSEs of H0
characterized in Section 5 contain all the SOEs of H0. The discussion is divided into three cases.
Case 1. a = −∞ and b = +∞.
Let H1 be a SSE of H0. Then H1 is a SOE of H0 if and only if H1(0) = 0; that is, f = 0 if (0, f ) ∈ H1.
Suppose that (x, f ) ∈ H1 with x(t) = 0 for t ∈ I. Then f (t) = w−1(t)L(x)(t) = 0 for t ∈ I. This implies
that each SSE of H0 is its SOE in this case.
Theorem 6.1. In the case that a = −∞ and b = +∞, each SSE of H0 (i.e., H00) in Theorems 5.2–5.7 is
its SOE.
Case 2. One of a and b is ﬁnite.
Without loss of generality, assume that a is ﬁnite and b = +∞. Fix any SSE H1 of H0 given in
Theorems 5.8–5.10. Suppose that (x, f ) ∈ H1 with x(t) = 0 for t ∈ I. Then f (t) = w−1(t)L(x)(t) = 0
for all t  a + 1, and
f (a) = −w−1(a)p(a − 1)x(a − 1).
So f = 0 if and only if x(a − 1) = 0. It follows from the boundary conditions in (5.26), (5.28), and
(5.30) that
M
(
1
−p(a − 1)
)
x(a − 1) = 0.
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Therefore, f = 0 if and only if
M
(
1
−p(a − 1)
)
/= 0. (6.1)
Consequently, the following result holds.
Theorem 6.2. In the case that a is ﬁnite and b = +∞, a SSE of H0 (i.e., H00) in Theorems 5.8-5.10 is its
SOE if and only if matrix M in Theorems 5.8–5.10 satisﬁes (6.1).
Remark 6.1
(i) Self-adjoint extensions for Eq. (1.1) were studied in the case that at least one of the endpoints is
singular in some existing literature including our papers [18,24] for general discrete Hamiltonian
systems. Because the corresponding maximal operator is multi-valued and the corresponding
minimal operator is non-densely deﬁned, the discussions in these papers should contain a cer-
tain problem. In addition, self-adjoint extensions given in these papers include the self-adjoint
operator extensions as well as those extensions that are only self-adjoint subspace ones.
(ii) Inorder to solve theproblemthat the correspondingmaximal operator ismulti-valued in the case
that one of the two endpoints is singular, some authors proposed some additional conditions.
For example, in the case of a = 0 and b = +∞, Atkinson gave the following condition:
x(−1) = 0, (6.2)
under which the corresponding minimal operator is self-adjoint in the limit point case [1, pp.
497–499]. His idea followed by Hinton and Lewis [7] and Garcia and Hermandez-Medina [9]. It
can be shown that condition (6.2) satisﬁes (6.1), whereM = (1, 0). So, by Theorems 5.8 and 6.2
this self-adjoint operator is one of all the self-adjoint operator extensions.
Case 3. Both a and b are ﬁnite.
LetH1 be any given SSE ofH0 characterized in Theorem 5.11. Suppose that (x, f ) ∈ H1 with x(t) = 0
for t ∈ I. Then f (t) = w−1(t)L(x)(t) = 0 for a + 1 t  b − 1, and
f (a) = −w−1(a)p(a − 1)x(a − 1), f (b) = −w−1(b)p(b)x(b + 1).
So f = 0 if and only if x(a − 1) = x(b + 1) = 0. On the other hand, it follows from the relation in
(5.32) that(
M
(
1
−p(a − 1)
)
, N
(
0
−p(b)
))(
x(a − 1)
x(b + 1)
)
= 0.
Hence, f = 0 if and only if
rank
(
M
(
1
−p(a − 1)
)
, N
(
0
−p(b)
))
= 2. (6.3)
and consequently, the following result holds.
Theorem 6.3. In the case that a and b are ﬁnite, a SSE of H0 (i.e., H00) in Theorem 5.11 is its SOE if and only
if matrices M and N in Theorem 5.11 satisfy (6.3).
The regular second-order discrete Sturm–Liouville problem (1.1) with the boundary condition
M
(
x(a − 1)
p(a − 1)x(a − 1)
)
− N
(
x(b)
p(b)x(b)
)
= 0, (6.4)
wherematricesM andN satisfy (5.31), has been extensively studied (e.g., [1,11,12,17,21,25]), andmany
good results have been obtained. By Theorem6.3 the problem (1.1)with (6.4) determines a self-adjoint
operator in l2w(I) only when condition (6.3) holds.
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Remark 6.2
(i) In [11], Jirari studied (1.1) with the special boundary conditions
x(a − 1) + hx(a) = 0, x(b + 1) + kx(b) = 0, (6.5)
where h and k are real constants, and proved that the corresponding operator is self-adjoint in
l2w(I) [11, Theorem2.2.1]. It can be shown that (6.5) can bewritten as (6.4) and the corresponding
matrices M and N satisfy (5.31) and (6.3). So Theorem 2.2.1 in [11] is a direct consequence of
Theorem 6.3.
(ii) The periodic boundary conditions
x(a − 1) = x(b), x(a) = x(b + 1) (6.6)
and the anti-periodic boundary conditions
x(a − 1) = −x(b), x(a) = −x(b + 1) (6.7)
can be written as (6.4) and the corresponding matrices M and N satisfy (5.31) and (6.3), where
p(a − 1) = p(b). Hence, the periodic boundary value problem (1.1) with (6.6) and the anti-
periodic boundary value problem (1.1) with (6.7) determine self-adjoint operators in l2w(I),
respectively. However, it can be easily veriﬁed that the Dirichlet boundary value problem (1.1)
with x(a) = x(b) = 0 only determines a self-adjoint subspace in l2w(I) × l2w(I). Some properties
of eigenvalues of these three boundary value problems and their inequality relationships were
studied in [25].
(iii) We studied some spectral properties for second-order vector difference equations with the gen-
eral boundary condition (6.4) in [17]. It can be easily veriﬁed that condition (5.31) is equivalent to
condition (2.7) in [17], and consequently, the boundary condition (6.4) with (5.31) is self-adjoint
by [17, Lemma 2.1].
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