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Resumen
Durante la ultima de´cada hemos vivido una creciente aplicacio´n de te´cnicas propias de las ingenierı´as a la biologı´a. A´reas
como la Biologı´a de Sistemas o, ma´s recientemente, la Biologı´a Sinte´tica, reciben una atencio´n cada vez mayor por parte de los
ingenieros. En particular, el modelado en estos a´mbitos permite la generacio´n de nuevas hipo´tesis contrastables experimentalmente,
y de nuevas formas de intervencio´n biolo´gica, ası´ como explicaciones ma´s o menos mecanicistas de los resultados experimentales.
Una aproximacio´n basada en modelo requiere considerar la dina´mica de las reacciones bioquı´micas y su regulacio´n. En la primera
parte de este tutorial se introducen el modelado determinista y reduccio´n de modelos de la clase de reacciones bioquı´micas propias
de la biologı´a molecular celular.
El ruido juega un papel crucial en la dina´mica de los circuitos biolo´gicos. En el a´rea de control automa´tico hay una larga
tradicio´n de modelado mediante ecuaciones diferenciales estoca´sticas lineales, bajo la hipo´tesis simpliﬁcadora de asumir que el
ruido tiene una magnitud independiente de la del estado. Esta hipo´tesis no es va´lida en los circuitos biolo´gicos. En la segunda parte
del tutorial se describen los me´todos de modelado estoca´stico ma´s usados en biologı´a molecular, con especial atencio´n a denominada
aproximacio´n lineal del ruido. Copyright c© 2015 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Durante la ultima de´cada hemos vivido una creciente apli-
cacio´n de te´cnicas propias de las ingenierı´as a la biologı´a. A´reas
como la Biologı´a de Sistemas o, ma´s recientemente, la Biologı´a
Sinte´tica, reciben una atencio´n cada vez mayor por parte de los
ingenieros. El disen˜o y produccio´n cla´sicos en biotecnologı´a,
mediante el uso de organismos gene´ticamente modiﬁcados, ha
seguido tradicionalmente una estrategia esencialmente de tipo
prueba-y-error.
En los u´ltimos an˜os, esta aproximacio´n estaba pra´cticamen-
te agotada, llevando a un cuello de botella en la generacio´n de
nuevos productos biotecnolo´gicos. Es en este punto cuando se
ve clara la necesidad de aplicar modelado computacional, de
optimizar computacionalmente en lugar de adivinar por prueba-
y-error cada nueva ruta metabo´lica (Kwok, 2010). Este proceso
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de incorporacio´n de herramientas de la ingenierı´a a la biologı´a
se ha intensiﬁcado tremendamente con el advenimiento de la
Biologı´a Sinte´tica. Esta se deﬁne como la ingenierı´a de la bio-
logı´a: el (re)disen˜o y construccio´n deliberados de nuevos com-
ponentes, dispositivos y sistemas biolo´gicos para realizar nue-
vas funciones con un propo´sito utilitario (De Lorenzo, 2014).
Como disciplina ingenieril, la Biologı´a Sinte´tica persigue cons-
truir dispositivos que au´n no existen, enfatizando los principios
y metodologı´as de la ingenierı´a en el disen˜o, caracterizacio´n, y
construccio´n de los mismos (Arpino et al., 2013; ERASynBio,
2014). En este contexto, las herramientas habilitadoras esen-
ciales que subyacen a esta nueva ingenierı´a biolo´gica son las
propias de la biologı´a molecular moderna –secuenciacio´n, tec-
nologı´as -o´micas, sı´ntesis y ensamblado de ADN– pero tambie´n
la ingenierı´a de sistemas, y el modelado y disen˜o computacio-
nales.
En particular, el modelado permite la generacio´n de nuevas
hipo´tesis contrastables experimentalmente, y de nuevas formas
de intervencio´n biolo´gica, ası´ como explicaciones ma´s o me-
nos mecanicistas de los resultados experimentales. Los mode-
los dina´micos son especialmente importantes para una aproxi-
. .U. Todos los derechos reservad .
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macio´n basada en modelo, pues permiten explicar y predecir
el comportamiento que emerge de la evolucio´n temporal de las
concentraciones de los componentes celulares. Estos modelos
requieren considerar la dina´mica de las reacciones bioquı´mi-
cas y su regulacio´n. No en vano, el modelado cine´tico determi-
nista de pequen˜os circuitos biolo´gicos tiene una larga tradicio´n
(Chen et al., 2010; Villaverde and Banga, 2014).
Especial intere´s tiene el modelado en situaciones en las que
el ruido juega un papel relevante. La necesidad de modelar el
ruido se presenta en multitud de aplicaciones pra´cticas en las
que un modelo determinista no es suﬁciente para capturar el
comportamiento dina´mico de los sistemas implicados con su-
ﬁciente aproximacio´n. En el a´mbito de la Automa´tica, normal-
mente bajo la asumcio´n de que el ruido tiene una magnitud in-
dependiente de la del estado, hay una larga tradicio´n de modela-
do de sistemas estoca´sticos mediante ecuaciones diferenciales
estoca´sticas lineales (Astro¨m, 2006). Sin embargo, en muchas
aplicaciones, esta asumcio´n simpliﬁcadora no es va´lida: la mag-
nitud del ruido depende de la del estado. Es el caso de los mo-
delos de reacciones bioquı´micas usados en biologı´a de sistemas
y biologı´a sinte´tica.
En este tutorial se introducen este tipo de sistemas dina´mi-
cos y su modelado, partiendo del modelado determinista, para
seguir con el modelado estoca´stico, poniendo especial e´nfasis
en la denominada aproximacio´n lineal del ruido. Esta u´ltima
metodologı´a permite desacoplar la dina´mica de la evolucio´n
media del estado del sistema y la de la varianza del ruido que
le afecta, lo que la convierte en una te´cnica de ana´lisis muy u´til
no so´lo en sistemas biolo´gicos. Las distintas metodologı´as se
ejempliﬁcan vı´a un caso sencillo que servira´ de hilo conductor:
la transcripcio´n no regulada de un gen.
2. Transcripcio´n constitutiva de un gen
A lo largo de las siguientes secciones usaremos como ejem-
plo conductor el proceso de transcripcio´n constitutiva, i.e. no
regulada, de un gen. Se trata de un caso muy sencillo, pero que
permite ver bien todas las metodologı´as que describiremos. El
conocido como Dogma Central de la biologı´a celular molecular
(ve´ase la ﬁgura 1) establece que para sintetizar una proteı´na (en
el argot, expresarla), primero se debe transcribir a una mole´cu-
la intermedia, el ARN mensajero, su secuencia codiﬁcadora en
el gen correspondiente a la proteı´na (Alberts et al., 2009).
El proceso de transcripcio´n lo lleva a cabo un complejo en-
zima´tico denominado ARN-polimerasa (RNAp). Esta se enla-
za a una secuencia del ADN, llamada promotor, situada justo
antes de la secuencia codiﬁcadora de la proteı´na. Una vez en-
lazada, la RNAp se desliza a lo largo de la secuencia del gen
en el ADN, sintetizando la molecula de ARN mensajero (mR-
NA), hasta que se encuentra una secuencia de terminacio´n en
el gen. Por otro lado, la mole´cula de mRNA se degrada tanto
por procesos activos como pasivos de degradacio´n. Muchos de
los valores para los para´metros involucrados en estas reacciones
pueden encontrarse en bases de datos pu´blicas como BioNum-
bers (Milo et al., 2010), o CyberCell (Sundararaj et al., 2004).
Como muestra, para hacerse una idea de las escalas tempora-
les de las que se esta´ hablando, la tasa de transcripcio´n para la
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Figura 1: Dogma Central de la Biologı´a, de ADN, a ARN mensajero, a Proteı´na.
bacteria E. coli esta´ en el orden de [3, 10] mole´culas de mRNA
por minuto. La tasa de degradacio´n, por otro lado, esta´ en el
intervalo [0,125; 1] min−1.
En resumen, el proceso de transcripcio´n esencialmente im-
plica tres subetapas: (i) el enlace reversible de la RNAp al pro-
motor del gen en el ADN, (ii) la elongacio´n irreversible a lo
largo del ADN para crear la copia de mRNA y (iii) la degra-
dacio´n (irreversible) del mRNA. Estas pueden expresarse como
reacciones entre las especies bioquı´micas involucradas:
RNAp + DNA ↽−−
v−1
v1−− ⇀ RNAp · DNA
RNAp · DNA v2−→ RNAp + DNA +mRNA
mRNA
vd−→ ∅
(1)
donde DNA representa el gen, y RNAp · DNA el complejo re-
sultante del enlace entre la ARN polymerasa y el promotor del
gen. Los sı´mbolos v1, v−1, v2, and vd denotan las velocidades de
reaccio´n. Se asume que cuando la reaccio´n de elongacio´n ﬁna-
liza, la ARN polimerasa se desprende del ADN, y el promotor
queda libre para enlazarse de nuevo.
Este tipo de transcripcio´n, en la cual el promotor so´lo es
activado por la ARN polimerasa se denomina constitutiva, o no
regulada. En la mayor parte de los genes, el enlace de la ARN
polimerasa al promotor puede verse afectado por la presencia de
activadores o represores, de forma que la expresio´n de proteı´nas
puede ser regulada en funcio´n del estado celular o del entorno.
3. Modelado determinista: la Ley de Accio´n de Masas
Todas las reacciones que tienen lugar en el interior celular
son estoca´sticas por naturaleza. Por tanto, el modelado del con-
junto de reacciones (1) deberı´a ser formulado en te´rminos de la
probabilidad de que cada una de las reacciones tenga lugar. Los
modelos estoca´sticos resultantes sera´n planteados en la seccio´n
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4 y posteriores. Los modelos deterministas, por otro lado, no
tienen en cuenta la naturaleza probabilı´stica de las reacciones.
En su lugar, asumen que para cada especie quı´mica, la cantidad
de mole´culas transformadas por las reacciones depende so´lo de
la cantidad actual de mole´culas, las velocidades de reaccio´n, y
la estequiometrı´a de las reacciones. En este sentido, la Ley de
Accio´n de Masas (LAM) es una formalismo ampliamente utili-
zado para expresar las velocidades de reaccio´n de cada una de
las reacciones en un sistema de reacciones como (1). El estado
del sistema esta´ constituido por el nu´mero de mole´culas de cada
especie o, alternativamente, por sus concentraciones.
La LAM establece que la velocidad de una reaccio´n (bio)-
quı´mica es proporcional al producto de las concentraciones de
las especies reactantes elevadas a una potencia dada por la este-
quiometrı´a de la reaccio´n (Chellaboina et al., 2009). El factor de
proporcionalidad es la tasa de reaccio´n (velocidad especı´ﬁca de
reaccio´n). Esencialmente, la LAM asume que la velocidad de
reaccio´n es proporcional a la probabilidad de que los reactantes
se encuentren (colisionen para reaccionar) y asocia esta proba-
bilidad al producto de concentraciones. Si uno de los reactantes
requeridos no esta´ presente, la reaccio´n no tendra´ lugar. Por otro
lado, la reaccio´n procede a mayor velocidad si la concentracio´n
de los reactantes aumenta.
Consideremos las reacciones de transcripcio´n (1). Siguien-
do el formalismo introducido, se considera que las tres reac-
ciones proceden con velocidades proporcionales al producto
de las concentraciones de reactantes. Denotando x1 = [DNA],
x2 = [RNAp], x3 = [RNAp ·DNA], y x4 = [mRNA], tendremos:
v1 = k1x1x2
v−1 = k−1x3
v2 = kmx3
v3 = dmx4
(2)
donde las constantes de proporcionalidad k1, k−1, km, dm son las
velocidades de reaccio´n especı´ﬁcas, o tasas de reaccio´n. Con
las velocidades (2) se pueden ahora establecer los balances de
masa dina´micos para las cuatro especies:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x˙1
x˙2
x˙3
x˙4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 1 0
−1 1 1 0
1 −1 −1 0
0 0 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v1
v2
v3
v4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= Av
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−k1x1x2 + k−1x3 + kmx3
−k1x1x2 + k−1x3 + kmx3
k1x1x2 − k−1x3 − kmx3
kmx3 − dmx4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
donde A es la matriz de estequiometrı´a.
3.1. Reduccio´n del modelo determinista
El modelo dina´mico (3) tiene la ventaja de ser un modelo
dina´mico positivo polinomial. Esto permite, en teorı´a, utilizar
herramientas de ana´lisis propias de los sistemas polinomiales,
como el a´lgebra diferencial (Pico´-Marco, 2013), o el Sum of
Squares (SOS) para el ana´lisis de estabilidad (Blanchini and
Franco, 2011). En la pra´ctica, sin embargo, el orden de los mo-
delos obtenidos es muy elevado – para un proceso muy simple,
como la transcripcio´n constitutiva, se ha obtenido un modelo de
cuarto orden. Un modelo de un circuito biolo´gico ba´sico pue-
de fa´cilmente tener orden superior a unas cuantas decenas. Esto
diﬁculta el uso de las mencionadas te´cnicas para sistemas poli-
nomiales. Por consiguiente, en la pra´ctica se preﬁeren modelos
de orden reducido. Proceder a la reduccio´n de modelos como
(3) tiene adema´s una serie de ventajas adicionales:
las diﬁcultades experimentales y computacionales para
estimar para´metros en sistemas biolo´gicos celulares se
incrementan mucho con su nu´mero. Es ma´s, en general es
experimentalmente ma´s factible estimar para´metros deri-
vados resultantes de la agregacio´n de otros ma´s primiti-
vos, ya que se suelen asociar a mecanismos biolo´gicos
de menor detalle, pero ma´s fa´ciles de tratar experimen-
talmente.
las dina´micas celulares son rı´gidas, existiendo una clara
divisio´n de escalas temporales entre las distintas reaccio-
nes –tı´picamente de varios o´rdenes de magnitud– de la
cual se puede sacar provecho.
En la pra´ctica, conviene que el proceso de reduccio´n proporcio-
ne un modelo en el que no se pierda relevancia biolo´gica. En
particular, suele evitarse que las especies del modelo reducido
sean agregadas. Por otro lado, los para´metros agregados resul-
tantes deben ser fa´cilmente asociables a mecanismos biolo´gicos
fa´ciles de estimar y/o modiﬁcar experimentalmente.
La reduccio´n de modelos bioquı´micos puede llevarse a ca-
bo mediante aplicacio´n de la denominada Aproximacio´n Quasi-
Estacionaria (QSSA por las siglas en ingle´s) de las reacciones
quı´micas ra´pidas, y la obtencio´n de relaciones algebraicas entre
los estados del sistema.
En esencia, QSSA es un me´todo de perturbaciones singu-
lares (Hinch, 1991; Khalil, 2011; Kokotovic et al., 1986) que
considera la separacio´n de escalas temporales entre las diferen-
tes dina´micas del sistema (Zagaris et al., 2004; Me´lyku´ti et al.,
2014). En concreto, se suele asumir que las dina´micas de las
reacciones de enlace son muy ra´pidas en comparacio´n con las
de elongacio´n y degradacio´n. Adema´s de herramienta para pro-
ceder a la reduccio´n de modelos, el me´todo es tambie´n muy
u´til a la hora de deﬁnir mo´dulos y sus interacciones en circuitos
biolo´gicos complejos, con un formalismo semejante al uso de
cuadripolos en electrotecnia o sistemas con puertos en ana´lisis
basado en pasividad, (Del Vecchio, 2013).
Las relaciones algebra´icas entre estados se obtienen me-
diante la bu´squeda de invariantes del sistema. En el caso de
los sistemas de reacciones, algunas de ellas son combinacio´n
lineal de otras, lo cual implica que la combinacio´n lineal de los
estados correspondientes se mantendra´n constantes en el tiem-
po. Estas combinaciones lineales de concentraciones1 pueden
ser entendidas como quasi-especies invariantes.
1Alternativamente puede expresarse el modelo como balances dina´micos
sobre el nu´mero de mole´culas de las especies.
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Consideremos nuestro modelo de transcripcio´n constitutiva
(3). En este caso sencillo, los invariantes pueden obtenerse por
simple inspeccio´n observando que x˙1 + x˙3 = 0, y x˙2 + x˙3 = 0,
lo cual implica:
x1 + x3 = cn
x2 + x3 = cRNAp
(4)
donde las constantes cn, y cRNAp son las concentraciones ini-
ciales de x1 + x3, y x2 + x3 respectivamente. En sistemas de
reacciones ma´s grandes los invariantes se obtienen a partir del
kernel de la matriz estequiome´trica traspuesta AT (Llaneras and
Pico´, 2008).
El primer invariante indica que el nu´mero de copias del gen,
es decir la cantidad de ADN, se mantiene constante en el tiem-
po, y es igual a la suma de la cantidad de promotor (ADN) libre
ma´s el ocupado por la RNAp. La constante cn es por tanto el
nu´mero de copias del gen. Este es un para´metro biolo´gico im-
portante, que puede ser modiﬁcado experimentalmente.
El segundo invariante indica la conservacio´n de la ARN po-
limerasa. La RNAp esta´ bien libre (x2), bien enlazada al ADN
(x3). Este invariante puede llevar a equı´vocos, y ha de interpre-
tarse con cuidado. Implı´citamente asume que el sistema bajo es-
tudio esta´ completamente aislado, lo cual no es cierto. La RNAp
interviene en muchos procesos celulares simulta´neamente. Es
decir, la segunda ecuacio´n del modelo (3) es una sobre-simpliﬁ-
cacio´n que asume que el u´nico gen usando RNAp es el que es-
tamos estudiando. El balance dina´mico de la ARN polimerasa
esta´, por tanto, incompleto. Pero no es factible introducir en el
mismo todos los te´rminos de todas las reacciones usando RNAp
simulta´neamente. Una buena opcio´n para tratar esta situacio´n
de estado compartido por muchos subprocesos es considerar
que la ce´lula contiene suﬁciente RNAp libre en exceso como
para servir a todos los genes activos transcribiendo simulta´nea-
mente. Bajo esta condicio´n, la concentracio´n de RNAp libre no
cambiara´ apreciablemente en el tiempo y, por tanto, puede asu-
mirse constante:
x2 ≈ cRNApf (5)
En la pra´ctica, la RNAp libre puede cambiar apreciablemente
en el tiempo si la ce´lula esta´ sometida a condiciones varian-
tes. Pero este cambio sucede en una escala temporal muy lenta
respecto a las que nos ocupan, por lo que cRNApf puede ser con-
siderado un para´metro lentamente variante en el tiempo.
Por otro lado, la aplicacio´n del me´todo QSSA nos permi-
tira´ eliminar los estados cuyas dina´micas son muy ra´pidas res-
pecto a las de los estados restantes. La idea bajo el me´todo
QSSA es que las reacciones muy ra´pidas alcanzan estado es-
tacionario muy ra´pidamente, por lo que podemos despreciar su
dina´mica y asumir que se encuentran en re´gimen permanen-
te. Esto convertira´ la ecuacio´n diferencial correspondiente en
una algebraica. Como ya indicamos, la formulacio´n rigurosa del
me´todo, y la comprobacio´n de las condiciones te´cnicas necesa-
rias, pasa por el uso de me´todo de perturbaciones singulares.
En nuestro ejemplo de transcripcio´n se puede asumir con
seguridad que las reacciones de enlace/desenlace de la ARN
polimerasa al promotor del gen son mucho ma´s ra´pidas que las
de elongacio´n y degradacio´n. Esto se reﬂeja en los valores de
las correspondientes tasas de reaccio´n. Recordando el modelo
(3), podemos deﬁnir el para´metro de perturbacio´n:
 =
1
k1
(6)
Pre multiplicando por  en ambos lados de la primera ecuacio´n
del modelo se tiene:
 x˙1 = −x1x2 + k−1 + kmk1 x3 (7)
Asumiendo k1 suﬁcientemente grande,  sera´ muy pequen˜o. En
el lı´mite,  tendera´ a cero conforme k1 aumenta. El te´rmino
k−1+km
k1
no se anulara´ si numerador y denominador tienen ordenes
de magnitud comparables. Este es el caso para las tasas de en-
lace y desenlace de la RNAp al promotor. Bajo esta condicio´n,
(7) puede aproximarse como:
0 = −x1x2 + k−1 + kmk1 x3 (8)
Mediante esta relacio´n algebraica y los invariantes obtenidos
anteriormente, llegamos al modelo reducido:
x˙4 = km
cn
1 + 1cRNAp
k−1+km
k1
− dmx4 (9)
donde recordemos que x4 = [mRNA].
El modelo obtenido muestra que la sı´ntesis de ARN mensa-
jero aumenta si el promotor tiene mucha aﬁnidad por la ARN
polimerasa (k1 grande), hasta un lı´mite dado por la tasas de la
reaccio´n de elongacio´n y el nu´mero de copias del gen en la ce´lu-
la. Tambie´n se observa que si hay muchos procesos celulares
en paralelo consumiendo RNAp libre (cRNAp bajo) la sı´ntesis de
ARN mensajero disminuira´.
El modelo (9) suele expresarse agregando todos sus para´me-
tros bajo el paraguas de un nuevo para´metro que reﬂeja la tasa
de transcripcio´n efectiva, y que es fa´cil de medir y modiﬁcar
experimentalmente:
kme =
km
1 + 1cRNAp
k−1+km
k1
(10)
obtenie´ndose de este modo la expresio´n ma´s usada para mode-
lar la transcripcio´n gene´tica constitutiva:
x˙4 = kmecn − dmx4 (11)
El proceso de transcripcio´n (11) puede asociarse a un sistema
de reacciones reducido equivalente:
DNA
kme−−→ DNA +mRNA
mRNA
dm−→ ∅
(12)
4. Modelado estoca´stico: la Ecuacio´n Quı´mica Maestra
Estrictamente hablando, el proceso de generacio´n y degra-
dacio´n de mRNA es estoca´stico. La Ecuacio´n Quı´mica Maestra
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(CME) establece el balance de las distribuciones de densidad
de probabilidad2. A partir de este balance, se puede obtener la
distribucio´n de probabilidad de sistemas con n copias de mRNA
en el instante t para cada instante de tiempo. En la pra´ctica la
CME so´lo se puede resolver analı´ticamente para casos lineales
simples. Por lo tanto, se usan bien aproximaciones nume´ricas
bien aproximaciones analı´ticas.
Para los cuatro componentes en el conjunto de reacciones
(1) podemos escribir las ecuaciones de balance para las dis-
tribuciones de probabilidad, dando lugar a la correspondiente
CME. A continuacio´n lo haremos so´lo para el mRNA usando
el modelo simpliﬁcado (12). Consideremos de nuevo la red de
reacciones simpliﬁcada para transcripcio´n:
DNA
r−→ DNA +mRNA
mRNA
d−→ ∅
(13)
Ahora, en lugar de las tasas de reaccio´n deterministas, se ha-
blara´ de tasas de reaccio´n probabilı´sticas. Ma´s tarde veremos la
relacio´n entre las mismas. Por el momento, consideremos que
la probabilidad por unidad de tiempo de que una mole´cula de
mRNA sea transcrita es r, y la de que una mole´cula de mRNA
se degrade es d. Asumamos que el nu´mero de copias del gen
cn = 1. Si este no es el caso, se podrı´a considerar simplemente
el producto rcn como la probabilidad de la tasa de transcripcio´n
o, para ser ma´s exactos, cn reacciones paralelas como (13).
Denotemos la probabilidad de tener n copias de mRNA en
el instante t como p(n, t), y establezcamos un balance para ob-
tener la probabilidad de tener n copias en el instante t + δt. El
razonamiento es como sigue: la probabilidad que buscamos es
igual a la probabilidad de tener n − 1 copias de mRNA en t,
habiendo tenido lugar la reaccio´n de transcripcio´n durante el
intervalo de tiempo δt, mas la probabilidad de tener n + 1 co-
pias de mRNA en t, habiendo tenido lugar la reaccio´n de de-
gradacio´n de mRNA durante el intervalo de tiempo δt, ma´s la
probabilidad de que ya hubieran n copias de mRNA en t, no
habiendo tenido lugar ninguna reaccio´n durante el intervalo de
tiempo δt. No´tese que se usa adicio´n de probabilidades porque
se asume que tanto el primer evento, como el segundo, como el
tercero, pueden ocurrir, y el tiempo transcurrido δt se toma lo
suﬁcientemente pequen˜o de manera que los tres posibles even-
tos sean disjuntos. Si dos eventos son mutuamente exclusivos,
la probabilidad de que ocurra bien uno bien el otro es la suma
de las probabilidades de que ocurra cada uno.
La probabilidad de que una reaccio´n especı´ﬁca tenga lugar
en un intervalo de tiempo determinado es igual al producto de la
correspondiente probabilidad de la tasa de reaccio´n y el tiempo
transcurrido. Ası´, por ejemplo, cada mole´cula de mRNA tiene
probabilidad dδt de degradarse en el intervalo de tiempo [t, t +
δt].
Por otra parte, la probabilidad de que por ejemplo la reac-
cio´n de degradacio´n tenga lugar en un intervalo de tiempo δt
es proporcional al nu´mero de copias de mRNA en t, la tasa de
2En lo que sigue se abreviara´ usando distribuciones de probabilidad en lugar
de distribuciones de densidad de probabilidad.
Figura 2: Transcripcio´n constitutiva. Simulacio´n estoca´stica del nu´mero de
mole´culas de mRNA con el algoritmo SSA. A la izquierda se muestra una reali-
zacio´n, y 10 a la derecha. Se usaron valores tı´picos para E. coli: r = 2,5min−1,
d = 0,25min−1.
degradacio´n d y el tiempo transcurrido δt. El producto de los
dos primeros te´rminos se denominada propensio´n de la reac-
cio´n (Higham, 2008).
Con los elementos arriba explicados, la probabilidad de te-
ner n copias de mRNA en el instante t + δt es:
p(n, t + δt) = p(n − 1, t)rδt + p(n + 1, t)(n + 1)dδt+
p(n, t) [1 − ndδt − rδt] (14)
Reordenando los te´rminos, y tomando el lı´mite segu´n δt tiende
a cero, se llega a la CME expresando la evolucio´n temporal de
la distribucio´n de probabilidad:
∂p(n, t)
∂t
= d
[
p(n + 1, t)(n + 1) − p(n, t)n]+
r
[
p(n − 1, t) − p(n, t)] (15)
La ecuacio´n (15) es lineal e inﬁnito dimensional. Hay una ODE
para cada posible estado del sistema. Es decir, la CME debe
resolverse para todos los posibles valores del nu´mero de copias
de mRNA, por lo que tendremos:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂p(0,t)
∂t
∂p(1,t)
∂t
∂p(2,t)
∂t
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−r d 0 0 0 · · ·
r −(r + d) 2d 0 0 · · ·
0 r −(r + 2d) 3d 0 · · ·
...
...
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p(0, t)
p(1, t)
p(2, t)
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)
4.1. Simulacio´n estoca´stica mediante el algoritmo SSA
Resolver la ecuacio´n (16) es un reto computacional. El al-
goritmo de Gillespie (o SSA por Stochastic Simulation Algo-
rithm) es un algoritmo de simulacio´n de eventos discretos que
proporciona soluciones particulares del proceso estoca´stico que
estadı´sticamente esta´n en correspondencia exacta con los resul-
tados producidos por la CME (Gillespie, 2007).
Las ﬁguras 2 y 3 muestran los resultados obtenidos para las
simulaciones estoca´sticas usando el algoritmo SSA. En la ﬁgu-
ra 3 se observa que tras el transitorio, la media y la varianza
tomadas sobre un gran nu´mero de realizaciones del proceso es-
toca´stico son iguales. Esto es caracterı´stico de un proceso de
Poisson.
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Figura 3: Transcripcio´n constitutiva. Simulacio´n estoca´stica del nu´mero de
mole´culas de mRNA con el algoritmo SSA. Evolucio´n temporal de la media
y la varianza sobre 100 realizaciones del proceso estoca´stico.
4.2. Relacio´n entre el modelo estoca´stico y el determinista.
Es interesante comparar el modelo determinista (11) con la
evolucio´n del nu´mero medio de mole´culas proporcionado por
el modelo estoca´stico (15).
Denotando el nu´mero medio de mole´culas de mRNA como
〈mRNA〉(t) = ∑n np(n, t), tenemos:
d〈mRNA〉
dt
=
∑
n
n
∂p(n, t)
∂t
= r − d〈mRNA〉 (17)
Por otro lado, la concentracio´n media xmRNA =
〈mRNA〉
Vcell
, don-
de Vcell es el volumen celular. Por tanto, la dina´mica determi-
nista de la concentracio´n media coincide con la media de la
dina´mica estoca´stica. Es ma´s, se ve que las tasas de reaccio´n
probabilı´sticas y las deterministas coinciden3, i.e. r = kme y
d = dm.
5. Modelo estoca´stico simpliﬁcado: la Ecuacio´n Quı´mica
de Langevin
La solucio´n analı´tica de la CME no es posible en el caso ge-
neral. Aunque existen implementaciones computacionales eﬁ-
cientes, como el algoritmo SSA de Gillespie o las aproximacio-
nes presentadas en (Munsky and Khammash, 2008), las simula-
ciones estoca´sticas todavı´a tienen un alto coste computacional.
Por otra parte, la informacio´n proporcionada por las aproxima-
ciones analı´ticas se pierde en gran medida en las aproximacio-
nes basadas en simulaciones. Para superar este contratiempo,
se han propuesto varias aproximaciones en tiempo continuo.
La Ecuacio´n Quı´mica de Langevin (CLE) aproxima la CME
por un sistema de ecuaciones diferenciales estoca´sticas (SDE)
de orden igual al nu´mero de especies – c.f. con orden igual al
posible nu´mero de mole´culas de todas las especies en la CME
(Higham, 2008).
Consideremos de nuevo el modelo de transcripcio´n consti-
tutiva (12), repetido abajo para comodidad del lector.
DNA
r−→ DNA +mRNA
mRNA
d−→ ∅
3Esto so´lo es cierto para reacciones de primer orden, y aproximado para
reacciones bimoleculares.
Figura 4: Distribucio´n de Poisson. La distribucio´n de Poisson expresa la proba-
bilidad de que un evento ocurra un nu´mero dado de veces en un intervalo ﬁjo de
tiempo si estos sucesos ocurren con una ratio media conocida e independiente-
mente del tiempo desde el u´ltimo suceso.
Asumamos un intervalo de tiempo δt tal que se espera que cada
reaccio´n ocurra varias veces en el inte´rvalo [t, t+ δt[. Bajo estas
condiciones, el nu´mero de veces que cada reaccio´n se produce
sera´ igual a la probabilidad p(n, t) de tener n copias de mR-
NA en el instante t multiplicada por la tasa probabilı´stica de la
reaccio´n y por el intervalo de tiempo δt considerado. Es decir,
la frecuencia de reaccio´n es igual a la propensio´n de la reaccio´n
por el intervalo temporal considerado. Esa frecuencia de reac-
cio´n sigue una distribucio´n de Poisson, con media igual igual
a la probabilidad de que la reaccio´n tenga lugar durante δt. La
distribucio´n de Poisson dependera´ del producto de la propen-
sio´n por δt, que es usado para parametrizar la distribucio´n. La
ﬁgura 4 muestra la distribucio´n de Poisson para distintos valo-
res de este para´metro (λ en la ﬁgura) 4. Cuando el valor de λ se
incrementa, la distribucio´n de Poisson se puede aproximar por
una distribucio´n normal con media λ y varianza λ.
La aproximacio´n de Langevin asume que el para´metro λ pa-
ra cada reaccio´n, es decir el producto de su propensio´n por δt,
es lo suﬁcientemente grande como para que la funcio´n de dis-
tribucio´n de probabilidad que da el nu´mero de veces que una
reaccio´n tiene lugar en el intervalo de tiempo δt, se pueda apro-
ximar por una distribucio´n normal. La distribucio´n de Poisson
es discreta – so´lo existe para nu´meros discretos de realizaciones
de cada reaccio´n – mientras que la distribucio´n normal es conti-
nua. Esta aproximacio´n implica que el nu´mero de veces T ji(δt)
que tendra´ lugar una reaccio´n j afectando a la especie i durante
un intervalo de tiempo de duracio´n δt es:
T ji(δt) = λ j +
√
λ jN j(0, 1) (18)
donde N j(0, 1) es una distribucio´n normal con media cero y
varianza unidad5, y Nk(0, 1) y Nl(0, 1) son independientes pa-
4El ı´ndice k en el eje horizontal representa el numero de ocurrencias del
evento. El para´metro λ es igual al producto de la propensio´n por δt. Para baja
probabilidad de ocurrencia (λ bajo), lo ma´s probable que so´lo tenga lugar una
ocurrencia del evento en el periodo δt. Para alta probabilidad de ocurrencia (λ
alto), lo ma´s probable es que durante el periodo δt, el nu´mero de ocurrencias
del evento sea igual a la probabilidad media.
5De manera que
√
λ jN j(0, 1) es una distribucio´n con media cero y varianza
λ j.
 Jesús Picó et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 241–252 247
ra k  l, es decir, un ruido blanco gaussiano. Por lo tanto, el
nu´mero de copias de la especie i de intere´s en el instante t + δt
se puede aproximar como la variable aleatoria continua
ni(t + δt) = ni(t) +
∑
j
λ j +
∑
j
√
λ jN j(0, 1) (19)
Apliquemos estas ideas al nu´mero de mole´culas de mRNA en
el modelo de transcripcio´n constitutiva (13). En este caso ten-
dremos:
nmRNA(t + δt) = nmRNA(t) + (r − dnmRNA(t))δt+√
rN1(0, 1)
√
δt − √dnmRNA(t)N2(0, 1)√δt
(20)
La ecuacio´n (20) corresponde a la discretizacio´n Euler-Maruyana
de la ecuacio´n diferencial estoca´stica:
dnmRNA
dt
= r − dnmRNA +
√
rdW1 −
√
dnmRNAdW2 (21)
en la que dW1 y dW2 son movimientos Brownianos escalares
independientes (Higham, 2008). La ecuacio´n (21) se denomi-
na la Ecuacio´n Quı´mica de Langevin (CLE), o simplemente la
ecuacio´n de Langevin. Los dos primeros te´rminos en el lado
derecho de la ecuacio´n corresponden a la cine´tica determinista.
Conjuntamente forman el te´rmino macrosco´pico de deriva. Los
te´rminos afectados por el ruido forman el llamado te´rmino de
difusio´n. Es interesante notar que el te´rmino de deriva determi-
nista crece como la raı´z cuadrada del taman˜o del sistema. Por
lo tanto, el peso relativo del te´rmino estoca´stico con respecto
al determinista se escala como la raı´z cuadrada inversa del ta-
man˜o del sistema. Esto es, segu´n el nu´mero de mole´culas de las
especies se incrementa, la solucio´n de (21) aproximara´ la del
modelo determinista en el sentido de que las ﬂuctuaciones al-
rededor de la solucio´n determinista tendra´n un taman˜o relativo
menor.
6. Tratamiento del ruido en un contexto determinista: la
Aproximacio´n Lineal del Ruido
Manejar ecuaciones diferenciales estoca´sticas es ma´s senci-
llo que hacerlo con la Ecuacio´n Quı´mica Maestra, pero menos
que hacerlo con ecuaciones diferenciales ordinarias (ODEs). La
Aproximacio´n Lineal del Ruido (LNA) intenta tratar el ruido en
un contexto determinista. Ba´sicamente, la LNA ve la trayecto-
ria de la respuesta temporal estoca´stica de un sistema, en cada
instante de tiempo, como la superposicio´n de una respuesta de-
terminista y un te´rmino aditivo de ruido, denominado de ﬂuc-
tuacio´n. La ﬁgura 5 muestra una representacio´n gra´ﬁca de la
idea usando datos de la simulacio´n estoca´stica mediante el al-
goritmo SSA de la seccio´n 4.1. Es muy importante notar que
el te´rmino de ﬂuctuacio´n no se an˜ade al modelo determinista
como una entrada aditiva de ruido, sino que se an˜ade sobre la
respuesta temporal del modelo determinista.
Como resultado ﬁnal de la aplicacio´n del me´todo LNA, se
obtiene, por un lado, el modelo determinista que proporciona la
trayectoria media del sistema (la concentracio´n media de mR-
NA en el ejemplo que nos ocupa) y, por otro, una SDE lineal
Figura 5: Transcripcio´n constitutiva. Izq: Representacio´n 3D de la media y va-
rianza del numero de mole´culas de mRNA sobre 100 realizaciones del proceso
estoca´stico obtenidas mediante el algoritmo SSA. Der.: Representacio´n de la
aproximacio´n LNA.
que proporciona la dina´mica de las ﬂuctuaciones. Es importante
destacar que la dina´mica de la matriz de varianzas-covarianzas
del te´rmino de ﬂuctuaciones puede obtenerse fa´cilmente, resul-
tando en una ecuacio´n de tipo Lyapunov. En cada instante de
tiempo, la respuesta del sistema se aproxima como la superposi-
cio´n de la respuesta determinista ma´s un te´rmino de ﬂuctuacio´n
con una matriz de varianzas-covarianzas asociada.
Esta seccio´n sigue los argumentos de (Wallace et al., 2012)
para derivar la Aproximacio´n Lineal del Ruido a partir de la
discretizacio´n de Euler-Maruyana de la CLE obtenida en la sec-
cio´n 5. Ası´, la CLE (20) correspondiente al nu´mero de mole´cu-
las de una especie, puede ser escrita de forma general como:
nmRNA(t + δt) = nmRNA(t) +
M∑
m=1
νmam(nmRNA)δt+
M∑
m=1
νm
√
am(nmRNA)Nm(0, 1)
√
δt
(22)
donde:
M es el nu´mero de reacciones. Dos en el ejemplo de
transcripcio´n; transcripcio´n efectiva, y degradacio´n de mR-
NA, que indexaremos como m = 1, 2 respectivamente.
νm es el ı´ndice estequiome´trico de la reaccio´n m. Por
ejemplo, la reaccio´n de degradacio´n disminuira´ el nu´me-
ro de mole´culas de mRNA en una. Por tanto, ν2 = −1.
Para el caso de la transcripcio´n efectiva, ν1 = +1.
Los te´rminos am(nmRNA(t)), con m = 1 . . .M, son las pro-
pensiones de las reacciones. Para la transcripcio´n efec-
tiva, asumiendo un nu´mero de copias del gen cn = 1,
tendremos a1(nmRNA) = rcn = r. Para la degradacio´n de
mRNA, a2(nmRNA) = dnmRNA
Denotemos la concentracio´n de una especie para una rea-
lizacio´n del proceso estoca´stico como x = n/V , donde n es
el nu´mero de mole´culas, y V el volumen. En lo que sigue es-
taremos interesados en expresiones usando concentraciones, si
bien el desarrollo podrı´a hacerse con nu´mero de mole´culas. Pa-
ra ello, expresaremos las propensiones como:
am(n) = amn (e.g. ad(nmRNA) = dnmRNA)
a¯m(x) = a¯mx (e.g. a¯d(xmRNA) = kdxmRNA)
(23)
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Apoya´ndonos, tal como vimos en la seccio´n 4, en el hecho de
que para reacciones de primer orden las tasas de reaccio´n deter-
ministas y estoca´sticas coinciden6 (e.g. d = kd), tendremos que
a¯m = am. A partir de esta igualdad, obtenemos la relacio´n:
am(n) = Va¯m(x) (24)
Ahora podemos reescribir la CLE (22) en funcio´n de concen-
traciones:
xmRNA(t + δt) = xmRNA(t) +
M∑
m=1
νma¯m(xmRNA)δt+
1√
V
M∑
m=1
νm
√
a¯m(xmRNA)Nm(0, 1)
√
δt
(25)
Obse´rvese que conforme aumenta el volumen V , el te´rmino es-
toca´stico tiende a cero. Sin embargo, que V → ∞ no impli-
ca que la concentracio´n tiende a cero. Conforme consideramos
ma´s volumen (taman˜o del sistema en el argot), tambie´n consi-
deramos ma´s mole´culas, de forma que la concentracio´n se man-
tiene casi constante. Hay que recordar que siempre se conside-
ran intervalos δt muy pequen˜os, de manera que las variaciones
de las variables son muy pequen˜as.
Recordemos tambie´n que para derivar la CLE en la seccio´n
5 asumimos que cada reaccio´n tiene lugar un nu´mero suﬁciente
de veces en el intervalo temporal δt, de manera que el nu´mero
de veces que tiene lugar la reaccio´n en el intervalo δt puede ser
aproximado mediante una distribucio´n normal.
Ahora podemos derivar la LNA como una aproximacio´n a
la CLE (25). El punto clave es observar que la CLE diﬁere de la
ecuacio´n determinista en un te´rmino proporcional a 1/
√
V . Por
tanto, buscamos una aproximacio´n de (25) como:
xmRNA(t) = xˆmRNA(t) +
1√
V
ξmRNA(t) (26)
donde ξmRNA(t) es el te´rmino de ﬂuctuacio´n, y xˆmRNA(t) es la
solucio´n de la ecuacio´n determinista:
xˆmRNA(t + δt) = xˆmRNA(t) +
M∑
m=1
νma¯m(xˆmRNA)δt (27)
Obse´rvese que (27) es simplemente la discretizacio´n de Euler
de la ODE correspondiente.
La substitucio´n de (26), y (27) en (25) proporciona:
M∑
m=1
νma¯m(xˆmRNA)δt +
1√
V
[
ξmRNA(t + δt) − ξmRNA(t)] =
M∑
m=1
νma¯m
(
xˆmRNA(t) +
1√
V
ξmRNA(t)
)
δt
+
1√
V
M∑
m=1
νm
√
a¯m
(
xˆmRNA(t) +
1√
V
ξmRNA(t)
)
Nm(0, 1)
√
δt
(28)
6Esta coincidencia es tanto mayor para reacciones de orden superior cuanto
mayor nu´mero de mole´culas aumenta.
Si estamos pro´ximos a la regio´n en la que el modelo deter-
minista es va´lido, entonces xˆmRNA(t) ≈ xmRNA(t). En otras pala-
bras 1√
V
ξmRNA(t) es suﬁcientemente pequen˜o como para apro-
ximar por la serie Taylor truncada:
a¯m
(
xˆmRNA(t) +
1√
V
ξmRNA(t)
)
= a¯m (xˆmRNA(t))+
∂a¯m(x)
∂x
∣∣∣∣∣
x=xˆmRNA(t)
1√
V
ξmRNA(t)
(29)
Nota: En (29) estamos haciendo uso implı´cito del hecho que
tenemos un sistema escalar. En el caso general de un sistema
con N especies y M reacciones, el Jacobiano sera´ una matriz.
Del mismo modo, el te´rmino de perturbacio´n ξ sera´ un vector.
La substitucio´n de (29) en (28) proporciona, despreciando
el te´rmino en V−
1
2 que aparece dentro de la raı´z cuadrada:
ξmRNA(t + δt) = ξmRNA(t) +
M∑
m=1
νm
∂a¯m(x)
∂x
∣∣∣∣∣
x=xˆmRNA(t)
ξmRNA(t)δt+
M∑
m=1
νm
√
a¯m (xˆmRNA(t))Nm(0, 1)
√
δt
(30)
La ecuacio´n (30) proporciona la dina´mica de las ﬂuctuaciones
alrededor de la solucio´n determinista. Se trata de una SDE, pe-
ro de una SDE lineal variante en el tiempo, de la forma dξ =
A(t)ξ + B(t)dω. Esto es importante, puesto que se trata de una
ecuacio´n que podemos resolver analı´ticamente.
En el caso general, tenemos un sistema con N especies quı´-
micas y M reacciones. Llamemos a¯(xˆ) ∈ IRM al vector de pro-
pensiones de reaccio´n, S = [νi j] ∈ IRN×M a la matriz esto-
quiome´trica, xˆ ∈ IRN a las concentraciones de las especies da-
das por el modelo determinista, ξ(t) ∈ IRN al vector de ﬂuctua-
ciones, J = ∂a¯(x)
∂x
∣∣∣
x=xˆ ∈ IRM×N es la matriz Jacobiana del vector
de propensiones, y diag
(√
a¯
)
la matriz diagonal conteniendo la
raı´z cuadrada de las propensiones a¯(xˆ) en la diagonal y ceros en
el resto de posiciones. Entonces, el modelo determinista en el
caso general se puede expresar como:
˙ˆx(t) = S a¯(xˆ) (31)
y la dina´mica discretizada de la LNA para el te´rmino de ﬂuc-
tuacio´n como:
ξ(t + δt) = ξ(t) + S Jξ(t)δt + S diag
(√
a¯
)
N(0, 1)√δt (32)
donde N(0, 1) ∈ IRM es un vector con M ruidos gaussianos
independientes de media cero y varianza unidad. Se recuerda
tambie´n que en la LNA la concentracio´n de las especies x(t) se
aproxima como:
x(t) = xˆ(t) +
1√
V
ξ(t) (33)
donde V es el volumen.
La ecuacio´n (32) puede resolverse nume´ricamente. En la
pra´ctica, sin embargo, estamos ma´s interesados en las carac-
terı´sticas estadı´sticas del te´rmino de ﬂuctuacio´n ξ(t). Afortu-
nadamente, la dina´mica de la matriz de varianzas-covarianzas
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de ξ(t) puede obtenerse fa´cilmente, tal como se muestra en el
Ape´ndice˜A. Denotando por C(t) ∈ IRN×N la citada matriz de
varianzas-covarianzas del te´rmino de ﬂuctuacio´n, la dina´mica
de C(t) responde a la ecuacio´n de tipo Lyapunov:
C˙ = CJTS T + S JC + S diag(a¯(xˆ)) S T (34)
Obse´rvese que esta ecuacio´n esta´ acoplada a la dina´mica deter-
minista (31) ya que el valor de las propensiones a¯, y su Jaco-
biano J sera´n, en el caso general, una funcio´n del estado del
sistema xˆ.
6.1. Simulacio´n de la LNA
A continuacio´n, aplicamos estos resultados a nuestro ejem-
plo de transcripcio´n. El modelo determinista, usando la nota-
cio´n anterior, se puede expresar como:
˙ˆxmRNA = S a¯(xˆ) =
[
1 −1
] [ krcn
kd xˆmRNA
]
(35)
El Jacobiano del vector de propensiones es:
J =
∂a¯(x)
∂x
∣∣∣∣∣
x=xˆ
=
[
0
kd
]
(36)
A partir de ellos se puede construir el sistema extendido forma-
do por la dina´mica determinista de la concentracio´n media de
mRNA, y la de la matriz de varianzas-covarianzas de la ﬂuctua-
cio´n. En nuestro ejemplo escalar se tendra´:
˙ˆxmRNA = krcn − kd xˆmRNA
C˙ = −2kdC + (krcn + kd xˆmRNA) (37)
Una aproximacio´n u´til se obtiene usando el valor de re´gimen
permanente de la concentracio´n de mRNA, xˆmRNAss = krcn/kd,
en la ecuacio´n de la dina´mica de la varianza:
˙ˆxmRNA = krcn − kd xˆmRNA
C˙ = −2kdC + 2krcn (38)
En (38) la dina´mica de C esta´ desacoplada de la de xˆmRNA. Por
tanto, la varianza puede obtenerse independientemente, lo cual
es de utilidad en el ana´lisis de circuitos gene´ticos complejos.
La ﬁgura 6 muestra los resultados obtenidos en ambos casos en
unidades de concentracion (eje izquierdo).
Podemos expresar los resultados de la LNA en funcio´n de
nu´mero de mole´culas. Como puede verse en los ejes de la de-
recha de la ﬁgura 6, se obtiene un valor de re´gimen permanente
de nˆmRNA = 10, y el mismo valor de varianza, como correspon-
de a un proceso de Poisson. Se trata de los mismos valores que
se obtuvieron mediante la CME y la CLE.
Hay que recordar que la concentracio´n real xmRNA se ob-
tendrı´a como
xmRNA(t) = xˆmRNA(t) +
1√
V
ξmRNA(t) (39)
donde ξmRNA(t) es el te´rmino de ﬂuctuacio´n con varianza C(t).
Figura 6: Arr.: En el eje de la izquierda, la concentracio´n media de mRNA
xˆmRNA. Unidades en mole´culas/litro. En el eje de la derecha, el nu´mero medio
de mole´culas de mRNA nˆmRNA. Bajo: Comparacio´n entre la varianza de ξ(t)
obtenida usando (37), y (38). Eje izq: en concentraciones. Eje dcha: Unidades
en nu´mero de mole´culas al cuadrado por ce´lula.
6.2. Magnitud del estado.
Es interesante notar la relacio´n entre la ecuacio´n (32) y los
sistemas estoca´sticos tı´picamente encontrados en la literatura
de control automa´tico. Estos suelen responder a una SDE lineal,
en la cual el te´rmino de ruido no depende del estado (Glad and
Ljung, 2000; Astro¨m, 2006), como:
x(t + δt) = x(t) + Ax(t)δt + SΛ
1
2N(0, 1)√δt (40)
donde x ∈ IRN , A ∈ IRN×N , S ∈ IRN×N , Λ es una matriz diago-
nal con componentes Λii = λi i = 1 . . .N, y N(0, 1) ∈ IRN es
un vector con N sen˜ales de ruido gaussiano independientes, de
media cero y varianza unidad7.
La dina´mica de la matriz de varianzas-covarianzas del vec-
tor de estado x sigue una dina´mica tipo Lyapunov completa-
mente ana´loga a la de 34.
Denotemos por μ = 〈x〉(t) la media sobre un conjunto de
(inﬁnitas) realizaciones del proceso estoca´stico (40), Π(t) =
〈xxT 〉(t), y Ξ(t) = Π − μμT su matriz de varianzas-covarianzas.
No´tese que hablamos de media obtenida en cada t sobre muchas
realizaciones del proceso, no sobre el tiempo para una realiza-
cio´n. Calculando la media en (40) tendremos:
〈x〉(t + δt) = 〈x〉(t) + A〈x〉(t)δt (41)
donde el u´ltimo te´rmino se anula porque el vector de ruidos
gausianos N(0, 1) tiene media cero para todos sus componen-
tes. Por tanto, conforme δt tiende a cero, obtenemos el modelo
determinista medio, deﬁnido por la ODE:
μ˙(t) = Aμ(t) (42)
Ahora podemos obtener la dina´mica de la matrizΠ(t) =< xxT >
7De modo que
√
λiNi(0, 1) es un ruido gaussiano de media cero, y varianza
λi.
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(t) siguiendo pasos ana´logos a los del Ape´ndice˜A. Ası´
xxT (t + δt) =xxT (t) +
(
xxT AT + AxxT
)
δt + AxxT AT (δt)2
+
(
xNTΛ 12 S T + SΛ 12N xT
) √
δt
+
(
AxNTΛ 12 S T + SΛ 12N xT AT
)
(δt)
3
2
+ SΛ
1
2NNTΛ 12 S Tδt
(43)
Puesto que δt es muy pequen˜o, podemos despreciar los te´rmi-
nos en (δt)
3
2 y (δt)2. Por otro lado, haremos uso del hecho que
〈NNT 〉 = IN×N ya que N son sen˜ales de ruido independientes
de varianza unidad, y 〈N xT 〉 = 〈xNT 〉 = 0N×N forN y x son in-
dependientes. Tomando medias sobre realizaciones en(43), ob-
tenemos:
Π(t + δt) = Π(t) +
(
ΠAT + AΠ
)
δt + SΛS Tδt (44)
Finalmente, tomando lı´mite cuando δt tiende a cero, obtenemos
la ODE correspondiente a la dina´mica de la magnitud del estado
Π:
Π˙ = ΠAT + AΠ + SΛS T (45)
La dina´mica de la matriz de varianzas-covarianzas Ξ(t) = Π −
μμT , se obtiene a partir de (42) y (45):
Ξ˙ =
(
Ξ + μμT
)
AT + A
(
Ξ + μμT
)
+ SΛS T − AμμT − μμT AT
= ΞAT + AΞ + SΛS T
(46)
Como puede verse, se trata de un caso particular del tratado en
la seccio´n 6.
7. Conclusio´n
En este tutorial hemos visto algunas de las metodologı´as
utilizadas habitualmente en el modelado de circuitos biolo´gi-
cos caracterı´sticos de la biologı´a molecular celular. El ejemplo
conductor utilizado, la transcripcio´n gene´tica no regulada, es lo
suﬁcientemente simple como para poder ver la aplicacio´n de
estas metodologı´as con un cierto detalle. Obviamente, se paga
el precio de perder la visio´n de algunas de las diﬁcultades que
surgen en el modelado de circuitos gene´ticos ma´s complejos.
La Biologı´a de Sistemas, y la Biologı´a Sinte´tica, utilizan una
jerarquı´a de circuitos gene´ticos de complejidad creciente. En la
actualidad existen grandes retos en el modelado y simulacio´n
de circuitos biolo´gicos.
Todavı´a hacen falta te´cnicas para la construccio´n sistema´ti-
ca de modelos de gran escala –en el lı´mite, escala geno´mica
(Chakrabarti et al., 2013)– y con fuerte presencia de ruido e in-
certidumbre. Las practicas actuales de construccio´n de modelos
en biologı´a aun ignoran en gran medida pasos cruciales como
el ana´lisis de identiﬁabilidad, el disen˜o optimo de experimen-
tos, y la cuantiﬁcacio´n de la incertidumbre, aspecto este u´ltimo
de vital importancia en aplicaciones biolo´gicas (Villaverde and
Banga, 2014; Kiparissides et al., 2011).
La modularidad, esto es el uso de mo´dulos caracterizados y
su interconexio´n, es una de las caracterı´sticas fundamentales de
los sistemas disen˜ados artiﬁcialmente. La caracterizacio´n ais-
lada de mo´dulos biolo´gicos no es sencilla, ya que su compor-
tamiento depende del contexto en el que se integran. En efec-
to, entre los mo´dulos hay intercambio de materia, dando lugar
a efectos de carga. En este sentido, la aproximacio´n al disen˜o
modular es menos parecida al tı´pico diagrama de bloques inde-
pendientes de la automa´tica, y ma´s parecida al disen˜o en inge-
nierı´a ele´ctrica y civil, con el uso de optimizacio´n y caracteri-
zacio´n de cargas e interacciones entre mo´dulos (Church et al.,
2014). Recientemente han aparecido propuestas, basadas en el
uso del me´todo de perturbaciones singulares, para la caracte-
rizacio´n de la carga inducida por la conexio´n entre mo´dulos
biolo´gicos, denominada retroactividad en el campo (Jayanthi
et al., 2013; Del Vecchio, 2013).
La simulacio´n de circuitos biolo´gicos complejos mediante
los algoritmos vistos en el tutorial tiene un alto coste compu-
tacional. Este se incrementa cuando se consideran poblaciones
celulares en las que los individuos intercambian informacio´n
vı´a comunicacio´n celular. En el tutorial hemos visto que las
propensiones responden a reacciones primitivas (i.e. reacciones
de enlace, degradacio´n, etc.). Recientemente se ha demostra-
do que pueden derivarse modelos tipo CLE y LNA derivados
directamente a partir de la reduccio´n de modelos determinis-
tas complejos. En estos casos las propensiones toman la for-
ma de funciones complejas de tipo polinomial racional (Boada
et al., 2015). No obstante, la obtencio´n de estos modelos sigue
adoleciendo de falta de metodologı´as sistema´ticas. Por u´ltimo,
adema´s de estas aproximaciones, hacen falta algoritmos de si-
mulacio´n tipo SSA ma´s eﬁcientes.
En resumen, el campo de la biologı´a, en sus facetas de Bio-
logı´a de Sistemas y Biologı´a Sinte´tica, ofrece muchos retos en
los que la ingenierı´a de sistemas y automa´tica pueden aportar
soluciones. Este tutorial se ha centrado en aspectos de modela-
do de circuitos a nivel celular. La caracterizacio´n robusta de los
mismos, teniendo la incertidumbre y estocasticidad inherentes,
ası´ como el disen˜o y de dispositivos biolo´gicos y sus mecanis-
mos de regulacio´n son a´reas que ofrecen un gran potencial.
English Summary
Modelling biochemical systems: from Mass Action Ki-
netics to Linear Noise Approximation.
Abstract
In the last decade we have witnessed a growing application
of engineering techniques to biology. Areas such as Systems
Biology or, more recently, Synthetic Biology, get more and mo-
re attention from the engineers. Speciﬁcally, modeling in these
ﬁelds makes possible the generation of new experimentally ve-
riﬁable hypothesis, and new ways of biological intervention, as
well as more or less mechanistic explanations of experimental
results. A model-based approximation requires the considera-
tion of the biochemical reactions dynamics and their regulation.
The ﬁrst part of this tutorial describes the deterministic mode-
ling and model reduction techniques, as applied to the class of
biochemical reactions speciﬁc to molecular cell biology.
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Noise plays a crucial role in the biological circuitry dyna-
mics. In the ﬁeld of automatic control there is a long tradition
of modeling using linear stochastic diﬀerential equations, under
the simplifying assumption that noise has a magnitude indepen-
dent of the state. This assumption is not valid in biological cir-
cuits. The second part of the tutorial describes the most widely
used methods for stochastic modeling in molecular cell biology,
paying special attention to the so-called linear noise approxima-
tion.
Keywords:
Stochastic systems, Diﬀerential equations, Modeling of con-
tinuous systems, Model reduction, Simulation, Noise, Biologi-
cal and biotechnological systems and bioprocesses.
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Ape´ndice A. Solucio´n de la Ecuacio´n Lineal del Ruido
Denotemos por 〈ξ〉(t) la media sobre un conjunto (inﬁnito)
de soluciones particulares del proceso estoca´stico (32), y por
C(t) = 〈ξξT 〉(t) su matriz de varianzas-covarianzas.
Asumamos que en t = t0 empezamos desde una condicio´n
inicial precisa xˆ(t0) = x(t0). Esto es, ξ(t0) = 0, y 〈ξ〉(t0) = 0 por
que no hay incertidumbre en el estado inicial. Esencialmente,
la aleatoriedad surgira´ con el tiempo, desde un estado inicial
dado cierto, debido a la estocasticidad intrı´nseca del proceso.
Seguidamente veremos que 〈ξ〉(t) = 0 para todo t ≥ 0. Esto es,
la media en cada instante de tiempo sobre mu´ltiples realizacio-
nes particulares del proceso estoca´stico, es cero para todos los
N componentes del te´rmino de ﬂuctuaciones ξ. Para verlo, se
parte de la media en la ecuacio´n (32). Entonces:
〈ξ〉(t + δt) = 〈ξ〉(t) + S J〈ξ〉(t)δt (A.1)
donde el u´ltimo te´rmino desaparece porque el te´rmino de ruido
gaussiano N(0, 1) tiene media cero para todos sus componen-
tes. Consecuentemente, segu´n δt va a cero, podemos establecer
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la ODE:
˙〈ξ〉(t) = S J〈ξ〉(t) (A.2)
Si, como se ha asumido, 〈ξ〉(t0) = 0, entonces 〈ξ〉(t) ≡ 0 es una
solucio´n de (A.2). Como prueba alternativa, se puede proceder
simplemente por induccio´n usando la actualizacio´n en tiempo
discreto (A.1).
Ahora obtendremos la dina´mica de la matriz de varianzas-
covarianzas C(t) = 〈ξξT 〉(t). Con este ﬁn, primero tomaremos
la ecuacio´n (32), y multiplicaremos ξ(t + δt) por su traspuesta.
Seguidamente, tomaremos la media sobre el resultado. Con lo
cual:
ξξT (t + δt) = ξξT (t)+(
ξξT JTS T + S JξξT
)
δt + S JξξT JTS T (δt)2+(
ξNTdiag
(√
a¯
)
S T + S diag
(√
a¯
)
NξT
) √
δt+(
S JξNTdiag
(√
a¯
)
S T + S diag
(√
a¯
)
NξT JTS T
)
(δt)
3
2
+ S diag
(√
a¯
)
NNTdiag
(√
a¯
)
S Tδt
(A.3)
Dado que δt es muy pequen˜o, podemos despreciar los te´rminos
en (δt)
3
2 y (δt)2, obteniendo:
ξξT (t + δt) =ξξT (t) +
(
ξξT JTS T + S JξξT
)
δt+(
ξNTdiag
(√
a¯
)
+ S diag
(√
a¯
)
NξT
) √
δt+
S diag
(√
a¯
)
NNTdiag
(√
a¯
)
S Tδt
(A.4)
Ahora podemos tomar la media sobre las realizaciones parti-
culares en la ecuacio´n (A.4). Podemos tomar la media sobre
mu´ltiples realizaciones particulares del experimento, no en el
tiempo sobre una u´nica solucio´n particular del mismo. So´lo en
el caso de procesos ergo´dicos (de´bilmente) estacionarios ambos
ca´lculos dara´n el mismo resultado. Haremos uso del hecho que
〈NNT 〉 = IN×N para N son sen˜ales de ruido independientes de
varianza uno, y 〈NξT 〉 = 〈ξNT 〉 = 0N×N para N y ξ son inde-
pendientes. Adema´s se recuerda que se deﬁnio´ C(t) = 〈ξξT 〉(t).
Entonces:
C(t+δt) = C(t)+
(
CJTS T + S JC
)
δt+S diag
(√
a¯
)
diag
(√
a¯
)
S Tδt
(A.5)
Tomando el lı´mite cuando δt tiende a cero, ﬁnalmente obtene-
mos la ODE que deﬁne la dina´mica de la matriz de varianzas-
covarianzas de las ﬂuctuaciones:
C˙ = CJTS T + S JC + S diag(a¯(xˆ)) S T (A.6)
No´tese que esta ecuacio´n esta´ acoplada con la dina´mica deter-
minista (31) por que el valor de las propensidades a¯, y su Ja-
cobiano J sera´n, en el caso general, una funcio´n del estado del
sistema xˆ.
Si so´lo estamos interesados en la matriz de varianzas-cova-
rianzas en re´gimen permanente, la ecuacio´n (A.6) puede resol-
verse en re´gimen permanente, resultando un sistema de ecua-
ciones lineales algebraicas.
Una simpliﬁcacio´n alternativa viene de considerar la res-
puesta determinista en re´gimen permanente cuando se obtienen
tanto el Jacobiano de las propensiones J como la matriz diago-
nal diag(a¯) (Scott et al., 2006, 2007). En tal caso, tenemos
0 = S a¯(xˆss)
Jss =
∂a¯(x)
∂x
∣∣∣∣∣
x=xˆss
C˙ = CJTssS
T + S JssC + S diag(a¯(xˆss)) S T
(A.7)
en este caso, la dina´mica de C puede obtenerse a priori, inde-
pendientemente de la solucio´n de la trayectoria determinista.
En algunas ocasiones puede ser interesante tener la dina´mi-
ca de la matriz de varianzas-covarianzas cuando la aproxima-
cio´n (33) se expresa en te´rminos del nu´mero de mole´culas en
vez de las concentraciones. Multiplicando ambos lados de la
ecuacio´n (33) por el volumen V:
n(t) = nˆ(t) +
√
Vξ(t) (A.8)
Deﬁnamos ξ¯(t) =
√
Vξ(t), y C¯(t) = 〈ξ¯ξ¯T 〉(t) la correspon-
diente matriz de varianzas-covarianzas. Entonces, claramente
C¯(t) = VC(t). Tomando la derivada, y usando la ecuacio´n (A.6),
y el hecho de que las propensiones en el nu´mero de mole´culas
y concentraciones esta´n relacionadas por a(nˆ) = Va¯(xˆ), obtene-
mos:
˙¯C = C¯JTS T + S JC¯ + S diag(a(nˆ)) S T (A.9)
Por lo tanto, para obtener la matriz de varianzas-covarianzas
en te´rminos del nu´mero de mole´culas so´lo hay que resolver la
ecuacio´n (A.9), que es ide´ntica a (A.6) excepto por el uso de
propensiones expresadas usando el nu´mero de mole´culas.
Adema´s, a la vista de la ecuacio´n (33), en ocasiones es u´til
tener la varianza-covarianza C˜(t) para el te´rmino ξ˜(t) = 1√
V
ξ(t).
En este caso, usando C˜(t) = C(t)/V se obtiene:
˙˜C = C˜JTS T + S JC˜ +
1
V
S diag(a¯(xˆ)) S T (A.10)
