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1. Introduction
Finding a small set of generators for a polynomial ideal defining an algebraic curve is a classical
problem in algebraic geometry. In this paper we show that the ideal of any algebraic curve in affine
3-spacewhose Jacobianmatrix has rank at least 1 at every singular point of the curve can be generated
by three polynomials and we give constructive procedures to compute such generators.
Our starting point for producing new sets of generators for the ideal I of a space curveC is based on
two different constructions involving the space curve and a suitable plane projection that we present
in Section 4. The first construction computes a generator g of the ideal of the plane curveD obtained
from C through a finite projection. Our algorithm to compute the planar projection, a probabilistic
version of Kronecker’s classical elimination construction (Kronecker, 1882; van der Waerden, 1930),
avoids the use of indeterminates and uses only one gcd and two resultants of generic combinations
of the given ideal generators. Assuming the space curve is birational to this plane projection, using
subresultants we can also produce a rational function defining the space coordinate. The pair Rep(C),
consisting of the plane projectionD and a rational function mapping almost all points ofD to points
of C, was suggested as a useful way of representing a space curve by Abhyankar and Bajaj (1989) and
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by Garrity and Warren (1989) who showed how to compute it in the case of the intersection of two
surfaces.We can compute such a representationwithout any restriction on the number of polynomials
defining the space curve. Our construction of a representation is probabilistic, but we give tests that
verify the correctness of the result.
In Section 2 we propose a very simple method to reconstruct I from a representation of the space
curve. It applies to space curves possibly reducible and singular, but such that the local rings of the
singular points project isomorphically to the plane projection, whose singular locus can also contain
additional ordinary double points arising from the projection. Since Macaulay (1916) has shown that
there exist singular space curveswhose ideals require an arbitrary number of generators, clearly some
restriction on the singular points is necessary to obtain a small number of generators. At first we
produce a set of generators for I consisting of four polynomials which are a Gröbner basis for the
space curve ideal without any use of Buchberger’s algorithm. We note that Berry (2000) studied the
structure of Gröbner bases for ideals of space curves in general position with a similar restriction
on the nature of their singularites. We then show how to reduce these four generators to three. In
particular we thus generalize to a larger class of curves a result by Abhyankar (1971), who proved
that three polynomials are always enough to generate the ideal of a smooth irreducible space curve.
Abhyankar’s result has also been generalized to curveswhich are local complete intersection; this was
done by Murthy (1972) for curves in 3-space and by Sathaye (1978) and Kumar (1978) in the general
case.
In Section 3we show how, starting from a plane curve, it is possible to construct a rational function
that can be used to lift the curve into 3-space, separating any specific subset of its double points. In
particular for plane curves with only ordinary double points as singularities, our construction gives
three generators for its non-singular model in 3-space.
In Section 5weprove that, if the rank of the Jacobianmatrix is at least 1 at every singular point of the
space curve, up to a generic linear change of coordinates the curve fulfills all the conditions required
in the previous sections; in particular the singularities of the planar projection are either new ordinary
double points or isomorphic to their inverse images in the space curve. Our demonstration of this fact
generalizes the classical proof by Mumford (1995) that irreducible non-singular space curves can be
birationally projected to plane curves with at worst ordinary double points. In this way combining all
our algorithms, up to a generic linear change of coordinates, we can compute three generators for the
ideal of any space curve whose Jacobian rank is at least one everywhere.
2. Determining the ideal of a space curve from a representation
Let K be an algebraically closed field of characteristic 0 and g ∈ K [x, y] a square-free polynomial
of degree n w.r.t. y. Up to changing coordinates in K 2, w.l.o.g. we will assume that g is monic in y,
i.e. g(x, y) = yn + g ′(x, y), with degy g ′ < n. As a consequence each p(x, y) ∈ K [x, y] is congruent,
modulo g , to a polynomialRg(p) of degree< nwith respect to y.
The ring A = K [x, y]/(g) is the coordinate ring of the affine curve D = V (g) ⊂ K 2. For each
p ∈ K [x, y]we will denote by p the image of p in A through the projection K [x, y] → A.
We will denote by T (A) the total quotient ring of A, that is the fraction ring S−1A of A w.r.t. the
multiplicatively closed subset S = {a ∈ A | a is not a zero-divisor of A}. Since g is monic, p ∈ S for all
p ∈ K [x]∗ and therefore T (A) is isomorphic to K(x)[y]/(g).
Assume we are given c ∈ T (A) \ A and consider the ring B = A[c].
Notation 2.1. We will denote by I the kernel of the surjective homomorphism ϕ : K [x, y, z] → B
defined by ϕ(x) = x, ϕ(y) = y, ϕ(z) = c. The pair Rep(C) = (g, c) will be called a representation of
the space curve C = V (I) ⊂ K 3 defined by the ideal I .
Note that the ring B is the coordinate ring of the curve C.
Proposition 2.2. (1) The ideal I is radical and I ∩ K [x, y] = (g)
(2) if I1, . . . , Ir are prime ideals such that I = ⋂rj=1 Ij, then for each j there exists an irreducible factor gj
of g such that Ij ∩ K [x, y] = (gj).
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Proof. Since c ∈ T (A), thenB is contained in T (A)which contains nonilpotents. Hence alsoK [x, y, z]/I
is reduced, and thus I is radical. The natural homomorphism i : A = K [x, y]/(g) → K [x, y, z]/I ∼=
A[c] ⊂ T (A) is injective, hence ker i = (0), i.e. I ∩ K [x, y] = (g).
Thus I ∩ K [x, y] has pure dimension 1. Since I ∩ K [x, y] = ⋂rj=1(Ij ∩ K [x, y]), each Ij ∩ K [x, y] is
pure-dimensional; hence there exists an irreducible polynomial gj such that Ij ∩ K [x, y] = (gj). 
In particular, if p, q ∈ K [x, y] are congruent modulo I , they are congruent modulo g , hence for each
f ∈ K [x, y, z]we can use the same notation f to denote the image of f in K [x, y, z]/I .
Let pi : K 3 → K 2 denote the projection pi(x, y, z) = (x, y); if c is integral over A, then B is integral
over A and, since I ∩ K [x, y] = (g), then pi(C) = D and the restriction piC : C → D is a finite
morphism.
Our aim is to construct a small set of generators for the ideal I . To do that, let us start by considering
the normalization A′ of A, i.e. the integral closure of A in T (A), and the conductor N of A′ into A, i.e.
N = {ψ ∈ A | ψA′ ⊆ A}. Recall thatN is the largest common ideal of both A and A′.
By abuse of notation, for any point P ∈ D we will denote by P also the maximal ideal associated
to the point and by AP the localization of A at that prime ideal. Furthermore for any point P ∈ D we
will denote by BP the ring B⊗A AP (that is the fraction ring of Bw.r.t. themultiplicatively closed subset
A \ P).
If P is an ordinary double point ofD and A˜ is the ring obtained from A from the blowup ofD at P ,
then A˜P is the integral closure of AP , so that it coincides with A′P . Hence, from Proposition 1 in Fulton
(2004) we can obtain the following information concerning the integral closure of a local ring at an
ordinary double point:
Proposition 2.3. Let P be an ordinary double point ofD . Then
(1) there exists t ∈ A′ such that A′P is generated by the elements 1, t as an AP -module (we write
A′P = AP < 1, t >) and so there exist ξ, χ ∈ AP such that t2 = ξ t + χ
(2) dimK A′P/AP = 1 (where dimK denotes the dimension as a K-vector space)
(3) NP is maximal.
We are interested to find conditions on c under which the ideal I contains a monic quadratic
polynomial w.r.t. z, i.e. c is integral over A of degree 2.
Notation 2.4. We will denote
• DP(D) = {P ∈ D | P is an ordinary double point ofD}
• Γ = {P ∈ D | c 6∈ AP}.
Observe that, if c is integral over A and P ∈ D is non-singular, then AP is integrally closed, c ∈ AP ,
AP is isomorphic to BP and the fiber piC−1(P) over P contains only one point; hence Γ is contained
in the singular locus Sing D of D . We can now see that, if the set Γ contains only ordinary double
points, then I contains a monic quadratic polynomial w.r.t. z:
Proposition 2.5. If c is integral over A and Γ ⊆ DP(D), then
(1) Γ = {P ∈ D | piC−1(P) contains two points in C},
(2) dimK BP/AP = 1 for all P ∈ Γ ,
(3) BP is integrally closed for all P ∈ Γ ,
(4) ∃ u, v ∈ K [x, y] such that the polynomial z2 − uz − v belongs to I.
Proof. If piC−1(P) contains two points in C, then AP 6= BP and hence P ∈ Γ . Conversely, if P ∈ Γ ,
by hypothesis P is an ordinary double point. Thus dimK A′P/AP = 1 by Proposition 2.3, that is
BP = A′P = AP [c] and the fiber piC−1(P) necessarily contains two points.
In order to prove (4), denote by A < 1, c > the A-module generated by {1, c}. Let P ∈ D .
(i) If c ∈ AP , then AP = AP < 1, c >= BP .
(ii) If c 6∈ AP , then P is an ordinary double point. Hence we have that BP = A′P and dimK BP/AP = 1,
i.e. BP = AP < 1, c >.
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Then B = A < 1, c > and therefore c2 ∈ A < 1, c >. Thus there exist u, v ∈ K [x, y] such that
c2 − uc− v = 0 and hence z2 − uz − v ∈ I . 
If I contains a monic quadratic polynomial in z, in order to find a set S of generators for the ideal
it remains to describe the polynomials in S that are linear in z. These latter are strictly related to the
conductorL of B into A, i.e.L = {ψ ∈ A | ψB ⊆ A}. Namely, if p(x, y)z + q(x, y) ∈ I , then p z ∈ A and
pB ⊂ A, i.e. p ∈ L. We have so obtained:
Corollary 2.6. If c is integral over A and Γ ⊆ DP(D), the elements of L are precisely the leading
coefficients (w.r.t. z) of the polynomials in I that are linear in z, i.e. an element ψ ∈ A belongs to L if
and only if ψz ∈ A.
As a consequence of the previous results we get:
Proposition 2.7. Assume that c is integral over A and Γ ⊆ DP(D). Let a1, . . . , am be polynomials in
K [x, y] such that a1, . . . , am generateL. Then there exist u, v, b1, . . . , bm ∈ K [x, y] such that
I = (g, z2 − uz − v, a1z − b1, . . . , amz − bm).
Note that the hypotheses that c is integral over A and that Γ ⊆ DP(D) imply some restriction on
the nature of the curve C. Namely, for almost all points R ∈ C the natural map pi∗P : AP → BR, where
P = pi(R), is an isomorphismof local rings and, if it is not an isomorphism, then P is an ordinary double
point and piC−1(P) consists of two non-singular points of C. Thus in these hypotheses the space curve
satisfies conditions on its singularities similar to those under which Berry studied the structure of the
Gröbner basis of I (Berry, 2000).
Another consequence of the previous hypotheses is that for all P ∈ D the localizationLP coincides
either withNP or withAP , and hence we get:
Proposition 2.8. If c is integral over A and Γ ⊆ DP(D), thenL is radical.
Because of the latter result, the thesis of Proposition 2.7 can be improved: provided to work
in a sufficiently general position, two polynomials will be sufficient to generate L and hence four
polynomials will be sufficient to generate I .
We focus now our attention on how to construct these four generators. To do that, we will need to
present c in a canonical form using the following well-known result
Lemma 2.9. Let w be an element in T (A). Then there exist a unique monic η ∈ K [x] and a unique
γ ∈ K [x, y] such that gcd(η, γ ) = 1, degy γ < n andw = γη .
Remark 2.10. If w = γ
η
is the minimal representation of an element w ∈ T (A) given by Lemma 2.9,
thenw ∈ A if and only if η = 1.
Given c ∈ T (A), throughout the section we will always denote by α the unique monic polynomial
in K [x] and by β the unique polynomial in K [x, y] such that gcd(α, β) = 1, degy β < n and c = βα ,
that exist by Lemma 2.9. In particular c ∈ A if and only if α = 1.
Henceforth we will exclude from consideration the trivial situation where c ∈ A.
We will denote by V (α) the zero-set of α in K 2. Observe that, if c is integral over A, for any P ∈ D
such that α(P) 6= 0 the fiber piC−1(P) contains only the point (P, β(P)α(P) ), hence the finite morphism
piC : C → D is generically 1-1.
If we are given c in the form c = γ
η
, we can test whether c ∈ T (A) and obtain a ‘‘standard
representation’’ of it using the following algorithm, where
- if f , h ∈ K [x, y], we denote by extendedResultanty(f , h) = (r, s, t) the function returning r =
resy(f , h) and s, t ∈ K [x, y] such that r = sf + th, degy s < degy h and degy t < degy f .
ALGORITHM STANDARD-REPRESENTATION
Input: g ∈ K [x, y], c = γ
η
with γ , η ∈ K [x, y] and g square-free and monic in y
Output: [α, β] such that
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(1) c = β
α
(2) α ∈ K [x]monic
(3) β ∈ K [x, y]with degy β < degy g and gcd(α, β) = 1
or ‘‘failed’’ if c 6∈ T (A)where A := K [x, y]/(g).
Procedure:
- (d,N,G) := extendedResultanty(η, g)
- if d = 0 then ‘‘failed’’ (c 6∈ T (A))
- δ := leadingCoefficient(d) gcd(d, Rg(γN))
- α := d
δ
- β := Rg (γN)
δ
- return [α, β].
Remark 2.11. Since αz − β = 0, then αz − β ∈ I . If c is integral over A of degree 2, then α ∈ L and,
more precisely, α is a non-zero univariate polynomial in x of minimal degree such that α ∈ L: if there
exists α1 ∈ K [x] such that α1 ∈ L and degα1 < degα, then there would exist β1 ∈ K [x, y] such that
α1z − β1 ∈ I and hence c = β1α1 in contradiction with the uniqueness guaranteed by Lemma 2.9.
When c is integral over A, the standard representation of c helps us to find the linear polynomial
in I associated to an element ofL:
Lemma 2.12. Let p(x, y) ∈ K [x, y]. Assume that c is integral over A and that p ∈ L. It is possible to
compute the unique q(x, y) ∈ K [x, y] with degy q < n such that pz − q ∈ I .
Proof. Since p ∈ L, we have that p z = p β
α
∈ A. Then α divides Rg(pβ). Therefore we can compute
q = Rg (pβ)
α
. 
Both to test whether c is integral over A and, in this case, to find generators for the conductor L
we will make use of the ideal J = (g, ∂g
∂x ,
∂g
∂y ) of K [x, y] defining the singular locus Sing D ofD . We
will use the following characterization of the ordinary double points ofD:
Proposition 2.13. Let P ∈ Sing D . Then P is an ordinary double point if and only if JP is maximal.
Proof. W.l.o.g. we can assume that P = (0, 0). Since P is singular for V (g), we can write g =
ax2 + 2bxy+ cy2 + g˜ with a, b, c ∈ K and g˜ ∈ (x, y)3.
Then ∂g
∂x = 2ax+ 2by+ ∂ g˜∂x and ∂g∂y = 2bx+ 2cy+ ∂ g˜∂y , with ∂ g˜∂x , ∂ g˜∂y ∈ (x, y)2.
The point P is an ordinary double point iff ax2 + 2bxy + cy2 is the product of two distinct non-
zero linear forms, i.e. iff the determinant of the matrix
(
a b
b c
)
is non-zero. This is equivalent to
saying that the two linear relations for x and y in JP + (x, y)2 given by 2ax + 2by = ∂g∂x − ∂ g˜∂x and
2bx+ 2cy = ∂g
∂y − ∂ g˜∂y are independent, i.e. JP + (x, y)2 = (x, y). By Nakayama’s Lemma, this occurs if
and only if JP = (x, y). 
Observe that, up to changing coordinates in K 2, w.l.o.g. we can assume that D satisfies also the
following general position condition:
Definition 2.14. Letσ : K 2 → K be the projection defined byσ(x, y) = x.Wewill say thatD satisfies
the general position condition (GP) if σ−1(σ (P))∩ Sing D = {P} for any P ∈ V (α)∩ Sing D , i.e. each
singular point where α vanishes has an x-coordinate different from all other singular points.
Lemma 2.15. Ifα(x0) = 0, then there exists at least one point R in the fiber σ−1(x0)∩D such that c 6∈ AR.
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Proof. Letσ−1(x0)∩D = {P1, . . . , Pm} and assume, for contradiction, that c ∈ APi for all i = 1, . . . ,m.
Let (x − x0)A = ⋂mi=1 Qi be a primary decomposition, with √Qi = Pi. Then for each i there exist
ai, bi ∈ A such that bi 6∈ Pi and c = βα = aibi , i.e. there exists si 6∈ Pi such that (βbi − αai)si = 0. Since
α ∈ Qi, then βbisi ∈ Qi. But bisi 6∈ Pi and hence β ∈ Qi for all i, i.e. β ∈ (x−x0)A. This is a contradiction
since gcd(α, β) = 1. 
The next propositions allow us to decide whether the singular points ofD above the roots of α are
ordinary double points.
Proposition 2.16. If c is integral over A and (GP) holds, then Γ = V (α) ∩ Sing D .
Proof. If P 6∈ Sing D , then c ∈ AP and hence Γ ⊆ V (α) ∩ Sing D .
Conversely, assume that P = (x0, y0) is a singular point of D such that α(x0) = 0. By Lemma 2.15
there exists at least one point R, necessarily singular, in σ−1(x0) ∩ D such that c 6∈ AR. By (GP) the
only singular point in σ−1(σ (P)) is P itself; hence c 6∈ AP , i.e. P ∈ Γ . 
Lemma 2.17. If α is square-free and there exists ω(x) ∈ K [x] such that (J, α2) = (α, y − ω(x)), then
V (α) ∩ Sing D ⊆ DP(D).
Proof. For any P ∈ V (α)∩ Sing D , we have that P ⊃ (J, α2) and thus PP = (J, α2)P ⊆ JP + P2P ⊆ PP .
It follows that PP = JP + P2P and hence, by Nakayama’s Lemma, PP = JP . Thus JP is radical and, by
Proposition 2.13, P ∈ DP(D). 
Proposition 2.18. If α is square-free and c is integral over A, the following assertions are equivalent:
(1) V (α) ∩ Sing D ⊆ DP(D) and (GP) holds
(2) there exists ω(x) ∈ K [x] such that (J, α2) = (α, y− ω(x)).
Proof. Assume that (1) holds. By hypothesis any P ∈ V (J, α) = V (α) ∩ Sing D is an ordinary double
point and hence, by Proposition 2.13, JP is radical. Then also (J, α2)P is radical for any P ∈ V (J, α)
and thus (J, α2) is radical. Hence, since (GP) holds, there exist a monic q(x) and ω(x) in K [x] such that
(J, α2) = (J, α) = (q(x), y− ω(x)). In particular q divides α.
If x0 is a root of α(x), by Lemma 2.15 the fiber σ−1(x0)∩D contains at least one point R = (x0, y0) of
D such that c 6∈ AR. Since R is necessarily singular, then q(x0) = 0. Thus each root of α(x) is a root of
q(x) and hence, since α is square-free, α divides q. Then q = α and thus (2) holds.
Assume now that (2) holds. This immediately implies that (GP) holds and the thesis follows from
Lemma 2.17. 
Wedefer to the final part of the section a test forwhether the ideal (J, α2) admits a set of generators
of the form α, y− ω(x).
In the case when c is integral over Awe will use the structure of the Jacobian ideal to compute the
conductorL:
Proposition 2.19. Assume that c is integral over A. If α is square-free and there exists ω(x) ∈ K [x] such
that (J, α2) = (α, α2) where α2 = y− ω(x), then
(1) (GP) holds and Γ ⊆ DP(D)
(2) L = (α, α2).
Proof. By Proposition 2.18 and Proposition 2.16, (GP) holds andΓ ⊆ DP(D). Thus by Proposition 2.8,
L is radical. Since LP 6= (1) if and only if P ∈ Γ , then L = ⋂P∈Γ P . By hypothesis (J, α2) is radical
and α is square-free, and therefore (J, α2) = (J, α). SinceΓ = V (J, α), we have that (J, α) =⋂P∈Γ P .
HenceL =⋂P∈Γ P = (J, α) = (α, α2). 
Remark 2.20. Recall that, if c is integral over A, α is square-free and there exists ω(x) ∈ K [x] such
that (J, α2) = (α, α2) with α2 = y − ω(x), then Γ ⊆ DP(D) and (GP) holds by Proposition 2.19.
Hence I contains a monic quadratic polynomial z2 − uz − v by Proposition 2.5 and the polynomial
α2z − β2 where β2 = Rg (βα2)α (see the proof of Lemma 2.12). If we reduce z2 − uz − v modulo the
polynomials α2z−β2, αz−β, g lying in I , we can assume that u is univariate in x, deg u < degα and
that degy v < n.
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Proposition 2.21. Assume that c is integral over A, that α is square-free and there exists ω(x) ∈ K [x]
such that (J, α2) = (α, α2) with α2 = y− ω(x). Then it is possible to compute u ∈ K [x] and v ∈ K [x, y]
such that deg u < degα, degy v < n and the polynomial z2 − uz − v belongs to I.
Proof. By Proposition 2.5 and Remark 2.20 we already know that there exist polynomials u ∈ K [x]
and v ∈ K [x, y] such that z2 − uz − v ∈ I , with deg u < degα and degy v < n. Since
resz(z2 − uz − v, αz − β) = det
(1 −u −v
α −β 0
0 α −β
)
= β2 − uαβ − vα2 ∈ I ∩ K [x, y] = (g),
then β2 ≡ uαβ + vα2 ≡ α(uβ + vα) (mod g).
Reducing modulo g and using the properties of the degrees of u and v, we get that Rg(β2) =
α(uβ + vα). Thus α|Rg(β2).
Let η = Rg (β2)
α
= uβ + vα ∈ K [x, y]. Since degy β < n and degy η < n, we can write
β =∑n−1i=0 bi(x)yi and η =∑n−1i=0 ηi(x)yi.
As u is univariate in x, it follows that ηi ≡ ubi (mod α) for all i = 0, . . . , n− 1.
Since gcd(α, β) = 1, we have also gcd(α, b0, . . . , bn−1) = 1; therefore there exist e0, . . . , en−1
such that
∑n−1
i=0 eibi ≡ 1 (mod α). Hence
n−1∑
i=0
eiηi ≡ u
n−1∑
i=0
eibi ≡ u (mod α).
As deg u < degα, reducing modulo α we get that
u = Rα
(
n−1∑
i=0
eiηi
)
. (1)
Once u is computed as above, we can compute v recalling that v = η−uβ
α
. 
Besides giving a way to compute a polynomial in I monic and quadratic in z, the proof of
Proposition 2.21 provides a test for integrality of c:
Corollary 2.22. Assume that α is square-free and there exists ω(x) ∈ K [x] such that (J, α2) = (α, y −
ω(x)). Then c is integral over A of degree 2 if and only if α|Rg(β2) and α|η − uβ where η = Rg (β
2)
α
and u
is defined by (1) in the proof of Proposition 2.21.
Proof. As long as α|Rg(β2) and α|η−uβ the construction of amonic quadratic equation satisfied by c
described in the proof of Proposition 2.21 is guaranteed to succeed. The other implication is direct. 
Proposition 2.23. Assume that c is integral over A, that α is square-free and there exists ω(x) ∈ K [x]
such that (J, α2) = (α, α2) with α2 = y− ω(x). Let β2 = Rg (βα2)α and let z2 − uz − v be the polynomial
computed in Proposition 2.21. Then the set {g, αz − β, α2z − β2, z2 − uz − v} is a Gröbner basis for I
with respect to the lex order with z > y > x.
Proof. We need only to prove that each h ∈ I can be reduced to 0 using the polynomials g, αz −
β, α2z − β2, z2 − uz − v. First of all, reducing h modulo z2 − uz − v, we have that h is congruent
to a polynomial of degree ≤ 1 w.r.t. z, i.e. there exist H,M ∈ K [x, y] such that h ≡ Hz + M
(mod z2 − uz − v). Reducing modulo α2z − β2, we can assume that H ∈ K [x]. By Corollary 2.6,
H ∈ L = (J, α). Since (J, α) ∩ K [x] = (α), thus there exists q ∈ K [x] such that H = αq. Hence
Hz+M − q(αz−β) = M + qβ ∈ I ∩ K [x, y] = (g), and therefore {g, αz−β, α2z−β2, z2− uz− v}
is a Gröbner basis for I . 
We can compute four generators of I by means of the following algorithm, where
- if f1, . . . , fn ∈ K [x], we denote by extendedEuclidean(f1, . . . , fn) = (d, a1, . . . , an) the function
returning d = gcd(f1, . . . , fn) and a1, . . . , an ∈ K [x] such that d = a1f1 + . . .+ anfn.
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ALGORITHM FOUR-GENERATORS
Input:
(1) g ∈ K [x, y] square-free and monic in y, c ∈ T (A) \ A
(2) [α, β] = STANDARD-REPRESENTATION ([g, c]), with α square-free
(3) α2 = y− ω(x) such that (J, α2) = (α, α2).
Output: [g, αz − β, α2z − β2, f ] a Gröbner basis of the ideal I ⊂ K [x, y, z] (see Definition 2.1) with
(1) f monic of degree 2 w.r.t. z
(2) degy β2 < degy g
or ‘‘failed’’ (c not integral over A of degree 2)
Procedure:
- (b0, .., bn−1) := coefficients(β, y) (i.e. β =∑n−1i=0 bi(x)yi)
- if α|Rg(β2) then η := Rg (β
2)
α
, else ‘‘failed’’
- (η0, .., ηn−1) := coefficients(η, y)
- (1, e0, .., en−1, h) := extendedEuclidean(b0, ..bn−1, α)
(i.e. 1 =∑n−1i=0 eibi + hα, since gcd(α, β) = 1)
- u := Rα(∑n−1i=0 eiηi)
- if α|η − uβ then v := η−uβ
α
, else ‘‘failed’’
- f := z2 − uz − v
- β2 := Rg (βα2)α (division succeeds since c is integral)
- Return [g, αz − β, α2z − β2, f ].
The following result is the key construction that allows us to pass from four to three generators:
Proposition 2.24. Assume that c is integral over A, thatα is square-free and there existsω(x) ∈ K [x] such
that (J, α2) = (α, α2)withα2 = y−ω(x). Letβ2 = Rg (βα2)α . Then it is possible to computeα′, β ′ ∈ K [x, y]
such that
(αz − β, α2z − β2, g) = (αz − β, α′z − β ′).
Proof. Consider the resultant
R(x, y) = resz(αz − β, α2z − β2) = det
(
α −β
α2 −β2
)
= α2β − αβ2.
Since I ∩ K [x, y] = (g), there exists h ∈ K [x, y], h 6= 0 such that α2β − αβ2 = hg .
Since α ∈ K [x], degy β2 < n, degy α2 = 1 and degy β < n, and hence degy(α2β − αβ2) ≤ n, we
get that degy h = 0, that is h ∈ K [x].
We claim that gcd(h, α) = 1. Otherwise there exists x− x0 which divides both h and α, and hence
x − x0|α2β . Since x − x0 does not divide α2 = y − ω(x), then x − x0|β; this is a contradiction, as
gcd(α, β) = 1.
Since h and α are coprime, there exist H, S ∈ K [x] such that 1 = Hh+ Sα. Let
α′ = Hα2 β ′ = Hβ2 − Sg.
Then
α′z − β ′ = Hα2z − Hβ2 + Sg = H(α2z − β2)+ Sg. (2)
Thus (αz − β, α′z − β ′) ⊆ (αz − β, α2z − β2, g).
In order to prove the opposite inclusion, observe that
resz(αz − β, α′z − β ′) = −αβ ′ + α′β = −αHβ2 + αSg + Hα2β
= H(α2β − αβ2)+ Sαg = Hhg + Sαg = (Hh+ Sα)g = g. (3)
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Multiplying (2) by h, we get
h(α′z − β ′) = Hh(α2z − β2)+ Shg = (1− Sα)(α2z − β2)+ S(α2β − αβ2)
= (α2z − β2)− Sα(α2z − β2)+ S(α2β − αβ2) = α2z − β2 − Sα2(αz − β)
and hence α2z − β2 = h(α′z − β ′)+ Sα2(αz − β). Thus the two ideals are equal. 
Remark 2.25. Note that the equality (3) in the previous proof shows that g ∈ (α, β).
Remark 2.26. The proof of Proposition 2.24 shows that whenever we have polynomials α monic in
K [x] and g, β, α2, β2 ∈ K [x, y] such that:
(1) g is monic w.r.t. y of degree n
(2) gcd(α, β) = 1
(3) degy α2 = 1, degy β2 < n, degy β < n
(4) g divides resz(αz − β, α2z − β2)
then there exist α′, β ′ ∈ K [x, y] such that (αz − β, α2z − β2, g) = (αz − β, α′z − β ′).
The polynomial α′z−β ′ found in Proposition 2.24 can be computed using the following algorithm:
ALGORITHM LINEAR-GENERATORS
Input:
(1) g ∈ K [x, y], α ∈ K [x], β ∈ K [x, y] such that g is monic in y, α is monic, degy β < degy g and
gcd(α, β) = 1
(2) α2 = y− ω(x), β2 ∈ K [x, y] such that degy β2 < degy g and g | resz(αz − β, α2z − β2).
Output: [α′, β ′] such that (g, αz − β, α2z − β2) = (αz − β, α′z − β ′)
Procedure:
- R := α2β − αβ2
- h := Rg
- (1,H, S) := extendedEuclidean(h, α)
(the proof of Proposition 2.24 shows that gcd(h, α) = 1)
- α′ := Hα2
- β ′ := Hβ2 − Sg
- Return [α′, β ′].
The linear polynomial α′z − β ′ found in Proposition 2.24 allows us to improve the result of
Proposition 2.23. In the following statement we summarize the conditions under which we can show
that I can be generated by means of three polynomials:
Theorem 2.27. Let g ∈ K [x, y] be a square-free polynomial monic in y and denote A = K [x, y]/(g). Let
c = β
α
be an element in the total quotient ring T (A) with α monic in K [x] and β ∈ K [x, y] polynomials
such that gcd(α, β) = 1 and degy β < n; assume that c ∈ T (A) \ A and that it is integral over A.
Assume that the curve D = V (g) ⊂ K 2 satisfies the general position condition (GP) and that the set
Γ = {P ∈ D | c 6∈ AP} contains only ordinary double points ofD . Let ϕ : K [x, y, z] → B = A[c] be the
surjective homomorphism defined by ϕ(x) = x, ϕ(y) = y, ϕ(z) = c and I = kerϕ. Let α′z − β ′ be the
polynomial computed in Proposition 2.24 and z2 − uz − v the polynomial computed in Proposition 2.21.
Then I = (αz − β, α′z − β ′, z2 − uz − v).
Proof. By Proposition 2.5 c is integral over A of degree 2 and by Proposition 2.8 L is radical. Since
α is a non-zero univariate polynomial in x of minimal degree such that α ∈ L (see Remark 2.11), α
is square-free. Then by Proposition 2.18 there exists ω(x) ∈ K [x] such that (J, α2) = (α, α2) with
α2 = y− ω(x). Thus the thesis follows immediately from Proposition 2.23 and Proposition 2.24. 
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ALGORITHM THREE-GENERATORS
Input:
(1) g ∈ K [x, y] square-free and monic in y, c ∈ T (A) \ A
(2) [α, β] = STANDARD-REPRESENTATION ([g, c]), with α square-free
(3) α2 = y− ω(x) such that (J, α2) = (α, α2).
Output: [h1, h2, f ] generators of the ideal I ⊂ K [x, y, z] (see Definition 2.1)
or ‘‘failed’’ (c not integral of degree 2)
Procedure:
- [g, αz − β, α2z − β2, f ] := FOUR-GENERATORS([g, α, β, α2]) or ‘‘failed’’
- [α′, β ′] := LINEAR-GENERATORS([g, α, β, α2, β2])
- Return [αz − β, α′z − β ′, f ].
Proposition 2.28. Let K ′ be any field contained in C (not necessarily algebraically closed). If the
polynomials g, α, β produced by STANDARD-REPRESENTATION have coefficients in K ′, then the three
generators h1, h2, f of the ideal I computed by THREE-GENERATORS lie in K ′[x, y, z].
Proof. This follows from the fact that all the algorithms given above are rational, in the sense that
they operate and return results defined over the same field where the input was defined. 
As a consequence of the previous results, our remaining task is to compute (provided it exists) a
polynomial ω(x) ∈ K [x] such that (J, α2) = (α, y− ω(x)).
Since {α, y− ω(x)} is a Gröbner basis, we might test whether (J, α2) admits a set of generators of
this form by computing a Gröbner basis of (J, α2).
Alternatively, we propose a different procedure based on the use of subresultants (see for instance
Loos (1983) or Basu et al. (2003)) which works under the additional generic hypothesis that, for any
root xi of α, the line x = xi is not tangent to D . We prove that, if (J, α2) contains a polynomial
linear in y, we can find such a polynomial also in the ideal (g, ∂g
∂y , α
2); once a linear polynomial
y − ω(x) ∈ (g, ∂g
∂y , α
2) is found, we give a simple necessary and sufficient condition to test whether
(J, α2) = (α, y− ω(x)).
Proposition 2.29. Assume that α is square-free and that, for any root xi of α, the line x = xi is not tangent
toD . Then the following assertions are equivalent:
(1) there exists ω(x) ∈ K [x] such that (J, α2) = (α, y− ω(x))
(2) there exists ω˜(x) ∈ K [x] such that
(i) y− ω˜(x) ∈ (g, ∂g
∂y , α
2)
(ii) gcd(g(x, ω˜(x)), ∂g
∂x (x, ω˜(x)),
∂g
∂y (x, ω˜(x)), α
2) = α.
Proof. If condition (2) holds, then y − ω˜(x) ∈ (J, α2). Moreover (J, α2) ∩ K [x] = (gcd(g(x, ω˜(x)),
∂g
∂x (x, ω˜(x)),
∂g
∂y (x, ω˜(x)), α
2)) = (α). Hence (J, α2) = (α, y− ω˜(x)).
Conversely assume that (1) holds. Then (J, α2) ∩ K [x] = (α), and hence we have that
gcd(g(x, ω(x)), ∂g
∂x (x, ω(x)),
∂g
∂y (x, ω(x)), α
2) = α. By hypothesis for each root xi of α the line x = xi
contains only one singular point (xi, yi) of D which is an ordinary double point by Lemma 2.17. In
particular each xi is a root of the polynomial r0 = resy(g, ∂g∂y ), i.e. α divides r0. Since the line x = xi
is not tangent toD , yi is the only double root of g(xi, y); hence deg gcd(g(xi, y),
∂g
∂y (xi, y)) = 1. This
occurs if and only if the subresultant of degree 1w.r.t. y subResy,1(g,
∂g
∂y ) = γ y−δ fulfills the condition
gcd(γ , α2) = 1. In this case, there exist s, t such that sγ + tα2 = 1 and hence y − sδ ∈ (g, ∂g
∂y , α
2).
Thus ω˜(x) = sδ fulfills condition (i) and also condition (ii) since ω − ω˜ ∈ (J, α2) ∩ K [x] = (α). 
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ALGORITHM JACOBIAN-TEST
Input: g ∈ K [x, y] square-free and monic in y, α ∈ K [x] square-free and monic
Output: [α, y− ω(x)] generators of the radical ideal (J, α2) or ‘‘failed’’
Procedure:
- γ y− δ := subResultanty,1(g, ∂g∂y ) (i.e. the subresultant of degree 1 w.r.t. y)
- (d, s, t) := extendedEuclidean(γ , α2)
- if d 6= 1, then ‘‘failed’’ (not in general position)
- ω(x) := Rα2(sδ)
- if gcd(g(x, ω(x)), ∂g
∂x (x, ω(x)),
∂g
∂y (x, ω(x)), α
2) 6= α, then ‘‘failed’’
- Return [α, y− ω(x)].
3. Lifting a plane curve
In this section we exploit the results of Section 2 for a different purpose: given a square-free
polynomial g ∈ K [x, y] of degree n monic in y with K an algebraically closed field of characteristic
0, we present an algorithm that constructs an element c integral over A = K [x, y]/(g) that can be
used as in the previous section to blow up a prescribed set S of ordinary double points of the affine
curve D = V (g) ⊂ K 2 in a controlled way. The correctness of the algorithm relies on the following
results.
Lemma 3.1. Assume that the point P1 = (x1, y1) is an ordinary double point forD = V (g) and that the
line x = x1 is not tangent toD at P1. Let h(y) = g(x1,y)y−y1 ∈ K [y]. Then hx−x1 represents an element in T (A)
which is integral of degree 2 over A.
Proof. Since P1 is an ordinary double point, then g ∈ (x−x1, y−y1)2 and thus g = (y−y1)2g1(y)+(x−
x1)(y−y1)h1+(x−x1)2h2. In our hypotheses g(x1, y)has y1 as a root ofmultiplicity 2, hence g1(y1) 6= 0.
Then the function z = (y−y1)g1(y)x−x1 =
h(y)
x−x1 satisfies the monic quadratic relation z
2 + h1z + g1h2 ≡ 0
(mod g), that is it represents an element in T (A)which is integral of degree 2 over A. 
We will now show how to construct an integral element which can be used to lift each of the
two branches through an ordinary double point in D so as to pass through a point in the fiber with
prescribed z-coordinate:
Lemma 3.2. Assume that the point P1 = (x1, y1) is an ordinary double point for D = V (g), that
σ−1(σ (P1)) ∩ Sing D = {P1} and that the line x = x1 is not tangent to D . Then, for any a, b ∈ K ,
a 6= b, there exists an element c1 = β1α1 ∈ T (A) integral over A such that, if C is the curve in K 3 defined by
the ideal I considered in Theorem 2.27, then pi−1(P1) ∩ C = {(x1, y1, a), (x1, y1, b)}.
Proof. Let l1 = y− y1 − m1(x− x1) = 0 and l2 = y− y1 − m2(x− x1) = 0 be the equations of the
(distinct) tangent lines toD at P1. As in theproof of Lemma3.1, let g1(y) = g(x1,y)(y−y1)2 ∈ K [y]. The function
γ1 = l1(x,y)g1(y)(x−x1)(m2−m1)g1(y1) vanishes on the line l1 = 0 and its restriction to the line l2 = 0 assumes values
approaching 1 at points tending to P1. Note that γ1 = 1(m2−m1)g1(y1)
(
(y−y1)g1(y)
x−x1 −m1g1(y)
)
; hence,
by Lemma 3.1, γ1 represents an element in T (A) which is integral over A. Analogously, the function
γ2 = l2(x,y)g1(y)(x−x1)(m1−m2)g1(y1) vanishes on the line l2 = 0, its restriction to the line l1 = 0 assumes values
approaching 1 at points tending to P1 and represents an element in T (A)which is integral over A. Then
it suffices to take as c1 the element of T (A) represented by bγ1 + aγ2. 
Proposition 3.3. Let P1, . . . , Pm, with Pi = (xi, yi), be ordinary double points forD . For all i = 1, . . . ,m
assume that σ−1(σ (Pi)) ∩ Sing D = {Pi} and that the line x = xi is not tangent to D . Then, for any
a1, b1, . . . , am, bm ∈ K, with ai 6= bi for all i, there exists an element c which is integral over A such that,
if C is the curve in K 3 defined by the ideal I considered in Theorem 2.27, then
pi−1(Pi) ∩ C = {(xi, yi, ai), (xi, yi, bi)} for all i = 1, . . . ,m
E. Fortuna et al. / Journal of Symbolic Computation 44 (2009) 1234–1254 1245
Proof. For each Pi, let ci be the element found applying Lemma 3.2 to the point Pi and the values ai, bi.
Then it is sufficient to take c =∑mi=1 ciξi where ξi is the element of T (A) represented by the Lagrange
multiplier
∏
j6=i
x−xj
xi−xj . 
ALGORITHM CONTROLLED-LIFTING
Input:
(1) g ∈ K [x, y]monic in y
(2) {P1 = (x1, y1), . . . , Pm = (xm, ym)} ⊆ DP(V (g)) satisfying the hypotheses of Proposition 3.3
(3) a1, b1, . . . , am, bm ∈ K , with ai 6= bi for each i
(4) mi,1,mi,2 slopes of the tangent lines to the curve V (g) at Pi for each i.
Output: [α, β] such that
(i) c = β
α
is integral of degree 2 over A := K [x, y]/(g)
(ii) pi−1(Pi) ∩ C = {(xi, yi, ai), (xi, yi, bi)} for all i = 1, . . . ,m.
Procedure:
- for i in 1..m repeat
- gi(y) := g(xi,y)(y−yi)2
- Li(x) :=∏j6=i x−xjxi−xj
- li,h := y− yi −mi,h(x− xi) for h = 1, 2
- ki := mi,2 −mi,1
- Bi(x, y) := gi(y)kigi(yi) (bili,1 − aili,2)
- α :=∏mi=1(x− xi)
- β := α∑mi=1 Bi(x,y)Li(x)x−xi
- Return [α(x), β(x, y)].
If we want to separate double points without specifying the z-coordinates of the liftings, the
following simpler construction can be used:
Proposition 3.4. Let P1, . . . , Pm, with Pi = (xi, yi), be ordinary double points for D and denote by
σ : K 2 → K the projection defined by σ(x, y) = x. For all i = 1, . . . ,m assume that σ−1(σ (Pi)) ∩
Sing D = {Pi} and that the line x = xi is not tangent to D . Let hi(y) = g(xi,y)y−yi ∈ K [y] and let
h = lcm(h1(y), . . . , hm(y)). Then h(x−x1)·...·(x−xm) represents an element c in T (A) which is integral of
degree 2 over A such that {P ∈ D | c 6∈ Ap} = {P1, . . . , Pm}.
Proof. Under our hypotheses all the roots of g(xi, y) are simple except for yi which has multiplicity
2. Thus hi is square-free and coincides with the squareFreePart of g(xi, y); thus h is square-free. Let
ci be the element in T (A) represented by hix−xi . At each double point Pi, c is the product of ci by an
element which is a unit in the local ring of the double point. Since by Lemma 3.1 ci is integral over A
of degree 2, also c is integral of degree 2. Arguing as in Lemma 2.15, ci is not in APi and thus c 6∈ APi .
Then {P ∈ D | c 6∈ Ap} = {P1, . . . , Pm} by Proposition 2.16. Note that lcm(h1(y), . . . , hm(y)) is the
squareFreePart of
∏m
i=1 g(xi, y) = resx(g,
∏m
i=1(x− xi)) . 
ALGORITHM LIFTING
Input: g ∈ K [x, y], {P1 = (x1, y1), . . . , Pm = (xm, ym)} ⊆ DP(V (g)) satisfying the hypotheses of
Proposition 3.4.
Output: [α, β] such that
(i) c = β
α
is integral of degree 2 over A := K [x, y]/(g)
(ii) {P ∈ D | c 6∈ Ap} = {P1, . . . , Pm}.
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Procedure:
- α :=∏mi=1(x− xi)
- β(y) := squareFreePart(resx(g, α))
- Return [α(x), β(y)].
4. Computing a representation of a space curve
Let K be a field of characteristic 0. Let I = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal
and assume that f1 is monic as a polynomial in z. We will denote with I0, I1 respectively the zero-
dimensional and the one-dimensional components of I = I0 ∩ I1.
In this section we present an algorithm to compute a representation of the space curve C defined
by the ideal I1 of K [x, y, z], i.e. C = V (I1).
Since f1 is monic in z we have also that the ideal
√
I1 ∩ K [x, y] is a principal ideal, generated by a
square-free polynomial. We begin this section showing a way to compute a polynomial g ∈ K [x, y]
such that (g) = √I1 ∩ K [x, y] using probabilistic elimination theory instead of Gröbner bases.
The construction of this section could also be done using the Kronecker Package (see Durvye and
Lecerf (2008), Giusti et al. (2001) and Lecerf (2000)) which also performs probabilistic elimination
theory. In our special situation we only need to eliminate one variable and so we can use a much
simpler approach, which requires only two resultants and one gcd. Moreover Proposition 4.10 will
provide a test to certify that our probabilistic construction is correct.
We will use the definition and some properties of subresultants (see for instance Basu et al. (2003,
Section 8.3)) and generalized resultants (Cox et al., 1992).
Proposition 4.1. Let p, q ∈ A[z] be polynomialswith coefficients in a ring A, and for j ≥ 0 let subResj(p, q)
be their jth subresultant. Then
(i) subResj(p, q) ∈ (p, q) the ideal generated by p and q
(ii) subRes0(p, q) = res(p, q), where res(p, q) is the resultant of p and q
(iii) if ψ : A[z] → B[z] is a ring homomorphism such that deg(ψ(p)) = deg(p) > j and deg(ψ(q)) ≥
j, then ψ(subResj(p, q)) = lc(ψ(p))deg(q)−deg(ψ(q))subResj(ψ(p), ψ(q)), where lc(ψ(p)) is the
leading coefficient of ψ(p)
(iv) if A is a gcd-domain and ȷ = min{j | subResj(p, q) 6= 0}, then there exist non-zero b, c ∈ A such that
b subResȷ(p, q) = c gcd(p, q) and deg gcd(p, q) = ȷ.
Definition 4.2. Given f1, . . . , fm ∈ K [x, y, z] and u = (u2, . . . , um) new variables, consider the
resultant
R(u, x, y) = resz(f1,
m∑
i=2
uifi).
Viewing R(u, x, y) as a polynomial in (K [x, y])[u], we can express R as
R(u, x, y) =
∑
J∈A
hJ(x, y)uJ
whereA ⊂ Nm−1, J = (j2, . . . , jm) and uJ = (u2j2 , . . . , umjm). Then the polynomials {hJ(x, y)}J∈A are
called the generalized resultants of f1, . . . , fm (w.r.t. z).
Proposition 4.3. Let f1, . . . , fm ∈ K [x, y, z]with f1 monic as a polynomial in z. If H is the ideal generated
by the generalized resultants of f1, . . . , fm, then√
H = √I ∩ K [x, y].
Proof. A proof that H ⊆ I ∩ K [x, y] can be found for instance in Cox et al. (1992, page 163). If K
is the algebraic closure of K , since f1 is monic in z and using (ii) and (iii) of Proposition 4.1, it is
immediate to prove that if (c1, c2) ∈ VK (H) then there exists c3 such that (c1, c2, c3) ∈ VK (I); hence√
I ∩ K [x, y] ⊆ √H. 
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If h = ∏si=1 hisi is the irreducible decomposition of a polynomial h ∈ K [x, y, z], we will denote by√
h = ∏si=1 hi the square-free part of h, i.e. the product of the square-free factors of h. Since K has
characteristic 0,
√
h does not depend on K .
The following corollary provides a generator g of
√
I1 ∩ K [x, y] in terms of the generalized
resultants of f1, . . . , fm.
Corollary 4.4. Let I = I0 ∩ I1 = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal, with f1 monic as a
polynomial in z. Let {hJ(x, y)}J∈A be the generalized resultants of f1, . . . , fm. Then(√
gcd(hJ(x, y))
)
= √I1 ∩ K [x, y]
Proof. If H is the ideal generated by the polynomials hJ , by Proposition 4.3 we know that
√
H =√
I ∩ K [x, y]; moreover the polynomial√gcd(hJ(x, y)) generates the one-dimensional component of√
H . 
If I is one-dimensional, by the previous corollary the polynomial
√
gcd(hJ(x, y)) is non-zero,
hence also R(u, x, y) = resz(f1,∑mi=2 uifi) 6= 0. Moreover if g is a generator of the principal ideal√
I1 ∩ K [x, y], up to a change of coordinates we can always assume that g is monic in y.
Wewant now to showhow it is possible to compute a generator g of
√
I1 ∩ K [x, y] in a probabilistic
way, avoiding the computation of the generalized resultants. We will use the following lemma.
Lemma 4.5. Let h(x, y) ∈ K [x, y] and P(u, x, y) ∈ K [u, x, y] be polynomials such that
gcd(h(x, y), P(u, x, y)) = 1.
Then for almost all choices of r = (r2, . . . , rm) ∈ Km−1 we have
gcd(h(x, y), P(r, x, y)) = 1.
Proof. Avoiding the trivial case h ∈ K , without loss of generality we can assume that degy h ≥ 1. It is
enough to remark that, since gcd(h(x, y), P(u, x, y)) = 1, then by Proposition 4.1 (ii) and (iv) we have
resy(h(x, y), P(u, x, y)) 6= 0 and for generic specialization of u this polynomial will remain non-zero.
The thesis follows applying Proposition 4.1 (iii) and (iv). 
Proposition 4.6. Let I = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal with f1 monic as
a polynomial in z. Denote R(u, x, y) = resz(f1,∑mi=2 uifi) = ∑J∈A hJ(x, y)uJ . Assume that r =
(r2, . . . , rm) ∈ Km−1 is such that R(r, x, y) 6= 0. Then for almost all s = (s2, . . . , sm) ∈ Km−1, we
have that(√
gcd(R(r, x, y), R(s, x, y))
)
= √I1 ∩ K [x, y].
Proof. The polynomial g = √gcd(hJ(x, y)) ∈ K [x, y] divides R(u, x, y) and R(r, x, y). Then there
exists h such that
√
R(r, x, y) = gh, with gcd(g, h) = 1, and thus also gcd(h(x, y), R(u, x, y)) = 1.
By Lemma 4.5 for almost all choices of s ∈ Km−1 we have that gcd(h(x, y), R(s, x, y)) = 1, thus if√
R(s, x, y) = gk then gcd(h, k) = 1 and hence that√gcd(R(r, x, y), R(s, x, y)) = g . 
If the projection pi(x, y, z) = (x, y) is birational between the curve C = V (I) and its planar
projectionD in the plane {z = 0}, then the inverse rational map expresses the z-coordinate of almost
any point of C as a rational map z = b(x,y)a(x,y) defined onD and the ideal I contains a polynomial linear
in z. In this situation our next step is to show that such a linear polynomial can be computed again
using the properties of subresultants.
Definition 4.7. Let I = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal with f1 monic as a
polynomial in z. Wewill say that I is in general position if the principal ideal
√
I1 ∩ K [x, y] is generated
by a polynomial g monic in y, and if I contains a polynomial q = a(x, y)z − b(x, y) linear in z with
gcd(g, a) = 1.
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Proposition 4.8. Let I = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal with f1 monic as a
polynomial in z and degz(f1) > 1. Let subResz,1(f1,
∑m
i=2 uifi) = a˜(u, x, y)z− b˜(u, x, y) the subresultant
of degree 1 w.r.t. z. If I is in general position, then
(1) gcd(˜a(u, x, y), g) = 1
(2) for almost all s = (s2, . . . , sm) ∈ Km−1 we have gcd(˜a(s, x, y), g) = 1.
Proof. (1) By hypothesis the ideal
√
I1 ∩ K [x, y] is generated by a polynomial g monic in y and I
contains a polynomial q = a(x, y)z − b(x, y) linear in z with gcd(g, a) = 1.
Let g = ∏si=1 gi be the irreducible decomposition of g and consider the morphisms φi :
K [x, y, z] → (K(x)[y]/(gi))[z]. Since gi is irreducible, φi(I) is a principal ideal, generated by
gcd(φi(f1), .., φi(fm)) and it contains φi(q) which is a linear polynomial in z since gcd(g, a) = 1.
Moreover φi(I ∩ K [x, y]) = φi(I1 ∩ K [x, y]) ⊂ (φi(g)) = (0). For any p ∈ I , there exists an integer k
such that akp = (az−b)h+r with r ∈ I∩K [x, y]. Thenφi(p) = φi(ak)−1φi(q)φi(h), i.e.φi(q) generates
φi(I) and hence degz(gcd(φi(f1), .., φi(fm))) = 1.
Consider now the natural extension φ˜i : K [u, x, y, z] −→ (K(x)[y]/(gi))[u, z].
Since f1 is monic in z, by Proposition 4.1 (iii) we get that
φ˜i(˜a(u, x, y)z − b˜(u, x, y)) = subResz,1(˜φi(f1),
m∑
j=2
ujφ˜i(fj)).
Moreover, since f1 ∈ K [x, y, z], we have that
gcd(˜φi(f1),
m∑
j=2
ujφ˜i(fj)) = gcd(φi(f1), .., φi(fm));
hence by Proposition 4.1 (iv)
degz (˜φi(˜a(u, x, y)z − b˜(u, x, y))) = degz(gcd(φi(f1), .., φi(fm))) = 1.
Thus gcd(˜a, g) = 1.
Part (2) follows immediately from (1) by applying Proposition 4.1 and Lemma 4.5. 
Remark 4.9. If I is in general position then subResz,1(f1,
∑m
i=2 uifi) 6= 0 by Proposition 4.8. However
for bad choices of s ∈ Km−1 condition (2) in Proposition 4.8 may not hold. If this occurs, it is necessary
to make a different choice of s.
We conclude this section giving a test to verify whether the generator of
√
I1 ∩ K [x, y] and the
z-linear polynomial a˜(s, x, y)z − b˜(s, x, y) = subResz,1(f1,∑mi=2 sifi) in I found in a probabilistic way
are correct.
For any ideal J ⊂ K [x, y, z] we will denote by Je the ideal JK(x)[y, z]. Observe that, if I is one-
dimensional and
√
I1 ∩ K [x, y] is generated by a polynomial g monic in y, then the ideal Ie is zero-
dimensional, Ie = I1e, I1 ∩ (K [x] \ {0}) = ∅ and Ie ∩ K [x, y] = I1e ∩ K [x, y] = I1 ∩ K [x, y].
Proposition 4.10. Let I = (f1, . . . , fm) ⊂ K [x, y, z] be a one-dimensional ideal with f1 monic
as a polynomial in z. Let r = (r2, . . . , rm) ∈ Km−1, s = (s2, . . . , sm) ∈ Km−1 and grs =√
gcd(R(r, x, y), R(s, x, y)). If degz(f1) = 1 let as(x, y)z − bs(x, y) = f1. If degz(f1) > 1 let
as(x, y)z − bs(x, y) = subResz,1(f1,∑mi=2 sifi) ∈ I . If grs is monic in y and gcd(grs, as) = 1, then the
following assertions are equivalent:
(1) (grs) = √I1 ∩ K [x, y]
(2) (grs, asz − bs)e =
√
Ie
(3) fi ∈ (grs, asz − bs)e ∀i = 1, . . . ,m.
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Proof. First of all, since by hypothesis gcd(grs, as) = 1, there exist c1, c2 ∈ K(x)[y] such that
c1grs + c2as = 1 and hence c1grsz + c2(asz − bs) = z − c2bs. Moreover, since grs ∈ √I1 ∩ K [x, y] is
monic in y, then Ie ∩ K [x, y] = I1 ∩ K [x, y].
(1) =⇒ (2): assume that grs generates√I1 ∩ K [x, y] = √Ie ∩ K [x, y]. Since asz − bs ∈ I , then
z − c2bs ∈
√
Ie. It follows that Ie ⊆ (grs, z − c2bs)e = (grs, asz − bs)e ⊆
√
Ie. Passing to radicals, we
get (2).
(2) =⇒ (1): it suffices to observe that (grs, z − c2bs)e ∩ K [x, y] = (grs, asz − bs)e ∩ K [x, y] =√
Ie ∩ K [x, y] = √I1 ∩ K [x, y]which implies (1).
(3) =⇒ (2): if fi ∈ (grs, asz − bs)e ∀i, then Ie ⊆ (grs, asz − bs)e ⊆
√
Ie and we get (2) passing
to radicals.
The proof that (2) implies (3) is trivial since each fi ∈ I ⊆
√
Ie. 
Corollary 4.11. Assume that the hypotheses and any of the equivalent conditions of Proposition 4.10 hold.
Then
(1)
√
Ie ∩ K [x, y, z] = √I1e ∩ K [x, y, z] = √I1
(2) (grs, bsas ) is a representation of the curve V (I1).
Proof. If
√
I1 = ∩iPi with Pi prime ideals, it suffices to show that Pi ∩ (K [x] \ {0}) = ∅ for all i. This
follows from the fact that, by Proposition 2.2, Pi ∩ K [x, y] = (gi) with gi an irreducible factor of grs
which is monic in y. 
Remark 4.12. The set {grs, z − c2bs} is a Gröbner basis of the ideal (grs, asz − bs)e and therefore
condition (3) of Proposition 4.10 can be checked testing whether the polynomials f1, . . . , fm reduce to
zero modulo {grs, z − c2bs} in K(x)[y, z].
ALGORITHM CURVE-REPRESENTATION
Input: I = (f1, .., fm) a one-dimensional ideal in K [x, y, z]with f1 monic in z
Output: [g(x, y), a(x, y)z − b(x, y)] or ‘‘failed’’, where
(1) g is a generator of
√
I1 ∩ K [x, y], with I1 the one-dimensional component of I
(2) a(x, y)z − b(x, y) a polynomial linear in z and contained in I , with gcd(g, a) = 1.
Procedure:
Step 1: choose random r = (r2, . . . , rm) ∈ Km−1 such that Rr = resz(f1,∑mi=2 rifi) 6= 0
Step 2: choose random s = (s2, . . . , sm) ∈ Km−1 such that Rs = resz(f1,∑mi=2 sifi) 6= 0
Step 3: compute grs = √gcd(Rr, Rs)
Step 4: if grs is not monic in y, return ‘‘failed’’
Step 5: if degz(f1) = 1, let asz − bs = f1;
otherwise let asz − bs = subResz,1(f1,∑mi=2 sifi) (mod g)
Step 6: if gcd(grs, as) 6= 1, return ‘‘failed’’
Step 7: if some fi is not in (grs, asz − bs)e goto Step 2
Step 8: Return [grs, asz − bs].
Remark 4.13. Note that the algorithm can return ‘‘failed’’ for different reasons: if this occurs at Step
4, then I is not in general position; if this occurs at Step 6, either I is not in general position orwemade
a bad choice of s. If the algorithm fails, we can change coordinates and run the algorithm again.
Example 4.14. Consider the ideal I = (f1, . . . , f5)where
f1 = z4 + (2− 2x)z3 + (3xy+ x6 + 2x5 − 3x4 − 8x3 − 4x2)z2 +
+ (x7 + 2x6 − 3x5 − 8x4 − 4x3)y
f2 = xz2 − 2yz − xy2 + x5 + 2x4 − 3x3 − 8x2 − 4x
f3 = (−x+ 2)yz + xy2 + x6 + x5 − 5x4 − 5x3 + 4x2 + 4x
f4 = (−y2 − x6 + 6x4 − 9x2 + 4)z + y2 + x6 − 6x4 + 9x2 − 4
f5 = (x7 − 6x5 + 9x3 − 4)z + (−x7 − x6 + 5x5 + 5x4 − 4x3 − 4x2 − 4x)y.
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In order to construct a representation of the curve C defined by I we choose for instance r =
(1,−1, 2,−1) and s = (−1, 2, 0, 1) and we compute
R(r, x, y) = resz(f1, f2 − f3 + 2f4 − f5) and R(s, x, y) = resz(f1,−f2 + 2f3 + f5).
We get that the polynomial g = √gcd(R(r, x, y), R(s, x, y)) = y2 + x6 − 6x4 + 9x2 − 4 is a generator
of the ideal defining the projection of C.
Computing the subresultant subResz,1(f1, R(s, x, y)) and reducing it modulo g , we obtain that
Rep(C) = (y2 + x6 − 6x4 + 9x2 − 4, (x− 1)z − xy).
5. Generators of the ideal of a space curve
In this final sectionwe show that any space curvewhose Jacobianmatrix has rank at least 1 at each
point, up to a linear change of coordinates satisfies all the hypotheses required in Section 2. Thus it is
possible to compute three generators of the ideal of the curve starting froma representation computed
via the algorithm of Section 4.
In this section we will denote by K an algebraically closed field contained in C.
Assume that I = (f1, . . . , fm) is a one-dimensional radical ideal of K [x, y, z] defining a curve
C ⊂ K 3 and let B = K [x, y, z]/I .
Consider the projective plane H∞ = {[x0, x1, x2, x3] ∈ P3(K) | x0 = 0}. We can identify the open
subset P3(K) \ H∞ with K 3 by means of the map [x0, x1, x2, x3] → (x, y, z) = (x1/x0, x2/x0, x3/x0).
We will denote by C the projective closure of C in P3(K).
Lemma 5.1. Denote by pi the restriction to C of the projection K 3 → K 2 defined by (x, y, z) → (x, y);
letD = pi(C) and A = K [x, y]/(I ∩ K [x, y]). Assume that pi : C → D is a finite morphism and let pi∗
be the induced map from A to B. Let R ∈ C, P = pi(R) and assume that pi−1(P) = {R}. Then
(1) the following assertions are equivalent:
(a) the projective closure of the tangent space TR(C) to C at R does not contain the point [0, 0, 0, 1]
at infinity on the z-axis
(b) there exists j ∈ {1, . . . ,m} such that ∂ fj
∂z (R) 6= 0.
(2) If the previous conditions are satisfied, then pi∗P : AP → BR is an isomorphism of local rings.
Proof. (1) Since TR(C) = {(x, y, z) ∈ K 3 | ∂ fj∂x (R)x + ∂ fj∂y (R)y + ∂ fj∂z (R)z = 0 ∀j = 1, . . . ,m}, the
equivalence between conditions (a) and (b) is immediate.
(2) By hypothesis B is integral over A and pi∗ : A → B is injective; then BP is integral over AP and
pi∗P : AP → BP is injective. Since pi−1(P) = {R}, then BR = BP and therefore pi∗P : AP → BR is injective
and BR is a finitely generated AP -module.
LetMR (resp.MP ) be themaximal ideal of the local ring BR (resp. AP ). Since K is algebraically closed,
AP/MP is isomorphic to BR/MR because each of them is isomorphic to K .
Let R = (x0, y0, z0) and P = (x0, y0). By condition (b), we can assume for instance that ∂ f1∂z (R) 6= 0.
Then the image of f1 inMR/M2R can be written as f1 = a(x− x0)+ b(y− y0)+ c(z − z0)with c 6= 0.
This implies that the vector space MR/M2R is generated by x − x0, y − y0 and so the natural map
MP →MR/M2R is surjective.
Then, using for instance Lemma 7.4, Chapter II in Hartshorne (1977), we get that pi∗P is surjective
and thus an isomorphism of local rings. 
We now present a proof that, for any curve whose Jacobian matrix does not vanish anywhere
on the curve, up to a generic linear change of coordinates, its projection along the z-axis satisfies
the hypotheses required in Section 2. Although this result is well known for non-singular projective
curves, we have not found in the literature a proof that applies to our class of affine singular curves.
Proposition 5.2. Let I = (f1, . . . , fm) be a one-dimensional radical ideal of K [x, y, z] defining a curve
C ⊂ K 3 and let B = K [x, y, z]/I . Assume that rk Jac(I, R) ≥ 1 for each R ∈ C, where Jac(I, R) denotes the
Jacobian matrix of f1, . . . , fm at R. Then, up to a generic linear change of coordinates in K 3, we can assume
that
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(1) the projection pi : C → D = pi(C), pi(x, y, z) = (x, y) is a finite morphism and it is generically 1-1
(2) for any R ∈ Sing C we have that pi−1(pi(R)) = {R} and, if P = pi(R) and A = K [x, y]/(I ∩ K [x, y]),
the map pi∗P : AP → BR is an isomorphism of local rings
(3) Sing D \ pi(Sing C) contains only ordinary double points.
Proof. Let us start by considering the case K = C.
We can assume that C is not a plane curve, since otherwise the result is trivial.
It suffices to show that there exists a non-empty Zariski open subset Ω of H∞ such that, if N is a
point inΩ and H is a plane of P3(C) such that N 6∈ H , then the morphism pi : C → H induced by the
projection from N to H fulfills all the requirements of the thesis. Namely in this case, choosing as H a
plane passing through the point [1, 0, 0, 0], there exists a projective change of coordinates T in P3(C)
such that
T (N) = [0, 0, 0, 1], T ([1, 0, 0, 0]) = [1, 0, 0, 0], T (H) = {x3 = 0}, T (H∞) = H∞.
As a consequence the restriction of T to the affine chart C3 = P3(C) \ H∞ is a linear map and,
after performing the linear change of coordinates induced by T , in the affine coordinates (x, y, z) =
(x1/x0, x2/x0, x3/x0)we have that pi(x, y, z) = (x, y).
Step 1. First of all, the projection from any point in H∞ \ C induces on C a finite morphism.
For any R,Q distinct points in C, the line L(R,Q ) containing R and Q will be called the secant line
determined by R and Q .
Denote by C1, . . . ,Cm the irreducible components of C; observe that, though C is not plane, some
irreducible components of it (possibly all of them) can be plane curves. For any i, j ∈ {1, . . . ,m} let
Σi,j ⊂ G(1, 3) be the closure of the image of the map from (Ci × Cj) \ {(X, X) | X ∈ Ci ∩ Cj} to
the Grassmannian G(1, 3) of lines in P3(C), which associates to (R,Q ) the line L(R,Q ). Then Σi,j is
irreducible and has dimension≤ 2.
Let r ∈ Σi,j. We will say that r is amultisecant of C if r intersects C in at least three distinct points
and that r is a secant with coplanar tangent lines if there exist R,Q ∈ r ∩ (C \ Sing C) such that the
tangent lines TR(C) and TQ (C) are coplanar. We will say that r is a good secant if it is a proper secant
which is neither a multisecant nor a secant with coplanar tangent lines; any other line inΣi,j will be
called a bad secant.
Suitably adapting an argument used by Mumford (1995), we can show that, if Ci and Cj are non-
coplanar components (possibly coinciding), thenΣi,j contains a good secant. To do that, observe that
there exists a point R ∈ Ci \ Sing C such that the tangent line l = TR(C) and Cj are not coplanar.
Denote pl : C \ l → P1(C) the projection with center l. Then pl(Cj) = P1(C); moreover, if w is a
generic point in P1(C), then the fiber p−1l (w) is finite, say p
−1
l (w) = {Q1, . . . ,Qk} with Q1, . . . ,Qk
smooth points ofC contained in a plane S such that l ⊂ S and at least one of them, say Q1, lies inCj. By
genericity of w, we have that pl(TQh(C)) = P1(C) for all h, i.e. TQh(C) 6⊂ S and thus the tangent lines
at R and at Qh are not coplanar for each h = 1, . . . , k. Observe that for each R˜ in a small neighborhood
of R in Ci the tangent lines at R˜ and Qh are still non-coplanar.
If L(R,Q1) is not a multisecant of C, we are done since it is a good secant. Otherwise we claim
that it suffices to perturb R slightly in order to find a good secant. More precisely, let φ be an analytic
coordinate system on Ci near R such that φ(0) = R. Assume for contradiction that L(φ(z),Q1) is a
multisecant for all small z; then there exist a sequence zn converging to 0 and a sequence of points
Q (n) in C converging to some point in p−1l (w) \ {Q1}, say for instance Q2, such that φ(zn),Q1,Q (n)
are collinear. Then Q (n) 6= Q2 and the secant L(Q2,Q (n)) would lie in the plane L(Q1, R, φ(zn)) which
converges to S when n → ∞. Thus the tangent line TQ2(C) would lie in S which is a contradiction.
Hence for z small enough, the line L(φ(z),Q1) is a good secant inΣi,j.
Since the property of being a good secant is an open condition, the subset Mi,j of Σi,j consisting
of the bad secants has dimension ≤ 1. Let BS(C) ⊂ P3(C) denote the subset consisting of points of
P3(C) that lie on a line ofMi,j for some i, j such thatCi andCj are not coplanar. The previous argument
shows that BS(C) has dimension≤ 2; moreover BS(C) 6= H∞.
Now we have to consider the case when Ci and Cj are coplanar components. As before we allow
that i = j but in this case we can assume that Ci is not a line: since we will project from a point N
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lying in H∞ \C, any projection ray through N will meet any line in C in at most one point. Thus there
exists a unique plane Si,j that contains the coplanar components Ci and Cj; we will call any such plane
a bad plane. If we denote by BP(C) ⊂ P3(C) the subset consisting of points of P3(C) that lie on some
bad plane, then BP(C) has dimension≤ 2 and BP(C) 6= H∞.
Also the set Tan(C) ⊂ P3(C) consisting of all points that lie on the tangent line TR(C) for some
R ∈ C \ Sing C has dimension≤ 2 and Tan(C) 6= H∞.
Therefore the set Ω1 = H∞ \ (BS(C) ∪ BP(C) ∪ Tan(C) ∪ C) is a non-empty open subset of H∞
consisting of points N such that
(i) N is not on any tangent line to C at a smooth point
(ii) N is not on any multisecant of C
(iii) N is not on any secant with coplanar tangent lines
(iv) the projection from N induces on C a finite morphism.
Step 2. We want to see that there exists a non-empty open subset Ω2 in H∞ whose points lie on
finitely many secants. Denote by Σ = ∪i,jΣi,j the variety of secants to C which has dimension ≤ 2.
Consider the incidence variety V = {(R, l) ∈ H∞ × Σ | R ∈ l} and denote by p1 : V → H∞ and
p2 : V → Σ the natural projections. Observe that the fibers of p2 contain only one point except for
the (finitely many) secants lying in H∞ where the fibers are one-dimensional. Then dim V ≤ 2 and
hence dim p1(V ) ≤ 2. If dim p1(V ) ≤ 1, then the generic point of H∞ is not on any secant of C. If
dim p1(V ) = 2, then for a generic point N in H∞ the fiber p−11 (N) is finite, that is N lies on finitely
many secants.
Step 3. For each R ∈ Sing C, let Σ(R) be the closure of the image of the map from C \ {R} to the
Grassmannian G(1, 3) which associates to X the line containing X and R. If S(R) is the set of points
lying in the lines of Σ(R), then S(R) has dimension ≤ 2 and dim(H∞ ∩ S(R)) ≤ 1. Thus any point in
Ω3 = H∞ \⋃R∈Sing C S(R) does not lie on any secant of C through a singular point.
Step 4. By hypothesis at each singular point R of C the dimension of the tangent space TR(C) to C
is 2 and dim(TR(C) ∩ H∞) = 1. IfΩ4 = H∞ \⋃R∈Sing C TR(C), by Lemma 5.1 the projection from any
point ofΩ4 induces an isomorphism between Api(R) and BR for any R ∈ Sing C.
The set Ω = Ω1 ∩ Ω2 ∩ Ω3 ∩ Ω4 is a non-empty Zariski open subset of H∞ such that, if N ∈ Ω
and pi is the restriction to C of the projection from N , then pi fulfills the conditions (1), (2) and (3) of
the thesis.
Coming back to the general casewhen K is some algebraically closed field contained inC, it suffices
to consider the curve CC defined by the polynomials f1, . . . , fm in C3 and let Ω be the non-empty
Zariski open subset found in the first part of the proof. Then the morphism induced by the projection
of the curve C = V (f1, . . . , fm) ⊂ K 3 to K 2 from any point inΩ ∩ P3(K) fulfills all the requirements
of the thesis. 
Theorem 5.3. Let I be an unmixed one-dimensional radical ideal of K [x, y, z] defining a curve C =
V (I) ⊂ K 3 such that the Jacobian matrix Jac(I, R) of I at R has rank ≥ 1 for each R ∈ C. Then I is
generated by three polynomials that we can compute.
Proof. Up to a generic linear change of coordinates in K 3 we can assume that the projection pi : C →
D = pi(C), pi(x, y, z) = (x, y) fulfills the three conditions specified in Proposition 5.2 and we can
assume that one generator of I is monic in z. Arguing in a similar way as in the proof of Proposition 5.2,
up to a generic linear change of coordinates in the plane {z = 0} we can assume that the curveD is
defined by a polynomial g ∈ K [x, y] which is monic with respect to y and that, if σ : K 2 → K is the
projection defined by σ(x, y) = x, then σ−1(σ (P)) ∩ Sing D = {P} for any P ∈ Sing D (in particular
condition (GP) of Section 2 is satisfied).
In this situation pi : C → D is birational (avoiding trivial cases, we can assume that pi is not
an isomorphism) and, by Lemma 2.9, there exist α ∈ K [x], β ∈ K [x, y] such that gcd(α, β) = 1,
degy β < n and αz − β ∈ I . Therefore, by Corollary 4.11, the ideal I is uniquely determined by the
knowledge of g and αz − β that we can compute using the results and the algorithm of Section 4. In
this situation {P ∈ D | z 6∈ AP} = Sing D \ pi(Sing C), which contains only ordinary double points.
Thus the hypotheses of Theorem 2.27 are satisfied and using algorithms of Section 2 we are able to
compute three generators of the ideal I starting from g and αz − β . 
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Remark 5.4. If I is a general one-dimensional ideal, the algorithm CURVE-REPRESENTATION of
Section 4 computes a representation of the one-dimensional component I1 of I and the algorithms in
Section 2 allow us to compute three generators for the radical of I1 assuming it satisfies the Jacobian
rank condition above.
Corollary 5.5. Let I be an unmixed one-dimensional radical ideal of K [x, y, z] defining a curve C =
V (I) ⊂ K 3 with coordinate ring B = K [x, y, z]/I . Denote by D ⊂ K 2 the curve pi(C) obtained by
the projection pi(x, y, z) = (x, y) and assume that B is integral over A = K [x, y]/(I ∩ K [x, y]). Let
Γ = {P ∈ D | z 6∈ AP}. If Γ ⊆ DP(D), then the Jacobian matrix Jac(I, R) of I at R has rank≥ 1 for each
R ∈ C.
Proof. Assume for contradiction that there exists a point R ∈ C such that Jac(I, R) has rank 0. The
dimension of the Zariski tangent space of C at R is 3, whereas the dimension of the Zariski tangent
space ofD at P = pi(R) is at most 2 and hence AP 6∼= BR. Then z 6∈ AP ; hence P ∈ Γ and, by hypothesis,
P is an ordinary double point. Then, by Proposition 2.3, BP = A′P which is impossible because C is not
smooth over P . 
Remark 5.6. (1) If the algorithm JACOBIAN-TEST succeeds, as a consequence of Corollary 5.5 we are
sure that the rank of the Jacobian matrix is at least 1 at any point of the curve.
(2) Any curve contained in a non-singular surface fulfills the hypotheses of Theorem 5.3, so that
we can compute three generators for its ideal.
We conclude the paper with a simple example chosen to easily show the steps of the algorithms.
Example 5.7. Let I be the ideal already considered in Example 4.14 for which we computed the
following representation
Rep(C) = (y2 + x6 − 6x4 + 9x2 − 4, (x− 1)z − xy).
Using the algorithms of Section 2, it turns out that
JACOBIAN-TEST([y2 + x6 − 6x4 + 9x2 − 4, x− 1]) = [x− 1, y].
Since I is radical of pure dimension 1, applying the algorithm FOUR-GENERATORSwe get a Gröbner
basis for the ideal I consisting of the polynomials
g1 = y2 + x6 − 6x4 + 9x2 − 4
g2 = (x− 1)z − xy
g3 = yz + x6 + x5 − 5x4 − 5x3 + 4x2 + 4x
g4 = z2 + x6 + 2x5 − 3x4 − 8x3 − 4x2.
Bymeans of the algorithm THREE-GENERATORSwe then find that the following three polynomials
are sufficient to generate I
p1 = (x− 1)z − xy
p2 = yz − y2 + x5 + x4 − 5x3 − 5x2 + 4x+ 4
p3 = z2 + x6 + 2x5 − 3x4 − 8x3 − 4x2.
Note that the space curve C = V (I) has a singular point in P = (−1, 0, 0) while its projection
D = V (y2 + x6 − 6x4 + 9x2 − 4), besides the singular point (−1, 0) = pi(P), has an additional
ordinary double point in (1, 0) arising from the projection.
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