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a b s t r a c t
In this paper, an alternatively simpler proof to an eigenvalue theorem of a specially
structured rank-r updated complex matrix is presented and also its characteristic
polynomial is explicitly determined by Leverrier’s algorithm form–D system.
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1. Introduction
Let A be anm×m complex matrix and U , V ∈ Cm×r be two full column rank matrices. The matrix A+ UV ∗ is called the
rank-r updated matrix of A. The applications of rank-r updated matrices can be found in the fields of optimization theory,
Markov chains, structured matrices, relative perturbation bounds for the eigenvalue problem etc.; see [1–7].
Recently, the eigenvalue problem of a specially structured rank-r updated matrix received much attention since it is
tightly related to Google’s or generalized Google’s PageRank problems. Let S be an m × m row-stochastic matrix, i.e. a
nonnegative matrix that satisfies Se = e, where the m-dimensional vector e∗ = (1, 1, . . . , 1). The Google matrix G(α) is
defined by G(α) = αS + (1− α)ev∗, where 0 < α < 1, and v is an m-dimensional positive vector normalized by e∗v = 1
(i.e. v is a probability vector). The eigenvector of G(α) corresponding to the maximal eigenvalue 1 is called the PageRank.
To rank the Web pages, we usually need to compute the pageRank of the Google matrix, which is the left eigenvector
associated with the principle eigenvalue of the Google matrix G(α). Furthermore, a generalized Google matrix is defined as
follows:
G˜(c, c1, . . . , cr) = cA+
r∑
i=1
(ciλi)xi(vi)∗, c +
r∑
i=1
ci = 1,
where c, ci ∈ C , 1 ≤ i ≤ r , λ1, λ2, . . . , λr be the eigenvalues of the complex matrix A and x1, x2, . . . , xr are linearly
independent right eigenvectors of A corresponding to the eigenvalues λ1, λ2, . . . , λr , respectively. It is seen that the Google
matrix G(α) is a special rank-1 updated matrix and generalized Google matrix G˜(c, c1, . . . , cr) is a special rank-r updated
matrix. The eigenvalue problem of the (generalized) Google matrix has been investigated in [8–15].
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Motivated by the recent spectral analysis of the Google matrix in the computation of the PageRank for the Google Web
search engine [8–10], Ding and Yao [3] considered the eigenvalue problem of a specially rank-r updated real matrix and
then by the use of QR decomposition, Wu [12] extended Ding and Yao’s results to the case when the matrix is complex. In
this paper, we provide an alternative simpler approach to solve the eigenvalue problem for the specially structured rank-r
updated complex matrix A+UV ∗, where A is anm×m complex matrix with eigenvalues λ1, λ2, . . . , λm counting algebraic
multiplicities, U = (u1, u2, . . . , ur) is a rank-r matrix such that u1, u2, . . . , ur are right eigenvectors of A corresponding
to λ1, λ2, . . . , λr , respectively, and V = (v1, v2, . . . , vr) ∈ Cm×r is an arbitrary matrix. By applying Leverrier’s algorithm
form–D system [16], we can give the explicit expression of the characteristic polynomial of the specially structured rank-r
updated matrix A+ UV ∗.
The key elements in this paper are the following lemmas:
Lemma 1.1. Assume A ∈ Cm×m be a nonsingular matrix and U, V ∈ Cm×r . Then
det(A+ UV ∗) = det(A) det(I + V ∗A−1U). (1.1)
Proof. It is easy to see that the determinant identity (1.1) comes from the equality(
I O
V ∗ I
)(
I + A−1UV ∗ A−1U
O I
)(
I O
−V ∗ I
)
=
(
I A−1U
O I + V ∗A−1U
)
. 
The next lemma is a special case of Leverrier’s algorithm for m–D system given by G. Wang and B. Zheng [16], which
provides an algorithm for computing the coefficients of the multi-variable characteristic polynomial (so called here) of an
m×mmatrix A.
Lemma 1.2. Let A = [aij] ∈ Cm×m and zi, i = 1, 2, . . . ,m, be complex variables. Then
a(z1, z2, . . . , zm) = det

z1 − a11 −a12 · · · −a1m
−a21 z2 − a22 · · · −a2m
...
...
. . .
...
−am1 −am2 · · · zm − amm

=
1∑
i1=0
1∑
i2=0
· · ·
1∑
im=0
ai1,i2,...,imz
1−i1
1 z
1−i2
2 · · · z1−imm . (1.2)
The coefficients ai1,i2,...,im can be determined sequentially by
a0,0,...,0 = 1, a1,0,...,0 = −a11, a0,1,0,...,0 = −a22, . . . , a0,0,...,0,1 = −amm,
ai1,i2,...,im = −
1
i1 + i2 + · · · + im tr(ABi1,i2,...,im),
ik = 0, 1, k = 1, 2, . . . ,m,
m∑
k=1
ik 6= 0, (1.3)
B0,...,0 =
0 · · · 0... . . . ...
0 · · · 0
 , B1,0,...,0 =

1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , . . . , B0,...,0,1 =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 ,
Bi1,i2,...,im = B1,0,...,0(ABi1−1,i2,...,im + ai1−1,i2,...,im I)+ · · · + B0,...,0,1(ABi1,i2,...,im−1,im−1 + ai1,i2,...,im−1,im−1I),
ik = 0, 1, k = 1, 2, . . . ,m, (1.4)
where Bi1,i2,...,im is a zero matrix and ai1,i2,...,im is zero if one of i1, i2, . . . , im equals−1.
2. Main results
For an m × m complex matrix A, let σ(A) ≡ {λ1, λ2, . . . , λm} be the set of all eigenvalues of A, counting algebraic
multiplicity. In this section, we will present the concrete expression of the characteristic polynomial of a specially rank-r
updated matrix A + UV ∗ of A. The eigenvalue problem of such special rank-r updated matrix has been studied by several
authors, see [3,12]. But here we actually provide an alternatively more simple proof for their main results. The following is
our main theorem.
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Theorem 2.1. Let A ∈ Cm×m, U = (u1, u2, . . . , ur) ∈ Cm×r be a full column rank matrix such that Aui = λiui, i = 1, 2, . . . , r
and V = (v1, v2, . . . , vr) ∈ Cm×r be an arbitrary matrix. Then
(1) the characteristic polynomial of A+ UV ∗ is
PA+UV∗(λ) =
(
1∑
i1=0
1∑
i2=0
· · ·
1∑
ir=0
si1,i2,...,ir (λ− λ1)1−i1(λ− λ2)1−i2 · · · (λ− λr)1−ir
)
× (λ− λr+1)(λ− λr+2) · · · (λ− λm); (2.1)
(2) the eigenvalues of A+ UV ∗ are
{δ1, δ2, . . . , δr , λr+1, λr+2, . . . , λm},
counting algebraic multiplicity, where δi, 1 ≤ i ≤ r are the solutions of the following equation:
1∑
i1=0
1∑
i2=0
· · ·
1∑
ir=0
si1,i2,...,ir (x− λ1)1−i1(x− λ2)1−i2 · · · (x− λr)1−ir = 0. (2.2)
The coefficients si1,i2,...,ir in (2.1) or (2.2) can be determined sequentially by
s0,0,...,0 = 1, s1,0,...,0 = −v1∗u1, s0,1,0,...,0 = −v2∗u2, . . . , s0,0,...,0,1 = −vr∗ur ,
si1,i2,...,ir = −
1
i1 + i2 + · · · + ir tr(V
∗UTi1,i2,...,ir ),
ik = 0, 1, k = 1, 2, . . . , r,
r∑
k=1
ik 6= 0,
T0,...,0 =
0 · · · 0... . . . ...
0 · · · 0
 , T1,0,...,0 =

1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , . . . , T0,...,0,1 =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 ,
Ti1,i2,...,ir = T1,0,...,0(V ∗UTi1−1,i2,...,ir + si1−1,i2,...,ir I)+ · · · + T0,...,0,1(V ∗UTi1,i2,...,ir−1,ir−1 + si1,i2,...,ir−1,ir−1I),
ik = 0, 1, k = 1, 2, . . . , r,
where Ti1,i2,...,ir is a zero matrix and si1,i2,...,ir is zero if one of i1, i2, . . . , ir equals−1.
Proof. (1) Let λ 6∈ σ(A) be any complex number. Then by applying Lemma 1.1, we have
det(λI − A− UV ∗) = det(I − V ∗(λI − A)−1U) det(λI − A). (2.3)
The conditions Aui = λiui, i = 1, 2, . . . , r imply that
(λI − A)−1ui = 1
λ− λi ui, i = 1, 2, . . . , r,
and hence the identity (2.3) becomes
det(λI − A− UV ∗) = det
(
I − V ∗
(
u1
λ− λ1 ,
u2
λ− λ2 , . . . ,
ur
λ− λr
))
det(λI − A). (2.4)
Note that
det(λI − A) = (λ− λ1)(λ− λ2) · · · (λ− λr)(λ− λr+1) · · · (λ− λm) (2.5)
and then combine (2.4) with (2.5), we have
det(λI − A− UV ∗) = det
(
I − V ∗
(
u1
λ− λ1 ,
u2
λ− λ2 , . . . ,
ur
λ− λr
))
det(λI − A)
= det
(
I − V ∗
(
u1
λ− λ1 ,
u2
λ− λ2 , . . . ,
ur
λ− λr
))
(λ− λ1)(λ− λ2) · · · (λ− λr) · · · (λ− λm)
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= det

1− v1
∗u1
λ− λ1 −
v1
∗u2
λ− λ2 · · · −
v1
∗ur
λ− λr
− v2
∗u1
λ− λ1 1−
v2
∗u2
λ− λ2 · · · −
v2
∗ur
λ− λr
...
...
. . .
...
− vr
∗u1
λ− λ1 −
vr
∗u2
λ− λ2 · · · 1−
vr
∗ur
λ− λr

(λ− λ1)(λ− λ2) · · · (λ− λm)
= det

λ− λ1 − v1∗u1 −v1∗u2 · · · −v1∗ur
−v2∗u1 λ− λ2 − v2∗u2 · · · −v2∗ur
...
...
. . .
...
−vr∗u1 −vr∗u2 · · · λ− λr − vr∗ur
 (λ− λr+1) · · · (λ− λm). (2.6)
On the other hand, by Lemma 1.2 we have
det

λ− λ1 − v1∗u1 −v1∗u2 · · · −v1∗ur
−v2∗u1 λ− λ2 − v2∗u2 · · · −v2∗ur
...
...
. . .
...
−vr∗u1 −vr∗u2 · · · λ− λr − vr∗ur

=
1∑
i1=0
1∑
i2=0
· · ·
1∑
ir=0
si1,i2,...,ir (λ− λ1)1−i1(λ− λ2)1−i2 · · · (λ− λr)1−ir . (2.7)
Substituting (2.7) into (2.6) yields
det(λI − A− UV ∗) =
(
1∑
i1=0
1∑
i2=0
· · ·
1∑
ir=0
si1,i2,...,ir (λ− λ1)1−i1(λ− λ2)1−i2 · · · (λ− λr)1−ir
)
× (λ− λr+1)(λ− λr+2) · · · (λ− λm).
Since the above equality is true for all λ 6∈ σ(A), we now assert that the characteristic polynomial of A+ UV ∗ is
PA+UV∗(λ) =
(
1∑
i1=0
1∑
i2=0
· · ·
1∑
ir=0
si1,i2,...,ir (λ− λ1)1−i1(λ− λ2)1−i2 · · · (λ− λr)1−ir
)
× (λ− λr+1)(λ− λr+2) · · · (λ− λm).
The Conclusion (2) is obvious. 
Remark. As a main result in [12], G.Wu get the expression (2.6) of the characteristic polynomial of the rank-r updated
matrix A + UV ∗ by using the QR decomposition and it is also the statement of Theorem 3.1 in [3] when the case of real
matrices. So here we present a much more simple proof for his main result. In particular, the concrete polynomial form can
be determined by Leverrier’s algorithm form–D system.
Corollary 2.1. Let A be an m by m complex matrix with eigenvalues λ1, λ2, . . . , λm counting algebraic multiplicity, U =
(u1, u2, . . . , ur) ∈ Cm×r and V = (v1, v2, . . . , vr) ∈ Cm×r be full column rank matrices. If Aui = λiui, vi∗A = λivi∗ and
λi 6= λj for i 6= j, then
(1) the characteristic polynomial of A+ UV ∗ is
PA+UV∗(λ) = (λ− λ1 − v1∗u1)(λ− λ2 − v2∗u2) · · · (λ− λr − vr∗ur)(λ− λr+1) · · · (λ− λm);
(2) the eigenvalues of A+ UV ∗ are
{λ1 + v1∗u1, λ2 + v2∗u2, . . . , λr + vr∗ur , λr+1, λr+2, . . . , λm},
counting algebraic multiplicity.
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Proof. (1) Let λ 6∈ σ(A) be any complex number. Then from the proof of Theorem 2.1, we have
det(λI − A− UV ∗) = det

1− v1
∗u1
λ− λ1 −
v1
∗u2
λ− λ2 · · · −
v1
∗ur
λ− λr
− v2
∗u1
λ− λ1 1−
v2
∗u2
λ− λ2 · · · −
v2
∗ur
λ− λr
...
...
. . .
...
− vr
∗u1
λ− λ1 −
vr
∗u2
λ− λ2 · · · 1−
vr
∗ur
λ− λr

(λ− λ1)(λ− λ2) · · · (λ− λm).
Since
Aui = λiui, vi∗A = λivi∗ and λi 6= λj for i 6= j,
we can easily get vi∗uj = 0, where i 6= j, 1 ≤ i, j ≤ r . Thus,
det(λI − A− UV ∗) = det

λ− λ1 − v1∗u1 0 · · · 0
0 λ− λ2 − v2∗u2 · · · 0
...
...
. . .
...
0 0 · · · λ− λr − vr∗ur
 (λ− λr+1) · · · (λ− λm)
= (λ− λ1 − v1∗u1)(λ− λ2 − v2∗u2) · · · (λ− λr − vr∗ur)(λ− λr+1)(λ− λr+2) · · · (λ− λm).
The above equality is true for all λ 6∈ σ(A). Therefore we have
PA+UV∗(λ) = (λ− λ1 − v1∗u1)(λ− λ2 − v2∗u2) · · · (λ− λr − vr∗ur)(λ− λr+1) · · · (λ− λm).
The conclusion (2) is obvious. 
Corollary 2.2. Let A be an m by m complex matrix with eigenvalues λ1, λ2, . . . , λm counting algebraic multiplicity, U =
(u1, u2, . . . , ur) ∈ Cm×r be full column rank matrices. If Aui = λiui and U∗U = diag(‖u1‖22, ‖u2‖22, . . . , ‖ur‖22), then
(1) the characteristic polynomial of A+ UU∗ is
PA+UU∗(λ) = (λ− λ1 − ‖u1‖22)(λ− λ2 − ‖u2‖22) · · · (λ− λr − ‖ur‖22)(λ− λr+1) · · · (λ− λm);
(2) the eigenvalues of A+ UU∗ are
{λ1 + ‖u1‖22, λ2 + ‖u2‖22, . . . , λr + ‖ur‖22, λr+1, λr+2, . . . , λm},
counting algebraic multiplicity.
3. Example
Consider the following matrix
A =
1 1 0 10 1 4 01 1 0 1
0 0 0 1
 .
The eigenvalues of A are σ(A) = {λ1 = 1, λ2 = 3, λ3 = −1, λ4 = 0}. We let U = (u1, u2, u3) and V = (v1, v2, v3), where
Aui = λiui, i = 1, 2, 3 and
u1 =
 010
−1
 , u2 =
121
0
 , u3 =
 1−21
0
 , v1 =
 01−2
0
 , v2 =
000
1
 , v3 =
110
0
 .
Then from Theorem 2.1, we have
PA+UV∗(λ) =
(
1∑
i1=0
1∑
i2=0
1∑
i3=0
si1,i2,i3(λ− λ1)1−i1(λ− λ2)1−i2(λ− λ3)1−i3
)
(λ− λ4)
and
s0,0,0 = 1, s1,0,0 = −v1∗u1 = −1, s0,1,0 = −v2∗u2 = 0, s0,0,1 = −v3∗u3 = 1
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and
T0,0,0 =
(0 0 0
0 0 0
0 0 0
)
, T1,0,0 =
(1 0 0
0 0 0
0 0 0
)
, T0,1,0 =
(0 0 0
0 1 0
0 0 0
)
, T0,0,1 =
(0 0 0
0 0 0
0 0 1
)
,
T1,0,1 =
(1 0 −4
0 0 0
1 0 −1
)
, s1,0,1 = 3, T1,1,0 =
( 0 0 0
−1 −1 0
0 0 0
)
, s1,1,0 = 0,
T0,1,1 =
(0 0 0
0 1 0
0 3 0
)
, s0,1,1 = 0, T1,1,1 =
( 0 −12 0
−1 3 4
−3 −3 0
)
, s1,1,1 = 12.
Thus
PA+UV∗(λ) = (λ3 − 3λ2 − 12)(λ− λ4) = (λ− ρ1)(λ− ρ2)(λ− ρ3)(λ− λ4)
and
σ(A+ UV ∗) = {ρ1, ρ2, ρ3, λ4},
where
ρ1 = 3
√
7+ 4√3+ 3
√
7− 4√3+ 1,
ρ2 = W 3
√
7+ 4√3+ W¯ 3
√
7− 4√3+ 1,
ρ3 = W¯ 3
√
7+ 4√3+W 3
√
7− 4√3+ 1,
W = −1
2
+
√
3
2
i, W¯ = −1
2
−
√
3
2
i.
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