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Abstract

Quality Induced Secure Multiclassifier Fingerprint Verification using Extended Feature
Set
By
Mayank Vatsa

Automatic fingerprint verification systems use ridge flow patterns and general morphological information for broad classification, and minutiae information for verification. With
the availability of high resolution fingerprint sensors, it is now feasible to capture more
intricate features such as ridges, pores, permanent scars, and incipient ridges. These fine
details are characterized as level-3 features and play an important role in matching and
improving the verification accuracy. The main objective of this research is to develop a
fast and accurate quality induced multiclassifier fingerprint verification algorithm that incorporates both level-2 and level-3 features. A quality assessment algorithm is developed
that uses Redundant Discrete Wavelet Transform to extract edge, noise and smoothness
information and encodes into a quality vector. The feature extraction algorithm first registers the two fingerprint images using a two-stage registration process. In the first stage,
Taylor series based image transformation is used to perform coarse registration; while
in the second stage, thin plate spline transformation is used for fine registration. Then,
a fast Mumford-Shah curve evolution algorithm is used to extract four level-3 features
namely, pores, ridge contours, dots, and incipient ridges. Gallery and probe features are
matched using Mahalanobis distance measure.
Correlation analysis suggests that level-2 and level-3 features can be combined to
improve the verification performance. Therefore, we propose five different match score
fusion algorithms to combine the match scores obtained from level-2 and level-3 features.
The first algorithm uses Delaunay triangulation to obtain invariant features related to
level-2 and level-3 information and then combines them to generate a fused match score.
The next three match score fusion algorithms utilize different techniques in information
fusion namely, density based approach, classifier learning, and belief models. Experimental results show that the proposed evidence theoretic sum rule algorithm yields good
performance under ideal conditions. However, if the match scores provide conflicting decisions, more sophisticated techniques are required. Belief models based fusion algorithms
are ad-hoc in nature and learning algorithms require representative training dataset for
correct classification. To address the limitations of these three techniques, we propose
a sequential fusion algorithm which combines the learning theory and belief model with

the statistical approach. The sequential fusion algorithm yields good verification performance at the cost of computational complexity. To optimize both verification accuracy
and computational complexity, we introduce the concept of unification framework that
takes into account the variability in image quality, and the characteristics of level-2 and
level-3 features to select the most appropriate fusion algorithm. Experimental results on
a high resolution fingerprint database show the effectiveness of the proposed algorithms.
We further propose a novel biometric watermarking algorithm to embed the level-2
and level-3 features in the face image of the same individual for increased robustness, security, and accuracy. The proposed watermarking algorithm first computes the embedding
capacity in the face image using edge and corner phase congruency method. Embedding
and extraction of fingerprint features is based on redundant discrete wavelet transformation. Moreover, the proposed watermarking algorithm uses adaptive user-specific watermarking parameters for improved performance. Experiments on the face-fingerprint
database show that the proposed watermarking algorithm is robust to different frequency
and geometric attacks, thereby securing the biometric data against tampering.
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Chapter 1
Introduction
Fingerprints are considered reliable to identify individuals and are used in both biometric and forensic applications. In biometrics applications, it is used for physical access
control, border security, watch list, background check, and National ID System whereas
in forensics applications, it is used for latent fingerprint matching for crime scene investigation and to apprehend criminals and terrorists. The use of fingerprints for establishing
the identity was started in the 16th century and thereafter several studies were performed
for anatomical formation, classification, recognition, categorizing features, individuality
of fingerprints, and many others [6, 18, 23, 35, 37, 62, 64, 66, 68, 69, 79, 80, 95, 96]. Over
the last two decades, research in fingerprint recognition has seen tremendous growth.
Several automated systems have been developed and used for civil, military and forensic applications. FBI-AFIS, US border security, and EU passport/ID system are few
examples of large scale applications of fingerprint biometrics.
In fingerprint recognition, there are two fundamental steps: (i) acquisition and (ii)
matching. Fingerprint images are acquired either using ink-paper based offline acquisition approach or using automated sensors such as optical and solid state sensors based
livescan acquisition approach. The acquired fingerprint images provide the impression of
ridges and furrows that are used in matching. Further, the acquired image may be rolled,
1

(a)

(b)

(c)

Figure 1.1: Example of (a) rolled, (b) slap, and (c) partial fingerprint images.
slap or partial. Figure 1.1 shows examples of rolled, slap, and partial images. Fingerprint
matching is the process in which a probe image is matched with the gallery image(s) for
classification, verification, or identification depending on the application. In classification, a fingerprint is classified into a global category such as arch, loop, and whorl using
the global patterns and morphological information. In verification (1 : 1 matching), the
identity of a probe image is verified using details such as minutiae and pores. Finally,
fingerprint identification establishes the identity of a probe image against a gallery of
fingerprint images, i.e. 1 : N matching.
In general, fingerprint features are characterized into three levels:
• Level-1 Features: Macro details such as pattern type, ridge flow and morphological features are termed as level-1 features. Figure 1.2 shows examples of level-1
features such as arch, tented arch, right loop, left loop, double loop, and whorl.
• Level-2 Features: Galton features are referred to as level-2 features. These features are ridge ending and ridge bifurcation as shown in Figure 1.3a.

2

(a)

(b)

(c)

(d)

(e)

(f)

Figure 1.2: Fingerprint images with level-1 features: (a) arch, (b) tented arch, (c) right
loop, (d) left loop, (e) double loop, and (f) whorl.
• Level-3 Features: ANSI/NIST Committee to Define an Extended Fingerprint
Feature Set (CDEFFS) [113] has defined micro features such as pores, ridge contours, dots, and incipient ridges as level-3 features. Figure 1.3b shows an example
of level-3 features in a fingerprint image.
In general, automatic fingerprint verification algorithms use level-1 features for
broad classification and level-2 minutia features for verification [64]. Forensic experts,
on the other hand, use manually marked level-3 features along with level-1 and level2 features for matching latent and partial fingerprints. Unlike level-2 features, level-3
features have not been extensively investigated by the research community. Very few
researchers have proposed algorithms for level-3 based fingerprint verification [19, 45,
58, 59, 65, 74]. These algorithms perform well with good quality images but have high
3
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(a)

(b)

Figure 1.3: Examples of (a) level-2 minutiae features and (b) level-3 features namely
pores, ridge contours, dots, and incipient ridge.
computational complexity.
Sensor noise, poor quality, and partial capture may affect the performance of fingerprint verification algorithms. For example, Figure 1.4 shows an example in which
fingerprint images of an individual are captured at five different instances. This example
illustrates that the interaction between an individual and the sensor can cause variations
in image quality and biometric features. Specifically, gallery and probe images may have
differences due to image quality (Figure 1.5), orientation and deformation (Figure 1.6),
and reduced amount of overlap (Figure 1.7). Further, there are cases when it is very
difficult to capture good quality images. Figure 1.8 shows images of an individual that
are captured at different sessions and the image quality does not improve even with applying more pressure. Also, Figure 1.9 shows a fully developed fingerprint pattern where
accurate feature extraction is not viable. Finally, scars and warts also affect the feature
extraction process as they are difficult to analyze (Figure 1.10).

4

Figure 1.4: Fingerprint images of an individual captured at different instances.

Figure 1.5: Difference in image quality can cause reduced performance.

Figure 1.6: Gallery and probe fingerprint images can have orientation and deformation
variations.

5

Figure 1.7: A reduced amount of overlap between two images of the same individual can
affect the verification performance.

Figure 1.8: An example illustrating a case when it is difficult to capture good quality
fingerprint images.

6

Figure 1.9: An example illustrating a case when fingerprint is fully developed but features
are not distinct.

Figure 1.10: There are some features such as scars and warts that are difficult to analyze
and use in fingerprint verification.
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Researchers have proposed algorithms to address challenges due to image quality,
orientation and deformation [64]. However, image quality enhancement and deformation
correction algorithms do not necessarily preserve both level-2 and level-3 features. It is
also suggested that fusion of level-2 and level-3 information can improve the verification
performance [45], nonetheless a thorough investigation is required. Therefore, currently
the main challenge in level-3 fingerprint verification is to design a fast feature extraction and matching algorithm, incorporate ancillary information such as image quality
and combine level-3 features with level-2 features using fusion techniques for improved
performance.
In addition, the security of biometric data is of paramount importance and must
be protected from external attacks and tampering [53]. Ratha et al. [72] characterized
common attacks in biometric systems as coercive attack, impersonation attack, replay
attack, and attacks on feature extractor, template database, matcher, and matching
results. Attacks can alter the contents of biometric images or templates and can degrade
the performance of a biometric system. It is therefore required to protect the biometric
templates of individuals at all times. On the same note, fingerprint features, both level-2
and level-3, need to be secured from external tampering. One approach for securing
fingerprint features is to embed these features into the individual’s face image using
watermarking.

1.1

Research Objectives
This research focuses on designing quality induced algorithms for level-3 fingerprint

feature extraction, fusion techniques for efficiently combining level-2 and level-3 features,
and securing the fingerprint features using watermarking techniques. The research ob-
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jectives are:
• Design a quality induced algorithm for level-3 feature extraction from fingerprint
images.
• Design fusion algorithms using learning and belief model based techniques to efficiently combine level-2 and level-3 features at the match score level.
• Design a unification framework that includes multiple fusion algorithms to optimize
verification accuracy and computational time required for information fusion.
• Design a watermarking technique with fingerprint features as the watermark and
face as the cover image.

1.2

Research contributions
This section provides an overview of the algorithms designed to accomplish the

above mentioned research objectives.
Quality Induced Fingerprint Verification using Extended Fingerprint Feature
Set
To address the challenges in level-3 feature extraction and matching, we developed
a novel algorithm for quality induced fast fingerprint verification using level-2 and level-3
features. The algorithm first applies Redundant Discrete Wavelet Transform to encode
the degree of irregularity present in the local regions. The gallery and probe fingerprint
images are registered using a two-stage registration process. Next, the curve evolution
technique [83] is used to design a fast level-3 feature extraction algorithm for extracting
pores, ridge contours, dots, and incipient ridges. Experiments are conducted using a high
9

resolution fingerprint database of more than 710 classes and the performance is compared
with existing algorithms.
Integrating Image Quality in Level-2 and Level-3 Fingerprint Match Score
Fusion
To improve the verification performance of fingerprint recognition, we have designed
five match score fusion algorithms, (1) Delaunay triangulation based fusion algorithm,
(2) Evidence theoretic sum rule, (3) Support Vector Machine fusion algorithm, (4) Proportional Conflict Redistribution rule based fusion algorithm, and (5) Sequential match
score fusion algorithm. Evidence theoretic sum rule is based on basic probability assignments computed from the match scores. Compared to traditional sum rule [78], it also
incorporates prior evidences such as image quality and verification accuracy computed
using the training dataset. Support Vector Machine fusion algorithm is a classification
based fusion algorithm that incorporates 2ν-support vector machine [22, 107] to fuse the
quality induced match scores of level-2 and level-3 fingerprint features. On the other
hand, PCR based fusion algorithm efficiently combines the imprecise and incomplete
information by applying the Proportional Conflict Redistribution rule [26, 89]. The experimental analysis of these fusion algorithms show that the evidence theoretic sum rule
suffers due to errors in density estimation, PCR fusion algorithm is computationally expensive and ad-hoc in nature, whereas classifier-based fusion schemes are too rigid and
often lead to a transductive type of learning that cannot handle conflicting match scores
effectively. To address these limitations, we propose a sequential fusion algorithm that
bridges the gap between these three types of fusion schemes. The density estimation and
likelihood ratio aspect of the algorithm makes it robust to uncertainties in the component matchers; the use of belief model makes it robust to conflicting cases, and the use of
10

Support Vector Machine ensures that the algorithm is less prone to over-fitting thereby
permitting it to handle non-linear biometric information.
Unification of Fusion Algorithms
We have proposed an unification framework that reconciles multiple fusion algorithms to efficiently address both accuracy and time complexity of multiclassifier fingerprint recognition. It is suggested that unification or reconciliation of multiple fusion
algorithms should satisfy most of the application requirements and yield better recognition performance. The proposed unification framework includes a collection of fusion
algorithms and uses the evidences obtained from the input biometric probe data to dynamically select the optimal fusion algorithm. The selected fusion algorithm is then
used for fusion and decision making. The evidences which serve as input to the unification framework are image quality, match scores, and verification prior (precision of
true verification score computed from the matcher). Specifically, we have introduced two
novel unification frameworks to combine match score fusion algorithms: (1) Rule-based
unification, (2) Learning-based unification. The first unification framework uses a fixed
rule-based strategy to unify fusion algorithms. We further extend the fixed rule-based
unification strategy by incorporating an intelligent learning technique for adaptive unification. Experimental results on fingerprint database show that the unification framework
improves the performance both in terms of accuracy and time.
Feature based Watermarking for Secure Multimodal Biometric System
In this research, we propose a novel biometric watermarking algorithm using RDWT
in which color face image is used as the host image and level-2 and level-3 fingerprint
features extracted from the fingerprint image are used as the watermark. Face and finger11

print are chosen for watermarking because of the widespread use of face and fingerprint
verification in applications such as the US-VISIT. There are several applications where
either face or fingerprint or both are used to authenticate an individual. The proposed
watermarking algorithm first computes the embedding capacity in the face image using
edge and corner phase congruency method [57]. Embedding and extraction of fingerprint
features is based on redundant discrete wavelet transformation [25]. The performance
of the proposed watermarking algorithm is validated using face, fingerprint and multimodal verification algorithms. We observe that the proposed watermark embedding and
extraction algorithm does not affect the quality of the original face image or the recognition performance. In addition, the proposed algorithm is robust and resilient to common
attacks.
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Chapter 2
Quality Induced Fingerprint
Verification using Extended Feature
Set
With the advancement in sensor technology, high resolution fingerprint images (≥
1000 dpi) provide multiple levels of features that can be used for identification. Existing automatic fingerprint identification systems use level-1 features such as core, delta,
and loops for classification and level-2 minutia features for recognition [64]. Forensic experts, on the other hand, use level-3 features such as pores, ridges, dots, and scars along
with level-1 and level-2 features for matching latent fingerprints. It is an important research problem to identify unique and discriminating level-3 features and combine them
with level-2 features for automatic recognition. ANSI/NIST CDEFFS [113] and federal
agencies are also investigating fingerprint features that can be used for recognition.
Researchers have proposed several algorithms for level-2 fingerprint recognition [64].
However, limited research has been performed for level-3 feature extraction and matching [45, 58, 59, 65, 74]. The recognition performance of these algorithms are good but
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have certain limitations. The algorithm proposed in [74] requires manual intervention
for fingerprint alignment whereas the algorithm proposed in [58, 59] requires very high
resolution (≥ 2000 ppi) images. Meenen et al. [65] proposed a pore extraction algorithm that suffers due to elastic distortion and misclassification of pore features. Jain et
al. [45] proposed an automated algorithm that utilizes minutiae information for alignment. Level-3 features are then extracted and matching is performed using iterative
closest point algorithm. However, level-3 feature extraction and matching algorithm is
computationally expensive.
To address these challenges, we develop a quality induced fast fingerprint verification algorithm that uses level-3 features. The algorithm first computes an image quality
vector using Redundant Discrete Wavelet Transform that encodes the degree of irregularity present in the local regions. Next, the gallery and probe fingerprint images are
registered using a two-stage registration process that utilizes Taylor series transformation
and thin plate splines. A fast level-3 feature extraction algorithm using the MumfordShah curve evolution technique is proposed for extracting four level-3 features namely
pores, ridge contours, dots, and incipient ridges. Finally, a composite feature vector is
generated for matching by incorporating local image quality score. Experimental results
on a high resolution fingerprint database that contains both rolled and slap fingerprint
images show the effectiveness of the proposed algorithms.

2.1

Proposed Quality Induced Fingerprint Feature
Extraction and Matching Algorithm
Figure 2.1 illustrates the steps involved in the proposed feature extraction and

matching algorithm. The proposed algorithm starts with computing the fingerprint image
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Figure 2.1: Illustrating the steps involved in the proposed feature extraction and matching algorithm.
quality score followed by a two-stage registration process using level-2 features. Level-2
minutiae are extracted from a fingerprint image using the ridge tracing algorithm [55]
and matched using a dynamic bounding box based matching algorithm [48]. The details
of the minutiae extraction and matching algorithms can be found in [48, 55]. Next,
we extract the level-3 features using curve evolution approach and match them using
likelihood ratio based measure. This section presents each of these steps in detail.

2.1.1

Local Fingerprint Image Quality Assessment

In general, the performance of a fingerprint recognition algorithm depends on the
quality of the probe image. Image quality can vary locally in a fingerprint image and
factors such as sensor noise, pressure, and wetness can affect the quality. Therefore,
it is important to compute the image quality locally and encode the edge information,
smoothness and noise present in the fingerprint image.
Let F be a high resolution fingerprint image. As shown in Figure 2.2, F is divided
into windows of size n × m. For the k th block, F k , RDWT decomposition is computed
for j = 1, ..., l levels.
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Figure 2.2: Fingerprint image is partitioned into small windows for estimating the quality
score.

k
k
k
[FAj
, FHj
, FVk j , FDj
] = RDW T (F k )

(2.1)

where, i = A, H, V, D represents the approximation, horizontal, vertical, and diagonal
subbands. For each block, the quality score is computed using Equation 2.2.

qk =

akA bkA + akH bkH + akV bkV + akD bkD
bkA + bkH + bkV + bkD

(2.2)
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(2.3)

(2.4)

Here, µkij and σijk are the mean and standard deviation of the RDWT coefficients of the
ith subband and the j th level respectively, and ∇ denotes the gradient operator. Finally,
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the quality score, q k , is normalized in the range of [0, 1] using min-max normalization.
Multilevel RDWT decomposition provides the per-subband noise relationship and
the spatial and frequency information which are useful in computing the edge and noise
information [33]. The algorithm also performs error normalization by incorporating the
weight factor, bi, and encoding the degree of irregularity in the local regions. The proposed local quality assessment algorithm yields a quality score for every local region.
Thus, a quality score vector, q, is computed for the complete fingerprint image and is
used during recognition.

2.1.2

Two-Stage Non-Linear Registration Algorithm

Fingerprint images are subjected to non-linear deformation due to varying amount
of pressure applied by a user at different instances of image capture. These deformations affect the unique spatial distribution and characteristics of fingerprint features. To
address these non-linearities and accurately register the probe fingerprint image with
respect to the gallery fingerprint image, a two-stage non-linear registration algorithm is
proposed. The registration process uses two existing non-linear registration algorithms:
Taylor series transformation [65] and thin plate spline based ridge curve correspondence
[75]. Taylor series based algorithm performs an image transformation that takes fingerprint images along with their minutiae coordinates as input and computes the registration
parameter using Taylor series. We use this algorithm to coarsely register the gallery and
probe images in the first stage. In the next stage, we use the more detailed and accurate
thin plate spline based ridge curve correspondence [75] algorithm for fine registration of
fingerprint images. Thin plate spline algorithm is used at the second stage because it
requires coarsely registered features as input. Fingerprint images contain a large number
of level-3 features that increase the complexity of the thin plate spline algorithm. We
17

(a)

(b)

(c)

Figure 2.3: Representative results of the two stage registration algorithm. (a) Fingerprint
ridge curves (level-2) and pores (level-3) captured from two different images of the same
individual, (b) registration using Taylor series [65], and (c) result of the proposed two
stage registration algorithm.
therefore use only level-2 features to accurately register the gallery and probe images.
The non-linear two stage approach thus registers the gallery and probe fingerprint images
with respect to rotation, scaling, translation, feature positions, and local deformation.
Figure 2.3 illustrates the results obtained with the proposed two stage registration algorithm. Note that Figure 2.3(c) shows that a segment of ridge curves and pores obtained
from both the gallery and probe images are perfectly registered and appear superimposed.

2.1.3

Level-3 Pore and Ridge Feature Extraction and Matching

The level-3 feature extraction algorithm employs level-set based curve evolution
[83] which begins with the energy functional [17, 102]

E(C) =

Z

0

1

(Ein C(q) + Eout C(q)) dq,

(2.5)

where, C(q) : [0, 1] → R2 is a planar curve that can be applied on the image F : [0, x] ×
[0, y] → R+ to detect feature boundaries. Ein and Eout are the energy functionals inside
and outside the curve respectively. The energy functional can be further decomposed
into Equation 2.6 using the input image F .
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E(C, C1 , C2) = α

RR

Ω φ||C̄

0 ||dxdy

dxdy + λ

RR

+β

out(C)

RR

in(C)

|F − C1|2

(2.6)

|F − C2|2 dxdy

where, α, β and λ are positive constants such that α + β + λ = 1 and α < β ≤ λ,
Ω represents the image domain, φ is the stopping term, C̄ is the evolution curve, i.e.,
C̄ = {(x, y) : ψ̄(x, y) = 0}, and C1 and C2 are the average pixel values inside and outside
the curve respectively. Further, parameterizing the energy equation by an artificial time
t ≥ 0 and deducing the associated Euler-Lagrange equation leads to the following active
contour model,

ψ̄t0 = αφ(ν̄ + k )| 5 ψ̄| + 5φ 5 ψ̄ + βδ(F − C1 )2 + λδ ψ̄(F − C2 )2

(2.7)

where ν̄ is the advection term and k is the curvature based smoothing term. ∇ is the
gradient and δ = 0.5/(π(x2 + 0.25)). The stopping term φ is set to

φ=

1
1 + (|∇F |)2

(2.8)

The basic concept of feature boundary extraction using level-set curve evolution
is to initialize the contour ψ̄ over the image F and the contour ψ̄ converges to the
boundaries based on the stopping term φ. The curve evolution efficiently segments the
contours present in the image irrespective of the quality of the image. However, this
procedure is time consuming and depends on the initial ψ̄. On a 1000 dpi fingerprint
image, if the initial contour is initialized as a grid, level-set curve evolution algorithms
require around 4-30 seconds to find the feature boundaries. For real world biometric
systems, such high computational complexity is not pragmatic. To address this issue, we
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(a)

(b)

(c)

(d)

(e)

Figure 2.4: Illustrating the intermediate images in the proposed feature extraction algorithm: (a) input fingerprint image, (b) edge detected image, (c) gradient image (stopping
term), (d) fingerprint contour, and (e) detected pore features.
propose a scheme that utilizes the scale multiplication based Canny edge detection [8]
for finding the initial ψ̄ and then applies a two-cycle fast curve evolution algorithm with
smoothness regularization [83]. The contour extraction algorithm is as follows:
Step 1: Scale multiplication based edge detection algorithm (that multiples filter response at adjacent scales to enhance the edge structure and detect the edges as the local
maxima) [8] is applied on the input fingerprint image. The output of edge detection is a
binary image in which the edges are black and non-edge regions are white. The detected
regions are very close to the exact feature boundaries but may also have spurious edges
due to noise. To remove these spurious edges, every non-connecting edge of 1-2 pixels
are removed (morphological operation).
Step 2: In the next step, the detected edges are used as the initial contour ψ̄ and the twocycle curve evolution algorithm [83] is applied in which the first cycle is data dependent
and the second cycle is Gaussian filter band smoothing. Since the initial contour is very
close to the exact feature boundaries, using the stopping term φ the curve evolution
algorithm converges to the feature boundaries after only few iterations. Figures 2.4(a)20

(a)

(b)

(c)

Figure 2.5: Additional examples of (a) input fingerprint image, (b) stopping term φ, and
(c) extracted fingerprint contour.
(d) show an example of the edge detection and contour extraction procedure. Additional
examples of contour extraction are shown in Figure 2.5. These examples show that due
to the stopping term, the noise present in the fingerprint image has very little effect on
contour extraction.
Once the contour extraction algorithm provides final fingerprint contour ψ̄, it is
scanned using the standard contour tracing technique [70] from top to bottom and left
to right consecutively to classify the fingerprint features as: pores, ridges, and dots. The
tracing technique uses the following model-based approach:
1. A blob of size greater than 2 pixels and less than 40 pixels is classified as a pore.
Therefore, noisy contours, which are sometimes wrongly extracted, are not included
in the feature set. A pore is approximated with a circle and the center is used as
the pore feature.
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Figure 2.6: Tracing of fingerprint contour and categorization of level-3 pore and ridge
features.
2. The ridge contour (edge of a ridge) features are the x, y coordinates of the pixel
and direction of the contour at that pixel.
3. Any blob of size less than 0.02” that does not lie on a ridge is marked as a dot and
the corresponding x, y coordinates are stored.
4. If a blob or a ridge structure whose width is substantially thinner (less than 40%
of average local ridge width) and size is greater than 0.02”, then it is marked as
an incipient ridge. Further, if the incipient ridge is a series of clearly separated
dots, then these are marked as separate incipient ridges. The x, y coordinate of the
endpoints and the distance are stored as the incipient ridge features.
These features and tracing procedure follow the standards defined by the ANSI/NIST
CDEFFS [113]. As shown in Figure 2.6, fine details and structures present in the fingerprint contour are traced and categorized into level-3 features depending on the shape
and attributes. Additional examples of tracing algorithms are shown in Figures 2.4(d),
2.7, 2.8 and 2.9.
Each of the level-3 features are separately stored in a matrix. The size of each
feature matrix is dependent on the size of the fingerprint image and features present in
22

Figure 2.7: Ridge contours extracted using the proposed algorithm.

Figure 2.8: x, y coordinates of the dots (red) are stored as dot features.

Figure 2.9: End points of incipient ridges (red) are marked after tracing the contour.
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it. For matching, Mahalanobis distance between each level-3 feature matrices pertaining
to the gallery and probe images is computed. Mahalanobis distance between two vectors
fG and fP is defined as,

MD(f¯G , f¯P ) =

q

(f¯G − f¯P )tS −1 (f¯G − f¯P )

(2.9)

where, f¯G and f¯P are the two features vectors to be matched, and S is the positive
definite covariance matrix of f¯G and f¯P . Mahalanobis distance MD(f¯G , f¯P ) is used as
the match score of level-3 features. It ensures that the features having high variance do
not contribute to the distance and hence decrease the false reject rate for a fixed false
accept rate. Using this measure, four Mahalanobis distance scores, SD(i) (i = 1, · · · , 4),
associated with the individual level-3 features are computed.
To compute a level-3 feature based match score, we next propose the use of qualitybased likelihood ratio [67] approach. Quality score vector, q, for the fingerprint image and
distance score, SD(i), are given as input to the Gaussian Mixture Model based density
estimation algorithm [119]. For a gallery-probe pair, let ggen (SD(i), q) and gimp (SD(i), q)
be the genuine and impostor joint marginal densities respectively. The quality-based
likelihood ratio for a gallery-probe pair is computed using Equation 2.10,

S=

4
X
i=1

ggen (SD(i), q)
.
gimp (SD(i), q)

(2.10)

Finally, the decision of accept or reject is made using the threshold t.

Decision =









S≥t

accept

if

reject

otherwise
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(2.11)

2.2

Database and Algorithms used for Evaluation
The performance of the proposed level-3 feature extraction and matching algorithm

is evaluated and compared with existing level-3 feature based fingerprint recognition
algorithms on 1000 ppi fingerprint databases. In this section, we briefly describe the
database and the algorithms used for validation.

2.2.1

Fingerprint Database

To evaluate the proposed quality induced level-3 feature extraction and matching
algorithm, two sets of fingerprint databases are used. The first fingerprint database,
obtained from law enforcement agencies, contains images from 550 different classes. For
each class, there are five rolled and five slap fingerprints. The resolution of fingerprint
images is 1000 ppi to facilitate the extraction of both level-2 and level-3 features. The
second fingerprint database is a non-ideal database prepared by the authors that contains
1000 ppi images pertaining to 150 classes and for each class there are 10 slap fingerprint
images. Further, from each class of the first database, one good and one bad quality rolled
fingerprints, and one good and one bad quality slap fingerprints are selected for training
and the remaining images are used for testing. Therefore, we have 1100 rolled and 1100
slap images for training and 1650 rolled and 1650 slap images for testing. Similarly, from
the second database, 300 good quality and 300 bad quality slap images (150 × 4) are
selected for training and rest of the 900 images (150 × 6) are used as test data. Using
the testing database, we perform three sets of experiments,
1. Matching rolled fingerprints with rolled fingerprints from 550 classes with three
images for each class.
2. Matching rolled fingerprints with slap fingerprints from 550 classes with three im25

ages for each class.
3. Matching slap fingerprints with slap fingerprints from 150 classes with six images
for each class.

2.2.2

Existing Algorithms

To compare the performance of the proposed level-3 algorithm with existing algorithms, we have implemented two algorithms. The algorithm by Kryszczuk et al. [58, 59]
extracts pore information from high resolution fingerprint images by applying different
techniques such as correlation based alignment, Gabor filtering, binarization, morphological filtering, and tracing. The match score obtained from this algorithm is a normalized
similarity score in the range of [0, 1]. The algorithm proposed by Jain et al. [45] uses
Gabor filtering and wavelet transform for pore and ridge feature extraction and iterative
closest point for matching.

2.3

Experimental Evaluation
The performance of the proposed algorithms is evaluated using the Receiver Op-

erating Characteristics curves that are generated by computing the genuine accept rates
at different false accept rates. Training datasets are used to learn the Gaussian Mixture
Model for density estimation algorithm. As mentioned in Section 2.2.1, three sets of
experiments are performed using the testing datasets.
We compute the verification performance of the proposed level-3 feature extraction
algorithm and compare it with existing level-2 [48, 55] and level-3 feature based verification algorithms [45, 58, 59]. The ROC plots in Figures 2.10 - 2.12 and verification
accuracies in Table 2.1 summarize the results of the three experiments: matching rolled
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fingerprint, matching rolled images with slap images, and matching slap fingerprints.
The key results and analysis of our experiments are summarized below.
1. For matching rolled fingerprints (Experiment 1), the proposed level-3 feature extraction algorithm yields a verification accuracy of 93.9% which is around 2-7%
better than existing algorithms. Existing level-2 minutiae based verification algorithm is more optimized for 500 ppi fingerprint images and the performance does
not improve when 1000 ppi images are used. On the other hand, the level-3 pore
matching algorithm [58, 59] requires very high quality fingerprint images (≥ 2000
ppi) for feature extraction and matching, and the performance suffers when the fingerprint quality is poor or the amount of pressure applied during scanning affects
the pore information. The algorithm proposed by Jain et al. [45] is efficient with
good quality rolled fingerprint images. However, the verification accuracy decreases
with poor quality fingerprints when pore features are not clearly visible. The proposed level set based feature extraction algorithm is robust to irregularities due to
noise and efficiently compensates the variations in pressure during fingerprint capture by incorporating ridge, pore, and dot features. Mahalanobis distance measure
also reduces the false reject cases thus improving the verification accuracy.
2. The experiments with rolled to slap fingerprint matching (Experiment 2) show a
decrease of around 1.1 - 6.3% in the verification accuracy of the proposed and existing algorithms. The proposed approach exhibits best verification performance
of 92.4%. The experimental results show that the proposed level-3 feature extraction algorithm provides good recognition performance even with limited number of
minutiae.
3. Experiments with slap fingerprints (Experiment 3) show the main advantage of
27

the proposed algorithm. Since the database contains several non-ideal poor quality
fingerprint images, verification accuracy of existing level-3 feature based algorithms
reduce significantly. The decrease in verification performance is mainly because of
the poor quality images which cause either missing pore features or spurious pores.
The proposed algorithm, conversely, manages to yield 85.2% accuracy which is at
least 5% better than existing algorithms. The improved performance is because the
feature extraction algorithm, most of the times, provides correct feature boundary,
and the quality factor and likelihood ratio for decision making further improve the
verification accuracy. Moreover, the quality-based likelihood ratio achieves optimal
performance by satisfying the Neyman-Pearson theorem [31].
4. The experiments also show that, in general, level-2 and level-3 algorithms provide
correct results when both the gallery and probe are rolled fingerprint images. Similarly, when the images are good quality slap, both level-2 and level-3 features yield
correct results (Figure 2.13(a)). However, there are several slap fingerprints in the
database that are very difficult to recognize using level-2 features because of the
inherent fingerprint structure. One such example is shown in Figure 2.13(b) where
level-2 feature extraction algorithm does not yield correct result but the proposed
level-3 feature extraction algorithm provides correct results. Further, there are
cases in which both level-2 and level-3 algorithms fail to perform (Figure 2.13(c))
because of sensor noise and less pressure. Such cases require image quality enhancement algorithms to enhance the quality such that feature extraction algorithm can
extract useful features for verification.
5. During the experiments, we also analyzed the verification performance of individual
level-3 features. It is observed that among the level-3 features, dots and incipient
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Figure 2.10: Matching rolled fingerprints: ROC plot for the proposed level-3 feature
extraction and comparison with existing level-3 feature based algorithms [45, 58, 59] and
minutiae based algorithm.
ridges are the most stable and pores (specifically pore shape and size) are the least
stable features.
6. Computationally, the proposed curve evolution based level-3 feature extraction algorithm is fast and requires around 3 seconds for contour extraction and tracing
on a 2 GHz Pentium Duo Core processor with 2 GB RAM under MATLAB environment. The quality induced fingerprint recognition algorithm requires 5 seconds
for verification which is around 2 seconds slower that the level-2 feature based
algorithm. However, the improvement in accuracy is notably high with a small
computational overhead.
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Figure 2.11: Matching rolled to slap fingerprints: ROC plot for the proposed level-3
feature extraction and comparison with existing level-3 feature based algorithms [45, 58,
59] and minutiae based algorithm.

30

100

Genuine Accept Rate (%)

95
90
85
80
Level−2
Level−3 Kryszczuk
Level−3 Jain
Proposed Level−3 Pore
Proposed Level−3 Ridge
Proposed Level−3 Dots
Proposed Level−3 Incipient Ridge
Proposed Four Level−3
Features with Quality

75
70
65
60
55 −2
10

−1

0

10
False Accept Rate (%)

10

Figure 2.12: Matching slap fingerprints: ROC plot for the proposed level-3 feature extraction and comparison with existing level-3 feature based algorithms [45, 58, 59] and
minutiae based algorithm.

(a)

(b)

(c)

Figure 2.13: Three sample cases: (a) when both level-2 and level-3 features based algorithms provide correct result, (b) when level-2 feature based algorithm fails to provide
correct result whereas level-3 features based algorithm provides accurate decision, and
(c) when both the algorithms fail to perform.
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Table 2.1: Comparing verification performance of the proposed quality induced level-3
feature extraction and matching algorithm with existing feature extraction algorithms
using fingerprints with varying number of features. Verification accuracy is computed
with FAR = 0.01%.

Algorithm

Rolled
Rolled
Slap
Average
to Rolled
to Slap
to Slap
Time
Fingerprint Fingerprint Fingerprint (seconds)

Level-2 Minutiae [48], [55]

91.8%

90.7%

80.2%

03

Level-3 Pores [58], [59]

87.2%

80.9%

63.7%

12

Level-3 Pore and Ridge [45]

91.0%

89.1%

78.1%

34

Proposed Level-3 Pore

88.3%

86.8%

68.3%

03

Proposed Level-3 Ridge

91.2%

87.4%

73.0%

03

Proposed Level-3 Dots

88.9%

88.7%

70.5%

01

Proposed Level-3 Incipient Ridge

90.0%

87.6%

71.1%

01

Proposed Quality
Induced Level-3 Features

93.9%

92.4%

85.2%

05
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2.4

Summary
With the availability of high resolution fingerprint sensors, salient features such

as pores, ridge contours, and dots are prominently visible. In this research, these conspicuous level-3 features are utilized for fingerprint verification. RDWT based quality
assessment algorithm is used to compute the image quality score followed by a two stage
registration algorithm to register the gallery and probe fingerprint images. A fast feature
extraction algorithm is proposed to extract detailed level-3 pore, ridge, and dot features
using level set curve evolution approach. Experimental results on a high resolution fingerprint database demonstrate the effectiveness of the proposed algorithm with respect
to both accuracy and time. The experiments also show that the proposed algorithm
outperforms existing level-2 and level-3 feature based fingerprint recognition algorithms.
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Chapter 3
Integrating Image Quality in Level-2
and Level-3 Fingerprint Match Score
Fusion
The paradigm of information fusion, that entails the consolidation of evidence presented by multiple sources, has been successfully used to enhance the recognition performance of biometric systems. The use of multiple pieces of evidences in order to deduce
or verify human identity is often referred to as multibiometrics. While fusion can be
accomplished at several different levels in a biometric system [47], fusion at the match
score level has been extensively studied in the literature primarily due to (a) the ease of
accessing match scores using commercial software, and (b) the trade-off that it offers in
terms of information complexity compared to data level fusion (too much information)
and decision level fusion (too little information). Fusion at the match score level involves
combining the match scores generated by multiple classifiers (or matchers) to render a
decision about the identity of the subject.
There are several match score fusion algorithms in literature that fuse two or more
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biometric information such as match scores obtained from level-2 and level-3 features.
These algorithms are generally based on statistical rules such as sum rule [56, 76], minmax rule [56, 76], product rule [56, 76], learning techniques such as SVM fusion [1], or
belief model techniques such as Dempster-Shafer theory fusion [5, 85]. While existing
match score fusion algorithms have been demonstrated to be effective in several applications, their matching performance is compromised when participating biometric classifiers
generate conflicting results.
In context to the research on level-2 and level-3 features based recognition, we
observe that the match scores obtained from these two matching algorithms have limited
correlation (Figure 3.1). This analysis suggests that recognition accuracy can be further
improved if these match scores are fused. In this chapter, we propose five match score
fusion algorithms that use quality score along with match scores for efficiently fusing
level-2 and level-3 match scores. The first algorithm combines level-2 and level-3 features
using Delaunay triangulation technique to compute a feature supervector containing nine
topological measures. The algorithm also incorporates quality based likelihood ratio for
efficient classification and fusion. The algorithm is able to tolerate minor deformation
of features and non-linearity in the fingerprint information. The second algorithm is
evidence theoretic sum rule which estimates the genuine and impostor density using
basic probability assignments computed from the match scores and incorporates prior
evidences such as image quality and verification accuracy computed using the training
dataset. The third algorithm utilizes 2ν-Support Vector Machine to learn the inter-class
and intra-class variations in the match scores and fuse them for classification. The fourth
algorithm is based on belief models and utilizes the Proportional Conflict Redistribution
rule [27, 89] to model the uncertainties in the matcher. The fifth fusion algorithm is
the sequential fusion algorithm that combines three paradigms of match score fusion
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Figure 3.1: Scatter plot of match scores corresponding to the level-2 and level-3 fingerprint features.
algorithms: statistical, learning, and belief model. Subsequent sections describe these
fusion algorithms in detail.

3.1

Fusion of Level-2 and Level-3 Features using Delaunay Triangulation and Quality Incorporated
Likelihood Ratio
In this section, we describe the proposed Delaunay triangulation based fusion al-

gorithm for combining level-2 and level-3 information such that it is resilient to minor
deformations in features and missing information. Fingerprint features, both level-2 and
level-3, are extracted using the feature extraction algorithms described in the previous
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(a)

(b)

(c)

Figure 3.2: Example of (a) Voronoi diagram of fingerprint minutiae, (b) Delaunay triangulation of fingerprint minutiae, (c) minutiae triplet.
chapter. The proposed fusion algorithm starts with computing Delaunay triangulation
using level-2 minutiae. Delaunay triangulation has been used with level-2 features for
fingerprint indexing and identification [11, 77, 103]. However, in the proposed fingerprint
fusion algorithm, Delaunay triangulation is used to generate a feature supervector that
contains both level-2 and level-3 features. A Delaunay triangle is formed using minutiae
information as follows:
1. Given n minutiae points, the Voronoi diagram is computed which decomposes the
minutiae points into different regions.
2. Voronoi diagram is used to compute the Delaunay triangulation by joining the
minutiae coordinates present in the neighborhood Voronoi regions. Figures 3.2(a)
and (b) show an example of Voronoi diagram and Delaunay triangulation of fingerprint minutiae.
Each triangle in the Delaunay triangulation is used as a minutiae triplet [14]. Figure
3.2(c) shows an example of a minutiae triplet along with level-3 features. Tuceryan and
Chorzempa [103] found that Delaunay triangulation has the best structural stability and
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hence minutiae triplets computed from Delaunay triangulation are able to sustain the
variations due to fingerprint deformation [11]. Further, Bebis et al. [11] and Ross and
Mukherjee [77] have shown that any local variation due to noise or insertion/deletion of
feature points affects the Delaunay triangulation only locally.
From the minutiae triplets generated using the Delaunay triangulation, the feature
supervector that includes minutia, pore, and ridge information is computed. Our previous
experiments and results from Jain et al. [45] show that pore features are less reliable
compared to minutiae and ridge features. Based on these studies, the feature supervector
in the proposed fusion algorithm is composed of nine elements which are described as
follows:
1. Average cosine angle in minutiae triplet (A): Let αmin and αmax be the
minimum and maximum angles in a minutiae triplet. Average cosine angle of the
minutiae triplet is defined as,

A = cos(αavg )

(3.1)

where αavg = [αmin + αmax ]/3. Average cosine angle vector is computed for all the
minutiae triplets in a given fingerprint.
2. Triangle orientation (O): According to Bhanu and Tan [14], triangle orientation
is defined as φ = sign(z21 ×z32), where z21 = z2 −z1, z32 = z3 −z2, z13 = z1 −z3, and
zi = xi − jyi. zi is computed from the coordinates (xi, yi ), i = 1, 2, 3 in the minutiae
triplet. Triangle orientation vector, O, is then computed for all the minutiae triplets
in a given fingerprint.
3. Triplet density (T D): If there are n0 minutiae in a Voronoi region centered at a
minutia, then the minutiae density is n0. For a minutiae triplet, we define triplet
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density as the average minutiae density of the three minutiae that form the triplet.
If n01 , n02, and n03 are the minutiae density of the three minutiae, then the triplet
density is (n01 + n02 + n03 )/3. We compute triplet density for all the triplets in the
fingerprint image to form the triplet density vector T D.
4. Min-Max distance between minutia points and k-nearest neighbor pores
(Mp ): For every minutia point, we first compute the distances between minutiae
and its k-nearest neighboring pores which are on the same ridge. Out of these k
distances, the minimum and maximum distances are used as the fusion parameters. Min-Max distance vector (Mp ) is then generated from all the minutiae in a
fingerprint image.
5. Average distance of k-nearest neighbor pores (Pavg ): Average distance vector
of k-nearest neighbor pores, Pavg , is formed by computing the average distance of
k-nearest neighbor pores of all the minutiae in a triplet.
6. Average ridge width (Rw ): Ridge width is computed for each minutiae triplet
using the tracing technique [70]. Average ridge width vector (Rw ) is computed by
taking the average of the ridge width of each minutiae triplet.
7. Ridge curve parameters (RC ): Ross and Mukherjee [77] proposed the use of
ridge curve parameters for fingerprint identification. We modified the ridge curve
parameter for the proposed fusion algorithm. Each ridge can be parameterized
as y = ax2 + bx + c where a, b, and c are the parameterized coefficients. Ridge
curve parameter for a ridge is

h

a
, b , c
a+b+c a+b+c a+b+c

i

. In a minutiae triplet, each

minutiae is associated with a ridge. Therefore the ridge curve parameters of a
minutiae triplet are

h

ai
, ai +bbii +ci , ai +bcii +ci
ai +bi +ci

i

where i = 1, 2, and 3. Ridge curve

parameter RC is similarly computed for all the minutiae triplets.
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8. Dot (D): If dots are present in the fingerprint image, then the position of each
dot is stored in the vector D.
9. Incipient Ridges I: If incipient ridges are present in the fingerprint image, then
the incipient ridge features are stored in the vector I.
A feature supervector F (A, O, TD, Mp , Pavg , Rw , RC , D, I) is formed by concatenating these nine elements (vectors) that include information pertaining to both level-2
and level-3 fingerprint features. For matching this supervector, Mahalanobis distance associated with the individual parameters are computed. Let MD(i) be the Mahalanobis
distance and i = 1, ..., 9 (for parameters A, O, TD, Mp , Pavg , Rw , RC , D, and I). The
fused match score, Sf used , is computed by applying Sum rule to the vector MD, i.e,

Sf used =

9
X

MD(i)

(3.2)

i=1

We next propose incorporating quality-based likelihood ratio in the match scores for
classification. Quality score vector, q, for the probe image and the match score, Sf used ,
are given as input to the Gaussian Mixture Model based density estimation algorithm
[119]. For a gallery-probe pair, let ggen (Sf used , q) and gimp (Sf used , q) be the genuine and
impostor joint marginal densities respectively. The quality-based likelihood ratio for a
gallery-probe pair is computed using Equation 3.3 and a threshold is applied on Sf inal
for genuine or impostor classification.

Sf inal =

ggen (Sf used , q)
gimp (Sf used , q)
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(3.3)

3.2

Evidence Theoretic Sum Rule Fusion
Delaunay triangulation based fusion algorithm is effective but it is also compu-

tationally complex. Further, the algorithm relies on correct level-2 feature extraction
to form Delaunay triangle. Spurious or missing minutiae can affect computing feature
supervector. In biometrics literature, sum rule has been used as a simple yet effective fusion scheme. Moreover, it has been suggested that incorporating image quality
score in sum rule improves the verification performance. Therefore, in this section, we
present an evidence theoretic sum rule algorithm for combining image quality and match
scores obtained from level-2 and level-3 features. First we describe the formulation of the
evidence-theoretic sum rule using belief functions followed by the fusion algorithm. Since
biometric verification is a two-class problem with the classes being genuine and impostor,
the fusion algorithm is formulated as a two-class problem. Belief functions are defined on
the frame of discernment that consists of a finite set of exhaustive and mutually exclusive
hypothesis. Let Θ = {θgen , θimp} be the frame of discernment and θgen and θimp be the
hypothesis belonging to genuine and impostor classes respectively.

3.2.1

Formulation of Evidence Theoretic Sum Rule

In the evidence theoretic sum rule, the belief function which is also known as the
basic probability assignment (bpa) is defined as m(·) : Θ → [0, 1], such that m(θgen ) +
m(θimp) = 1. Here, m(θgen ) represents the belief of data being genuine and m(θimp )
represents the belief of data being impostor. For a given match score, if m(θgen ) = 0.7
then m(θimp ) = 0.3.
Figure 3.3 shows the steps involved in the proposed evidence theoretic sum rule.
To fuse match scores obtained from two different classifiers, the match scores are first
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Figure 3.3: Illustrating the steps involved in the proposed evidence theoretic sum rule.
transformed into basic probability assignments, m1(·) and m2 (·), and then fused using
Equations 3.4 and 3.5.

mf used (θgen ) =

m1(θgen ) + m2(θgen )
2

(3.4)

mf used (θimp ) =

m1 (θimp) + m2 (θimp )
2

(3.5)

A decision to accept or reject is made using the pignistic probability (BetP ) and likelihood
ratio test.

BetP (θi) =

mf used (A)
|A|
θi ∈A⊆Θ
X

(3.6)

where i = {gen, imp}. Pignistic probability transforms belief assignment into probability
assignments and likelihood ratio test is used with the threshold t for decision making as
shown in Equation 3.7.

Decision =









BetP (θgen)
BetP (θimp )

genuine

if

impostor

otherwise
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≥t

(3.7)

3.2.2

Match Score Fusion using Evidence-Theoretic Sum Rule

Let s1 and s2 be the two match scores to be fused. We found that the distribution
of match scores for every element of Θ = {θgen , θimp } follows a Gaussian distribution as
shown in Equation 3.8.


1
1
√ exp −
p(si , µij , σij ) =
2
σ ij 2π

(

si − µij
σij

)2 


(3.8)

where µij and σ ij are the mean and standard deviation of the ith classifier corresponding
to the j th element of Θ. Therefore the Gaussian distribution is used to compute the basic
probability assignment mi (j),
p(si , µij , σij )β ij
mi (j) = PΘ
j=1 p(si , µij , σ ij )β ij

(3.9)

where β ij is the weight factor of classifier i corresponding to the j th element of Θ. β ij is
defined as,

β ij = qmed V ij

(3.10)

Here, qmed is the median of quality score vector of the input probe image and V ij is
the verification accuracy prior computed on the training database. Verification accuracy
prior is used to attune the classifier’s reliability of a probe match by means of errors
made on the representative training dataset. Quality score vector is computed using
the redundant discrete wavelet transform based quality assessment algorithm described
in Chapter 2 and median of the quality score vector is used in the fusion algorithm.
Values of both qmed and V ij lie in the range of [0, 1]. Basic probabilistic assignments,
mi (j), are fused using Equations 3.4 and 3.5, and a decision of accept or reject is made
by transforming the fused bpa into probability measure (BetP ) and then performing the
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likelihood ratio test.

3.3

SVM Learning based Match Score Fusion Algorithm
The evidence theoretic sum rule does not guarantee handling of non-linear bio-

metric match scores generated from non-ideal images. In literature, non-linear fusion
techniques using support vector machine have been proposed to address non-linearity in
biometric match scores [1]. However, existing algorithms are computationally complex
and parameter estimation is heuristic. In this section, we present a quality based SVM
fusion algorithm to combine match scores obtained by matching level-2 and level-3 fingerprint features. The algorithm uses 2ν-SVM for fusion and classification which is a
computationally efficient variant of SVM. We first provide a brief overview of 2ν-SVM
followed by the proposed quality induced 2ν-SVM match score fusion algorithm.

3.3.1

Overview of 2ν-SVM

In biometrics, support vector machine [107] has been used for different learning
based operations such as face recognition [101] and multimodal fusion [1]. SVM starts
with the goal of separating the data with a hyperplane and extends it to non-linear
decision boundaries. SVM is thus a classifier that performs classification by constructing
hyperplanes in a multidimensional space and separating the data points into different
classes. To construct an optimal hyperplane, SVM uses an iterative training algorithm
which maximizes the margin between two classes. However, some researchers have shown
that margin maximization does not always minimize the classification error [20, 81].
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Sometimes the training data points are not clearly separable and are characterized as
fuzzy separable data. In biometrics, poor quality images and images containing noise
due to sensor often lead to incorrect classification and hence can be considered as fuzzy
data. To address these challenges, we use dual ν-SVM originally proposed by Chew et al.
[22]. 2ν-SVM is an attractive alternative to SVM and offers much more natural setting
for parameter selection which is a critical issue in practical applications.
Let {xi , yi } be a set of N data vectors with xi ∈ <d , yi ∈ (+1, −1), and i = 1, ..., N.
xi is the ith data vector that belongs to a binary class yi . According to Chew et al. [22],
the objective of training 2ν-SVM is to find the hyperplane that separates two classes
with the widest margins, i.e.,

wϕ(x) + b = 0

(3.11)

subject to,

yi (w ϕ(xi) + b) ≥ (ρ − ψi ),

ρ, ψi ≥ 0

(3.12)

to minimize,

X
1
kwk2 −
Ci (νρ − ψi )
2
i

(3.13)

where ρ is the position of the margin and ν is the error parameter. ϕ(x) is the mapping
function used to map the data space to the feature space and provide generalization for
the decision function that may not be a linear function of the training data. Ci (νρ − ψi )
is the cost of errors, w is the normal vector, b is the bias, and ψi is the slack variable
for classification errors. Slack variables are introduced to handle classes which cannot
be separated by a hyperplane. ν is the error parameter that can be calculated using
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Equation 3.14.

ν=

2ν+ ν−
, 0 < ν+ < 1 and 0 < ν− < 1
ν+ + ν−

(3.14)

Here, ν+ and ν− are the error parameters for training the positive and negative classes
respectively. Error penalty Ci is calculated as,

Ci =
where,









C+ ,

if

yi = +1

C− ,

if

yi = −1

(3.15)

"

ν+
1+
ν−

!#−1

(3.16)

"

ν−
1+
ν+

!#−1

(3.17)

C+ = n+

C− = n−

and n+ and n− are the number of training points for the positive and negative classes
respectively. Further, 2ν-SVM training can be formulated as [22],



max(αi) −
where,



1
2

X

αi αj yi yj K(xi, xj )




(3.18)



i,j

0 ≤ αi ≤ Ci

P
P

i

αi yi = 0

i

αi ≥ ν

i, j ∈ 1, ..., N, αi , αj are the Lagrange multipliers and the kernel function is
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(3.19)
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Figure 3.4: Illustrating the steps involved in the 2ν-support vector machine based match
score fusion algorithm.

K (xi , xj ) = ϕ(xi )ϕ(xj )

(3.20)

Here we use kernel function K(xi , xj ) as the RBF kernel [107]. To train 2ν-SVM, we use
the iterative decomposition training based optimization algorithm [22]. This optimization
algorithm can be viewed as pairwise decomposition method which breaks the problem to
a two variable decision problem and solves the subproblem analytically. Chew et al. [22],
have shown that the optimized 2ν-SVM has a complexity of O(N) which is significantly
faster than O(N 2 ) of the classical SVM. Applying the optimization algorithm thus leads
to reduction in the computational complexity.

3.3.2

Fusion of Match Score and Quality Score using 2ν-SVM

In this section, we describe the proposed 2ν-SVM based fusion algorithm which
combines the match score and quality scores for improved recognition performance. The
match scores generated from level-2 and level-3 feature matching algorithms are incorporated with the fingerprint quality scores and fused using the proposed 2ν-SVM fusion
algorithm (Figure 3.4).
Let s1 be the match score for level-2 features and s2 be the match score for level-3
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features. Let qmed be the quality score of the fingerprint image. The product of the
quality score with the corresponding match score represents the quality based match
score metric, Sq.

Sq1 = qmed · s1

(3.21)

Sq2 = qmed · s2

(3.22)

Quality based match scores and their labels are used to train the 2ν-SVM for
multimodal fusion. Let the labeled training data be represented as Z1 = (Sq1, y) and
Z2 = (Sq2 , y). For each data, the class label y ∈ (+1, −1), where +1 represents the
genuine class and -1 represents the impostor class. Two 2ν-SVMs are trained using these
labeled training data; one for level-2 matcher and another for level-3 matcher. During
the training of 2ν-SVM, error parameters ν+ and ν− are computed as follows:

ν+ =

n+
n+ + n−

(3.23)

ν− =

n−
n+ + n−

(3.24)

Here n+ and n− are the number of genuine and impostor training data respectively.
Training data is mapped in a higher dimension feature space such that Z → ϕ(Z) where
ϕ(·) is the mapping function. The optimal hyperplane which separates the data into two
different classes in the higher dimensional feature space can be obtained as the solution
of Equation 3.12.
In the testing phase, quality based fused score f(Sqf used ) of a multimodal test
pattern [Sq1, Sq2] is defined as,
48

f(Sqf used ) = f1 (Sq1) + f2 (Sq2)

(3.25)

f1 (Sq1) = w1ϕ(Sq1) + b1

(3.26)

f2 (Sq2) = w2ϕ(Sq2) + b2

(3.27)

where,

Here, w1 , w2 , b1 , and b2 are the parameters of the hyperplane. The solution of Equation
3.25 is the signed distance of Sqf used from the separating hyperplane given by the two
2ν-SVMs. Finally, to verify the identity, a decision to accept or reject is made on the
test pattern Sqf used as follows,

Decision(f(Sqf used )) =









3.4

Accept,
Reject,

if

output of SV M > 0

(3.28)

otherwise

Proposed Proportional Conflict Redistribution
Rule based Match Score Fusion Algorithm
A major problem with statistical and learning based multibiometric fusion algo-

rithms occurs when different biometric classifiers generate highly conflicting results.
Specifically, if one classifier strongly supports one hypothesis and the other classifier
strongly rejects the same hypothesis. For example, in a multiclassifier fingerprint recognition system, variance in image capture, image quality, and sensor noise could generate
a level-2 match score of 0.8 (perfect accept is 1) and a level-3 match score of 0.2 (perfect reject is 0). Existing fusion algorithms may not be able to handle such conflicting
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information thus affecting the verification performance. In this section, we describe a
belief function theory based match score fusion algorithm that estimates the genuine and
impostor densities using generalized basic belief assignment and performs fusion using
PCR rule. This section first presents an overview of belief function theories followed by
the proposed PCR fusion algorithm.

3.4.1

Overview of Belief Function Theory based Fusion Algorithms

Belief function theory or theory of evidence is a theoretical framework for reasoning
with imperfect data. It is a generalization of probability theory and includes many
approaches of reasoning under uncertainty. Examples of such approaches are Dempster
Shafer theory, Transferable Belief Model, Dezert Smarandache fusion, and Proportional
Conflict Redistribution rule. In this section, only the main concepts and notations of
Dempster Shafer theory, Transferable Belief Model, Dezert Smarandache fusion, and
PCR rule are presented for a two class - two classifier problem. A detailed explanation
of belief function theory can be found in [26, 82, 91, 111].
Probability theory based evidence theoretic sum rule is the basis of belief function
theory. The basic sum rule fusion, though effective for simple non-conflicting cases, is not
very effective for imprecise, uncertain, and conflicting cases. To address the limitations of
evidence theoretic sum rule, approximate reasoning approach based fusion rules including
DS theory, TBM and DSm fusion have been proposed.
Let m ∈ [0, 1] be a mapping function and Θ = {θ1, θ2 } be the frame of discernment
that represents the finite set of exhaustive and mutually exclusive hypothesis. In DS
theory, belief functions are computed on the power set of Θ (i.e. 2Θ ) and Dempster’s
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rule of combination [82, 114] for fusing two information sources, X and Y , is defined as,

mDS (A) =

P

1−

m(X)m(Y )
(X, Y ∈2Θ ),(X∩Y =∅) m(X)m(Y )

(X, Y ∈2Θ ),(X∩Y =A)

P

(3.29)

Although DS theory based fusion has been efficiently used for many practical applications, it has some limitations. As presented by Zadeh [116], Dubois and Prade
[30], Voorbraak [111], and Dezert and Smarandache [26], DS theory is not reliable when
conflict between the sources is very large. To circumvent the limitations of DS fusion
algorithm, researchers have proposed several other models. Smets proposed transferable
belief model [91] that quantitatively represents the epistemic uncertainty. According to
Smets, the TBM conjunctive combination rule for fusing two information sources, X and
Y , can be represented as,

mT BM (A) =

X

m(X)m(Y )

(3.30)

X, Y ∈2Θ

Recently, Dezert and Smarandache proposed a fusion algorithm using plausible
and paradoxical reasoning [26] that addresses the limitations of DS theory and includes
Bayes theory and DS theory as special cases. It operates on the hyperpower set defined as
DΘ = {∅, θ1, θ2, θ1 ∪ θ2, θ1 ∩ θ2 }. This algorithm uses generalized basic belief assignment
on Θ which is defined as m(·) : DΘ → [0, 1] such that

m(∅) = 0

(3.31)

m(θ1) + m(θ2) + m(θ1 ∪ θ2) + m(θ1 ∩ θ2) = 1
For fusing two information sources, X and Y , the DSm rule of combination [26] is defined
as,

mM (Θ)(A) = ψ(A) [S1 (A) + S2 (A) + S3 (A)]
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(3.32)

where, M(Θ) is the model over which DSm theory operates and ψ(A) is the characteristic
non-emptiness function of A which is 1 if A ∈
/ ∅ and 0 otherwise. S1 (A), S2 (A), and S3(A)
are defined as,

S1 (A) =
S2 (A) =
S3 (A) =

P

P

P

(X,Y ∈D Θ, X∩Y =A)

m1(X) m2 (Y )

(X,Y ∈Φ, [υ=A] ∨ [(υ∈Φ) ∧ (A=It )])

m1(X) m2 (Y )

(X,Y ∈D Θ, X∪Y =A, X∩Y ∈Φ)

m1(X) m2 (Y )

(3.33)

where It is the total ignorance and is the union of all θi (i = 1, 2), i.e. It = θ1 ∪ θ2.
Φ = {Φ, φ} is the set of all elements of DΘ which are empty under the constraints of
some specific problem and φ is the empty set. υ = u(X) ∪ u(Y ), where u(X) is the union
of all singletons θi that compose X and Y . Here, S1 (A) corresponds to the classical
DSm rule on the free DSm model [26], S2 (A) represents the mass of all relatively and
absolutely empty sets which is transferred to the total or relative ignorance, and S3(A)
transfers the sum of relative empty sets to the non-empty sets.
In DSm fusion algorithm, the partial conflicts are redistributed onto corresponding
partial ignorance [26]. However, in some cases this redistribution may yield very nonspecific generalized basic belief assignments and thus decrease the performance. Further
analysis by Smets [93] suggests that the term S2 in Equation 3.33 is a potential source
of difficulties and seems to be language dependent. To address this issue, Dezert and
Smarandache proposed set of proportional conflict redistribution rules [27] that consists
of five different versions of the PCR rule; PCR1 to PCR5 in order of increasing complexity
and correctness. They have reported that among the five rules, PCR5 is the most efficient
and precise for information fusion under uncertainty and conflict. In PCR5, redistribution
of the partial conflicts is performed only to the elements which are truly involved in each
partial conflict and this is done according to the proportion or weight of each source. For
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a two-class, two-classifier problem and ∀X ∈ DΘ \ {∅}, PCR5 rule [27] is defined as

X

mP CR5(X) = m12(X) +
Y

∈D Θ \{X},

c (X∩Y )

"

m1 (X)2 m2(Y )
m2(X)2 m1(Y )
+
m1(X) + m2(Y ) m2 (X) + m1 (Y )

#

(3.34)

In this equation, m1 and m2 represent the corresponding belief assignments of the two
classifiers. m12(X) represents the conjunctive rule as presented in Equation 3.30 and c(·)
represents the canonical form (Equation 3.35).

If

X = (A ∩ B) ∩ (A ∪ B ∪ C)

(3.35)

then c(X) = (A ∩ B)
PCR5 fusion rule precisely combines and redistributes the information even with conflicting gbbas. A detailed explanation of PCR rule can be found in [27].

3.4.2

PCR5 based Biometric Match Score Fusion Algorithm

One of the major problems with multimodal biometrics is with unbalanced systems
where two different classifiers have different accuracies and sometimes have uncertain and
highly conflicting results. We propose to apply the plausible and paradoxical reasoning of
PCR rule for fusing biometric information. Furthermore, we associate quality score of the
input image to increase robustness of the fusion algorithm. In this section, we describe
the proposed PCR rule based multimodal biometric fusion algorithm using image quality
scores.
Figure 3.5 illustrates the steps involved in the match score fusion algorithm which
utilizes PCR5 rule [26, 89] to combine the outputs of level-2 and level-3 fingerprint
verification algorithms. Fingerprint verification algorithms described in [48, 55] are used
to obtain match scores corresponding to level-2 features and match score for level-3
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Figure 3.5: PCR rule based fusion of quality-augmented match scores obtained from
level-2 and level-3 fingerprint verification algorithms.
features are obtained using the algorithm described in Chapter 2. Let the matching score
generated by the classifiers be sj where j = 1, 2 represents the fingerprint classifiers. The
quality score qmed , median value of quality score vector, computed in Section 2.1.1 is
augmented with the matching score sj to generate the quality-augmented match score
Sqj .

Sqj = qmed · sj

(3.36)

In the proposed PCR match score fusion algorithm, we define the frame of discernment, Θ = {θgen , θimp } and Dedekind lattice, DΘ = {θgen , θimp, θgen ∪ θimp, θgen ∩ θimp }.
Further, for every input fingerprint image, each classifier assigns a label true or 1 to
proposition a, a ∈ Θ and the remaining classes are labeled as false or 0. Thus, there are
two focal elements for each fingerprint verification algorithm, a and ¬a (¬a = Θ − a). a
is for confirming and ¬a is for denying a proposition for mass assignment in the PCR.
For every verification algorithm or classifier, we compute the respective predictive rates
which are used to assign their gbba. Let an input pattern belonging to class i (i ∈ DΘ )
be classified as one of the k (k ∈ DΘ ) classes. Then, the predictive rate [92] of a classifier
Pk for an output class k is the ratio of the number of input patterns classified correctly
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to the total number of patterns classified as class k where input patterns belonging to all
classes is presented to the classifier.
In the proposed PCR rule based approach, when the j th fingerprint verification
algorithm classifies the result k ∈ DΘ over the normalized matching score Sqj , it is
considered that for all instances the likelihood of k being the actual class is Pkj and
the likelihood of k not being the correct class is (1 − Pkj ) [92]. For the j th fingerprint
verification algorithm, the generalized basic belief assignment or mass mj (k) is computed
using Equation 3.37 by multiplying Pkj with the quality-augmented normalized match
score Sqj .

mj (k) = Pkj · Sqj

(3.37)

Here j = 1, 2 corresponds to the two fingerprint verification algorithms. Similarly, the
disbelief is assigned to mj (¬k) with m(Θ) = 1. Further, the mass of each evidence or
classifier is combined to generate the generalized basic belief assignment of the fused
information, mf inal using Equation 3.38,

mf inal = m1 ⊕ m2

(3.38)

where ⊕ represents the PCR5 fusion rule defined in Equation 3.34. The final verification
result is obtained by applying threshold t to mf inal ,

Decision =









Accept,

if

Reject,

BetP (mf inal(θgen ))
BetP (mf inal(θimp ))

otherwise
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≥t

(3.39)

3.5

Proposed Sequential Match Score Fusion Algorithm
Previous sections present match score fusion algorithms using the density approach,

the classifier learning approach, and the belief model approach. In the research on match
score fusion, we observe that,
1. Density-based or statistical fusion schemes which use the likelihood ratio test to formulate the fusion rule are impacted by incorrect estimates of the density functions
pertaining to the genuine and impostor scores. The use of parametric methods of
density estimation is often based on the assumption of incorrect models (e.g., Gaussian densities for both genuine and impostor scores) that can lead to sub-optimal
fusion rules; the use of non-parametric methods is detracted by the availability of
a small number of training samples (especially genuine scores) thereby impacting
the feasibility of designing an effective fusion rule.
2. Classifier-based fusion schemes, on the other hand, are too rigid and often lead to a
transductive type of learning that cannot handle conflicting match scores effectively.
3. Belief model based fusion schemes are computationally complex and ad-hoc in
nature.
In this section, a sequential fusion algorithm is proposed in which belief model based
fusion approach is combined with statistical and learning approaches. Its novelty lies in
incorporating the density-based fusion scheme into a belief model and the use of likelihood
ratio test-statistic with a support vector machine classifier. The density estimation and
likelihood ratio aspect of the algorithm makes it robust to uncertainties in the component
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Figure 3.6: Proposed sequential match score fusion algorithm.
matchers; the use of belief model makes it robust to conflicting cases, and the use of
Support Vector Machine ensures that the algorithm is less prone to over-fitting thereby
permitting it to handle non-linear biometric information. Further, utilizing the belief
model for fusion and SVM for classification addresses the limitations of small sample size
density estimation for conflicting cases.
Figure 3.6 shows the steps involved in the proposed fusion algorithm that consists
of two steps: (1) match score fusion and (2) classification. First, the match scores are
transformed into belief assignments using density estimation technique. In the next step,
belief model is used for fusion and finally, statistical likelihood ratio and SVM are used
for classification. The fusion algorithm uses a two-class, two-classifier approach.

3.5.1

Sequential Match Score Fusion

For a two class problem, let Θ = {θgen , θimp }, where θgen represents the genuine
hypothesis and θimp represents the impostor hypothesis. The first step in the sequential
fusion algorithm is to transform match scores into belief assignments. Since the belief
functions are a generalized form of probability theory that can perform fusion in presence
of uncertainty and imperfect data, probabilistic approach can be effectively used as the
basis of the fusion algorithm. A multivariate density estimation technique is used to
compute belief assignments induced by the match scores because previous literature has
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shown the usefulness of mixture models in biometrics [67]. Multivariate Gaussian density
[31] in d dimensions can be written as,

1

1
p(s, µ, Σ) =
exp − (s − µ)t Σ−1 (s − µ)
d/2
1/2
(2π) |Σ|
2




(3.40)

where s is a vector with d components, µ is the mean vector, and Σ is the covariance
matrix. Let Cn (s, i) be the conditional joint density of d match scores obtained from the
nth classifier and i ∈ Θ. Cn (s, i) is computed using Equation 3.41.
Mn (i)

Cn (s, i) =

X

Wn (i, j) p(s, µn (i, j), Σn (i, j))

(3.41)

j=1

where µn (i, j), Σn (i, j) and Wn (i, j) are the mean vector, covariance matrix, and weight
factor respectively corresponding to the j th mixture component in the conditional joint
density. Also,

PMn (i)
j=1

Wn (i, j) = 1 and Mn (i) is the number of mixture components

used to model the density. Further, a recursive algorithm [119] is used to estimate the
parameters of the mixture model.
Let s = (s1 , s2) be the match scores computed from two biometric classifiers or
matchers. Belief assignment of the nth classifier, mn , is computed using Equation 3.42.
αn (i)Cn (sn , i)
mn (i) = P
i αn (i)Cn (sn , i)

(3.42)

where Cn (sn , i) is the marginal density and αn (i) is the verification accuracy prior of the
nth classifier that is used as the ancillary information to attune the beliefs. With the
help of Equation 3.42, the belief assignments of each biometric classifier are computed.
For example, in a two classifier biometric system, we compute {m1(θgen ), m1 (θimp)} and
{m2(θgen ), m2(θimp )}.
The belief assignments of each biometric classifier are then fused using the pro-
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portional conflict redistribution rule [27]. In this rule, redistribution of the conflicts is
performed only to the elements which are involved in each conflict and is done according
to the proportion/weight of each classifier. The belief assignments of classifier c1 and c2
are fused using Equation 3.43.

mf used (i) = mc1 (i) mc2 (j) + w1

m2c1 (i) mc2 (j)
m2c2 (i) mc1 (j)
+ w2
mc1 (i) + mc2 (j)
mc2 (i) + mc1 (j)

(3.43)

Here i, j ∈ Θ, i 6= j, and w1 and w2 are the weight factors. m1 and m2 denote the
belief assignments of level-2 feature based matcher and level-3 feature based matcher
respectively computed using Equation 3.42. mf used is the fused belief and is a vector with
values {mf used (θgen ), mf used (θimp )}. In Equation 3.43, the first term denotes the degree
of conflict between the classifiers and the formulation effectively combines the beliefs of
multi-classifier match scores even with conflicts. Further, to incorporate quality score
in the sequential fusion algorithm, we compute joint densities of the match scores and
quality scores estimated from the genuine and impostor gallery-probe pairs, and use it
in belief assignment (Equation 3.42) and then in fusion.

3.5.2

Classification

For decision making or classification, first the fused belief assignments induced from
match scores are converted into the likelihood ratio R =

mf used (θgen )
.
mf used (θimp )

Next, the likelihood

ratio is used as input to the SVM classifier for decision making (Equation 3.44). Utilizing
the SVM with likelihood ratio for decision making addresses the non-linearity in the
biometric match scores.
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Decision =









SVM(R) ≥ t

accept

if

reject

otherwise

(3.44)

Here t is the decision threshold chosen for a specific false accept rate. The advantage of
this approach is its control over the false accept and false reject rates, and it also satisfies
the Neyman-Pearson theorem [63] for decision making.

3.6

Experimental Results
The five proposed fusion algorithms are evaluated on the high resolution fingerprint

databases explained in Chapter 2. The first database is augmented with the non-ideal
database such that the number of classes in the joint database is 710 with 10 fingerprint
images per class. Four images from each class are randomly selected for training and the
remaining images are selected for testing (gallery-probe matching). This protocol provides 2840 images for training and 4260 images for testing. This train-test partitioning
is repeated 20 times for cross validation. Finally, ROC curves are generated and verification accuracies are reported at 0.01% FAR. With 710 classes, we compute verification
accuracies of level-2 and level-3 feature matching. This provides a baseline for fusion
algorithms to show the improvement in verification performance. We also compare the
performance with existing algorithms namely sum rule [76], classical SVM fusion [1] and
product of likelihood ratio fusion [67].
Level-2 and level-3 feature matching algorithms provide accuracy of 85.6% and
87.5% respectively. Match score fusion of level-2 features and level-3 features using the
proposed fusion algorithms improves the verification accuracy in the range of 6.7 - 10.6%.
Figures 3.7-3.10 show the ROC plots for the fusion algorithms and Table 3.1 summarizes
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the verification accuracies. Analysis of the key results are described below:
1. Evidence theoretic sum rule yields an accuracy of 94.2% which is 1.7% better than
classical sum rule [76]. This is because the evidence theoretic sum rule incorporates image quality score and verification prior, and the decision making process
incorporates likelihood ratio test statistics.
2. In experiments with 2ν-SVM fusion, we evaluate the performance of the proposed
fusion algorithm with three variants of Support Vector Machine namely, SVM [107],
ν-SVM [20], and 2ν-SVM [22]. Further, for each of the three SVMs, we also evaluate the verification performance of the fusion algorithms with three kernels: linear,
polynomial, and Radial Basis Function. This experiment is performed to justify
the choice of 2ν-SVM and RBF kernel in the proposed 2ν-SVM match score fusion
algorithm. The optimal parameters for the SVMs and the kernels are obtained
empirically by computing the verification accuracy for different combination of parameters. Table 3.2 shows the results obtained for optimal parameters. For 2ν-SVM
based fusion, optimal parameters corresponding to the polynomial kernel are r = 1,
γ = 1, and d = 2 and for RBF kernel γ = 4. The results show that for all three
SVMs, non-linear kernels provide higher verification performance compared to the
linear kernel. This is because biometric match scores are non-linearly distributed
and hence non-linear kernels provide better classification performance. Table 3.2
further shows that with optimal parameters, 2ν-SVM with RBF kernel provides
the best verification performance of 95.6%.
3. The ROC plots in Figure 3.8 show that the performance of the proposed 2ν-SVM
fusion algorithm is better than C-SVM fusion algorithm [1]. This is mainly because
of the use of the proposed RDWT based quality assessment algorithm, 2ν-SVM and
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RBF kernel.
4. The proposed PCR5 rule based belief model fusion algorithm yields the verification
accuracy of 96.7% and improves the recognition performance by at least 9.2%.
We also compare the performance of PCR5 rule with other belief function theory
based fusion rules such as DS theory, TBM, and DSm. We observed that the
PCR5 rule is computationally fast and yields better accuracy compared to other
belief function theory based fusion algorithms even when the individual biometric
classifiers provide highly conflicting match scores.
5. In comparison to level-2 and level-3 features, Delaunay triangulation fusion algorithm improves the verification accuracy by at least 8.9%. As shown in Table 3.1,
the Delaunay triangulation based fusion is better than evidence theoretic sum rule
and 2ν-SVM match score fusion as the Delaunay triangulation fusion algorithm
computes additional discriminative fingerprint features and classifies them using
quality-induced likelihood ratio based decision algorithm.
6. The sequential fusion algorithm yields an accuracy of 98.1% which is the best
among other fusion algorithms. It effectively combines the properties of statistical,
learning and belief theories, and improves the verification accuracy significantly.
The algorithm transforms the match scores into probabilistic entity thereby making
it robust to sensor noise and matcher limitations. Multiclassifier match score fusion
is performed using the proportional conflict redistribution rule that can handle
uncertainties in the biometric match scores. Finally, a decision is made using
likelihood ratio induced SVM classifier that satisfies the Neyman-Pearson theorem
[63].
7. Further, t-test [28] at 95% confidence shows that the sequential fusion algorithm is
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significantly different compared to the level-2 matcher, level-3 matcher, and other
fusion algorithms. It is also observed that, according to t-test, the five proposed
fusion algorithms are significantly different from each other.
8. If both classifiers accept a genuine user, as shown in Figure 3.11, all the fusion
rules provide correct results. As shown in Figure 3.12, when conflict between classifiers is not large, all the fusion algorithms correctly classify the genuine user.
Further, Figure 3.13 shows a sample case when the two classifiers are in conflict
but the proposed sequential fusion algorithm correctly accepts the subject while
other fusion algorithms provide incorrect results. Finally, there are few cases (as
shown in Figure 3.14) when both the classifiers reject the genuine subject. In such
cases, the fusion algorithms cannot reconcile the difference, resulting in incorrect
classification.
9. We also evaluate the average time for verification using different fusion algorithms
on a 2 GHz Pentium Duo Core processor with 2 GB RAM under MATLAB environment. Among all the fusion algorithms, the classical sum rule is the fastest
with 8 seconds that includes level-2 and level-3 feature extraction, matching, fusion,
and decision making. On the other hand, the proposed sequential fusion algorithm
requires 12 seconds. However, Table 3.1 shows that with only minimal increase in
computational time, the accuracy is significantly improved.

3.7

Summary
Match scores obtained from level-2 and level-3 matchers show limited correlation

and therefore fusion algorithms can be used to improve the verification performance. This
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Figure 3.7: ROC plot to evaluate the performance of the proposed evidence theoretic
sum rule and comparison with the classical sum rule.
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Figure 3.8: ROC plot to compare the performance of the proposed 2ν-SVM match score
fusion algorithm with classical SVM fusion algorithm [1].
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Table 3.1: Verification performance of the proposed fusion algorithms using level-2 and
level-3 fingerprint features and comparing with existing match score fusion algorithms.
Verification accuracy is computed at 0.01% False Accept Rate.
Algorithms

Verification
Accuracy (%)

Time
(seconds)

Level-3 Features

87.5

5

Level-2 Features [48], [55]

85.6

3

Sum Rule Fusion [76]

92.5

8

Proposed Evidence-Theoretic Sum Rule

94.2

9

Proposed Delaunay Triangulation

96.4

12

C-SVM Fusion [1]

94.8

10

Proposed 2ν-SVM Fusion

95.6

10

DST Fusion

95.2

12

TBM Fusion

95.8

12

DSm Fusion

96.3

15

Proposed PCR5 Fusion

96.7

11

Product of Likelihood Ratio

96.6

9

Proposed Sequential Fusion

98.1

12

Table 3.2: Verification accuracy of different SVMs and kernels at 0.01% FAR.
Support Vector

Verification Accuracy (%)

Machines

Linear

SVM

94.9

95.1

95.1

ν-SVM

95.0

95.1

95.3

2ν-SVM

95.2

95.3

95.6
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Figure 3.9: ROC plot to compare the performance of the proposed PCR5 match score
fusion algorithm with other belief models.
chapter presents five match score fusion algorithms to combine the match scores, namely
Delaunay triangulation fusion, evidence theoretic sum rule, 2ν-SVM, PCR5 rule, and
sequential fusion. Among the proposed algorithms, sequential fusion algorithm provides
the best performance because it leverages the benefits of statistical, learning, and belief
theory paradigms. It provides correct results even when the classifiers are in conflict and
improves the performance.
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Figure 3.10: ROC plot to compare the performance of the proposed sequential match
score fusion algorithm, Delaunay triangulation fusion algorithm, PCR5 rule, and product
of likelihood ratio fusion [67].

Figure 3.11: Sample gallery-probe pair when both level-2 and level-3 matchers accept
the genuine user.
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Figure 3.12: Sample gallery-probe pair when level-2 and level-3 matchers are in conflict
but all the fusion algorithms accept the genuine user.

Figure 3.13: Sample gallery-probe pair when level-2 matcher rejects the genuine user
but level-3 matcher accepts. The proposed sequential fusion algorithm accepts the user
whereas other fusion algorithm rejects.

Figure 3.14: Sample gallery-probe pair when both level-2 and level-3 matchers rejects
the genuine user. In such cases, fusion algorithms can not provide correct results.
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Chapter 4
Unification of Fusion algorithms
Existing biometric fusion algorithms such as sum rule [76] and support vector machine fusion [87] yield good performance for some applications or under certain conditions
but not universally for all scenarios. Furthermore, the performance of existing match
score fusion algorithms decreases when biometric classifiers yield highly conflicting results. For example, if one biometric classifier generates a match score which corresponds
to perfect accept and another classifier provides a match score which corresponds to perfect reject for the same individual, existing fusion algorithms are not able to efficiently
perform fusion and matching. The results in Chapter 3 show that the evidence theoretic
sum rule is very efficient in terms of time complexity but does not provide good performance when dealing with conflicting cases. Further, the sequential fusion algorithm
efficiently combines conflicting results at the expense of higher time complexity. The
fusion algorithms are thus unable to fulfill all the requirements of a real world biometric
system and do not provide optimal performance for all scenarios. To address this issue,
Veeramachaneni et al. [110] proposed an adaptive multimodal decision fusion algorithm
using particle swarm optimization to adaptively combine the decision fusion rules and
improve the recognition accuracy. Some commercial products also use ad-hoc techniques
to select AND and OR rules depending on the desired security level. However, the com-
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plexity of optimizing the algorithm, the limitation of fusion algorithms, and incorporating
priors are research challenges that still need to be addressed.
In this chapter, we propose an unification framework to efficiently address both
accuracy and time complexity of multimodal biometric fusion. Our hypothesis is that
unification or reconciliation of multiple fusion algorithms should satisfy most of the application requirements and yield better recognition performance. Inspired from Smarandache’s theoretical concept [90] and Woods et al. research on dynamic classifier selection
[112], the unification framework includes a collection of fusion algorithms. As shown in
Figure 4.1, the unification framework uses the evidences obtained from the input biometric probe data to dynamically select the optimal fusion algorithm. The selected fusion
algorithm is then used to compute the fused biometric information. The evidences which
serve as input to the unification framework comprise of pertinent and discriminatory attributes such as image quality, features, match scores, and verification prior (precision of
true verification score computed from the matcher). Specifically in this chapter, we introduce two novel unification frameworks to combine two match score fusion algorithms: (1)
Rule-based unification, (2) Learning-based unification. The first unification framework
uses a fixed rule-based strategy to unify fusion algorithms. We further extend the fixed
rule-based unification strategy by incorporating an intelligent learning technique based
on 2ν-Granular Support Vector Machine for adaptive unification.
In the proposed unification frameworks, we use two fusion algorithms along with
the biometric evidences such as image quality, verification prior, and match scores. The
first match score fusion algorithm in the proposed unification framework is the evidence
theoretic sum rule described in Section 3.2 and the second fusion algorithm is the sequential fusion algorithm described in Section 3.5. These two algorithms are chosen because sum rule is fast and efficient when conflict between classifiers is not large whereas
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Figure 4.1: General concept of the proposed unification framework.
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sequential fusion algorithm is efficient with large conflicting cases. Depending on the
current probe information, the unification framework adaptively selects an appropriate
fusion algorithm to fuse level-2 and level-3 match scores. Experimental results show that
unification framework reduces the computational time without affecting the verification
performance.

4.1

Framework for Unification of Fusion Algorithms
Our hypothesis is that the unification of evidence theoretic sum rule and sequential

fusion algorithms should provide better verification performance both in terms of accuracy and time. This section describes the proposed unification frameworks in which the
two fusion algorithms are unified to improve the verification performance. The rule-based
unification is explained first followed by the adaptive unification using 2ν-Support Vector
Machine learning.
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Figure 4.2: Proposed rule-based unification framework.
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4.1.1

Rule-based Unification

Figure 4.2 shows the steps involved in the proposed rule-based unification framework. In the rule-based unification, the fixed linear rule shown in Equations 4.1 and
4.2 is used to dynamically select the appropriate fusion algorithm. The procedure for
unification is described as follows:
1. The basic probability assignment, mi (j) is computed over Θ = {θgen , θimp} where
i = 1, 2 and j ∈ Θ. The evidence theoretic sum rule is used if the conditions in
Equations 4.1 or 4.2 are satisfied.

m1(θgen ) > m1 (θimp ) + 1

(4.1)

m2(θgen ) > m2 (θimp ) + 2

m1(θgen ) + 1 < m1(θimp )

(4.2)

m2(θgen ) + 2 < m2(θimp )
where, 1 and 2 are the error parameters of the two classifiers.
2. If both the above conditions are not satisfied, i.e., when the matchers provide highly
conflicting results, then the sequential fusion algorithm is applied for fusion and
decision making.

4.1.2

Adaptive Unification using 2ν-GSVM Learning

Unification using the rule-based approach has certain limitations. In the rule-based
approach, we first compute basic probability assignment and then the unification conditions (Equations 4.1 and 4.2) are evaluated to decide whether the evidence theoretic sum
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rule or the sequential fusion algorithm should be selected. If the unification condition
suggests the use of sequential fusion, both basic probability assignments and generalized
basic belief assignments are computed which require additional time. Further, the fixed
rule-based unification approach becomes complex if additional fusion rules have to be
incorporated in the unification framework and requires some form of optimization. To
minimize such complexities, we propose an adaptive unification framework that intelligently learns from the input evidences and selects the appropriate fusion algorithm.
In the proposed adaptive unification framework, we can use any learning strategy
to select an appropriate fusion algorithm. As previously mentioned, Support Vector Machine has been widely used in literature for efficient data classification [107]. Chew et
al. [22] proposed 2ν-SVM as a variant of SVM to address the challenges of SVM such as
reduction in time complexity and classification with disparate number of training samples
per class. The results in the previous chapter show that for multimodal biometric fusion,
2ν-SVM provides better classification with lower time complexity compared to the classical SVM [107]. Further, Tang et al. [100] proposed another variant of SVM by applying
granular computing to improve the data classification and time complexity. Granular
computing is a knowledge-oriented divide and conquer approach to problem solving in
which information is divided into subproblems and these subproblems are solved individually at different granularity levels [9, 10, 21, 115]. We use these concepts to incorporate
granular computing in 2ν-SVM and formulate the 2ν-Granular SVM [88]. 2ν-GSVM
embodies the properties of both granular computing and 2ν-SVM, and utilizes multiple
SVMs to learn both local and global properties of the input data at different granularity
levels. In [88], it has also been shown that 2ν-GSVM is more adaptive to the data distribution and has lower complexity compared to the classical SVM and 2ν-SVM. Detailed
formulation of 2ν-GSVM is presented in [88]. In the proposed adaptive unification frame74

work, we thus use 2ν-GSVM to intelligently learn from the input evidences and select
the most appropriate fusion algorithm for optimal performance. Figure 4.3 illustrates
the computational steps involved in the adaptive unification framework. Image quality
and match scores obtained from level-2 and level-3 feature matching are used as input
to the 2ν-GSVM classifier. Depending on the output of the 2ν-GSVM classifier, either
the sequential fusion or evidence theoretic sum rule is selected for fusion. The adaptive
unification is divided into two stages: (1) training and (2) classification.
Generalized
Basic
Belief
Assignments
m1(.), m2(.)

Sequential
Match Score
Fusion

Decision Accept/
Reject

Output ³ 0
Level-2
Features
2n-GSVM
Classification

Level-3
Features

Output < 0

Evidence
Theoretic
Sum Rule

Decision Accept/
Reject

Image
Quality

Figure 4.3: Proposed adaptive unification framework using 2ν-GSVM.

Training 2ν-GSVM: We train the 2ν-GSVM for unification of the fusion algorithms
using a labeled training database. The training algorithm is described as follows:
1. Let the input training data be {xi , yi} where i = 1, ..., N. N is the total number
of training samples, xi is the ith data vector that belongs to the binary class yi . xi
contains the image quality score and two match scores obtained from level-2 and
level-3 feature matching. yi ∈ (+1, −1) is the label such that +1 belongs to the
data that should be fused using the sequential match score fusion and -1 belongs
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to the data that should be fused using the evidence theoretic sum rule.
2. 2ν-GSVM is trained using radial basis function kernel such that when the output of
2ν-GSVM ≥ 0, the sequential fusion is performed and when the output of 2ν-GSVM
< 0, evidence theoretic sum rule fusion is performed.

Classification and Unification: At the probe level, the trained 2ν-GSVM is used to
perform classification and unification. The classification algorithm dynamically selects
the most appropriate fusion algorithm depending on the quality score and input probe
match scores. The steps involved in the classification and unification are described as
follows:
1. The image quality score along with the match scores obtained from level-2 and
level-3 feature matching are provided as input to the classification algorithm.
2. The trained 2ν-GSVM classifier is used to select the fusion algorithm for the input
probe data. The classification algorithm selects either the sequential fusion or
evidence theoretic sum rule fusion to fuse the probe match scores and a decision of
accept or reject is made.
The adaptive unification framework thus dynamically selects the most appropriate
fusion algorithm to improve the verification accuracy and decrease the computational
time. The framework can be further generalized to include other fusion schemes with
more than two classifiers for other multimodal biometric scenarios.

4.2

Experimental Results
The effectiveness of the proposed unification framework is demonstrated experi-

mentally by computing the verification performance of fingerprint biometrics. We also
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evaluate the performance of level-2 and level-3 fingerprint recognition algorithms, evidence theoretic sum rule and sequential match score fusion algorithms, and the proposed
unification frameworks with low quality and high quality fingerprint images. The 1000
ppi fingerprint database of 710 classes, the experimental protocol, and the partitioning
of train-test database is the same as described in Chapter 3. The algorithms are trained
using the training database to compute the mean (µij , µij ), standard deviation (σij , σij ),
verification accuracy prior (V ij , Vij ), and the error parameters (1, 2) for the fusion and
unification algorithms. The training database is also used to train the 2ν-GSVM classifier
for adaptive unification. In this experiment, we compute the verification performance at
0.01% False Accept Rate.
From Chapter 3, experimental analysis on level-2 matcher, level-3 matcher, evidence theoretic sum rule, and sequential fusion suggest that the performance of evidence
theoretic sum rule reduces when the level-2 and level-3 matchers yield highly conflicting
results. In such cases, sequential match score fusion algorithm operates on the conflicting region and provides optimal decision using prior information of the unimodal
matchers. The sequential match score fusion algorithm thus provides better verification performance. The proposed unification frameworks, both rule based and adaptive,
yield a verification accuracy of 98.1%. We found that there are 461 instances when the
sequential fusion yields correct classification and the evidence theoretic sum rule provides incorrect classification. However, in both the unification frameworks these cases
are correctly classified. Further, there is not a single instance when the sequential fusion
produces incorrect results and the evidence theoretic sum rule provides correct results.
The advantage of using the unification frameworks over sequential fusion is the computation time. As shown in Table 4.1, the average verification time computed on a 2
GHz Pentium Duo Core processor with 2 GB RAM under MATLAB environment using
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sequential fusion algorithm (including quality assessment, feature extraction, and matching) is approximately 12 seconds. In contrast, the rule-based unification framework takes
approximately 11 seconds and the adaptive unification requires around 10 seconds. This
shows that the unification frameworks provide higher verification accuracy without increasing the computational time. On comparing both the unification frameworks, we
found that the 2ν-GSVM based adaptive unification yields better performance compared
to the rule-based unification. Although for this particular case study, the verification
accuracies are the same, the computational complexity of the rule-based unification is
higher than the adaptive unification. Further, as mentioned in Section 4.1, extending the
adaptive unification framework to more than two fusion algorithms is easier and more
logical compared to the rule-based unification.
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Figure 4.4: ROC plot for evaluating the verification performance of the proposed rulebased and adaptive unification framework using level-2 and level-3 fingerprint features.

To further accentuate the importance of the proposed algorithms, we compute the
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Table 4.1: Comparing the verification performance of the proposed unification framework with match score fusion algorithms using level-2 and level-3 fingerprint features.
Verification accuracy is computed at 0.01% False Accept Rate.
Verification Accuracy (%)

Time

Algorithms Complete Low Quality High Quality (Seconds)
Database
Images
Images
Level-2
Features
[48], [55]

85.6

80.2

88.1

03

87.5

81.4

90.7

05

94.2

92.1

96.5

09

98.1

95.8

99.2

12

Rule based
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Framework

98.1

95.8

99.2

11
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Unification
Framework

98.1

95.8

99.2
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Level-3
Features
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Theoretic
Sum Rule
Sequential
Fusion
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verification accuracy with low quality and high quality fingerprint images separately. In
this experiment, we study the reason behind lower performance of existing fusion algorithms and how the unification framework manages to yield good performance with conflicting cases. We first use the RDWT quality assessment algorithm described in Chapter
2 to divide the gallery-probe database into two parts: low quality fingerprint database and
high quality fingerprint database. The low quality database contains fingerprint images
with median quality score between 0 and 0.6 (0 ≤ qmed ≤ 0.6) whereas the high quality
database contains images with quality score between 0.6 and 1.0 (0.6 < qmed ≤ 1.0). In
the low quality database, there are around 2200 genuine matches and in the high quality
database, there are around 3700 genuine matches. Both the low quality and high quality
databases are used to compute the verification accuracy of level-2 and level-3 fingerprint
recognition algorithms, fusion algorithms, and the proposed rule-based and adaptive unification frameworks at 0.01% FAR. Table 4.1 shows the verification accuracy for all these
algorithms. Analysis of the results are summarized below:
• Relative performance gain of 67.2% is observed with the sequential fusion compared
to the evidence theoretic sum rule. Specifically, with low quality fingerprint images,
the proposed sequential fusion algorithm shows significant improvement compared
to the evidence theoretic sum rule. Here, it is important to note that with the
low quality fingerprint images, level-3 features and level-2 minutia features yield
greater number of conflicting results and the performance of evidence theoretic
sum rule suffers due to these cases. On the other hand, as mentioned in Chapter
3, sequential fusion yields better performance with conflicting cases by utilizing
properties of likelihood ratio, density estimation, belief function theory, and SVM
classification.
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• The proposed unification framework yields the best verification performance, both
in terms of accuracy and time. With both low and high quality fingerprint images,
the verification accuracies of the unification frameworks and sequential fusion are
identical. The main advantage of the unification framework over sequential fusion
is the reduction in time complexity. For identity verification using the complete
database, the adaptive unification framework requires an average of 10 seconds
which is two seconds faster than the sequential fusion and only one second slower
than the evidence theoretic sum rule. Also, the adaptive unification framework is
faster than the rule-based unification framework because the rule based unification
framework first computes basic probability assignment to select the fusion algorithm
whereas 2ν-GSVM fusion algorithm makes the decision using only the input match
scores and quality.
• The experimental results also suggest that in any scenario, the performance of the
unification framework will be at least equal to the performance of the weakest fusion
rule in the framework. Further, the time required by the unification framework will
be less than or equal to the time required by the computationally most expensive
fusion algorithm.
• The t-test suggests that the unification algorithm is significantly different than the
evidence theoretic sum rule but not significantly different than the sequential fusion.
However, as shown in Table 4.1, the main advantage of the unification algorithm is
reduced computational time without compromising the accuracy.
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4.3

Summary
Match score fusion algorithms are optimized for verification accuracy and are not

necessarily computationally efficient. Simple fusion algorithms such as evidence theoretic sum rule yield good performance in ideal conditions whereas the sequential fusion
algorithm can efficiently combine conflicting match scores at the cost of computational
time. In this chapter, we proposed two unification frameworks that dynamically select
the most appropriate fusion algorithm depending on the current probe information. The
first unification framework is a rule-based approach that selects if the evidence theoretic
sum rule or the sequential fusion should be applied depending on the input information.
The second unification framework extends the rule-based unification framework by using intelligent 2ν-Granular Support Vector Machine classification to dynamically select
the most appropriate fusion algorithm for the best performance. Both the unification
frameworks are case based approaches and can be used to improve the verification performance and computational time. To evaluate the proposed algorithms, we used level-2
and level-3 features (single biometrics - multiple matchers). The experimental results
suggest that the unification frameworks maintain the verification accuracy and reduce
the time complexity. The results also show that fusion of level-2 and level-3 fingerprint
features improve the verification performance with both low quality and high quality
images. However, 2ν-Granular SVM unification is computationally faster than the rulebased unification. Further, rule-based unification may become complicated with increase
in the number of fusion algorithms whereas with SVM unification framework, additional
fusion algorithms can be efficiently incorporated by using multiclass classification.
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Chapter 5
Feature based Watermarking for
Secure Multimodal Biometric
System
Biometric authentication systems have inherent advantage over traditional personal
identification techniques [47]. However, there are many critical issues in designing a biometric system. These issues are broadly characterized by accuracy, computation speed,
cost, security, scalability, and real time performance. The security of biometric data is
of paramount importance and must be protected from external attacks and tampering
[53]. Ratha et al. [72] characterized common attacks in biometric systems as coercive
attack, impersonation attack, replay attack, and attacks on feature extractor, template
database, matcher, and matching results. Attacks can alter the contents of biometric
images or templates and can also degrade the performance of a biometric system. It is
therefore required to protect the biometric templates at all times.
Researchers have proposed several algorithms to address the challenges posed for
the security of biometric systems. Encryption is one way of addressing this issue and has
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been discussed in [29, 94, 106]. Another way of securing biometric images and templates
is by watermarking. Recently, researchers have proposed algorithms based on image
watermarking techniques to protect biometric data [36, 53, 54, 72, 109]. In biometric
watermarking, a certain amount of information referred to as watermark, is embedded
into the original cover image using a secret key, such that the contents of the cover image
are not altered. Some of these methods perform watermarking in the spatial domain
[36, 53, 54] whereas other methods embed the biometric watermark in the frequency
domain [72, 109]. In existing biometric watermarking algorithms, the cover image is
either gray scale face image or fingerprint image, and the watermark data is fingerprint
minutiae information [53] or face information [54] or iris codes [109].
None of the existing algorithms are designed to embed both level-2 and level-3 features in a host image. The challenge lies in securely embedding these features while the
watermark (level-2 and level-3 features) is imperceptible without affecting the biometric
content of the host image (face). This process is challenging because the size of level-2
and level-3 features is relatively large compared to other biometric features. Therefore it
is difficult to maintain the tradeoff between imperceptibility of watermark and verification performance of face and fingerprint biometrics. In this chapter we propose a novel
biometric watermarking algorithm to securely and robustly embed level-2 and level-3
fingerprint features into the color face image of the same individual. Face and fingerprint are chosen for watermarking because of the widespread application of these two
biometric modalities. There are several applications such as FBI-AFIS and US-VISIT
where face and/or fingerprint are used to authenticate the identity of an individual. The
proposed watermarking algorithm first computes the embedding capacity in the face image using edge and corner phase congruency method [57]. Embedding and extraction of
fingerprint features is based on Redundant Discrete Wavelet Transformation [25]. The
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performance of the proposed watermarking algorithm is validated using face, fingerprint
and multimodal verification algorithms. The experimental results suggest that the proposed watermark embedding and extraction algorithm does not affect the quality of the
original face image or the recognition performance of face and fingerprint biometrics.
In addition, the proposed algorithm is robust and resilient to common geometric and
frequency attacks.

5.1

Proposed Biometric Watermarking Algorithm
Usually, image watermarking is performed using Discrete Wavelet Transform be-

cause DWT preserves frequency information in a stable form and allows good localization
both in spatial and frequency domain [25, 73, 97]. However, one of the major drawbacks
of DWT is that the transformation does not provide shift invariance because of the
downsampling of its bands. The downsampling causes a major change in the wavelet
coefficients of the image even for minor shifts in the input image. In watermarking, we
need to know the exact locations of where the watermark information is embedded and
the shift variance of DWT may lead to inaccurate extraction of the watermark data and
the cover image. To address the issues of DWT based watermarking, researchers have
proposed the use of Redundant Discrete Wavelet Transform [16, 34, 39, 40, 42].
Figure 5.1 shows the RDWT decomposition of a face image in four subbands such
that the size of each subband is equal to the original image. The redundant space in
RDWT provides additional locations for embedding and the watermarking algorithms
can be designed such that the exact location of watermark embedding is preserved. In
this research, we propose a RDWT biometric watermarking algorithm which not only
aims to make the watermark invisible to the human eye and tamper resistant but it also
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ensures that watermark embedding and extraction procedure does not alter the biometric features required for recognition. The proposed watermarking algorithm uses color
face image as the cover image. The watermark can be any biometric information such as
level-2 and level-3 fingerprint features, iris codes, or voice data. Existing biometric watermarking algorithms use gray scale face images. In this research, we decompose the color
face image into three channels which further increases the embedding capacity. Embedding in the red and blue channels makes the watermark imperceptible, while embedding
in the green channel makes the watermark visible as noise. The watermarking algorithm
involves generating watermark from level-2 and level-3 fingerprint features, computing
appropriate locations for embedding the watermark in the face image, embedding fingerprint watermark in these locations, and extracting the watermark for verification.

5.1.1

Generating Watermark from Level-2 and Level-3 Fingerprint Features

The number of level-2 and level-3 features in a fingerprint image is very large
and specifically, pores and ridges contribute towards the large feature size. Due to the
tradeoff between verification performance and embedding capacity of a face image, it is
not feasible to embed all the fingerprint features in the face image. In order to maintain
the verification performance of face biometrics, it is important to reduce the size of the
fingerprint watermark data. In this section, an image quality based scheme is presented
for generating watermark data from fingerprint images.
First, the fingerprint image is divided into local windows and image quality score
of each window is computed using the RDWT based local quality assessment algorithm.
Then both level-2 and level-3 features are calculated as described in Section 5.1.2. If
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Original image

RDWT Level - 1

RDWT Level - 2

RDWT Level - 3

Figure 5.1: RDWT decomposition of a face image. Note that size of all the subbands at
every level are same as the original image.
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a window contains a minutia and the quality score is more than a threshold (in our
experiments, it is set to 0.5), then the window is selected and following features are
computed from that particular window:
1. (xm , ym ) coordinates and θm of the minutia
2. All the pore coordinates (xp, yp ) in the window
3. Minimum, maximum, and average ridge width using ridge contours
4. Average distance between minutia and pores in the window.
In the same manner, level-2 and level-3 features are computed for all good quality
windows and the poor quality windows are discarded. These features are stored in a
matrix with one row pertaining to each window. The feature matrix is augmented with
dots and incipient ridge features in the last two rows. This feature matrix is used as
fingerprint watermark and can be further used for recognition. The size of feature matrix
varies from image to image and depends on the image quality. We have performed
experiments with slap fingerprint images and at an average, the feature matrix for a slap
fingerprint image contains around 1600 elements.

5.1.2

Computing the Capacity and Locations in Face Image for
Watermark Embedding

Let f denote the color face image of size (x × y × 3). The face image is divided
into red, green, and blue channels as shown in Figure 5.2. Let C denote the biometric
watermark data i.e., fingerprint features of size (k × l). The watermarking technique
should not alter the facial features required for recognition. To, identify the appropriate
locations for embedding in a face image, we first compute the edge and corner features in
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the red and the blue channels. RDWT decomposition provides high and low frequency
regions which can be used to find the edge and corner features present in the face image.
However, as shown in Figure 5.1, facial edge regions cannot be extracted accurately using
RDWT decomposition. In our approach, we use phase congruency based edge and corner
feature detection algorithm [57]. Since phase congruency is a dimensionless quantity and
provides information that is invariant to image contrast, it allows the magnitude of
principal moments of phase congruency to be used directly to compute the edges and
corners in a face image. Further, phase congruency based edge and corner operator is
highly localized [57]. Figure 5.2 shows the phase congruency edge map of the red, green
and blue channels of a color face image.

RGB image

Red channel

Green channel

Blue channel

Figure 5.2: Decomposition of color face image into red, green and blue channels, and
corresponding phase congruency maps.
Face recognition algorithms use facial features for verification which are usually
89

computed along the edge and corner locations in the face image. Embedding biometric watermark in these positions or in their vicinity can affect the performance of face
recognition algorithms. Thus regions corresponding to edge and corners computed from
the phase congruency method are not used for watermark embedding. The remaining
areas of the face image i.e., the low frequency areas are identified as suitable locations for
embedding. Red and blue channels of the face image are transformed into n level RDWT
with n ≥ 3. Since the size of each RDWT subband is equal to the size of the input image,
three level RDWT decomposition provides adequate capacity to embed the watermark
data without affecting the edge and corner features. Only the second and third levels
of RDWT are used for embedding because these two levels provide more resilience to
geometric and frequency attacks [61, 71]. We then mark the edge and corner regions in
the detailed subbands of the second and third level of red and blue channels, to identify
the locations available for embedding.
The size of each subband from the red and blue channel is (x × y). Let the total
size of the regions of interest of the face recognition algorithm in a subband be (p × q).
(xy − pq) denotes the locations available for embedding in a subband, and 12(xy − pq)
gives the total locations available for embedding in all subbands of the red and the blue
channels. To embed the biometric watermark in the red and blue channels, we first
ensure that sufficient locations are available for embedding by applying the condition in
Equation 5.1.

12(xy − pq) ≥

N
X

mki li

(5.1)

i=1

where k × l is the size of the biometric watermark data (fingerprint features), i =
1, 2, 3, ...N denotes the number of different biometric templates to be embedded in the
biometric cover image and m = 1, 2, 3... denotes the desired redundancy level of the bio90

metric watermark data to ensure reliable extraction and processing of multiple copies of
the biometric template. This condition shows that we can embed the entire biometric
watermark data or different biometric templates or multiple identical biometric templates
in the color face image. As m increases, the performance of the watermarking algorithm
increases because the algorithm becomes more resilient to different attacks and as N
increases, the multimodal verification performance of the algorithm increases. However,
for proper reconstruction or extraction of the face image and biometric watermark data,
parameter a is introduced in Equation 5.2. The parameter a ensures that the visual
quality of the watermarked image does not fall below a certain threshold.

a[12(xy − pq)] ≥

N
X

mki li

(5.2)

i=1

This implies that we have [6a(xy − pq)] free locations in each of the two channels for
embedding the watermark. In this research since we do not use any redundancy of
fingerprint features during embedding, m = 1 and N = 1. With these values the space
available for embedding is much larger than the biometric data to be embedded. (k ×l)/2
locations are randomly selected from the locations available in each of the two channels
of the RDWT decomposed face image and these locations are stored as keys K1 and K2
for the red and blue channels respectively. The keys are used for watermark embedding
and watermark extraction.

5.1.3

Embedding Fingerprint Features in Face Image

The biometric watermark, i.e. fingerprint features, C of size k ×l is represented as a
vector M(p) where p = 1, 2, ..., (k × l). Color face image f is divided into three channels:
fR red channel, fG green channel and fB blue channel. The red and blue channels are
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then transformed into n level RDWT using Daubechies 9/7 mother wavelet [4] to obtain
fRr and fBr . Fingerprint feature vector M(p) is divided into two parts, MR and MB using
Equations 5.3 and 5.4.

MR = M(2z + 1)

MB = M(2z)

z = 0, 1, 2, 3, ..., dp/2e

(5.3)

z = 1, 2, 3, ..., bp/2c

(5.4)

MR is embedded into fRr and MB is embedded into fBr using Equations 5.5 and 5.6
respectively.

replace

0

fRr (i, j) = fRr (i, j) −→ α1 × MR (z1 ),

0

replace

fBr (i, j) = fBr (i, j) −→ α2 × MB (z2),

z1 = 0, 1, 2, 3, ..., dp/2e

(5.5)

z2 = 1, 2, 3, ..., bp/2c

(5.6)

Here (i, j) represents the locations in red and blue channels computed using the two
keys K1 and K2 from Section 5.1.1. α1 and α2 control the strength of the biometric
watermark embedded in the red and blue channels respectively. Inverse RDWT is applied
0

0

0

0

on fRr and fBr to obtain the watermarked red and blue channels, fR and fB respectively.
0

Watermarked color face image is then generated by combining the three channels fR , fG ,
0

and fB . Figure 5.3(a) shows the block diagram of the embedding process.

5.1.4

Extraction of Fingerprint Features from Color Face Image

Extraction of fingerprint features is the reverse of embedding process. In the extraction process, we assume that the watermarked face image may be subjected to attacks.
Let the watermarked face image be fa . It is divided into three channels faR, faG , and
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Figure 5.3: Illustrating the steps involved in the proposed biometric watermarking algorithm (a) embedding process (b) extraction process.
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faB . Applying RDWT using Daubechies 9/7 mother wavelet on the red and blue channels
0

0

gives faR and faB . Fingerprint features are extracted from these transformed channels
using Equations 5.7 and 5.8.
0

f (x, y)
MR (z1) = aR
α1
0

z1 = 0, 1, ...dp/2e

(5.7)

z2 = 1, 2, ...bp/2c

(5.8)

0

f (x, y)
MB (z2) = aB
α2
0

0

0

where MR and MB are the features extracted from the red and blue channels respectively
and p ranges from 1, 2, ..., (k × l). The keys K1 and K2 from Section 5.1.3 give the
coordinates for extraction of the fingerprint features. For non-linear reconstruction of
the watermark extracted face image, the values in faR and faB from where the biometric
watermark data is extracted are replaced with zero and IRDWT is applied on the modified
0

0

0

0

image to obtain faR and faB . Combining faR , faG , and faB gives the watermark extracted
0

color face image f . The extracted fingerprint features are rearranged in the original
vector form using Equation 5.9.

0

0

0

0

0

0

0

M (p) = MR (1), MB (1), MR (2), MB (2), ... MR (i), MB (j)

(5.9)

It is then converted into the feature matrix form for level-2 and level-3 feature based
fingerprint verification. Figure 5.3(b) shows the block diagram of the extraction process.

5.1.5

Algorithmic Complexity

Let the size of the color face image be x × y × 3, the size of the fingerprint feature
vector be p, and the number of levels of RDWT decomposition be n. The computational
complexity of the embedding process depends on the complexity of the processes shown
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Table 5.1: Computational complexity of the proposed watermarking algorithm.
Process

Complexity

Finding the embedding locations

O(x × y)

RDWT/IRDWT

O(n × x × y)

Dividing fingerprint features into two parts

O(p)

Replacement of values in face image

O(p)

Reconstruction of the watermarked color face image O(n × x × y)

in Table 5.1.
The complexity of the embedding process is O(n × x × y) as p << (n × x × y).
The extraction process involves similar steps and hence the complexity of the extraction
process is also O(n × x × y), where n << (x × y).

5.2

Verifying the Integrity of the Extracted Biometric Data
To validate the performance of the proposed biometric watermarking algorithm,

experiments are performed with the color face image, and level-2 and level-3 features
computed from fingerprint image of the same individual. The watermarked face image is
stored in the database for recognition. For verification, fingerprint features are extracted
from the watermarked face image. The extracted fingerprint features and the face image
are matched with the query fingerprint image and face image.
In general watermarking algorithms, the performance is computed based on mea95

sures such as peak signal-to-noise ratio, mean square error, normalized cross correlation,
and histogram similarity. Higher or lower values of these metrics do not ensure higher
performance of a biometric system. For a biometric watermarking algorithm, the most
important performance metric is the recognition accuracy. The objective of a biometric
watermarking algorithm is to provide added security to a biometric system without compromising the quality and features of the biometric cover image and biometric watermark
data. To validate the proposed biometric watermarking algorithm, we use verification
accuracy of face, fingerprint, and multimodal biometric as the performance metric. The
performance of these three biometric modalities is evaluated before embedding and after extraction of the biometric watermark. The verification algorithms and databases
used for evaluating the performance of the watermarking algorithm are described in the
following subsections.

5.2.1

Performance Evaluation using Face Verification

The face region is detected from the image using a triangle based face detection
algorithm [84] and the size of the detected face image is 320 × 240. The detected face is
given as input to the local binary pattern based face verification algorithm [3]. The algorithm computes prominent local binary features from the face and matching is performed
using Chi Square measure.

5.2.2

Performance Evaluation using Fingerprint Verification

Fingerprint features are extracted using the image quality assessment and feature
extraction algorithms described in Chapter 2. The feature matrix is computed using the
method described in Section 5.2. The embedded fingerprint features are extracted from
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the face image and then matched with the probe data using the standard bounding box
scheme. The composite match score is a distance score normalized in the range of [0, 1]
using min/max normalization.

5.2.3

Performance Evaluation using Multimodal Biometric

A single biometric introduces the problem of non-universality and circumvention
[78]. To overcome this problem, multiple biometric traits are used for verification. Since
the proposed watermarking algorithm uses face and fingerprint, we use a match score
level biometric fusion algorithm. The multimodal biometric verification performance
is computed using the sequential match score fusion algorithm described in Chapter 3
(Section 3.5).

5.2.4

Description of Databases

Experimental validation is performed using a multimodal database of face and fingerprint of 150 individuals. The multimodal database consists of ten samples of each
biometric modality for every individual. The size of detected face images is 320 × 240.
The database is created in two different sessions with a time interval of one week between
them; five images of each biometric trait are captured in each of the session. Frontal face
images with around 100 of rotation are captured with varying lighting conditions and
facial expressions. Fingerprint database is captured at 1000 dpi so that it can provide
both level-2 and level-3 features. The size of the composite level-2 and level-3 feature
vector varies according to the number of level-2 minutiae and level-3 features. Since the
database is created in different sessions, it contains both inter-class and intra-class variability. Four samples of each individual obtained in the first session are used as training
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data, and the remaining six samples of face and fingerprint are used as testing data to
evaluate the verification performance of face, fingerprint, and multimodal biometrics.

5.3

Computing the Biometric Watermarking Parameters for Optimal Performance
In this section, we describe the process for computing the parameters involved in

the proposed RDWT biometric watermarking. These parameters are computed to obtain
the optimal face, fingerprint and multimodal verification performance. The parameters
that affect the performance of RDWT biometric watermarking algorithm are as follows:
• α1 and α2 control the strength of the watermark fingerprint features during embedding and extraction.
• Parameter a in Equation 5.2 controls the visual quality of the watermarked face
image.
• n determines the decomposition level of RDWT.
The parameters of the watermarking algorithm should be chosen so that the extracted face image and the fingerprint features provide maximum verification performance. There are two methods to obtain these parameters. One method is to set these
parameters globally so that it is same for all individuals. Another method is to obtain
user-specific parameters which are different for every individual depending on his/her facial and fingerprint characteristics. From earlier research in biometrics [51], it is evident
that user-specific parameters yield better accuracy than global parameters. Since watermarking is performed during the enrollment stage, it is easy to compute the user-specific
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parameters during enrollment. To compute these parameters, we perform watermarking
on face and fingerprint features for different combinations of α1 , α2 , and a. The values
of α1 and α2 are varied from 0 to 0.2 with α1 = α2, and a is varied from 0.05 to 0.4.
The verification performance of multimodal biometrics is computed from the extracted
face image and fingerprint features. The values of α1 , α2 and a which provide the maximum verification performance are chosen. Figure 5.4 shows an example of user-specific
parameters associated with different individuals.
The values of the three parameters vary for every individual depending on facial
features, skin color, and illumination of the face image. On increasing the value of
α1 and α2 , the fingerprint features embedded in the color face image become visible
in the form of spurious artifacts and affect the performance of face recognition. On
decreasing the value of α1 and α2, it becomes difficult to reliably extract the fingerprint
features, thereby degrading the performance of fingerprint recognition. Parameter a
also has similar influence on the biometric watermarking process. Decreasing the value
of a decreases the embedding capacity in the face image and increasing the value of a
increases the locations available for embedding and allows more fingerprint features to be
embedded in the face image. However, if more features are embedded, during extraction
of the fingerprint watermark, the quality of the watermark extracted face image decreases
due to the non-linear reconstruction, thus decreasing the verification performance of face
recognition.
The parameter n denotes the number of levels of RDWT decomposition. Since
we use only the second and the third level of decomposition for embedding process, the
minimum value of n = 3. Experiments performed with n = 4, 5, 6, and 7 levels did not
improve the verification performance but instead increased the time complexity for the
watermarking process as shown in Table 5.1. Increasing n however improves robustness
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a1 = a2= 0.009
a = 0.14

a1 = a2 = 0.014
a = 0.08

Figure 5.4: Optimal values of α1, α2, and a corresponding to every face image for different
individuals.
to attacks due to the redundancy of embedded data.

5.4

Experimental Evaluation
The first subsection experimentally substantiates the benefits of RDWT over DWT

for the proposed watermarking approach. Section 5.4.2 extends the experimental results
of RDWT watermarking by computing the verification performance of face, fingerprint
and multimodal biometrics for different attacks on the watermarked face image. This
experiment is performed to verify the integrity and robustness of the proposed biometric
watermarking algorithm. Section 5.4.3 experimentally evaluates the need for embedding
the fingerprint features in low frequency region instead of high frequency regions.
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5.4.1

Advantage of RDWT over DWT based Biometric Watermarking

In the proposed algorithm we use RDWT for decomposing the face image. However,
existing watermarking algorithms generally use DWT. In this section, we present an
experimental evaluation to substantiate the benefits of using RDWT over DWT. The
verification performance of face, fingerprint and multibiometric algorithms obtained with
RDWT watermarking is compared with the verification performance obtained with DWT
watermarking.
For DWT watermarking, we use Daubechies 9/7 mother wavelet and n = 3, same
as in RDWT watermarking. To compute the embedding locations, we downsample the
phase congruency edge map to the size of DWT subbands and then perform embedding
and extraction. Similar to RDWT watermarking, the parameters α1 , α2, and a of DWT
watermarking are computed separately for every individual.
Figure 5.5 shows the ROC plots of face, fingerprint and multimodal verification for
no watermarking, DWT watermarking, and RDWT watermarking. Figure 5.5(a) and
(b) show that with DWT watermarking, recognition performance of face, fingerprint,
and multimodal biometrics is reduced. However, under similar conditions, Figure 5.5(a)
and (c) show that the ROC plots for recognition algorithms before and after RDWT
watermarking are almost identical. For both RDWT watermarking and no watermarking, multimodal biometrics algorithm yields an accuracy of 98.8% whereas the DWT
watermarking yields an accuracy of 98.3%. These results validate our choice of selecting
RDWT for the proposed biometric watermarking algorithm.
We further analyze the cause for low performance of DWT watermarking with both
expansive and non-expansive extension. With expansive extension DWT, we first com-
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Figure 5.5: ROC for face, fingerprint, and multimodal biometrics (a) no watermarking
(b) DWT watermarking (c) RDWT watermarking.
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(0, 0)
(36, 12)
(37, 20)

(61, 39)
(36, 49)
(9, 58)

(35, 81)
2nd level DWT vertical
subband of face image
(0, 0)
(36, 9)
(37, 18)

Face image

(64, 40)
(36, 49)
(5, 59)

(35, 84)
Phase congruency edge map
subsampled to the size of 2nd level
DWT vertical subband

Figure 5.6: Face image with second level DWT subband and phase congruency edge map.
Original face image is of size 320 × 240, expansive symmetric DWT subband is of size
88 × 68, and phase congruency edge map is subsampled to size 88 × 68.
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pute the phase congruency edge map and then resize it to the size of DWT subbands.
While downsampling, expansive extension DWT adds boundary conditions to the subbands which leads to disparity in the relative coordinates of DWT subband and phase
congruency map. As shown in Figure 5.6, the marker position at nose tip (36, 49) is same
in both the DWT subband and phase congruency edge map; but towards the boundary,
the corresponding marker positions in both the images change significantly. This difference causes the inaccurate embedding and extraction of fingerprint features which leads
to reduction in the recognition performance. Further, with non-expansive DWT, spurious
features due to aliasing at the boundaries cause artifacts in the high frequency subbands,
thus compromising the watermarking performance.

5.4.2

Performance Evaluation of Proposed Biometric Watermarking Algorithm on Attacks

In the previous subsection, we validated the performance of the proposed RDWT
watermarking. For user-specific values of the parameters α1, α2 , a, and n = 3, Figure
5.7 shows the original face image, fingerprint feature watermarked face image and the
face image after extracting the fingerprint features. Table 5.2 shows that the verification
accuracy of face recognition and fingerprint recognition remain the same before embedding and after extraction which further demonstrates that the proposed watermarking
does not change the integrity of biometric data embedded in the color face image. The
watermark embedding and extraction process may introduce minor variations in some
of the fingerprint features or facial characteristics. For example, a minutia coordinate
(201, 325) when embedded in the face image may change to (202, 323) after extraction.
However, the biometric recognition algorithms are not sensitive to minor variations at
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these levels and therefore do not affect the verification accuracy. The performance of
face recognition does not decrease after RDWT watermarking because the regions of face
used by the face verification algorithms are left unchanged during embedding and hence
the important facial features remain intact after watermark embedding and extraction.

Original
image

Watermark
embedded
image

Watermark
extracted
image

Figure 5.7: Face images showing the effect of watermarking.
Fingerprint features embedded in face image may be vulnerable to low-level signal
processing techniques such as compression, low-pass filtering or geometric distortions and
may affect the robustness and integrity of the face image and fingerprint features. The
watermarking algorithm should be resilient to such attacks. To evaluate the performance
of the proposed biometric watermarking algorithm under these conditions, we perform
selected frequency and geometry based attacks such as blurring using 3×3 kernel, filtering
with 3 × 3 kernel, gamma correction with the gamma constant of 0.5 i.e. the mapping is
weighted towards brighter output values, JPEG-2000 compression with 50% compression
rate, rotation by 100 , and scaling with ratio of 1 : 1.1.
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Figure 5.8: Examples of watermarked face image with different attacks (a) original image,
(b) blurring, (c) filtering, (d) gamma correction, (e) JPEG compression, (f) rotation, (g)
scaling, and (h) feature tampering.
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We next performed attacks on facial feature tampering by randomly altering a single
feature in the watermarked face image. In this attack, we manually add one feature to
the face image or delete an existing feature. Figure 5.9 shows examples of facial feature
tampering. The top row shows images in which moles are removed from the face image
and the bottom row shows images in which mustache is added to the face image.

Original Image

Tampered Image

Figure 5.9: Examples of watermarked face image with facial feature tampering. Top
row shows an example of feature removal and bottom row shows an example of feature
addition.
These attacks alter the geometric and frequency characteristics of the watermarked
color face image. The verification performance of face, fingerprint and multimodal biometrics with and without attacks is summarized in Table 5.2. The blurring and filtering
attacks reduce the face verification accuracy by approximately 0.9%, while facial feature
alteration reduce the verification performance by 3.6%. We evaluate the performance
of facial feature alteration attack without watermarking. Face verification algorithm
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Table 5.2: Verification performance of the proposed biometric watermarking algorithm.
Verification accuracy is computed at 0.01% False Accept Rate.
Attack scenarios on

Verification Accuracy (%)

watermarked image

Face Fingerprint Multimodal

Without watermarking

93.8

87.3

98.8

No attack

93.8

87.3

98.8

Blurring (3 × 3)

92.9

86.5

98.2

Filtering(3 × 3)

93.1

86.9

98.4

93.8

87.3

98.8

JPEG-2000 (50%)

93.8

87.2

98.8

Rotation (100 )

93.8

86.4

98.0

Scaling (1 : 1.1)

92.5

86.7

98.3

Facial Feature Tampering

90.2

84.8

97.5

With watermarking Gamma (0.5)
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provides an accuracy of 90.2% which is equal to the accuracy obtained when the watermarked face image is subjected to feature tampering attack. Analysis of these results
confirm that the decrease in accuracy is due to feature tampering and not due to watermarking. These results thus show that the overall performance of the proposed biometric
watermarking algorithm is resilient to attacks.
We also study the integrity of embedded fingerprint features when subjected to
various attacks. Table 5.2 shows that blurring, filtering and rotation attacks on the biometric watermarked face image cause minimal decrease in the accuracy compared to the
original accuracy of 87.3% when there are no attacks. It is interesting to note that when
the original fingerprint image is directly subjected to a filtering attack using the same
kernel size of 3 × 3, the performance of the fingerprint verification reduced to 86.9%.
This shows that the fingerprint features when embedded in the face image provide additional level of protection from attacks. For feature alteration attack, the performance
of fingerprint recognition decreases by 2.5%. This is because some of the facial feature
alteration attacks such as adding beard and mustache change the characteristics of nonfeature or low frequency regions where fingerprint features are embedded. However, the
deletion of features do not cause any error because the fingerprint features are embedded
away from the facial features. The results summarized in Table 5.2 show that biometric watermarking provides an additional layer of protection to the biometric fingerprint
features, enhances security, and is resilient to attacks. For applications where higher
biometric accuracy and more robustness to attacks is desired, Table 5.2 further shows
that the combination of multiple biometrics with sequential match score fusion yields
a multimodal accuracy of 98.8% with around 1% degradation in performance when the
watermarked face image is subjected to various attacks.
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5.4.3

Effect of Embedding Watermark Data in High and Low
Frequency Regions

The proposed watermarking algorithm embeds the fingerprint features as watermark in low frequency regions or non-feature regions of the face image. Traditional
watermarking algorithms embed watermark in high frequency regions so that the watermark with higher energy can also be embedded without making it perceptible [16]. We
compare the verification accuracy of face images when fingerprint features are embedded
in low frequency regions and when fingerprint features are embedded in high frequency regions. We study the performance using five face verification algorithms namely, Principal
Component Analysis [104], Fisher Linear Discriminant Analysis [12], Geometric features
[24], Local Feature Analysis [7], and Local Binary Pattern [3]. PCA and FLDA were
chosen because they represent appearance based algorithms, geometric features and LFA
represent feature based algorithms, whereas LBP represents texture based algorithms.
Table 5.3 shows that for all five face verification algorithms, embedding in low
frequency regions yields better performance than embedding in high frequency regions.
Using the verification accuracy of non-watermarked face images as reference, the verification accuracy of high frequency embedding decreased by 1.3% to 4.2%. On the other
hand, embedding in low frequency regions resulted in a smaller decrease in the range of
0.0% to 1.5% for the five verification algorithms.

5.5

Summary
With the increased use of biometric systems, the possibility of attacks on the bio-

metric images and templates also increases. In this chapter, we proposed a feature based
watermarking algorithm to protect the biometric templates in a multimodal biometric
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Table 5.3: Performance comparison of embedding level-2 and level-3 fingerprint features
in high frequency regions and in low frequency regions. Face verification accuracy is
computed at 0.01% FAR.
Face Verification
Algorithm

Verification Accuracy (%)
Without

Watermarking in High Watermarking in Low

Watermarking

Frequency Regions

Frequency Regions

PCA [104]

63.2

61.9

62.1

FLDA [12]

67.5

64.3

66.0

Geometric Features [24]

88.7

87.1

88.7

LFA [7]

90.1

88.4

90.1

LBP [3]

93.8

89.6

93.8
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system. Using redundant discrete wavelet transform, level-2 and level-3 features are embedded into the color face image while preserving the facial features. The robustness
of the watermarking algorithm is evaluated by comparing the recognition accuracies of
face, fingerprint, and multimodal biometric algorithms. Experimental results show that
the proposed biometric watermarking algorithm is resilient to different signal processing
attacks with decrease of 0 - 1.3% in multimodal biometric verification accuracy. Further, evaluation using different appearance, feature, and texture based face recognition
algorithms demonstrate that the proposed watermarking algorithm does not alter the
biometric information required for recognition. In conclusion, the proposed algorithm
has following major properties: (1) perceptual transparency, (2) watermark detection
does not require the original image, (3) detector is able to locate watermark even after
attacks, and (4) verification performance is not compromised.
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Chapter 6
Conclusions and Future Work
6.1

Conclusions
Fingerprint images, captured using a high resolution optical scanner, provide abun-

dant amount of information useful for verifying the identity of an individual. However,
the main challenge lies in reliably extracting and utilizing these features in such a manner
that it can address the inter-class and intra-class variability of biometric data. Further,
security of fingerprint templates is also an important challenge as any attack or tampering
can severely impact the biometric system. Therefore, the objective of this dissertation is
to design a reliable, fast and secure fingerprint recognition system using extended feature
set.
In this research, we first designed a curve evolution approach based feature extraction algorithm to extract pores, ridge contours, dots and incipient ridges. RDWT
based local quality assessment algorithm is designed and quality scores are incorporated
in the likelihood ratio based matching scheme. Experiments with 1000 ppi rolled and
slap fingerprint images show that level-3 features are highly discriminating and the proposed quality induced fingerprint matching algorithm yields better accuracy compared
to existing level-2 and level-3 feature based recognition algorithms.
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Experimental analysis suggests that fusion of match scores obtained from level-2
and level-3 matchers can enhance the verification accuracy. Therefore, we next proposed
five different fusion algorithms to combine multiclassifier fingerprint information. The
fusion algorithms are: (1) Delaunay triangulation based fusion algorithm, (2) evidence
theoretic sum rule, (3) 2ν-support vector machine fusion algorithm, (4) proportional
conflict redistribution rule based fusion algorithm, and (5) sequential match score fusion
algorithm. These algorithms incorporate image quality score with level-2 and level-3 features or match scores to improve the performance. Among the five algorithms, evidence
theoretic sum rule is the fastest whereas sequential fusion algorithm, that incorporates
the density-based fusion scheme into a belief model and use likelihood ratio test-statistic
with a support vector machine, is the best for classification and yields the best accuracy.
To efficiently address both accuracy and time complexity of multiclassifier fingerprint recognition, we next proposed an unification framework that reconciles evidence
theoretic sum rule with sequential fusion algorithm. Specifically, we designed the rule
based unification framework and adaptive learning based unification framework to combine match score fusion algorithms. The first unification framework uses a fixed rulebased strategy to unify fusion algorithms whereas the second framework incorporates an
intelligent learning technique for adaptive unification. The unification frameworks are
optimized to provide optimal performance both in terms of accuracy and time.
Finally, we designed a novel RDWT based watermarking algorithm to secure face
and fingerprint bimodal biometric system from external attacks and tampering. In the
proposed watermarking algorithm, color face image is used as the host image and level2 and level-3 fingerprint features extracted from the fingerprint image are used as the
watermark. The proposed algorithm provides additional layer of security against different tampering attacks without affecting the quality of the original face image or the
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multimodal verification performance.

6.2

Future Research Directions
Research in level-3 fingerprint recognition is continuing to emerge and there are

several topics that can be further explored to improve the performance. A selected list
of potential topics are summarized below:
• Since automatic level-3 feature extraction and matching is a relatively new technique, a scientific study is required to analyze the permanence, universality, and
sensor interoperability. Undertaking such research requires a comprehensive large
scale fingerprint database that not only contains temporal variations but also variations due to geography, gender and race.
• The curve evolution based level-3 feature extraction algorithm can be extended
such that during tracing, level-2 minutia features can also be computed. This
extension may reduce the computational complexity of level-2 and level-3 feature
extraction. Furthermore, additional research is required to study the applicability
of local quality scores in fingerprint feature extraction.
• The potential of using the proposed match score fusion algorithms, especially the
sequential fusion algorithm, can be evaluated for other multimodal cases. Similarly,
the proposed unification framework can also be used for other multimodal scenarios
such as match score fusion of multiple biometric modalities (face and fingerprint,
or face and iris).
• Additional research is required to extend the proposed unification frameworks to
include multi-matchers, multilevel fusion algorithms and multiple biometric modal115

ities. In such cases, the use of multiclass SVM classification can be explored to
dynamically select the best fusion algorithm.
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