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Abstract Data of sequential nature arise in many application domains in
forms of, e.g. textual data, DNA sequences, and software execution traces.
Different research disciplines have developed methods to learn sequence mod-
els from such datasets: (i) in the machine learning field methods such as
(hidden) Markov models and recurrent neural networks have been developed
and successfully applied to a wide-range of tasks, (ii) in process mining process
discovery techniques aim to generate human-interpretable descriptive models,
and (iii) in the grammar inference field the focus is on finding descriptive mod-
els in the form of formal grammars. Despite their different focuses, these fields
share a common goal - learning a model that accurately describes the behavior
in the underlying data. Those sequence models are generative, i.e, they can
predict what elements are likely to occur after a given unfinished sequence.
So far, these fields have developed mainly in isolation from each other and
no comparison exists. This paper presents an interdisciplinary experimental
evaluation that compares sequence modeling techniques on the task of next-
element prediction on four real-life sequence datasets. The results indicate
that machine learning techniques that generally have no aim at interpretabil-
ity in terms of accuracy outperform techniques from the process mining and
grammar inference fields that aim to yield interpretable models.
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1 Introduction
A large share of the world’s data naturally occurs in sequences. Examples
thereof include textual data (e.g., sequences of letters or of words), DNA se-
quences, web browsing behavior, and execution traces of business processes or
of software systems. Several different research fields have focused on the de-
velopment of tools and techniques to model and describe such sequence data.
However, these research fields mostly operate independently from each other,
and, with little knowledge transfer between them. Nonetheless, the different
techniques from the different research fields generally share the same com-
mon goal: learning a descriptive model from a dataset of sequences such that
the model accurately generalizes from the sequences that are present in the
dataset. The three major research communities that have developed sequence
modeling techniques include the fields ofmachine learning, grammar inference,
and process mining.
In the machine learning research community several techniques for mod-
eling sequence have been developed in the sequence modeling subfield. Well-
known examples of such sequence models include n-gram models [34], Markov
chains [39], Hidden Markov Models (HMMs) [64] and Recurrent Neural Net-
works (RNNs) [46]. Sequence modeling techniques have been successfully
applied in many application domains, including modeling of natural lan-
guage [34], music sequences [55], and DNA sequences [70]. Sequence modeling
techniques from the machine learning field typically have as end-goal to auto-
mate a certain task and therefore focus mostly on the accuracy of the models
and put little emphasis on producing human-interpretable models. Examples
of successfully automated tasks within aforementioned application domains
include automated translation of text documents [26], and automatic music
generation and music transcription [18].
In the field of grammar inference [29, 44] it is typically assumed that there
exists an unknown formal language that generates the sequential data set. As
such, the sequences in the dataset are considered positive examples, on the
basis of which the resulting formal language is to be inferred. The language
that is learned is represented as an automaton in the case the language is
regular or alternatively as a context-free grammar, thereby contrasting the
machine learning field by creating human-interpretable models.
The process mining [1] field, originating from the research domain of busi-
ness process management, is concerned with finding an accurate description of
a business process from a dataset of logged execution sequences, captured dur-
ing the execution of the process. The result of such process mining algorithm
is usually a process model, i.e., a model in a graphical form with a correspond-
ing formal semantics. Some of the process model notations that are generated
by process mining techniques are heavily used in industry, e.g. BPMN [60].
As such, in the process mining field, there is a strong focus on the human-
interpretability of the discovered models. Another feature that differentiates
process mining from the machine learning and grammar inference techniques
is its focus on modeling of concurrent behavior explicitly. Concurrent execu-
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tion of tasks plays such an important role in business processes that process
mining techniques aim to model concurrency explicitly.
There have been efforts to systematically compare and benchmark the ac-
curacy of within each of these research fields individually. In the machine
learning field this often occurs through task-specific benchmark datasets, such
as the popular WMT’14 dataset for machine translation [16]. In the grammar
inference this often happens through competitions with standardized evalua-
tion [14, 28, 50]. In the process mining field [12] compares 35 process discov-
ery algorithms on a collection of datasets, and additionally competitions with
standardized evaluation has emerged in the process mining field [24].
While there have been many efforts to compare sequence modeling tech-
niques within each research field, to the best of our knowledge, there has been
little to no work in the evaluating the accuracy of sequence models between
the different research fields. In order to enable a comparison between sequence
models from the different research fields we focus on a single task to which such
models can be applied: predicting the next element of an unfinished sequence.
More specifically, we focus on generating the whole probability distribution
over possible next elements of the sequence, instead of just predicting the single
most likely next element. Machine learning approaches are generally already
capable of generating the whole probability distribution over possible next ele-
ments and the same holds for a subset of grammar inference techniques, called
probabilistic grammar inference. In earlier work [74], we presented a method
to use a process model as a probabilistic sequence classifier, thereby enabling
the comparison with other probabilistic sequence models. Furthermore, [74]
presented a preliminary comparison between machine learning and process
discovery techniques.
This paper extends the work started in [74] in several ways. First, we have
expanded the scope of the paper to include a new research community that
was not yet represented in the initial study: the field of grammar inference.
Secondly, we expanded our experimental setup by experimenting on a larger
number of datasets and covering a larger set of techniques, additionally cov-
ering hidden Markov models [64] and Active LeZi [41] in the machine learning
category and in the process mining category adding the Indulpet Miner [51]
process discovery algorithm as well as a class of automaton-based prediction
techniques. Finally, in an attempt to bring three research communities together
and make this manuscript useful for researchers from the machine learning,
process mining, as well as grammar inference domains, we have added consid-
erable detail to the description of process-model-based predictions.
The remainder of this paper is structured as follows. In Section 2, we de-
scribe basic concepts and notations that are used throughout the paper. In
Section 3, we present the different next element prediction techniques studied
in this paper. We describe the experimental setup in Section 4 and discuss the
results of the experiments in Section 5. In Section 6, we present an overview of
related work. Finally, we conclude this paper and identify several interesting
areas of future work in Section 7.
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2 Preliminaries
In this section, we introduce preliminary concepts used in later sections of
this paper. We cover the fundamental basis of sequential data and, formalize
the notion of process discovery and present the semantics of process-oriented
models that we use in this paper for the purpose of next-element prediction.
2.1 Sequences and Multisets
Sequences relate positions to elements, i.e. they allow us to order elements.
A sequence of length n over a set X is a function σ : {1, ..., n} → X and
is alternatively written as σ=〈σ(1), σ(2), . . . , σ(n)〉. X∗ denotes the set of all
possible finite sequences over a set X . Given a sequence σ ∈ X∗, |σ| de-
notes its length, e.g. |〈x, y, z〉| = 3. We represent the empty sequence by ǫ,
i.e. |ǫ| = 0, and, σ1·σ2 denotes the concatenation of sequences σ1 and σ2.
hdk(σ)=〈σ(1), σ(2), . . . , σ(k)〉 is the prefix (or head) of length k of sequence
σ (with 0<k<|σ|), e.g. hd2(〈a, b, c, d, e〉)=〈a, b〉. Similarly, tlk(σ)=〈σ(|σ|− k+
1), ..., σ(|σ| − 1), σ(|σ|)〉 is the postfix (or tail) of length k (with 0<k<|σ|).
Given σ ∈ X∗ and 1 ≤ i ≤ j ≤ |σ|, we let σ(i,j) = 〈σ(i), ..., σ(j)〉. We say that
one sequence σ is a prefix of another sequence σ′ if and only if hd |σ|(σ′) = σ.
Given a function f : X→Y and a sequence σ = 〈σ(1), ..., σ(n)〉 ∈ X∗,
we lift function application to sequences, i.e. f(σ) ∈ Y ∗, where f(σ) =
〈f(σ(1)), ..., f(σ(n))〉. Furthermore, given σ ∈ X∗ and X ′ ⊆ X , we define
σ↓
X′
∈ X ′∗, with (1) ǫ↓
X′
= ǫ and (2) for any σ ∈ X∗ and x ∈ X :
(σ · 〈x〉)↓
X′
=
{
σ · 〈x〉 if x ∈ X ′,
σ otherwise.
A multiset (or bag) over X is a function B : X→N which we write as
[xw11 , x
w2
2 , . . . , x
wn
n ], where for 1≤i≤n we have xi∈X and wi∈N
+. Here, wi
represents the value of B for xi, i.e. B(xi) = wi. In case wi = 0, we omit xi
from multiset notation, and, in case wi = 1, we simply write xi, i.e. without wi
as its superscript. For example, for multiset B1 = [a, c
2] over set X = {a, b, c},
we have B1(a) = 1, B1(b) = 0 and B1(c) = 2. The empty multiset is written
as [ ]. The set of all multisets over X is denoted B(X). Given B ∈ B(X), we
let B˜ = {x ∈ X | B(x) > 0}.
Finally, given σ ∈ X∗, we let σ = {x ∈ X | ∃i∈{1, ..., |σ|}(σ(i)=x)} and
−→σ =
[
xk ∈ X | k = |{i∈{1, ..., |σ|} | σ(i)=x}|
]
(also known as the Parikh rep-
resentation of the sequence), e.g. 〈a, b, b, c〉 = {a, b, c} and
−−−−−−→
〈a, b, b, c〉 = [a, b2, c].
2.2 Sequence Databases
As indicated, in this paper, we study next-element prediction on the basis of
sequential data. As an example introduction to this type of data, we present
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Table 1: A fictional example sequence database, adopted from [1], describing
behavior related to a compensation request process for concert tickets.
Case id Event id Timestamp Activity Resource Cost · · ·
...
...
...
...
...
... · · ·
1337 745632 30-7-2018 11.02 register request (a) Barbara 50 · · ·
1338 745633 30-7-2018 11.32 register request (a) Jan 50 · · ·
1337 745634 30-7-2018 12.12 check ticket (d) Stefanie 100 · · ·
1338 745635 30-7-2018 14.16 examine casually (c) Jorge 400 · · ·
1339 745636 30-7-2018 14.32 register request (a) Josep 50 · · ·
1339 745637 30-7-2018 15.42 examine thoroughly (b) Marlon 600 · · ·
1337 745638 3-8-2018 11.18 examine thoroughly (b) Barbara 600 · · ·
1337 745639 3-8-2018 15.34 decide (e) Wil 700 · · ·
1338 745640 3-8-2018 15.50 check ticket Marcello 100 · · ·
1337 745641 3-8-2018 16.50 reject request (h) Arthur 25 · · ·
1340 745642 3-8-2018 16.58 register request (a) Hajo 50 · · ·
1338 745643 3-8-2018 16.59 pay compensation (g) Boudewijn 75 · · ·
.
..
.
..
.
..
.
..
.
..
.
.. · · ·
fictional data, which is assumed to be generated and captured during the exe-
cution of a (business) process. Consider Tab. 1, adopted from [1], in which we
depict example data related to the process of handling a compensation request
for concert tickets. Each row in the table corresponds to a single recorded data
point, in this case representing the execution of an activity, in the context of
an instance of the process. We are able to relate the different data points
by means of the Case id column, which allows us to identify the underlying
process instance. Observe that, the data elements describe several data at-
tributes, e.g., the timestamp of the activity, the resource that executed the
activity, etc., illustrating the practical relevance of this type of data. However,
for the purpose of this paper, we primarily focus on sequences of data items
that we are able to represent as a single symbol. For example, when using the
short-hand activity notation of the activities listed in Tab. 1, we obtain the
sequence 〈a, d, b, e, h〉, for the process instance represented by case-id 1337.1
In the remainder, we let Σ to denote the set of symbols. In the context of
this paper, a sequence database (often called event log in process mining) is
defined as a finite multiset of sequences, L∈B(Σ∗). A word is a sequence σ∈L,
i.e. a sequence of symbols in a sequence database. For example, the sequence
database L=[〈a, b, c〉2, 〈b, a, c〉3] consists of two occurrences of the word 〈a, b, c〉
and three occurrences of word 〈b, a, c〉.
1 Note that, in the general sense, we are always able to map complex alpha-numerical
string data into single characters.
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2.3 Process Models and Alignments
In this section, we introduce process mining oriented concepts that we will ap-
ply in Section 3.5 for next-element prediction on the basis of process modeling
formalisms. In particular, we focus on two commonly used process modeling
formalisms, i.e. automata and Petri nets. Furthermore, we introduce the con-
cept of an alignment, which allows us to explicitly explain a data sequence in
the context of the behavior described by a Petri net.
2.3.1 Probabilistic Automata
Automata are a well-studied concept in process mining.2 An automaton allows
us to describe the possible states of a system, as well as the ways in which the
system is able to change its state. It furthermore describes an initial state and
set of final states. Automata have been used for several different purposes in
the context of process mining. In some cases they are directly used as a model
of the process [17, 35, 36]. In other cases, they are used as an intermediate
representation of the sequence database, which is subsequently translated into
another process model [2] in a more interpretable notation, such as the Petri
net notation that we will introduce shortly hereafter. Other applications of
automata in process mining include noise filtering [84] and several prediction
tasks in business processes [3, 68]. In the context of this paper, we explicitly
use the notion of probabilistic automata, which not only allow us to inspect a
state of the system and its possible actions, it also allows us to quantify the
probabilities of these actions.
Definition 1 (Probabilistic Automaton) Let Q denote a set of states and
let Σ denote a finite set of symbols. Furthermore, let δ : Q × Σ → P(Q)
denote a transition function and let γ : Q×Σ×Q→ [0, 1] denote a transition
probability function. Finally, let q0 ∈ Q represent the initial state and let
F ⊂ Q denote the set of accepting states. Tuple PA = (Q,Σ, δ, γ, q0, F ) is a
probabilistic automaton, if and only if:
∀q, q′ ∈ Q, a ∈ Σ (q′ ∈ δ(q, a)⇔ γ(q, a, q′) > 0) (1)
∀q ∈ Q



∑
a∈Σ
∑
{q′∈Q|q′∈δ(q,a)}
γ(q, a, q′)

 = 1

 (2)
For a given state q ∈ Q and label a ∈ Σ, we denote the conditional probability
of observing label a, whilst being in state q, as P (a | q), where:
P (a | q) =
∑
{q′∈Q|q′∈δ(q,a)}
γ(q, a, q′) (3)
2 In some work in process mining, the automata used are alternatively called Transition
Systems.
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q1start q2
q3
q4
q5 q6 q7
a(1)
b( 1
4
)
c( 1
4
)
d( 1
2
)
d(1)
b( 1
2
)
c( 1
2
)
e(1)
f( 1
3
)
g( 1
3
)
h( 1
3
)
Fig. 1: An example probabilistic automaton. The corresponding probabilities,
i.e. γ(q, a, q′), are listed next to the transition names, e.g. b(12 ).
Observe that, Equation 1 of Definition 1 states that, if there exists a transition
with label a, from state q to state q′, the corresponding transition probability
is non-zero. Requirement Equation 2 states that the sum of the probabilities
of all outgoing transitions of a given state should equal 1.
2.3.2 Petri Nets
Petri nets are a commonly used process model formalism to represent pro-
cesses in process mining. Petri nets have several desirable properties that un-
derly their popularity. First, they allow for explicit modeling of concurrent
(i.e., parallel) behavior in a relatively compact manner. Secondly, most high-
level, business-oriented, process modeling notations, e.g. BPMN [60], are often
translatable into Petri nets. And finally, the formal properties of Petri nets are
well studies (e.g., see [37]). We now proceed to give a concise introduction of
Petri nets and we refer to [59] for a more thorough and complete introduction.
A Petri net is a directed bipartite graph consisting of places (depicted
as circles) and transitions (depicted as rectangles), connected by arcs. The
transitions allow us to describe the possible activities/symbols of the pro-
cess, whereas the places represent the enabling conditions of transitions. The
label of a transition indicates the symbol that the transition represents. Un-
labelled transitions (τ -transitions) represent invisible transitions (depicted as
grey rectangles), which are used for routing purposes and are unobservable.
As an example of a Petri net, consider Fig. 2, which contains 7 places and 9
transitions. The symbol corresponding to transition t1 is symbol a, whereas
transition t5 is unobservable.
Definition 2 (Labelled Petri net) Let Σ denote the universe of labels and
let τ /∈ Σ. A labelled Petri net N=(P, T, F, ℓ) is a tuple where P is a finite
set of places, T is a finite set of transitions with P∩T=∅, F⊆(P×T )∪(T×P )
describes the Petri net flow relation (graphically represented by means of arcs),
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and ℓ : T→Σ ∪ {τ} is a labelling function that assigns a label to a transition,
or leaves it unlabelled (the τ -labelled transitions).
We write •x and x• for the input and output nodes of x ∈ P ∪T (according
to F ), e.g. in Fig. 2 we have p1• = {t1} and •t3 = {p4}. If there is no label
known for t ∈ T , we have ℓ(t) = τ , i.e. τ /∈ Σ. The state of a Petri net is defined
by its marking m∈B(P ) being a multiset of places. A marking is graphically
denoted by putting m(p) tokens in each place p∈P . For example, consider the
marking of the example Petri net in Fig. 2, i.e. [p1], represented by the black
dot drawn in p1. State changes of a Petri net occur through transition firings.
A transition t is enabled (can fire) in a given marking m if each input place
p∈•t contains at least one token. Once t fires, one token is removed from each
input place p∈•t and one token is added to each output place p′∈t•, leading
to a new marking m′=m−•t+ t•. Firing a transition t in marking m, yielding
marking m′, is denoted as step m
t
−→m′. Several subsequent firing steps are
lifted to sequences of firing enabled transitions, written m
σ
−→m′ for σ∈T ∗,
and are referred to as a firing sequence.
Defining an initial and final markings allow us to define the language that
is accepted by a Petri net as a set of finite sequences of symbols. To this end,
we define the notion of an accepting Petri net, i.e. a Petri net including an
explicit initial and final marking.
Definition 3 (Accepting Petri Net) An accepting Petri net is a triplet
APN = (N,m0,mf ), where N = (P, T, F, ℓ) is a labelled Petri net, m0∈B(P )
is its initial marking, and mf∈B(P ) its final marking. A sequence σ∈Σ
∗ is a
word of an accepting Petri net APN if there exists a firing sequencem0
σ
−→mf ,
σ∈T ∗ and ℓ(σ)↓Σ=σ.
In this paper, we visualize the places that belong to the initial marking, by
means of drawing the appropriate amount of tokens, e.g. p1 in Fig. 2. Places
belonging to the final marking are marked as 1 , i.e. having a grey diagonal
pattern and indicating the number tokens required in the final marking.
Observe that the accepting Petri net depicted in Fig. 2, describes similar
behavior w.r.t. the sequence database listed in Tab. 1. First, a request is reg-
istered, after which we observe a parallel branch describing that the ticket
needs to be checked and examined (either casually or thoroughly). After this,
a decision is made. In this model, the decision symbol is optional, e.g. given
that the price of the ticket was lower than $10 and the examination is posi-
tive, the compensation is directly granted. Finally, we are able to restart the
checking/examination, pay the compensation or reject the request.
The language L(APN ) of an accepting Petri net is defined as the set of all
its words, i.e. L(APN ) = {σ ∈ Σ∗ | ∃σ ∈ T ∗(ℓ(σ) = σ ∧m0
σ
−→mf )}, which
is potentially of infinite size, i.e. when APN contains loops. While we define
the language for accepting Petri nets, in theory, L(M) can be defined for any
process model M with formal semantics. We denote the universe of process
models as M and assume that for each M∈M, L(M) ⊆ Σ∗ is defined.
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p1 t1
a
register request
p2 t3
c
examine thoroughly
t2
b
examine casually
p3 t4
d
check ticket
p4
p5
t6
e
decide
t5
p6
t7
f
restart
t8
g
pay
compensation
t9
h
reject request
p7
1
Fig. 2: An example accepting Petri net APN , adopted from [1]. The initial
marking of the APN is [p1], the final marking is [p7]
A process discovery method is a function PD : B(Σ∗) → M that pro-
duces a process model from an sequence database. The discovered process
model should cover as much as possible the behavior observed in the se-
quence database (a property called fitness) while it should not allow for too
much behavior that is not observed in the sequence database (called preci-
sion). For an sequence database L, L˜={σ∈Σ∗|L(σ)>0} is also referred to as
the word set of L. For example, for sequence database L=[〈a, b, c〉2, 〈b, a, c〉3],
L˜={〈a, b, c〉〈b, a, c〉}. For an sequence database L and a process model M , we
say that L is fitting on M if L˜⊆L(M). Precision is related to the behavior
that is allowed by a model M that was not observed in sequence database L,
i.e. L(M)\L˜.
2.3.3 Alignments
Revisit the the accepting Petri net depicted in Fig. 2. Furthermore, assume we
are given the word 〈a, b, e, e, g〉 (using short-hand activity notation). Clearly,
the given word is not in correspondence with the process model depicted in
Fig. 2, i.e. it is not in the language of the model. The word is missing the label
d, and, symbol e is (unnecessarily) duplicated.
Alignments allow us to compute and quantify to what degree observed
behavior corresponds to a given reference model. Consider Fig. 3, in which we
present two different alignments of the word 〈a, b, e, e, g〉 w.r.t. the accepting
Petri net depicted in Fig. 2. Alignments are sequences of pairs, e.g. α1 =
〈(a, t1), (b, t2), ..., (g, t8)〉. Each pair within an alignment is referred to as a
move. The first element of a move refers to a symbol in the given word whereas
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α1 :
a b ≫ e e g
t1 t2 t4 t6 ≫ t8
α2 :
a b ≫ e ≫ ≫ ≫ e g
≫ t1 t4 t6 t7 t3 t4 t6 t8
Fig. 3: Two example alignments, i.e. α1 and α2, for the word 〈a, b, e, e, g〉
w.r.t. the accepting Petri net presented in Fig. 2. We prefer α1 over α2, since
it explains the given behavior using less deviations.
the second element refers to a transition. The goal is to create pairs of the form
(a, t) s.t. ℓ(t) = a, i.e. the execution of a transition in the model corresponds
(in terms of its label) with the observed symbol, referred to as a synchronous
move. In some cases it is not possible to construct a move of the form (a, t) s.t.
ℓ(t) = a, e.g. (≫, t4) and (e,≫) in α1. Moves of the form (≫, t) represent that
we did not observe a symbol in the event data, that was expected according
to the model, referred to as model moves.3 Moves of the form (a,≫) represent
the opposite, i.e. we observe a symbol that was not supposed to be observed
according to the model, referred to as log moves.
The sequence of symbol labels in the alignment needs to equal the in-
put word (when ignoring the ≫-symbols). The sequence of transitions in the
alignment needs to correspond to a σ ∈ T ∗ s.t., given the designated initial
marking mi and final marking mf of the process model, we have mi
σ
−→ mf
(again ignoring the≫-symbols). For the Petri net presented in Fig. 2, we have
mi = [p1] and mf = [p7].
As the alignments presented in Fig. 3 signify, several alignments exist for
a given word and process model. In general, we are interested in finding an
alignment that minimizes the number of log- and/or model moves (such an
optimal alignment is not necessarily unique).
In the purpose of making next-element predictions with process models, we
are interested in a particular type of alignments called prefix-alignments. We
will show in Section 3.5 how to leverage prefix-alignments to make predictions
with process models. The main difference w.r.t. the conventional alignments
described above relates to the “model-part” of the alignments. For a prefix-
alignment, the model-part of the alignment does not have to finish in the final
marking mf , but instead, it just has to finish in some marking m from which
mf is still reachable. More formally:
Given the designated initial marking mi and final marking mf of the process
model, a prefix-alignment corresponds to a model run mi
σ
−→ m, for some
marking m ∈ B(P ) such that there exists a σ′ ∈ T ∗ for which m
σ′
−→ mf .
For example, given word 〈a, b〉, a conventional alignment of the word
w.r.t the model in Fig. 2, is 〈(a, t1), (b, t2), (≫, t4), (≫, t5), (≫, t8)〉, whereas
a prefix-alignment is simply 〈(a, t1), (b, t2)〉, i.e. we have [p1]
〈t1,t2〉
−−−−→
[p3, p4]
t4,t5,t8
−−−−→ [p7].
3 Observe that, when ℓ(t) = τ , we are never able to observe a corresponding symbol, and
thus, even though such transition always is of the form (≫, t), we often consider such moves
as being synchronous moves.
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It follows from the definition of prefix-alignments that mi
σ
−→ m always
yields a prefix of a word from the process model (ignoring the ≫-symbols),
i.e., there exists a σ′ ∈ L(M) such that ℓ(σ) is a prefix of σ′. This contrasts
conventional alignments, which always yield exactly a word from the model
language instead of a prefix from it.
A formal definition of the algorithm to compute alignments and prefix-
alignments for arbitrary words of process behavior and process models is out
of the scope of this paper and we refer to [5, 82].
3 Next Element Prediction Methods
In this section, we present several methods to predict the probability distri-
bution over the next element following a given incomplete sequence. These
methods originate from different research fields. We start by introducing sev-
eral sequence models from the machine learning community: neural networks
in Section 3.1 and Markov models in Section 3.2. We continue this section
by introducing grammar inference in Section 3.3. In Section 3.4 we introduce
some automaton-based techniques for next-element prediction that originate
from the process mining community. Another class of methods from the pro-
cess mining community is presented in Section 3.5, where we present how Petri
nets can be used as a sequence model, thereby enabling the use of process dis-
covery approaches as interpretable sequence models. We conclude this section
on sequence modeling methods in Section 3.6, where we discuss similarities
and differences between the techniques presented in this section.
3.1 Neural Networks & Recurrent Neural Networks
A neural network consists of one layer of input units, one layer of output units,
and in-between are one or more layers that are referred to as hidden units.
The outputs of the input units form the inputs for the units of the first hidden
layer (i.e. the first layer of hidden units), and the outputs of the units of each
hidden layer form the input for each subsequent hidden layer. The outputs
of the last hidden layer form the input for the output layer. The output of
each unit is a function over the weighted sum of its inputs. The weights of this
weighted sum performed in each unit are optimized iteratively by applying the
current weights to some training sequences and back-propagating the partial
derivative of the weights with respect to the error back through the network
and adjusting the weights accordingly. Recurrent Neural Networks (RNNs) are
a special type of neural networks where the connections between neurons form
a directed cycle.
RNNs can be unfolded, as shown in Fig. 4. Each step in the unfolding is
referred to as a time step, where xt is the input at time step t. RNNs can
take an arbitrary length sequence as input, by providing the RNN a feature
representation of one element of the sequence at each time step. st is the hidden
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Fig. 4: (a) A simple recurrent neural network consisting of a single hidden
layer, and (b) the recurrent neural network unfolded over time.
state at time step t and contains information extracted from all time steps up
to t. The hidden state s is updated with information of the new input xt after
each time step: st = f(Uxt +Wst−1), where U and W are vectors of weights
over the new inputs and the hidden state respectively. In practice, either the
hyperbolic tangent or the logistic function is generally used for function f ,
which is referred to as the activation function. The logistic function is defined
as: sigmoid (x) = 11+exp(−x) . In neural network literature, the sigmoid function
is often represented by σ, however, to avoid confusion with sequences, we fully
write sigmoid . ot is the output at step t.
3.1.1 Long Short-Term Memory for Sequence modeling
A Long Short-Term Memory (LSTM) model [45] is a special Recurrent Neural
Network architecture that has powerful modeling capabilities for long-term
dependencies. The main distinction between a regular RNN and an LSTM is
that the latter has a more complex memory cell Ct replacing st. Where the
value of state st in an RNN is the result of a function over the weighted average
over st−1 and xt, the LSTM state Ct is accessed, written, and cleared through
controlling gates, respectively ot, it, and ft. Information on a new input will
be accumulated to the memory cell if it is activated. Additionally, the previous
memory cell value Ct−1 can be “forgotten” if ft is activated. The information
of Ct will be propagated to the output ht based on the activation of output gate
ot. Combined, the LSTM model can be described by the following formulas:
ft = sigmoid(Wf · [ht−1, xt] + bf ) it = sigmoid(Wi · [ht−1, xt] + bi)
C˜t = tanh(Wc · [ht−1, xt] + bC) Ct = ft ∗ Ct−1 + ii ∗ C˜t
ot = sigmoid(Wo[ht−1, xt] + bo) ht = ot ∗ tanh(Ct)
In these formulas all W variables are weights and b variables are biases and
both are learned during the training phase.
3.1.2 Gated Recurrent Units
Gated Recurrent Units (GRU) were proposed by Cho et al. [26] as a simpler
alternative to the LSTM architecture. In comparison to LSTMs, GRUs do not
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keep a separate memory cell and instead merge the cell state Ct and hidden
state ht. Furthermore, a GRU combines the input gate it and the forget gate ft
into a single update gate. While the LSTMs and GRUs are identical in the class
of functions that they can learn, GRUs are simpler in the sense that they have
fewer model parameters. Empirically, GRUs have been found to outperform
LSTMs on several sequence prediction tasks [27].
3.2 Markov Models
A Markov model is a stochastic model commonly used in probability theory in
order to model randomly changing systems. The model makes the assumption
of the Markov property, i.e. that the future state of the system only depends
on the present state. The simplest type of Markov models are Markov chains,
which can be used when the states of the system are fully observable. The
parameters of a Markov chain consist of a matrix of transition probabilities
expressing the likelihood of transitioning from any given state to any other
state. In a 1st-order Markov chain, the state represents the last observed sym-
bol of in the sequence. In Markov chains of higher order, the state represents
a longer window of observed symbols, i.e., in a kth -order Markov model, the
state represents the last k symbols.
A sequence model called all k-order Markov models (AKOM) [62] is an
extension of Markov chains that fits all models up to an order k to the training
sequences. When making a prediction (i.e. estimating the transition probability
from a given state in a test sequence), AKOM uses the Markov model with
the highest k that has a state that matches the test sequence.
Hidden Markov models (HMM) are a type of Markov model where the
states represent latent variables that do not represent some window over the
sequences directly but instead represent some unobserved property that is in-
ferred from the sequence. An HMM assumes that the system can be described
in terms of a number of hidden states that are not directly observable in the
data. Therefore, the next observation in the sequence depends not only on the
most recent observation, but also on the likelihood of being in a particular
hidden state. The parameters of an HMM include the transition probabilities,
i.e. transitioning from a hidden state to another hidden state, and the emis-
sion probabilities, expressing the likelihood of a particular observation while
being in a given hidden state. The transition probabilities between states and
the emission probabilities from states to symbols are learned from a training
dataset using the Baum-Welch algorithm. When predicting the next symbol
for a sequence with an HMM, one can either 1) apply the well-known Viterbi
algorithm to extract the most likely sequence of hidden states for the given se-
quence and make the prediction according to the emission probabilities of the
final hidden state, or 2) apply the forward algorithm to obtain a probability
distribution over the likelihoods of the hidden states given the sequence and
make the prediction by weighting the emission probabilities of those states by
their hidden state likelihood.
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3.3 Grammar Inference
The research field of grammar inference, also called grammar induction, is
concerned with learning a grammar that describes a language based on a
collection of positive examples of elements from this language. Observe that
the grammar inference field closely links to the area of process discovery, where
the dataset of positive examples are called an event log and the language that
is learned is represented as a process model instead of a formal grammar. A
variety of grammar inference techniques exists. Automaton learning techniques
focus on learning a deterministic finite automaton that describes the language
and can be used when the language is assumed to belong to the class of regular
languages. Other grammar inference techniques assume the language to belong
to the class of context-free languages and focus on extracting a context-free
language in extended Backus-Naur form [81]. We refer to [29] and [44] for an
extensive overview of the grammar inference field.
The grammar inference field puts special emphasis on formal analysis of
the learnability of languages. Early work by Gold [40], who proved that the
problem of finding the smallest DFA consistent with a given set of strings
is NP-hard, plays a central role in the grammar inference field. Angluin [9]
proposed an active learning setting of grammar inference where the algorithm
does not learn the grammar from a fixed set of positive samples, but instead
iteratively queries the world with strings for which it wants to obtain whether
or not this string is or is not part of the language. Angluin [9] proved that
regular languages can be identified in a polynomial amount of queries using
active learning and proposed an called L* that is able to do so. In this paper,
we assume a dataset of positive examples of sequences from a language to be
given and therefore we leave active learning algorithms to grammar inference
out of scope.
Some grammar induction techniques focus on learning probabilistic gram-
mars, i.e., they do not just specify which sequences are included in and which
are excluded from the language, but they additionally specify the likelihoods
of each word of the language.
Several competitions have been organized in the grammar inference field
that aimed at benchmarking grammar inference methods and tools. The Ab-
badingo challenge (1998) [50] focused on learning deterministic finite state
automata, Omphalos (2004) [28] focused on learning context-free grammars,
and PAutomaC (2014) [77] on learning probabilistic finite state machines. The
Sequence PredIction ChallengE (SPiCe) [14] was a recent challenge from the
grammar inference field that defined the challenge task similar to the focus of
this paper: predicting the next symbol in a sequence. The SPiCE competition
used a well-known probabilistic automaton learning algorithm from the gram-
mar inference field as a baseline method, which is called spectral learning [13].
A central concept in the spectral learning approach to grammar inference
is the so-called Hankel matrix, which is a bi-infinite matrix in which the rows
correspond to the prefixes of the sequences in the dataset and columns its
suffixes. The value in a cell of the Hankel matrix represents the weight of the
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corresponding sequence in the corresponding weighted automaton. The rank of
this matrix is the number of states in the minimal weighted automaton. Balle
et al. [13] showed that in this way the weighted automaton can be constructed
through a rank factorization of the Hankel matrix. Spectral learning relies
on constructing a finite sub-block approximation of the Hankel matrix and
using a Singular Value Decomposition on the resulting matrix to obtain a
rank factorization and thus a weighted automaton.
3.4 Automaton-Based Prediction Techniques from the Process Mining Field
We now present a probabilistic automaton for next element prediction that is
based abstraction functions [2] that are frequently used in the process mining
field. The automata that are constructed based on these abstractions have
many applications in process mining. Van der Aalst et al. [2] first introduced
them for the purpose of process discovery, where the obtained automata were
ultimately transformed into a Petri net. More recently, these abstraction-based
automata have been used to predict the remaining cycle time of a business pro-
cess instance [3] and, like here, to predict the next element of a sequence [72].
3.4.1 Training
When constructing a probabilistic automaton for the purpose of next element
prediction, we roughly perform two steps, i.e. 1) automaton construction and
2) transition probability computation. In automaton construction, we concep-
tually transform each word into a sequence of automaton transitions, which
we represent by tuples of the form (q, a, q′) ∈ Q×Σ×Q. The way in which we
determine the states, based on the words in the sequence database, is strongly
parametrized.
Definition 4 (Word Abstraction Sequence) For a given set of symbols
Σ, sequence σ ∈ Σ∗ and k ∈ N+ we define the following abstraction functions:
– The sequence abstraction function πkseq : Σ
∗→(Σ∗ ×Σ ×Σ∗)∗:
πkseq(σ) =
〈
(ǫ, σ(1), 〈σ(1)〉) , ...,
(
σ(|σ|−k,|σ|−1), σ(|σ|), σ(|σ|−k+1,|σ|)
)〉
(4)
– The set abstraction function πkset : Σ
∗→(P(Σ)×Σ × P(Σ))∗:
πkset =
〈(
∅, σ(1), 〈σ(1)〉
)
, ...,
(
σ(|σ|−k,|σ|−1), σ(|σ|), σ(|σ|−k+1,|σ|)
)〉
(5)
– The multiset abstraction function πkmul : Σ
∗→(B(Σ)×Σ × B(Σ))∗:
πkmul =
〈(
[ ], σ(1),
−−−→
〈σ(1)〉
)
, ...,
(−−−−−−−−−→σ(|σ|−k,|σ|−1), σ(|σ|),−−−−−−−−−→σ(|σ|−k+1,|σ|))
〉
(6)
To give an example, consider applying the different abstractions as defined
in Definition 4, on word 〈a, b, b, c〉, for k = 2:
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∅start {a} {a, b} {b} {b, c}
a(1) b(1) b(1) c(1)
Fig. 5: An example probabilistic automaton, constructed using π2set(〈a, b, b, c〉).
The automaton is based on only one word (with each state in the abstraction
sequence unique), therefore, all transition probabilities are equal to 1.
– π2seq(〈a, b, b, c〉) = 〈(ǫ, a, 〈a〉) , (〈a〉, b, 〈a, b〉) , (〈a, b〉, b, 〈b, b〉) , (〈b, b〉, c, 〈b, c〉)〉
– π2set(〈a, b, b, c〉) = 〈(∅, a, {a}) , ({a}, b, {a, b}) , ({a, b}, b, {b}) , ({b}, c, {b, c})〉
– π2mul(〈a, b, b, c〉) =
〈
([ ], a, [a]) , ([a], b, [a, b]) ,
(
[a, b], b, [b2]
)
,
(
[b2], c, [b, c]
)〉
Hence, given an abstraction of choice, i.e. either set, multiset or sequence,
and a value for k, we are able to transform an sequence database into a mul-
tiset of abstraction sequences. Translating such a multiset to an automaton
is trivial, i.e. each first- and third element of the tuples present in the differ-
ent abstraction sequences, as defined by the sequence database, represents a
state. The second element of each tuple present in the different abstraction
sequences represents a transition. Conceptually, when we have a tuple of the
form (q, a, q′) present in the multiset of abstraction sequences of the sequence
database, this implies that q′ ∈ δ(q, a) in the corresponding resulting automa-
ton. Clearly, depending on the abstraction of choice, ǫ, ∅ or [ ], is the initial
state of the automaton. The third argument of the last tuple in an abstraction
sequence is an accepting state. Reconsider π2set(〈a, b, b, c〉), and assume that
〈a, b, b, c〉 is the only word in a given sequence database. The corresponding
resulting automaton is depicted in Fig. 5
As a final step, we learn the transition probabilities. When constructing
the automaton, we keep track of a counter c : Q×Σ×Q→ N+ that counts the
number of times a certain abstraction sequence (q, a, q′) occurs, on the basis
of the sequence database. Thus, when we observe abstraction (q, a, q′), we
increment the counter on the basis of triple (q, a, q′): c(q, a, q′)← c(q, a, q′) +
1. After constructing the final automaton, the γ-values are computed as the
empirical probability of occurrence, i.e.:
γ(q, a, q′) =
c(q, a, q′)∑
a′∈Σ
∑
q′′∈Q
c(q, a′, q′′)
(7)
3.4.2 Prediction
The distribution over the next symbol given an incomplete sequence is ob-
tained by assessing the state in the probabilistic automaton that matches the
sequence. To this end, the same abstraction and value k that were used in
training is used in the prediction phase. Given a prefix σ′ ∈ Σ∗, we determine
the current state by applying the abstraction of choice on top of tlk(σ′). Hence,
in case of sequence, it is simply tlk(σ′), in case of set, it is tlk(σ′), and in case of
multiset, it is
−−−−→
tlk(σ′). For example, using a set abstraction, with k = 2 on the
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prefix 〈a, b, b〉, yields, tl2(〈a, b, b〉) = 〈b, b〉 = {b}. Given the computed state q,
we output each P (a|q) as a prediction. In the case of our example, c.f. Fig. 5,
we output observing label c with probability 1, and all other possible symbols
with probability 0.
Note that, by definition, the automata are able to generalize w.r.t. the
training behavior, e.g. we obtain the exact same prediction on the basis of pre-
fix 〈a, b, b, a, b, c, b, b〉 in combination with Fig. 5, i.e. tl2(〈a, b, b, a, b, c, b, b〉) =
〈b, b〉 = {b}. However, observe that, given the automaton in Fig. 5, for the
prefix 〈a, b, b, d〉, we infer tl2(〈a, b, b, d〉) = 〈b, d〉 = {b, d}, which does not exist
in the automaton. In such a case, we can not use the automaton for prediction,
hence, we predict the global empirical probability distribution of the symbols
on the basis of the training sequence database (total number of occurrences
of a symbol divided by the total number of events in the log). In our exam-
ple, the automaton is based on an sequence database containing the single se-
quence 〈a, b, b, c〉, hence the global symbol distribution is P (a) = P (c) = 14 and
P (b) = 12 , which is the prediction for any state not present in the automaton.
3.5 Next-Element Prediction using Process Discovery
We will now describe how process discovery methods can be used for the
purpose of next-element prediction. First, we will describe how to make
next-element predictions with any given Petri net in Section 3.5.1. Secondly,
in Section 3.5.2 we present how to actually obtain a Petri net based on train-
ing sequences, by giving a brief overview of the different process discovery
algorithms that are considered in this paper.
3.5.1 Next-Element Prediction using a Petri net
To use a Petri net APN as next-symbol predictor, we for now assume that we
have a method f to map a prefix to a marking m. We start with a training
phase in which we deduce a probability distribution over symbols Σ based
on sequence database L for each marking m of APN that is reached when
replaying L (using f). After the training phase, when making a prediction with
Petri net APN for a given prefix σ, we again map the prefix to a marking m
in APN and predict the next symbol according to the probability distribution
that we had learned for m. We propose a two-step approach for the training-
phase:
1. We compute the most likely markings in Petri net APN for all observed
prefixes of training sequences L.
2. For each marking reached we compute a probability distribution describing
the possible next elements Σ → [0, 1].
We describe these two steps in detail in the upcoming paragraphs.
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α3 :
a b
t1 t2
α4 :
a b ≫ e
t1 t2 t4 t6
Fig. 6: Two optimal prefix-alignments (α3 and α4) w.r.t. the accepting Petri
net of Fig. 2 for the prefixes 〈a, b〉 and 〈a, b, e〉 respectively.
Computing Prefix-Based Markings in a Petri net. To deduce what symbols
are able to follow a prefix σ, using a Petri net APN as a sequence model,
we obtain a marking of the model that is corresponds to firing the given
prefix σ in the Petri net. A naive approach to this problem is to play the so-
called “token-game”. In the token-game, starting from the initial marking, we
simply fire enabled transitions in such a way that we obtain a firing sequence
γ∈T ∗ that projected on ℓ equals σ, and marks some arbitrary marking m in
APN . Such an approach works, as long as the observed prefix actually allows
us to reach a marking m, i.e. the prefix should fit the model. Furthermore,
in case the Petri net contains multiple transitions describing the same label,
i.e. t, t′∈T with t 6=t′ and ℓ(t)=ℓ(t′), such a strategy becomes more complex
and potentially leads to ambiguous results. Therefore, we propose to calculate
prefix-alignments, as introduced in Section 2.3.3, as they provide a natural
solution to the two aforementioned problems.
Consider Fig. 6 in which we depict two prefix-alignments of two different
prefixes of words, i.e. 〈a, b〉 and 〈a, b, e〉 in the context of the example accepting
Petri net, depicted in Fig. 2. It is easy to see that the word 〈a, b〉 complies
with a prefix as described by the model. Hence, the leftmost prefix-alignment
describes that sequence 〈t1, t2〉 is a firing sequence explaining the observed
activity sequence 〈a, b〉. Observe that, indeed, ℓ(t1) = a and ℓ(t2) = b, and
[p1]
〈t1,t2〉
−−−−→ [p3, p4].
For sequence 〈a, b, e〉 however, we observe that it does not directly com-
ply with a prefix as described by the model. The rightmost prefix-alignment
describes that sequence 〈t1, t2, t4, t6〉 is a firing sequence that most accurately
describes the observed behavioral sequence in terms of the model. In this case,
it states that the best possible way to explain the observed behavioral se-
quence, by means of assuming that label d was not observed, whereas it was
supposed to happen (as represented by the (≫, t4)) move. Nonetheless, like in
the case of prefix 〈a, b〉, we obtain a valid firing sequence in the model, that
yields us with a marking of the model, i.e. in this case [p1]
〈t1,t2,t4,t6〉
−−−−−−−→ [p6].
Generating a Marking-Based Distribution of Possible Next Elements. Recall
the example alignment depicted in Fig. 6, related to prefix 〈a, b〉, i.e. the
leftmost prefix-alignment. In marking [p3, p4] that corresponds to the prefix-
alignment we observe that only transition t4 is enabled, which is labeled d.
Therefore, when making a prediction for 〈a, b〉 on this Petri net we predict
next symbol d with probability 1. However, the task becomes non-trivial when
making a prediction for a prefix that corresponds to a marking from which
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more than one transition in enabled. We now continue by proposing two ways
to generate a probability distribution describing the next element for each
marking, that deal with the problem of multiple enabled transitions in differ-
ent ways:
1. Model-driven probability distribution generation For a markingm, we inves-
tigate which transitions are enabled in the model, using a uniform distribu-
tion over the enabled transitions. Based on this uniform distribution over
the transitions we calculate the corresponding (not necessarily uniform)
categorical distribution over the symbols.
2. Data-driven probability distribution generation For a marking m, we de-
termine (not necessarily uniform) categorical distribution over the enabled
transitions. Based on this categorical distribution over the transitions we
calculate the corresponding categorical distribution over the symbols.
Model-Driven Probability Distribution Generation. Consider prefix 〈a, b, d〉
and the same Petri net, leading to prefix-alignment 〈(a, t1), (b, t2), (d, t4)〉. Ob-
serve that we fetch corresponding marking [p4, p5]. We observe two enabled
transitions from this marking: t5 and t6, Therefore, the uniform distribution
over these two transitions describes firing either one of the two with proba-
bility 12 . However, ℓ(t5) = τ , i.e. t5 is not observable. In fact, after firing t5,
yielding marking [p6], we observe that transitions t7, t8 and t9 are enabled,
all of which do have an observable label. Hence, the true set of symbols that
can be observed after prefix 〈a, b, d〉 with non-zero probability is e, f , g and
h. Since we assume the probability distribution over the transitions to be uni-
form, we observe label e with probability 12 , and labels f , g and h, each with
probability 12 ·
1
3 =
1
6 (i.e., probability
1
2 to fire t5 from [p4, p5] and reach
[p6] and probability
1
3 for each of the three labels from [p6]). In the previous
example, deriving the exact occurrence probabilities of the different labels is
easy, however, in general, it is possible to generate longer transition sequences
solely consisting of transitions t with ℓ(t) = τ . In some cases, such sequences
can even be of arbitrary length. We therefore resort to Monte Carlo simulation
to approximate the corresponding categorical distribution over the symbols Σ.
For a given marking m ∈ B(P ) in an accepting Petri net APN , ω(m) =
{t|t ∈ T ∧•t ⊆ m} denotes the set of enabled transitions. We, correspondingly,
let probability mass function probm : T → [0, 1] assign a firing probability to
each transition that is enabled from marking m, such that Σt∈ω(m)probm(t) =
1. We assume this probability distribution over the enabled transitions to be
a uniform categorical distribution, i.e. probuniformm (t) =


1
|ω(m)| if t ∈ ω(m),
0 otherwise.
We maintain a counter c : Σ → N, with initially c(a) = 0, ∀a∈Σ Starting
from marking m in Petri net APN we pick an enabled transition at random
according to probability distribution probuniformm . Whenever that transition has
a corresponding visible label, we count it as the next element, i.e. if ℓ(t) = a,
then c(a) ← c(a) + 1. If it relates to an unobservable transition, we fire it,
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leading to a new marking m′ and apply the same procedure, i.e. picking a new
enabled transition from probuniformm′ , up-until we select a transition that has a
visible label. Assume we apply the aforementioned procedure K times (with
K the number of Monte Carlo iterations) then the probability of observing a
certain label a is equal to c(a)
K
.
Data-Driven Probability Distribution Generation. We consider the model-
driven probability distribution to be the probability distribution that is vi-
sually implied by the process model, i.e., the information that the process
model visually suggests to the user. However, from an accuracy point-of-view
it might be better to fit the categorical distribution over the enabled transi-
tions for each marking, instead of assuming this distribution to be uniform.
Therefore, we present the data-driven approach in which we compute an em-
pirical distribution probempiricalm after discovering a process model based on the
training sequences. This is rather straightforward: for each prefix of each word
in the training log we compute a prefix-alignment to obtain the corresponding
marking m in the discovered Petri net APN . Subsequently, we investigate the
transition that we need to fire next, in order to explain the next character
observed in the word. Hence, we base probempiricalm on how often each enabled
transition t ∈ ω(m) was fired when this marking was reached in the training
log.4 This leads to a probability mass function for each marking in the model
that is trained/estimated based on the training data. We again apply the same
Monte Carlo sampling approach to transform probempiricalm into a probability
distribution over the next element, instead of over the next transition.
We have implemented both the Petri-net-based probabilistic classifier
based on probuniformm and the one based on the trained prob
empirical
m and they
are openly available as part of the ProM process mining toolkit [31] in the
package SequencePredictionWithPetriNets5.
Finally, note that, for the purpose of this paper, we assume the fact that
given a prefix and a process model, we are able to obtain the corresponding
marking in the accepting Petri net. However, the prediction technique itself
is more general and could be used with any alternative approach to obtain a
marking in a Petri net given a given a prefix.
3.5.2 Several Process Discovery Algorithms
Several approaches have been introduced in the process mining field to algo-
rithmically extract a process model from a sequence database (See [1] and [12]
for an overview). Here, we introduce the main concepts and ideas behind
several process discovery algorithms that we will use in the comparative ex-
periments.
4 Alternatively we are able to store a distribution of labels directly in correspondence
with marking m. However, in such case, the predictor allows us to predict labels which are
in fact not described by the process model in the corresponding marking.
5 https://svn.win.tue.nl/repos/prom/Packages/SequencePredictionWithPetriNets/
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Inductive Miner [52, 53]
The Inductive Miner (IM) [52] is a process discovery algorithm that in a first
step extracts a so-called directly-follows graph from the sequence database.
This directed graph consists of vertices that represent symbols from the log
and edges that indicate whether two edges directly follow each other in one of
the sequences of the dataset. Edges are annotated with frequency information,
i.e., the edge weight corresponds to the number of times one symbol directly
follows another symbol. This closely links the directly-follows graph to a 1st-
order Markov chain. In a second step, so-called cuts are detected by detecting
groups of symbols such that all their connecting edges have the same direction.
Based on these cuts, a process model in a tree-based process model notation
called a process tree [22] is extracted from the directly-follows graph. A process
tree is always be transformed to a sound Petri net.
The Inductive Miner infrequent (IMf) [53] is a variant of the IM algorithm
that is designed to be able to deal with noisy sequence databases. The IMf
algorithm follows the same cut detection procedure as the IM algorithm, but
it first filters the directly-follows graph by removing the edges of which the
corresponding frequency is less that a certain threshold ratio of the number of
sequences, where this threshold is referred to as the noise threshold.
Heuristics Miner [78]
The Heuristics Miner (HM) [78] defines a set of heuristics to deduce sequen-
tial relations, loop relations, long-term relations, and concurrency relations
between symbols in the sequence database. These heuristics are defined in
terms of the frequency of certain patterns in the data. The extracted set of
sequential, loop, long-term, and concurrency relations are transformed into a
process model notation that is called a heuristics net. A heuristics net can be
transformed into a Petri net, however the resulting Petri net is not guaranteed
to be sound: it may contain deadlocks as well as improper completion.
Split Miner [11]
The Split Miner (SM) [11] is similar to the HM algorithm in the sense that it
defines a set of heuristics to extract a set of relations between symbols. The
name of the algorithm originates from the fact that the extracted relations are
used to create a process model in BPMN [60] notation where the extracted
relations are used to determined where in the model the AND-splits (concur-
rency) and the XOR splits (exclusive choice) should be positioned. The authors
show that it is a difficult problem to determine the types of joins corresponding
to these splits. Therefore, as a pragmatic solution, the OR-join is used to join
all types of splits. This yields a valid BPMN model, but may lead to model
with improper completion when the resulting BPMN models are transformed
to Petri nets.
ILP Miner [80, 83]
In ILP-based process discovery, the sequence database is translated into a
prefix-closure, i.e. a set containing all sequence from the database as well as
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all their prefixes. The prefix-closure forms the basic set of constraints of an
Integer Linear Program (ILP). The body of constraints makes sure that each
solution of such an ILP, corresponds to a place in the resulting Petri net, that
allows for all the behaviour observed in the sequence data base. In this way, the
process discovery problem is turned into a mathematical optimization problem
to find the minimal set of places that are needed to constrain the behavior of
the process model to the behavior that was observed in the sequence database.
Several variations of the basic scheme exist, that allow us to pose a variety of
formal properties w.r.t. the discovered models.
Evolutionary Tree Miner [22, 23]
The Evolutionary Tree Miner (ETM) [22, 23] is a process-tree-based process
discovery algorithm, like the IM algorithm. The ETM uses an multi-criteria
evolutionary algorithm to optimize towards a process model that scores well on
a set of quality criteria. These quality criteria amongst others include fitness
and precision that we introduced in Section 2.
Indulpet Miner [54]
The Indulpet miner is another process-tree-based process discovery algorithm
that aims to address the shortcomings of the IM algorithm by combining
several existing process tree mining algorithms. The Indulpet miner starts
with applying the IM algorithm. For local parts of the process where the IM
algorithm fails to deduce any precise process fragment, a novel bottom-up
recursion approach is applied, but only for the part of the parts of the dataset
that were not already described by the IM. A pattern mining algorithm called
the local process model (LPM) miner [71, 73] to those parts of the dataset that
are still not described in a precise manner after the bottom-up procedure. The
LPM miner mines frequent patterns of behavior that are expressed in the form
of process trees. The ETM algorithm is then used, seeded with the mined set
of frequent LPM patterns, to stitch together the patterns into a single model.
The process tree notation makes it easy to combine the initial IM model with
the models that are created in the later stages: the later models simply become
a subtree of the model of the previous stage.
3.6 Summary of Sequence Modeling Methods and Discussion
Many of the sequence models that we discussed in the previous sections concep-
tually consist of several common sub-procedures: 1) determining the structure
of the model, thereby creating a set of model states, 2) optimizing weights or
parameters that determine how these model states map to prediction outputs,
and 3) when making prediction for a prefix, map the prefix to a state and make
the prediction using that state. Different sequence models often differ in the
exact algorithms that are used to execute these three sub-procedures. Tab. 2
gives an overview of the algorithms for these three sub-procedures for several
sequence models.
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Table 2: An overview of several tasks related to sequence models.
Sequence model Model structure
State-to-output
(training time)
Prefix-to-state
(prediction time)
RNN Hyper-parameter opt. SGD + backpropagation Forward pass
HMM Hyper-parameter opt. BaumWelch algorithm Viterbi algorithm
Process model Process discovery Section 3.5 Prefix-alignments
The model structure in the case of RNNs consists of the number of lay-
ers, the number of units per layer, and the architecture of the network. These
elements are often decided through careful hand-tuning or can alternatively
be automated using a hyper-parameter optimization technique. In an HMM
this concerns the number of latent variables, which likewise is often selected
through hyper-parameter optimization. In the case of a Petri net, the states
of the model are its markings. Therefore, process discovery can be seen as
an automated approach to determining the model structure for a process-
model-based predictor. Process discovery can, therefore, be seen as analogous
to hyper-parameter optimization in RNNs and HMMs. Like RNNs and HMMs
can be hand-tuned instead of automated hyper-parameter optimization, like-
wise process models can be hand-modeled instead of discovered automatically.
The Baum-Welch algorithm is a well-known algorithm to learn the transi-
tion and emission probability parameters of an HMM based on some training
data. By determining these parameters, it becomes fixed how a certain state
maps to a certain prediction, i.e., according to its emission probabilities. That
means that all that is left in order to make a prediction for a given prefix
with an HMM is to determine the most likely state for that prefix. For a
process-model-based predictor we proposed two approaches in Section 3.5 to
determine the prediction that should be made for a given model state.
The Viterbi algorithm is a well-known algorithm to determine the most
likely sequence of hidden states in an HMM given a prefix or sequence. The
last hidden state of such a sequence of hidden states that the Viterbi algorithm
returns for a prefix can, therefore, be seen as the most likely state for that
prefix. Predictions can be made with an HMM by determining the most likely
state for a prefix using Viterbi and then predicting according to the emission
probabilities that were provided for that state by the Baum-Welch algorithm
during training. In process models, (prefix-)alignments are the common way to
determine a sequence of model steps given a prefix or sequence. This creates an
analogy between the Viterbi algorithm for HMMs and the alignment algorithm
for process models.
It is important to highlight one crucial difference between Viterbi and
alignments: while the Viterbi algorithm provides the most likely sequence of
hidden states in an HMM given sequence σ, alignments only provide a sequence
of steps in a process model that deviates the least from σ, i.e., no probability
information is used to determine the sequence of steps in an alignment. In
order to be truly analogous to Viterbi, alignments would need to return not
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Fig. 7: An overview of the experimental setup.
only the sequence of steps through the process model that deviates the least
from σ, but it should additionally need to provide themost likely one according
to model probabilities when there exist multiple least-deviating sequences of
model steps. Several steps have been made towards computing probabilistic
alignments [7, 8, 48]. However, the approaches in [7, 8] are heuristic-based
and they have been shown to fail to produce the most probable alignment
under certain conditions [48]. The probabilistic alignment approach of [48]
requires not one optimal alignment but instead requires the computation of
all optimal alignments, which is computationally intractable. Furthermore, the
probabilistic alignment approaches of [7, 8, 48] have so far not been generalized
from alignments to prefix-alignments. Therefore, we resort to non-probabilistic
alignments in the experimental comparison in this paper. In the same time,
probabilistic prefix-alignments form a relevant research direction in order to
develop a true Viterbi-equivalent for process models and to overcome this
limitation in the future.
4 Experimental Setup
Fig. 7 gives a high-level overview of the experimental setup that we employ
to compare the sequence modeling methods. First, for each combination of
modeling method and sequence database we make a sequence-level random
split into 23 training sequences and
1
3 test sequences. After generating the
model on the training sequences we evaluate how well the actual next element
predicted for each prefix in the test sequences fits the probability distribution
over all possible next elements according to the model.
For each combination of sequence database and modeling technique we
repeat the experiment three times (with different random splits) to prevent
that the results are too dependent on the random sampling of the sequence
database into train and test split and over these three results we calculate the
95% confidence interval around the model performance.
The performance measure that we use to assess the model performance is
called Brier score [20], which is a well-known measure to evaluate a probabilis-
tic classifier and it can intuitively be interpreted as being the mean squared
error of the predicted likelihoods over all symbols.
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We now continue by giving an overview of the sequence databases used
for the evaluation in Section 4.1 and describing the configurations and the
implementations that were used for the sequence models in Section 4.2.
4.1 Sequence Databases
We evaluate the generalizing capabilities of process discovery techniques and
sequence modeling techniques on four real-life sequence databases:
– TheReceipt phase6 sequence database from the WABO project, contain-
ing 8577 events of 27 symbols originating from 1434 cases of the receipt
phase of the building permit application process at a Dutch municipality.
– The BPI’127 sequence database which contains cases from a financial loan
application process at a large financial institute, consisting of 164506 events
divided over 13087 sequences and 23 symbols
– The SEPSIS8 sequence database [56], containing medical care pathways
of 1050 sepsis patients, for which in total 15214 events were logged from
16 different symbols.
– The NASA9 sequence database [51], which contains method-call-level
events that each describe a single run of an exhaustive unit test suite
for the NASA Crew Exploration Vehicle (CEV)10. The dataset consists of
2566 sequences consisting of 36819 events in total over 47 symbols.
4.2 Configurations and Implementations
We apply all the sequence modeling techniques that we introduced in Section 3.
Additionally, we include a sequence compression algorithm in the evaluation. It
has been shown [79] in the information theory field that the tasks of prediction
and compression are closely related, and that good compression methods are
also good prediction methods. Gopalratnam and Cook [41] adapted the well-
known LZ78 compression algorithm [85] to make it usable in a predictive way,
calling the prediction approach Active LeZi.
Most of the sequence modeling methods have several hyper-parameters
that can be manually selected or automatically tuned in order to achieve good
performance on a given dataset. For instance, in the case of HMM, the number
of hidden states needs to be selected. The performance of the sequence mod-
eling methods (AKOM, HMM, RNN, GRU, and LSTM) can highly depend
on the chosen configuration of hyper-parameters. Therefore, we conduct an
optimization procedure for these methods to find the best-performing param-
eter setting before building the final model. To this end, we split the set of
6 https://doi.org/10.4121/uuid:a07386a5-7be3-4367-9535-70bc9e77dbe6
7 https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
8 https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
9 https://doi.org/10.4121/uuid:60383406-ffcd-441f-aa5e-4ec763426b76
10 http://babelfish.arc.nasa.gov/hg/jpf/jpf-statechart
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Table 3: Definition of the hyper-parameter search spaces for the sequence
modeling methods.
Method Procedure Parameter Considered values
RNN, GRU, LSTM TPE
n layers {1, 2, 3}
layer size [10, 150]
batch size {23, 24, 25, 26}
dropout [0, 0.5]
l1 [0.00001, 0.1]
l2 [0.00001, 0.1]
AKOM grid search k {1, 2, ...,19}
HMM grid search
n states to |Σ| ratio {0.1, 0.5, 1.0, 1.5, 2.0, 3.0, 5.0}
regularizer {None , l2, l∞}
Automaton-based grid search
type {seq ,mult , set}
k {1, 2, ...,19}
training sequences further into two parts using a random split, resulting in a
80% inner training set (53% of original sequences) and a 20% validation set
(13% of original sequences). We then test multiple parameter configurations
by training the model on the inner training set and measuring the performance
on the validation set. We choose the configuration that achieved the best Brier
score on the validation set and use these parameter settings to build the final
model on all training sequences.
The hyper-parameters included in the optimization procedure and the con-
sidered values for these parameters are shown in Tab. 3. As the parameter
space for AKOM, HMM, and the abstraction-based approach is rather small,
we perform a grid search for these methods, testing all the possible combi-
nations of the considered values. In case of the neural-network-based models
we employ a state-of-the-art hyper-parameter optimization that is called tree-
structured Parzen estimator (TPE) [15]. The TPE optimizer is necessary for
the case of neural networks since the high dimensionality its hyper-parameter
search space makes a grid search impractical. TPE is a sequential model-based
optimization procedure that in each iteration selects a parameter configuration
for testing according to predefined distributions for each parameter.
4.2.1 Neural Networks
For the neural-network-based approaches (RNN, GRU, and LSTM) we use
their respective implementations provided in the Keras11 Python deep learn-
ing library. For each of these types of neural networks we explore multiple
architectures described later in this subsection. We optimize the weights of
the models using Adam [47], which is a recent variant of stochastic gradient
descent that has empirically shown te perform well. Furthermore, we apply
early stopping, i.e., we stop training the neural network if no performance
11 https://keras.io
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improvement has been seen for 20 training iterations in a row. Early stopping
can help to reduce or prevent overfitting by preventing the model weights to
take values that represent specific characteristics of the training data that do
not generalize to the test data. Architecture choices such as the number of
layers of the neural network and the number of units per layer are left to the
hyper-parameter optimization procedure (as shown in Tab. 3, together with
the learning rate parameter which determines how large steps the gradient
descent weight optimization procedure takes in the direction of the gradient.
Finally, the hyper-parameter optimization procedure includes dropout, l1 and
l2, which are three types of model regularization that can help to prevent over-
fitting by punishing overly complex weight structures of the neural network,
thereby applying Occam’s razor and steering the neural network towards sim-
pler solutions. The code to train and evaluate the neural network architectures
is available in a Github repository that accompanies this paper.12
4.2.2 Markov Models
For the Markov chains we apply the first-order as well as second-order Markov
chain. We have implemented the Markov chain predictors and the AKOM
model ourselves and the code is publicly available in the Github repository.12
For the AKOM model we optimize the hyper-parameter k using grid search.
For Hidden Markov Models (HMM), we use the hmm.discnp13 library in R.
We perform a grid search hyper-parameter optimization to select the number
of hidden states of the HMM as well as the type of regularization that is used
to prevent the model from overfitting.
4.2.3 Grammar Inference
For the spectral learning grammar inference technique we use the imple-
mentation that is provided in the Python spectral learning toolkit Scikit-
SpLearn [10]. The implementation of train-test procedure that makes use of
this code is included in the Github repository that accompanies this paper. 12
4.2.4 Automaton-based Approaches
The automaton-based next-element prediction techniques have been imple-
mented in the Python process mining library pm4py14. We perform a grid
search hyper-parameter optimization to select the type of abstraction that is
used for the automaton (i.e., set, multiset, or sequence abstraction) and the
window size parameter k.
12 https://github.com/TaXxER/rnnalpha
13 https://CRAN.R-project.org/package=hmm.discnp
14 http://pm4py.org/
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4.2.5 Process Model Approaches
For the next-element predictors based on Petri nets we apply the process
discovery techniques that were described in Section 3.5.2 with their default
parameter settings, unless were we will explicitly state a different parameter
value. Hyper-parameter optimization of the process discovery techniques for
process-model-based prediction is not possible due to the computational time
needed to make process-model-based prediction (mainly due to the computa-
tion time needed to calculate prefix-alignments). However, in general, hyper-
parameters are not as omnipresent for process discovery approaches as opposed
to machine learning techniques. For hyper-parameters that are of vital impor-
tance to the success of process discovery, such as the frequency threshold of
the Inductive Miner, we will test and report the performance using several set-
tings. The experiments with the process-model-based predictors are performed
using their implementation in SequencePredictionWithPetriNets15 package of
the ProM process mining toolkit [31].
5 Results
Tab. 4 shows the results in terms of Brier score on the four datasets for each
of the techniques. The worst Brier score value of each µ-column in the table is
colored in red and the best value is colored green, with the other values taking
an intermediate color. In the CI columns, the color represent the consistency
of the approach: if the 95%-CI range has a small width (i.e., if the method
performed very consistently amongst the three runs), then the cell is colored in
green and otherwise in red. Two baseline methods are included in the table: the
random guessing baseline corresponds to predicting the equal probability to
each symbol (i.e., predicting according to a uniform categorical distribution),
while the proportional guessing baseline corresponds to predicting according
to the frequency distribution of symbols in the training sequences.
Overall, the three neural network types, AKOM, and the automaton-based
approach have the lowest error in terms of Brier score, with only very small
differences between their accuracies. AKOM is the best performing sequence
model on average on three of the four datasets, with GRU being the best per-
forming sequence model on average on the NASA software log. The confidence
interval around the mean Brier score for the neural network methods turns out
to be wider than for AKOM and the automaton-based predictor, meaning that
while their mean Brier scores are similar, the neural networks were impacted
to a larger degree by the random splits into training and test data. This might
indicate that the neural network approaches are more prone to overfitting the
training data, even though we applied regularization to prevent overfitting and
used hyper-parameter optimization to select the degree of regularization.
On all four datasets the Brier scores for the aforementioned methods are
considerably better than for the process-model-based approaches and than
15 https://svn.win.tue.nl/repos/prom/Packages/SequencePredictionWithPetriNets/
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Table 4: The mean of Brier score and the 95% confidence interval (ranging
from µ± CI ) for each combination of method and dataset.
Method Receipt Phase BPI’12 SEPSIS NASA
µ CI µ CI µ CI µ CI
Baselines Methods
Random guessing 0.0381 0.0010 0.0417 0.0000 0.0620 0.0061 0.0213 0.0001
Proportional guessing 0.0336 0.0009 0.0402 0.0000 0.0542 0.0002 0.0209 0.0001
Process Mining: Process Discovery with Uniform Distribution per Marking
IM [52] 0.0338 0.0018 0.0314 0.0013 0.0612 0.0053 0.0207 0.0003
IMf 20% [53] 0.0224 0.0015 0.0293 0.0001 0.0486 0.0011 0.0152 0.0001
IMf 50% [53] 0.0191 0.0037 0.0390 0.0005 0.0759 0.0085 0.0211 0.0006
HM [78] 0.0245 0.0008 0.0258 0.0004 0.0442 0.0005 0.0177 0.0004
SM [11] 0.0262 0.0022 0.0252 0.0002 0.0574 0.0026 0.0160 0.0002
ILP [83] 0.0167 0.0012 0.0413 0.0037 0.0526 0.0013 0.0232 0.0013
ETMd [22] 0.0196 0.0028 0.0287 0.0028 0.0526 0.0013 0.0197 0.0004
Indulpet [54] 0.0249 0.0010 0.0429 0.0059 0.0578 0.0024 0.0205 0.0043
Process Mining: Process Discovery with Trained Distribution per Marking
IM [52] 0.0255 0.0027 0.0287 0.0011 0.0455 0.0035 0.0202 0.0002
IMf 20% [53] 0.0152 0.0015 0.0293 0.0001 0.0395 0.0014 0.0106 0.0003
IMf 50% [53] 0.0153 0.0009 0.0347 0.0009 0.0664 0.0017 0.0207 0.0005
HM [78] 0.0181 0.0007 0.0231 0.0003 0.0372 0.0013 0.0159 0.0006
SM [11] 0.0099 0.0006 0.0226 0.0001 0.0513 0.0026 0.0155 0.0002
ILP [83] 0.0167 0.0012 0.0445 0.0059 0.0512 0.0013 0.0232 0.0012
ETMd [22] 0.0114 0.0010 0.0263 0.0059 0.0396 0.0013 0.0195 0.0002
Indulpet [54] 0.0153 0.0041 0.0441 0.0050 0.0451 0.0102 0.0195 0.0025
Process Mining: Automata Based prediction
Automaton-based (Section 3.4) 0.0072 0.0002 0.0120 0.0000 0.0283 0.0004 0.0052 0.0000
Machine Learning: Neural Networks
RNN 0.0072 0.0007 0.0159 0.0003 0.0277 0.0000 0.0048 0.0001
LSTM 0.0075 0.0012 0.0122 0.0000 0.0277 0.0008 0.0049 0.0002
GRU 0.0073 0.0008 0.0127 0.0001 0.0277 0.0004 0.0048 0.0000
Machine Learning: Compression
Active LeZi [41] 0.0128 0.0004 0.0182 0.0011 0.0331 0.0002 0.0088 0.0004
Markov Models
1st-order Markov chain 0.0114 0.0007 0.0207 0.0000 0.0342 0.0002 0.0066 0.0000
2nd-order Markov chain 0.0110 0.0001 0.0135 0.0000 0.0313 0.0003 0.0052 0.0000
AKOM [62] 0.0070 0.0000 0.0119 0.0000 0.0262 0.0003 0.0049 0.0000
Hidden Markov Model 0.0184 0.0019 0.0188 0.0017 0.0340 0.0009 0.0081 0.0009
Grammar Inference
Spectral Learning [13] 0.0195 0.0001 0.0370 0.0004 0.0480 0.0010 0.0207 0.0002
grammar inference, meaning that they provide considerably more accurate
probability distributions over the next event for prefixes from previously un-
seen sequences. This finding is independent of whether uniform categorical
distributions or trained categorical distributions were used for the process
models.
The results also show that learning a categorical probability distribution
over the enabled transitions for each marking from the training data leads to
more accurate predictions on the test data compared to the approach where we
assumed the categorical probability distribution over the enabled transitions
to be uniform. Note, however, that in the process mining field the discov-
ered process models are often used to communicate with process stakeholder
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about the business process, and that the process model discovered with pro-
cess discovery typically have no branching probabilities shown in the model.
Therefore, one could say that the uniform distribution matches the graphical
representation of the Petri net. The Split Miner [11] is the best performing
process discovery technique on two of the four logs when we learn the prob-
ability distribution per marking from the training data, with on the other
logs the Heuristics Miner [78] and the Inductive Miner with 20% filtering [53]
being the best approach. An interesting observation can be made about the
Indulpet Miner [54], which does not perform well on average performs but has
a very large 95%-CI for all three logs, indicating that for some of the ran-
dom train/test-splits the method generates quite accurate predictions but for
others very inaccurate ones.
The spectral learning grammar inference performs similarly to the process
discovery techniques when training the distribution per marking. This shows
that the techniques from the grammar inference field and from the process
mining field, which both have the aim to generate human-interpretable se-
quence models, are less accurate than the machine learning techniques that
have no goal of interpret-ability and focus solely on accuracy.
The prediction accuracy of the automaton-based techniques from the pro-
cess mining field is remarkable, since these techniques are still somewhat in-
terpretable: the simple nature of the abstraction functions that we introduced
in Section 3.4 imply that the resulting automaton has interpretable states.
Furthermore, techniques exists to transform this automaton into a Petri net
(see [2]). Note that in some sense, AKOM could also be argued to be an inter-
pretable model in the sense that for a given prediction it can be easily be traced
back what caused the model to make this prediction by looking up the state in
the Markov model that was used to make the prediction. However, if we put
the threshold for interpretability at a stronger notion of interpretability: ”can
we get insight into the model behavior by looking at the model” instead of
”can we trace back the reason why a model made a certain prediction”, then
AKOM does not yield an interpretable model since it consists of k individual
Markov models that would each need to be comprehended to understand the
understand the model behavior. The automaton-based predictors based on set,
multiset, and sequence abstraction fit both notions of interpretability.
6 Related Work
We group related work into several directions of related work. Measures for
generalization from the process mining field are one area of related work, which
we discuss in Section 6.1. Another area of related work is predictive business
process monitoring, which we discuss in Section 6.2. Finally, in Section 6.3
we discuss several sequence prediction techniques that predict only the single
most likely next element instead of predicting a probability distribution over
all possible next elements.
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6.1 Measuring Generalization
The work presented in this paper is closely related to the challenge of measur-
ing precision in process mining. In the process mining field, generalization is
often defined as “the likelihood that the process model is able to describe yet
unseen behavior of the observed system” [22]. This definition is noticeably dif-
ferent from the definition of generalization in the machine learning field. The
process mining definition of generalization is an asymmetric one: it specifies
the model should ideally allow for sequences from the test set, but it does not
specify that the models should not allow for sequences that are not in the test
set. A consequence of this definition is that a model that allows for all behav-
ior is the most generalizing one. In contrast, in the machine learning field it
is common to have a more probabilistic notion of generalization: the model
should specify a probability distribution over sequences that make sequences
in the test set likely (and as a probability distribution has to sum to 1, an
effect is that other sequences should be unlikely).
Several generalization measures have been proposed in the process mining
field that quantify the degree to which a given process model generalizes the
behavior that is observed in a given sequence dataset [4, 21, 33]. All of these
measures calculate the generalization of the process model with respect to
the same sequence database from which the process model was discovered. In
contrast, in the machine learning field it is common to measure generalization
by splitting the data into a separate training set that is used to learn the
model and a test set on which it is evaluated how well the model fits this data.
Because the test set is disjoint from the training set, the fit between model
and test set can be considered to measure the generalization of the model to
the test data.
6.2 Predictive Business Process Monitoring
The predictive business process monitoring is a research field that is con-
cerned with sequence predictions within the application domain of business
process management. The field focuses on several prediction tasks for ongo-
ing instances of a business process, including prediction of an outcome of the
process instance [30, 75], prediction of the remaining time of a process in-
stance [32, 66, 72], predicting deadline violations [61], and, most relevant to
this work, prediction of the coming business activities with a running instance
of a business process [69, 72].
Several approaches have been proposed in the literature to tackle the chal-
lenge of predicting the next business activity in ongoing instances of a business
process. Often events are considered to be multi-dimensional, i.e., there are ad-
ditional attributes that describe the events in addition to only the business
activity. Some of the methods encode the available data as a feature vector,
and subsequently apply a classifier to predict the next event [63, 76, 57]. Other
techniques discover a process/sequence model from the control-flow using se-
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quential pattern mining [25], Markov models [49] or a Probabilistic Finite
Automaton [19]. Often, as a second step after discovering the process model,
classifiers are built for each state in the model, enabling the inclusion the data
payload of the ongoing case into the prediction process [25, 49]. In [68], the
authors propose a recommendation engine that allows to predict the busi-
ness activity based on the assumption that a process model of the underlying
process is known. As a consequence, a collection of possible next elements
is assumed to be known/given. The recommendation engine allows the user
to compute the best possible next element from the given collection, that is
expected to most positively impact a user-specified KPI.
Rogge-Solti developed several techniques [65, 67, 66] to predict the remain-
ing cycle time using stochastic Petri nets (SPN) and generalized stochastic
Petri nets (GSPN) [6]. These SPNs and GSPNs closely link to the Petri nets
with probability that we introduce in this work, however, there is an important
difference: where the Petri nets in our work define a categorical probability
distribution over the next transition, SPNs and GSPNs define a continuous
probability distribution that specifies the timing of transition firings. SPNs
and GSPNs thereby only implicitly specify an ordering: transitions that are
likely to fire soon are more likely to be the next transition to fire. Further-
more, the work of Rogge-Solti applies these SPN and GSPN models only for
the prediction of the remaining cycle time and does not address next-element
prediction for unfinished sequences.
More recently, deep learning approaches, i.e. in particular Long Short-Term
Memory (LSTM) unit based networks, have been applied in the context of next
element prediction [38, 58, 72]. However, none of these studies compare their
method to existing process discovery techniques. Therefore, in this work we
aim to bridge this gap by comparing the most widely used representatives
from the sequence modeling field to well-known process discovery techniques.
Furthermore, while most of the next element prediction methods strive for a
high accuracy for a given process instance, our focus in this paper is on assess-
ing the generalizing capabilities of the sequence modeling/process discovery
techniques in terms of control-flow.
6.3 Non-probabilistic Sequence Classification
In this paper we have focused on sequence models where the next-element
predictions are probabilistic, i.e., that provide the probability distribution over
the set of possible outcomes instead of simply giving the single most likely
outcome. Several methods from the data mining community focus solely on
predicting the single most likely next element of a sequence without generating
the whole probability distribution, i.e., non-probabilistic sequence models.
One of such non-probabilistic sequence prediction algorithms is the com-
pact prediction tree (CPT) [42] algorithm, which was later improved to the
computationally more efficient CPT+ algorithm [43]. The CPT and CPT+
algorithms generate a tree-based data structure that makes a lossless compres-
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sion from the training data which can be used at prediction time to efficiently
search for the most likely next element.
7 Conclusions & Future Work
In this work we proposed two techniques to use process mining techniques as
generative sequence models we have introduced two ways in which (discovered)
Petri nets can be used as probabilistic classifiers to predict the next element
for a given prefix of a sequence: a uniform distribution approach, which uses
only the information that is visually communicated by the graphical represen-
tation of the Petri net, and an empirical distribution approach that optimizes
a categorical probability distribution per marking using a training log.
We have used these two techniques to use process mining methods as gen-
erative sequence models to perform a comparison of sequence modeling tech-
niques on a collection of four real-life sequence databases that spans three
research fields: grammar inference, process mining and machine learning. To
the best of our knowledge, there has so far been no comparative evaluation that
compares sequence modeling techniques from these different fields. Techniques
from the grammar inference field and from the process mining field have an
aim to generate human-interpretable sequence models, where machine learning
methods often have no aim to be interpretable and focus solely on accurate
predictions. We have found that overall, the black-box techniques from the ma-
chine learning field generate more accurate predictions than the interpretable
models from the grammar inference and from the process mining fields. This
shows that machine learning sequence modeling might be a better choice than
process discovery methods to model a business process when interpretability
of the model is not a requirement.
The main limitation of the current approach of process-model-based pre-
dictions lies in the non-probabilistic nature of prefix-alignments. We see prob-
abilistic prefix-alignments as a vital future area of research in order to more
accurately infer the categorical probability distributions over the next symbols
for each marking of the process model.
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