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GALOIS EXTENSIONS OF HEIGHT-ONE COMMUTING
DYNAMICAL SYSTEMS
GHASSAN SARKIS AND JOEL SPECTER
Abstract. We consider a dynamical system consisting of a pair of commuting
power series, one noninvertible and another nontorsion invertible, of height
one with coefficients in the p-adic integers. Assuming that each point of the
dynamical system generates a Galois extension over the base field, we show
that these extensions are in fact abelian, and, using results and considerations
from the theory of the field of norms, we also show that the dynamical system
must include a torsion series of maximal order. From an earlier result, this
shows that the series must in fact be endomorphisms of some height-one formal
group.
1. Introduction
The study of p-adic dynamical systems has seen increased interest over the past
two decades, reflected most recently in a new MSC category: Arithmetic and non-
Archimedean dynamical systems. This note is concerned with three overlapping
ways of looking at such systems—formal power series that commute under compo-
sition, iterated morphisms of the open p-adic unit disc, and galoisness of extensions
that are obtained by adjoining zeros of dynamical systems. Indeed, the proof of
the main result in this note can be viewed as relating commuting power series
to formal groups, analytic maps of the open unit disk to locally analytic galois
automorphisms, and galois towers to automorphism subgroups of residue fields.
1.1. Notation and motivation. Our power series have no constant term in order
for composition to be well defined and finitary. Also, their linear coefficients are
nonzero to exclude trivial cases. We adopt therefore some of the notation of [8].
Let g◦n be the n-fold iterate of g with itself under composition. For a commutative
ring R, let S0(R) = {g ∈ R[[x]] | g(0) = 0 and g′(0) 6= 0}. Let G0(R) = {g ∈
S0(R) | g′(0) ∈ R×} be the group of series that are invertible under composition.
Suppose F is a finite extension of Qp with ring of integers O, maximal ideal m,
and residue field κ = O/m. Denote by vF the unique additive valuation on any
algebraic extension of F normalized so that vF (F
×) = Z; for simplicity, vp will be
used instead of vQp . Let m
alg be the maximal ideal in the integral closure of O in
F alg, an algebraic closure of F .
The Newton Polygon of g(x) =
∑
aix
i ∈ O[[x]], denoted N (g), is the convex
hull of the sequence of points (i, vF (ai)). If N (g) has a segment of horizontal
length ℓ and slope λ, then g has, counting multiplicity, precisely ℓ roots in F alg
of F -valuation λ. We are interested in roots that lie in malg; these correspond to
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segments of the Newton polygon of negative slope. To that end, we define N−(g)
to be the portion of N (g) consisting of segments whose slopes are negative.
Let g¯(x) =
∑
a¯ix
i ∈ κ[[x]] be the coefficientwise reduction of g to κ. The
Weierstrass degree of g¯, denoted ordx(g¯), is defined to equal ∞ if g¯ = 0, and
min{i | a¯i 6= 0} otherwise; the Weierstrass degree of g is defined to equal ordx(g¯).
The p-adic Weierstrass Preparation Theorem (WPT) asserts that if ordx(g) < ∞
then there exists a unique factorization g(x) = P (x)U(x), where P (x) ∈ O[x] is
monic of degree ordx(g) and U(x) ∈ O[[x]] has a multiplicative inverse, and hence no
zeroes in malg. Moreover, the roots of P (x) and g(x) in malg coincide; consequently,
so do N (P ) and N−(g). See [5, Chapter IV] for a more details on Newton polygons.
If f, u ∈ S0(O) such that f is noninvertible and u is invertible, let
Λf (n) = {π ∈ m
alg | f◦n(π) = 0} and Λf = ∪n≥0Λf (n);
Λu(n) = {π ∈ m
alg | u◦p
n
(π) = π} and Λu = ∪n≥0Λu(n).
Observe that n ≥ 0, Λf(n + 1)\Λf(n) consists of roots of f(x) − π as π ranges
through Λf (n)\Λf (n− 1). Let Ωf (n) = Λf (n)\Λf(n− 1).
Although formal groups are not explicitly visible in our results, they provide
part of the motivation, which we discuss briefly next. We will call f, u ∈ S0(O)
a commuting pair if f is noninvertible and u is nontorsion invertible. Commuting
pairs share certain characteristic properties with formal group endomorphisms. For
example, Λf = Λu by [8, Proposition 3.2]. Also, ordx(f) is either infinite or a power
of p by [8, Main Theorem 6.3]. Both of these results are important properties of
formal group endomorphisms. Thus, Lubin suggested that commutativity may be
enough to indicate the existence of “a formal group somehow in the background”
[8, page 341]. Counterexamples to na¨ıve statements and proofs of special cases of
this conjecture are both known, though a general case remains elusive. For a more
detailed discussion of the issues involved in a precise statement of the conjecture,
see [11].
Let e = p− 1 if p > 2 and e = 2 if p = 2. The following special case of Lubin’s
conjecture, proven in [11, Theorem 1.1], makes use of a torsion third series of order
e in the dynamical system:
Theorem 1.1. Let f, u, z ∈ S0(Zp) such that f, u is a commuting pair with ordx(f) =
p and vp(f
′(0)) = vp(u
′(0)−1) = 1, and if p = 2 then additionally v2(u′(0)2−1) = 3.
Suppose also that z is torsion of order e and commutes with f . Then there exists a
formal group F over Zp such that f, u, z ∈ EndZp(F ).
It is a straightforward corollary to this theorem that Qp(π)/Qp is Galois for all
π ∈ Λf . We will show that, conversely, the Galoisness of Qp(π)/Qp is sufficient to
guarantee the existence of the torsion series.
Let δ = 1 if p > 2 and δ = 2 if p = 2. We will call a commuting pair f, u ∈ S0(Zp)
minimal when
• ordx(f) = p;
• vp(f ′(0)) = 1; and
• vp(u′(0)− 1) = δ.
Note that the condition on vp(u
′(0) − 1) when p = 2 is slightly different than the
one in [11], though the two are equivalent in the contexts we consider. Our main
result is the following:
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Main Theorem 1.2. Suppose f, u ∈ S0(Zp) is a minimal commuting pair. If
Qp(π)/Qp is Galois for each π ∈ Λf , then there exists a torsion series z ∈ S0(Zp)
of order e commuting with f and u.
Remark 1.3. By [8, Propositions 1.1 and 1.2], there exists a unique power series
Lf(x) ∈ Qp[[x]] for which L′f(0) = 1 and Lf ◦ f = f
′(0)Lf . And for each a ∈ Qp
there exists a unique [a]f ∈ Qp[[x]] such that [a]′f (0) = a and [a]f ◦ f = f ◦ [a]f . Let
ζe be a primitive e
th root of unity, and let z = [ζe]f ∈ Qp[[x]]. In order to prove our
main result, we need show only that z ∈ Zp[[x]].
2. Roots and fixed points
The integrality of the torsion series z will rely on the existence of a torsion series
of the same order in G0(Fp) that commutes with f¯ and u¯. More generally, it will
rely on information about the structure of the normalizer of u¯ in G0(Fp) that follows
from the theory of the fields of norms. We begin this section with a brief overview
of fields of norms, culminating in [6, The´ore`me 5.9].
Suppose K is a local field with residue field κ of characteristic p > 0, L/K is an
infinite totally ramified abelian extension, and EL/K = {E | K ⊆ E ⊂ L and [E :
K] <∞}. Let XK(L)
∗ = lim
←−
E∈EL/K
E∗, where the transition morphisms are the norm
maps, and let XK(L) = XK(L)
∗ ∪ {0}. An element α of XK(L) is therefore an
indexed family (αE)E∈EL/K such that whenever E
′ ⊇ E then NE′/E(αE′) = αE .
Remarkably, the set of norms XK(L) turns out to be isomorphic to the local field
κ((x)). Multiplication is defined in an obvious way in light of the multiplicativity
of the norm map: if α, β ∈ XL(K) then αβ = (αEβE)E ∈ EL/K . Addition is not
as obvious: for E ∈ EL/K , the norms NE′/E(αE′ + βE′) converge over E
′ ∈ EL/E
to an element γE ∈ E, using which one can define α + β = (γE)E∈EL/K . Finally,
vXL/K (α) can be defined as vE(αE), which is independent of E. The image of
Gal(L/K) under XK(∗) is a closed subgroup of the automorphism group of κ((x)).
Conversely, certain subgroups of the automorphism group of κ((x)) arise as im-
ages of Galois groups under the field-of-norms functor. The Nottingham group
Nott(κ) = {g(x) ∈ S0(κ) | g′(0) = 1} has elicited interest among group theorists
because every countably-based pro-p groups can be embedded in it, and as such,
it contains elements of order pn for all n; the shape of such torsion elements will
be important for the proof of our main result when p = 2. The Nottingham group
is also the group of normalized automorphisms of the field κ((x)). Some of its
subgroups, like the one generated by u¯, arise as images of Galois groups under the
field-of-norms functor. See [1, 4] for more information about the Nottingham group,
[2, 3] for the original construction of the field of norms, and [6] for applications of
the field of norms to p-adic dynamical systems that we make use of next.
If ω ∈ Nott(κ), let in(ω) = ordx(ω
◦pn(x) − x) − 1. This sequence of integers,
called the lower ramification numbers of ω, measures the rapidity with which ω◦p
n
approaches the identity. According to Sen’s Theorem [12], if ω◦p
n
(x) 6= x then
in(ω) ≡ in−1(ω) mod pn. Let e(ω) = limn→∞(p − 1)in/pn+1. In light of Sen’s
Theorem, e(ω) is finite in those cases when ω◦p
n
approaches the identity as slowly
as possible. Note that the factor p− 1 normalizes e(ω) so that, when finite, it is an
integer.
Let Aω = {ω◦a | a ∈ Zp} be the closed subgroup of S0 generated by ω. The
separable normalizer of Aω is given by Norm
sep
κ (Aω) = {ϑ ∈ κ[[x]] | ϑ
′ 6= 0 and ϑ ◦
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ω ◦ ϑ◦−1 ∈ A}. By [6, Proposition 5.5], Normsepκ (Aω) is in fact a group, and [6,
The´ore`me 5.9], quoted next, characterizes this group in the case that ω approaches
the identity slowly.
Theorem 2.1. Let κ be a perfect field and ω ∈ S0(κ) such that e(ω) < ∞. Then
Normsepκ (Aω) is an extension of a finite group of order dividing e(ω) by the group
Aω.
Proof Outline. The field-of-norms functor associates to Aω the group Gal(L/K),
where L/K is an infinite abelian totally ramified extension of local fields with
residue field κ. As such, the lower ramification numbers of u¯ correspond to the
lower ramification numbers of Gal(L/K), and e(ω) corresponds to the absolute
ramification index of K, namely, [K : K0], where K0 is the field of fractions of
the Witt ring over κ. Let Aut(L/K) be the group of automorphisms of L that
send K to itself and that act trivially on the residue field. The restriction map
Aut(L/K) → Aut(K) has kernel Gal(L/K). The order of its image divides [K :
K0]. 
2.1. The lower ramification numbers of u¯. For the remainder of his section,
we will consider the roots of f and its iterates in order to show that e(u¯) = e ={
p− 1 if p > 2
2 if p = 2
, and hence apply Theorem 2.1 to Au¯.
Continue to denote by F a finite extension of Qp with ring of integersO, maximal
ideal m, and residue field κ.
Lemma 2.2. Suppose f ∈ S0(O) such that ordx(f) = p and vF (f ′(0)) = 1. Then
the roots of f◦n in malg are simple for all n. Moreover, if π ∈ Ωf (n) then F (π)/F
is a totally ramified extension of degree (p−1)pn−1, and π is a uniformizer in F (π).
Proof. Using WPT, write f(x) = P0(x)U0(x). Note that Ωf (1) consists of the roots
of P0(x)/x. By the hypothesis on f , N (P0(x)/x) consists of a single segment from
(0, 1) to (p − 1, 0). So P0(x)/x is a degree p − 1 Eisenstein polynomial over O.
Therefore, the roots of P0(x)/x are simple, each with F -valuation 1/(p − 1), and
each generating a degree p− 1 totally ramified extension of F .
Proceeding by induction, assume that the result holds for some n ≥ 0. Let π ∈
Ωf (n). Using WPT again, write f(x) − π = Pn(x)Un(x), where Pn(x) ∈ (O[π])[x]
is a polynomial whose Newton polygon consists of a single segment from (0, 1) to
(p, 0); that is, Pn(x) is a degree p Eisenstein polynomial over O[π]. Thus, the roots
of f(x) − π are simple, each of F (π)-valuation 1/p, and each generating a degree
p totally ramified extension of F (π). Finally, if π′ ∈ Ωf (n) with π
′ 6= π, then the
roots of f(x)− π and f(x)− π′ are distinct. 
Lemma 2.3. Suppose f ∈ S0(O) such that ordx(f) = p and vF (f ′(0)) = 1. Let
π ∈ Ωf (1). Then F (π)/F is Galois. Also, for a fixed primitive p− 1 root of unity
ζp−1, and for each 0 ≤ i ≤ p − 2, there exists a unique π(i) ∈ Ωf (1) such that
π(i) ≡ ζip−1π mod m
2.
Proof. Using WPT as in Lemma 2.2, write f = P0U0 and note that vp(P
′
0(0)) = 1
and P0(x) ≡ xp mod p. Therefore, P0 is an endomorphism of a height-one formal
Zp-module (see [10]). Since the roots of f and P0 coincide, the result follows. 
Corollary 2.4. Gal(F (π)/F ) is cyclic of order p− 1.
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Proof. The Galois group is generated by π 7→ π(1). 
We next quote [11, Lemma 1.2] for reference.
Lemma 2.5. Suppose g1, g2 ∈ S0(O) such that 0 < vF (g′1(0)) = vF (g
′
2(0)) < ∞,
and every root of g1 in m
alg is also a root of g2 of at least the same multiplicity.
Suppose further that g1 /∈ S0(m). Then N−(g1) = N−(g2), and so the roots of g1
and g2 in m
alg coincide.
Lemma 2.6. Suppose f, u ∈ S0(O) is a commuting pair such that vp(f ′(0)) =
vp(u
′(0)− 1) = 1 and ordx(f) = p. Then Λf (1) = Λu(0).
Proof. If π is a nonzero root of f , then u(f(π)) = f(u(π)) = 0. Thus u(π) is
another nonzero root of f , and by the hypothesis on u′(0), it is in fact of the form
u(π) = π+π2d for some d ∈ Zp[[π]]. By Lemma 2.3, u(π) = π(0) = π. So every root
of f is also a root of u(x)− x. The desired conclusion follows by Lemma 2.5. 
Proposition 2.7. Suppose f, u ∈ S0(Zp) is a minimal commuting pair. Let δ = 1
if p > 2 and δ = 2 if p = 2. For all n ≥ δ, if π ∈ Ωf (n + 1), then u◦i(π) = u◦j(π)
if and only if pn−δ+1 | j − i. Moreover, Λf (n) = Λu(n− δ).
Proof. Suppose p > 2. By Lemma 2.6, Λf(1) = Λu(0). Proceeding by induction,
assume that Λf (n) = Λu(n−1) for some n ≥ 1. Let π ∈ Ωf (n+1), and consider the
series f◦n(x) − f◦n(π), which has pn roots in malg. Since f◦n(π) ∈ Λf(1), for any
i ≥ 0 we have u◦i(f◦n(π)) = f◦n(π) = f◦n(u◦i(π)), so u◦i(π) ∈ Ωf (n+1). Suppose
that for some i and j we have u◦i(π) = u◦j(π), and so u◦(j−i)(π) = π. If i 6= j, write
j− i = rps with p ∤ r. Applying Lemma 2.5 to u◦p
s
(x)−x and u◦rp
s
(x)−x, we get
u◦p
s
(π) = π. This is impossible if s ≤ n− 1, since π /∈ Λf (n) = Λu(n− 1) ⊇ Λu(s).
A similar argument shows that u◦p
n
(π) = π. Therefore, Λf (n + 1) ⊆ Λu(n). By
Lemma 2.5, Λf(n+ 1) = Λu(n), concluding the proof for odd primes.
Suppose p = 2. The inductive step of this proof will be similar to the p > 2
case, but we must first show that Λf(2) = Λu(0) and Λf (3) = Λu(1). Suppose
α is the nonzero root of f . Lemma 2.2 implies v2(α) = 1 = v2(u(α)). Since
f(u(α)) = 0, then α ∈ Λu(0). Let β, β′ be the two roots of f(x) − α. Then
v2(β) = v2(β
′) = 1/2. Also, {u(β), u(β′)} = {β, β′}, so that β, β′ ∈ Λu(1). (We
will later show that u fixes β and β′.) Next, let γ1, γ2 be the two roots of f(x)− β.
Thus u◦2(β) = β = u◦2(f(γ1)) = f(u
◦2(γ1)), and so u
◦2(γ1) = γ1 or γ2. We show
the impossibility of the latter case by considering v2(γ2 − γ1).
Recall that by Lemma 2.6, α is the only element of Λf = Λu of Q2-valuation
1, β1 and β2 are the only elements of Q2-valuation 1/2, and all other roots have
Q2-valuation 1/2
k for k ≥ 2. Therefore, N−(u◦2(x) − x) must have a segment of
length 1 and slope −1, and one segment of length 2 and slope −2, and all other
segments of slope −1/2k for k ≥ 2. The dotted line in Figure 1 corresponds to the
smallest possible slope for the third segment of N−(u◦2(x) − x).
So if u◦2(x)− x =
∑
i bix
i, then v2(b1) = 3, v2(b2) = 2, v2(b3) ≥ 2, v2(b4) = 1, and
v2(bi) ≥ 1 for 5 ≤ i ≤ 7. Thus v2(u◦2(γ1) − γ1) ≥ mini{v2(biγi1)} = mini{v2(bi) +
i/4} ≥ 2.
But γ1 and γ2 are roots of an Eisenstein monic quadratic polynomial over Zp[β],
and so (γ2 − γ1)
2 = b2 − 4c, where v2(b) ≥ v2(c) = 1/2. Since v2(b
2) is an integer
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Figure 1. N−(u◦2(x) − x)
while v2(4c) = 5/2, the isosceles triangle principle guarantees that
v2(γ2 − γ1) =


1/2 if v2(b) = 1/2
1 if v2(b) = 1
5/4 if v2(b) ≥ 3/2
Therefore, u◦2(γ1) cannot equal γ2. A similar proof shows that the roots of f(x)−β
′
are fixed points of u◦2(x), so that Λf (3) ⊆ Λu(1). Lemma 2.5 implies Λf (3) =
Λu(1). Finally, noting that Λu(0) ⊂ Λu(1) and that u must fix two points in
addition to 0 and α, we conclude that β, β′ ∈ Λu(0).
The inductive step for p = 2 follows a proof similar to that of p > 2. Assume
that Λf (n) = Λu(n − 2) for some n ≥ 3. Let π ∈ Ωf (n + 1), and consider the
series f◦n(x)− f◦n(π). Since f◦n(π) ∈ Λf(1), for any i ≥ 0 we have u◦i(f◦n(π)) =
f◦n(π) = f◦n(u◦i(π)), so u◦i(π) ∈ Ωf (n + 1). Suppose that for some i and j we
have u◦i(π) = u◦j(π), and so u◦(j−i)(π) = π. If i 6= j, write j − i = r2s with 2 ∤ r.
Applying Lemma 2.5 to u◦2
s
(x)− x and u◦r2
s
(x)− x, we get u◦2
s
(π) = π. This is
impossible if s ≤ n− 2, since π /∈ Λf (n) = Λu(n− 2) ⊇ Λu(s). A similar argument
shows that u◦2
n−1
(π) = π. Therefore, Λf (n + 1) ⊆ Λu(n − 1). By Lemma 2.5,
Λf(n+ 1) = Λu(n− 1). 
Corollary 2.8. Suppose f, u ∈ S0(Zp) is a minimal commuting pair. Then e(u¯) =
e =
{
p− 1 if p > 2
2 if p = 2
. In particular, NormsepFp (Au¯) is an extension of a finite group
of order dividing e by Au¯.
3. Abelian extensions and torsion series
Consider the following notation:
Kn = Qp(Λf (n)) K = ∪n≥1Kn
Gn = Gal(Kn/Qp) G = lim
←
Gn = Gal(K/Qp)
For the remainder of the note, we will assume that for each n, Kn is generated by
any single element of Ωf (n), or equivalently, Qp(π)/Qp is Galois for all π ∈ Λf . In
this section, we show that G is abelian, and that u¯ commutes with a torsion series
of order e.
Call a sequence {πn}n≥0 of elements in Λf f -consistent if π0 = 0, π1 6= 0, and
f(πn+1) = πn for all n ≥ 0 (see [8, Page 329]); in particular, πn ∈ Ωf (n) for all
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n > 0. By Lemma 2.2, for n > 0, Kn/Qp is totally ramified of degree (p − 1)pn−1
and |Gn| = (p− 1)pn−1.
Fix an f -consistent sequence {πn}n≥0 and let un ∈ Gn be defined by un(πn) =
u(πn). Since the coefficients of u are fixed by un, we have u
i
n(π) = u
◦i(π) for all i.
Clearly, u1 is trivial, as is G1 if p = 2.
Lemma 3.1. Suppose f, u ∈ S0(Zp) is a minimal commuting pair, and Qp(π)/Qp
is Galois for all π ∈ Λf .
(1) If p > 2, then the Sylow p-subgroup of Gn is cyclic and generated by un for
all n ≥ 1.
(2) If p = 2, then Gn contains a cyclic subgroup of order 2
n−2 generated by un
for all n ≥ 3.
In both cases, un+1|Gn = un, and so u = lim
←
un generates a procyclic subgroup of
G of index 2.
Proof. The result follows immediately form Proposition 2.7. If p > 2, uin = 1 if
and only if pn−1 | i. If p = 2 and n ≥ 3, uin = 1 if and only if p
n−2 | i. In both
cases, un+1(πn) = un+1(f(πn+1)) = f(un+1(πn+1)) = f ◦ u(πn+1) = u ◦ f(πn+1) =
un(πn). 
Lemma 3.2. Suppose g, h ∈ G and g, h ∈ S0(Zp) such that for some π ∈ K,
g(π) = g(π) and h(π) = h(π). Then gh(π) = h ◦ g(π).
Proof. A direct computation yields the result: gh(π) = g(h(π)) = h(g(π)) = h ◦
g(π). 
Lemma 3.3. Suppose h1, h2 ∈ Zp[[x]] and k is an integer such that h1(πn) ≡ h2(πn)
mod πkn for infinitely many n. Then h¯1(x) ≡ h¯2(x) mod x
k.
Proof. Suppose h¯1(x) ≡ h¯2(x) + d¯xm mod xm+1 for some d ∈ Z×p and m > 0.
Pick n large enough so that vp(π
m+1
n ) ≤ 1 and h1(πn) ≡ h2(πn) mod π
k
n. Then
h1(πn) ≡ h2(πn) + dπm mod πm+1n , which implies m ≥ k. 
Remark 3.4. Let π ∈ Ωf (n). The Galoisness of Qp(π)/Qp is equivalent to the
following: for each π′ ∈ Ωf (n) there exists a gπ′ ∈ G0(Zp) such that gπ′(π) =
π′. As such, all the Galois automorphisms are “locally analytic.” On the other
hand, the relation between u, un, and u suggests that at least some of the Galois
automorphisms are “globally analytic”; in fact, our main result aims to show that
they all are. We take a step in that direction by partially extending the relation
between u, un, and u to other elements of the Galois group. For g ∈ G, write
g(πn) =
∑∞
i=1 ci,nπ
i
n, where the coefficients ci,n are Teichmu¨ller representatives,
and let gn(x) =
∑∞
i=1 ci,nx
i. Note that gi(πn) = g
◦i
n (πn) for all i. We will call
the sequence {gn} the realization of g. Let Γ = {
∑∞
i=1 cix
i ∈ S0(Zp) | c
p
i = ci}.
The topology of Zp[[x]] induced by the additive Z-valued valuation vx is equivalent
to the product topology of ZNp when each copy of Zp has the discrete topology.
Tychonoff’s theorem thus implies that Γ is a compact subset of Zp[[x]]. So {gn}
must have an accumulation point g ∈ Γ.
Lemma 3.5. With the above notation, if {gn} is a realization of g ∈ G with an
accumulation point g, then g¯ ∈ NormFp(u¯).
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Proof. By Lemma 3.2, ug(πn) = gn ◦ u(πn) and gut(πn) = u◦t ◦ gn(πn) for all n.
Let {gnℓ} be a subsequence of {gn} which converges to g. Given k > 0, pick l large
enough such that if ℓ ≥ l then g(x) ≡ gnℓ(x) mod x
k. Thus, if ℓ ≥ l, we have the
following congruences mod πknℓ .
g ◦ u(πn) ≡ ug(πnℓ)
= gut(πnℓ)
≡ u◦t ◦ gn(πnℓ)
Lemma 3.3 implies u¯ ◦ g¯ ≡ g¯ ◦ u¯◦t mod xk. Since k was arbitrary, our result
follows. 
Remark 3.6. Suppose g and g are as above. Then g¯ = XK1(g) only if the f -
consistent sequence {πn}n≥1 is norm-consistent too—that is, if NKm/Kn(πm) = πn
whenever m ≥ n.
3.1. Proof that G is abelian if p > 2.
Lemma 3.7. Suppose p > 2, f, u ∈ S0(Zp) is a minimal commuting pair, and
Qp(π)/Qp is Galois for all π ∈ Λf . Then for all n ≥ 1 there exists an automorphism
wn ∈ Gn of order p− 1, and wn+1|Gn = wn.
Proof. Following Lemma 2.3 and Corollary 2.4, let ζp−1 be a primitive p − 1 root
of unity, and let w1 be the generator of G1 given by w(π1) ≡ ζp−1π1 mod π21 .
Proceeding by induction, suppose for some n ≥ 1 there exists a wn ∈ Gn of order
p− 1. Let wˆn+1 ∈ Gn+1 be any lifting of wn, and let wn+1 = wˆ
pn
n+1. 
Lemma 3.8. Suppose p > 2. Let ρn = wn(πn). Then {ρn} is an f -consistent
sequence, and ρn ≡ ζp−1πn mod π2n.
Proof. The f -consistency can be directly verified: f(ρn+1) = f(wn+1(πn+1)) =
wn+1(f(πn+1)) = wn(πn) = ρn.
Lemma 2.3 provides the second part of the result for n = 1, so we proceed by
induction on n. Suppose that for some n ≥ 1, ρn ≡ ζp−1πn mod π2n. By Lemma 2.2,
vp(π
2
n) = 2/(p
n−1(p−1)) > vp(π
p+1
n+1) = (p+1)/(p
n(p−1)), and so ρn ≡ ζp−1πn mod
πp+1n+1. By our hypothesis on the commuting pair, f(x) ≡ ax
p mod (p, xp+1) for some
a ∈ Z×p . And by Lemma 2.2, vp(π
p+1
n+1) = vp(ρ
p+1
n+1) = (p+1)/(p
n(p−1)) < 1 = vp(p).
Thus, ρn = f(ρn+1) ≡ aρ
p
n+1 mod π
p+1
n+1. Finally, ζp−1πn = ζp−1f(πn+1) ≡ aπ
p
n+1
mod πp+1n+1. Therefore, aρ
p
n+1 ≡ ζp−1aπ
p
n+1 mod π
p+1
n+1, which implies our result. 
Proposition 3.9. Suppose p > 2 and f, u ∈ S0(Zp) is a minimal commuting pair.
If Qp(π)/Qp is Galois for all π ∈ Λf then G ∼= Zp−1 × Zp. In particular, G is
abelian.
Proof. Let w = lim
←
wn and u = lim
←
un. Then 〈u〉 ∼= Zp is a normal subgroup of G
since for each n, un generates the unique Sylow p-subgroup of Gn by Lemma 3.1.
Therefore, wuw−1 = ut for some t ∈ Zp. Moreover, wuw−1 = wpuw−p = ut
p
. So t
must be a p − 1 root of unity. We will complete the proof by showing that t ≡ 1
mod p, and hence t = 1.
Following the notation and result of Lemma 3.8, write ρ2 = ζp−1π2 + c2π
2
2 +
c3π
3
2 + · · · with ci ∈ Zp. Recall from the hypothesis on the commuting pair that
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u(x) ≡ x + bxp mod (p, xp+1) for some b ∈ Z×p , and so u
◦t(x) ≡ x + tbxp mod
(p, xp+1). The following congruences are mod πp+12 .
ρ2 + bζp−1π
p
2 ≡ ρ2 + bρ
p
2
≡ u(ρ2)
= u(w(π2)
= w(u(π2))
= wu(π2)
= utw(π2)
≡ ut(ζp−1π2 + c2π
2
2 + c3π
3
2 + · · · )
= ζp−1u
t(π2) + c2u
t(π2)
2 + c3u
t(π2)
3 + · · ·
= ζp−1u
◦t(π2) + c2u
◦t(π2)
2 + c3u
◦t(π2)
3 + · · ·
≡ ζp−1(π2 + tbπ
p
2) + c2π
2
2 + c3π
3
2 + · · ·
= ρ2 + tbζp−1π
p
2 .
Therefore, t ≡ 1 mod p, concluding the proof. 
Corollary 3.10. Suppose p > 2. Then Gn ∼= Zp−1 × Zpn−1 .
3.2. Proof that G is abelian if p = 2.
Proposition 3.11. Suppose p = 2 and f, u ∈ S0(Zp) is a minimal commuting pair.
If Q2(π)/Q2 is Galois for all π ∈ Λf then G ∼= Z2×Z2. In particular, G is abelian.
Proof. Write f¯(x) = ϕ(xp) where ϕ(x) ∈ S0(Fp). Observe that ϕ and u¯ commute.
If ϕ ∈ Au¯, then ϕ = u¯◦t for some t ∈ Zp. Therefore, u◦−t◦f has the following two
properties: it is congruent to xp mod p, and its linear coefficient is a uniformizer in
Zp. In other words, u
◦−t ◦f is an endomorphism of a height-one formal Zp-module.
Since f and u commute with u◦−t ◦ f , they must both be endomorphisms of the
same formal group. Our result follows.
If ϕ /∈ Au¯, then by Theorem 2.1, Norm
sep
Fp
(Au¯) must be abelian. By Lemma 3.5,
G must be abelian as well.
Let Ωf (2) = {β, β′} and Ωf (3) = {γ1, γ2, γ′1, γ
′
2} such that f(γ1) = f(γ2) = β
and f(γ′1) = f(γ
′
2) = β
′. From Proposition 2.7, we know that u2(β) = u(β) = β
′,
and so u3(γ1) is a root of f(x) − β′; say u3(γ1) = u(γ1) = γ′1. Since γ1 ∈ Λu(1),
u23(γ1) = u
◦2(γ1) = γ1. Clearly, u3(γ2) = γ
′
2. Let w3 ∈ G3 be given by w3(γ1) = γ
′
2.
Then w23(γ1) = w3(γ
′
2) = γ1 since u3(γ
′
2) = γ2. Thus, G3 contains two elements of
order 2, and so it is not cyclic. 
Corollary 3.12. Suppose p = 2. Then for n ≥ 2, Gn ∼= Z2 × Z2n−2 .
Corollary 3.13. The group NormsepFp (Au¯) is abelian.
The f -consistent sequence defined in Lemma 3.8 for p > 2 has an analogue for
p = 2: let w ∈ G ∼= Z2×Z2n−2 be the generator of Z2, and define ρn = w(πn). For
each n, write the πn-adic expansion of ρn as ρn = w(πn) =
∑∞
i=1 ci,nπ
i
n, where c1,n
is a fixed primitive p−1 root of unity ζp−1, and c
p
i,n = ci,n. Let wn(x) =
∑∞
i=1 ci,nx
i.
Recall from Remark 3.4 that {wn} is a realization of w in the compact set Γ, and
so it has a convergent subsequence {wnℓ} and a corresponding accumulation point
w.
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Lemma 3.14. Suppose p = 2. Then wn ≡ x + x2 mod x3 for all n, and so
w(x) ≡ x+ x2 mod x3 as well.
Proof. This follows from the fact that K2 6⊂ Kw; see for instance [13, Chapter
IV]. 
3.3. Torsion series over Fp. We end this section with the construction of a torsion
power series over Fp of order e that commutes with f¯ and u¯.
Proposition 3.15. Suppose f, u ∈ S0(Zp) is a minimal commuting pair. Then w¯
commutes with u¯. Moreover, w¯ is torsion of order e = e(u¯).
Proof. For k > 0, pick l such that if ℓ > l then vp(π
k+1
nℓ
) ≤ 1 and vx(w−wnℓ) ≥ k+1.
By Lemma 3.2, wu(πn) = u◦wn(πn) and uw(πn) = wn◦u(πn) for all n. Recalling
that G is abelian, we have the following congruences mod πk+1nℓ for ℓ > l.
u ◦ w(πnℓ) ≡ u ◦ wn(πnℓ)
= wu(πnℓ)
= uw(πnℓ)
= wn ◦ u(πnℓ)
≡ w ◦ u(πnℓ)
By Lemma 3.3, u¯ ◦ w¯ ≡ w¯ ◦ u¯ mod xk+1. Since k was arbitrary, it follows that
u¯ ◦ w¯ = w¯ ◦ u¯ .
If ℓ > l, then πnℓ = w
e(πnℓ) = w
◦e
n (πnℓ) ≡ w
◦e(πnℓ) mod π
k+1
nℓ
. By Lemma 3.3,
w¯◦e(x) ≡ x mod xk+1. Since k was arbitrary, we see that the order of w¯ divides e.
If p > 2, then the order is exactly p − 1 because w′(0) is a primitive p − 1 root of
unity. If p = 2, then the order of w¯ is 2 by Lemma 3.14. 
Corollary 3.16. Suppose θ ∈ S0(Fp) is a torsion series of order e that commutes
with u¯. If θ′(0) = w¯′(0) then θ = w¯.
Therefore, w¯ is independent of the choice of {wn}.
By [8, Corollary 6.2.1], the noninvertible half of a commuting pair must be of
the form f¯(x) = ϕ(xp
d
) for some d > 0 and ϕ ∈ κ[[x]] invertible; d is called the
radicial degree of f . Since our commuting pair is minimal, then d = 1.
Corollary 3.17. The power series w¯ and ϕ commute.
If p = 2, then w¯ ∈ Nott(F2). Torsion elements of the Nottingham group are
well understood and well behaved. For instance, all torsion elements of Nott(Fp)
have order pd for some d. Moreover, since any pro-p group can be embedded in
Nott(Fp), then in fact there exists a torsion element of order p
d for every d. Two
torsion elements of order p, x + axℓ + · · · and x + bxm + · · · , are conjugate over
Nott(Fp) if and only if a = b and ℓ = m. The situation is slightly less tidy for d > 1.
In fact, for some time, “an element of order p2 [was] still not known” ([1, page ]).
In [9], the results of [4] are generalized via local-class-field-theoretic methods that
associate to torsion elements of Nott(Fp) certain characters on 1 + xFp[[x]], and
explicit elements of any order are exhibited.
Corollary 3.18. Suppose p = 2. Then w(x) is conjugate over G0(Fp) to
∑∞
i=1 x
i.
Proof. This follows directly from [4, Theorem ]. 
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4. Proof of main result
Recall from Remark 1.3 that if ζe is a primitive e
th root of unity, then z(x) =∑∞
i=1 dix
i = [ζe]f (x) = L
◦−1
f (ζeLf (x)) ∈ G0(Qp) is the unique e-torsion series with
linear coefficient d1 = ζe that commutes with f and u. Let zk(x) =
∑k
i=1 dix
i and
continue to write f(x) =
∑∞
i=1 aix
i. Clearly, z1(x) = ζex ∈ G0(Zp) and z1◦f ≡ f◦z1
mod x2. Moreover, if p = 2 and z2(x) = −x + d2x2, then f ◦ z2 ≡ z2 ◦ f mod x3
implies d2 = 2a2/(a
2
1 − a1) ∈ Z
×
2 .
The proof of our main result, that z ∈ G0(Zp), will proceed inductively. Let
δ = 1 if p > 2 and δ = 2 if p = 2. Suppose for some k ≥ δ that zk ∈ G0(Zp) and
zk ◦ f ≡ f ◦ zk mod xk+1. For zk+1(x) = zk(x) + dk+1xk+1 to commute with f(x)
mod xk+2, we must have
dk+1(a
k+1
1 − a1)x
k+1 ≡ f ◦ zk(x)− zk ◦ f(x) mod x
k+2
Therefore, our proof will be completed once we show that f¯ ◦ z¯k(x)− z¯k ◦ f¯(x) ≡ 0
mod xk+2 in Proposition 4.4 below.
Recall that {πn} is a fixed f -consistent sequence, w ∈ G is an automorphism of
order e, and ρn = w(πn) is f -consistent as well. The proof of the main result will
rely on the relationship between the valuation of ρn − g(πn) for some g ∈ G0(Zp)
and the extent to which the series g commutes with f . We explore that relation in
more detail in the next three lemmas.
Lemma 4.1. Suppose for some n > 0, ρn ≡ g(πn) + cm,nπmn mod π
m+1
n , where
g ∈ Zp[[x]] and cm,n ∈ Z×p . Suppose further than f ◦ g ≡ g ◦ f mod x
k+1. If
m 6= pn−1 then mp ≥ min{vKn(ρn−1 − g(πn−1)), k + 1}. The inequality is strict if
vKn(apπ
mp
n ) > vKn(a1π
m
n ).
Proof. Write ρn = g(πn) + cm,nπ
m
n +Dπ
m+1
n for some D ∈ Zp[[πn]]. Then
f(ρn) =
∞∑
i=1
ai(g(πn) + cm,nπ
m
n + dπ
m+1
n )
i
= f(g(πn)) + a1cm,nπ
m
n + ap(cm,nπ
m
n )
p +D1pπ
m+1
n +D2(π
m+1
n )
p
where D1, D2 ∈ Zp[[πn]]. If m 6= pn−1 then pn−1(p − 1) +m = vKn(a1cm,nπ
m
n ) 6=
vKn(ap(cm,nπ
m
n )
p) = mp, and so by the isosceles triangle principle vKn(f(ρn) −
f(g(πn))) = vKn(a1cm,nπ
m
n + ap(cm,nπ
m
n )
p). But f(ρn) − f(g(πn)) = ρn−1 −
g(πn−1) +Mπ
k+1
n for some M ∈ Zp[[πn[]. Therefore,
mp ≥ min{pn−1(p− 1) +m,mp}
= vKn(a1cm,nπ
m
n + ap(cm,nπ
m
n )
p)
= vKn(f(ρn)− f(g(πn)))
= vKn(ρn−1 − g(πn−1) +Mπ
k+1
n )
≥ min{vKn(ρn−1 − g(πn−1)), k + 1}

Lemma 4.2. Suppose g ∈ G0(Zp) and n ≥ δ. For each c ∈ Z×p there exists a unique
integer 1 ≤ j ≤ p − 1 depending on c¯, g′(0), and n such that g ◦ u◦jp
n−δ
(πn+1) −
g(πn+1) ≡ cπ
pn
n+1 mod π
pn+1
n+1 .
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Proof. By Proposition 2.7, ordx(u
◦pn−δ(x)) = pn. Write u◦p
n−δ
(x)−x =
∑∞
i=1 bix
i.
Thus, bpn ∈ Z×p , and if 1 ≤ i < p
n then vKn+1(biπ
i
n+1) ≥ p
n(p − 1) + i > pn. So
u◦p
n−δ
(πn+1) ≡ πn+1 + bpnπ
pn
n+1 mod π
pn+1
n+1 . A direct computation then shows
u◦jp
n−δ
(πn+1) ≡ πn+1 + jbpnπ
pn
n+1 mod π
pn+1
n+1 . So the proof is complete by solving
for j in jg′(0)bpn ≡ c mod p. 
Lemma 4.3. Suppose h ∈ G0(Zp) such that h′(0) = ζp−1 if p > 2 and h¯(x) ≡ x+x2
mod x3 if p = 2. If f ◦ h(x) − h ◦ f(x) ≡ 0 mod xk+1, then there exists ℓ ∈ Zp
such that vKn(ρn − h ◦ u
◦ℓ(πn)) ≥ (k + 1)/p for all n. The inequality is strict if
vKn(apπ
mp
n ) > vKn(a1π
m
n ). Moreover, vKn(ρn − h ◦ u
◦ℓ(πn)) 6= pn−1.
Proof. We will construct a Cauchy sequence of integers {ℓn} for which vKs(ρs−h◦
u◦ℓn(πs)) ≥ (k + 1)/p whenever s ≤ n.
Let ℓ1 = 0. If ρ1 = h(π1) the result follows trivially. If not, write ρ1 ≡ h(π1) +
cm,1π
m
1 mod π
m+1
1 for some cm,1 ∈ Z
×
p . Note that m > 1 = p
0 by Lemma 2.3 and
so p− 1 +m < mp. Therefore, by Lemma 4.1, mp > min{vK1(0), k + 1} = k + 1.
If p = 2, let ℓ2 = 0 as well. The result follows trivially if ρ2 = h(π2). Otherwise,
write ρ2 ≡ h(π2) + cm,2πm2 mod π
m+1
2 for some cm,2 ∈ Z
×
2 . Note that m > 2
by Lemma 3.14, and so 2(2 − 1) + m < 2m. Therefore, by Lemma 4.1, 2m >
min{vK2(ρ1 − h(π1)), k + 1} = k + 1.
Suppose that for some n ≥ δ + 1 there exists an integer ℓn for which vKs(ρs −
h ◦ u◦ℓn(πs)) ≥ (k + 1)/p whenever s ≤ n.
If ρn+1−h◦u◦ℓn(πn+1) ≡ cπ
pn
n+1 mod π
pn
n+1 for some c ∈ Z
×
p , then by Lemma 4.2
there exists a 1 ≤ jn+1 ≤ p−1 such that h◦u
◦ℓn◦u◦jn+1p
n−δ
(πn+1)−h◦u
◦ℓn(πn+1) ≡
cπp
n
n+1 mod π
pn+1
n+1 . If on the other hand vKn+1(ρn+1 − h ◦ u
◦ℓn(πn+1)) 6= p
n, let
jn+1 = 0. Let ℓn+1 = ℓn + jn+1p
n−δ. If ρn+1 = h ◦ u◦ℓn+1(πn+1) then the result
follows trivially. Otherwise, write ρn+1 − h ◦ u◦ℓn+1(πn+1) ≡ cm,n+1πmn+1 mod
πmn+1 for some cm,n+1 ∈ Z
×
p . Observe that if s < n + 1, then u
◦pn−δ (πs) = πs by
Proposition 2.7, so that u◦ℓn+1(πs) = u
◦ℓn(πs). The choice of jn+1 guarantees that
m 6= pn. Therefore, by Lemma 4.1, mp > min{vKn+1(ρn−h ◦u
◦ℓn+1(πn)), k+1} =
min{vKn+1(ρn − h ◦ u
◦ℓn(πn)), k + 1} = k + 1. 
Proposition 4.4. Suppose zk ∈ G0(Zp) with z′k(0) = ζe for some k ≥ δ. If
p = 2, suppose that z¯2(x) = x + x
2. If f ◦ zk(x) − zk ◦ f(x) ≡ 0 mod xk+1 then
f¯ ◦ z¯k(x) − z¯k ◦ f¯(x) ≡ 0 mod xk+2.
Proof. Write f ◦ zk(x) − zk ◦ f(x) ≡ dxk+1 mod xk+2 for some d ∈ Zp.
If p ∤ k + 1 then d ∈ pZp by [8, Corollary 6.2.1].
If p | k + 1, let m = (k + 1)/p. For each n, Lemma 4.3 allows us to write
ρn ≡ zk◦u◦ℓ(πn)+cnπmn mod π
m+1
n for some ℓ ∈ Zp, where cn ∈ Zp is a Teichmu¨ller
representative. Moreover, the choice of ℓ guarantees that if m = pn−1, then cn = 0.
Let N be the least positive integer that satisfies vKN (a1π
m
N ) > vKN (apπ
mp
N ); note
that N ≥ 2. By Lemma 4.3 again, cN−1 = 0. Moreover, for all n ≥ N , we have
mod πmp+1n
ρn−1 ≡ zk ◦ u◦ℓ(πn−1) + cn−1πmn−1
= zk ◦ u
◦ℓ(f(πn)) + cn−1f(πn)
m
≡ zk ◦ u◦ℓ(f(πn)) + cn−1(apπpn)
m
ρn−1 = f(ρn)
≡ f(zk ◦ u
◦ℓ(πn) + cnπ
m
n )
≡ f(zk ◦ u◦ℓ(πn)) + ap(cnπmn )
p
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Therefore, f(zk ◦ u◦ℓ(πn)) + ap(cnπmn )
p ≡ zk ◦ u◦ℓ(f(πn)) + cn−1(apπpn)
m mod
πpm+1n , and so
cn ≡
zk ◦ u◦ℓ(f(πn))− f(zk ◦ u◦ℓ(πn))
ap
+ cn−1a
m−1
p mod πn
Iterating this last congruence, we get
cn ≡
zk ◦ u◦ℓ(f(πn))− f(zk ◦ u◦ℓ(πn))
ap
n∑
i=N
a(m−1)(n−i)p mod πn
But
∑n
i=N a
(m−1)(n−i)
p ≡ 0 mod p for infinitely many n, and so too cn ≡ 0 mod p
for infinitely many n. Thus by Lemma 3.3, w¯ ≡ z¯k ◦ u¯◦ℓ mod xm+1.
Now recall that w¯ commutes with ϕ by Corollary 3.17. So 0 = ϕ ◦ w¯(x) − w¯ ◦
ϕ(x) ≡ ϕ ◦ z¯k ◦ u¯◦ℓ(x) − z¯k ◦ u¯◦ℓ ◦ ϕ(x) mod xm+1. And since u¯ commutes with w¯
by Proposition 3.15, we also have ϕ ◦ z¯k(x)− z¯k ◦ ϕ(x) mod xm+1. Therefore
0 ≡ ϕ ◦ z¯k(x
p)− z¯k ◦ ϕ(x
p) mod xmp+1,
yielding our desired result since mp = k + 1 and ϕ(xp) = f¯(x). 
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