Abstract. X. Zhan has conjectured that the spectral radius of the Hadamard product of two square nonnegative matrices is not greater than the spectral radius of their ordinary product. We prove Zhan's conjecture, and a related inequality for positive semidefinite matrices, using standard facts about principal submatrices, Kronecker products, and the spectral radius.
1. Introduction. Many functionals in matrix analysis are submultiplicative with respect to ordinary matrix multiplication, but the spectral radius is not. However, for nonnegative or positive semidefinite matrices A, B ∈ M n , the spectral radius is submultiplicative with respect to the Hadamard (entry-wise) product: was conjectured recently by X. Zhan [5] and proved by K.M.R. Audenaert [2] .
The bound (1.2) is not correct for positive semidefinite matrices. For example, the matrices
ELA
Bounds on the Spectral Radius of a Hadamard Product 91 are positive definite, and ρ(A • B) = 2(2 + √ 2) = 2ρ(AB). However, if A is positive semidefinite and B is positive definite, there is a bound of the form
For the matrices (1.3), β = 5.
Our matrices are all complex or real, and our notation and terminology are as in [3] . For a given positive integer N , a nonempty subset α of {1, . . . , N }, and any A ∈ M N , A[α] ∈ M |α| is the principal submatrix of A whose rows and columns are indexed by α. When N = n 2 , the Hadamard index set is η = {1, n+1, 2n+2, . . . , n 2 }.
. . , n; A > 0 means that every entry of A is real and positive. We say that A ∈ M n is nonnegative if A is real and A ≥ 0. For complex or real Hermitian matrices A, B ∈ M n , A B means that A − B is positive semidefinite; A ≻ B means that A − B is positive definite.
The purpose of this paper is to provide parallel approaches to the bounds (1.2) and (1.4). In both cases, we invoke the following basic fact: 2. Nonnegative matrices. Our approach to the bound (1.2) for nonnegative matrices relies on the following lemma: Lemma 2.1. Let A, B ∈ M N be nonnegative and let α ⊂ {1, . . . , N } be given and nonempty.
Proof. For the first two assertions, see Corollaries 8.1.19 and 8.1.20 of [3] . One verifies the third assertion with a computation; the fourth assertion follows from the first three. 
Now invoke assertions (1) and (2) of Lemma 2.1 to obtain
We have proved a little more than (1.2):
The following lemma permits us to say something about when the inequality ρ(A • B) ≤ ρ(AB) must be strict; for a different proof (via M -matrices), see [ The preceding result ensures that the second inequality in (2.1) (and hence also in (2.2)) is strict if AB ⊗ BA is irreducible, in particular, if AB ⊗ BA > 0. Audenaert proved (1.2) by establishing a different intermediate inequality:
3)
The right-hand inequality in (2.3) can be verified with the tools used in our proof of Theorem 2.2: and hence,
The left-hand inequality in (2.3) appears to be deeper; there does not seem to be an entry-wise inequality involved. Audenaert's proof involves the characterization ρ(A) = lim m→∞ (tr A m ) 1/m (for A > 0) and an ingenious use of the Cauchy-Schwarz inequality.
3. Positive semidefinite matrices. Our approach to the bound (1.4) for positive semidefinite matrices relies on the following lemma:
Lemma 3.1. Let A, B, C ∈ M N be positive semidefinite and let α ⊂ {1, . . . , N } be given and nonempty.
Proof. The first assertion is a special case of the monotonicity theorem [3, Corollary 4. 
The final assertion follows from the first assertion and the implication A B ⇒ SAS *
SBS
* for any S ∈ M n [3, Observation 7.7.2]: We can now prove (1.4). The example A = B = I and β = 1 shows that equality is possible in (3.1).
