We compare features and classification methods to locate deciduous trees in images. From this comparison we conclude that a backpropagation neural network achieves better classification results than the other classifiers we tested. Our analysis of the relevance of 51 features from seven feature extraction methods based on the graylevel co-occurrence matrix, Gabor filters, fractal dimension, steerable filters, the Fourier transform, entropy, and color shows that each feature contributes important information. We show how we obtain a 13-feature subset that significantly reduces the feature extraction time while retaining most of the complete feature set's power and robustness. The best subsets of features were found to be combinations of features of each of the extraction methods. Methods for classification and feature relevance determination that are based on the covariance or correlation matrix of the features (such as eigenanalyses or linear or quadratic classifiers) generally cannot be used, since even small sets of features are usually highly linearly redundant, rendering their covariance or correlation matrices too singular to be invertible. We argue that representing deciduous trees and many other objects by rich image descriptions can significantly aid their classification. We make no assumptions about the shape, location, viewpoint, viewing distance, lighting conditions, and camera parameters, and we only expect scanning methods and compression schemes to retain a "reasonable" image quality.
INTRODUCTION
Locating trees in images is useful for processing World Wide Web images and image and video databases and in robot navigation and may generally help us with the image understanding problem. We will probably deny a robot the attribute "intelligent" unless it can act and react in our environment. To achieve this, robots may need to perceive their environment similarly to the way humans do so. Most certainly it would help if robots had a notion of the different types of objects around them, deciduous trees being one such class of objects.
Over the past few years we got used to searching the World Wide Web for textual information. Similarly the efficient location of visual information in images and videos on the World Wide Web is desirable. While interfaces already exist that allow users to specify types and shapes of objects of interest [17, 33] , our contribution provides a reliable tool that enables the robust detection of deciduous trees in unconstrained images. For our work we use images found on line, like those in Figs. 10 and 11. These images demonstrate that we cannot make assumptions about the shape and location of deciduous trees in images, the viewpoints or viewing distances, the lighting conditions, or the camera parameters. Likewise, we must allow imperfect scanning methods, lossy compression schemes, and other postprocessing, with the only constraint that the resulting images retain a "reasonable" quality and are not unreasonably distorted.
Previous Work
Previous work can be grouped into four basic categories. For each category we briefly mention representative approaches.
Remote sensing. The remote sensing community has a continuing interest in terrain classification [26, 27] . Their work is similar in that they too have to deal with the fusion of multimodal information. On the other hand, their work differs in that images are obtained by the same camera and through a fixed image formation process. Images are taken from a fixed viewpoint and viewing distance. But most significantly, they use electromagnetic waves from outside the visual spectrum to help in the classification of terrain.
Texture-based classification. Work by Haralick et al. ([16] ) used texture measures to classify regions of aerial and satellite images, photographed in the visual spectrum, into eight classes: Old Residential, New Residential, Lake, Swamp, Marsh, Urban, Rail, and Scrub/Wood. Scrub and wood were classified together as "Scrod" due to their visual similarity.
Color-based classification. Work by Fischler ([10] ) dealt with terrain classification solely based on the color of individual pixels. He classified natural scenes into five classes: Sky, Water, Rocks, Ground, and Live Vegetation. Work in the area of image and video retrieval describes color-histogram-based methods for simple retrieval.
Image and video retrieval. With little processing per image we can obtain relatively meaningless but fast image descriptors like color histograms. With minutes, hours, or even days of processing, existing computer vision systems can be used to locate and recognize one of a small number of known objects.
Image and video retrieval methods try to provide more information about a larger number of objects faster. Recent approaches describe images in terms of blobs [3] of coherent color and texture attributes to facilitate the interpretation of image content in a meaningful way, or they focus on dichotomies like indoor vs outdoor scenes [37] or city images vs landscapes [38] .
We present a method that focuses on the task of locating deciduous trees, while significantly relaxing the constraints on the imaging conditions under which they can be recognized.
Object Recognition
Much of object recognition research has concerned itself with the problem of locating a small number of known objects in a scene containing one or more of these objects [18, 29] . Viewerand object-centered approaches to object recognition tend to focus on the geometric arrangement of simple features obtained using a unique method (edges/lines from edge detectors, "interest points" from interest operators, etc). These feature values are either taken directly as "signatures" for the depicted objects [1] or taken indirectly through the derivation of "invariants" from them [18, 32] . An alternative approach uses Shape-from-X methods to infer the shape of the depicted objects before registering 3D models to the inferred object shape. Such descriptions are then used to generate hypotheses as to the size and orientation/viewpoint of the known objects. Apart from the "Shapefrom-X ," "point correspondence," and "segmentation" problems with these approaches, they mostly assume that one of the known objects is present and visible in the image. Therefore, objects are even detected and recognized in images that do not show them. The uniformity of the extracted features leads to an intractable number of possible alignments between noisy feature points in the image and potential candidates from the model(s). Our approach attempts to deal with all the mentioned problems through the use of richer bottom-up descriptions of images and by training a classifier to tell deciduous trees from everything but deciduous trees. Admittedly the latter class (nondeciduoustrees) is rather large and diverse, and the classifier must generalize well to achieve good classification. Richer descriptions of the depicted object form "signatures" even before they are related to each other by their geometric relationships (of course geometric combinations of such signatures can be used to enhance the power of this approach further). For example, while many objects may be green, fewer objects both are green and exhibit little directional energy, and even fewer objects are green, exhibit little directional energy, have high entropy, few collinear step edges, appear similar at a range of scales, etc. Our approach aims to exploit the fact that in many cases objects are more easily identified by an array of different observable measures than by the measurements of one kind of feature at a number of "key" locations.
Our Approach
Thus, we argue that a single measure, observation, or model is unlikely to enable robust recognition of deciduous trees. Variations in the objects themselves, the imaging conditions, and image compression complicate the classification task.
The appearance and shape of trees, even if unoccluded and from only one deciduous species, vary greatly. Images of trees vary in viewpoint (frontal views, views from below trees, panoramic views, or aerial or elevated views), viewing distance (anything between a distant forest and a number of individual leaves is considered a tree), lighting conditions (natural vs artificial lighting, broad daylight vs sunrise/sunset, or clear vs overcast vs foggy/misty). Additionally, we have no information about the camera parameters, and images are obtained or transformed by noisy processes such as scanning and lossy compression. GIF compressed images, for example, only have 256 unique colors. If texture features are based on grayvalue representations of images, some of the colors may collapse to the same gray level. The resulting severe quantization has complex consequences for many texture measures. The range of JPEG compression schemes, their lossy representations of 8 × 8 blocks in the image, and the aliasing effects at the borders of these blocks further complicate the task for texture measures.
Hence, we believe that no one feature, such as texture, color, size, or inferred shape, can robustly locate trees in unconstrained images. We derived 51 features from seven methods based on the gray-level co-occurrence matrix [16] , Gabor filters [25] , box-counting-based fractal dimension estimators [6] , Fouriertransform-based features [5] , color, entropy, and steerable filters [31] . The underlying methods are described in detail in [6, 14, 16, 22, 31, 39] .
We use a back-propagation neural network to combine the features and to obtain a consistent and robust classification. Since extracting the feature space representation for images takes a long time we show how a greedy algorithm can improve on good random selections of features. This approach produces a subset of 13 features which reduces the computation time significantly while retaining the classification accuracy and robustness.
Deciduous, Coniferous, and Evergreen Trees
The appearance of deciduous trees during spring, summer, and fall is dominated by their foliage cover. Their branches are largely hidden. During the winter season, on the other hand, the foliage of deciduous trees is not visible. Instead their appearance is now dominated by the branches that were hidden during the other seasons. Visually deciduous trees during winter and the other seasons have little in common. Therefore, their recognition during the winter season should probably be treated as a separate problem. We believe that telling deciduous trees from evergreen trees (including most coniferous trees) in winter should be easier than their detection during the remaining seasons, but we have not attempted this so far.
Our intuitive emphasis on tree color turns out to be a rather week cue for the detection of deciduous trees. The following two observations may help to explain this somewhat surprising result:
• Throughout the year their leaves may take on all colors except blue.
• Areas exposed to direct sunlight appear slightly more yellow and orange than their surface hues. Areas that are not exposed to direct sunlight often show a significant bias toward blue. In absence of direct sunlight the ambient blue of the sky becomes the second most powerful light source, coloring all shaded objects.
Outline
We describe the features we extract from images in Section 2, and the classifier, used to recognize deciduous trees, in Section 3. We show the results of that classifier on a number of different feature sets in Section 4.
In Section 5 we contrast the performance of a number of different classifiers and we compare a number of alternative methods to determine the relevance of features. Finally, Section 6 concludes with a summary of all our findings.
THE FEATURES
We classify trees using features extracted from color images. Some of these features are representations of individual pixels in the image, such as the hue, saturation, and value; others are the outputs of grayimage-patch-based filters.
Fourier-Transform-Based Features
Some measures commonly used with Fourier-transformbased methods are (i) wedge sampling, (ii) annular-ring sampling, and (iii) parallel-slit sampling.
Many textures differ significantly in the domains of the annular-ring and parallel-slit measures; however, for our purpose of discriminating tree and non-tree areas, angular wedge sampling is most expressive. Fourier transforms (FTs) of images and image patches containing humanmade structures often have lineor wedge-shaped areas of high spectral power that pass through the center as shown in the image/FT pairs in Figs. 1a and 1b. Summing the power in fixed angular intervals for all directions in the FT of the image lets us separate common from uncommon orientations in the image. The shaded wedge in Fig. 2 shows such an angular interval. A circular mask has been imposed so that the power in the diagonal directions is not unfairly biased. Once the power in each angular interval has been determined, we obtain the minimum and maximum angular power and use the normalized ratio (max − min)/(max + min) to determine the amount of structure in the patch.
Larger values for this wedge measure indicate greater "regularity" in some direction in the image patch; smaller values indicate less "regularity," in terms of parallel lines, bars, and edges. Since we are comparing the ratios between the maximum and minimum values, this measure is rotation invariant.
Performing the above procedure on fixed-size image patches, we obtain local measures of the regularity of these patches. We 
Gabor Filter Measures
The image (in the spatial domain) is described by its 2D intensity function. The Fourier transform of an image represents the same image in terms of the coefficients of sine-and cosine-basis functions at a range of frequencies and orientations. Similarly, the image can be expressed in terms of coefficients of other basis functions. Gabor [13] used a combined representation of space and frequency to express signals in terms of "Gabor" functions,
where θ represents the orientation and ν the frequency of the
FIG. 2.
The sum of the power of the Fourier transform inside the shaded vertical angular interval is a measure of the "structure" present in an image patch.
complex Gabor function
Gabor filters have gained popularity in multiresolution image analysis [11, 13] , despite the fact that they do not form an orthogonal set, which means that their coefficients cannot be obtained by convolution of the image with the basis functions as is done in the next section, where we employ steerable bar and step-edge detectors. Gabor-filter-based wavelets have recently been shown by Manjunath and Ma [22] to be fast and useful for the retrieval of image data.
We convolve each image patch with Gabor filters tuned to four different orientations at three different scales. Next, the average and range of the four measures at each scale are computed. Finally, to also make the measurements somewhat scale-invariant, we obtain the following four texture measures:
• The average of the orientation responses at all scales.
• The average of the scales' orientation response range.
• The range of the scales' averaged orientation responses.
• The range of the scales' orientation response range.
Steerable Bar-and Step-Edge Filters
Since many humanmade structures exhibit a large amount of regularity in the form of parallel lines and bars, patches with few dominant orientations are less likely to represent trees. On the other hand, the irregular leaf and branch structure of trees often exhibits a greater variety of weak orientations.
By binning orientations appropriately, we can use the number and strength of different orientations in an image patch to distinguish between patches belonging to humanmade scenes (which usually have fewer but stronger distinct orientations) and those belonging to natural scenes.
Steerable bar and step-edge detecting filters are used to obtain the dominant orientation for each image patch. The result of this routine is an orientation image indicating the orientation of the predominant step or bar edge at each location.
To measure the energy of an image (in terms of line and step edges), the convolutions with two filters that are 90
• out of phase (i.e., filters that form a quadrature pair) can be squared and summed. To detect lines, one filter type is an even function that can be decomposed solely into cosine terms, while for the detection of step edges, the other is an odd function that can be decomposed solely into sine terms.
In order to obtain a good orientation resolution of lines and step edges in the image, one could convolve the image with a large number of orientations of the quadrature pair. However, convolutions are slow, and the accuracy of such an approach depends on (a) the sampling frequency and (b) the interpolation of the sampled convolutions.
Canny showed [4] how the outputs of only two orthogonal filters (the first derivatives of a Gaussian in the x and y directions) are sufficient to find the orientation and power of step edges. In order to handle both kinds of edges, Freeman and Adelson [12] use a quadrature pair consisting of the second derivative of a standard Gaussian (the even part of the filter pair) and its Hilbert transform (the odd part of the filter pair). Instead of finding the outputs at all orientations, the concept of steering was introduced, in which the convolution with a filter at any orientation can be synthesized by a linear combination of the convolutions with a small basis set of filters,
Using three basis and interpolating functions for the Gaussian part and four for the Hilbert transform part of the filter, they can locate both lines and step edges exactly (as opposed to the double edges detected at a line by using the methods of Canny and others). Since the standard Gaussian has a low orientation selectivity, the kernels are only optimal in the presence of a single line or step edge in the image and blur the responses in the presence of more than one edge or line. To improve the orientation selectivity, they suggested using higher-order derivatives of Gaussians as kernels. However, even a fourth-order derivative of a Gaussian together with its Hilbert transform does not yield good results if lines or step edges cross each other at angles other than 90
• . Perona [31] demonstrated a general constructive method to construct basis and interpolating functions and showed that all functions that are polar-separable with sinusoidal θ components are steerable. Examples of such functions are shown in Fig. 3 .
We used this method to obtain a steerable function set for a quadrature pair (G yy , H yy ), where G yy is the second derivative along the y-axis of an elongated Gaussian kernel Fig. 4a and H yy is the Hilbert transform of G yy shown in Fig. 4b .
For multiple occurrences of lines and step edges, good angular resolution (orientation selectivity) was obtained when the ratio σ x σ y was at least 1 4 . Perona [31] showed an efficient method that places the second derivative of the Gaussian in the real part of the complex kernel and its Hilbert transform in the imaginary part. The n-term approximation of the function we want to steer can be written as 
where the integral ranges over all 2D space (R 2 ) and (·) represents the complex conjugate. Note that
Expanding h(θ ) as a Fourier series we can read off the filter's (2D) basis functions a i and the corresponding interpolating functions b i :
The σ i terms are used only for error analysis. For details see [31] .
These filters are used to obtain the oriented energy of both step and bar edges. Although we initially envisaged them as aiding in the recognition of deciduous trees in winter, when their leaves are missing, the orientation analysis also turned out to be useful for the recognition of leaves and trees in summer.
Graylevel Co-occurrence Matrix Measures
, where P(·) is the graylevel co-occurrence matrix (GLCM) of pixels separated by distance d whose orientation is θ and where R(·) is a normalization constant that causes the entries of P(·) to sum to 1.
In texture classification, the following measures have been defined, see for example [5, 16] : The angular second moment (E) (also called the energy) assigns larger numbers to textures whose co-occurrence matrix is sparse,
The difference angular second moment (DASM) assigns larger numbers to textures containing only a few graylevel patches,
where
is the moment of inertia around the cooccurrence matrix's main diagonal. It is a measure of the spread of the matrix values and indicates whether pixels vary smoothly in their local neighborhood,
The inverse difference moment (IDM) measures the local homogeneity of a texture. It weights the contribution of the cooccurrence matrix entries inversely proportional to their distance to the main diagonal,
The mean (M) is similar to the contrast measure above but weights the off-diagonal terms linearly with the distance from the main diagonal, rather than quadratically as for the contrast,
Similar to the angular second moment, the entropy (H) is small for textures that give rise to co-occurrence matrices whose sparse entries have strong support in the image. It is maximal for matrices whose entries are all equally large,
Other measures are sum entropy (SH),
and difference variance (DV),
The correlation (Cor) measure is an indication of linear structure of a texture. This and the next two measures use
Shade (S):
Prominence (P):
Note that the directionality of a texture can be measured by comparing the values obtained for a number of the above measures as θ is changed. The above measures were computed at four angles (0
• , and 135
To make the measures rotation-invariant, we use the average and range over the four orientations to obtain two features for each type of measure. For further discussion of these graylevel co-occurrence matrix measures, see [5, 16] .
Fractal Dimension Measures
The underlying assumption for the use of the fractal dimension (FD) for texture classification and segmentation is that images or parts of images are self similar at some scale.
Various methods that estimate the FD of an image have been suggested:
• Fourier-transform-based methods [28] , • box-counting methods [6, 21] , and • 2D generalizations of Mandelbrot's methods [30] .
The principle of self-similarity may be stated as: If a bounded set A (object) is composed of N r nonoverlapping copies of a set similar to A, but scaled down by a reduction factor r , then A is self-similar. From this definition, the fractal dimension D is given by
The FD can be approximated by estimating N r for various values of r and then determining the slope of the least-squares linear fit of (log N r / log(1/r )). The differential box-counting method outlined in Chaudhuri et al. [6] is used to achieve this task.
Three features are calculated based on
• The actual image patch I (i, j),
• the high-graylevel transform of
• the low-graylevel transform of
, and g min , g max , and g avg are the minimum, maximum, and average gray values in the image patch, respectively. The fourth feature is based on multifractals, which are used for self-similar distributions exhibiting nonisotropic and inhomogeneous scaling properties. Let k and l be the minimum and maximum gray level in an image patch centered at position (i, j), let n r (i, j) = l − k + 1, and let N r = (n r /N r ); then the multifractal, D 2 is defined by
A number of different values for r are used, and the linear regression of (log i, j N 2 r )/ log r yields an estimate of D 2 .
Color Measures
While the intensities of the red, green, and blue components of a color image are highly correlated, the hue, saturation, and value decomposition offers a more independent representation that captures complementary information about the image.
The hue component (θ ) can be computed by finding the angle between the color of a pixel and the red corner of the color triangle in Fig. 5a (see for example [19] for details),
, where r, g, and b are the intensities of the red, green, and blue components of the corresponding pixel.
FIG. 5.
The color triangle and the function mapping a pixel's hue to its probability of being a leaf pixel.
The saturation (S) and value (V) components are also defined in terms of r, g, and b:
The color-value discontinuity between magenta-red and orange-red (which have maximally different feature values on the hue scale but appear very similar in images) complicates the task unnecessarily. Therefore, each hue value is assigned the corresponding value of a function that transforms the hue into the likelihood of the pixel being a leaf pixel (see Fig. 5(b) ).
We also use opponent color measures that contrast the intensities of red vs green (red/(green + α)), red vs blue (red/(blue + α)), and green vs blue (green/(blue + α)), where we used α = 0.01 to bound the ratios.
Entropy Measures
Since leaves and branches appear as rough and "messy" areas at most scales at which trees can be identified, we can use the entropy of image patches to separate them from uniform, smooth, and smoothly varying object surfaces. If V max is the maximum value in an image patch, the entropy is defined as
where h i = n i /N is the ith histogram count n i divided by the total number of pixels in the image patch (N ). We measure the entropy in both the gray-value image and the orientation image described above; both measures are largely rotation-invariant.
CLASSIFICATION
A number of factors prevent zero error results. Often the object identity is unclear. For instance, should bushes be labeled as tree
A related issue concerns the importance of the classification result. Misclassifying a distant coniferous tree as a distant deciduous tree is not as severe as, for example, classifying humanmade structures as trees.
The Back-Propagation Neural Net
We use a back-propagation neural network to arbitrate among the different features describing the image. Some alternative classification methods are discussed in Section 5. Our back-propagation neural network [8] has a single hidden layer and uses the sigmoidal activation function (act) = 1/(1 + exp(−act)) − 0.5, where act is the activation of the unit before the activation function is applied. A single hidden layer in a back-propagation neural network has been shown to be sufficient to uniformly approximate any function (mapping) to arbitrary precision [7] . Although this existential proof does not state that the best network for some task has a single hidden layer, we found one hidden layer adequate. The architecture of the network is shown in Fig. 6 . The back-propagation algorithm propagates the (input) function values layer by layer, left to right (input to output) and back-propagates the errors layer by layer, right to left (output to input) as shown in Fig. 6 . As the errors are propagated back to the input units, part of each unit's error is being corrected.
Reducing Feature Redundancy
An important consequence of our approach of combining a large number of different measures to locate tree regions in images is that it is very time-consuming if done sequentially. Parallelism could be exploited easily at the feature and pixel level to produce speedier solutions.
To find the 51D feature space representation for an image of size 512 × 512 takes just under 1 day on a 200-MHz Ultra-SPARC. Labeling each pixel of an image of this size as belonging   FIG. 6 . The network architecture.
to a tree or non-tree region takes about 20 s. The elimination of redundancy in the feature set is therefore an important task. While finding the best set of n features for our classification problem is an intractable problem, we will present a method (in Section 4) that can be used to determine good subsets of features, thus speeding classification.
RESULTS
As a means for comparison, we contrast the classification results using all 51 features and those using various subsets of features. In Section 4.4 we show how the architecture of the neural network affects the classification results.
Subsets of Features
There is a prohibitively large number of subsets even for moderate numbers of features. To establish a lower bound of performance for subsets of varying size we first averaged the performance of the classifier on random feature samples. We assume that the discriminatory power of a set of features can be estimated by averaging over the differences due to initialization. In Figs. 7, 9, 17, and 18 the average performance of a given feature set is represented by horizontal lines, while the variation of these solutions is shown by vertical lines. Figure 7 shows the errors on the training set as the number of randomly selected features is increased from 1 to all (51) features. Horizontal lines show the average error for the feature sets of the various sizes; vertical lines indicate the range of errors for each feature set. These results should form a lower bound on the performance of any feature selection method. Difficulties with the correct label for each pixel, problems with pixels on the border between tree and nontree regions, and problems due to compression prevent us   FIG. 7 . The performance of random feature sets of various sizes. from eliminating the error completely. This partly accounts for the fact that the exponential error curve does not approach zero as the number of features is increased. This is not to say that, using additional/alternative methods, we cannot reduce the error further.
Random sets of features.

Good Subsets of Features
Transitivity does not hold for subsets of features: Given an optimal subset with N features we cannot expect that the addition of the "best" feature not yet in the set will produce an optimal set of size N + 1. Likewise, eliminating the "least useful" feature from an optimal set of size N + 1 need not produce the best subset of size N . Determining an optimal subset of N features from the entire feature set hence requires the consideration of 2 N such subsets.
A greedy algorithm.
Since determining the set of features that enables the best classification performance is an intractable task, we have to settle for methods that can find us good, but suboptimal, feature sets. One such method is a greedy algorithm that starts from the empty set and includes the single most "useful" feature at each step (or its opposite, a greedy algorithm that starts with the entire set and discards the single least "useful" feature at each step). Since this strategy makes local decisions it cannot be expected to find globally optimal solutions. In fact we found that after a number of steps the greedy algorithm has made so many suboptimal decisions that the resulting set cannot be improved further by the inclusion of new features.
We can reduce this effect somewhat by adding delete and replace operations to the algorithm that are used to check whether the deletion or replacement of features in the current set improves the performance further (many classifiers perform worse in the presence of "distracting" and redundant features).
Combining random feature sets and a greedy algorithm.
We ran the greedy algorithm from scratch (the empty set) to produce a 15-feature set that achieved results equivalent to about 31 randomly selected features. Since the performance increases due to the greedy algorithm are significant during the first few steps of its execution we also started it from a good random collection of features.
The performance of a set of features varied strongly with the initialization of the search. Therefore, we averaged over the performance of differently initialized searches. We generated 30 random sets containing six features. For each of the 30 sets we averaged the performance of the classifier over 10 runs. The set that achieved the best average classification results was taken as a starting point of an incremental greedy algorithm. As mentioned earlier we also checked at each step whether deleting a feature or replacing a feature was helpful.
Using this strategy we determined 13 features that achieve a total error of 28,373 on the training set, which is only about 3% worse than that found in the collection of all 51 features combined (27,500). The error figures are the number of misclassified pixels in the entire training set of over half a million pixels. The execution time of the feature extraction stage, on the other hand, is reduced from about 1 day to under 5 h for an image of size 512 × 512 pixels. Figure 8 illustrates the steps of the method for a particular set of features. The initial six-feature set is shown in column 0 of feature IDs (the features are numbered 1 through 51). In the first step it was found that feature 20, which was not in the six-feature set, reduced the error the most among all features not in the six-feature set. The resulting seven-feature set is shown in column 1. In the next two steps, features 16 and 38 were replaced by features 15 and 37, respectively. In step 4 feature 8 was found to be the best addition to the existing set. In steps 6 and 7, features 19 and 12 were replaced by features 47 and 11, respectively. The feature sets in steps 8 and 9 both achieved roughly equally good classification. Therefore, both were kept as possible expansions of the previous feature set. At the next step (10), however, it turned out that reintroducing feature 38, which was replaced with feature 37 in step 3, was not as beneficial as adding feature 21 to the set. The dead Tamagotchi marks the elimination of an alternative feature set. Finally, in steps 11 and 12, features 40 and 32 were added to the set of features.
The first five of these features are based on the graylevel cooccurrence matrix, the 6th is a Gabor filter measure; the 7th is a multifractal measure; the 8th, 11th, 12th, and 13th are based on color measurements; the 9th is based on entropy; and the 10th, is based on the Fourier transform. With the exception of the steerable filter-based features all types of measures are represented. This confirms the need for the combination of features of different types for good classification.
The main reason for the inclusion of the steerable feature measures was to facilitate the detection of branches and forks in images in the future (not used in this work). But we also used the orientation and edge type information to see if they could contribute directly to the classification process, rather than just indirectly through the detection of branches and forks. The absence of these features from the final 13-feature set indicates that without further processing they are not very useful.
Efficient subsets of features, like the one used for this study, generally contain representatives of most types of feature extraction methods. We found that combinations of features of different methods clearly outperform features based on only one feature extraction method (e.g., using only Gabor filters). Figure 9 compares the performance of random feature sets from Fig. 7 and the performance of the feature sets shown in Fig. 8 (the circles in the graph) .
From Fig. 9 it can be seen that the performance of these 13 features is roughly equivalent to the performance of the entire feature set. As we mentioned earlier, it also can be seen that the performance increases taper off as the number of steps of the greedy algorithm increases.
The Performance of the Resulting Feature Set
Figures 10 and 11 show previously unseen images with their classification results horizontally adjacent to them. Brighter regions in the labeled images represent areas that are likely to depict deciduous trees and darker regions represent areas that are less likely to depict deciduous trees. Due to the filter width of the texture measures we do not generate labels around the edges of the images where the filters have incomplete image support.
Measures of every seventh pixel of 25 training images were obtained and combined with labeled images to train the network. Note that from these 25 images we obtained well over half a million data points. The 51D data set is about 119 MB; the 13D data set is about 30 MB. Subsampling speeds up the training process without (noticeably) affecting its outcome, since neighboring pixel locations are highly correlated.
FIG. 9.
The circles in the graph show the average performance of seven feature sets obtained starting from the best six-feature set (the lower tip of the vertical line corresponding to the performance range of random feature sets of size 6). We would like to point out that some of the test images show trees in fall with the leaves' colors ranging from green, through yellow, orange, and red, to a magenta-ish red. Thus the colorbased features illustrate a typical problem the classifier has to solve; color is often a useful cue, but leaves are not always green and not everything green depicts leaves.
The first image pair on the second row in Fig. 10 shows the performance of the approach for an image taken on a foggy day, with low contrast and low color saturation. The second image pair on row four in the same figure shows the approach's robustness with respect to scale and color. This fall image shows trees at distances ranging between 5 m and over 500 m whose colors range from magenta to green. The output image shows that almost all regions were correctly labeled. Not all deciduous trees are green and not everything green is a deciduous tree; in fact deciduous trees take most hues except those from a thin band around blue. The same is true for the other measures we use; they all perform poorly in isolation. The classifier combines these measures to improve on the performance of the individual measures.
Neural Network Issues
While varying the number and kind of features has a strong impact on the performance of the classifier, the architecture of the back-propagation neural network affects the performance very little. The network we use for all our work has a single hidden layer with 25 hidden units in it. This is a safe architecture. Generally we found that adding more hidden layers or more hidden units in the hidden layer slows the convergence while producing little performance improvement. Twenty-five hidden units in a single hidden layer produced good results for feature sets (input units) from the smallest (six-feature) set up to the full (51-feature) set.
ALTERNATIVE METHODS FOR CLASSIFICATION AND FEATURE RELEVANCE ESTIMATION
Here, we discuss alternative classifiers and alternative approaches to the determination of the most relevant features. Since the preprocessing stage is the slowest of the modules, we consider classification without preprocessing in the first part of this section.
Since the "relevance" of a feature depends on the method used for classification, there is little benefit in using one approach to decide on the importance of features and another approach to classify images given these features. Therefore, we consider linear, quadratic, and eigenanalysis techniques to both the determination of good subsets of features and classification. We show how other approaches to feature selection compare to the greedy approach presented in Section 4.
Classification without Preprocessing
We considered classification without preprocessing and trained a convolutional neural network (CNN) [20] on raw image data. Unfortunately the results were discouraging. The training took significantly longer than for the back-propagation network with separate preprocessing and labeling stages, and the performance on both the training and the test set was worse (see Figs. 14 and 16). One of the motivating factors for the use of CNNs is that they provide a degree of translation invariance by sharing weights among input units; at the same time this reduces the number of free parameters (weights) and hence speeds convergence. In [20] a CNN is used for handwritten digit recognition. In order to reduce the number of weights in the network all units at the same level use a common set of weights (a convolution kernel) to connect them to the units of the next higher level of the network. Our comparison shows that this is not enough to obtain good classification results. Training a classifier on preprocessed input therefore seems to be the better approach.
Linear Relationships between Pairs of Variables
Covariance and correlation matrices only measure linear relationships between pairs of variables. Therefore, methods based on them do not accurately capture (i) nonlinear relationships between pairs of variables (see Fig. 12 ), and (ii) linear or nonlinear relationships between more than two variables at the same time. Since the values of covariance and correlation matrices do not even reflect the true relation between pairs of variables, classification methods that are based on these matrices are fundamentally flawed and we should not be surprised to see that their performance is inferior to that of the suggested nonlinear classifier (see Fig. 14) . For example, a cubic relationship between two variables might make them linearly dependent even though the nonlinear relationship might contain valuable and exploitable information for the classification problem at hand.
Linear Analysis
If we restrict ourselves to linear classification methods, Fisher's Linear Discriminant Functions (LDF) [9] , Maximally Discriminating Functions [24] , or the Best Linear Discriminant Function [35] can be used. To determine the redundancy and contribution of features we can use the F-test or the Wilks test [34] or the discriminant functions themselves. Fisher's Linear Discriminant Function is widely used to classify an observation into one of two classes. An observation is taken to belong to class 1 if
and to belong to class 2 otherwise. Herex i denotes the mean of class i, S is the pooled sample covariance matrix, x is the observation to be classified, andπ i reflects the prior information we have about the likelihood of the observation belonging to class i. Linear classifiers are inferior in power to nonlinear classifiers, and both the linear classifiers and the tests for redundancy require the calculation of the inverse of the class or pooled covariance matrices. Since our set of features is very linearly redundant, the associated covariance matrices are too singular to enable the stable computation of their inverse.
Quadratic Analysis
According to the quadratic discriminant function an observation is taken to belong to class 1 if
and to belong to class 2 otherwise. As beforex i denotes the mean of class i, S 1 and S 2 are the pooled sample covariance matrices, x is the observation to be classified, and π i reflects the prior information we have about the likelihood of the observation belonging to class i. While quadratic discriminant functions [36] generally yield better results than linear discriminant functions, they too require the calculation of the inverses of the near-singular class covariance matrices. Therefore, they too are computationally too unstable to allow their use for a feature redundancy analysis or classification.
Eigenanalyses
A global or class eigenanalysis of the covariance matrices is useful to describe the features but it is not designed to classify feature vectors into their corresponding classes and hence, often performs poorly as a basis for classification. Recent successful applications of eigenanalyses for classification, e.g., [29] , normalize images of training and test objects prior to the classification to maximize the likelihood that differences in the description are indeed due to differences in the identity of the objects. In our case it is unclear how to standardize/normalize the appearance of an arbitrarily shaped tree of unknown size in arbitrary images, especially if it has not already been segmented or recognized.
In classification, therefore, we are mainly interested in finding the features that maximize the differences between the individuals of the different classes. For this purpose the most discriminating features can be obtained by maximizing the ratio of the between-and within-class sums of squares and products matrices (details in [2, 15, 23, 34] ). Unfortunately, this method degenerates to Fisher's Linear Discriminant Function in the two class case (e.g., trees and non-trees, as in our case). Therefore, the problems of Fisher's LDF with the inverse of near-singular matrices are inherited by the eigenanalysis of the class differences.
Minimally Correlated Features
From the previous sections it is obvious that the discussed alternatives all suffer the same problem when (as in our case) the correlation/covariance matrices are nearly singular. Therefore, we asked the question: How powerful are features that allow the stable calculation of the inverse of the data set's correlation matrix?
The answer is "Not very." Features for which linear classifiers can be used perform roughly as well as randomly selected feature sets of the same size.
We estimated the condition number of the correlation matrices using the 1-norm LINPACK condition estimator. This measure is an indication of the relative distance from a given correlation matrix to the set of singular matrices. The condition number estimate is a defensive approximation; i.e., the actual condition number is likely to be at least as bad. Figure 13 contrasts the performance (error on the training set) of the feature sets that have the least singular covariance matrix and the average performance of random feature sets of sizes 1, 3, 6, and 11. The numbers in the right graph are the estimates of the covariance matrices' condition. Estimates near one indicate sets of (linearly) uncorrelated variables, while larger estimates approach the set of singular covariance matrices. The rapid increase in the singularity measure indicates that combinations of 20 features or more will cause even the set of features with the least singular covariance matrix to become too singular to allow the stable computation of its inverse.
From the left graph, we can see that features for which linear classifiers can be used perform slightly better than randomly selected feature sets of the same size. Increasing the feature set size to more than 10 features yields no further performance increase. Note that the peak performance of sets selected this way is about 20% worse than that of the nonlinear classifier (the minimum average error on the training set is 33,798). Dotted lines show the performance of random feature sets of the indicated size. The solid horizontal lines show the average performance of the feature sets corresponding to the least singular covariance matrices; the solid vertical lines show the performance variation due to initialization.
Fortunately we can circumvent the problems with singular covariance and correlation matrices by using methods that do not require their use (such as a back-propagation neural network).
The 13-feature set that produced the results in Figs. 10 and 11 have a condition number estimate of 1.9307 × 10.5, indicating that the 13-feature set is highly linearly redundant. Since the set achieves good classification and deleting any of the features from it deteriorates the results noticeably, we see that linear redundancy is not useful for deciding on the importance of features for a nonlinear classifier. Figure 14 shows the performance differences between linear, quadratic, and nonlinear methods for a sample training image. The results for the linear and quadratic classifiers in Fig. 14 are based on the 20-feature set determined in the redundancy analysis described earlier. While other sets might theoretically have better discriminatory powers, the inverses of their covariance matrices cannot be computed stably and their performance is thus unreliable (and likely to be worse).
A Comparison of Classification Methods
The results of the linear and quadratic classifiers in Fig. 14 are typical for these classifiers and reflect their discrimininatory power. The convolutional neural network achieves classification results on this training image that are equivalent to those achieved by the back-propagation neural network.
When comparing the performance of both networks on another training image, as in Fig. 15 , and a previously unseen (test) image, as in Fig. 16 , we can see that the performance of the convolutional neural network is inferior to that of the backpropagation neural network.
Since the performance of the linear and quadratic classifiers is significantly worse than that of the nonlinear classifiers, we did not include their classification results in these figures.
Each Method in Isolation
As indicated in the Introduction the 51 features are obtained using seven different methods. Since any single feature on its own has very little discriminatory power we compare each of the underlying seven methods in turn. Figure 17 plots the classification error on training images on the y-axis for each of the seven underlying feature extraction methods in isolation on the x-axis. The numbers in parentheses indicate the number of features derived from each feature extraction method. We can see that the methods in isolation are all inferior to feature sets of the same size drawn at random from the entire feature set ( dotted   FIG. 14. A sample training image and the segmentation results obtained using various classifiers. The image is copyrigt Gerhard Ortner, with whose permission it is used. lines). The performance of the different methods is roughly proportional to the number of features derived from them, giving rise to the apparent strength of the 28 GLCM-based feature set. Comparing its performance with that of random feature sets of similar size we can see that the 28 GLCM features are inferior to a random collection of 26 features. Therefore, it is obvious that this approach does not allow us to determine good feature subsets and to optimize our classification performance. Since we are interested in the best classification given all features we cannot judge the importance of features and methods by measuring their power in isolation.
Leaving One Out
It would therefore make more sense to consider a large feature set and to measure how much the performance of the entire set of features deteriorates as various features are left out. Since the presence or absence of a single feature is virtually unnoticeable, we measure the change of the performance if all features derived from one method are omitted (the horizontal axis of Fig. 18 shows the omitted method). Although from Fig. 18 it seems that the omission of the GLCM-based features causes the largest deterioration in the error rate, this effect is almost entirely due to the large number of features based on that method. The performance of random sets shows that the GLCM features are neither particularly useful nor particularly redundant. Another observation that can be made from this graph is that the elimination of the features of some types of measures improves on the performance of the entire set of features. While this indicates that the complete set is redundant it does not show which features to omit in order to maximize the performance.
CONCLUSIONS
We represent images using 51 measures from seven fundamental feature extraction methods based on color, the graylevel co-occurrence matrix, Gabor filters, fractal dimension, steerable filters, the Fourier transform, and entropy.
We present a method that extracts good subsets of features from the set of 51 features. The resulting subset is almost as powerful as the entire set but reduces the time for the feature extraction phase by 75%. The fact that representatives from all but the steerable filter method are present in this subset lets us conclude that the mixture of methods and features provides for better classification than the use of features derived from just one method (as was shown in Fig. 17 ). The 13-feature solution we have found outperforms all the methods in isolation (even the combined set of 28 GLCM-based features).
Linear Dependence
Covariance-(or correlation-) matrix-based feature relevance analyses fail even if only a small number of features are significantly linearly correlated. Any attempt to eliminate the most linearly correlated features is likely to discard many important features and curtail the power of the remaining feature set. From our experiments we found that feature sets whose covariance matrices are sufficiently independent to allow their inverses to be obtained only perform as well as random feature sets of the same size. Therefore, we conclude that the contribution of linearly dependent features within nonlinear classifiers can be significant, as was shown in Section 4.
Assumptions of Linear and Quadratic Classifiers
Many of the available classifiers also make implicit assumptions that the different classes/groups have similar covariance matrices or are normally distributed. If this assumption is violated many of the derived results become invalid. Section 5.7 showed that classical linear methods are inferior to nonlinear methods, such as a back-propagation neural network.
Random Feature Sets
For k features we have 2 k possible subsets of features and transitivity cannot be used to build optimal sets of size N + 1 from optimal sets of size N (likewise we cannot eliminate the least important feature to obtain sets of size N − 1 from sets of size N ). However, we have shown how to find good feature sets by using a greedy strategy on good random collections of features (see Section 4.2.2).
The best 13-feature set, found using a greedy strategy, spans all but one feature extraction method and outperforms all the methods in isolation (even the combined set of 28 GLCM-based features). Generally, random collections of features from different methods out perform equally sized feature sets of one type.
Back-Propagation Neural Networks
The use of a back-propagation neural network offers a simple solution to the laborious task of finding a good combination of the available features, thus solving our senso fusion problem. We have shown that feature sets like the one presented have sufficient expressive power to allow good generalization from only a few training images. An analytical approach, on the other hand, is difficult to conduct since the interactions even between modest numbers of dependent features is complex.
Natural scenes and objects often have signature colors and textures, which is why we expect the presented approach to be most useful in this domain. Humanmade structures and objects often do not exhibit the same degree of color and texture constancy between instances and our approach hence appears less well suited to them.
