Abstract-The output characteristics of state-of-the-art n-MOSFETs with effective channel lengths of 40 and 60 nm have been measured and compared with full-band Monte Carlo simulations. The device structures are obtained by process simulation based on comprehensive secondary ion mass spectroscopy and capacitance-voltage measurements. Good agreement between the measured output characteristics and the full-band Monte Carlo simulations is found without any fitting of parameters and the on-currents are reproduced within 4%. The analysis of the velocity profiles along the channel confirms that the on-current is determined by the drift velocity in the source side of the channel. Analytic-band Monte Carlo simulations are found to involve an overestimation of the drain current in the nonlinear regime which becomes larger for increasing drain voltage and decreasing gate length. The discrepancy originates from a higher nonlinear drift velocity and a higher overshoot peak in bulk silicon which is due to differences in the band structures above 100 meV. The comparison between analytic-band and full-band Monte Carlo simulation therefore shows that the source-side velocity in the on-state is influenced by nonlinear and quasiballistic transport.
Monte Carlo Simulation and Measurement of Nanoscale n-MOSFETs
I. INTRODUCTION
A S MOSFETs are scaled into the sub 0.1 m regime, the on-current is increasingly determined by quasiballistic transport which is not adequately described by classical device simulation [1] , [2] . An approach capable of taking ballistic transport effects into account is full-band Monte Carlo (FBMC) simulation [3] , [4] . Therefore, many recent investigations have employed the Monte Carlo method to address the operation of nanoscale MOSFETs [2] , [5] - [9] and advanced features such as elaborate models for impurity and surface roughness scattering have been studied [9] . However, since these works use the ensemble Monte Carlo approach, the high doping levels above 10 cm in state-of-the-art MOSFETs give rise to stability problems in the self-consistency scheme which can only be overcome by very short time steps on a subfemtosecond scale [10] . In order to reduce the computational effort, these Monte Carlo simulations were therefore restricted to simplified device structures with maximum doping levels considerably or even far below 1 10 cm . Consequently, none of the aforementioned works includes comparisons with experimental data, thus excluding the possibility to assess the relevance and validity of the models employed.
It is the aim of this work to bridge the gap between Monte Carlo device simulation and measurements by providing a comparison of the corresponding output characteristics of nanoscale MOSFETs. This will enable us to gauge the capability of Monte Carlo simulation to predict the scaling trend of the on-current in the sub-0.1-m regime. To this end, we have performed calibrated process simulation of the measured MOSFET structures. On the other hand, we use the single-particle approach (SPARTA) to FBMC device simulation and achieve self-consistency by an iterative coupling scheme with the nonlinear Poisson equation [11] . Thereby the stability problem of the ensemble Monte Carlo approach is avoided and state-of-the-art MOSFETs can be simulated with affordable computational effort [12] . In addition, a comparison with other transport models (drift-diffusion, hydrodynamic and analytic-band Monte Carlo simulations) is used to clarify the origins which determine the on-current in nanoscale MOSFETs.
The paper is organized as follows. In Section II, we address the details of our Monte Carlo approach concerning band structure, scattering mechanisms, and numerical algorithms. We also present a comparison of the simulation results on the bulk level with experimental data in order to verify the models used. In Section III, details of the process simulation and calibration procedure are presented. Section IV contains the comparison of measured and simulated output characteristics for MOSFETs with different channel lengths as well as an interpretation of the results in terms of the velocity profiles along the channel. Finally, some conclusions are drawn in Section V.
II. MONTE CARLO MODEL
In this section, the features of the simulation model are summarized. Most details concerning the band structure and the scattering processes as well as the propagation algorithm are given in [13] and [14] . Therefore, we report only the main aspects and concentrate on the modifications with respect to [13] and on the comparison with experimental bulk data.
The full-band structure is calculated by the nonlocal empirical pseudopotential approach including spin-orbit interaction and is stored on an equidistant mesh in momentum space with a spacing of 1/96 with denoting the lattice constant of silicon. The scattering mechanisms comprise phonon scattering, impact ionization, impurity scattering, and surface roughness scattering [13] . The phonon scattering model includes three -type and three -type intervalley scattering processes using exactly the same coupling constants as Jacoboni and Reggiani [15] and acoustic intravalley scattering. Intravalley scattering is treated inelastically with a constant phonon energy which is obtained by an averaging procedure from the acoustic phonon dispersion in analogy to a corresponding approach in the case of holes [16] . Using the parametrization of the phonon dispersion given in [17] , as a first step the modulus of the phonon wave vector, , is averaged over a sphere in the spirit of an isotropic, parabolic band structure ( and are the electron's momentum after and before the scattering event, respectively). The result is . Then the phonon energy is averaged according to (1) where denotes the density of states, is the Boltzmann constant, and with the effective mass taken to be the energy-dependent effective density-of-states mass. The same procedure is applied to the square of the phonon wave vector appearing in the expression for the transition probability [16] , [17] . As a result, the acoustic phonon energy and the phonon vector depend on the lattice temperature as shown in Fig. 1 . Adjusting the acoustic intravalley deformation potential appearing in the scattering rate (see [16] for the formula) yields with this model eV. It is true that this approximation becomes inaccurate for high fields, but this does not impair the accuracy of the simulation because in the high-field regime intervalley processes are dominant. The model ensures that energy dissipation occurs at all fields and lattice temperatures since the acoustic phonon energy is always smaller than the thermal energy. Nevertheless, it turns out that the effect of intravalley scattering by inelastic acoustic phonons is mostly negligible in contrast to the case of holes where the high-energy tail of the energy distribution is significantly enhanced in comparison with the elastic equipartition approximation [16] .
However, with this model we find in agreement with [17] , where the full acoustic phonon dispersion was taken into account, that the fields applied in time-of-flight measurements of the low-field mobility [18] were somewhat too large at low lattice temperatures to be in the ohmic regime. Monte Carlo simulations performed at the fields applied in the experiments therefore improve the agreement between theory and measurements at low lattice temperatures, as can be seen in Fig. 2 , where further experimental data are also shown [19] . A comparison of the results of the Monte Carlo model with experiments in the high-field regime is shown in Fig. 3 . In Fig. 3(a) , the simulated velocity-field characteristics in the crystallographic and directions at 77 and 300 K are displayed together with corresponding time-of-flight (ToF) measurements [20] , [21] . Another measurable quantity, which can serve as an independent possibility to verify the Monte Carlo model, is the diffusivity tensor where and stand for the Cartesian coordinates. It can be computed from the velocity autocorrelation function under steady-state conditions according to [22] (2)
where the brackets refer to ensemble average. Projection in the direction parallel and perpendicular to the electric field leads to the longitudinal and transverse diffusion coefficients, respectively, which can be seen in Fig. 3 (b) in comparison to experimental data [23] , [24] . In conclusion, a good overall agreement has been found between the present Monte Carlo model and experimental bulk data under various conditions as depicted in Figs. 2 and 3.
Another difference with respect to [13] concerns the realization of the ohmic boundary condition where the single electron is now injected directly at the contact from a velocity-weighted Maxwellian.
Finally, self-consistency of the Monte Carlo device simulation is achieved by an iteration of the frozen-field simulations of [13] with solutions of the nonlinear Poisson equation as proposed by Venturi et al. [11] . The validity and efficiency of this scheme have been demonstrated in [12] .
III. PROCESS SIMULATION AND CALIBRATION
The lightly doped drain (LDD) n-MOSFETs feature a physical oxide thickness of nm, a retrograde channel doping, and maximum doping levels of around 5 10 cm . The junction depth between the source/drain (S/D) and the well regions was 140 nm. The junction depth between the halo doping and the S/D extension was around 20 nm, allowing transistor operation for devices with gate lengths down to about 60-80 nm. The device structures were obtained by calibrated process simulation [25] . This calibration was based on: 1) comprehensive secondary ion mass spectroscopy (SIMS) data of profiles corresponding to the fabrication process; 2) capacitance-voltage ( -) measurements; and 3) electrical data of n-MOSFETs of various gate lengths for 48 experimental splits including different implantation and annealing conditions. The process simulation included the pair diffusion framework, Monte Carlo simulation of ion implantation, interstitial and dopant clustering models, and dose loss modeling. The calibration led to a good agreement between SIMS profiles and 1D process simulation results and between measured and simulated -and threshold voltage (VT) roll-off curves. An analysis of measured and simulated VT curves allows an evaluation of the accuracy achieved. In a comparison made for 13 split variants with varying parameters for channel, extension and halo implantation, and annealing, the mismatch between measured and simulated threshold voltages of the n-MOSFETs was on average less than 25 mV for gate lengths between 80 nm and 10 m. The predictive capability of the calibrated models is thus in the range of 25 mV for moderate variations of the fabrication process. In this calibration, the device simulation results were obtained with DESSIS [26] using a quantum drift-diffusion (QDD) model (also referred to as density gradient model) [27] , bandgap narrowing according to Slotboom [28] equally attributed to valence and conduction band-edge, and surface mobility degradation as proposed by Darwish et al. [29] . Note that the band-gap narrowing model and the assignment to conduction and valence band-edge are still affected by uncertainties and should be investigated in more detail in the future.
Starting from these structures, fine-tuning was performed on the classical device simulation level to enable a comparison with Monte Carlo device simulation. The parameters of the surface mobility model were tuned such that the measured drain currents at a drain voltage of mV are reproduced for all gate lengths, i.e., for 980, 90, and 65 nm (corresponding to effective gate lengths of 950, 60, and 40 nm). While the default parameters of the Darwish model [29] are able to reproduce the long-channel device characteristics, agreement for all gate lengths with one parameter set required a strong modification of the parameters and in this model. Then the quantum mechanical threshold voltage shift is taken into account via a work function difference between polysilicon and undoped silicon of mV, both for the classical drift-diffusion and the Monte Carlo model. This simplification with respect to the density gradient model was necessary, because the present Monte Carlo model does not include the quantum effect explicitly. The result of this procedure is shown in Fig. 4 . In contrast to the drift-diffusion model, however, no adjustment of the specular/diffusive surface scattering model was necessary in the case of Monte Carlo. The default value of 15% for the percentage of diffusive scattering determined in [30] already reproduces the measured drain currents both for nm and nm at mV as can be seen in Fig. 4 . 
IV. SIMULATION RESULTS AND DISCUSSION
In this section, the output characteristics for the n-MOSFETs are simulated at a gate voltage of V using the models described before without any changes. In addition, the FBMC simulations are also compared to analytic-band Monte Carlo (ABMC) simulations. The analytic-band structure consists of one anisotropic and nonparabolic conduction band as, e.g., employed by Jacoboni and Reggiani [15] and is stored in a discretized form in a table in analogy to the full-band model. The quantum mechanical threshold voltage shift is always taken into account via mV. The results of different simulation approaches in comparison with the measurements are displayed in Fig. 5 for the transistors with an effective gate length of nm and nm, respectively. It turns out that the standard hydrodynamic model (with a constant energy relaxation time of ps) systematically improves upon the drift-diffusion model in the linear regime, i.e., up to V for nm and for the whole output characteristics in the case of nm. However, in the short-channel device the deviation for the on-current (the drain current at V) is much stronger in the hydrodynamic case than for the DD model. The hydrodynamic (HD) simulation overestimates the on-current by 30% versus an underestimation of 14% by the drift-diffusion approach, whereas the FBMC simulation reproduces the on-current within 3%.
Of course, the agreement of the computationally efficient classical simulators (CPU time for the on-current in the order of one day for Monte Carlo, 1 h for HD and 10 min for DD) with the measurements can be improved by adjusting, e.g., the parameters in the Caughey-Thomas model for the velocity-field characteristics as proposed in [2] . For example, the measured on-current of the n-MOSFET with nm could be reproduced by the DD model when using a saturation velocity of 10 cm/s and 1.13 in the Caughey-Thomas model. However, with these parameters, the on-current was only slightly increased for the long-channel device, while it was already overestimated by more than 5% in the n-MOSFET with nm. Besides being in contradiction to the established experimental bulk velocity-field characteristics, the two parameters will also depend on the technology as is suggested by the difference of our values to those extracted in [2] .
Furthermore, it can be seen in Fig. 5 that the results of the ABMC simulations agree with the FBMC results as expected for low drain voltages, but overestimate the drain current for increasing drain voltages (the overestimation of the on-current is even stronger for smaller gate lengths as depicted in Fig. 6 ). These deviations can be traced back to the different band structures. Above 100 meV, the analytic band structure leads to an underestimation of the density of states and an overestimation of the group velocity (averaged over an equienergy surface) as is shown in [31, Figs. 2 and 3] . This is the reason why the analytic-band Monte Carlo simulation significantly overestimates the bulk drift-velocity at medium field strengths, as can be seen in [32, Fig. 2 ] (note that there is a difference at higher energies between a true analytic-band structure and a discretized version in the Brillouin zone because in the true analytic case there are also allowed states outside the Brillouin zone; we have checked that the resulting differences are neglible for the drift velocity). In addition, we have also computed the transient bulk velocity overshoot after a sudden application of a 100-kV/cm field and the mean thermal injection velocity. It turns out that the Monte Carlo simulation based on the analytic-band model overestimates the overshoot peak, which is caused by quasi-ballistic transport, by 21%, whereas the injection velocity is only 2% too high. Since the thermal injection velocity as well as the low-field mobility are the same in both band models, it can be concluded that the overestimation of the drain current at higher drain voltages is due to an overestimation of nonlinear and quasiballistic transport by the analytic band structure. The scaling trend of the on-current is addressed in Fig. 6 where FBMC simulations and measurements of the output characteristics are compared in nanoscale MOSFETs with effective gate lengths of nm and nm. Good agreement between measurement and FBMC simulation can be seen. The on-current is increased by 23% by reducing the gate length from 90 to 65 nm, and for both gate lengths the on-current is reproduced within 4% by the FBMC simulation.
The different values for the on-current occurring at different gate lengths or resulting from different simulation models can be explained in terms of the profiles of internal quantities along the channel (compare, e.g., [2] and [12] ). The drift velocity along the channel, averaged with the electron density perpendicularly to the Si/SiO interface, and the two-dimensional (2-D) inversion electron density, obtained by integrating the electron density perpendicularly to the interface, are shown in Fig. 7 for different gate lengths and simulation models. The origin of the lateral position is taken for both gate lengths as the position where the longitudinal field changes its sign at the source side of the channel. It can be seen that the variations between the different configurations at the source-side of the channel are stronger for the drift velocity than for the inversion density which is essentially only determined by the solution of the Poisson equation. Since charge conservation implies that the current remains constant inside the channel, the origin for the different results of the transport models for the on-current must mainly lie in the different source-side velocities, as was already pointed out previously by Lundstrom and collaborators [1] , [33] - [36] . In the following, we examine this conclusion in more detail. At first we compare different simulation models for the MOSFET with nm. It can be seen that the velocity in the source side of the channel is larger for the FBMC model than in the case of the DD simulation and is even much more enhanced in the hydrodynamic model. This correlates with the order and magnitude of the on-currents in Fig. 5 . Comparing these velocity profiles with the FBMC result for the MOSFET with nm, it becomes clear that the on-current is determined by the source-side velocity and not by the velocity overshoot peak at the drain side of the channel. The on-current of the FBMC model in the 40-nm MOSFET almost coincides with the on-current of the hydrodynamic model in the 60-nm MOSFET despite a much stronger velocity overshoot peak of the hydrodynamic model. It is indeed the magnitude of the velocities in the source side of the channel which is equal in both cases and hence leads to a similar on-current. This interpretation is also supported by the fact that the FBMC simulation leads to almost no increase of the overshoot peak in the smaller transistor, but involves nevertheless a much higher on-current which is again in agreement with the higher source-side velocity. Similarly, the higher on-currents of the ABMC model as compared to the FBMC model correspond also to higher source-side velocities. The above observations are summarized quantitatively in Fig. 8 where the on-current is plotted as a function of (a) the peak velocities in the drain-side of the channel and (b) the velocities near the source-side of the channel in the different configurations. It can be seen that there is no clear relation between the on-current and the peak velocities. In contrast, the on-current depends almost linearly on the source-side velocities. This supports the conclusion that the source-side velocity is decisive for the on-current whereas the velocity overshoot peak in the drain-side of the channel is of minor importance.
Having established the crucial role of the source-side velocity for the on-current, we finally turn to the microscopic mechanisms which determine the source-side velocity itself within the framework of the semiclassical Boltzmann transport equation. The electrons experience strong impurity scattering in the highly-doped source region and are therefore near equilibrium with a velocity corresponding to the low-field mobility as they approach the channel. In the channel, they are after a very short distance exposed to a high electric field. This situation is there-fore similar to that of an ensemble of bulk electrons in equilibrium when suddenly a constant field is applied. Depending on the field strength the electrons will adopt on a certain distance in the channel (equivalent to a time interval in bulk silicon) a velocity corresponding to the nonlinear velocity-field characteristics or, for a stronger field, a velocity which is larger than would correspond to the local field strength (not necessarily larger than the saturation velocity). The comparison between the ABMC and the FBMC simulation does indeed support the above interpretation. The low-field mobility is the same for both band models and consequently the drain current in the linear regime of the output characteristics in Fig. 5 is the same. As the drain voltage becomes higher (or the gate length decreases as in Fig. 6 ), the overestimation of the drain current by the analytic-band model increases in agreement with an overestimation of the nonlinear bulk velocity and the bulk overshoot peak. Since both the low-field mobilities and the mean thermal injection velocities, with which electrons are injected, e.g., from an ideal ohmic contact by virtue of a tunneling process, are nearly the same in both band models, the strong difference in the on-currents between the ABMC and the FBMC model might point to a certain limitation of nanoscale MOSFET models relying only on injection velocity and backscattering.
V. CONCLUSION
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