We recall the origin of lattice Boltzmann scheme and detail the version due to D'Humières (1992). We present a formal analysis of this lattice Boltzmann scheme in terms of a single numerical infinitesimal parameter. We derive third order equivalent partial differential equation of this scheme. Both situations of single conservation law and fluid flow with mass and momentum conservations are detailed. We apply our analysis to so-called D1Q3 and D2Q9 lattice Boltzmann schemes in one and two space dimensions.
1) From cellular automata to lattice Boltzmann scheme
• The idea of studying the evolution of a population on a discrete lattice L can be attributed to Von Neumann (1953) and Ulam (1962) . Nevertheless, this idea became very popular with the so-called "Conway's game of life" described by Gardner (1970) . Recall that with this kind of automata, each node x of the lattice (x ∈ L 0 when we denote by L 0 the set of vertices of lattice L) can be occupied or can be unoccupied. The population at discrete time t on lattice L is a function L 0 ∋ x −→ f (x, t) ∈ {0, 1}. We have f (x, t) = 0 if the vertex x ∈ L 0 is unoccupied at time t and f (x, t) = 1 if it is occupied. The evolution f (•, t) −→ f (•, t + 1) defines the rules of the game. We do not enter into the details of game of life in this contribution.
• Independently of these cellular automata, the Boltzmann equation proposes to determine a distribution of particles IR 
The left hand side of equation (1.1) is the advection equation with velocity v and the right hand side is defined by the so-called collision operator Q(•).
This operator is local in space and mixes the f (x, v, t) for v ∈ IR
3
. Technically speaking, for a given velocity v, Qf (x, v, t) is a functional of all the f (x, w, t) for all w ∈ IR 3 with fixed space x and time t. It is classical (see e.g. the book of Chapman and Cooling, 1939 ) that the so-called equilibrium distribution f eq that is defined by Q(f eq ) = 0 is a Maxwellian distribution.
• Due to the difficulties to handle equation (1.1), two important ideas for simplifying the dynamics have been proposed. The first one with Bhatnagar, Gross and Krook ("BGK", 1954) , consists in a linearization around the equilibrium distribution f eq and in replacing the collision operator by a linear development around f eq : (1.2)
where S is the linearized collision operator at the equilibrium: (1.3) S = dQ(f eq ) .
posed to use a cellular automaton to solve a discrete version of Boltzmann equation. At vertex x, a particle of discrete velocity v ∈ V can be present. The discrete velocities v and the time step ∆t are chosen in such a way that if x ∈ L 0 , x + ∆t v is necessarily an other vertex of the lattice. In other words,
(1.4) x ∈ L 0 and v ∈ V =⇒ x + ∆t v ∈ L 0 .
At discrete time t, the state of the lattice is a function of the type L 0 ∋ x −→ f (x, t) ∈ {0} ∪ V. If f (x, t) = 0, there is no particle at position x and time t and when f (x, t) = v j (with v j ∈ V), there is one particle of velocity v j . In their original work, HPP proposed to use a two-dimensional square lattice with four velocities (a D2Q4 automaton in the technical jargon of lattice Boltzmann community) and proposed rules of collision to determine a discrete collision operator Q(f ). The fundamental point is that these discrete collisions satisfy locally conservation of mass and momentum, as the physical collisions at the microscopic level. It is possible to introduce density ρ(x, t) and momentum q(x, t) as mean values of (respectively) |f (y, t)| and |f (y, t)| f (y, t) for y in a block of sufficient number of vertices around the vertex x. A remarkable result of cellular automata is that classical conservation laws can be formally derived as the size of the blocks tends towards infinity:
(1.5) ∂ρ ∂t + divq = 0 , ∂q ∂t + div P (ρ, q) = 0 .
• With the next generation of cellular automata proposed by Frisch, Hasslacher and Pomeau ("FHP", 1986) a two-dimensional triangular lattice (D2Q6) was introduced and pressure tensor P (•, •) of relation (1.5) becomes compatible with isotropy of the equations of hydrodynamics. The extension to three space dimensions ("FCHC", D3Q24 on a four-dimensional lattice in space-time) was proposed by D 'Humières, Lallemand and Frisch (1986) . The cellular automata suffer of a too important noise and of the fact that the hydrodynamic transport coefficients are strongly imposed by the discrete algorithm.
• The new idea, proposed by Mac Namara and Zanetti (1988) , is to fit closer to the original Boltzmann equation and to replace the discrete values f (x, t) of cellular automata by a distribution of particle f j parametrized by discrete velocities v j ∈ V, 0 ≤ j ≤ J. In the following, we will denote by J + 1 the number of discrete velocities : J = ♯V − 1, in order to label with number "0" the null velocity. At discrete time t, the state of lattice L is now a field of the form (1.6)
and the question is to define the iteration f • (•, t) −→ f • (•, t + ∆t) in order to "mimic" the evolution of particle distribution f through the Boltzmann equation (1.1). Then Higuera, Succi and Benzi (1989) proposed to use a BGK approximation of the type (1.2) for the collision operator and Qian, D 'Humières and Lallemand (1992) introduced a polynomial equilibrium distribution f eq . Due to all these modifications, the cellular automata have been replaced by the so-called Lattice Boltzmann Equation ("LBE"). We prefer the denomination of "lattice Boltzmann scheme" to emphasize that the result of all this work is a numerical method. Such a scheme contains classically two steps: (i) a relaxation step where distribution f at vertex x is locally modified into a new distribution f * and (ii) an advection step (the advection equation obtained by neglecting Q(f ) in right hand side of equation (1.1)), based on method of characteristic as an exact time integration operator (due to (1.4)). Then the scheme can finally be written as:
. We refer to Lallemand and Luo (2000) or to our lecture notes (2007) for detailed explanation of this approach.
• In what follows, we present in the second section the lattice Boltzmann scheme we are studying. We propose to call it Lattice Boltzmann "DDH" scheme in honor of his inventor (D. D'Humières, 1992) instead of the expression "multiple relaxation times" often used as in D 'Humières at al (2002) . In order to analyse this algorithm, the community of lattice Boltzmann schemes intensively use Chapman-Enskog expansions that are not very natural in our opinion in the framework of a completely discretized scheme. We refer for this approach to D'Humières (1992) and to the new point of view proposed by Junk and Rheinländer (2007) . We prefer to use the method of equivalent partial differential equation proposed by Lerat and Peyret (1974) and Warming and Hyett (1974) to put in evidence formally the conservation equations that are present under the lattice Boltzmann scheme. The section 3 is devoted to technical lemmas and in section 4, we extend to third order the second order development that we have published in ESAIM (2007) and after the second ICMMES conference (2008) . We propose to apply previous ideas to advective thermics in section 5 and diffusive acoustics in section 6.
2) Lattice Boltzmann DDH scheme • We consider in this contribution a lattice L included in d-dimensional space IR d and a discrete velocity set V composed by q ≡ J + 1 elements in such a way that L is invariant by translation. On one hand, set V does not depend on vertex x ∈ L 0 and on the other hand the relation (1.4) holds.

In order to define a "DdQq" lattice Boltzmann scheme, two steps have to be defined: relaxation step and advection step. The relaxation step f −→ f * is local in space and a priori nonlinear. The advection step (1.7) couples linearly a vertex x with its neighbors x + v j ∆t for 0 ≤ j ≤ J. All difficulties are concentrated in the relaxation step that we precise now.
• We recall that f j (x, t) is the number of particles at position x and discrete time t with discrete velocity v j of components v α j . We denote by f (x, t) the vector of components f j (x, t), j = 0, . . . , J. We construct in this section a matrix M in order to transform linearly the vector f into a so-called vector of momenta. These momenta can be conserved or not. First we introduce two candidates for possible conservation: total sum of particle distribution (or momentum of order zero) ρ
and momentum of first order q α with 1 ≤ α ≤ d :
We set M 0j ≡ 1 and M αj ≡ v α j for 1 ≤ α ≤ d. We suppose that we have completed the matrix M into (M k j ) 0≤j, k≤J in such a way that M is invertible. From particle distribution f ∈ IR q at vertex x and time t, D 'Humières (1992) introduces the vector of momenta m ∈ IR q defined by
• The first N momenta are supposed to be at equilibrium. In this contribution, we restrict ourselves to the case N = 1 (only one conservation law!) and to the case N = d + 1, i.e. we suppose conservation of mass and momentum. For 0 ≤ i ≤ N − 1, we have conservation of momentum number i during the relaxation process. The i o momentum after relaxation, denoted by m * i is equal to m i and by definition coincides with the equilibrium value m eq i also denoted by
We construct with the above hypothesis a conserved vector W ∈ IR N . For k ≥ N, the momentum m k is not at thermodynamical equilibrium. It relaxes towards an equilibrium value m eq k which is a given nonlinear function ψ k of vector W of conserved variables:
We suppose with D'Humières that the collision operator f −→ f * is diagonal in the basis of m k . This property express that the vectors m k are eigenvectors of some approximation of the linearized collision operator S introduced in relations (1.2) and (1.3). In consequence strong physical constraints are imposed on matrix M . Due to this hypothesis, the value of m * k after collision is given according to (2.6)
Remark that s k < 0 is excluded because it corresponds to a repulsion by m eq k and s k = 0 refers to equilibrium, considered by convention for the other indices. It is classical (see e.g. Lallemand and Luo, 2000) that s k ≤ 2 for stability of forward Euler scheme (2.6). After relaxation, distribution f * is re-constructed thanks to elementary linear algebra:
3) Tensor of momentum-velocity • Following our previous contributions (2007, 2008) , we introduce the socalled "tensor of momentum-velocity" Λ ℓ kp according to
We introduce in this contribution its two "little brothers" Z ℓ kpq and Ξ ℓ kpqr defined according to
Due to the hypothesis M 0j ≡ 1 , we have the following elementary properties:
We have also the not so intuitive following property.  Proposition 1. Algebraic property. The tensors Λ, Z and Ξ satisfy the two following relations:
(3.8)
Proof of Proposition 1. We replace the tensor Λ in left hand side of relation (3.7) by its definition (3.1):
We use a similar methodology for left hand side of (3.8):
using simply definition (3.3).
4) Equivalent equations of Lattice Boltzmann DDH scheme
• We adopt the Einstein convention of implicit summation of repeted indices. Recall that roman letters have to be summed over integer indices from 0 to J whereas greak letters refer to the dimension and are summed from 1 to d. We consider a lattice Boltzman DDH scheme defined by number N of conserved quantities, an invertible matrix M and linear transformation (2.3) between particle distribution f and momenta m, equilibrium functions (4.1)
define the equilibrium momenta m eq k according to (2.5), the discrete relaxation step (2.4)-(2.6) and the final advective step (1.7). In what follows,  we fix the geometrical and topological structure of lattice L, we fix the matrix M and the equilibrium function ψ k (•), and last but not least, we suppose that parameters s k for k ≥ N have a fixed value. Then the whole lattice Boltzmann scheme depends on a single parameter ∆t.
• We explore now formally what are the partial differential equations associated with the Boltzmann numerical scheme, following the so-called "equivalent equation method" introduced and developed by Lerat and Peyret (1974) and Warming and Hyett (1974) . This approach is based on the assumption, that a sufficiently smooth function exists which satisfies the difference equation at the grid points. The idea of the calculus is to suppose that all the data are sufficiently regular and to expand all the variables with Taylor formula. We have the following general framework:
Proposition 2. General development at third order of accuracy. With the lattice Boltzmann precised previously, we have the following formal development:
Proof of Proposition 2. We apply matrix M (relation (2.3)) to the scheme (1.7) and obtain in this way:
and the result comes from a classical Taylor expansion of left hand side of relation (1.7).
Proposition 3. Equilibrium at order zero.
With the lattice Boltzmann defined previously, we have
Proof of Proposition 3. The relation (4.4) is clear for k < N due to (2.4). If k ≥ N, we apply the relation (4.2) by restricting ourselves to order zero and we get:
The relation (4.5) joined with (2.6) clearly implies (4.4). Then (4.3) is a consequence of (4.4) by applying the fixed matrix M −1 .
• We split now our study into two cases to take into account the number N of conservation laws. We begin by the (simpler ?) case N = 1 and we will refer to it as the "thermal problem" even if we still denote by ρ the associated conservative variable, instead of total energy in a correct physically speaking way. Then the first momentum q α is not at equilibrium and we denote by q eq α its equilibrium value. It is a (a priori nonlinear) fonction of the only conservative variable ρ defined in (2.1). When N = d + 1, we have an equilibrium for first momentum q and we have simply q eq α ≡ q α .
Proposition 4. First order expansion of mass conservation law. With the lattice Boltzmann scheme previously defined, we have the conservation of mass at first order: (4.6)
Proof of Proposition 4.
We have from the relation (4.2) at the order one applied with k = 0:
and due to (3.4) and (4.4),
Proposition 5. Nonequilibrium momenta at first order. For k ≥ N, we introduce the so-called "defect of conservation" according to (4.7)
that defines a number σ k which is positive due to stability condition s k ≤ 2.
We have the following first order expansion of nonconservative momenta m k and associated momentum m * k after relaxation step:
Proof of Proposition 5. We consider relation (4.2) up to first order accuracy with the hypothesis that
Then we use definition (2.6) of momentum m * k after relaxation:
and obtain the intermediate relation (see also our contribution, 2007)
Then relation (4.9) is an elementary consequence of (4.8). After relaxation we use again relation (2.6) and obtain
Thus relation (4.10) is a direct consequence of previous relation and (4.8).
• The viscosity coefficient
2 has been introduced by Hénon (1987) in the context of cellular automata. It has been re-discovered and explicited for lattice Boltzmann scheme by D'Humières (1992) .
• The defect of conservation θ k has a natural interpretation in terms of Chapman-Enskog expansion. Consider ∆t as an infinitesimal parameter classically denoted as ǫ (see e.g. D 'Humières (1992) and introduce the associated Chapman-Enskog expansion for the discrete particle distribution f j :
In terms of moments m k , we have after the linear mapping (2.3): (4.12)
If the moment of label k is at equilibrium (k < N ), we have from relation (2.4) m k ≡ m eq k and in consequence (4.13) m
If moment m k is not at thermodynamical equilibrium, expansions (4.12) and (4.9) are necessarily identical and it comes taking into account (4.8) (4.14) m
The defects of conservation (θ k ) k≥N naturally define the first order term in Chapman Enskog development of lattice Boltzmann scheme parametrized by the time step ∆t.
Proposition 6. Second order expansion of mass conservation law. With the lattice Boltzmann scheme previously defined, we have the conservation of mass at second order: (4.15)
Proof of Proposition 6.
• We first evaluate second order time derivative of density as a function of space derivatives. We differentiate relation (4.6) relatively to time and relation (4.7) with k = α relatively to space. We obtain
and we deduce the intermediate lemma:
• We now apply relation (4.2) up to second order accuracy with i = 0:
We have according to (4.10) with k = α:
and we use relation (3.5) to simplify the expression of
We inject also relation (4.17) for second time derivative of density up to first order. We deduce:
and relation (4.15) is a simple consequence of the previous equation and relation (3.7). When momenta q α are at equilibrium (N = d + 1), the "defect of conservation" θ α is of order O(∆t) and the term ∆t
). Thus relation (4.16) is proven and the proposition is established.
Proposition 7. Nonequilibrium momenta at second order. We can be more specific about relations (4.9) and (4.10) up to second order accuracy for non-conserved momenta, i.e. k ≥ N :
Proof of Proposition 7. We consider relation (4.2) up to second order accuracy:
We transform the expression ∂ 
with implicit summation over repeted indices. Then from relaxation definition (2.6), we obtain
by taking into account relations (4.7) and (3.7). Then relation (4.18) is a direct consequence of above expression and of first order development (4.9). The expresion (4.19) of momentum of order k after relaxation step follows from analogous considerations.
Proposition 8. Third order mass conservation for thermal problem. When only one conservation is present (N = 1), conservation of mass (4.15) admits the following expression up to third order accuracy:
Proof of Proposition 8.
• We first establish a second order accurate expression to second order time derivative ∂ 2 t ρ and a first order expression for third order time derivative ∂ 3 t ρ. We have by derivation of (4.15) relatively to time:
Then by inserting inside the previous expression derivation towards space of relation (4.7):
we obtain (4.21)
We now derive relatively to time relation (4.21) and neglect the last term:
and we have established an expression of third order time derivative of density:
• We consider now the expression (4.2) up to third order in the particular case i = 0 :
We insert in left hand side the previous expressions (4.21) and (4.22) for high order time derivatives and in right hand side the momentum q * α with the help of (4.10). We take also into account remarks (3.5) and (3.6). We obtain:
We simplify the above expression by taking into account relation (3.8). We obtain:
and relation (4.20) is now a consequence of elementary algebra.
• We focus now on the case of mass conservation and d momentum conservations (N = d + 1). Of course Proposition 3 is still valid and we have equilibrium at order zero (relations (4.3) and (4.4)).
Proposition 9. First order expansion of momentum conservation law. With the lattice Boltzmann scheme previously defined and under the hypothesis N = d + 1 of conservation of mass and momentum, we have at first order (4.23)
Proof of Proposition 9. We detail relation (4.2) at order one for k = α. It comes
and conclusion (4.23) comes directly from (4.4).
• We recall that, according to Proposition 6, conservation of mass can be written as (4.16) at second order of accuracy. Moreover, expression of nonequilibrium momenta at first order are still given according to relations (4.9) and (4.10). We can precise now the conservation of momentum up to second order.
Proposition 10. Second order expansion for momentum.
With the lattice Boltzmann scheme previously defined and under the hypothesis N = d + 1 of conservation of mass and momentum, we have the following conservation of momentum at second order (4.24)
Proof of Proposition 10.
• We first precise second order time derivative of conserved variables. We have by derivation of (4.16) relatively to time and of (4.23) relatively to space:
In an analogous way, we differentiate (4.23) relatively to time and replace ∂ t m eq ℓ by expression obtained from definition (4.7):
• We consider now relation (4.2) with k = α up to second order accuracy:
We substitute in the right hand side the expression (4.10) of momenta after relaxation:
and relation (4.24) is a direct consequence of identity (3.7).
Proposition 11. Third order equivalent equations for fluid model. When N = d + 1 conservation laws are present, second order conservation of mass (4.16) and momentum (4.24) admit the following expressions up to third order accuracy:
Proof of Proposition 11.
• First, the nonconserved momenta still admit the developments (4.18) and (4.19) as previously. Second, we precise second order and third order time derivative of conserved variables. From (4.16) and (4.24), we have
• We look for development (4.2) when i = 0:
We replace ∂ 2 t ρ and ∂ 3 t ρ by their values (4.29) and (4.30) obtained from previous Taylor expansions, we use relations (3.5) and (3.6) and introduce development (4.19) for nonconserved momenta. We get
First order terms vanish and we have a simplification due to (3.7). Coefficient of Λ • We explicit relation (4.2) when k = α:
We insert the expressions (4.31), (4.32) and (4.19) of ∂ 2 t q α , ∂ 3 t q α and m * ℓ respectively inside the previous relation and we divide by ∆t. We have
We replace Z • If we compare third order mass conservation (4.20) for a single conservation law and third order momentum conservation (4.28) for fluid flow, we observe analogous coefficients of the type σ In order to compare time step ∆t and space step ∆x, we introduce a velocity scale λ according to
A vertex x is connected with itself and with its two neighbors x − ∆x and x + ∆x. Three families of particles exist in this model: f 0 (x, t) with null velocity, f − (x, t) with velocity −λ and f + (x, t) with velocity +λ. Density ρ is defined from the f 's with the help of relation (2.1). There is only one component of momentum:
as the third momentum. In consequence, matrix M takes the form
It is therefore easy to explicit the tensor of mementum-velocity Λ defined at relation (3.1). We have for D1Q3 model
• The application of lattice Boltzmann framework for thermal problem has been intensively studied and we refer e.g. to the contributions of Chen, Ohashi and Akiyama (1994) , Shan (1997) , Chen-Doolen (1998) and Ginzburg (2005) . In our particular case, the two last momenta q and ǫ are not conserved. We introduce a velocity V ≡ v λ and a coefficient parameter ζ in order to precise equilibrium values. We restrict here to a linear case and these two equilibrium values are proportional to the only conservative variable (density):
Due to equilibrium values (5.6), defects of conservation θ introduced in (4.7) take the simple algebraic form
We have also the relaxation parameters s 1 , s 2 and the associated viscosity coefficients σ 1 , σ 2 defined from the previous ones according to relation (4.8).
Then relations (2.4) and (2.6) can be summarized in a single matricial relation. The momenta after relaxation satisfy (5.8)
Proposition 12.
Third order equivalent equation for advective thermal D1Q3 lattice Boltzmann scheme. With notations explicited previously, the D1Q3 scheme defined by (1.7), (2.3), (5.8) and (5.9) satisfy the following partial equivalent equation
Proof of Proposition 12.
Due to (5.6) and (4.6), we write the equivalent equation at order one:
and we report this expression to precise defects of equilibrium:
We replace expression (5.11) of θ 1 inside relation (4.15) and obtain mass conservation at second order:
This expression for ∂ρ ∂t allows us to precise θ 1 defined in (5.7):
(5.12)
We use relation (5.11) for complementary third order terms of relation (4.20).
Then conservation law at third order takes the form:
and relation (5.10) is a consequence of factorization of ∆t
in the previous expression.
• We consider now the lattice Boltzmann scheme for a two-dimensional application, with the so-called D2Q9 scheme. The vicinity of a node x in lattice L is represented on Figure 2 . It is composed by x itself and the eight nodes around x following the axis and the diagonals of a square lattice. The moments m satisfy relation (2.3) with a 9 × 9 matrix M classically (see Lallemand and Luo, 2000) given by the relation
It is easy to evaluate the tensor of momentum-velocity Λ and we have explicited it at the Annex. We have in particular the following two by two blocs that correspond to the usefull data for relations (4.20), (4.27) and (4.28):
(5.14)
The equilibrium momenta are linear functions of the only conserved variable ρ. It is classical (see Lallemand and Luo, 2000) to observe that by a rotation of the coordinates, m after equilibrium satisfy the relation (5.8) with matrix J 0 that takes into account the a priori vectorial structure of equilibrium momenta thus in particular s 1 = s 2 and s 5 = s 6 , and is given by the relation:
We have the first following property:
Proposition 13. Second order scheme for D2Q9 advective thermal lattice Boltzmann scheme. With notations explicited previously, the D2Q9 scheme defined by (1.7), (2.3), (5.8) and (5.18) is equivalent to the following advective thermal model
if and only if the coefficients a 3 , a 7 and a 8 satisfy the relations
Proof of Proposition 13. From Proposition 4, the relation (5.19) is true at order one, due to the particular choice of conservated momenta (5.15), (5.16) and (5.17). We apply now Proposition 6 (relation (4.15)). We just have to evaluate the defects of conservation θ 1 and θ 2 . Due to the relations (4.7) and (5.14), the only equilibrium momenta that contribute to θ 1 and θ 2 have labels 0, 3, 7 and 8. It comes
and taking into account relation (5.19) at order one:
In a similar way,
Then due to relation (4.15),
for an arbitrary field ρ(•, •) if and only if a 8 − u v = 0 and a 3 and a 7 are solution of the following linear system:
From the previous lines, the explicitation of a 3 and a 7 with (5.20) is clear and the proposition is established.
• The expression (5.18) for coefficients a 7 and a 8 shows clearly the natural tensorial structure of momenta m 7 and m 8 . Under a rotation of space of angle + π 2 , m 7 exchange sign and components and m 8 exchange the coordinates, as observed in (5.18). For development of the algebraic consequences of representations of lattice symmetry group for the conception of lattice Boltzmann scheme, we refer to Lallemnd-Luo (2003) and Rubinstein (2006) . We precise now the equivalent equation of the Boltzmann scheme at order three.
Proposition 14.
Third order scheme for D2Q9 advective thermal lattice Boltzmann scheme.
With previous notations and hypotheses, the D2Q9 Boltzmann scheme defined by (1.7), (2.3), (5.8) and (5.18) is equivalent at third order to the following partial differential equation
Proof of Proposition 14.
We complete the relation (5.19) by the two extra terms present in relation (4.20) and we take into account an expansion of defect of conservation θ 1 and θ 2 at order 2. On one side, from (4.21), (5.21) and (5.22), taking into account the equation (5.19), we have easily
On the other side,
and due to (5.24), the first four terms in (4.20) expand as the first two lines of (5.23) at third order of accuracy. The other lines correspond to the fifth term (4.20) . We remark that due to (5.14) the only terms that have to be taken into account concern θ 3 , θ 7 and θ 8 . After some lines of elementary algebra that use explicitly the Annex, we have from (4.7) and (5.13):
The proposition is established.
6) Application to diffusive acoustics
• We use the D1Q3 lattice Boltzmann scheme presented in the first part of Section 5 for simulating diffusive acoustics. Figure 1 is still valid and momenta are still density (defined in (2.1)), momentum (see (5.2)) and kinetic energy (c.f. (5.3)). Then matrix M proposed at relation (5.4) remains valid for this new physical model and in consequence the tensor of momentum-velocity Λ is still given according to the relation (5.5). For acoustics, density (2.1) and momentum (5.2) are in equilibrium. Kinetic energy ǫ admits an equilibrium value ǫ eq given as in (5.6) in order to respect Galilean invariance. We suppose
The present model is linear and relation (5.8) is still valid but matrix J 0 is no longer given by relation (5.9) and we suppose now
There is only one nonequilibrium momentum, thus only one relaxation parameter and we set simply σ ≡ . There is also only one defect of conservation θ now evaluated according to
 François Dubois
Proposition 15. Third order scheme for D1Q3 diffusive acoustics lattice Boltzmann scheme. With previous notations, the D1Q3 Boltzmann scheme defined by (1.7), (2.3), (5.8) and (6.2) admits the following partial differential equations for conservation of mass and conservation of momentum at third order of accuracy:
Proof of Proposition 15.
• We have the relation (6.4) at first order of accuracy, due to Proposition 4 (relation (4.6)). Conservation of momentum at first order is a consequence of Proposition 9 (relation (4.23)) and of the expression (5.5) of the tensor of momentum-velocity that implies that Λ and the relation (6.4) is true at first order.
• Conservation of mass (4.27) implies that no first order term in ∆t is present. We deduce an expansion of the defect of conservation θ at second order :
Conservation of momentum (4.24) allows to explicit the complementary term
due to relation (4.6). In consequence, relations (6.4) and (6.5) are valid at order two of accuracy and no extra term will come from the above expression when considering one extra order.
• We apply now relations (4.27) and (4.28). To establish mass conservation, we have
and this complementary term closes the proof for the first equation. Concerning conservation of momentum, we have on one hand
and on the other hand
The relation (6.5) is completely established and the proposition is proved.
• We adapt now the D2Q9 Boltzmann scheme presented at second subsection of Section 5 for two-dimensional acoustics. Labelling the degrees of freedom with Figure 2 remains valid and momentum matrix M is still given by relation (5.13). In consequence, the momentum-velocity tensor Λ is still obtained according to relations (5.14). This model conserves mass and the two components of momentum. Then following Lallemand and Luo (2000) , relations (5.15) to (5.17) have to be replaced by 
Due to relation (5.14), only three defects of conservation play an active role for determining the equivalent equations. We have now (see details e.g. Proposition 16. Third order scheme for D2Q9 diffusive acoustics lattice Boltzmann scheme. With previous notations, the D2Q9 Boltzmann scheme defined by (1.7), (2.3), (5.8) and (6.6) admits the following partial differential equations for conservation of mass and momentum at third order of accuracy:
Proof of Proposition 16.
• We have to go step by step as in the other examples. Equation of mass (6.10) is valid at first order. Second, due to (4.24) and (5.14),
and relations (6.11) and (6.12) are established at first order.
• The equation of mass is exact up to second order of accuracy and we evaluate θ 3 as consequence of (6.9) and (6.10) at second order: (6.13)
For momentum transfer, we have from (4.24)
In particular for α = 1 we have
and all the terms of (6.12) have been found. We finally observe that the last term in relation (4.28), id est
is null due to the particular form of tensor terms Λ ℓ kp detailed in the Annex. The proposition is proved.
7) Conclusion
• We have proposed a formal development of lattice Bolzmann schemes at third order of accuracy, with a particular emphasis on single conservation law (thermal model) and conservation of mass and momentum. The algebraic calculus has a simple structure due to the efficient role taken by the so-called tensor of momentum-velocity. This development has been applied to classical D1Q3 and D2Q9 schemes for one and two-dimensional Boltzmann schemes. Of course, this study can be applied to three-dimensional schemes without any conceptual difficulty. The next idea is to generalize the determination of equivalent equation of a lattice Boltzmann scheme at an arbitrary order for linear Boltzmann models; this work is in preparation in collaboration with Pierre Lallemand.
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9) Annex.
Tensor of momentum-velocity for D2Q9 lattice Boltzmann scheme.
• We explicit matrices Λ ℓ kp for all indices α, β and ℓ in the range from 0 to 8. Recall that Λ ℓ kp is defined from matrix M according to (3.1) and for classical D2Q9 scheme, the matrix M follows (5.23). The result is just a tedious exercice of calculus. We obtain 
