With the rapid development of e-commerce, collaborative filtering recommendation system has been widely used in various network platforms. Using recommendation system to accurately predict customers' preferences for goods can solve the problem of information overload faced by users and improve users' dependence on the network platform. Because the recommendation system based on collaborative filtering technology has the ability to recommend more abstract or difficult to describe goods in words, the research related to collaborative filtering technology has attracted more and more attention. According to the past research, in collaborative filtering algorithm, if Pearson correlation coefficient is used, errors will occur under special circumstances. In this study, the normal recovery similarity measure is used to modify the similarity value to correct the error value of a collaborative filtering recommendation algorithm. Based on this, a big data analysis method based on a modified collaborative filtering recommendation algorithm is proposed. This research implemented it in the cloud Hadoop environment, and measure the execution time with 2, 5 and 8 nodes. Then the research compared it with the execution time of a single machine, and analyze its speedup ratio and efficiency. The experimental results show that the execution time increases with the number of neighbors. When the number of nodes is 5 and 8, the execution time is greatly improved, which improves the efficiency of collaborative filtering algorithm and can cope with massive data in the future.
Introduction
With the progress of information technology, big data is also called large data, which refers to a large amount of information. When the amount of data is so complex that the database system cannot store, calculate, process, and analyze the information that can be interpreted in a reasonable time, it is called big data. These massive data contain useful information, such as unknown correlation, hidden patterns, potential market trends, etc., which may contain unprecedented knowledge and applications waiting to be discovered [1] . However, due to the huge amount of data and the rapid flow of data, traditional technology is often unable to conduct efficient processing and analysis, prompting relevant researchers to constantly develop a new generation of data storage equipment and technology, hoping to extract those valuable information from large data. Many companies are committed to meeting the needs of consumers. To satisfy the needs of consumers, the researcher must first understand what users need. How to recommend what consumers need or like is the most important step to satisfy the needs of consumers. The researcher can make recommendations through the habits and preferences of consumers. Quantitative data can be used as the basis for our analysis, and big data analysis has become a link closely related to life.
Due to the explosive growth of digital information and the increasing number of visitors using the network, information overload has become a potential challenge nowadays. People want to get interesting information on the network in real-time, which is also the main reason for the increasing demand for recommendation systems. The recommendation system can filter out important and useful information according to users' preferences and interests. Therefore, the recommendation system can solve the problem of information overload. In addition, the recommendation system can also predict products that may be of interest to a particular user, depending on other users who have similar preferences with that user. That is to say, the content-based filtering and collaborative filtering are com-mon methods in the recommendation system. For users, recommendation system can greatly shorten their time to browse a large amount of information and quickly select products suitable for them; For service providers, importing recommendation system can help their customers find products of interest in real-time, so that more consumers will be willing to buy products on the service platform and become loyal customers.
With the rapid development of the Internet, it also represents that there are many open resources on the network, and the high proportion of new information increases, and there is no way to compare and analyze the filtering information, which makes it difficult for users to distinguish and filter the appropriate information, which also shows another common discussion topic of the Internet information overload. People search the resources on the network by the help of search engine, and recommendation system is a kind of concept that provides the information needed by users actively [2] .
In order to meet the needs of different users in big data, recommendation algorithms are generated, among which the collaborative filtering recommendation algorithm is one of them. Current collaborative recommendation algorithms focus on the design of personal computers. In order to cope with the trend of massive data, the system can know the user's interests at the moment and meet the user's needs in time. The speed of data processing is the decisive key. The execution speed of the PC cannot meet the real-time requirement, so the combination of cloud and collaborative filtering algorithm has the value of implementation.
According to past research, in a collaborative filtering algorithm, if the Pearson correlation coefficient is used, errors will occur in special cases. In this study, the Normal Recovery Similarity Measure is used to modify the similarity value to correct the error value of the collaborative filtering recommendation algorithm, which is the basis of the collaborative filtering algorithm.
There are two main purposes of this study. The first purpose of the research is to measure the running time with 2, 5 and 8 nodes in the cloud Hadoop environment, compare with the running time of a single computer, and then analyze its acceleration and efficiency. The second purpose of the research is to analyze the prediction results by using three algorithms: the Jaccard similarity coefficient, Pearson similarity and Normal recovery similarity measure.
Discussions on Related Literature

Recommendation System
The recommendation system is a reference for recommending and providing consumers to buy goods. These suggestions are based on many decisions, such as what products do consumers buy? Which movie did the consumer see? Alternatively, what articles do consumers read online? Due to the explosive growth of digital information and the increasing number of visitors using the network, information overload has become a potential challenge nowadays. People want to get interesting information on the network in real-time, which is also the main reason for the increasing demand for recommendation systems. The recommendation system can filter out important and useful information according to users' preferences and interests. Therefore, the recommendation system can solve the problem of information overload. In addition, the recommendation system can also predict products that may be of interest to a particular user, depending on other users who have similar preferences with that user [3] .
Recommendation system can greatly shorten the time for users to browse a large amount of information and quickly select products suitable for them. For service providers, importing recommendation system can help their customers find products of interest in real-time so that more consumers will be willing to buy products on the service platform and become loyal customers. The operation process of recommendation system is as follows: first collect user's information, including preferences and purchased products, etc., then the system will learn and build models independently, and finally predict products that users may be interested in and recommend them, while the system will collect user's selected data and go back to the first stage for repeated execution [4] .
In order to reduce the additional cost of searching information, the recommendation system can recommend potential information, services or products that users may need according to their preferences, interests, behaviors or needs [5] . Recommendation system is a system that helps users filter information. Its core task is not only to filter information effectively, but also to find out users' preferences and give users interested information [6] . With the support of recommender system, the flooding of information and the complexity of online search can be reduced [7] , and the convenience of searching and filtering network data can be improved.
According to different methods, common recommendation systems are divided into three types: collaborative filtering, content filtering and knowledge-based recommendation. Content-based filtering represents the user's preferences by the characteristics of the project, summarizes the user's preferences through the user's click through records or viewing times, and finds the items that meet the preferences as recommendations [8] . The characteristic of collaborative filtering is to collect users' evaluation of the project to evaluate users' preference model, and to evaluate the possible score of the project by the same user group. The final knowledge-based recommender can explain the relationship between needs and recommended textbooks, and recommend specific textbooks to suitable users. In the process, learners contribute their own preference model, so that the recommendation system can interact with it [9].
Collaborative filtering algorithm for the recommendation system
Collaborative Filtering refers to other users' past preferences to other users based on their similar interests. The similarity between the two is calculated by each user's past score on the item, which is used to calculate the similarity between users. Collaborative filtering can be divided into user-based filtering and item-based filtering. Collaborative filtering aims at identifying other users who have similar preferences with target users, while Schafer et al.
argues that the recommendation of people-to-people correlation refers to the relevance of users' purchases on ecommerce websites [10] . O'Donovan & Smyth [11] pointed out that collaborative filtering recommendation, also known as social filtering recommendation, is mainly based on user experience or suggestions with similar attributes or interests as the basis of providing personalized information. By recording and comparing user product or service preference data, users are divided into several communities with high degree of internal user relevance Cooperation recommendation reference. Herlocker, konstan, & Riedl [12] also mentioned that collaborative filtering system is to predict the user's preference for a certain transaction or information by connecting a group of people who have common interests with the user. Herlocker, et al. [13] pointed out that the operation principle of collaborative filtering is to automate the process of word-of-mouth effect, and the suggestions made by the system are based on the preferences of other users with similar preferences.
Assuming that there is a user set of N users u i , 1 ≤ i ≤ N, and an item set of M items p j , 1 ≤ j ≤ M, a user u i will express his/her idea of an item p jj as a score, but r ij as a positive integer. Usually, the higher the score is, the more positive the user likes to give feedback. If a user u i fails to score an item p i , then r ij = 0, the information is stored and expressed in the form of R:
The main purpose of collaborative filtering is to generate a list of product recommendation sequences for each user based on the information of a user's item score matrix. For this purpose, each collaborative filtering recommendation system will have an algorithm to predict the score of each user to each item. Rating is used to generate a list of recommendations.
Traditional collaborative filtering recommendation will find similar items or users according to the similarity comparison between users or objects. The most basic way is to add up and average the scores of similar users on items, and then get the scores of these users on the items, although it is reasonable and very theoretical. Effective methods, but in the actual recommendation system data, the serious sparse data makes the similarity almost impossible to complete the comparison, and a large number of users and items lead to a very time-consuming computing process.
User-based Collaborative Filtering Algorithms
User-based collaborative filtering algorithm is suitable when the number of items is much larger than that of users, and users change less; Project-based Collaborative filtering algorithm is suitable when the number of users is much larger than that of items, and the number of items changes less. Because the number of items in this experiment is large and fixed, the user-based collaborative filtering algorithm is adopted in this paper. User-based Collaborative Filtering, first proposed by Schafer et al. [14] refers to a recommendation based on the similarity of preferences between users. For example, recommend products that a consumer might like based on the relevance of goods purchased by other consumers on e-commerce websites. The algorithm uses all User and Item databases to predict User's Item score. The most commonly used technique is the Nearest Neighbor Method, which identifies the users who scored similar items and all scored similar items, i.e. the users' neighbors. Then the user predicts these items through other items scored by neighbors and uses the Top-N recommendation method to recommend the first N items of interest. The basic idea of user-based collaborative filtering algorithm is that if user A likes item a, user B likes item a, b, c, and user C likes item a and c, then user A is similar to user B and C because they both like a, and user who likes a likes c, so recommend C to user A. The algorithm uses the nearest-neighbor algorithm to find a user's neighbor set. The users of the set have similar preferences with the user. The algorithm predicts the user according to the neighbor's preferences.
The mathematical model of collaborative filtering recommendation algorithm can be expressed as follows: for each user, its optimization goal is:
Among them, the θ j denotes the preference characteristics of the user j, x i denotes the characteristics of the movie i, y (i,j) denotes the rating of the user j on the movie i, i : r(i, j) = 1 denotes that the user j has rating on the movie i (not missing value), and m j denotes the number of the user j rating the movie. Since the left and right terms have m j , the above formula can also be written as follows:
Then, the gradient descent is used to update θ j , and θ j is the preference feature of the user j.
If the user's preference for θ is known, then the step can learn the movie's feature x. For each movie, the optimization function is
Then, the gradient descent is used to update x i
The resulting x i is the feature of the movie i.
Collaborative Filtering Program
The first step is similarity calculation: similarity calculation between users or projects is the key step of collaborative filtering. In collaborative filtering, common methods include cosine similarity, advanced cosine similarity and Pearson correlation coefficient. The second step is neighbor selection: as long as different users join the neighborhood, the accuracy of prediction will change. Therefore, the researcher should carefully select some neighbor active user methods, the traditional Top-N algorithm in N-neighbor prediction. In addition, people in different countries or regions are more likely to have different preferences. Therefore, when selecting neighbors for active users, it is necessary to consider the location of users. Because of the development of mobile network, location information can be obtained by mobile client or IP address and sent to server for further analysis. Usually, users can be divided into multiple partitions according to their location. Users in the same partition have priority in neighbor selection.
The third step is prediction: based on neighborhood similarity and score, rank the scores.
The forth step is project ranking: Once the forecast is obtained, the recommendation system needs to rank all items according to the forecast score. In order to improve the diversity of suggestions, projects with larger predictions and lower popularity should rank higher.
The fifth step is selecting the first n items: After sorting all the options, the first n items are provided to the user, where n is the default parameter required before recommending the task.
Computation of Similarity
As for the calculation of similarity, the existing basic methods are based on vectors. In fact, the distance between two vectors is calculated. The closer the distance is, the greater the similarity is. In the two-dimensional user-item preference matrix of the recommended scenario, the researcher can use a user's preference for all items as a vector to calculate the similarity between users, or use all users' preference for one item as a vector to calculate the similarity between items.
Pearson correlation coeflcient
Pearson correlation coefficient has two concepts, one is size or strength. In terms of absolute value, the greater the absolute value, the higher the correlation between the two; the smaller the value, the lower the correlation between the two. One is the direction symbol, that is, when the coefficients are positive or negative, the relationship between the two directions changes in the positive direction, one becomes larger, one becomes smaller, and the other becomes smaller, which is called positive correlation; Negative values change in reverse, one becomes larger and the other smaller. The smaller one is, the larger the other is, which is called negative correlation. If it is zero, one becomes smaller and the other may become larger or smaller or unchanged, that is zero correlation.
Pearson correlation coefficient is generally used to calculate the degree of tightness between two fixed-distance variables, and its value is between [−1, +1]. sx, sy are standard deviations of x and y samples.
P(x, y) =
∑︀
x i y i − nxy (n − 1)sx sy
Jaccard similarity coeflcient
The Jaccard similarity coefficient is a statisticused for comparing the similarity and diversity of sample sets. The Jaccard coefficient measures similarity between finite sample sets, and is defined as the size of the intersection divided by the size of the union of the sample sets:
If A and B are both empty, we define J(A, B) = 1.
≤ J(A, B) ≤ 1 (9)
The MinHash min-wise independent permutations locality sensitive hashing scheme may be used to efficiently compute an accurate estimate of the Jaccard similarity coefficient of pairs of sets, where each set is represented by a constant-sized signature derived from the minimum values of a hash function [15] .
The Jaccard distance, which measures dissimilarity between sample sets, is complementary to the Jaccard coefficient and is obtained by subtracting the Jaccard coefficient from 1, or, equivalently, by dividing the difference of the sizes of the union and the intersection of two sets by the size of the union:
Improvement of Collaborative Filtering Algorithms by Normal Restoration Similarity Measure
There are many different similarity algorithms in collaborative filtering algorithm. The core concept of Jacquard similarity coefficient can be seen from the following formulas:
The number of items scored by user A and user B divided by the number of items scored by user A or user B falls between 0 and 1.
Pearson correlation coefficient is the most famous similarity algorithm, and its value falls between 1 and -1. If user-based collaborative filtering is used, the formula is as follows:
I is an item with a score between user u and v. ru and i represent user u's score for item i, rv and i represent user v's score for item i, and ru and rv represent the average value of all user u's scores and the average value of all user v's scores. If the collaborative filtering is based on goods, the formula is as follows:
U is an item with the same user rating between item i and j. ru and i represent user u's rating of item i. ru and j represent user u's rating of item j. r i and r j represent the average value of all item i's rating and the average value of all item j's rating.
These two collaborative filtering algorithms use the same prediction formula, and user-based collaborative filtering formula is:
The meaning of the formula is represented by: user v has a score, and user u has not scored all items multiplied by user u, v similarity, divided by the sum of user u, v similarity. The Item-based collaborative filtering formula is:
However, in some cases, errors may occur in the calculation of Pearson correlation coefficient. The following results can be obtained when calculating the similarities between user u 1 and user u 2 , user u 2 and user u 3 :
But in fact, the similarity between user u 2 and u 3 should be relatively high, because user u 1 scores range from 1 to 5, while user u 2 and u 3 scores range from 2 to 4. This study proposes an improved approach: using normal recovery similarity measure.
The formula is simplified as follows:
The similarity between user u 1 and u 2 is less than that between user u 2 and u 3 , and the similarity between user u 5 and u 6 is 0. The formula of the prediction score is the normal recovery similarity prediction formula:
r u min is the lowest score evaluated by user u, ru max is the highest score evaluated by user u, Sim(u, u ′ ) is the similarity between user u and user u ′ . In this paper, the similarity measure of normal recovery is used as the basis of collaborative filtering algorithm.
Experimental environment and methods
The program language used in this study is R data analysis language. One server and four hosts were selected as hardware cloud environment to test on 2, 5 and 8 nodes respectively. The data used in this study are from the IMDB Film Scoring Website (http://www.imdb.com). A total of 224836 score records were used [16, 17] . There are less than 20 users who delete scoring items from the data of this experiment, and all users have the same score. Because the accuracy of collaborative filtering algorithm will increase with the increase of the value of k, the neighborhood k is tested from 1 to 10 in the experiment process [18] . As a user-based collaborative filtering algorithm, the experimental structure is divided into four parts: (1) calculating the maximum and minimum scores of all users;
(2) calculating the similarity of all users; (3) calculating the prediction scores. (4) In another experiment, the same data was used to recommend the item with the highest prediction score, and the number of neighbors used was 3. In this study, three different algorithms are used for prediction, namely, the Jaccard similarity coefficient, Pearson similarity and Normal recovery similarity measure.
Research results and analysis
The experiment first calculates the execution time of a single personal computer. As can be seen from Figure 1 , where the abscissa k is the number of neighbors, when the value of k increases, the running time will be greatly increased, because according to the formula, when the value of k increases, the time will be exponential growth. Because Hadoop's hardware environment consists of three hosts, it corresponds to two, five and eight nodes [19] . Table 1 compares the performance of the PC with that of the two nodes in the case of adjusting the k value (k = 1-10). At two nodes, it happens to be executed by one host. Compared with the execution of personal computer, it has more time to transmit and configure, so the execution efficiency is not good.
In Table 1 , the performance of the PC with 5 nodes and 8 nodes is significantly improved compared with that of the PC with 5 nodes and 8 nodes when the K value is adjusted. In the case of five nodes, it can be seen that the acceleration ratio is greater than 1, which means that the execution speed of five nodes is about 0.5 times faster than that of a single computer [20] . In the case of 8 nodes, it can be seen that the acceleration ratio has been increased to more than 2 times, about 2.5 times, and the maximum acceleration ratio is 2.67 times when the number of neighbors k equals 4. Figure 2 shows a comparison of running time curves of 2, 5 and 8 computing nodes between PC and Hadoop.
From Figure 2 , it can be seen that when the number of hardware resources and nodes in cloud environment is too low (Curve 1), it is not suitable for cloud execution. However, when the number of hardware resources and nodes in cloud environment is increased (Curve 3, 4), the collaborative filtering algorithm can effectively accelerate the calculation.
The formula used for calculating the acceleration ratio is speedup=Ta /T b , Ta represents the running time of a personal computer, T b represents Hadoop runtime.
In another experiment, three different algorithms are used to calculate the result prediction. The experimental results are completely consistent. It can be speculated that there are two reasons for this result. The first one is the data set. Because the data source used in this experiment is the score of the website, it depends on the rater's interests, so the matrix is sparse in numbers [21] . Users may only want to evaluate their favorite projects, resulting in positive correlation of similarity, so the calculation of similarity will have similar results. The second reason is that this research only recommend the highest project, so other possible projects may be ignored. Table 2 is part of the recommendation results of three different algorithms. The results are expressed by the first 10 users out of 100 users. The contents of the table are movie numbers. Each column represents different users. From the table, it can be seen that the recommendation results of each user in three different algorithms are the same.
Research conclusions
With the increasingly frequent e-commerce transactions nowadays, more and more sellers choose to sell goods online, which also brings a huge number of goods. In the past, the collaborative filtering recommendation system will treat each item as a feature to calculate, but in today's data form, it is unrealistic and massive. Users and commodities also bring about the problem of extremely sparse data, resulting in the recommendation system operation speed is too slow, or even unable to work.
With the advent of cloud era, data growth rate is very fast. In a massive data environment, when the researcher need to find solutions to problems, execution speed will be the key. In this paper, a collaborative filtering algorithm modified by normal recovery similarity measure is adopted, and the speed is improved by 2.67 times through the cloud environment simulation. With the increase of actual data, the operation of personal computers will take more time, and the ability to store data will be limited to a certain extent. Using MapReduce on Hadoop distributed platform to distribute operation and data to different hosts can save a lot of time and data burden. Hadoop's Distributed File System (HDFS) guarantees the correctness of the data and restores the similarity measure normally. After modification, its prediction accuracy is improved. The experimental results show that the execution time increases with the number of neighbors. When the number of nodes is 5 and 8, the execution time is greatly improved, which improves the efficiency of collaborative filtering algorithm and can cope with massive data in the future.
However, there are some shortcomings in this study. For example, when the collaborative filtering algorithm is faced with sparse matrix distribution, it will make prediction difficult. In the follow-up study, the researcher can try to find other recommended algorithms and improvement directions, such as the construction of the multiagent model combined with neural network and collaborative filtering algorithm. Nowadays, with the increasing amount of data, using R language to analyze data in massive data will encounter layer-by-layer obstacles, too long analysis time, insufficient memory and so on. Using the methods of Hadoop Distributed File System (HDFS) and Map Reduce in Apache Hadoop Open Source Software can improve computing efficiency and storage space management and increase capacity.
