We built a Fourier domain optical coherence tomography (FD-OCT) system using a line scan CCD camera that allows real time data display and acquisition. This instrument is able to produce 2D B-scans as well as 3D data sets with human subjects in vivo in clinical settings. In this paper we analyze the influence of varying exposure times of the CCD detector on image quality. Sensitivity values derived from theoretical predictions have been compared with measurements (obtained with mirrors and neutral density filters placed in both interferometer arms). The results of these experiments, discussion about differences between sensitivity values, potential sources of discrepancies, and recommendations for optimal exposure times will be described in this paper. A short discussion of observed artifacts as well as possible ways to remove them is presented. The influence of relative retinal position with respect to reference mirror position will also be described.
INTRODUCTION
Fourier Domain OCT (FD-OCT) [1, 2] has, in recent years, substantially improved relative to standard time-domain OCT [3] . Until recently, however, only the Spectral OCT, the variation of FD-OCT that uses a spectrometer to record tomographic data, has shown its full power for in vivo retinal imaging [4] [5] [6] and has been extended toward ultrahigh resolution imaging [7] [8] [9] . The main benefits of Fourier-domain as compared to time-domain OCT arises from two facts. First, with FD-OCT depth information is acquired in parallel without the requirement of reference arm scanning. Second, FD-OCT offers the possibility of real-time and ultrahigh-resolution imaging. The latter possibility results from the sensitivity advantage of FD-OCT compared to time-domain OCT, and absence of the dependence of the light source bandwidth on sensitivity [10] [11] [12] .
In this paper, we focus on exposure time as an important design parameter for Spectral OCT systems used for retinal imaging. As in conventional OCT, increasing exposure time increases the theoretical image signal-to-noise ratio. However, decreased image quality can arise in vivo due to increased motion artifact susceptibility of Fourier-domain OCT systems [13] . In addition, the coherence noise terms may become prominent for longer exposure times. To explore this trade-off, we obtained high-speed in vivo retinal images from healthy human volunteers for different exposure times (from 50 µs to 5 ms per A-scan, 1000 A-scans/image). 
_________________________

MATERIALS AND METHODS
To describe the effects that reduce in vivo FD-OCT image quality, some commonly used equations and concepts will be reviewed.
Theory
Following Nassif et. al. [6] , the Spectral OCT signal measured by the spectrometer can be described as:
where, I r (k), I s (k) are wavelength-dependent intensities from reference and sample arm, respectively; k refers to wave number and α n is a square root of sample reflectivity at depth z n . The depth information (equivalent to a time-domain OCT A-scan signal) can be accessed by the inverse Fourier transform of Spectral data seen in Eq. 1:
where, Γ(z) is the envelope of the light source coherence function, also acting as axial point spread function of OCT system, is convolved (⊗) with OCT signal, being represented by a sum of all reflecting structures at depth z n , as well as with autocorrelation δ (0) and coherence noise O[ I s 2 / I r 2 ] terms. In order to acquire artifact-free images, several image processing steps including DC subtraction (for autocorrelation and some of coherent noise removal), and λ to k transformation (spectrometer measures I(λ)) must be performed. The use of software dispersion compensation methods described by Wojtkowski et al [8] , interpolation and zero padding plays an important role too. These steps can be summarized by the following representation:
where I(z) is the A-scan intensity of the sample object as a function of depth. As can be seen from Eq. 2, signal value at depth z is directly connected with sample reflectivity α n at this depth.
There are theoretical models allowing prediction of signal-to-noise ratio (SNR) for known objects. In the case of shot noise-limited detection, the SNR for a given sample arm power P sample returning from the scattering structure placed in the detection arm is given by:
where η is spectrometer efficiency, τ i is detector integration time and E ν is photon energy.
Even more useful quantities describing performance of any OCT system is its sensitivity (Σ) derived from SNR values. It is defined as an inverse of the object's minimum reflectivity that will produce an OCT signal barely visible on the image (for SNR equal to unity) [14] .
Thus, by knowing all parameters in Eq. 4. one can predict FD-OCT system sensitivity. Experimental results show that sensitivity of at least 90 dB is necessary for good quality retinal imaging.
One method for measuring system sensitivity is to place a known neutral density filter (NDF) into the sample arm (with a mirror in the plane of the eye) and then to measure SNR. Sensitivity can by calculated as:
where noise value is measured as the standard deviation of the signal. We will use this method to estimate our system performance.
One should remember that sensitivity as well as SNR in FD-OCT decreases with the distance from the reference position (zero path length difference). In Spectral OCT this decay arises from aberrations in the imaging spectrometer and from the finite size of the CCD detector pixel. Thus, the signal seen by the CCD may be described as follows:
where I spectr represents the measured Spectral signal and R(k) is the total resolving power of the spectrometer (including CCD sampling, diffraction limited spot and diffraction grating resolving power). Thus, following the Fourier Transform, the decay of the signal can be described as the Fourier transform of total resolving power of spectrometer having Sincus like shape [10] :
Other factors that can decrease the image quality are the possible sample axial and transverse motions. This case has been already extensively described by Yun et al. [13] .
Experimental
The FD-OCT system used for experiments presented in this paper is illustrated in Fig. 1 . The system shown in Fig. 1 is similar to those described by others primarily due to the use of the same CCD line scan camera (12 bit, Atmel, 2048-pixels) that constrains the spectrometer design. The light in the spectrometer is collimated using a 100 mm focal length collimating objective (OZ optics) in front of the 1200 l/mm holographic transmitting diffraction grating (Wasatch Photonics). Two 300 mm focal length doublets are used to focus the light onto the CCD. This spectrometer allows maximum probing depth up to 2.7 mm in free space. The light source is a The current system speed limit is set by the CCD camera exposure time and its transfer rate to the PC. The shortest exposure time we used in this experiment is 50 µs, with 1000 A-scans per frame (5 ms/Frame). However the fastest frame acquisition achieved is 16 Fr/s for 50 and 9 Fr/s for 100 µs exposures. The power in the sample arm never exceeds 700 µW for all of the experiments which is within safety limits for safe use for our source.
The sample arm in our experimental system consists of a 10x microscope objective to collimate the light from a fiber and a 2x relay telescope using 30 and 60 mm focal length achromats to reduce the beam diameter entering the eye and to double the scanning angle of the X-Y scanners. This solution, similar to the one used in commercial OCT instruments (Zeiss Meditec), allows high scanning angle on the retina up to 40-50 deg (equivalent to 12-15mm).
To reduce eye and head motion of the subject, a dental impression mount on an x-y-z stage was used for all in vivo experiments. A fixation target has also been used to further reduce eye motion.
RESULTS
In order to test the performance of our FD-OCT system, we first recorded single A-scans for a mirror placed in the sample arm with known reflectivity of -50.2 dB (introduced by NDF). The results of this experiment for six different exposure times can be seen in the figure below: adjusted to not exceed ¾ of the CCD camera saturation level. This is ~3,000 Au for our 12-bit camera. Thus I s representing the intensity from the sample arm as well as the coherence noise increases with exposure time. In this simulation we assumed a motion-free sample object. Sensitivity was calculated using Equations 5 and 6 to compare our system performance with theoretical predictions. Fig. 3 presents the results of these studies demonstrating good agreement between experiment and theory. 
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Measured Theory Figure 3 . The experimental and theoretical sensitivity found for different exposure times.
It should be noted that for experimental sensitivity estimation we neglected the coherent noise so the noise standard deviation has been calculated on positions free of coherence noise. This approach may not, however, be correct for prediction of in vivo data quality.
Before showing the main results one comment about placing the reference mirror must be made. In our system only one spectrum is used to extract depth information. Thus, after the Fourier transform, two complex conjugated images are created. One of the simplest methods to overcome this problem is to place the investigated structure entirely on positive or negative optical path length difference (OPD) with respect to the reference mirror. The figure below provides an example of this situation. To reduce possible confusion when looking at two complex conjugated images, only the upper half of the image will be shown for negative OPD position of the retina and the lower half of the image for positive OPD retina placement.
To better test those two cases, both are used to image retinal structures for different exposure durations as shown in Figure 5 illustrates the dramatic reduction in image quality for exposures > 500µs. The wavy structures suggest that this may be due to axial motion of the eye. The transversal motion of the eye seems to manifest itself mainly as structure blur in the transverse direction.
One can also see that positive OPD images have higher noise levels (seen on all images in front of retinal structures), while for negative OPD it is covered by multiple scattering "tails" on the back of retinal structures. Thus these images look less noisy. It appears that placing a strongly scattering object close to zero OPD makes the coherent noise higher (as it is for positive OPD retina placement). The explanation can be found in Eq. 8, where signal drop off with path length difference may be observed. The figure below shows the measured signal degradation as a function of depth. 
Figure 6. Measured signal reduction as a function of depth due to resolving power of spectrometer R(x). Please note that R(x) is plotted on a linear scale. This graph consists of 14 A-scans acquired for different samples superimposed one on another.
As can be seen from the Tomograms in Fig. 5 , R(z) can not only reduce the signal, but also the coherent noise level. Another interesting point is that some noise is not washed out by motion of the sample. Thus, they represent O[ I s 2 / I r 2 ] terms entirely created by internal reflections in the system.
CONCLUSIONS
We have shown that exposure time plays a critical role in image quality of Spectral OCT. The sensitivity values derived from theory as well as those measured for a nonmoving mirror placed in the sample arm does not correspond to retinal in vivo image quality for longer exposure times. Instead of seeing structures with better contrast, dramatic degradation is observed. To overcome this problem, the reduction of exposure time to < 200 µ s per A-scan may be essential. If one would like to use longer exposure times for increasing system sensitivity, better head fixation may be helpful for achieving the desired performance. The use of pulsed light sources may help as well [15] . To reduce the influence of coherence artifacts the proper positioning of the retina may help. In our case, positioning the retina on a negative OPD reduced the influence of coherence noise.
