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Abstract
In this paper we consider a multiscale phase-field model for capillarity-driven
flows in porous media. The presented model constitutes a reduction of the
conventional Navier-Stokes-Cahn-Hilliard phase-field model, valid in situa-
tions where interest is restricted to dynamical and equilibrium behavior in
an aggregated sense, rather than a precise description of microscale flow
phenomena. The model is based on averaging of the equation of motion,
thereby yielding a significant reduction in the complexity of the underlying
Navier-Stokes-Cahn-Hilliard equations, while retaining its macroscopic dy-
namical and equilibrium properties. Numerical results are presented for the
representative 2-dimensional capillary-rise problem pertaining to two closely
spaced vertical plates with both identical and disparate wetting properties.
Comparison with analytical solutions for these test cases corroborates the
accuracy of the presented multiscale model. In addition, we present results
for a capillary-rise problem with a non-trivial geometry corresponding to a
porous medium.
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1. Introduction
Capillarity-driven flows in porous media form a common occurrence in daily
life and in many applications in science and engineering. Despite signifi-
cant progress in recent years, modeling and simulation of such two-phase
flows with moving interfaces and moving contact lines in complex geometries
remains a challenging problem. Reliable numerical simulations are indispens-
able in the investigation of many industrial and natural phenomena related
to porous-media flows, which generally have an inherently complex nature
and demand encyclopedic experiments. For problems for which experimental
investigations are expensive or hazardous (e.g. in nuclear power stations),
problems with very large scales (e.g. geological and geophysical problems)
or conversely problems with very small scales (e.g. in micro systems) or
problems which exhibit a high-dimensional parameter space, experimental
investigation is generally not feasible and the development of rigorous mod-
els is necessitated; see [1, 2] and the references therein.
Various modeling paradigms exist for porous-media flows, which can be clas-
sified in different categories. Categorization can proceed for instance accord-
ing to the ratio of the characteristic length scale of observation over the pore
scale, as microscopic or macroscopic, or according to the number of fluid con-
stituents as single- or multi-component. More specifically, two-phase porous-
media flows in which one of the constituents consists of a gas phase and the
other of a liquid phase, are typically classified as unsaturated. Further sub-
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classifications are possible, for instance for multi-component porous-media
flows according to the viscosity ratio of the fluid components. A detailed
review of these different model classes and their characteristics is provided
in [1]. The most common macroscopic model in porous-media flows is the
celebrated Darcy model; see [3, 4] for comprehensive overviews. The Darcy
model was originally conceived empirically [5] as a model for fully saturated
porous-media flows, and was later re-established via homogenization proce-
dures [6, 7]. Generalization of the Darcy model to a macroscopic model for
porous-media flows in the unsaturated regime with a realistic representation
of capillary effects remains an outstanding challenge, on account of the com-
plexity of the wetting phenomena that occur [8] and the intricacies of the
tri-phasic configurations; see for instance [9].
It appears that modeling and simulation of two-phase porous-media flows
on a microscopic scale has received only scant consideration so far. Diffuse-
interface (or phase-field) models [10–12] in principle provide a cogent mi-
croscale modeling paradigm for two-phase flows in porous media. Diffuse-
interface models have emerged over the past years as a class of compre-
hensive and versatile models for multi-component flows, enabling realistic
descriptions of complicated physical phenomena such as evaporation and
condensation [13, 14], topological changes of fluid-fluid interfaces due to co-
alescence and fissuring [12, 15, 16], contact-line motion at fluid-solid inter-
faces [17–19], and elasto-capillary effects of complex fluids on elastic solid
substrates [20]. Diffuse-interface models intrinsically bypass the contact-
line paradox of sharp-interface models [17, 21, 22], thereby enabling the de-
scription of preferential-wetting phenomena. Another compelling property of
3
diffuse-interface models in the context of numerical simulation of two-phase
flows in porous media is the intrinsic description of the fluid-fluid interface,
which significantly facilitates the treatment of complex geometries.
Diffuse-interface models for binary-fluid flows generally combine the Cahn–
Hilliard equations [23], which yield a model for phase-separation in binary
mixtures, with the Navier–Stokes equations. The Navier–Stokes–Cahn–Hilliard
(NSCH) system provides a complete model for binary-fluid flows and, in com-
bination with appropriate wetting boundary conditions [18, 19], gives a de-
tailed description of flow and wetting phenomena. Numerical simulation of
the NSCH equations represents many challenges, however. The equations are
highly nonlinear and exhibit an inherent multiscale character, both in space
and in time. If the NSCH equations serve as a model for capillarity-driven
porous-media flows, then these complications are further compounded by the
geometric complexity of porous media. In many cases of practical interest,
however, one is not concerned with the fine details of the flow field and the
meniscus evolution, and a reduced model for the flow suffices, provided that
an adequate macroscopic description of the meniscus evolution is obtained,
and that the equilibrium properties of the NSCH equations are retained at
a macroscopic level. The objective of this paper is to develop such a model.
Let us note that as opposed to the recent phase-field models for unsaturated
porous-media flow in [24, 25], the model presented in this work aims to pro-
vide a microscopic description of the meniscus propagation and the flow that
explicitly accounts for the geometry of the porous medium.
The remainder of this paper is arranged as follows. Section 2 provides a
description of the considered problem. Section 3 surveys the main aspects
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of diffuse-interface models for binary-fluid flows with wetting boundary con-
ditions. In Section 4 we develop the multiscale diffuse-interface binary-fluid
flow model for capillarity-driven flows. Section 5 presents numerical experi-
ments on the basis of the multiscale model. Section 6 presents a retrospection
and conclusions.
2. Problem statement
To provide a context for the models considered in this paper, in this section
we first establish a multiscale perspective on capillary flow in porous media.
Next, we regard the essential features of capillary flows on the basis of the
the generic problem of capillary action of a fluid in a narrow tube.
2.1. A multiscale perspective on capillary flow in porous media
We consider the flow of a binary-fluid confined by a rigid porous solid; cf.
Figure 1 (left). The solid exhibits preferential-wetting properties for the two
fluid components, i.e. the fluid-solid surface tension is distinct for the two
fluid components. In addition to the surface-tension effects at the fluid-fluid
interface and at the fluid-solid interface, we assume that the fluid motion is
induced by a potential field, for instance a gravity field or a pressure gradient.
The preferential-wetting property of the solid in combination with the geo-
metric complexity of the pore volume generally leads to a profoundly compli-
cated evolution of the fluid-fluid meniscus on the microscale associated with
the pore size. Moreover, on the microscale the meniscus can display many
stable or meta-stable configurations and, accordingly, microscopic equilib-
rium configurations are generally non-unique.
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Figure 1: Illustration of capillary flow in a porous medium on the microscale
(left) and its macroscale representation (right).
A macroscale representation of the considered binary-fluid flow is obtained
by appropriately averaging the microscopic phase distribution of the two
fluid components on a length scale that is sufficiently large compared to the
pore size; see Figure 1 (right). The complicated evolution of the meniscus
on the microscale and its inherent sensitivity to perturbations do not gen-
erally transfer to the macroscale, by virtue of the fact that local variations
of the microscopic phase distribution are averaged out in the corresponding
macroscopic distribution.
The insensitivity of the macroscopic phase distribution to local variations in
the underlying microscopic phase distribution, implies that two models that
exhibit distinct behavior on the microscale, can still yield essentially identi-
cal macroscale behavior. Accordingly, one can envisage a simplified binary-
fluid flow model based on an aggregated representation of the flow dynamics,
that still provides an accurate description of the meniscus evolution on the
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macroscale, and that retains the macroscopic equilibrium properties of the
binary-fluid flow.
This paper is concerned with the derivation of a multiscale diffuse-interface
binary-fluid flow model for capillarity-driven flow in porous media. The
model is based on a reduction of the Navier-Stokes-Cahn-Hilliard (NSCH)
phase-field model for binary-fluid flows, subject to preferential-wetting bound-
ary conditions. The reduction essentially comprises an aggregation of mo-
mentum balance. The reduced model is significantly less complex than the
underlying NSCH equations, and retains the dynamical and equilibrium be-
havior of the NSCH model at the macroscale.
2.2. Model problem: capillary flow in a cylinder
To provide a context for the models considered in this paper, we first consider
the generic problem of capillary action of a fluid in a narrow tube. For a
detailed treatment of this phenomenon, we refer to the celebrated work of
De Gennes [26]. We regard the liquid and ambient fluids as two components
of a binary complex fluid. Subscripts (·)l and (·)a will be used as identifiers
for the liquid and ambient fluid (gas), respectively. A subscript (·)s is used
as an identifier for the solid tube. If the meniscus (fluid-fluid interface) is in
equilibrium and in contact with the solid surface, then an equilibrium contact
angle occurs in accordance with Young’s equation:
cos(θe) =
σsa − σsl
σ
(1)
where σsl, σsa and σ refer to the liquid-solid, ambient-solid and liquid-ambient
surface tensions, respectively. The contact angle between the meniscus and
the fluid-solid interface is interior to the liquid. If θe < 90
◦ the solid surface
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Figure 2: Illustration of capillary rise in a cylindrical tube.
has energetic-affinity to contact with the liquid component relative to the
ambient fluid. The meniscus then admits a convex shape (cf. Figure 2)
and propagation of the fluid in the tube leads to wetting of a larger surface
area of the solid and a corresponding reduction of energy. In the presence of
gravity and under the general assumption that the liquid is relatively heavy
compared to the ambient gas, the reduction in surface energy can surpass
gravity, and the liquid can rise up the tube.
The aforementioned capillary rise can alternatively be explained via static
equilibrium of the meniscus and the liquid column. On account of σsa > σsl,
the meniscus experiences a line-tension of σsa − σsl, normal to the contact
line and tangential to the solid surface. This line tension is equilibrated
by the pressure difference at the meniscus in accordance with the Young-
Laplace relation, which stipulates that the pressure in the ambient liquid
above the meniscus exceeds the pressure in the liquid just below the meniscus
by ∆p = σκ with κ the additive curvature of the surface [26]. Hence, it must
hold that (σsa − σsl) meas(∂Γ) = σκmeas(Γ0) with Γ the meniscus, ∂Γ its
boundary, and Γ0 the projection of Γ onto a plane normal to the tube; cf.
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Figure 2. Static equilibrium of the liquid column in turn requires that the
pressure at the base of the column balances the pressure just below the
meniscus and the excess gravitational force on the liquid column relative to
the gravitational force of the ambient fluid. Hence, we have the sequence of
identities
(ρl − ρa)hegmeas(Γ0) = σκmeas(Γ0) = (σsa − σsl) meas(∂Γ) (2)
with he as the equilibrium height and g as gravitational acceleration. The
equilibrium height can be extracted from (1) and (2) as
he =
σ cos(θe) meas(∂Γ)
(ρl − ρa)gmeas(Γ0) (3)
One can infer that both for a circular tube with radius R (in 3D) and for 2
parallel plates separated by a distance R (in 2D), the ratio of the circumfer-
ence meas(∂Γ) to the projected area meas(Γ0) is 2/R.
The above consideration of the equilibrium configuration of the meniscus
based on contact-line and gravitational forces can be extended to the dynamic
behavior of the meniscus. We assume that the viscous dissipation in the
binary fluid is proportional to its (longitudinal) velocity and to the average
viscosity of the binary fluid. Denoting the viscosity of the liquid and ambient
fluid by µL and µA, respectively, viscous dissipation then induces a force
FD = −cD
(
µLh+ µA(H − h)
)
dth (4)
with h := h(t) as the time-dependent height of the meniscus, H the length
of the capillary tube, and cD > 0 a constant. Ignoring inertial effects, equi-
librium of forces leads to the following ordinary differential equation for the
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meniscus height:
(σsa−σsl)meas(∂Γ)− (ρl−ρa)h gmeas(Γ0)− cD
(
(µL−µA)h+µAH
)
dth = 0
(5)
Invoking relation (2) between the equilibrium height and the capillary and
gravitational forces, and introducing
Λ =
cD(µL − µA)
(ρl − ρa)gmeas(Γ0) Θ =
HµA
he(µL − µA) ∆(s) =
h(Λs)
he
− 1 (6)
we can condense (5) into:
∆ +
(
∆ + 1 + Θ
)
∆′ = 0 (7)
The ordinary-differential equation (7) can be solved to obtain the general
solution:
∆(s) = (1 + Θ)W
(
± 1
1 + Θ
exp
( c− s
1 + Θ
))
(8)
with W : [−1/e,∞) → [−1,∞) the Lambert W-function (see [27]) and
c an arbitrary constant. The ± symbol represents two distinct solutions,
viz. a strictly positive (+) and a strictly negative (−) solution. It is to be
noted that c merely effects a translation of the solution. To elucidate the
evolution of the meniscus height according to (8), Figure 3 plots integral
curves of (8) for Θ ∈ {0, 1, 5} and for ± = − and c = −1 and for ± = +
and c = e. The values of c have been selected such that ∆(0) = ±1. On can
observe that ∆(s) tends to 0 as s→∞, in accordance with the approach to
equilibrium of the meniscus. Moreover, for larger values of Θ, corresponding
to a more pronounced effect of ambient viscosity, the approach to equilibrium
is retarded.
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Figure 3: Evolution of the meniscus height according to (8) for (±, c) =
(+, e), (−−) and (±, c) = (−, 1), (—).
3. Diffuse-interface models for capillary flow
In Sections 3.1–3.3 we review the standard diffuse-interface model for surface
tension and wetting. Section 3.4 presents the Navier-Stokes-Cahn-Hilliard
model for binary-fluid flows, which serves as a comprehensive background
model for the derivation of our reduced multiscale model in Section 4.
3.1. Bulk free energy of a binary fluid with a diffuse interface
The above consideration of the capillary-tube setup conveys that any mean-
ingful model of capillary flow must be able to account for surface tension and
contact-line tension. We consider here a diffuse-interface representation of
these effects. We first regard the bulk free energy of a binary fluid.
Let Ω ⊂ Rd (d = 2, 3) denote a domain occupied by a binary-mixture of two
immiscible fluids. Denoting by φ : Ω → R an order parameter, the mixture
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is modelled by the Ginzburg-Landau-type energy functional:
Fm(φ) =
∫
Ω
fm(φ,∇φ) dV (9)
with dV as volume measure. The free-energy density fm in (9) is of the
general form:
fm(φ,∇φ) = 12P1|∇φ|2 + P2Ψ(φ) (10)
The model parameters P1 and P2 depend on the choice of the potential
Ψ(φ) and on the definition the interface; see e.g. [18]. The terms 1
2
P1|∇φ|2
and P2Ψ(φ) in (10) correspond to the free-energy density due to the phase
gradient and the bulk free energy, respectively. In fact, the potential Ψ
models the immiscibility of the two fluid components. It has two local minima
at ξ±, corresponding to the two stable phases of the fluid [18]. A standard
expression for the potential Ψ is the double-well function:
Ψ(φ) = 1
4
a1
(
φ+
√
a2/a1
)2(
φ−
√
a2/a1
)2
(11)
The minima of Ψ that indicate the pure phases occur at ξ± = ±√a2/a1.
Intermediate values of the phase variable, φ ∈ (ξ−, ξ+), indicate local co-
existence of the two phases.
According to the van-der-Waals hypothesis, the equilibrium interface profiles
are those which minimize the free energy. A standard variational argument
then conveys that such equilibrium profiles satisfy the optimality condition:
G := −P1∇2φ+ P2Ψ′(φ) = 0 (12)
with G as the chemical potential and ∇2 the Laplace operator. From (12) it
follows that for an essentially flat interface, the phase variable in equilibrium
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assumes the following form:
φe(s) =
√
a2
a1
tanh
(√
a2P2
2P1
s
)
(13)
where s represents an arc-length coordinate normal to the interface. Noting
that surface tension corresponds to the increase in the free energy that ac-
companies an increase in surface area of the meniscus [26], the surface tension
associated with the equilibrium profile (13) of the phase variable is
σ =
∫ +∞
−∞
fm(φe,∇φe) ds =
∫ +∞
−∞
1
2
P1(φ
′
e(s))
2 + P2Ψ
(
φe(s)
)
ds
=
2
√
2
3
a2
a1
√
a2P1P2
(14)
The expression for the equilibrium profile in (13) conveys that there is no
precise delineation of the interface thickness. It however also follows from (13)
that the ratio ` =
√
2P1/(a2P2) acts as a length scale for the thickness of
the diffuse interface. For instance, according to (13), for any α ∈ (0, 1) the
phase variable changes from αξ− to αξ+ within a distance of 2` arctanh(α).
Without loss of generality, we select a1 = a2 = 1, which implies that the pure
phases are identified by φ = ±1. If we moreover set P1 = σ˜ and P2 = σ˜/,
then it follows from (14) that the surface tension induced by the diffuse
interface is related to σ˜ by 3σ = 2
√
2 σ˜ while  is related to the length scale
` by ` =
√
2 . The latter implies concretely that 90% of the phase change
occurs across a transition layer of approximately 4 thickness.
3.2. Surface tension at fluid-solid interfaces
The interaction of the binary fluid with a contiguous solid wall Γw can be
represented by an additional contribution to the free energy of the form
Fw(φ) =
∫
Γw
σsf(φ) dS (15)
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where dS denotes surface measure. The surface tension σsf of the binary fluid
and the solid must interpolate between the solid-fluid surface tensions of the
components. In particular, identifying φ = +1 (resp. φ = −1) with the liquid
(resp. ambient fluid), it must hold that σsf(+1) = σsl and σsf(−1) = σsa.
In additon, to ensure that all line tensions vanish in the pure fluid states, it
must hold that lims→±1 σ′sf(s) = 0. The simplest relation in compliance with
the aforementioned conditions is the cubic-spline interpolation:
σsf(s) =
1
2
(σsl + σsa) +
1
4
(σsa − σsl)(s3 − 3s) (16)
see also [18, 19].
Equilibrium of the binary-fluid in interaction with the solid wall is charac-
terized by minimization of the total free energy, consisting of the bulk free
energy (9) and the solid-wall free energy (15). Under the assumption that the
fluid-fluid interface is essentially flat, one can establish straightforwardly that
in equilibrium the diffuse interface meets the solid wall at the equilibrium
contact angle according to (1). A standard variational argument conveys
that in addition to (12) it must hold that
σ˜ ∂nφ+ σ
′
sf(φ) = 0 on Γw (17)
If the interface is essentially flat, then it exhibits the equilibrium profile (13).
Denoting the unit normal vector to the fluid-solid interface exterior to the
solid by nw and the normal to the meniscus exterior to the liquid by nΓ, one
can infer that ∂nφ = (nw · nΓ)φ′e(s). Inverting the relation between φ and s
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in (13), we obtain the identities:
∂nφ = (nw · nΓ) φ′e(s) =
nw · nΓ√
2
sech2
(
s√
2
)
=
nw · nΓ√
2
sech2
(
arctanh(φ)
)
=
nw · nΓ√
2
(1− φ2) (18)
where sech(·) denotes the hyperbolic-secant function. From (16) and (17) it
in turn follows that
σ˜
nw · nΓ√
2
(1− φ2)− 3(σsa − σsl)
4
(1− φ2) = 0 (19)
and, hence,
nw · nΓ = 3(σsa − σsl)
2
√
2σ˜
=
σsa − σsl
σ
= cos(θs) (20)
The penultimate identity follows from 3 σ = 2
√
2 σ˜. Noting that nw · nΓ
corresponds to the cosine of the angle between the meniscus and the solid
surface, interior to the liquid, Equation (20) corroborates that in equilibrium
the diffuse-interface binary fluid satisfies (1).
3.3. Cahn-Hilliard equation: dynamics and dissipation
A basic dynamical model for capillary flows can be derived by supplementing
the total free energy with a gradient-flow structure; see for instance [28].
The most common gradient-flow structure for the Ginzburg-Landau-type free
energy (9) is the gradient flow with respect to the H−1-inner product, which
leads to the Cahn-Hilliard equation:
∂tφ = γ∇2G (21)
with G the chemical potential (12) and γ a rate parameter referred to as
mobility . If (21) is provided with the following standard boundary conditions,
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in addition to (17),
∂nφ = 0 on ∂Ω \ Γw (22a)
∂nG = 0 on ∂Ω (22b)
then the solution to (21) subject to (17) and (22) dissipates the total free
energy, i.e. dt(Fm(φ) + Fw(φ)) ≤ 0. In addition, the following equivalences
hold:
dt(Fm(φ) + Fw(φ)) = 0 ⇔ Fm(φ) + Fw(φ) != min
⇔ φ is an equilibrium solution
(23)
The ultimate condition in (23) connotes that minimizers of the total free
energy characterize meaningful equilibrium solutions, in the sense that such
solutions display a well defined meniscus with a proper contact angle at the
fluid-solid interface; see Sections 3.1–3.2.
Despite the fact that the Cahn-Hilliard equation (21) subject to (17) and (22)
displays the correct dissipation properties and equilibrium behavior, its mer-
its as a dynamic capillary-flow model are limited: the equation does not
provide an equation of motion based on conservation of momentum. More-
over, if 1
2
(1 + φ) is given the usual interpretation of (liquid-)volume fraction,
then (21) cannot properly incorporate gravitational effects. With 1
2
(1 + φ)
as liquid-volume fraction, the mixture density is
ρ(φ) = 1
2
(1 + φ)ρl +
1
2
(1− φ)ρa (24)
and the corresponding gravitational energy of the binary fluid is
Fg =
∫
Ω
ρ(φ)(g · x) dV (25)
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with g = −gj as gravitational acceleration. One easily infers that the vari-
ational derivative of (25) is independent of φ and linear in x and, therefore,
the gravitational contribution to the chemical potential vanishes under the
Laplace operator in (21) and does not contribute to the dynamics. The
evolution of φ under (21) and (17) then dissipates the total free energy
F = Fm + Fw + Fg, but the equivalences in (23) are violated and steady
solutions of (21) do not generally correspond to minizers of F , nor to proper
equilibrium solutions.
3.4. Navier-Stokes-Cahn-Hilliard equations
To endow the diffuse-interface binary-fluid flow model with credible dynamic
behavior, the Cahn-Hilliard equation (21) is supplemented with a transport
velocity u that is itself subject to the Navier-Stokes equations. Reciprocally,
the surface tension corresponding to the free energy (9) is introduced as an
additional contribution to the Navier-Stokes equation. The resulting cou-
pled equations are generally referred to as the Navier-Stokes-Cahn-Hilliard
(NSCH) equations:
∂t
(
ρ(φ)u
)
+ div
(
ρ(φ)u⊗ u+ pI + ζ − τ) = ρ(φ)g (26a)
divu = r(φ) (26b)
∂tφ+ div(uφ) = γ∇2G (26c)
−σ˜∇2φ+ (σ˜/)Ψ′(φ) = G (26d)
with I the identity tensor, and τ = µ(φ)(∇u+(∇u)T ) and ζ = σ˜(∇φ⊗∇φ)
the Cauchy stress and the capillary tensor, respectively. The right-hand side
term in (26b) serves to represent different subtypes of the NSCH equations,
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e.g. quasi-incompressible models [12] and incompressible models [29]. We will
restrict our considerations here to incompressible models and, accordingly,
set r(φ) = 0.
The NSCH equations (26) in conjunction with the wetting boundary con-
dition (17) provide a comprehensive model for binary-fluid flows, including
fluid-fluid surface tension, capillary effects, gravitational effects, viscous dis-
sipation, etc.; see Section 1. For proper subtypes of (26) it can moreover be
established that the evolution of φ,u subject to (17) (and appropriate aux-
iliary boundary conditions) dissipates the convex functional F(φ) +K(φ,u)
where K(φ,u) = ∫
Ω
1
2
ρ(φ)|u|2 denotes the kinetic energy. In addition, the
following equivalences hold:
dt(F(φ) +K(φ,u)) = 0 ⇔ F(φ) +K(φ,u) != min
⇔ (φ,u) is an equilibrium solution
(27)
If a standard no-slip boundary condition holds at Γw, then u vanishes in
equilibrium. The kinetic energy K(φ,u) then vanishes as well and the second
condition in (27) conveys that the equilibrium order parameter minimizes
the aggregated free energy F . Stationary solutions to (26) in conjunction
with (17) (and appropriate auxiliary boundary conditions) therefore display
the contact angle (1), the equilibrium interface profile in (13) and the correct
meniscus elevation.
Numerical simulation of the NSCH system (26) represents many challenges.
The equations are highly nonlinear and display an inherent multiscale char-
acter, both in space and in time. In Section 4, we develop a multiscale
binary-fluid flow model that provides a coarse description of flow dynamics,
but retains the equilibrium properties encoded by (27).
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4. A multiscale diffuse-interface binary-fluid flow model
Our derivation of the multiscale diffuse-interface binary-fluid flow model is
based on a Slattery-Whitaker averaging of the steady NSCH equations in the
creeping-flow regime. The average yields a mean velocity that is consistent
with the aggregated forces acting on the fluid volume. We then construct
a potential-flow field that satisfies the impenetrability condition at domain
boundaries and that exhibits the same mean velocity.
4.1. Intrinsic phase average velocity model
To derive the multiscale flow model, we conceive of the flow domain Ω ⊂
Rd as the void space of a rigid porous medium.We consider the flow of an
incompressible homogeneous Newtonian fluid, subject to a volumetric load
f : Ω→ Rd. The velocity u : Ω→ Rd and pressure p : Ω→ R of such a flow
are generally modeled by the Stokes equations:
−µ∇2u+∇p = f in Ω (28)
in combination with the velocity-solenoidality condition divu = 0 and homo-
geneous boundary conditions u = 0 on the fluid-solid interface. We consider
an averaging volume consisting of a ball B(x) with center x ∈ Rd that is
sufficiently large with respect to the pore scale. Introducing the intrinsic
phase average 〈ψ〉? of any variable ψ according to:
〈ψ〉?(x) = 1
meas(B(x) ∩ Ω)
∫
B(x)∩Ω
ψ(x) dV (29)
the Slattery-Whitaker averaging procedure [6, 7, 30] leads to the following
intrinsic phase average of (28):
µ〈u〉? + ε−1K · (∇〈p〉? − 〈f〉?) = 0 (30)
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where K and ε denote the permeability tensor and porosity, respectively.
One may note that (30) represents the intrinsic-phase-average form of Darcy’s
law.
The intrinsic phase average force density 〈f〉? represents the averaged aggre-
gate of forces on the liquid volume B(x)∩Ω, except for the force exerted by
the solid medium in reaction to the viscous and pressure traction, −µ∂nu+pn
with n = −nw the unit normal vector exterior to the fluid domain Ω, which
has been accounted for in (30) by the slattery-Whitaker averaging procedure.
If (30) serves as a model for (26a), then 〈f〉? represents the combined effect
of the gravitational force on the fluid and the tractions exerted by the solid
wall in reaction to variations in the phase variable along Γw. The traction
exerted by the solid on the fluid corresponds to∇Γσsf(φ), where∇Γ denotes
the surface gradient along Γw and σsf is the solid-fluid surface tension ac-
cording to (16). By virtue of the decomposition ∇ = ∇Γ + n ∂n and the
wetting boundary condition (17), the following sequence of identities holds:
∇Γσsf(φ) = σ′sf(φ)∇Γφ = σ′sf(φ)∇φ− σ′sf(φ) ∂nφn
= −σ˜(∂nφ)∇φ+ (σ˜)−1(σ′sf(φ))2n (31)
The Slattery-Whitaker averaging procedure relies on the assumption that the
fluid-solid contact area is significantly larger than the area of the permeable
boundary, i.e. meas(Ω ∩ ∂B(x))  meas(∂Ω ∩ B(x)). Without further
restrictions, we can therefore assume that the following identities hold:∫
Γw∩B(x)
∇Γσsf(φ) dS =
∫
∂(Ω∩B(x))
(− σ˜(∂nφ)∇φ+ (σ˜)−1(σ′sf(φ))2n) dS
= −
∫
Ω∩B(x)
div
(
σ˜∇φ⊗∇φ) dV + ∫
Γw∩B(x)
(σ˜)−1(σ′sf(φ))
2n
)
dS (32)
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Note that the tensor in the first integral in the ultimate expression coincides
with the capillary tensor. Hence, we obtain the following expression for the
intrinsic phase average of the aggregated force due to gravity and capillarity:
〈f〉? = 〈ρ(φ)〉?g − 〈divζ〉? + 1
meas(B(x) ∩ Ω)
∫
Γw∩B(x)
(σ˜)−1(σ′sf(φ))
2n dS
(33)
Assuming isotropic permeability according to K = κI, we then obtain the
following model for the intrinsic-phase-average velocity:
〈u〉? = κ
εµ
(
−∇〈p〉? − 〈divζ〉? + 〈ρ(φ)〉?g
+
1
meas(B(x) ∩ Ω)
∫
Γw∩B(x)
(σ˜)−1(σ′sf(φ))
2n dS
)
(34)
It is to be noted that to obtain a macroscopic model of capillary flows in
porous media, the surface term corresponding to the integral on Γw ∩ B(x)
must be replaced by an appropriate approximation in intrinsic-phase-average
form.
Equation (34) allows several interpretations, corresponding to various grada-
tions of refinement of the model. It can be conceived of as a relation for the
global uniform average velocity on Ω, or as a local average velocity field. The
proportionality constant (εµ)−1κ can be regarded as being uniform in space
and time, it can be uniform in space but time dependent, e.g. depending
on the average saturation 〈φ〉?, or it can be non-uniform in space and time.
In the sequel, we adopt the interpretation of the average velocity in (34)
as a spatially uniform constant vector with a time-dependent constant of
proportionality that depends on the mean viscosity.
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4.2. Potential-flow transport velocity
To determine a velocity field in accordance with (34) that complies with the
impenetrability condition at the fluid-solid interface, we construct a suitable
potential-flow field. The flow velocity is given by the gradient of a harmonic
potential, θ. The impenetrability condition at the fluid-solid interface trans-
lates into homogeneous Neumann conditions at Γw. Hence, the potential
satisfies:
−∇2θ = 0 in Ω (35a)
∂nθ = 0 on Γw (35b)
In addition to (35), the potential-flow velocity must be compatible with the
average velocity in (34), i.e.
α · 〈∇θ〉 = α · 〈u〉? ∀α ∈ Rd (35c)
where for any function ψ, 〈ψ〉 denotes its average on Ω according to
〈ψ〉 = 1
meas(Ω)
∫
Ω
ψ dV (36)
Let us note that in this case it holds that 〈divζ〉? = 〈divζ〉 and 〈ρ(φ)〉? =
〈ρ(φ)〉, but we retain the distinct notations to indicate that the intrinsic
phase average and the average on Ω are generally different.
The conditions in (35) do not generally provide a unique definition of θ. We
determine a suitable solution to (35) by means of a constrained minimization
problem. To provide an ambiance for the minimization problem, we denote
by H1(Ω) the usual Sobolev space of square-integrable functions from Ω
into R with square-integrable weak derivatives, by H1∗ (Ω) the subspace com-
posed of functions that vanish on average, and by H10,Γio(Ω) the subspace of
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functions that vanish on Γio := ∂Ω \ Γw. It is to be noted that Γio gener-
ally corresponds to the in-/outflow part of the boundary. We consider the
following solution to (35):
θ = arg min
w∈H1?(Ω)
{∫
Ω
1
2
|∇w| dV :
∫
Ω
∇w ·∇λ dV = 0 ∀λ ∈ H10,Γio(Ω),
α · 〈∇w〉 = α · 〈u〉? ∀α ∈ Rd
}
(37)
The first constraint in (37) corresponds to a weak formulation of (35). The
second constraint imposes (35c).
The solution of (37) corresponds to a stationary point of the Lagrangian:
L(θ, λ,α) =
∫
Ω
1
2
|∇θ| dV +
∫
Ω
∇θ ·∇λ dV +α · (〈∇θ〉 − 〈u〉?) (38)
A weak formulation of stationarity of L(θ, λ,α) in (38) is provided by:
(θ, λ,α) ∈ H1∗ (Ω)×H10,Γio(Ω)× Rd :∫
Ω
∇(θ + λ+α · x) ·∇δθ dV +
∫
Ω
∇θ ·∇δλ dV + δα · 〈∇θ〉 = δα · 〈u〉?
∀(δθ, δλ, δα) ∈ H1∗ (Ω)×H10,Γio(Ω)× Rd (39)
From (39) we can extract a separate sub-problem for λ that facilitates the
determination of θ. To this end, we note that for δλ = 0 and δα = 0,
Equation (39) implies that θ + λ + α · x = const. For δθ = 0 and δα = 0,
Equation (39) implies that θ is harmonic and satisfies homogeneous Neumann
conditions on Γw, in accordance with (35a) and (35b). However, it then
follows from θ+λ+α ·x = const that λ is harmonic and ∂nλ = −α ·n on Γw.
Setting δθ = 0 and δλ = 0 in (39), we can infer that α = −〈∇λ〉 − 〈u〉?.
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Collecting these results, we obtain the following separate specification for λ:
λ ∈ H10,Γio :∫
Ω
∇λ ·∇η dV −
∫
Γw
η〈∇λ〉 · n dS =
∫
Γw
η〈u〉? · n dS ∀η ∈ H10,Γio (40)
Once λ has been determined from (40), the gradient of θ can be formed as
∇θ = 〈∇λ〉+ 〈u〉? −∇λ.
4.3. Non-dimensionalization and weak formulation of the aggregated problem
To avoid repetitious reformulation of the equations, we introduce dimension-
less groups before presenting the complete weak formulation of the aggregated
multiscale diffuse-interface model. Let L denote a characteristic length scale
of the problem under consideration, typically associated with the geometry
of the domain. We define the dimensionless domain Ωˆ = L−1Ω. In addition,
we define a velocity scale as U = κσ˜/(εµL2); cf. (34). The density and vis-
cosity are non-dimensionalized with respect to the properties of the liquid.
Accordingly, we introduce the density ratio νρ = ρa/ρl and viscosity ratio
νµ = µA/µL, and the dimensionless mixture relations:
ρˆ(φ) = 1
2
(1 + φ) + 1
2
(1− φ)νρ µˆ(φ) = 12(1 + φ) + 12(1− φ)νµ (41)
The non-dimensionalization procedure conveys the following three dimen-
sionless groups:
Cn =

L
Bo =
ρlgL
2
σ˜
Pe =
UL2
σ˜γ
(42)
For convenience, we will omit the hat symbol that identifies non-dimensional
objects in the further exposition.
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We assume that at the in-/outflow boundary Γio the composition of the
binary-fluid is described by exogenous data β, i.e. φ satisfies the Dirichlet
condition φ = β on Γio. Denoting by `β ∈ H1(Ω) a lifting of the Dirichlet
data, viz. an arbitrary function in H1(Ω) such that the trace of `β on Γio
coincides with β, the aggregated multiscale diffuse-interface binary-fluid flow
model can be condensed into the following weak formulation:
(φ,G, λ) ∈ (`β +H10,Γio(Ω))×H1(Ω)×H10,Γio(Ω)∫
Ω
χ∂tφ dV +
∫
Ω
χ
(〈∇λ〉+ 〈u〉? −∇λ) ·∇φ dV + 1
Pe
∫
Ω
∇χ ·∇G dV
+
∫
Ω
vG dV − Cn
∫
Ω
∇v ·∇φ dV − 1
Cn
∫
Ω
vΨ′(φ) dV +
∫
Γw
vΣ′sf(φ) dS
+
∫
Ω
∇λ ·∇η dV −
∫
Γw
η
(〈∇λ〉+ 〈u〉?) · n dS = 0
∀(χ, v, η) ∈ H10,Γio(Ω)×H1(Ω)×H10,Γio(Ω) (43)
with Σ′sf = σ
′
sf/σ˜ and
〈u〉? = −Cn〈div(∇φ⊗∇φ)〉? − Bo〈ρ(φ)〉?j
+
1
Cn
1
meas(Ω)
∫
Γw
(
Σ′sf(φ)
)2
n dS
(44)
Note that φ,G and λ are in fact time-dependent functions, and that the
weak formulation (43) is to be understood as a relation that holds for all
instances in the considered time interval, t ∈ (0, tf). In addition, φ must
comply with suitable initial conditions, according to φ|t=0 = φ0 for certain
exogenous initial data φ0 ∈ H1(Ω).
In accordance with our definition of the average velocity 〈u〉? as a uniform
vector on Ω, we can conceive of ∇〈p〉? in (43) as a uniform force emanating
from a pressure difference that acts on the binary-fluid volume. We will
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restrict our considerations to ∇〈p〉? = 0, which is a meaningful regime for
capillarity-driven flows.
5. Numerical Experiments
5.1. Discretization
To assess the properties of the presented multiscale diffuse-interface binary-
fluid model for capillarity-driven flows, we consider numerical approximations
of (43). To this end, we replace the ambient spaces of the weak formu-
lation (43) by finite-element approximation spaces. In addition, the time-
derivative ∂tφ is replaced by a finite-difference approximation.
To enhance the stability of the time-discretization scheme, we apply a split-
ting Ψ = Ψc −Ψe of the double-well potential in a convex (contractive) and
a concave (expansive) part in accordance with the so-called Eyre scheme [31,
32]:
Ψc(φ) = φ
2, Ψe(φ) = −14φ4 + 32φ2 − 14 (45)
Let {tn}Nn=0 denote a partition of the time interval [0, tf] by a strictly increas-
ing sequence of time instances and let V h0 ,W
h
0 ⊂ H10,Γio(Ω) and V h ⊂ H1(Ω)
denote H1-conforming finite-element approximation spaces, parametrized by
the mesh width h of an underlying finite-element mesh. Let `hβ denote a suit-
able finite-element lifting of the boundary data for the phase variable. We
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consider the following discrete approximation of (43):
(φhn, G
h
n, λ
h
n) ∈
(
`hβ + V
h
0
)× V h ×W h0∫
Ω
χh
φhn
∆tn
dV +
∫
Ω
χh
(〈∇λhn〉+ 〈u〉?n−1)−∇λhn) ·∇φhn dV+
1
Pe
∫
Ω
∇χh ·∇Ghn dV +
∫
Ω
vhGhn dV − Cn
∫
Ω
∇vh ·∇φhn dV
− 1
Cn
∫
Ω
vhΨ′c(φ
h
n) dV +
∫
Ω
∇λhn ·∇ηh dV −
∫
Γw
ηh〈∇λhn〉 · n dS
=
∫
Ω
χh
φhn−1
∆tn
dV − 1
Cn
∫
Ω
vhΨ′e(φ
h
n−1) dV
+
∫
Γw
ηh〈u〉?n−1 · n dS −
∫
Γw
vhΣ′sf(φ
h
n−1) dS
∀(χh, vh, ηh) ∈ V h0 × V h ×W h0 (46)
for n = 1, 2, . . . , N , where ∆tn = tn− tn−1 denotes the time step. The initial
conditions are incorporated in (46) by identifying φh0 := φ0 with the initial
data. The average velocity in (46) is defined as
〈u〉?n =− Cn
〈
div(∇φhn ⊗∇φhn)
〉? − Bo〈ρ(φhn)〉?j
+
1
Cn
1
meas(Ω)
∫
Γw
(
Σ′sf(φ
h
n)
)2
n dS
(47)
cf. Equation (44).
The discrete approximation in (46) treats the expansive part of the double-
well potential, the fluid-solid surface tension, and the average velocity in an
explicit manner. By virtue of the explicit treatment of the average velocity,
the coupling between the equations for φhn, G
h
n on the one hand and λ
h
n on the
other hand is only uni-directional. In particular, φhn and G
h
n depend on λ
h
n,
but λhn depends only on φ
h
n−1 and G
h
n−1. Hence, the system (46) can be solved
in a partitioned manner. Moreover, one can infer that the left member of (46)
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corresponds to a bilinear form and, hence, only linear problems have to be
solved within each time step.
5.2. Flow between two parallel plates
We first consider the application of (46) to the generic test case of flow
between two parallel plates. Let us note that in this case the multiscale model
is considered out-of-context, because there is no distinction between the micro
scale and the macro scale. We set Ω := (0, 1) × (0, 5) and Γw = {0, 1} ×
(0, 5). The separation between the plates has been selected as reference
length. Gravitational acceleration acts in the direction −j = −(0, 1). We
cover Ω by a uniform finite-element mesh T h with uniform isotropic mesh
width h = 2−6. The finite-element approximation spaces are composed of
C1-continuous piece-wise quadratic polynomials subordinate to the mesh T h
according to
V h =
{
u ∈ C1(Ω) : u|e ∈ P 2(e), ∀e ∈ T h
}
(48)
where P 2(e) represents the class of bi-variate quadratic polynomials on el-
ement e, and V h0 = V
h ∩ H10,Γio(Ω) and W h0 = V h0 . The time step is set
uniformly to ∆t = 10−2.
We regard 4 distinct settings of the dimensionless parameters, as reported
in Table 1. The Peclet number, Cahn number and ambient-liquid density
ratio and viscosity ratio are identical for all test cases. In the first two
cases, the equilibrium contact angles on the left and right wall are identical,
viz. θ0e = θ
1
e = 60
◦, and distinct Bond numbers are considered. For test
cases C and D the Bond numbers are identical, but the left and right wall
exhibit distinct equilibrium contact angles. For test case D, in particular,
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Bo Cn θ0e θ
1
e Pe νρ
case 1A 0.436 0.05 60◦ 103 10−3
case 1B 0.641 0.05 60◦ 103 10−3
case 1C 0.436 0.05 60◦ 30◦ 103 10−3
case 1D 0.436 0.05 110◦ 30◦ 103 10−3
case 2 1.748 0.05 60◦ 100 10−3
Table 1: Overview of dimensionless parameters for test cases 1A–1D (Sec-
tion 5.2) and test case 2 (Section 5.3).
the equilibrium angle at the left wall exceeds 90◦, which is characteristic for
a hydrophobic wall.
Figure 4 plots the equilibrium phase distributions for test cases 1A–1D. The
solid black line in each panel corresponds to the analytical solution of the
meniscus profile according to a sharp-interface model; see Appendix A. The
equilibrium height is related to the contact angle, the Bond number according
to (42), and the density ratio by
he =
4
√
2 cos(θe)
3(1− νρ) Bo (49)
The results in Figure 4 convey that the equilibrium height and meniscus
shape obtained with the multiscale model yield an excellent agreement with
the corresponding sharp-interface reference results. Only for the partly hy-
drophobic case, viz. case 1D, there is a discernible deviation between the
reference result and the result of the multiscale model. We conjecture that
this deviation is related to the relatively wide diffuse interface in combination
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Figure 4: Equilibrium phase distribution for test cases 1A–1D (see Table 1)
and corresponding sharp-interface reference meniscus shape (solid line).
with the small equilibrium contact angle. Let us note that the macroscopic
(average) meniscus height is very well predicted in all cases.
5.3. Capillarity-driven flow in a porous medium
In this section we consider numerical approximations (46) for a non-generic
geometry, viz. a domain with multiple inclusions; see Figure 5. The domain
is Ω = ((0, 1) × (0, 1/2)) \ I, where I corresponds to a set of inclusions.
We impose Dirichlet boundary conditions on Γio = (0, 1) × {0, 1/2} with
data corresponding to the unmixed phases, φ = 1 at x2 = 0 and φ = −1
at x2 = 1/2. The complementary part of the boundary, Γw = ∂Ω \ Γio, is
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Figure 5: Domain with inclusions for test case 2 with finite-element mesh
and equilibrium phase field.
provided with the preferential-wetting boundary condition (17). The initial
condition is set according to a horizontal meniscus at x2 = 1/10:
φ0(x) = φe
(−j · x+ 1/10√
2
)
(50)
with φe the equilibrium profile according to (13). The dimensionless param-
eters for this test cases are reported in Table 1.
We cover Ω with an unstructured triangular mesh T h as depicted in Fig-
ure 5. The finite-element approximation spaces are composed of standard
C0-continuous piece-wise linear polynomials subordinate to the mesh T h.
The time step is set uniformly to ∆t = 5× 10−2.
Figure 6 displays the evolution of the average density:
〈ρ〉 = 1
meas(Ω)
∫
Ω
1
2
(1 + φ) + 1
2
(1− φ)νρ dV (51)
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cf. (36) and (41). Because at the macroscale level the average density is
proportional to the meniscus height, a reference for the evolution of 〈ρ〉 can
be determined from (8). The corresponding reference, ρe(∆(t/Λ) + 1) with
ρe as the average density in equilibrium, is indicated in Figure 6 by the
dashed line. The equilibrium average density ρe ≈ 0.302 has been deter-
mined from the average density of 〈ρ〉 at t = 100, which is essentially in
equilibrium. The corresponding phase field is depicted in Figure 5. In ac-
cordance with the negligible ambient viscosity, Θ in ∆ according to (8) has
been set to 0. The parameter c ≈ −1.33 in (8) has been determined from
the average density corresponding to the initial condition (50), i.e. c satisfies
ρeW (exp(c)) = 〈ρ(φ0)〉; see (8). The time scale Λ ≈ 11.5 has been selected
to obtain a visually optimal match between the evolution of 〈ρ〉 and the
reference. Let us note that the time scale Λ is in fact the only adjustable
parameter, as c and ρe are determined by the initial and equilibrium proper-
ties of 〈ρ〉, respectively. Figure 6 conveys a close correspondence between the
average-density evolution 〈ρ〉 and the reference according to ρe(∆(t/Λ) + 1).
The deviations in the interval t ∈ (8, 40) can be attributed to specific mi-
croscale dynamics, related to the shape of the inclusions and, in particular,
the evolution of the measure of the contact line, which is in 2D proportional
to the cardinality of the set of holes in the meniscus; see Figure 5. Be-
cause the number of inclusions in the encapsulating domain (0, 1)× (0, 1/2)
is relatively limited, individual inclusions can bear a significant effect on the
macroscopic evolution encoded by 〈ρ〉.
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Figure 6: Evolution of the average density 〈ρ〉 versus time t for test case 2
(—) and reference average-density evolution ρe(∆(t/Λ)+1) with ∆ according
to (8) (−−) .
6. Conclusion and discussion
In this work we presented a multiscale diffuse-interface model for capillarity-
driven flow in porous media. The model is based on averaging of the equa-
tions of motion for a binary fluid with a diffuse interface according to the
Navier-Stokes-Cahn-Hilliard (NSCH) equations. The resulting model com-
prises the convective Cahn-Hilliard equations coupled with a potential-flow
transport velocity that complies with the intrinsic phase-average velocity
of the NSCH equations and the impenetrability condition at fluid-solid in-
terfaces. The model is significantly less complex than the underlying NSCH
equations, as it comprises only the phase-field variable and a harmonic poten-
tial, while it retains the dynamical and equilibrium properties of the NSCH
equations at a macroscopic level.
The presented model provides a microscopic description of capillarity-driven
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porous-media flow in that it considers the evolution of the meniscus on a
microscale and explicitly accounts for the geometry of the porous medium.
The model corresponds to a macroscopic description, on the other hand, in
that the transport-velocity field is based on conservation of linear momentum
in an aggregated manner only. In our numerical approximations, we have
opted to approximate the transport-velocity flow potential in the same finite-
element space as the phase-field and the chemical potential in the Cahn-
Hilliard equations. Two opposite extensions of the model can be envisaged.
On the one hand, the transport-velocity field can be even further reduced, for
instance, by approximating it in a coarser finite-element approximation space.
From a macroscopic perspective, the main property of the transport velocity
is that it is proportional to the intrinsic phase-average of the volumetric
and traction forces. The model for the transport-velocity potential can be
significantly reduced without violating this property. On the other hand, the
transport-velocity model can be extend with a more localized representation
of conservation of linear momentum to obtain a more precise approximation
of the microscopic dynamics, e.g. by requiring that local averages of the
transport velocity are proportional to local averages of the forces, or by
requiring that additional moments of the transport velocity are proportional
to the corresponding moments of the volumetric and traction forces.
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Appendix A.
To enable a detailed validation of the multiscale diffuse-interface binary-fluid
flow model, we derive here an expression for the equilibrium shape of the
meniscus for the general case of a binary-fluid flow between to parallel sur-
faces with distinct wetting properties, encoded by distinct equilibrium con-
tact angles. To facilitate the presentation, Figure A.7 illustrates the consid-
ered problem. We consider two parallel surfaces, separated by a distance L.
We assume that gravity acts vertically downward, parallel to the surfaces.
Let x then denote a horizontal coordinate, centered at the left surface, and
let h : (0, L) → R designate the height of the meniscus, i.e. the meniscus
is parametrized according to Γ := {(x, y) ∈ R2 : y = h(x), 0 ≤ x ≤ L}.
The thermodynamic potential associated with a particular height function h
writes [33]:
E(h) = σ0sa
(
H − h(0))+ σ0slh(0) + σ1sa(H − h(L))+ σ1slh(L)
+
∫ L
0
σ
(
1+(Dh(x))2
)1/2
dx+
1
2
(∫ L
0
ρlgh
2(x) dx+
∫ L
0
ρag
(
H−h(x))2 dx)
(A.1)
where D(·) denotes the derivative of (·). The terms with σsa and σsl express
the energy contributions from the solid-fluid interfaces and, in particular,
the solid-ambient and solid-liquid contributions. The superscript 0 (resp. 1)
indicates contributions from the left (resp. right) surface; see Figure A.7.
The first integral term corresponds to the surface-tension contribution from
the meniscus. The penultimate and ultimate terms are associated with the
gravitational-energy contributions of the liquid and ambient fluid.
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Figure A.7: Illusration of capillary rise between two walls with dissimilar
wetting properties.
We define a non-dimensionalized coordinate xˆ = x/L and meniscus elevation
hˆ = h/L. Introducing the dimensionless energy functional Eˆ = E/σL, the
liquid-ambient mass ratio νρ = ρa/ρl and the Bond number Bo
? = ρlgL
2/σ,
the expression for the free energy of the meniscus shape can be recast in
non-dimensionalized form as
Eˆ(hˆ) = Eˆ0 − cos(θ0e) hˆ(0)− cos(θ1e) hˆ(1) +
∫ 1
0
(
1 +
(
Dhˆ(xˆ)
)2)1/2
dxˆ
+
Bo?
2
(∫ 1
0
hˆ2(xˆ) dxˆ+
∫ 1
0
νρ
(
Hˆ − hˆ(xˆ))2 dxˆ) (A.2)
where Eˆ0 := σ
−1(σ0sa + σ
1
sa)Hˆ represents the hˆ-independent contribution to
the energy due to the height of the surfaces. Let us note that the Bond
number based on the sharp-interface fluid-fluid surface tension Bo? and the
Bond number for the diffuse-interface model Bo in (42) are related by 3 Bo =
2
√
2 Bo?, on account of the relation between σ˜ and σ.
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The optimality conditions associated with (A.2) can be phrased as:
− cos(θ0e) v(0)− cos(θ1e) v(1) +
∫ 1
0
(
1 +
(
Dh(x)
)2)−1/2
Dh(x)Dv(x) dx
+ Bo?
(∫ 1
0
h(x)v(x) dx−
∫ 1
0
νρ
(
H − h(x))v(x) dx) = 0 (A.3)
for all admissible v, where the hat symbols have been omitted for trans-
parency. Integration-by-parts conveys that (A.3) implies the following 2-
point boundary-value problem:
−D
(
Dh
(1 + (Dh)2)1/2
)
+ Bo?(1 + νρ)h = Bo
? νρH in (0, 1) (A.4a)
Dh =
−1
tan(θ0e)
at {0} (A.4b)
Dh =
1
tan(θ1e)
at {1} (A.4c)
Boundary-value problem (A.4) can be solved in closed form for certain spe-
cific cases [26]. To plot the reference meniscus shapes in Section 5, we con-
struct a finite-element approximation to (A.4) based on (A.3). For the solu-
tion of this non-linear problem, we apply a Picard iteration procedure.
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