Abstract
Introduction
In the normal operation of the enterprises, the inventory cost occupies a great proportion of the total cost of enterprise [1] .If the inventory is too high, the enterprise will take a lot of inventory cost. If the inventory is too low, the enterprise will lead to the great loss because of shortages and will affect the consumer's information and brand image [2] [3] .Predicting the inventory on the supply chain can better control the inventory cost and increase the amount of money in circulation [4] .
There were many scholars studying the inventory prediction. Giacomo Sbrana and Andrea Silvestrini provided the analytical prediction properties of the random coefficient exponential smoothing model in the "multiple source of error" framework. This model presented an empirical application comparing the prediction accuracy of the suggested model vis-à-vis other benchmark models [5] . Brent D. Williams and other people thought that echelon inventory processes translated into a long-run balance or equilibrium between orders and POS, which we referred to as the inventory balance effect, allowing for more accurate order prediction [6] . Aris A. Syntetos and other people studied the prediction of the intermittent inventory demands by evaluating the effects of prediction on stock control performance in more than 7,000 demand series [7] .Enrique Martin Alcalde and other people presented a method to predict the yard inventory of container terminals over an extended period and address an integrated yard planning problem for determining the optimal storage space utilization [8] . JiSun Shin and other people considered a production adjustment method for an automobile parts production process by using a dynamic Bayesian network to predict the production inventory [9] . Liu Ting made the inventory management and the control state of the automotive bearings as the research object [10] . The author used the principle of the artificial neural network to predict safety inventory of the parts. Then, he applied the theory of the data envelopment analysis (DEA) in operations research to analyze the inventory control performance in different periods of one year. Finally, he formed an information management system to 309
BP Neural Network Algorithm
As the most widely used algorithm in the artificial neural network, BP neural network has a complete theoretical system and learning mechanism. It imitates the reaction process of the human brain neurons to external excitation signal, establishes the multilayer perceptron model and uses the learning mechanism of the positive signal propagation and error reverse regulation. By iterative learning, it successfully builds an intelligent network model of nonlinear information processing. BP neural network model is as follows. In BP neural network, there are n nodes and L layers. Each unit only receives the output information of the previous layer and it is as the input information of the next layer.
We give N samples ( , ) ( 
The actual output of the unit j is jk y . 
The steps of the BP neural network algorithm are as follows. Firstly, it initializes the network and the training parameters. It gives the connection weights values and the neuron threshold values of the implicit layer and each node in output layer a random arbitrary decimal. In general, the range is [-1,1].
Secondly, it provides the training model. That is, it needs to provide the input vector X and the expected output T . Thirdly, it repeats the following processes until convergence. 
_ is the learning rate.
GSA
In the gravitational search algorithm, the individuals with different quality are attracted to each other. The individual performance is decided by its quality. The individuals are attracted by the gravity and they move to the individuals that the quality is heavy. The size of the gravitation is proportional to the quality of the two particles and is inversely proportional to the distance of the two particles. 12 2
Where, F is the force between two particles. G is the gravitational constant. 1 
M and 2
M are the qualities of the particle 1 and particle 2. R is the distance between the particle 1 and particle 2.
The relationship between the gravitational constant and the time is as follows. . N is the population. i x is the location of the i particle. According to the formula (17) and the formula (18), we calculate the inertial quality of the particle. From the formula (19), we get the normalized quality. (23) At t time, the gravitation between the particle i and particle j is as follows.
 is a very small constant in order to preventing that the denominator is zero.
() ij Rt is the Euclidean distance between the particle i and particle j . 
R t x t x t  (25) ()
Gt is the gravity coefficient and we initialize it as 0 G .
0 G and  are the constants. T is the maximum iterations.
In the gravitational search algorithm, in order to increase the randomization the algorithms, we think that the force on the particle i is equal to the sum that forced on other particles in d dimension. The force is defined as follows.
rand is a random number belongs to [0, 1] .
According to the second law of Newton, in d dimension, the acceleration of the particle i is defined as follow at t time.
Where,
Mt is the inertial mass of the particle i at t time. According to the following formula, we update the speed and position of the particle.
( 1) ( ) ( )
( 1) ( )
(30) According to the above description, the processes of the gravitational search algorithm are as follows.
1. Search the identification. 
The Improved BP Neural Network Algorithm
In the BP neural network, the network initial weights and thresholds have a great influence on the learning effect. We use the improved GSA algorithm to optimize the initial weights and thresholds for the BP neural network. In addition, we improve the shortcomings of the BP network and put forward the improved BP neural network algorithm.
Firstly, we propose the improved GSA algorithm and optimize the initial weights and thresholds for the BP neural network.
According to the movement of the particles, the GSA algorithm completes the search of the space. In the search process, because the particles are not sharing information group, the development ability of particle is reduced. At the same time, because the inertia weight adopts the way by the random number, the global and local search capabilities of the particles have not been effectively balanced. Therefore, in order to improve the search speed and precision of GSA, we introduce the black hole to improve the particle development ability by improving the inertia weight and balancing the global search and local search. In the GSA that introducing the black hole, we take the particle with the optimal adaptation degree value as the black hole. The particle is forced by the black holes and other particles. Therefore, when the particle moves, it moves to the black holes. Then, the particle completes the search for the whole area. The radius of the black hole is defined as follows.
where,
Mt is the quality of the black hole at t time. The quality of the particle with the optimal particle is defined as follows. (32) The formula of the particles that moves to the black hole in the search area of the black hole is as follows.
xt is the position of the particle i at t time. bh x is the position of the black hole in the whole search space.
In the black hole search process, the particle that going to the black hole boundary conditions will be sucked in the black hole. When a particle is absorbed by the black hole, the space will randomly generate a new particle at the same time. The total number of the particles in the black hole space remains unchanged. If the fitness degree value of the particle is better than the fitness degree value of the black hole, it indicates that the position of the particle is better. Then, the particle and the black hole need to change their positions. We take the new generated black hole as the center by the algorithm. Repeating the process, other particles will continue to change the position, move to the black hole and be attracted by the black hole.
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In order to maintain the balance of the global and local search ability, we add the inertia weight.
( 1) ( ) ( )+ ( ) () avg fit t is the average fitness degree at the current time. In the formula, the inertia weight particle changes with the change of the objective value of the particle. Then, it achieves the global search and the local search.
In the topological structure of BP neural network, the input node and the output node are determined by the problem itself. The key is the number of the hidden layer and hidden layer nodes. In order to find a suitable number of the hidden nodes, the best way is in the network learning process. According to environmental requirements, it is self-organization learning, adjusts their structure and gets a proper size of the neural network model. During the process of the training, we can combine and delete reasonably the number of the hidden nodes.
We set pi O is the output of the hidden node i when it learns the p sample. pj O is the output of the hidden node j when it learns the p sample. N is the total number of learning samples. 
The correlation coefficient between pj O and pi O is, S is too small, it shows that the hidden node i has little influence on the network learning. RC  , the hidden nodes i and j in the same layer can be compressed. The rule 2 is as follows.
If 22 SC  , the node i can be deleted. The basic method of learning rate is as follows. In the early process, we give the learning rate with a large value. With learning, the learning rate decreases gradually.
We assume that the learning number is e during the learning process. The maximum iteration number is max e . The n learning rate is _( ) n . After each learning, the learning rate is increased. 
Experiment
In order to verify the reliability and validity of this method, we use the improved BP neural network method to predict the product inventory for one company. We collect 150 sets of data. The first 130 sets of data are the training data and the last 20 set of data sample data are the sample data. At the same time, in order to explaining that the results of the method are better than other algorithms, we compare the results of the experiment. The comparison of the predicted results and the actual results are as follows.
Figure 2. The Comparing of the Actual Value and the Predicted Value
From the above figure, we can see that the trends of two curves are similar. It shows that the predicting results of the improved BP neural network method are accurate and gives the good results.
We compare the results that achieved by the improved BP neural network algorithm with other methods, the results are as follows. We compare the improved BP neural network algorithm with other methods. Then, we can see that the mean relative error that this paper proposes is the smallest. It shows that the method is more accurate to predict the supply chain inventory. The error is small and the predicted results are more ideal. In fact, the method has good applicability and feasibility under the same condition. The prediction results are more accurate.
Conclusion

