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Annotation. The study aims to develop an automated security system on roads using ma-
chine learning to create a large database and the subsequent identification of “hidden 
knowledge”. With the help of such a system, it is possible to detect unobvious dependencies 
between the variables chosen as a predictor and the dependent variable. In addition, having a 
sufficient database, it is possible to build regression models, identifying coefficients with 
which this or that feature of an object affects the probability of an accident on a certain section 
of the road. 
 
Для создания систем автоматической фиксации нарушений походит исполь-
зование пассивной радиочастотной идентификации (RFID) стандарта EPC Class 
1 Generation 2. Для этого в точках фиксации нарушений размещаются RFID-
считыватели СВЧ-диапазона (860-960 МГц) [1], читающие метки, размещенные 
на автомобилях. По результатам экспериментов [2], такой подход позволяет уве-
личить процент идентифицированных транспортных средств до 92% и более, 
даже в крайне плохих погодных условиях. К преимуществам использования 
RFID следует отнести относительно низкую стоимость оборудования, а также 
возможность идентифицировать даже сильно загрязненные номерные знаки [3]. 
Для построения достоверной регрессионной модели требуется выполнение 
следующих пунктов: 
• сбор достаточной базы данных; 
• взятие зависимой переменной из базы данных; 
• выявить линейную зависимость между признаками в Х (матрица n * m, n – 
объекты, m – признаки) и значениями в у – зависимая переменная.   
Дано описание n объектов (автомобилей) по m признакам. Оно выражается в 
виде матрицы размера n * m: X = [xij], i = 1…n, j = 1…m (x
i
j означает j-ый признак 
i-го объекта. Дана вещественная переменная, которая тоже имеет отношение к 
этим объектам: y принадлежит Rn. 




значениями в у: 
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То есть необходимо оценить коэффициенты βi. 
В случае линейной регрессии коэффициенты βi рассчитываются так, чтобы 
минимизировать сумму квадратов ошибок по всем наблюдениям: 





































Взяв по очереди разные переменные в качестве предиктора, можно оценить с 
каким коэффициентом она влияет на ту переменную, которая взята в качестве 
зависимой. 
Статья подготовлена в результате проведения исследования (№ 19-04-005) 
в рамках Программы «Научный фонд Национального исследовательского уни-
верситета „Высшая школа экономики“ (НИУ ВШЭ)» в 2019 — 2020 гг. и в рам-
ках государственной поддержки ведущих университетов Российской Федерации 
«5-100». 
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