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FIRST-PASSAGE TIMES FOR RANDOM WALKS IN THE
TRIANGULAR ARRAY SETTING
DENIS DENISOV, ALEXANDER SAKHANENKO, AND VITALI WACHTEL
Abstract. In this paper we continue our study of exit times for random walks
with independent but not necessarily identical distributed increments. Our
paper “First-passage times for random walks with non-identically distributed
increments” was devoted to the case when the random walk is constructed by
a fixed sequence of independent random variables which satisfies the classical
Lindeberg condition. Now we consider a more general situation when we have
a triangular array of independent random variables. Our main assumption is
that the entries of every row are uniformly bounded by a constant, which tends
to zero as the number of the row increases.
1. Introduction and the main result.
Suppose that for each n = 1, 2, . . . we are given independent random variables
X1,n, . . . , Xn,n such that
EXi,n = 0 for all i ≤ n and
n∑
i=1
EX2i,n = 1. (1)
For each n we consider a random walk
Sk,n := X1,n + · · ·+Xk,n, k = 1, 2, . . . , n. (2)
Let {gk,n}nk=1 be deterministic real numbers, and let
Tn := inf{k ≥ 1 : Sk,n ≤ gk,n}, (3)
be the first crossing over the moving boundary {gk,n} by the random walk {Sk,n}.
The main purpose of the present paper is to study the asymptotic behavior, as
n→∞, of the probability
P(Tn > n) = P
(
min
1≤k≤n
(Sk,n − gk,n) > 0
)
. (4)
In what follows, all unspecified limits are taken with respect to n→∞.
We shall assume that there exists a sequence rn → 0 such that
max
1≤i≤n
|Xi,n| ≤ rn for all n ≥ 1. (5)
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It is clear that this assumption implies that the triangular array satisfies the Lin-
deberg condition and, hence, the Central Limit Theorem holds.
We shall also assume that the boundary {gk,n} is of a small magnitude, that is,
g∗n := max
1≤k≤n
|gk,n| → 0. (6)
Furthermore, to avoid trivialities, we shall assume that
P(Tn > n) > 0 for all n ≥ 1. (7)
An important particular case of the triangular array scheme is given by the
following construction. Let X1, X2, . . . be independent random variables with finite
variance such that
EXi = 0 for all i ≥ 1 and B2n :=
n∑
i=1
EX2i →∞. (8)
For a real deterministic sequence {g1, g2, . . . } set
T := inf{k ≥ 1 : Sk ≤ gk}, where Sk := X1 + · · ·+Xk. (9)
Stopping time T is the first crossing over the moving boundary {gk} by the ran-
dom walk {Sk}. Clearly, (8) – (9) is a particular case of (1) – (3). Indeed to
obtain (1) – (3) it is sufficient to set
Xk,n =
Xk
Bn
, Sk,n =
Sk
Bn
, gk,n =
gk
Bn
. (10)
However, the triangular array scheme is much more general than (8) – (9).
If the classical Lindeberg condition holds for the sequence {Xk} and gn = o(Bn)
then, according to Theorem 1 in [2],
P(T > n) ∼
√
2
pi
U(B2n)
Bn
, (11)
where U is a positive slowly varying function with the values
U(B2n) = E[Sn − gn;T > n], n ≥ 1.
The task to generalise the asymptotic relation (11) to the triangular array set-
ting seems to be rather challenging. In this paper we show that under condi-
tions (5) – (7) the following generalisation holds
P(Tn > n) ∼
√
2
pi
En, (12)
where
En := E[Sn,n − gn,n;Tn > n] = E[−STn,n;Tn ≤ n]− gn,nP(Tn > n). (13)
Based on the validity of CLT and considerations in [2] one can expect that the
Lindeberg condition will again be sufficient. However the following example shows
that this is not the case and the situation is more complicated.
Example 1. LetX2, X3, . . . be independent random variables with the Rademacher
distribution: P(Xk = ±1) = 1/2. Define
Um := X2 +X3 + . . .+Xm+1 and Um := min
1≤i≤m
Ui, m ≥ 1. (14)
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In the last section, using the reflection principle for symmetric simple random walks,
we will prove the following relations:
P (m,N) := P (N + Um > 0) = P(−N < Um ≤ N), (15)
E [N + Um;N + Um > 0] = N, for all m,N ≥ 1; (16)
and, in addition,
P (n− 1, Nn) ∼ Ψ
(
Nn√
n
)
for any sequence {Nn} such that Nn →∞. (17)
For a sequence of integers Nn ≥ 1 let random variablesX1,n be defined as follows
X1,n :=

rn :=
Nn√
n
, with probability pn :=
1
2N2n
,
0, with probability 1− 2pn,
−rn, with probability pn,
so that EX1,n = 0, EX
2
1,n =
1
n
.
(18)
Further we assume, that each X1,n is independent of the sequence X2, X3, . . . , and
that Nn →∞. It is easy to see that the triangular array
X1,n, Xk,n :=
Xk√
n
, k = 2, 3, . . . , n; n ≥ 1
satisfies the Lindeberg condition, because EX21,n =
1
n → 0 and |Xk,n| = 1√n → 0
for all k ≥ 2. For this array and gk,n ≡ 0 one has also the following relations:
P(Tn > n) = P(X1,n = rn)P
(
rn +
Un−1√
n
> 0
)
= pnP (n− 1, Nn), (19)
En = E[Sn,n;Tn > n] = P(X1,n = rn)E
[
rn +
Un−1√
n
> 0; rn +
Un−1√
n
> 0
]
(20)
= pn
E(n− 1, Nn)√
n
= pn
Nn√
n
= pnrn.
In particular, from (17) and (19) we conclude that
P(Tn > n) = pnP (n− 1, Nn) ∼ pnΨ(rn) < 2ϕ(0)pnrn = 2ϕ(0)En. (21)
Since Ψ(a) < 2ϕ(0)a for all a > 0, we have from (21) that (see the last section for
details)
P(Tn > n) ∼ pnΨ(rn) ∼ 2ϕ(0)pnrn = 2ϕ(0)En iff rn → 0. (22)
But the latter relation means that in the present example condition (6) is neces-
sary and sufficient for relation (12) to hold; whereas the Lindeberg condition takes
place for all Nn = rn
√
n ≥ 1, but it is not sufficient for (12) to take place, in
particular
P(Tn > n) ∼ pn = o(En), when rn →∞.
Therefore, (12) can not hold for all triangular arrays satisfying the Lindeberg con-
dition. ⋄
Now we formulate our main result.
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Theorem 2. Assume that (5) and (6) are valid. Then there exists absolute constant
C1 such that
P(Tn > n) ≥
√
2
pi
En
(
1− C1(rn + g∗n)2/3
)
. (23)
On the other hand, there exists such absolute constant C2 that
P(Tn > n) ≤
√
2
pi
En
(
1 + C2(rn + g
∗
n)
2/3
)
, if rn + g
∗
n ≤ 1/24. (24)
In addition, for m ≤ n,
P(Tn > m) ≤ 4En/Bm provided that Bm ≥ 24(rn + g∗n). (25)
Corollary 3. Under conditions (5) – (7) relation (12) takes place.
Estimates (23) and (24) can be seen as an improved version of (12), with a rate
of convergence. Moreover, the fact, that the dependence on rn and gn is expressed
in a quite explicit way, is very important for our work in progress [3]. There we
consider first-passage times of walks Sn = X1+X2+ . . .+Xn for which the central
limit theorem is valid but the Lindeberg condition may fail. We use Theorem 2
analyse the behaviour of triangular arrays obtained from {Xn} by truncation.
Theorem 2 and Corollary 3 can be used in studying first-passage times of parameter-
dependent random walks or of weighted sums of independent random variables.
We first consider weighted sums. Suppose that we are given independent random
variables X1, X2, . . . such that
EXi = 0 and P(|Xi| ≤Mi) = 1 for all i ≥ 1, (26)
where M1,M2, . . . are non-random. For each n we consider a random walk
Uk,n := u1,nX1 + · · ·+ uk,nXk, k = 1, 2, . . . , n, (27)
and let
τn := inf{k ≥ 1 : Uk,n ≤ Gk,n} (28)
be the first crossing over the moving boundary {Gk,n} by the random walk {Uk,n}.
The main purpose of the present example is to study the asymptotic behavior, as
n→∞, of the probability
P(τn > n) = P
(
min
1≤k≤n
(Uk,n −Gk,n) > 0
)
. (29)
We suppose that {uk,n, Gk,n}nk=1 are deterministic real numbers such that
M := sup
k,n≥1
| (uk,n|Mk + |Gk,n|) <∞ (30)
and
σ2n :=
n∑
k=1
u2k,nEX
2
k →∞. (31)
Moreover, we assume that
uk,n → uk and Gn,k → gk for every k ≥ 1. (32)
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Corollary 4. Assume that the distribution functions of all Xk are continuous.
Then, under assumptions (26), (30), (31) and (32),
σnP(τn > n)→
√
2
pi
E[−Uτ ] ∈ [0,∞), (33)
where
Uk := u1X1 + · · ·+ ukXk and τ := inf{k ≥ 1 : Uk ≤ gk}. (34)
It follows from condition (32) that random walks {Uk,n} introduced in (27) may
be considered as perturbations of the walk {Uk} defined in (34). Thus, we see
from (33) that the influence of perturbations on the behavior of the probability
P(τn > n) is concentrated in the σn.
Example 5. As an example we consider the following method of summation, which
has been suggested by Gaposhkin [4]. Let {Xk} be independent, identically dis-
tributed random variables. Let f : [0, 1] 7→ R+ be a non-degenerate continuous
function. Define
Uk(n, f) :=
k∑
j=1
f
(
j
n
)
Xj , j = 1, 2, . . . , n.
This sequence can be seen as a stochastic integral of f with respect to the random
walk Sk = X1 +X2 + . . .Xk normalized by n.
We assume that the random variables Xk are bounded, have zero mean and that
their joint distribution function is continuous. In this case
σ2n(f) :=
1
n
n∑
j=1
f2
(
j
n
)
→ σ2(f) :=
∫ 1
0
f(t)dt > 0.
From Corollary 4 with uk,n := f
(
j
n
) → f(0) =: uk, Gk,n ≡ 0 and σn := √nσn(f)
we immediately obtain
√
nP
(
min
k≤n
Uk(n, f) > 0
)
→
√
2
piEX21
f(0)
σ(f)
E[−Sτ ] ∈ [0,∞), (35)
where
Sk := X1 + · · ·+Xk and τ := inf{k ≥ 1 : Sk ≤ 0}. (36)
⋄
Clearly, (35) gives one exact asymptotics only when f(0) > 0. The case f(0) = 0
seems to be much more delicate. If f(0) = 0 then one needs an information on
the behaviour of f near zero. If, for example, f(t) = tα with some α > 0 then,
according to Example 12 in [2],
P
(
min
k≤n
Uk(n, f) > 0
)
= P
min
k≤n
k∑
j=1
jαXj > 0
 ∼ Const
nα+1/2
.
Now we give an example of application of our results to study of transition
phenomena.
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Example 6. Consider an autoregressive sequence
Un(γ) = γUn−1(γ) +Xn, n ≥ 0, n = 1, 2, . . . , where U0(γ) = 0, (37)
with constant γ ∈ (0, 1) and with independent, identically distributed innovations
X1, X2, . . . . Consider the exit time
T (γ) := inf{n ≥ 1 : Un(γ) ≤ 0}.
We want to understand the behavior of the probability P(T (γ) > n) in the case
when γ = γn depends on n and
sup
n
n|1− γn| <∞. (38)
We also assume that variables {Xn} are bounded, have zero mean and their
distribution functions are continuous. Define
σ2n(γ) := γ
−2 + γ−4 + · · ·+ γ−2n = γ
−2n − 1
1− γ2 . (39)
Corollary 7. Under assumptions of Example 6,
σn(γn)P(T (γn) > n)→
√
2
piEX21
E[−Sτ ] ∈ (0,∞), (40)
where τ is defined in (36).
2. Proofs.
In this section we are going to obtain estimates, which are valid for each fixed n.
For that reason we will sometimes omit the subscript n and introduce the following
simplified notation:
T := Tn, Xk := Xk,n, Sk := Sk,n, gk := gk,n, 1 ≤ k < n (41)
and
ρ := rn + g
∗
n, B
2
k :=
k∑
i=1
EX2i , B
2
k,n := B
2
n −B2k = 1−B2k, 1 ≤ k < n. (42)
2.1. Some estimates in the central limit theorem. For every integer 1 ≤ k ≤ n
and every real y define
Zk := Sk − gk, Ẑk := Zk1{T > k} and Qk,n(y) := P
(
y + min
k≤j≤n
(Zj − Zk) > 0
)
.
(43)
Let
ϕ(u) :=
1√
2pi
e−u
2/2 and Ψ(x) := 2
∫ x+
0
ϕ(u)du. (44)
Lemma 1. For all y ∈ R and for all 0 ≤ k < n with Bk,n > 0∣∣∣∣Qk,n(y)−Ψ( yBk,n
)∣∣∣∣ ≤ C0ρBk,n 1{y > 0}, (45)
where C0 is an absolute constant.
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Proof. For non-random real y define
qk,n(y) := P
(
y + min
k≤j≤n
(Sj − Sk) > 0
)
, n > k ≥ 1. (46)
It follows from Corollary 1 in Arak [1] that there exists an absolute constant CA
such that ∣∣∣∣qk,n(y)−Ψ( yBk,n
)∣∣∣∣ ≤ CABk,n maxk<j≤n E|Xj|
3
EX2j
≤ CArn
Bk,n
, (47)
where maximum is taken over all j satisfying EX2j > 0. In the second step we have
used the inequality E|Xj |3 ≤ rnEX2j which follows from (5).
We have from (43) that |Zk − Sk| = |gk| ≤ g∗n. Hence, for Qk,n and qk,n defined
in (43) and (46), we have
qk,n(y−) ≤ Qk,n(y) ≤ qk,n(y+), where y± := y ± 2g∗n. (48)
Then we obtain from (47) that∣∣∣∣qk,n(y±)−Ψ( y±Bk,n
)∣∣∣∣ ≤ CArnBk,n . (49)
On the other hand, it is easy to see from (44) that∣∣∣Ψ( y±
Bk,n
)
−Ψ
( y
Bk,n
)∣∣∣ ≤ 2ϕ(0)|y± − y|
Bk,n
=
4ϕ(0)g∗n
Bk,n
.
Applying this inequality together with (48) and (49) we immediately obtain (45)
with C0 := max{CA, 4ϕ(0)} for y > 0. For y ≤ 0 inequality (45) immediately
follows since Qk,n(y) = 0 = Ψ(y). 
Lemma 2. If 1 ≤ m ≤ n, then
ES+m ≥
3
8
Bm − rn. (50)
Moreover, for all m satisfying Bm ≥ 24(rn + g∗n) we have
P(T > m) ≤ 3EẐm
Bm
. (51)
Proof. We will use the following extension of the Berry-Esseen inequality due to
Tyurin [5]:
sup
x∈R
|P(Sm > x)−P(Bmη > x)| ≤ 0.5606
∑m
j=1 E|Xj |3
B3m
≤ 0.5606 rn
Bm
,
when Bm > 0. Here η is a random variable that follows the standard normal
distribution. This inequality implies that, for every C > 0,
ES+m =
∫ ∞
0
P(Sm > x)dx ≥
∫ CBm
0
P(Sm > x)dx
≥
∫ CBm
0
(
P(Bmη > x)− 0.5606 rn
Bm
)
dx = BmE(η
+ ∧ C)− 0.5606Crn.
Further, using the integration by parts,
E(η+ ∧ C) =
∫ ∞
0
(x ∧ C)ϕ(x)dx = ϕ(0)− ϕ(C) + C
∫ ∞
C
ϕ(x)dx.
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Taking here C = 1/0.5606 and using tables of the standard normal distribution we
conclude that E(η+ ∧C) > 0.375 and (50) holds.
Next, according to Lemma 25 in [2],
EZ+mP(T > m) ≤ EẐm, 1 ≤ m ≤ n. (52)
Therefore, it remains to derive a lower bound for EZ+m. We first note that
Sm = Zm + gm ≤ Z+m + g+m ≤ Z+m + g∗n.
Hence, S+m ≤ Z+m + g∗n and, taking into account (50), we get
EZ+m ≥ ES+m − g∗n ≥
3
8
Bm − (rn + g∗n). (53)
If m is such that Bm24 ≥ rn + g∗n, then we infer from (52) and (53) that
EẐm ≥ EZ+mP(T > m) ≥
(
3
8
Bm − (rn + g∗n)
)
P(T > n)
≥
(
3
8
− 1
24
)
BmP(T > m) =
1
3
BmP(T > m).
Thus, (51) is proven. 
2.2. Estimates for expectations of Ẑk.
Lemma 3. Let α be a stopping time such that 1 ≤ α ≤ l ≤ n with probability one.
Then
EẐα −EẐl ≤ 2g∗np(α, l) with p(α, l) := P(α < T, α < l). (54)
Moreover,
EẐα −EẐl ≥ E[XT ;α < T ≤ l]− 2g∗np(α, l) ≥ −(2g∗n + rn)p(α, l). (55)
In addition, the equality in (13) takes place.
Proof. Define events
A1 := {α < T ≤ l} and A2 := {α < l < T }.
Then, clearly, {α < T, α < l} = A1 ∪A2. Using Lemma 20 from [2], we obtain
EẐα +E[ST ;T ≤ α] = −E[gα;α < T ] = −E[gα;A2]−E[gl;α = l < T ]−E[gα;A1],
EẐl +E[ST ;T ≤ l] = −E[gl;T > l] = −E[gl;A2]−E[gl;α = l < T ]. (56)
Thus,
EẐα −EẐl = E[ST − gα;A1] +E[gl − gα;A2]. (57)
Next, by the definition of T ,
gT ≥ ST = ST−1 +XT > gT−1 +XT .
Hence,
E[ST − gα;A1] ≤ E[gT − gα;A1] ≤ 2g∗nP(A1)
and
E[ST − gα;A1] ≥ E[gT−1 − gα +XT ;A1]
≥ E[XT ;A1]− 2g∗nP(A1) ≥ −(2g∗n + rn)P(A1).
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Furthermore,
|E[gn − gα;A2]| ≤ 2g∗nP(A2).
Plugging these estimates into (57), we arrive at desired bounds.
The equality in (13) follows from (56) with l = n. 
For every h > 0 define
ν(h) := inf{k ≥ 1 : Sk ≥ gk + h} = inf{k ≥ 1 : Zk ≥ h}. (58)
Lemma 4. Suppose that m ≤ n is such that the inequality (51) takes place,
Bm ≥ 24g∗n and h ≥ 6g∗n. (59)
Then
2EẐν(h)∧m ≤ 3EẐm ≤ 4EẐn = 4En, P(Ẑν(h)∧m > 0) ≤ κEn, (60)
2κg∗nEn ≥ EẐν(h)∧m − En ≥ δ(h)− 2κg∗nEn, (61)
where
0 ≥ δ(h) := E[XT ;n ≥ T > ν(h) ∧m] ≥ −κrnEn and κ := 2
h
+
4
Bm
. (62)
In particular, (25) takes place.
Proof. First, we apply Lemma 3 with l = m and α = ν(h) ∧m. For this choice of
the stopping time one has
p(ν(h)∧m,m) = P (ν(h) ∧m < T, ν(h) ∧m < m) ≤ P(Ẑν(h)∧m ≥ h) ≤
EẐν(h)∧m
h
.
Plugging this bound into (54) and using the inequality h ≥ 6g∗n, we get
EẐν(h)∧m −EẐm ≤
2g∗n
h
EẐν(h)∧m ≤
EẐν(h)∧m
3
, and hence
2
3
EẐν(h)∧m ≤ EẐm.
(63)
Next, we apply Lemma 3 with l = n and α = m. In this case p(m,n) = P(T > m)
and we may use (51). Substituting these estimates into (54) and using (59), we
obtain
EẐm −EẐn ≤ 2g∗nP(T > m) ≤
6g∗n
Bm
EẐm ≤ 1
4
EẐm, so that
3
4
EẐm ≤ EẐn.
(64)
We conclude from (63) and (64) that the first relation in (60) takes place. In
particular, from (51) and (64) we get that (25) holds under assumptions of Lemma 4.
At last, we are going to apply Lemma 3 with l = n > m and α = ν(h) ∧m. For
this choice of the stopping time one has
p(ν(h) ∧m,n) = P (T > ν(h) ∧m) = P(Ẑν(h)∧m > 0)
≤ P(Ẑν(h)∧m ≥ h) +P (T > m)
≤ EẐν(h)∧m
h
+
3EẐm
Bm
≤ 2En
h
+
4En
Bm
= κ. (65)
Plugging this bound into (54) and (55), we immediately obtain (61). The sec-
ond inequality in (60) also follows from (65); and using (6) together with (65) we
find (62).
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Thus, all assertions of Lemma 4 are proved. 
2.3. Proof of Theorem 2. According to the representation (36) in [2],
P(T > n) = E
[
Qν(h)∧m,n(Zν(h)∧m);T > ν(h) ∧m
]
= EQν(h)∧m,n(Ẑν(h)∧m).
(66)
Lemma 5. Suppose that all assumptions of Lemma 4 are fulfilled and that Bm,n > 0.
Then one has∣∣∣∣∣P(T > n)−EΨ( Ẑν(h)∧mBν(h)∧m,n
)∣∣∣∣∣ ≤ C0ρBm,nP(Ẑν(h)∧m > 0) ≤ 2ϕ(0)1.3C0κρEnBm,n .
(67)
In addition,
2ϕ(0)En(1 + 2κg
∗
n)
Bm,n
≥ EΨ
( Ẑν(h)∧m
Bν(h)∧m,n
)
, (68)
EΨ
( Ẑν(h)∧m
Bν(h)∧m,n
)
≥ 2ϕ(0)En
(
1− (rn + h)
2
6
− 2κg∗n − κrn
)
. (69)
Proof. Using (45) with y = Ẑν(h)∧m, we obtain the first inequality in (67) as a
consequence of (66). The second inequality in (67) follows from (60).
Next, it has been shown in [2, p. 3328] that
2ϕ(0)a ≥ Ψ(a) ≥ 2ϕ(0)a(1− a2/6) for all a ≥ 0. (70)
Recall that 0 ≤ z := Ẑν(h)∧m ≤ rn + h and Bn = 1. Hence, by (70),
Ψ
( z
Bν(h)∧m,n
)
≤ Ψ
( z
Bm,n
)
≤ 2ϕ(0)z
Bm,n
, (71)
Ψ
( z
Bν(h)∧m,n
)
≥ Ψ
( z
Bn
)
≥ 2ϕ(0)z
Bn
(
1− z
2
6B2n
)
≥ 2ϕ(0)z
(
1− (rn + h)
2
6
)
. (72)
Taking mathematical expectations in (71) and (72) with z = Ẑν(h)∧m, we obtain:
2ϕ(0)EẐν(h)∧m
Bm,n
≥ EΨ
( Ẑν(h)∧m
Bν(h)∧m,n
)
≥ 2ϕ(0)EẐν(h)∧m
(
1− (rn + h)
2
6
)
. (73)
Now (68) and (69) follow from (73) together with (60) and (61). 
Lemma 6. Assume that ρ ≤ 1/64. Then inequalities (23) and (24) take place with
some absolute constants C1 and C2.
Proof. Set
m := min{j ≤ n : Bj ≥ 3
2
ρ1/3} and h := ρ1/3. (74)
Noting that rn ≤ ρ ≤ ρ1/3/42 we obtain that
B2m = B
2
m−1 +EX
2
m <
(
3
2
ρ1/3
)2
+ r2n ≤
9
4
ρ2/3 +
1
46
<
1
7
. (75)
Consequently, B2m,n = 1−B2m and we have from (74) that
B2m,n >
6
7
, 24ρ ≤ 24
42
ρ1/3 =
3
2
ρ1/3 ≤ Bm, 6gn < 6
42
ρ1/3 < ρ1/3 = h. (76)
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Thus, all assumptions of Lemmas 4 and 5 are satisfied. Hence, Lemma 5 implies
that
2ϕ(0)En(1− ρ1 − ρ2 − 2κρ) ≤ P(T > n), (77)
P(T > n) ≤ 2ϕ(0)En(1 + ρ1)(1 + 2κρ)(1 + ρ3), (78)
where we used that 2g∗n + rn ≤ ρ and
ρ1 := 1.3C0κρ, ρ2 :=
(rn + h)
2
6
, ρ3 :=
1
Bm,n
− 1. (79)
Now from (62) and (74) with ρ1/3 ≤ 1/4 we have
ρκ =
2ρ
h
+
4ρ
Bm
≤ 2ρ2/3 + 4ρ
2/3
3/2
< 3.7ρ2/3, rn + h ≤ 1
42
ρ1/3 + ρ1/3.
Then, by (75),
1
Bm,n
=
Bm,n
B2m,n
=
√
1−B2m
1−B2m
≤ 1−B
2
m/2
1−B2m
= 1 +
B2m
2B2m,n
< 1 + 1.1ρ2/3.
So, these calculations and (79) yield
ρ1 < 5C0ρ
2/3, ρ2 < 0.2ρ
2/3, ρ3 < 1.1ρ
2/3, 2κρ < 7.4ρ2/3. (80)
Substituting (80) into (77) we obtain (23) with any C1 ≥ 5C0 + 7.6. On the
other hand from (80) and (78) we may obtain (24) with a constant C2 which may
be calculated in the following way:
C2 = sup
ρ1/3≤1/4
[5C0(1 + 2κρ)(1 + ρ3) + 7.4(1 + ρ3) + 1.1] <∞.

Thus, when ρ ≤ 1/43, the both assertions of Theorem 2 immediately follow from
Lemma 6. But if ρ > 1/43 then (24) is valid with any C1 ≥ 42 = 16 because in this
case right-hand side in (24) is negative.
Let us turn to the upper bound (24). If ρ ≤ 124 but ρ > 164 then (25) holds for
m = n; and as a result we have from (25) with any C2 ≥ 32/ϕ(0) that
P(Tn > n) ≤ 4En ≤ 43Enρ2/3 ≤ 2ϕ(0)En(1 + C2ρ2/3) for ρ1/3 > 1/4.
So, we have proved all assertions of Theorem 2 in all cases.
2.4. Calculations related to Example 1. We need only to prove the following
two auxiliary assertions.
Lemma 7. For all integers m,N ≥ 1 equalities (15) and (16) take place.
Proof. By the reflection principle for symmetric simple random walks,
P (N + Um = k,N + Um > 0) = P(Um = k −N)−P(Um = k +N) (81)
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for every k ≥ 1. Therefore,
E [N + Um;N + Um > 0] =
∞∑
k=1
kP (N + Um = k,N + Um > 0)
=
∞∑
k=1
k (P(Um = k −N)−P(Um = k +N))
=
∞∑
l=−N
(l +N)P(Um = l)−
∞∑
l=N
(l −N)P(Um = l)
=
∞∑
l=−N
lP(Um = l)−
∞∑
l=N
lP(Um = l) +N
( ∞∑
l=−N
P(Um = l) +
∞∑
l=N
P(Um = l)
)
=
N−1∑
l=−N
lP(Um = l) +N (1 +P(Um = N)) =
N∑
l=−N
lP(Um = l) +N = N.
So, equality (16) is proved.
Next, in view of (81) we have
P (m,N) = P (N + Um) > 0) =
∞∑
k=1
P (N + Um = k,N + Um) > 0)
=
∞∑
k=1
(P(Um = k −N)−P(Um = k +N))
=
N∑
l=−N+1
P(Um = l) = P(−N < Um ≤ N).
And (15) is proved. 
Lemma 8. If Nn →∞ then relations (17) and (22) take place.
Proof. By the Berry – Esseen estimate in the central limit theorem and (15)
δn := sup
Nn≥1
∣∣∣∣P (n− 1, Nn)−Ψ( Nn√n− 1
)∣∣∣∣ (82)
≤ sup
x≥0
∣∣∣∣P(− x√n− 1 < Un−1√n− 1 ≤ x√n− 1
)
−Ψ
(
x√
n− 1
)∣∣∣∣ = O( 1√n− 1
)
.
In addition,
r∗n :=
Nn√
n− 1 ∼
Nn√
n
= rn and δn = O(rn) as Nn →∞. (83)
Now note that it is sufficient to prove (17) and (22) only for sub-sequences
n(l) → ∞ as l → ∞ such that rn(l) has a limit in [0,∞]. First, consider the case
when rn(l) →∞. Then
Ψ
(
Nn(l)√
n(l)
)
= Ψ
(
rn(l)
)→ 1 and P (n(l)− 1, Nn(l))→ 1
by (82). Hence, (17) is true, but (22) is not true because En(l) = rn(l) →∞.
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Second, consider the case when rn(l) → c ∈ (0,∞). Then
Ψ
(
Nn(l)√
n(l)
)
= Ψ
(
rn(l)
)→ Ψ(c) and P (n(l)− 1, Nn(l))→ Ψ(c)
by (82). Hence, (17) is again true, but (22) is not true because
2ϕ(0)En(l) = 2ϕ(0)rn(l) → 2ϕ(0)c < Ψ(c) for all c > 0.
.
At last, consider the case when rn(l) → 0, but, recall, Nn(l) →∞. Then, by (70)
and (83)
Ψ
(
Nn(l)√
n(l)
)
= 2ϕ(0)r∗n(l)(1 +O
(
(r∗n(l))
2
)
= 2ϕ(0)rn(l)(1 + o(1));
and from (82) and (83) we obtain that
P (n(l)− 1, Nn(l)) = 2ϕ(0)rn(l)(1 + o(1)) +O
(
1√
n(l)− 1
)
∼ 2ϕ(0)rn(l), (84)
provided that Nn(l) →∞ and rn(l) → 0. Thus, from (84) we have that (22) is true
in this case and, hence, (17) is also valid.
Moreover, we obtained that (22) is true iff (84) is valid for any sub-sequence
with rn(l) → 0. But it means that condition rn → 0 is necessary and sufficient for
(22) to hold when Nn →∞. 
2.5. Proof of Corollary 4. In order to apply Corollary 3 we introduce the fol-
lowing triangular array:
Xj,n :=
uj,nXj
σn
, gj,n :=
Gj,n
σn
, 1 ≤ j ≤ n, n ≥ 1. (85)
The assumptions in (30) and (31) imply that the array introduced in (85) satisfies
(5) and (6). Thus,
P (τn > n) = P(Tn > n) ∼
√
2
pi
E[Sn,n − gn,n;Tn > n]
=
√
2
pi
(
E[Sn,n;Tn > n]− gn,nP(Tn > n)
)
.
Here we also used (13). Since gn,n → 0, we conclude that
P (τn > n) ∼
√
2
pi
E[Sn,n;Tn > n].
Noting that Sn,n = Un,n/σn, we get
P (τn > n) ∼
√
2
pi
1
σn
E[Un,n; τn > n]. (86)
By the optional stopping theorem,
E[Un,n; τn > n] = −E[Uτn,n; τn ≤ n].
It follows from (32) that, for every fixed k ≥ 1,
Uk,n → Uk a.s. (87)
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and, taking into account the continuity of distribution functions,
P(τn > k) = P(U1,n > G1,n, U2,n > G2,n, . . . , Uk,n > Gk,n)
→ P(U1 > g1, U2 > g2, . . . , Uk > gk) = P(τ > k). (88)
Obviously, (88) implies that
P(τn = k)→ P(τ = k) for every k ≥ 1. (89)
Furthermore, it follows from the assumptions (26) and (30) that
|Uτn,n| ≤M on the event {τn ≤ n}. (90)
Then, combining (87), (89) and (90), we conclude that
E[Uτn,n; τn ≤ k] =
k∑
j=1
E[Uj,n; τn = j]→
k∑
j=1
E[Uj; τ = j] = E[Uτ ; τ ≤ k]. (91)
Note also that, by (90) and (88),
lim sup
n→∞
|E[Uτn,n; k < τn ≤ n]| ≤M lim sup
n→∞
P(τn > k).
Therefore,
lim sup
n→∞
E[Uτn,n; τn ≤ n] ≤ lim sup
n→∞
E[Uτn,n; τn ≤ k] + lim sup
n→∞
|E[Uτn,n; k < τn ≤ n]|
= E[Uτ ; τ ≤ k] +P(τ > k) (92)
and
lim inf
n→∞
E[Uτn,n; τn ≤ n] ≥ lim inf
n→∞
E[Uτn,n; τn ≤ k]− lim sup
n→∞
|E[Uτn,n; k < τn ≤ n]|
= E[Uτ ; τ ≤ k]−MP(τ > k). (93)
Letting k →∞ in (92) and (93), and noting that τ is almost surely finite, we infer
that
E[Uτn,n; τn ≤ n]→ E[Uτ ].
Consequently, by the optional stopping theorem,
E[Uτn,n; τn > n] = −E[Uτn,n; τn ≤ n]→ E[−Uτ ].
Plugging this into (86), we obtain the desired result.
2.6. Calculations related to Example 6. We first show that the autoregressive
sequence Un(γ) can be transformed to a random walk, which satisfies the conditions
of Corollary 4.
First, multiplying (37) by γ−n, we get
Un(γ)γ
−n = Un(γ)γ−(n−1) +Xnγ−n =
n∑
k=1
γ−kXk, n ≥ 1.
Thus, for each n ≥ 1,
{T (γn) > n} =

k∑
j=1
γ−jn Xj > 0 for all k ≤ n
 . (94)
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Comparing (94) with (27) and (29), we see that we have a particular case of the
model in Corollary 4 with uk,n = γ
−k
n and Gk,n = 0. Clearly, uk,n → 1 for every
fixed k. Furthermore, we infer from (38) and (39) that
γ−nn = e
−n log γn = eO(n|γn−1|) = eO(1)
and
σ2n(γn) = ne
O(n log γn) = neO(1).
These relations imply that (32) and (30) are fulfilled. Applying Corollary 4, we
arrive at (40).
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