INTRODUCTION
In integral calculus, one considers various functions that are somewhat arbitrarily defined as inverses to standard functions like the sine and cosine and their hyperbolic analogues because they have the pleasant property of furnishing primitive functions for algebraic integrals like dt √ 1−t 2 and dt √ 1+t 2 . These functions enlarge the class of integrals that can be computed explicitly, albeit in the form of inverses to transcendental functions. The kind of integral that arises when one allows the integrand to contain expressions of the form f (t), where f (t) is a polynomial of degree 3 or 4, is called elliptic. Primitive functions for such integrals can be obtained in the form of inverses to so-called elliptic functions.
In this section we describe this extension of integral calculus and show that the situation is very much similar to the more familiar case of the inverse trigonometric functions that occurs when f has degree 2. This similarity extends to number theoretic aspects of the functions under consideration and gives rise to the theory of complex multiplication that will be the main topic of these notes.
We consider integrals over the complex number field C. In that case rational functions can be integrated explicitly because they have a partial fraction expansion as follows.
Lemma.
A basis of the field of rational functions C(t) over C is given by the set consisting of the monomials t k with k ∈ Z ≥0 and the fractions (t − α) −k with α ∈ C and k ∈ Z ≥1 .
The basis elements can all easily be integrated, but already in this case there are the rational integrands 1 t−α that give rise to transcendental functions log(t − α). We now pose ourselves the problem of evaluating integrals of the form R(t, f (t))dt, where R is a rational function in two variables and f ∈ C[t] is a non-constant polynomial without double roots. More intrinsically, this means that we look at integrands that are algebraic of degree at most 2 over the rational functional field C(t). They can be written in the form A + (B/ √ f ) with A and B in C(t), and as we already know how to integrate A we can further assume A = 0. By the lemma, the problem is then reduced to an evaluation of integrals
One actually needs only a small number of such integrals, see exercise 1.8. If deg f = 1 we are simply dealing with rational functions in √ f , and we are back in the rational case by taking √ f as a new integration variable.
If deg f = 2 a change of variables of the form t → at + b shows that it suffices to consider the case f = 1 − t 2 . As a characteristic example, we will study the behaviour of the map φ that is defined by
If we take x and the path of integration in the closed upper half planeH = {Im(x) ≥ 0} and choose a branch of √ 1 − t 2 onH that is positive on the imaginary half-axis iR >0 , then φ :H → C is a well-defined map. The real segment [−1, 1] is mapped to [−π/2, π/2]. As the argument of 1 − t 2 increases by −π if t increases in the upper half plane from 1 − to 1 + for any small > 0, the integrand increases by π/2 along this path and the half-line [1, ∞) gets mapped to the vertical half-line {π/2 + iw : w > 0}. In the same way, (−∞, −1] is mapped to {−π/2 + iw : w > 0}, and it is now easy to see that φ maps the upper half plane H conformally onto the semi-infinite strip {z : −π/2 < Re(z) < π/2 and Im(z) > 0}.
Two problems arise if we want to extend φ to the entire complex plane. First of all, the function √ 1 − t 2 is two-valued on C, so we have to make a branch cut in the plane, say along the real interval [−1, 1] , in order to have a single holomorphic branch. Secondly, the integral is path-dependent on C, even if we make the suggested branch cut and avoid integration across this cut. More precisely, the integral is determined up to multiples of the value of the integral over a closed curve around the branch cut, i.e. up to multiples of
There is a canonical solution to both problems. The ambiguity of the value of the integral is easily repaired if one takes this value not in C but in the factor group C/2πZ. Note that C/2πZ is topologically a cylinder. In order to avoid uniqueness problems with the function √ 1 − t 2 , one considers the integral not on C, but on a surface C that is obtained by glueing together two copies of C along the branch cut [−1, 1] . Topologically, it is clear that such a surface is homeomorphic to a cylinder. It can be realized as a smooth complex curve C if one takes C = {(x, y) ∈ C 2 : x 2 + y 2 = 1} ⊂ C 2 ,
i.e. the curve consisting of points of the form (t, ± √ 1 − t 2 ). It is not hard to prove that φ induces a bijection φ : C ∼ −→ C/2πZ. This implies that we can use the inverse of φ to transport the group structure on C/2πZ to C. In fact, it turns out that φ −1 : C/2πZ → C rather than φ itself is the better map to look at. As in standard calculus, one derives that it is given by φ −1 (w) = (sin w, cos w), and the well known addition formulae of the sine and cosine yield the following algebraic addition formula for points on C.
(1.4) (x 1 , y 1 ) ⊕ (x 2 , y 2 ) = (x 1 y 2 + x 2 y 1 , x 1 x 2 − y 1 y 2 ) Summarizing, we can say that the algebraic differential dt √ 1−t 2 is defined most naturally on the complex curve C, and that integration of this differential establishes a bijection between C and the group C/2πZ. This bijection is actually a biholomorphic map furnishing an isomorphism of complex analytic manifolds, but we won't go into that at this point. The inverse function is of the form (Π, Π ) : C/2πZ → C ⊂ C 2 , where Π is a periodic function on C that satisfies an addition formula that is algebraic in terms of Π ad Π .
We now turn to the case where the polynomial f in our integral R(t)/ f (t) has degree 3 or 4. In this case, the integral is called elliptic as it is the kind of integral that arises when one tries to calculate arclengths on an ellipse. The case in which f has degree 4 is easily reduced to the case that deg(f ) = 3 by a Möbius transformation and is found in the exercises. We will take deg(f ) = 3, and in order to stress the analogy with 1.3 we will study the case R(t) ≡ 1 in detail. There are several ways to normalize f by an affine transformation t → at + b. If one maps two zeroes of f to 0 and 1, one obtains the Legendre normal form dt/ t(t − 1)(t − λ) of the differential, if one makes the sum of the zeroes of f equal to 0 and chooses the highest coefficient of f equal to 4 (for reasons that will become clear later on), one obtains the Weierstrass normal form dt/ 4t 3 − g 2 t − g 3 of the differential. We will use the first form in our example.
As in the quadratic case, we look at the function (1.5) ψ(x) = x −∞ dt t(t − 1)(t − λ) .
Assume for simplicity that λ is real, say 0 < λ < 1. Then we can use the same argument as we did for 1.3 and study the behaviour of ψ on the upper half plane first for a suitable branch of t(t − 1)(t − λ). (This kind of transformation is known as a Schwarz-Christoffel transformation.) The image of the real axis is a union of four straight edges
intersecting at right angles. This time the integral is convergent for |x| → ∞ inH, so we have ψ(−∞) = ψ(∞) = 0 and H is conformally mapped unto the interior of a rectangle having the origin and the ψ-values of 0, λ and 1 as edges. Just as in the previous case, we can extend ψ to a Riemann surface E that is obtained by glueing two copies of C along two branch cuts [0, λ] and [1, ∞). As ψ can be defined at infinity it is more convenient to glue Riemann spheres P 1 (C) = C ∪ {∞} on which ∞ is a point rather than a limit. Topologically, it is clear (draw a picture!) that one obtains a surface E homeomorphic to a torus. It can be realized as a smooth complex curve in projective 2-space by taking E = {(x, y, z) : y 2 z = x(x − z)(x − λz)} ⊂ P 2 (C).
Note that as before, the points on the affine curve E a in affine 2-space {z = 0} ∼ = C 2 are of the form (t, ± t(t − 1)(t − λ)). The only point 'at infinity' of E is the point Z = (0, 1, 0), and we let ψ(Z) = 0.
An important difference with the quadratic case is that the values of ψ are welldefined only up to multiples of the values of two integrals along closed paths. The first is the integral around either of the branch cuts, which has the value ω 1 = 2(ψ(0)−ψ(−∞)) = −2(ψ(1) − ψ(λ)) = 2ψ(0). The second is the integral through the two branch cuts, which has the value ω 2 = 2(ψ(λ) − ψ(0)) = 2ψ(1). Note that these two paths are exactly the two obvious incontractible paths on the torus.
Let Λ = Zω 1 + Zω 2 be the rectangular lattice spanned by ω 1 and ω 2 . Then ψ has well-defined values in C/Λ, which is also a torus. Exactly as in the previous case, we obtain a bijection ψ : E ∼ −→ C/Λ that can be shown to be a complex analytic isomorphism. Using this bijection, the group structure of the torus C/Λ can be transported to the curve E, so that E becomes an abelian group. Writing P (z) = ψ −1 (z) for z ∈ C/Λ, it follows from the identity ψ (t) = 1/ t(t − 1)(t − λ) that P satisfies the differential equation
More precisely, the inverse map ψ −1 : C/Λ → E is given by ψ −1 (z) = (P (z), P (z)) ∈ E a for z = 0 mod Λ and ψ(0) = Z. The function P can be viewed as a double-periodic function on C. Unlike sin(z), it has singularities at the lattice points z ∈ Λ ⊂ C, but we will see in the next section that it does not have essential singularities like the sine function, which behaves so badly at infinity that we had no obvious analytic extension of the map φ to a projective curve. (See the exercises for this point.)
In the next section, we will systematically study double-periodic functions like P . Such functions arise from elliptic integrals like the integral ψ(x) above and are therefore called elliptic functions. They parametrize complex curves like E that are homeomorphic to a torus. These curves are exactly the 'smooth projective curves of genus 1' and are known as elliptic curves.
We have seen that the addition formulae on the curve C are the algebraic addition formulae for the sine and cosine functions. In the next section, we will see that the addition formulae for the points on the elliptic curve E come from analogous formulae for for the elliptic functions P and P . Such formulae were originally discovered in terms of ψ, i.e. for the elliptic integrals rather than for the elliptic functions. They go back to Euler and Legendre. The theory of elliptic functions was further developed by Abel, Jacobi and, somewhat later, Riemann. They discovered that differentials in which deg(f ) > 4 lead to curves of higher genus, i.e. curves that have more 'holes' than a complex torus. Integration of so-called holomorphic differentials on these curves are then used to map the curve into its Jacobian, which is an abelian variety.
In these notes, we will principally deal with arithmetic aspects of elliptic functions. The point here, already known to Abel, is that elliptic functions modulo 'algebraic lattices' like the ring of integers in an imaginary quadratic number field K = Q( √ −d) tend to assume algebraic values on K. In fact, these values generate abelian extensions of K and can even be used to generate the maximal abelian extension of K. This discovery goes back to Kronecker and Weber, whose names are also attached to the corresponding theorem over Q. We will describe the theorems both for Q and K in terms of what we have done so far. Consider the map φ : C → C/2πZ described earlier. We have seen that φ −1 can be used to equip C with a group structure. Now consider the torsion subgroup of C/2πZ, which is 2πQ/2πZ. The function φ −1 maps torsion elements to points (sin 2πq, cos 2πq) whose coordinates are algebraic numbers that generate abelian extensions of Q. One can formulate the Kronecker-Weber theorem in the following way.
1.6. Theorem. Let L be the extension of Q obtained by adjoining the values of the function sin(2πx) for rational x. Then L is an abelian extension of Q, and the maximal abelian extension of Q equals Q ab = L( √ −1).
Of course there are more precise versions of this theorem, describing in detail the Galois groups of extensions obtained by adjoining the sine of an n-torsion element in C/2πZ. The formulation in terms of the sine function we have chosen is somewhat peculiar, but it stresses the remarkable fact that the abelian extensions of Q are generated by the values of an analytic function on the torsion elements of an analytic group. The situation is slightly more complicated if K is an imaginary quadratic field with ring of integers O K . The main point is that an analytic isomorphism ψ : E → C/Λ is not uniquely determined but only up to isomorphisms α : C/Λ α −→ C/αΛ. This phenomenon of freedom of scaling already occurs in the 'rational case' of C/2πZ: if we had simply taken C/Z and used the map Π(z) = sin(2πz) rather than sin(z), we would have obtained an analytic isomorphism φ −1 : z → (Π(z), Π (z)) with the curveC = {(x, y) : 4π 2 x 2 +y 2 = 1}. This curve contains no points with algebraic coordinates, and φ is given by integration of the differential dt √ 1−4π 2 t 2 . In the case of the quadratic field K, it is not always possible to find an elliptic curve E, say in (affine) Weierstrass normal form
such that the coefficients g 2 and g 3 are in K and such that there exists an analytic isomorphism E ∼ −→ C/αO K . Replacing a lattice Λ = Zω 1 +Zω 2 by αΛ has the effect g 2 → α −4 g 2 and g 3 → α −6 g 3 on the coefficients of the Weierstrass equation for the corresponding elliptic curve E, so the value
only depends on ω 1 /ω 2 . It is called the j-invariant of the lattice Λ, and as a function on elements ω 1 /ω 2 ∈ H it gives rise to a modular function on the upper half plane. The coefficient 12 3 = 1728 is a standard normalization motivated by integrality properties of j (cf. theorem 4.1). It is not hard to see that Q(j(Λ)) is the smallest field over which one can define an elliptic curve y 2 = 4x 3 − g 2 x − g 3 isomorphic to C/Λ. Kronecker discovered that this field has a remarkable property when Λ is the ring of integers in a quadratic field.
1.7. Theorem. Let O K = Z + Zτ K be the ring of integers of an imaginary quadratic field K. Then j(O K ) = j(τ K ) is algebraic over K, and K(j(τ K )) is the maximal unramified abelian extension of K.
The field H K = K(j(τ K )) is known as the Hilbert class field of K. The Galois group Gal(H K /K) can be described explicitly: it is isomorphic to the class group of O K . This observation has been a starting point for class field theory, a theory describing abelian extensions of arbitrary number fields.
It turns out that a large part of the maximal abelian extension of K can be generated with values of the j-function.
1.8. Theorem. Let K be imaginary quadratic and L the field obtained by adjoining the numbers j(nτ K ) for n ∈ Z ≥1 . Then L is algebraic over K, and it is the maximal abelian extension of K for which Gal(L/Q) is a dihedral group. The maximal abelian extension K ab of K can be obtained from LQ ab by adjoining an infinite number of square roots.
In order to obtain K ab completely, one proceeds as for Q. Let E : y 2 = 4x 3 − g 2 x − g 3 be an elliptic curve isomorphic to C/O K that is defined over H K . Then there is a complex analytic isomorphism C/αO K ∼ −→ E of the form z → (℘(z), ℘ (z)) that is inverse to the integration of the differential dt/ t 3 − g 2 t − g 3 on E, and we have the following analogue of 1.6. 1.9. Theorem. Let K be imaginary quadratic of discriminant D < −4 with Hilbert class field H K . Then the extension of H obtained by adjoining the values of the function ℘(x) in the torsion points of C/αO K , with α chosen as above, is the maximal abelian extension of K.
It is more elegant to suppress the reference to an element α in the theorem above by suitably normalizing the function ℘. This normalized ℘-function, which is defined in section 3, is called the Weber function.
1.1. Prove lemma 1.1. How should the lemma be modified if C is replaced by an arbitrary field? 1.2. Show that the closureC = {(x, y, z) :
under the identification of C 2 with {z = 0}, and that the algebraic map g : P 1 (C) → C given by g(x, y) = (2xy, x 2 − y 2 , x 2 + y 2 ) is bijective. Conclude thatC is homeomorphic to the Riemann sphere P 1 (C). [Note that this is in accordance with the construction of C by glueing two copies of C along a branch cut:C must be homeomorphic to 2 Riemann spheres glued along a branch cut, i.e. to a sphere.]
1.3. Show that any integral of the form R(t, √ 1 − t 2 )dt with R rational becomes rational after
What is the relation with the previous exercise?
1.4. Construct a compactification C/2πZ of C/2πZ by adding two points i∞ and −i∞ 'at infinity' and show that the map φ : C → C/2πZ can be extended to a homeomorphismC → C/2πZ, whereC is the projective closure of C.
1.5. (Periods of meromorphic functions.) Let f be a meromorphic function on C. A number ω ∈ C is said to be a period of f if f (z + ω) = f (z) for all z ∈ C. Let Λ be the set of periods of f , and suppose that f is non-constant. a. Prove that Λ is a discrete subgroup of C. b. Deduce that Λ is of one of the three following forms:
1.6. Let f be a meromorphic function with non-zero period ω and define q = q(z) = e 2πiz/ω .
Prove that there exists a meromorphic functionf on C * such that f (z) =f (q), and show that the ord q (f ) = ord z (f ) for all z ∈ C. . Deduce that f has the form f (t) = ct(t − 1)(t − λ) after a suitable transformation. Show also that there exists a Möbius transformation that brings f in the form f (t) = (1 − t 2 )(1 − k 2 t 2 ).
1.8. Let f ∈ C[t] be a polynomial of degree d, and let S k (α) be defined as in (1.2). Show that any integral of the form
with R rational can be written as the sum of an algebraic function F (t) f (t) and a finite linear combination of integrals in the set
[
1.9. Let k ∈ (0, 1) be given and define the map φ : H → C on the closed upper half plane by
version January 12, 1999 (Here integration is over a path in H and the integrand is given the value 1 in 0.) a. Show that φ maps the (open) upper half plane in C holomorphically onto the interior of a rectangle in C with vertices φ(−1) and φ(1) on the real axis and vertices φ(−1/k) and φ(1/k) in the upper half plane. b. Make appropriate branch cuts and show that φ has a natural extension to a smooth curve in P 2 (C) when its values are taken in C/Λ, where Λ is the rectangular lattice generated by 4φ(1) and 2(φ(1/k) − φ(1)). Define the complete elliptic integrals of the first and second kind with respect to the modulus k are defined as
, where the complementary modulus k is defined by k 2 + k 2 = 1. Conclude that Λ is generated by 4K(k) and 2iK(k ).
[Hint: use the substitution
d. Prove the identities:
1.10. Show that the arclength of the ellipse (x/a) 2 + (y/b) 2 = 1 with a ≥ b > 0 is equal to
1.11. A lemniscate of Bernoulli is the set L of points X in the Euclidean plane for which the product of the distances XP 1 and XP 2 , with P 1 and P 2 given points at distance P 1 P 2 = 2d > 0, is equal to d 2 .
a. Show for a suitable choice of coordinates, the equation for L is (x 2 + y 2 ) 2 = x 2 − y 2 or, in polar coordinates, r 2 = cos 2φ. Sketch this curve.
b. Show that the arclength of the 'unit lemniscate' in (a) equals 2 √ 2K(1/ √ 2), and that this is also the value of the complete elliptic integral 4
[Note the similarity with the arclength of the unit circle, which is given by 4
ELLIPTIC FUNCTIONS
In this section we will develop the basic theory of double-periodic functions encountered in the previous section.
An elliptic function with respect to a lattice Λ = Zω 1 + Zω 2 in C is a meromorphic function f on C that satisfies f (z + ω) = f (z) for all ω ∈ Λ. Sums and quotients of elliptic functions are again elliptic functions, and the set M Λ of elliptic functions with period lattice Λ is an elliptic function field. It is usually identified with the field of meromorphic functions on the complex torus T = C/Λ. By Liouville's theorem, the holomorphic functions in M Λ are the constant functions. Choosing a fundamental parallellogram F for Λ, we can count the residues res w (f ) and orders of vanishing ord w (f ) at points w ∈ F by evaluating suitable integrals along ∂F .
2.1. Lemma. Let f = 0 be an elliptic function modulo Λ. Then the following holds.
(
w∈F ord w (f ) · w ∈ Λ. The contents of the lemma can be conveniently rephrased in terms of divisors. A divisor on T = C/Λ is a formal linear combination of points of T with integer coefficients, i.e. an element of the divisor group Div(T ) = w∈T Z · (w). One defines the degree of a divisor D = w∈T n w · (w) as deg(D) = w n w . An elliptic function f ∈ M * Λ is determined up to multiplication by a non-zero constant by the corresponding divisor
Part (ii) of the lemma states that principal divisors, i.e. the divisors coming from non-zero elliptic functions, are in the subgroup Div 0 (T ) of divisors of degree zero. Let Σ : Div(T ) → T be the summation map w∈T n w · (w) → w∈T n w · w. Then we have a sequence
and the lemma states that this sequence is exact as soon as we prove that every divisor in ker Σ is principal. For this proof, we refer to the exercises. The number of zeroes (or, equivalently, poles) of an elliptic function f , counted with multiplicity, is called the order of f . More precisely, it is the degree of the polar divisor − w:ord w (f )<0 ord w (f ) · (w) of f . By the lemma, any non-constant elliptic function has order at least 2. We will show that there exists an elliptic functions of order 2 by explicitly constructing the Weierstrass ℘-function for Λ. This is an elliptic function ℘ = ℘ Λ with double poles exactly at the points ω ∈ Λ. It is defined by
Here Λ = Λ − {0}. The convergence of the sum follows from the fact that the sum
is convergent for k > 2. For integral k > 2, the series G k (Λ) is known as the Eisenstein series of order k. Note that G k = 0 for k > 1 odd. The periodicity of the ℘-function follows from the fact that it is an even function whose derivative ℘ (z) = −2 ω∈Λ (z − ω) −3 is obviously periodic.
2.3. Theorem. The elliptic function field relative to Λ equals M Λ = C(℘ Λ , ℘ Λ ).
Proof. It suffices to prove that an even elliptic function f is a rational expression in ℘. When f is even, ord w (f ) is even at points w satisfying w = −w mod Λ and (f ) is a finite sum of the form
We may and do assume that no term with w = 0 occurs in the last sum. The functions f and w (℘(z) − ℘(w)) n w have the same divisor, so their quotient is a constant.
The function ℘ is an odd elliptic function with polar divisor 3 · (0), so its 3 zeroes are the 3 points ω 1 /2, ω 2 /2 and ω 3 /2 = (ω 1 + ω 2 )/2 of order 2 in C/Λ. The even function (℘ )
, so the preceding proof and a look at the first term
of the Laurent expansion of (℘ ) 2 around 0 show that we have a differential equation
As the Laurent expansion of ℘ around 0 has no constant term, the function (℘ ) 2 − 4℘ 3 has a pole of order 2 only at 0, whence g 1 = 0. The cubic polynomial in ℘ on the right hand side has distinct zeroes since the functions ℘(z) − ℘(ω i /2) have order 2 and a double zero at ω i /2. Consequently, its discriminant ∆ is non-zero. A more careful analysis of the differential equation using the Laurent-expansion
for ℘(z) around z = 0 yields the following explicit expressions for the coefficients g 2 and g 3 in terms of Λ.
2.4. Theorem. The ℘-function for Λ satisfies a Weierstrass equation
One deduces from this differential equation that the Eisenstein series G k (Λ) are universal rational expressions in g 2 (Λ) and g 3 (Λ). It also follows that we have constructed the kind of map that was informally discussed in the introduction.
2.5. Theorem. Let Λ ⊂ C be a lattice and E ⊂ P 2 (C) be the elliptic curve with Weierstrass equation
By this isomorphism, we obtain an abelian group structure on E such that [0 : 1 : 0] is the unit element of E. It has the following nice geometric interpretation. Let L ⊂ P 2 (C) be the line with equation aX + bY + cZ = 0. Then L ∩ E consists of three (not necessarily distinct) points P 1 , P 2 , P 3 , and 2.1 (iii) applied to the elliptic function a℘(z) + b℘ (z) + c shows that P 1 + P 2 + P 3 = O in the group E. From this it is straightforward to derive the addition formula for the ℘-function on C/Λ − {0}:
Algebraic theory. We have proved that every complex torus is in fact an algebraic curve, i.e. it is isomorphic to a complex projective curve given as the zero set in P 2 (C) of a homogeneous polynomial in C[X, Y, Z]. Knowing this, one can give a much more algebraic interpretation to everything we did so far. This interpretation uses the Riemann-Roch theorem [6] , which gives for any divisor D on a smooth projective curve over a field K the K-dimension of the vector space of those K-rational functions on the curve that have polar divisor at most D. The meromorphic functions on a complex torus T are rational in ℘ and ℘ , so they correspond to rational functions on the corresponding elliptic curve under our isomorphism. The Riemann-Roch theorem tells us that the dimension of the C-vector space of elliptic functions having polar divisor at most D equals deg(D) for every divisor D of positive degree. In particular, the space of elliptic functions having at most a simple pole is the 1-dimensional space of constant functions, and the space of functions having at most a double pole at z = α is generated by the constant function 1 and a function F that is unique up to transformations of the form F → aF + b. The Weierstrass ℘-function can be characterized as the unique elliptic function that has polar divisor 2 · (0) and Laurent expansion k≥−2 c k z k around its pole normalized by c −2 = 1 and c 0 = 0. The Weierstrass equation can be seen as a linear dependency between the seven functions x = ℘, y = ℘ , x 2 , x 3 , xy, y 2 and 1 in the 6-dimensional space of elliptic functions with polar divisor at most 6 · (0). Its simple form comes from the clever choice of the coordinates x and y.
The approach via the Riemann-Roch theorem shows that any elliptic curve E over a field K-this is by definition a smooth projective curve over K of genus 1 containing a K-rational point O-can be equipped with an abelian group structure such that O is the neutral element. One considers the algebraic analogue
of the sequence (2.2), in which K(E) is the field of rational functions on E (the function field of E) and the degree 0 part Pic 0 (E) of the divisor class group Pic(E) is defined by exactness. The Riemann-Roch theorem implies that the map Pic 0 (E) → E sending the class of (P ) − (O) to P for any point P ∈ E is a bijection (see the exercises). The resulting group structure on E has the same geometric interpretation as the one we gave in the complex case. If x, y ∈ K(E) are functions having polar divisor 2 · (O) and 3 · (O)-their existence is guaranteed by Riemann-Roch-then there is, by the same argument as before, a general Weierstrass equation
with a 0 = 0. One can show that the map E → P 2 (K) mapping points P ∈ E different from O to [x(P ), y(P ), 1] and O to [0, 1, 0] establishes an isomorphism between E and the projective curve in P 2 (K) defined by the Weierstrass equation above.
Exercises.
2.1. Show that a non-constant elliptic function assumes every value on the Riemann sphere in some point on the torus.
(Multiplicative construction of the ℘-function.)
The Weierstrass σ-function for a lattice Λ is defined by
a. Show that σ Λ (z) is an odd holomorphic function on C with simple zeroes at all ω ∈ Λ, and that
[Such a function is called a theta function with respect to Λ.] c. Prove the identity
for z ∈ C * , and that
for z ∈ C \ Z. Show also that the convergence is uniform on every compact subset K of C * and C \ Z, respectively.
b. What are the degenerate forms of the function σ(z) corresponding to the two cases in a, and which identities replace that in part c of the previous exercise? c. Explain why these two forms of degeneracy are called additive and multiplicative, respectively.
2.4. Show that the sequence (2.2) in the text is exact.
[Hint: if
2.5. Prove the duplication formula for the ℘-function:
and show how it can be used to write ℘(2z) as a rational function in ℘(z).
2.6. Show that the derivative of the ℘-function satisfies
2.7. Let E be an elliptic curve over a field K. Show that the map Pic
to P is a bijection, and that the induced group structure on E is such that any three points on E that are collinear under the Weierstrass-embedding in P 2 (K) have sum 0.
[Hint: use Riemann-Roch to show that every divisor D of degree 0 is equivalent to a divisor (P ) − (O) and to show that (P ) and (Q) are equivalent if and only if P = Q.]
2.8. The Weierstrass ζ-function for a lattice Λ = Zω 1 + Zω 2 in C is defined as ζ(z) = d dz log σ(z). a. Show that ζ(z) has a partial fraction expansion
b. Show that there exists a linear function η : Λ → C such that ζ(z + ω) = ζ(z) + η(ω) for ω ∈ Λ and z ∈ C, and that η(ω) = 2ζ(ω/2) if ω = 2Λ. The numbers η i = η(ω i ) (i = 1, 2) are the quasi-periods of ζ(z).
c. Prove the Legendre relation η 1 ω 2 − η 2 ω 1 = ±2πi. What can you say about the sign? [Hint: the right hand side equals
What can you say about the sign? 2.9. (Weil reciprocity law.) For an elliptic function f and a divisor D = w∈T n w · (w) ∈ Div(T ) on the complex torus T , we let f (D) = w f (w) n w ∈ C. Prove that for any two elliptic functions f and g with disjoint divisors, we have
[Hint: write f and g as products of σ-functions.]
2.10. Let G k = ω∈Λ ω −k be the Eisenstein series of order k, and define G 2 = G 1 = 0 and
and that, more generally, every Eisenstein series can be computed recursively from G 4 and G 6 by the formula
2.11. View G k as a modular form of weight k on the upper half plane. and write g 2 = 60G 4 and g 3 = 140G 6 . a. Show that ∆ = g 
MAPS BETWEEN ELLIPTIC CURVES
We have seen in the previous section that for every lattice Λ ⊂ C, the torus C/Λ is isomorphic to the elliptic curve E Λ ⊂ P 2 (C) with affine Weierstrass equation
where g 2 and g 3 are normalized Eisenstein series of order 4 and 6 with respect to Λ. By the Riemann-Roch theorem, every elliptic curve E over a field K of characteristic different from 2 or 3 is given by a Weierstrass equation of the form (3.1) with g 2 , g 3 ∈ K and g 3 2 − 27g 2 3 = 0. If K = C, then the following theorem shows that E comes from a lattice. The proof will be given in the next section as an application of the j-function.
3.1. Uniformization theorem. Let E be an elliptic curve over C. Then there exists a lattice Λ ⊂ C, unique up to multiplication by a constant in C * , such that there is an analytic isomorphism C/Λ ∼ −→ E.
If Λ and M are lattices in C, then the analytic maps C/Λ → C/M preserving the origin and the algebraic maps E Λ → E M preserving the unit element coincide, and they are easily described as coming from multiplication by elements in C.
3.2. Lemma. There are natural bijections between the following three sets:
The essential step in the proof consists of showing that every map in (ii) comes from a multiplication by some α ∈ C. This is done by lifting such a map to an analytic map C → C and observing that the derivative of this map is a holomorphic elliptic function, whence constant.
In conjunction with the uniformization theorem, the lemma implies that the categories of complex lattices, complex tori with 'origin' and elliptic curves over C are equivalent when the appropriate morphisms between the objects are considered. As morphisms between groups admit a natural addition, the sets of morphisms in the lemma are actually groups. It follows from the description in (i) that morphisms between elliptic curves over C are homomorphisms. This is an algebraic fact, and it is true over any field K.
It follows from the lemma that two elliptic curves E Λ and E M are isomorphic if and only if M = αΛ for some α ∈ C * . In that case we say that Λ and M are homothetic. In terms of the Weierstrass equation 3.1, we see that two Weierstrass equations with coefficients g 2 , g 3 and g 2 , g 3 yield isomorphic elliptic curves E and E if and only if there exists α ∈ C * such that g 2 = α 4 g 2 and g 3 = α 6 g 3 . Note that this proves the uniqueness part in the uniformization theorem. As a lattice Λ is uniquely determined by the values of g 2 (Λ) and g 3 (Λ), we also find the characterization of the j-function mentioned in section 1.
3.3. Theorem. Define the j-invariant of an elliptic curve E with Weierstrass equation 3.1 as
is the minimal field of definition for E. Two elliptic curves over C are isomorphic if and only if their j-invariants coincide.
The maps in 3.2(iii) are called isogenies between elliptic curves. If there exists a non-zero isogeny E → E , then E and E are called isogenous. From the complex description of isogenies it is clear that they are always surjective with finite kernel if they are non-zero. The order of the kernel is the degree of the isogeny. The degree of the zero-isogeny is 0 by definition. This notion of the degree coincides with the definition in algebraic geometry, where the degree of an isogeny f : E 1 → E 2 is defined as the degree of the extension
The endomorphisms of an elliptic curve form a ring. If E ∼ = E Λ , then End(E) is isomorphic to the multiplicator ring O(Λ) = {x ∈ C : xΛ ⊂ Λ} of Λ. Since lattices are only interesting up to homothety, we can always assume that Λ = [1, τ ] = Z + Zτ with τ in the upper half plane.
3.4. Theorem. Let Λ = [1, τ ] be a lattice and E = E Λ the corresponding elliptic curve. Then the endomorphism ring End(E) is isomorphic to Z unless τ is imaginary quadratic. In the last case End(E) is an order O in Q(τ ) and Λ is a fractional O-ideal.
Elliptic curves with endomorphism ring strictly larger than Z are said to have complex multiplication. As a corollary, we see that the automorphism group Aut(E) = (End(E)) * of an elliptic curve is finite and usually of order 2.
3.5. Corollary. The automorphism group of an elliptic curve E is a finite cyclic group of order
The two exceptional cases occur for curves having complex multiplication by i (then g 3 = 0) or a third root of unity ρ (then g 2 = 0). The Weber-function h Λ (z) mentioned in section 1, which is defined accordingly, is a normalized version of the Weierstrass function that has the important property of being invariant under all isomorphisms between elliptic curves, i.e. it satisfies h αΛ (αz) = h Λ (z) for all α ∈ C * . The Weber functions will be studied in detail in the next sections. One defines
As in the case of the j-function, the normalizing numerical factors are only there to ensure that the Weber functions have integral Fourier expansions. On the elliptic curve version January 12, 1999 E = E Λ with Weierstrass equation 3.1, the function h Λ (z) = h E (z) is a normalized xcoordinate. It does not depend on the isomorphism class of E and provides a bijection
If E = E Λ , the isogenies f ∈ End(E) correspond to α ∈ O(Λ) and the algebraic nature of these isogenies has the following formulation in terms of the Weierstrass ℘-function.
3.6. Theorem. For every α ∈ O(Λ) − {0} there exist coprime polynomials A, B ∈ C[X] of degree N = αᾱ and N − 1, respectively, such that ℘ = ℘ Λ satisfies
Proof. The Laurent series around z = 0 shows that deg(
denotes the kernel of multiplication by α, then one easily shows that the zeroes of the polynomial
If α = n ∈ Z, then N = n 2 and the polynomials A and B can be expressed in terms of division polynomials that can be computed inductively. They are the elliptic analogues of the cyclotomic polynomials. The exercises give the necessary details.
If N is very small, one can work with power series expansions around z = 0 in order to find the coefficients. This approach gives a method to compute the j-invariants of some small quadratic orders. As an example, we compute
and the previous theorem with α = √ −2 shows that ℘-function satisfies an identity of the form
Obviously, we must have a = − 1 2 and b = 0 to have the right polar part. So far, everything is valid for all lattices λΛ, so we may assume that G 4 (Λ) = G 6 (Λ) = s after replacing Λ by a homothetic lattice. We then have G 8 = 
from which one easily deduces that s = 25/8. It follows that
3 (60s) 3 − 27(140s) 2 = 8000 = 20 3 .
All elliptic curves in these exercises are supposed to be defined over C unless stated otherwise.
3.1. Let E 1 and E 2 be isogenous elliptic curves. a. Show that there exists lattices
Deduce that Hom(E 1 , E 2 ) ∼ = Z unless E 1 and E 2 have complex multiplication by an order in the same quadratic field.
3.2. Let O be an order in an imaginary quadratic field. Show that there is a bijection between the class group Cl(O) and the set of elliptic curves E (up to isomorphism) having End(E) ∼ = O.
3.3. Prove: if E and E are defined over a field K of characteristic 0 and they are isomorphic as elliptic curves over the algebraic closureK, then they are already isomorphic as elliptic curves over an extension of degree at most 6 of K. Show that degree 2 suffices if End(E) ∼ = Z.
[Hint: reduce to the case K ⊂ C. This reduction is known as the Lefschetz principle.]
3.4. Show that the degree map End(E) → Z coincides with the norm map N : O → Z if E has complex multiplication with the imaginary quadratic order O. Show also that an isogeny E → E of elliptic curves of degree N gives rise to a function field extension
[Hint: adapt the proof of theorem 3.7 to show that the x-coordinate on E is a rational function R in the x-coordinate on E , where R has numerator and denominator of degree N and N − 1.] 3.5. (Dual isogenies.) Let f : E 1 → E 2 be an isogeny of elliptic curves. Show that there exists an isogenyf : E 2 → E 1 such thatf • f ∈ End(E) is the map given by multiplication by the degree deg f .
3.6. Show that every morphism f : E → E between elliptic curves (in the sense of algebraic geometry) is of the form f (P ) = g(P ) + A with g an isogeny and A ∈ E a point depending only on f . a. Let n ∈ Z >1 be an integer. Show that ℘(nz) − ℘(z) has n 2 double poles, located at the n-torsion points of T , and 2n 2 simple zeroes, located at the (n + 1)-torsion points and (n − 1)-torsion points different from 0. b. Prove that there exists an elliptic function ψ n for each n ≥ 1 that has polar part nz 1−n 2 in the Laurent series around z = 0 and satisfies
Deduce that
[Hint: the factors w and −w give the same contribution to the product for ψ 2 n . If n is even, the factors with w = −w ∈ T can be combined to yield (℘ )
2 .] c. Prove that there exist polynomials Ψ n (X) ∈ C[X] of degree 1 2 (n 2 − 1) (n odd) or 1 2
(n 2 − 4) (n even) and with highest coefficient n (n odd) or −n/2 (n even) such that
Conclude that
d. Show that a point P = (x, y) on the curve E Λ with 2P = 0 satisfies nP = O if and only if Ψ n (x) = 0.
3.9. (Computation of division polynomials.) a. Show that the first few division polynomials are
Take
and derive the recursion formulas for the division polynomials:
Conclude that the polynomials Ψ n are universal polynomials in
[Hint: use b with (m, n) equal to (n + 1, n) and (n + 1, n − 1) to find analogous formulae for the functions ψ n first.] 3.10. Let E be an elliptic curve over an algebraically closed field of characteristic p > 3. Show that the n-torsion subgroup E[n] of E is not an abelian group of type n × n if p|n.
3.11. Show that j(
MODULAR FUNCTIONS
In the previous section, we showed that the isomorphism class of an elliptic curve E Λ for a lattice Λ ⊂ C is determined by the j-invariant j(Λ) = 1728g 2 (Λ) 3 /(g 2 (Λ) 3 − 27g 3 (Λ) 2 ). As a function on the upper half plane H ⊂ C, the j-function is invariant under the action of Γ = SL 2 (Z), so it has a Fourier expansion in terms of q = e 2πiz .
4.1. Theorem. The j-function is a holomorphic Γ-invariant function on H that induces a bijection j : Γ\H ∼ −→ C. As a function of q = e 2πiz , it has a pole of order 1 with residue 1 at q = 0 and an integral Laurent expansion
Proof. One first derives the Fourier expansions
for the Eisenstein series G 4 and G 6 . Using the values ζ(4) = π 4 /90 and ζ(6) = π 6 /945 and the observation that σ 3 (n) ≡ σ 5 (n) mod 12 for all n, is it not hard to show that the discriminant function ∆ = g 3 2 − 27g 2 3 has a q-expansion of the form
(Alternatively, one can derive the product expansion ∆(q) = (2π)
2 /∆ has a q-expansion of the required sort. Working out a few coefficients, one finds R(q) = 744+196884q +21493760q 2 +864299970q 3 +20245856256q 4 +333202640600q 5 +. . . .
We saw in the previous section that the map j : Γ\H → C is injective. As the image is both open and closed, it is also surjective.
The preceding theorem 'explains' the normalizing factor 1728. It also shows that every complex number is the j-invariant of an elliptic curve, which completes the proof of the uniformization theorem 3.2. It can be shown that the factor space Γ\H inherits a natural structure of a Riemann surface from H, and that the j-function is a complex analytic isomorphism between Γ\H and C. Thus Γ\H is an algebraic curve isomorphic to the affine line A 1 (C). It can be made into a complete projective curve isomorphic to P 1 (C) by adding a point ∞ 'at infinity' corresponding to q = 0 under the exponential map q = e 2πiz . A modular function f is a Γ-invariant meromorphic function on H that is meromorphic at infinity. The last condition means that the Fourier series f (q) = k∈Z a k q k is meromorphic at q = 0. From the point of view given above, modular functions are simply meromorphic functions on the complete Riemann surface Γ\H ∪ {∞} ∼ = P 1 (C), and this explains the following theorem.
Theorem. The field of modular functions consists of the rational functions in j.
Proof. A modular function only has finitely many poles in Γ\H, so it becomes holomorphic on H after multiplication by a suitable polynomial in j. As j has a simple pole at ∞, one can now subtract a polynomial in j from the function obtained to make it holomorphic at ∞ as well. As a function that is holomorphic on H ∪ {∞} is constant, we are done.
From the preceding proof one obtains the following important q-expansion principle: every holomorphic modular function f is a polynomial in j, and the coefficients of this polynomial are in the additive subgroup of C that is generated by the Fourier coefficients of f .
In order to obtain a richer collection of modular functions than only those in C(j), we will now consider modular functions of higher level. A function f is said to be modular of level n > 1 if, first of all, it is meromorphic on H and invariant for a subgroup G ⊂ Γ containing the subgroup Γ(n) = ker[SL 2 (Z) → SL 2 (Z/nZ)]. Moreover, one requires that for each γ ∈ Γ, the Fourier expansion of f (γz) in C((q 1/n )) has a pole of finite order at q 1/n = 0. If f is modular of level n, then so is f • γ for every γ ∈ Γ. Indeed, for σ ∈ Γ(n) and γ ∈ Γ we have γσγ −1 ∈ Γ(n) by normality and therefore
Thus Γ operates as a group of automorphisms on the field F n of modular functions of level n. The subfield F 1 = C(j) is invariant under Γ. If f is modular of level n for a subgroup G ⊃ Γ(n), then the Γ-orbit of f is finite and consists of the functions f • τ with τ ranging over a set of representatives of the right cosets of G in Γ. These functions are transitively permuted by Γ, and the polynomial (X − f • τ ) is in C(j) as its coefficients, being symmetric expressions in the functions f • τ , are Γ-modular functions. It follows that F n /F 1 is a normal algebraic extension on which Γ/Γ(n) acts as a group of automorphisms with fixed field F 1 . Before we proceed to give generators for the extension and an explicit description of Gal(F n /F 1 ), we study two modular functions of level n in some detail. The irreducible equations of these functions have coefficients in Z[j] and will be used in the next section to prove algebraicity and integrality statements for special values of the j-function itself. Their reduction modulo primes p will also play a key role.
For n ∈ Z >0 , consider the function j(nz) = (j • σ n )(z) with σ n = n 0 0 1 . This is a modular function of level n for the congruence subgroup
Let ∆ n be the set of primitive integral matrices of determinant n. If Λ ⊂ Λ are two lattices in C, then Λ/Λ is cyclic of order n if and only if Λ = αΛ for some α ∈ ∆ n . By the elementary divisor theorem, this implies that ∆ n = Γσ n Γ with σ n = n 0 0 1 . 4.3. Lemma. Define the finite set A n ⊂ ∆ n by
(i) The set ∆ n is a disjoint union of Γ-cosets ∆ n = ∪ α∈A n Γα that are transitivily permuted under the natural right action of Γ. (ii) The elements of A n correspond to the right cosets of
It is shown in the exercises that the order ψ(n) = [Γ : Γ 0 (n)] of A n is a multiplicative function given by
If n = p is prime, one has A p = {σ i } p i=0 with σ i = 1 i 0 p for 0 ≤ i ≤ p − 1 and σ p = p 0 0 1 . The functions j • σ for σ ∈ A n are transitively permuted under the right action of Γ and form the Γ-orbit of the function j(nz). Thus, the coefficients of the n-th modular polynomial
are holomorphic modular functions in C[j]. Fixing a root of unity ζ n = e 2πi/n ∈ C, one has exp(2πi
By the q-expansion principle, the coefficients of Φ n (X) are in Z[ζ n , j]. Performing an automorphism ζ n → ζ r n on the coefficients of their q-expansion transforms (j
It has the following properties. 4.4. Theorem. For every integer n ∈ Z >1 the following holds.
Proof. The irreducibility of Φ n (X) follows from the fact that its zeroes are distinct and conjugate over C(j).
As the matrix 1 0 0 n is in A n , one has Φ n (j(z/n), j(z)) = 0 for all z, so Φ n (j, X) has a root j(nz) and is therefore divisible by Φ n (X, j). The quotient g(X, j) is in C[j, X] by Gauss's lemma and satisfies g(X, j)g(j, X) = 1, so its equals ±1. The possibility −1 only occurs when Φ n (j, j) = 0, i.e. for n = 1.
If n is not a square, the polar terms q −1 and ζ
so the highest coefficient of Φ n (j, j), which is the lowest coefficient of the q-expansion of α (j − j • α), must be a root of unity in Z.
For the Kronecker congruence (iv) one observes that the q-expansions of the zeroes
It follows that the coefficients of the polynomial Φ n (X)−(X −j p )(X p −j) are holomorphic modular functions with q-expansions
. By the q-expansion principle, they are in pZ [j] .
A similar treatment can be given to the Γ 0 (n)-modular function
This is again a Γ 0 (n)-modular function, as is easily verified. Under the action of Γ, the orbit of Γ consists of the functions
Its constant coefficient has a simple form if n is prime.
Lemma.
For p a prime number the product σ∈A p φ σ (z) is constant and equals (−1) p−1 p 12 .
Proof. The product is a polynomial in j whose q-expansion begins with the constant term p
There is the following congruence property for the φ-functions. It will be used in the next section.
Lemma. Define for p a prime number and
and one has the congruence
Proof. The proof is analogous to that for the Kronecker congruence for Φ p and deduces the congruence from the corresponding congruence for the q-expansions.
In order to find generators for the full modular field F N , we use the Weber function from section 3. When defined with a proper normalizing factor as
it has an integral expansion in terms of q = e 2πiτ and q w = e 2πiw , which is given by
. We consider h [1,τ ] (w) as a function of τ and evaluate it for w a torsion point of the lattice [1, τ ]. Thus, for t = (t 1 , t 2 ) a non-zero element of Q 2 /Z 2 , the Fricke function f t is defined as
If t has order n in Q 2 /Z 2 , then f t is said to be primitive of level n. The natural right action of Γ on the Fricke functions is as follows.
Lemma. For γ ∈ Γ and t ∈ Q
2 /Z 2 non-zero one has f t (γτ ) = f tγ (τ ).
By the lemma, all Fricke functions of level n are Γ(n)-invariant. An inspection of the q-expansion of f a = h q (e 2πa 2 i q a 1 ) shows that the Fricke functions of level n are modular functions of level n. 4.8. Theorem. The Fricke functions f t , with t ranging over the n-torsion elements in
Proof. An element γ ∈ Γ that acts as the identity on F n must fix f 1/n,0 and f 0,1/n . As f t = f u if and only if t = ±u ∈ Q 2 /Z 2 , this implies that γ = ±1 mod Γ 0 (n). It follows that the group Γ/ ± Γ 0 (n), which is isomorphic to SL 2 (Z/nZ)/{±1} by exercise 4.2, maps injectively into Gal(F n /F 1 ). As the fixed field of the image is F 1 , we have an isomorphism.
The Fricke functions of level n have q-expansions with coefficients in Q(ζ n ), so they are algebraic over Q(j) and one can sharpen the preceding theorem by giving the Galois group of the modular function field F n of level n over Q(j). 4.9. Theorem. Let F n be the extension of Q(j) that is generated by the Fricke functions f t , with t ranging over the non-zero elements of
The subfield corresponding to SL 2 (Z/nZ)/{±1} is Q(ζ n , j). This is the algebraic closure of Q in F n , and the action of σ ∈ GL 2 (Z/nZ) on a root of unity is given by σ(ζ n ) = ζ detσ n .
Proof. We have an injection F n ⊂ Q(ζ n , q 1/n ) coming from the q-expansions.
This induces an automorphism of F n since one sees from the q-expansions that σ d (f (t 1 ,t 2 ) ) = f (t 1 ,dt 2 ) . It is an element of Gal(F n /Q(j)) as σ d is the identity on Q(j) ⊂ Q((q)). Obviously, σ d is represented by the matrix 1 0 0 d , and we have obtained
* } as a subgroup of Gal(F n /Q(j)). By the previous theorem, we have an inclusion SL 2 (Z/nZ)/{±1} ⊂ Gal(F n /Q(j)), and the fixed field of this subgroup is K(j), with K the algebraic closure of Q in F n . From K ⊂ Q(ζ n , q 1/n ) we obtain K ⊂ Q(ζ n ). As the short exact sequence
is split by (Z/nZ) * ∼ −→ H n , we have Gal(F n /Q(j)) ∼ = GL 2 (Z/nZ)/{±1} and K = Q(ζ n ) by degree considerations, and the action on the roots of unity follows is as stated. Now that we know the full Galois group G n = Gal(F n /Q(j)), it is not hard to identify the subfields corresponding to various subgroups. The function j(nz) is Γ 0 (n)-modular and H n -invariant as it has a rational q-expansion. Its degree over Q(j) is ψ(n), so we conclude that we have a Galois correspondence
An element in this Galois group maps f 1/n,0 to f a/n,b/n , so we find the field of modular functions in F n with rational q-expansion to be
The smallest normal subgroup in { a b 0 d ∈ G n } consists of multiples of the identity, so we also have
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d with e = gcd(n/d, d), and that ψ is a multiplicative function. b. Show that ψ(n) = n · p|n (1 + p −1 ).
Let
[Hint: it suffices to show that all diagonal matrices are in the image.]
4.3. Compute the order of SL k (Z/nZ) for arbitrary k, then show that #SL 2 (Z/nZ) = nφ(n)ψ(n) and derive the formula for ψ(n) from this.
4.4. Show that Γ acts properly discontinuous on H, i.e. that every z ∈ H has a neighborhood U such that for every γ ∈ Γ we have
Deduce from this that j (z) = 0 unless z has a non-trivial isotropy group inΓ = Γ/{±id}, i.e. z is in the orbit of i or ρ = e 2πi/3 . What are the orders of vanishing of j (z) at z = i and 4.6. Let G ⊂ Γ be a subgroup of finite index k containing ± id. Denote by τ i , 1 ≤ i ≤ k, a set of representatives of right G-cosets in Γ. a. Show that there exists an integer t > 0 such that every G-invariant meromorphic function f on H has a Fourier expansion in C(q 1/t ). Show also that f • γ is meromorphic at infinity for all γ ∈ Γ if and only if this is true for γ = τ i , 1 ≤ i ≤ k. b. Let F G be the field of G-modular functions. Show that every γ ∈ Γ induces an isomorphism
4.7. Let E 1 and E 2 be elliptic curves. Prove that Φ n (j(E 1 ), j(E 2 )) = 0 if and only there exists an isogeny E 2 → E 1 of degree n with cyclic kernel.
4.8. Let z ∈ H be such that j(z) is a root of the polynomial Φ n (j, j) ∈ C[j] for some n > 1. Prove that z is imaginary quadratic and that the lattice [1, z] is an invertible O-ideal for some quadratic order O that contains a primitive element of norm n. Show that the discriminant
4.9. Show that F 2 is generated over C(j) by j(2z) and j(z/2), and that Gal(F 2 /C(j)) is isomorphic to S 3 .
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4.10. Compute the Galois group of F n over the normal closure of C(j, j • σ n ) over C(j).
4.11. (This exercise requires administrative skills or a computer algebra package.) Show that the coefficients of the modular polynomial Φ 2 (X, j) = 3 k=0 a i X i are given by a 3 = 1 and
such that one has
+ 40773375xj + 8748000000(x + j) − 157464000000000.
Check that Φ 2 (j, j) = −j 4 + 2978j 3 + 40449375j 2 + 17496000000j − 157464000000000 factors as Φ 2 (j, j) = −(j − 8000)(j − 1728)(j + 3375) 2 and interpret the zeroes.
Show that
4.13. Show that ∪ k F p k is a Galois extension of C(j) with group SL 2 (Z p )/{±1}. What is the Galois group of F = ∪ n F n over C(j)? What are the corresponding statements over Q(j) for the fields F n ?
4.14. Let E be an elliptic curve with transcendental j-invariant j E , defined over Q(j E ). Let K = Q(j E , E[n]) be the extension obtained by adjoining the coordinates of all n-torsion points of E to Q(j E ). a. Show that K is a finite normal extension of Q(j E ). b. Show that every automorphism τ of C over Q(j E ) yields an automorphism of the group E[n] ∼ = (Z/nZ) × (Z/nZ), and that this defines a homomorphism G(Q(j E )) → GL 2 (Z/nZ) on the absolute Galois group G(Q(j E )) of Q(j E ). c. Show that the homomorphism in b is surjective and induces an isomorphism
for the field of n-torsion points. Show also that Q(ζ n ) is the algebraic closure of Q in K, and that the action of of σ ∈ Gal(K/Q(j E )) on Q(ζ n ) is given by σ(ζ n ) = ζ 
version January 12, 1999 a. Show that D 1 , D 2 only depends on the equivalence class of D 1 and D 2 in Div(T )/M * Λ , and that a skew-symmetric pairing
is induced on the n-torsion points of E Λ . b. Let [ω 1 , ω 2 ] be an oriented basis for Λ, and denote by P 1 and P 2 the torsion points on E Λ coming from ω 1 /n and ω 2 /n. Show that P 1 , P 2 = e −2πi/n and deduce that the pairing is non-degenerate.
[Hint: use the Legendre relation.] c. Let σ ∈ GL 2 (Z/nZ) act in the natural way on E Λ [n] = (Z/nZ) · P 1 ⊕ (Z/nZ) · P 2 .
Show that σP 1 , σP 2 = P 1 , P 2 det σ and use this to give an alternative proof for the last statement of the previous exercise.
4.16. (Weil pairing again.) Let E be an elliptic curve defined over K = Q(j E ) and n > 1 an integer. Let T ∈ E[n] be a point of order n and T ∈ E a point satisfying nT = T . a. Show that there exist f, g ∈ K(E) with divisors div(f ) = n((T ) − (0)) and div(g) =
is an n-th root of unity for every point S ∈ E[n]. b. Show that (S, T ) → e(S, T ) is a skew-symmetric pairing
that is Galois equivariant, i.e. e(σS, σT ) = σe(S, T ) for all σ in the absolute Galois group Gal(K/K) of K. What is the relation with the previous exercise? [Hint: in order to obtain e(T, T ) = 1, observe that the functions n−1 i=0
COMPLEX MULTIPLICATION
In this section we will use modular functions to generate class fields of imaginary quadratic fields. The proofs we give here are the classical proofs based on the congruences for modular polynomials derived in the previous section by analytical means, i.e. in terms of Fourier expansions.
An element τ ∈ H for which Q(τ ) is imaginary quadratic is called a singular modulus. The singular moduli are exactly those elements τ ∈ H for which the corresponding lattice [1, τ ] has complex multiplication.
5.1. Lemma. Let τ be a singular modulus and σ ∈ ∆ n a primitive matrix of determinant n. Then j(τ ) and φ σ (τ ) are algebraic integers, and φ σ (τ ) divides n 12 .
Proof. If τ is an integral element of
is primitive, and its norm n is not a perfect square in Z if we choose w K appropriately. As αO is a cyclic sublattice of O of index n,
is the root of a monic polynomial in Z[X] by 4.4. For the general case, one can choose an integer k > 0 such that kτ is integral. The relation Φ k (j(τ ), j(kτ )) = 0 shows that j(τ ) is integral over Z[j(kτ )], whence over Z. Integrality of φ σ (τ ) is immediate from the integrality of φ n and its conjugates φ σ over Z[j] proved in the previous section. If σ has determinant n, there exists σ ∈ ∆ n such that σ σ = n 0 0 n , and the product of algebraic integers φ σ (σ 5.2. Lemma. Let p be a prime number that does not divide the discriminant of the imaginary quadratic order O, and suppose that p splits in O as pO = pp . Let a be an invertible O-ideal. Then we have φ p (a) ≈ p 12 and φ p (a) ≈ p 12 , and φ σ (a) is a unit for each σ ∈ ∆ p satisfying σ(a) = pa, p a.
Proof. Choose an ideal b of index b prime to p such that bp = λO is principal. We have p = p , and using the preceding lemma to compare the p-parts in both sides of the equality
we obtain φ p (a) ≈ p 12 . The result for φ p follows by symmetry, and the statement on units follows from the product relation in 4.5.
A complete algebraic characterization of the j-invariants of singular moduli is given by the first main theorem of complex multiplication. It shows that the invariant of a singular modulus τ generates an abelian extension of Q(τ ), and that the Galois action can be given in terms of the multiplicator ring O τ of the lattice [1, τ ]. The theorem presupposes knowledge of class field theory for imaginary quadratic fields. In the proof, we will use the fact that an extension L/K of number fields is characterized by the set S L/K of primes of K that split completely in L. More precisely, if L and M are finite extensions of a number field K and the symmetric difference of S L/K and S M/K is a set of primes of K of Dirichlet density zero, then L = M . 5.3. Theorem. Let τ be a singular modulus with multiplicator ring O = O τ . Then j(τ ) generates the ring class field corresponding to the order O over K = Q(τ ). The class equation
of O is the irreducible equation of j(τ ) over K. There is the Artin isomorphism
that maps every prime p ⊂ O that is coprime to the conductor of O to the Artin symbol σ p ∈ Gal(K(j(τ ))/K), and if a is an invertible O-ideal one has
for almost all primes p ⊂ O.
The numbers j(a) are known as the class invariants of the order O.
Corollary.
If K is an imaginary quadratic field with ring of integers O K and a is any fractional O K -ideal, then K(j(a)) is the Hilbert class field of K. The element j(a) only depends on the ideal class of a, and the class equation
is the irreducible equation of j(O K ) over K.
Proof. In order to show that M = K(j(τ )) is the ring class field L of K corresponding to O, it suffices to show that up to finitely many exceptions, a prime of degree 1 in O splits completely in L/K if and only if it splits completely in K(j(τ ))/K. By definition, a prime p ⊂ O of norm p prime to the conductor of O splits completely in L/K if and only if it is a principal ideal p = πO. For these p one has, writing a for the O-ideal [1, τ ], an equality j(pa) = j(πa) = j(a) = j(τ ). As pa ⊂ a is a sublattice of index p, we have Φ p (j(pa), j(a)) = Φ p (j(τ ), j(τ )) = 0. By the Kronecker congruence, this implies
. Then j(τ ) generates the residue class field O/P over F p , and we have O M /P = F p as α p = α ∈ O/P for all α ∈ O M /P. It follows that almost all primes of degree 1 in O that split completely in the ring class field L split completely in M .
Conversely, suppose that p is a prime of degree 1 of K that splits completely in M/K. This implies j(a) p ≡ j(a) mod pO M . From the Kronecker congruence
we derive that j(a) − j(pa) is divisible by a prime over p in any sufficiently large number field. Thus, if we disregard the finite number of primes that are not coprime to the
, it follows that j(a) = j(pa). This implies that pa = πa, so p is principal in O and splits therefore completely in L/K. This proves the other inclusion, and M = K(j(τ )) is the ring class field corresponding to O. As the only property of τ we used was that [1, τ ] is an invertible O-ideal, we see that M = K(j(a)) for any invertible O-ideal.
We will now show that for p ⊂ O an ideal of prime norm p and a an invertible O-ideal, we almost always have the Frobenius congruence
for every prime P|p in M . One takes p coprime to the discriminant of O and applies lemma 4.6 for X = j(a) p and Y = φ p (a), with pp = pO:
By lemma 5.2, the product factor is a unit modulo p in a sufficiently large number field, so this yields the desired congruence. As a consequence, we see that σ p (j(a)) = j(p −1 a) for all those p of degree 1 that do not divide a difference of conjugates of class invariants. For primes of degree 2 the same equation holds as these primes split completely in M/K, so we have obtained the desired description of σ p for almost all p.
It follows from the explicit description of the Galois action on j(a) that the class invariants of O are conjugate over K, and that the class equation f O is the irreducible polynomial of any of them. The complex conjugate of a zero j(a) of f O is the zero j(a), so f O has coefficients in K ∩ R = Q that are algebraic integers, i.e. they are in Z.
It is possible to prove the preceding theorem without class field theory, i.e. without assuming the existence of a ring class field corresponding to O. The hard part of the proof is then to show that f O has coefficients in Z. Once one knows that the class invariants are a complete set of conjugate elements over Q, one can define an injective homomorphism Cl(O) → Gal(Ω/K), with Ω the decomposition field of f O , that maps an ideal class [b] ∈ Cl(O) to the automorphism j(a) → j(b −1 a). This is well-defined because the Frobenius congruence shows that this is the Frobenius automorphism at p when p is of degree 1 and coprime to the discriminant of f O . In order to prove surjectivity and the irreducibility of the class equation over K, it suffices to show that every single class invariant generates Ω over K. This follows again from the Frobenius congruence, as any automorphism of Ω/K that fixes j(a) fixes j(a) p and therefore j(p −1 a) for almost all p. In order to finish the proof one still has to show that the isomorphism obtained is the Artin map. For primes of degree 1 we know this already, and for primes of K of degree 2 one uses the fact that Ω/Q is dihedral to show that such primes split completely in Ω/K.
In order to complete the proof sketched above, one has to show the rationality of the polynomial f O . There are several ways to proceed, and they all use the explicit factorization of the modular polynomial as a product of f O 's.
5.5. Theorem. For any integer n > 1, denote by r(n, O) the number of non-associate elements α in the imaginary quadratic order O that are primitive and of norm n. Then the factorization of the modular polynomial is given by
where the product is taken over all imaginary quadratic orders O.
Proof. A complex number z = j(w) is a zero of Φ n (X, X) exactly when j(σw) = j(w) for some σ ∈ A n or, equivalently, when σw = w for some primitive matrix σ ∈ M 2 (Z) of determinant n. This is in turn equivalent to saying that [1, τ ] has a sublattice σ( [1, w] ) that is primitive of index n and of the form x · [1, w]. It follows that j(w) is a singular j-invariant and that O w is a quadratic order containing a primitive element x of norm n. More precisely, the number r = r(n, O w ) of such x (up to multiplication by units) is exactly the number of σ ∈ A n for which j(σw) = j(w). Thus, it suffices to show that Φ n (X, X) has a zero of order r at X = j(w), and we will achieve this by showing that the functions Φ n (j(z), j(z)) and (j(z) − j(w)) r have the same order of vanishing at z = w. Writing Φ n (j(z), j(z)) = σ∈A n (j(σz) − σ(z)), one can express the quotient of these two functions as a product of a non-vanishing function at z = w and factors of the form
where σ ∈ M 2 (Z) is primitive of order n and satisfies σw = w. If one passes to the limit z → w, the factor A σ takes the value σ (w) k − 1, where k is the order of vanishing of j(z) − j(w) at z = w. It is elementary to show that this value is non-zero.
By comparing degrees in the preceding theorem, one obtains class number relations due to Kronecker. If h(D) denotes the class number of the order O D of discriminant D and r(n, D) = r(n, O D ), these relations can be written as
The degree on the right hand side is easily computed, and one can combine the formulae to obtain related formulae in which the constants r(n, O D ) no longer occur (cf. exercises).
From the preceding theorem, one can prove inductively that the class equation f O is in Z [X] . A more direct way uses the following lemma, which is also useful from a theoretical point of view as it shows how to compute f O from suitable modular polynomials. It considers the polynomial Φ n,1 (X) that is the product of all irreducible factors f O of Φ n (X, X) that occur with exponent r(n, O) = 1.
5.6. Lemma. Writing f D for the class equation of the order of discriminant D, one has Φ 2,1 = f −4 · f −8 and for n > 2
if n ≡ 3 mod 4 or n = 3k 2 for some k > 1.
Proof. The element √ −n is up to sign the only primitive element of norm n in Z[ √ −n], so f −4n is a factor of Φ n,1 . For n ≡ 3 mod 4 this element is also contained in
In this ring, it is up to units the only primitive element of norm n except when n = 3k 2 for some odd k > 1. (In this last case the non-associate element (3k + √ −n)/2 also has norm n.) Conversely, suppose that α is up to units the only primitive element of norm n in O D . Then there exists ∈ O * such that α = ᾱ, and for D < −4 this implies that α = ± Explicit computations. In principle, the preceding lemma gives rise to a deterministic algorithm to compute the class equation of an imaginary quadratic order. As it involves the knowledge of explicit modular polynomials, which have coefficients that grow exponentially with n, this is not an efficient algorithm. Better results can be obtained if one computes the class equation directly from the definition, using a numerical approximation for the singular j-invariants that one knows to be the zeroes as soon as the class group of O has been computed. For instance, the order of discriminant −23 has class number 3, as one easily verifies by calculating the reduced quadratic forms (1, 1, 6) and (2, ±1, 3). 
The discriminant ∆(f −23 ) = 5 18 ·7 12 ·11 4 ·17 2 ·19 2 ·23 shows that this polynomial does indeed generate a cubic cyclic extension of Q( √ −23). It also shows the additional complication lying in the fact that class invariants of orders of small discriminant are already quite large, and that O[j(τ )] may have a large index in the ring of integers of the ring class field. In the example above, the same field is generated by the polynomial X 3 + X 2 − 1 whose zeroes are units that generate the ring of integers over O K .
If one takes the slightly larger example D = −164 with class number 8, the resulting polynomial is and the constant coefficient is the cube of −2 16 ·17 2 ·23·29 2 ·41·59·107. It is no coincidence that only small prime factors occur: there are theorems due to Deuring, Gross and Zagier that give a precise description of the primes that can divide a difference of two singular j-invariants.
Exercises.
5.1. Let K be a number field and L and M finite extensions of K. By the density of a set of primes of K we mean the Dirichlet density of this set inside the set of all primes of K. You may assume theČebotarev density theorem in this exercise. a. Show that the set of primes of K that are of degree 1 over Q has density 1.
5.2. Let O be an imaginary quadratic order with field of fractions K. Show that j(O) is a real number, and that Q(j(O)) is the maximal real subfield of K(j(O)). Determine when Q(j(O)) is normal over Q and when its normal closure is K(j(O)).
5.3. Let σ ∈ M 2 (Z) be primitive of determinant n and suppose that σw = w for some w ∈ H. If k is the order of vanishing of j(z) − j(w) at z = w, show that σ (w) k = 1.
5.4. Show that the degree of the modular polynomial Φ n (X, X) with n > 1 equals
where e = gcd(a, n/a) and φ( √ n) = 0 if n is not a square. 
a|n and a> √ n a.
[Hint: the left hand side equals h((−4n + x 2 )/y 2 ), where the sum is taken over all x, y, D with y > 0 that satisfy x 2 − Dy 2 = 4n.]
ORDERS OF CLASS NUMBER ONE
Class groups of imaginary quadratic orders were introduced by Gauss, who already observed that the orders h(D) seem to grow when D → −∞, albeit irregularly. This would imply that there are only finitely many discriminants D < 0 for which h(D) = 1, and without too much effort one can produce a list that seems to be complete, i.e. one arrives at the following. 
for all > 0, but the constant C is non-effective. Subsequent refinements showed that there is at most one imaginary quadratic field of class number one besides those given in the preceding theorem, so the problem was to show that this tenth quadratic field cannot exist. It should be pointed out that the situation appears to be very different for real quadratic fields. In this case the product of h(D) and the regulator R = log | D | grows as |D| 1/2 , and there seem to be infinitely many D's for which h(D) = 1. However, nothing has been proved in this direction.
If D < −8 is fundamental and h(D) = 1, we have D = −p for some prime p ≡ 3 mod 4 by genus theory. In the case p ≡ 7 mod 8 the ring O −p = Z[(1 + √ −p)/2] contains an element of norm 2, so p = 7. In order to show that our list of fundamental discriminants is complete, it suffices to show that there are no primes p ≡ 3 mod 8 besides those listed that have h(−p) = 1. Once one knows the list of fundamental discriminants, it is straightforward to check that there are only 4 non-maximal orders of class number one. If O is the order of index f > 1 in some maximal order O D of discriminant D and h(O) = 1, one has h(O D ) = 1 and
equals 1. For D < −4 this implies that f = 2 and 2 splits in O D , so f 2 D = −28. For D = −4 one obtains f = 2 and f 2 D = −16, and for D = −3 one finds f = 2 or f = 3, leading to f 2 D = −12 or −27. Thus 6.1 is equivalent to the following statement.
6.3. Theorem. Suppose p ≡ 3 mod 8 is prime and satisfies h(−p) = 1. Then we have p ∈ {3, 11, 19, 43, 67, 163}.
The proof of 6.3 proceeds in several steps. One begins by studying the cube root γ 2 of the j-function, which is defined as the holomorphic branch
on the upper half plane that is real on the imaginary axis. The function γ 2 (z) is not a modular function, but its behavior under modular transformations is easily determined.
From the q-expansion we see that γ 2 (z + 1) = ζ −1 3 γ(z), where ζ 3 = e 2πi/3 . We further have γ 2 (−1/z) = γ(z) as the cubes of these expressions coincide and they are equal and non-zero in z = i. From these two identities one can prove by induction on the length of 
In particular, we see that γ 2 is left invariant by transformations σ = a b c d ∈ SL 2 (Z) satisfying b ≡ c ≡ 0 mod 3. For such σ we have σ −1 3 σσ 3 ∈ Γ 0 (9), where σ 3 = 3 0 0 1 . Consequently, the function γ 2 • σ 3 is a Γ 0 (9)-modular function. As its q-expansion is rational, we even have γ 2 (3z) ∈ Q(j(9z), j(z)).
The use of the function γ 2 in the proof of 6.3 stems from the following property.
6.4. Proposition. Let D be an imaginary quadratic discriminant coprime to 3 and set
Then γ 2 (τ ) is an algebraic integer and we have Q(γ 2 (τ )) = Q(j(τ )).
Proof. The hard part of the proof consists in showing the implication
Note first of all that this is not trivially true. We will assume this implication for the moment, and give the proof at the end of this section. The multiplicator ring of [τ /3, 1] is the order [3τ, 1] (exercise 6.3), so 5.3 implies that γ 2 (3τ ) is contained in the ring class field of conductor 3 of K = Q(τ ). As 3 does not divide the discriminant of K, formula 6.2 shows that this ring class field has degree 2 or 4 over the Hilbert class field K(j(τ )) of K. On the other hand, γ 2 (3τ ) is the cube root of j(τ ), so the degree of γ 2 (3τ ) over Q(j(τ )) equals 1 as it divides both 3 and 8.
The preceding lemma implies that for p ≥ 11 a prime for which h(−p) = 1, the element γ 2 (
) is a rational integer. This is the first important step in the proof of 6.3.
The function γ 2 is related to three other holomorphic functions f , f 1 and f 2 on the upper half plane that are real on the imaginary axis and may be characterized by the fact that their eighth powers are of degree 3 over the field Q(γ 2 ). More precisely, the following holds.
6.6. Proposition. There exist holomorphic functions f , f 1 and f 2 on the upper half plane that are real and positive on the imaginary axis and that are uniquely characterized by the functional equations
and
Proof. It is clear that the functions are uniquely determined by these conditions, with the second equation only needed to distinguish between f 1 and f 2 . One starts with the Dedekind η-function, which is defined by its Fourier expansion η(q) = q 1/24 n≥1 (1 − q n ), and sets
Note that the relation f 1 (2z)f 2 (z) = √ 2 follows immediately from the definition. From the Fourier expansions
one reads off the identity ηf f 1 f 2 = √ 2 η, which implies
The essential part of the proof consists in showing that the differences between the values of the Weierstrass-℘-function in 2-torsion points are described by the functions η, f , f 1 and f 2 . More precisely, let e 1 , e 2 and e 3 be the three zeroes of the Weierstrass polynomial
Note that in view of 6.7, this yields the Fourier expansion
for the ∆-function. It also gives the relation f 8 = f 
2 ) follows from it as soon as we show that
This result can again be derived from 6.8 as we have 12g 2 = −48(e 1 e 2 + e 1 e 3 + e 2 e 3 ) = 16((e 2 − e 1 ) 2 − (e 2 − e 3 )(e 3 − e 1 )).
Finally, the derivation of 6.8 itself proceeds by expressing the differences of ℘-values in terms of the σ-function (exercise 2.2c), and applying exercise 2.7cd before showing the identity in terms of Fourier expansions.
The functions in 6.6 have been studied extensively by Weber since their values at singular moduli, which are obviously algebraic integers, can be used in many cases to generate class fields. For a complete account we refer to the paper by Schertz (Crelle 286/287 p. 1976 ). We will use the following special case. For the proof we refer to the exercises.
6.9. Proposition. Let O be the imaginary quadratic order of discriminant D = −4p with p ≡ 3 mod 4 odd. Then we have Q(f ( √ −p) 2 ) = Q(j( √ −p)).
If we take for p ≥ 11 is a prime for which h(−p) = 1, the field Q(j( √ −p)) is a real cubic field by 6.2. For τ = version January 12, 1999
Setting 2Y = (b − a 2 ) and −2X = a the second equation can be rewritten in the form Y 2 = 2X(X 3 + 1). This Diophantine equation has exactly six integral solutions.
6.10. Proposition. The only integral solutions (X, Y ) to the equation
are (−1, 0), (0, 0), (1, ±2) and (2, ±6).
Proof. As X and X 3 + 1 are coprime, there absolute values are a square and twice a square and they do not have opposite signs. This leads to 4 cases: (a) X 3 + 1 = and X = 2 · ; (b) X 3 + 1 = − and X = −2 · ; (c) X 3 + 1 = 2 · and X = ; (d) X 3 + 1 = −2 · and X = − .
Case (a) is the hardest case. However there is a neat proof by Euler using a descent argument (Opera omnia, vol. II, p. 56-58, 1738) . It shows that the only positive rational number X for which X 3 + 1 is a rational square is X = 2. Cases which is accurate to at least 2 decimal places for p ≥ 11 shows that the only primes p ≡ 3 mod 8 for which h(−p) equals 1 are the six values in 6.3. This finishes the proof of 6.1 and 6.3 modulo the implication 6.5.
It is amusing to see how extremely accurate our approximation for γ 2 (τ ) is when p = 163:
3 744 − e π √ 163 = −640319.999999999999999999999999390...
The observation that e π √
163 is less than 10 −12 away from an integer goes back to Hermite. It is caused by the fact that q = e 2πiz is very small for z = (1 + √ −163)/2 and the corresponding integral j-invariant therefore very close to q −1 + 744 = 744 − e π √ 163 .
We still have to prove the implication 6.5. Before doing so, we prove a fundamental lemma that will also be useful in the next section. It allows us to conclude in many cases that the singular values f (τ ) of a modular function f ∈ Q(j(z), j(nz)) are contained in Q(j(τ ), j(nτ )).
6.11. Lemma. Let g ∈ F n be a modular function of level n and G(X) = G(X, j) ∈ Q(j)[X] its irreducible polynomial over F 1 = Q(j). Then any element f ∈ K = Q(j, g) satisfies
Suppose that f and g are holomorphic on H and that τ ∈ H is a modulus for which g(τ ) is a simple zero of G(X, j(τ )). Then f (τ ) is contained in Q(j(τ ), g(τ )).
Proof. The formula in the lemma is nothing but the well known Lagrange interpolation formula, as H(X) is the unique polynomial in F 1 [X] of degree at most [F 1 (g) : F 1 ] − 1 that assumes the values f σ · G (g σ ) in each of the conjugates g σ of g.
If f and g are holomorphic on H, then G(X) and H(X) have coefficients that are holomorphic and therefore in Q [j] . It follows that in this case f · G (g) is a rational polynomial in j and g. If we specialize the variable to τ we have G (g(τ )) = 0 by assumption and consequently f (τ ) ∈ Q(j(τ ), g(τ )).
Proof of 6.5. In view of the preceding lemma, it suffices to show that for τ as in 6.4, the polynomial 2 + 3st(τ +τ ) + t 2 ττ = 9, which shows that 3 divides t, i.e. λ is a unit. If D < −4 it follows that our lattices are equal, contrary to the choice of σ. For D = −4 one has τ = i and one easily checks that λ = i cannot occur, so the lattices are again equal. This finishes the proof of 6.5.
THE PRINCIPAL IDEAL THEOREM
It has been known for a long time that the ideals of the ring of integers of a number field are not always principal, but that they become principal after passing to a suitable extension L of K. More precisely, for given K there always exists a finite extension L/K such that the natural map
between the class groups is the zero map. In this situation, one says that every ideal class of K capitulates in L. The field L is by no means uniquely determined by this property, nor is their a minimal field L when Cl K = 0 (exercise 7.1). However, there is a canonical choice for L.
7.1. Principal ideal theorem. Every ideal of a number field K becomes principal in the Hilbert class field H of K.
Note that this property of the Hilbert class field is by no means obvious from its definition as maximal unramified abelian extension of K. The first result indicating a relation between capitulation and unramified abelian extensions is due to Hilbert. Theorem 96 from his Zahlbericht states that in an unramified cyclic extension of a number field K of prime degree, there is a non-principal ideal of K that capitulates. For arbitrary K, we do not in general have explicit generators in H for the ideals coming from K. The reason is that we know by class field theory that H exists, but not how to generate it explicitly. However, it was shown by Artin that the principal ideal theorem can be reduced to a purely group theoretical statement. This statement was proved shortly afterwards, in 1930, by Furtwängler. We will prove the principal ideal theorem only for K imaginary quadratic. In this special case elliptic functions can be used to exhibit explicit generators in H for almost all primes of K. As the primes of degree 2 of K are already principal in K, one only has to look at primes of degree 1. 7.2. Theorem. Let K be an imaginary quadratic field of K and p a prime of degree one of K that does not divide 6 or the discriminant of K. Let a be any ideal of K and p the conjugate of p in K. Then φ p 2 (a) is the 24-th power of some element x in the Hilbert class field H of K, and x generates p O H .
The proof of 7.2 is a refinement of lemma 5.2, which stated that φ p (a) generates the 12-th power of p in some extension field of K. If one replaces p by p 2 in 5.2, the proof remains valid and it follows that the element φ p 2 (a) in 7.2 generates (p ) 24 in some extension of K. The problem comes down to showing that the singular values of a suitable branch of 24 φ p 2 (z) lie in H. The situation is similar to that occurring in the case of the class number one problem, and so is the argument. One first shows that the 24-th root of
