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We use a Langevin dynamics approach to map out the thermal phases of an antiferromagnetic Mott insulator
pushed out of equilibrium by a large voltage bias. The Mott insulator is realised in the half-filled Hubbard model
in a three dimensional bar geometry with leads at voltage ±V/2 connected at the two ends. We decouple the
strong Hubbard interaction via the combination of an auxiliary vector field, to capture magnetic fluctuations,
and a homogeneous scalar field to maintain half-filling. The magnetic fluctuations are assumed to be slow
on electronic timescales. At zero temperature our method reduces to Keldysh mean field theory and yields a
voltage driven insulator-metal transition with hysteresis. The Langevin scheme generalises this, allowing us
to study the finite temperature nonequilibrium steady state. We find an initially slow and then progressively
rapid suppression of the Neel temperature TN and pseudogap temperature Tpg with bias, and discover that the
bias leads to a finite temperature insulator-metal transition. We explain the thermal results in terms of strong
amplitude fluctuation of the local moments in the first order landscape.
Strongly correlated systems driven out of equilibrium de-
fine a frontier in condensed matter. Experiments have probed
the response to large bias in Mott insulators [1–11], ‘pump-
probe’ phenomena where a material is subjected to an intense
pulse of radiation [11–15], and the effect of strong laser fields
[16]. Among these, the voltage biased Mott insulator is widely
studied due to the well understood equilibrium state and the
occurence of a bias driven insulator-metal transition (IMT).
The breakdown of the ‘collectively localised’ Mott state is ex-
pected to be very different from that of a band insulator.
Experiments across multiple materials suggest that the
current-voltage (I-V) chracteristic across the bias driven tran-
sition has a common form [6–12]. These include (i) a low
temperature hysteresis in the current with respect to voltage
sweep - changing abruptly from low current to high current
at some voltage V +c on the upward sweep, and showing the
reverse switching at V −c < V
+
c on the downward sweep, and
(ii) reduction of V ±c and also ∆Vc = V
+
c − V −c with increas-
ing temperature, with hysteresis vanishing above some tem-
perature T ∗. These features have been observed in samples of
nanometer [8] to millimeter [11] size.
Multiple theories have tried to model the voltage induced
breakdown [18–36] Most microscopic approaches suggest a
Landau Zener (LZ) like mechanism [18–22]. The resulting
I-V characteristic fails to capture the discontinuous nature of
breakdown, and the strong temperature dependence observed
in a wide variety of compounds. Phenomenological network
models invoking the ideas of percolation[26, 27] capture the
low V transport for some materials but their applicability in
the strongly nonequilibrium state remains uncertain. It is only
for narrow gap “dirty” Mott insulators, with in-gap states, that
a successful theory [28] based on ideas of Frohlich [29–31]
seems to be available. In our understanding the limitations for
strong coupling systems arise from the neglect of spatial sym-
metry breaking (due to the bias), the difficulty in accessing
the long time, steady state, current, and ignoring the magnetic
order that occurs at low temperature.
This paper addresses the whole set of issues using a scheme
that is non perturbative in both the interaction strength and
the applied bias and only exploits the “slowness” of the mag-
netic fluctuations on electronic timescales. Our Keldysh based
Langevin equation approach - somewhat of a novelty in cor-
related electron systems - retains the effects of dissipation
channels (the leads), the applied bias, strong interaction, and
thermal fluctuations, and yields the nonequilibrium electronic
state at long times. The approach is a ‘twofold’ generalisation
of the standard magnetic mean field theory of the Hubbard
model: (i) at zero temperature (T = 0) we get a Keldysh mean
field theory for magnetism in the biased open system, while
(ii) at finite temperature a ‘thermal noise’ generates magnetic
fluctuations in the driven system. The result is a stochastic
evolution equation for the magnetic moments ~Mi(t) (see later)
which define the background for electron physics.
We work with the half filled Hubbard model in a 3D geom-
etry, set Hubbard repulsion U = 6t, where t is the hopping,
and probe the bias (V ) and temperature dependence of the
nonequilibrium state. At V = 0 the system shows a Neel tran-
sition at T ∼ 0.25t, where t is the hopping scale in the sys-
tem. We discover the following. (1) The ground state shows a
voltage sweep dependent transition at V ±c , between an antifer-
romagnetic insulator (AF-I) and a paramagnetic metal (PM).
The hysteretic window narrows with increasing temperature
and vanishes at Tcoex ∼ 0.02t. (2) The Neel temperature TN
reduces slowly with V upto V ∼ 0.5V +c and then falls sharply
- vanishing at V ∼ 3.6t. This is related to a thermally induced
broad distribution of moment magnitudes, with a low mean
value. (3) Apart from the expected insulating and metallic
temperature dependence at small and large V , respectively, we
observe a window of thermally induced insulator-metal transi-
tion. (4) Like TN , the pseudogap temperature Tpg - signalling
the crossover from gapped to pseudogapped density of states
(DOS) falls with V , vanishing at V ∼ 3.6t (5) We show that
thermally induced amplitude fluctuation of the moments, and
a suppression of mean magnitude, when V approaches Vc is
the primary driver behind the collapse of TN , Tpg , and the
thermally induced IMT.
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2We consider the repulsive 3D Hubbard model in a finite
geometry, connected to leads along the long direction.
H = Hsys +Hbath +Hcoup
Hsys = −ts
σ∑
<ij>
(
d†iσdjσ + h.c.
)
+ U
∑
i
ni↑ni↓ − µN
Hbath = −tb
β∈{L,R}∑
<ij>,σ
(
c†βiσ c
β
jσ + h.c.
)
−
∑
β,i,σ
µβn
β
iσ
Hcoup =
∑
<ij>,σ
−vij
(
c†Liσ djσ + c
†R
iσ djσ + h.c.
)
where ts, µ and U are the nearest-neighbour hopping am-
plitude, chemical potential and onsite Coulomb repulsion
strength in the system, respectively. tb is the hopping and
µβ are the chemical potentials in the metallic baths, where
β = (L,R), with L being the left lead and R the right lead.
µL,R = µ± (V/2), V being the applied bias. vij denotes the
system-bath hopping.
Starting from the complex time Keldysh action for the
above Hamiltonian we decouple the quartic term by perform-
ing a Hubbard-Stratonovich transformation and introducing
real auxiliary fields at each instant, which couple to the instan-
taneous density and spin of the electrons - henceforth called
the charge field φi(t) and spin field ~Mi(t) respectively. The
action becomes quadratic in the Grassmann fields which can
be formally integrated out. We fix the charge field at it’s equi-
librium saddle point value. Using assumptions related to the
slowness of the ~Mi(t), and a simplified noise kernel, both dis-
cussed in the Supplement, we arrive at a stochastic dynamical
equation for ~Mi(t).
d ~Mi
dt
+ α
(
〈~σi〉{ ~M} ×
d ~Mi
d t
)
= γ
(
~Mi − 〈~σi〉{ ~M}
)
+ ~ξi
〈ξai (t)ξbj (t′)〉 = 2γTδijδabδ(t− t′)
〈~σi〉{ ~M(t)} =
∫
Im
[
Tr
(GKii (t, ω)~τ)] dω
where a, b denote O(3) indices, GK denotes the adiabatic
Keldysh Green’s function, and the trace is over the local 2× 2
spin subspace. ~σi = 12
∑
αβ
d†i,α~ταβdi,β , ~τ ≡ (τx, τy, τz) being
the 2 × 2 Pauli vector, is the local fermion spin. Its average
is computed on the instantaneous { ~M} background. 〈~σi〉 is
a non-linear, non local, function of the ~M field and encodes
the strong correlation effects in the problem. γ and α are di-
mensionless phenomenological parameters which are fixed by
benchmarking the scheme against equilibrium Monte-Carlo
results. γ controls the relaxation rate of the moment magni-
tudes while α contols the relaxation rate of the angular vari-
ables.
The equation is solved using a stochastic Heun discreti-
sation scheme [40] to generate a time series for ~Mi(t).
Upon obtaining the time series the electronic observables are
computed on the instantaneous configurations (assuming that
electronic timescales are much shorter than spin fluctuation
scales) and averaged over the time series.
The results presented in the main text pertain to a 8× 4× 4
system, with L = 8 being the longitudinal (transport) direc-
tion. Starting with an arbitrary { ~M} configuration the sys-
tem is evolved for ∼ 106 steps with a time discretisation of
10−4τ0, where τ0 ∼ 1/Jeff (with Jeff ∼ t2U ) is the char-
acteristic timescale of the auxiliary field. After allowing the
system to equlibriate for 100τ0, the rest of the configurations
have been saved to construct the time series for ~Mi(t).
The equilibrium system at half-filling has been well stud-
ied using Monte Carlo techniques[37, 38]. For any finite U
the ground state is an antiferromagnetic insulator (AF-I). | ~M |
grows with increasing U and saturates to unity as U/t → ∞.
As the temperature is increased the system loses long range
order (LRO) at a scale TN (U). Beyond TN , the system is a
paramagnetic metal (PM) for U . 4t and a paramagnetic in-
sulator (PI) for U & 4t. The crossover region from PM to PI
shows a pseudogapped density of states (DOS).
Connecting leads, without a bias, modifies the moment
magnitude at the edges, explored earlier in 1D [34, 35] as well
in 2D [36]. In the 3D geometry that we explore the presence
of leads (at V = 0) does not affect the structure factor signif-
icantly when U & 4t. In 3D, at low T , increasing V hardly
changes the state upto V +c , after which the moments collapse,
the gap closes, and the system carries a large current. In the
downward sweep, the current carrying low moment state con-
tinues till V −c , after which the system switches back to the
insulating state.
We construct a nonequilibrium V − T phase diagram,
Fig.1(a), highlighting the magnetic, transport and spectral
FIG. 1. (a) Phase diagram of the voltage biased repulsive Hubbard
model at U = 6t. The AF-I, P-M and P-I are the antiferromag-
netic insulator, parmagnetic metal and paramagnetic insulator phases
respectively. Insulating regimes have ∂I/∂T > 0 and the metal
has ∂I/∂T < 0. CX marks the hysteretic window. The solid blue
line indicates TN (V ), the dashed white line TIMT (V ) and the bro-
ken grey line indicates Tpg(V ). (b) The magnetic ordering peak,
S(pi, pi, pi) as a function of temperature (T ) for upward (open cir-
cles) and downward (solid squares) voltage (V ) sweeps. Beyond
T = 0.02t the two curves coincide for all values of V . The inflec-
tion point for each curve gives the Ne´el temperature (TN ) for the
corresponding V .
3regimes that occur in the biased problem. There are three
phases, AF-I, P-I and P-M, and a low T coexistence (CX) win-
dow bounded by V ±c . The bias dependent temperature scales
are TN , for the magnetic transition, TIMT for the narrow win-
dow of thermally induced insulator-metal transition, and Tpg
for crossover from gapped to pseudogap DOS.
Fig.2(b) shows the peak, S~Q(T ), in the magnetic structure
factor S(~q) defined by:
S(~q) =
tM∫
0
dt
tM
∑
ij
~M(t, ~ri) · ~M(t, ~rj)ei~q·(~ri−~rj)
For the present problem, ~Q = (pi, pi, pi), pertaining to Ne´el AF
order. For each V the Ne´el temperature is estimated from the
point of inflection of the S~Q(T ) curve. There exists a coexis-
tence region at T = 0 in the interval 2.2 ≤ V/t < 4.3, which
extends upto Tcoex = 0.02t. The state in this region depends
on the direction of voltage sweep. In Fig1.(b), the open circles
denote the T dependence of S( ~Q) for upward sweep, while
the solid squares denote the same for the downward sweep.
The solid blue curve in Fig.1(a) shows the dependence of TN
on V for the upward sweep. TN decreases slowly initially,
with V , and then quicker for V & 0.5V +c and vanishes at
V ≈ 3.6t.
The charge transport is characterised by the current-voltage
(I-V) characteristics, with the current given by:
Ij (V ) =
tM∫
0
dt
tM
D∫
−D
dω
2pi
Tr
[G<j+1, j;σ(t, ω)− G<j, j+1;σ(t, ω)]
Ij(V ) is the bond current between sites j and it’s neighbour-
ing site in the longitudinal direction and G< is the adiabatic
lesser Green’s function and the trace is over the 2 × 2 spin
subspace. Within our approximation the Green’s function
with label t depends only on the instantaneous configuration
{ ~Mi(t)}. Due to current conservation Ij(V ) must be inde-
pendent of j.
The I-V characteristics is plotted in Fig.2(a) for different
temperatures. The inset shows hysteresis for T < Tcoex ∼
0.02t while the main panel shows the response for T & 0.02t.
Above Tcoex and upto T ∼ 0.3t the I-V characteristic has
a “threshold” at some Vc(T ) below which, the current re-
mains exponentially suppressed. Beyond Vc, the current rises
sharply with increasing V and saturates as V approaches the
bandwidth D of the connected system. With increasing T , the
threshold reduces, vanishing for T & 0.3t. The current satura-
tion at large V is similar to what has been observed in the 2D
problem at zero T [36]. The suppression of Vc with increasing
T has been observed in experiments on various driven Mott
systems [5–11].
Figs.2(b) show I(T ) at different V The results reveal three
regimes: (i) insulating, where the system becoming more con-
ducting with increasing T : formally ∂I/∂T > 0 at all T (hap-
pens for V/t ≤ 2), (ii) metallic, showing ∂I/∂T < 0 at all T
(occurs for for V/t > 3.8), and (iii) showing insulator to metal
transition: crossing over from ∂I/∂T > 0 to ∂I/∂T < 0 with
increasing T . We label the temperature at which ∂I/∂T = 0
as TIMT . The thermal IMT happens for 2 < V/t < 3.8.
The corresponding ‘resistance’ R = V/I is shown in
Fig.2(c) on a logarithmic scale. In the deep insulating regime
R decreases exponentially with increasing T and well in the
metal it rises monotonically with T . At intermediate V it
shows non monotonic T dependence. This feature, arising
from thermal fluctuations in a non equilibrium situation, is
the most important result of our paper. We will discuss the
physical basis further on. Note that within a linear response
treatment of the Mott insulator V/I is independent of V and
solely dependent on T . This would be true of the V . 1 win-
dow (the top right curve). The effective resistance at all other
voltages depends crucially on the applied bias.
Another quantity of great interest is the system averaged
FIG. 2. (a) The current-voltage characteristics with changing temper-
ature (T ) for upward voltage sweeps. The inset shows the hysteretic
behaviour at very low T . The solid lines and open circles correspond
to upward voltage sweeps while the dashed lines and filled squares
correspond to downward voltage sweeps. At very low T < 0.02t,
the current changes discontinuously at V ±c (T ) for the upward and
downward sweeps, respectively. Beyond the coexistence region the
I-V has a unique threshold at Vc(T ) which gets smeared with in-
creasing T and vanishes for T > 0.1t. (b) Current (I) as a function
of temperature (T ) for different V . ∂I/∂T > (<) 0 indicates an in-
sulating (metallic) phase. The peak in the I(T, V ) curve for a fixed
V indicates a temperature driven insulator to metal transition (IMT).
(c) Resistance (R = V/I) vs T has been plotted in log scale. A min-
imum in the R(T, V ) curve for a fixed V indicates insulator to metal
crossover.
4FIG. 3. (a) Map of DOS for varying temperature and voltage, on the
upward sweep. For V/t ≤ 2.6, the low T DOS remains gapped and
becomes pseudogapped for T > Tpg , in both the sweep cycles. For
2.6 < V/t < 3.4 the DOS remains gapped at low temperature, de-
velops subgap weight with increasing T , even in the insulating phase,
and ultimately becomes pseudogapped at large T . For the downward
sweep, the DOS in this regime retains subgap weight even to the low-
est temperature. For V/t ≥ 3.4 the DOS remains ungapped at low
T , broadens with increasing T , and develops a pseudogap at high T .
(b-d) The variation of density of states (DOS) with temperature for
V/t = 1.8, 2.4 and 3.4.
single particle density of states (DOS):
A(ω) = − 1
2piN
tM∫
0
dt
tM
∑
i
Im
(
Tr
[GRii (t, ω)])
where GR is the adiabatic retarded Green’s function and the
trace is over the local 2 × 2 spin subspace. N is the total no.
of sites.
The behaviour of the DOS with increasing T , in different
voltage regimes, is shown in Fig.3(a). For 0 ≤ V/t ≤ 2.6,
for low T , the DOS has a gap. With increasing T the gap
gets smeared at the edges and ultimately develops a pseudo-
gap beyond Tpg (Fig. 3(b)). For 2.6 < V/t < 3.4, in the
upward sweep the DOS remains gapped at low temperatures,
but develops subgap weight upon increasing T , even in the
insulating phase (Fig. 3(c)). Upon heating beyond TIMT (V )
the DOS becomes ungapped and broadens with increasing T
further. For the downward voltage sweep in this regime, the
DOS remains ungapped even to the lowest temperature. For
V/t > 3.4, the DOS remains ungapped at low temperatures
and broadens with increasing T , and develops a pseudogap at
high T .
Beyond the detailed numerics we suggest a qualitative un-
derstanding of the nonequilibrium phenomena, in two stages.
(a) The T = 0 transition can be modeled by extremising a
functional of the form:
F (M) =
a(V )
2
M2 − b
3
M3 +
c
4
M4
where M is the magnitude of the local moment, as-
sumed to be uniform across the system. a(V ) =
a0
(
e−V
∗/V − e−V ∗/V −c
)
; a0, V ∗, b, c are fitting parameters
which take positive values. The quality of fit for the order
parameter M¯(V ), and the hysteretic window, is shown in the
Supplement Fig.3. A power law dependence of a(V ) on volt-
age leads to a stronger dependence of the M on bias. The
coefficients a, b, c should ideally be extracted from the T = 0
Keldysh mean field theory. While the T = 0 moment magni-
tude sets a reference it does not explain the behaviour of TN
- which falls in a continuous manner despite M(V ) at T = 0
being sharply discontinuous.
(b) We can promote the F (M) to a ‘Boltzmann weight’ for
local fluctuation of moment magnitude, and couple these mo-
ments via a nearest neighbour exchange Jeff that reproduces
the V = 0 Neel temperature. This did not work since the
configurational weights seem to have a non trivial T depen-
dence near Vc. We therefore tried to use the computationally
determined moment magnitude distribution P (M,T ), picked
moments from these, and paired them using Jeff . This, as
the Supplement (Fig. 4(c)-(d)) shows, does a reasonable job
except very near Vc. Overall, thermal amplitude fluctuation of
the moments, as V → Vc, is a crucial ingredient in the ther-
mal response of this system. A softening of the moment also
implies stronger charge fluctuation and greater metallicity.
The behaviour of moment magnitude and angular fluctua-
tion directly affects the DOS. Deep in the AF-I phase the large
ordered moments generate a large ‘gap’ in the DOS, albeit
with exponentially suppressed low energy DOS and current.
With increasing T the angular fluctuations of the moments
smear the gap and increase the current. As the voltage in-
creases, amplitude fluctuations of the moments also join in,
creating additional low energy DOS and larger current.
In the deep metallic phase the moment magnitude is small
at low T . This closes the Mott gap and allows a large current
to flow. As T increases, the moment distribution broadens,
the mean moment increases, and its angular fluctuation scat-
ters the electrons. This suppresses the current. At interme-
diate V a combination of activation induced current increase
competes with scattering induced current decrease leading to
the thermal IMT.
The Langevin equation we use involves two key assump-
tions: (i) adiabaticity, and (ii) thermal noise. The adiabatic
assumption would be valid if the typical frequency associated
with magnetic fluctuations were self consistently smaller than
the electron frequency. We have not shown the magnetic spec-
tra here but atU = 6t the magnetic bandwidth is 2Jeff ∼ 8t2U ,
while the electronic bandwidth is∼ U . At U = 6t, the ratio is
∼ 1/5. This argument does not hold in the deep metallic state
whereU is rendered ineffective. The ‘thermal noise’ is used in
5the spirit of a first approximation, consistent with mean field
theory at T = 0. In a scheme with quantum fluctuations built
in, the noise would need self consistent modification.
Finally, the relevance of our results to real Mott materials.
Experimentally, the I-V characterstics have a generic form
across the transition metal oxides, TMO’s, (e.g. vanadium
oxides [6, 7], ruthenates [10, 11], magnetites [8, 9]) and some
organics [12]. All these show a first order transition at low
T which gets weaker with increasing temperature. This as-
pect is well captured by our theory, unlike other microscopic
approaches. Some TMOs also undergo a temperature driven
structural transition at equilibrium. However, the transport
measurements have been made below this equilibrium tran-
sition temperature. Our theory suggests that the transport
characteristics can be explained via a purely electronic mech-
anism. An experiment on a multiorbital ruthenate has also
reported suppression of Ne´el temperature with increasing cur-
rent [1].
Conclusions: Our main achievement has been to construct
a real time finite temperature scheme to approach nonequi-
librium effects in a strongly correlated system. This Langevin
equation approach simplifies the underlying Keldysh field the-
ory by assuming adiabaticity, i.e, electrons are much faster
than magnetic degrees of freedom, and a thermal noise. With
these assumptions we could implement a numerical study of a
Mott insulator in a finite 3D geometry. We established a volt-
age sweep driven hysteretic insulator-metal transition at low
temperature, the collapse of the Neel and pseudogap temper-
ature with increasing bias, and a thermally induced insulator-
metal transition at finite bias. In our analysis the primary
driver of the finite temperature effects is strong amplitude
fluctuation of the local moments in the bias induced first or-
der landscape. This Langevin approach would open up other
nonequilibrium problems that have remained inaccessible.
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REAL TIME PATH INTEGRAL
Assuming the leads were connected far in the past, one can
write the steady-state action for the system by discretizing the
complex time Keldysh contour. The generating functional is
given by:
Z =
∫
D{c¯, c; d¯, d} eiS[c¯,c;d¯,d] (1)
where (c¯, c) and
(
d¯, d
)
are the Grassmann fields for the lead
and system fermions respectively. S
[
c¯, c; d¯, d
]
is the complex
time Keldysh action defined on the contour.
S =
∞∫
−∞
dt [Lsys(t) + Lbath(t) + Lcoup(t)] (1a)
Lsys(t) =
∑
<ij>
σ,s
s d¯siσ(t) (i∂t + ts) d
s
jσ(t)
− U
∑
i,s
s nsi↑(t)n
s
i↓(t) (1b)
Lbath(t) =
∑
<ij>
σ,α,s
s c¯siσα(t) (i∂t + tα) c
s
jσα(t) (1c)
Lcoup(t) =
∑
<ij>,σ
vij
(
c¯sLiσ (t)djσ(t) + c¯
sR
iσ (t)djσ(t) + g.c.
)
(1d)
where i,j are the lattice indices, σ is the spin index, α labels
the leads and s labels the contour. s = ±1 for the upper and
the lower contour fields respectively. At each time slice, for
every site we can rewrite the interaction term as:
Unsi↑n
s
↓ =
U
4
(nsi )
2 − U
(
Ssi · Ωˆsi
)2
(2)
where we have suppressed the time label for brevity. Here,
nsi = c¯
s
i↑c
s
i↑+c¯
s
i↓c
s
i↓ is the local density,S
s
i =
1
2
∑
αβ
c¯siασαβc
s
iβ
is the local spin operator and Ωˆsi is an arbitrary SO(3) vector.
Each of the two terms can be decomposed by a Hubbard-
Stratonovich (HS) transformation. The first transformation in-
troduces a “charge field” φi(t):
e−i
sU
4 (n
s
i (t))
2 ∝
∫
dφsi (t) e
i( sU4 (φ
s
i (t))
2− sU2 φsi (t)nsi (t)) (2a)
While the HS transformation on the second term can be writ-
ten in terms of an O(3) “spin field”Mi(t):
eisU(S
s
i (t)·Ωˆsi (t))
2 ∝∫
d3M si (t) e
i(− sU4 (|Msi (t)|)2+sUMsi (t)·Ssi (t)) (2b)
Upon introducing the auxiliary fields the action becomes
quadratic in the fermions, which can be integrated out to get
the following effective action:
S˜ [φ,M ] = −ιT r ln [ιGˇ−1(t, t′)]
+
U
2
∫
dt
∑
i
[
φci (t)φ
q
i (t)− ~M ci (t) · ~Mqi (t)
]
(3)
with
Gˇ−1 (t, t′) =
Gˆ−1R Gˆ−112
Gˆ−121 Gˆ
−1
A
 (3a)
where the components of G−1 in the 2 × 2 Keldysh space are
given by:
Gˆ−1R (t, t
′) =
(
ι∂t − Hˆc(t)
)
δ(t− t′) + ΓˆR(t, t′)
(3b)
Gˆ−1A (t, t
′) =
(
ι∂t − Hˆc(t)
)
δ(t− t′) + ΓˆA(t, t′)
(3c)
Gˆ−1K (t, t
′) = ΓˆKijα(t, t
′)δαα′
+
(
Gˆ−1R ◦ F − F ◦ Gˆ−1A
)
(t, t′) (3d)[
Gˆ−112 (t, t
′)
]
ij;
αα′
=
U
4
(
~Mqi (t) · ~σαα′ − φqi (t)δαα′
)
δijδ(t− t′)
+
[
Gˆ−1K (t, t
′)
]
ij;
αα′
(3e)[
Gˆ−121 (t, t
′)
]
ij;
αα′
=
U
4
(
~Mqi (t) · ~σαα′ − φqi (t)δαα′
)
δijδ(t− t′)
(3f)
Hˆcij(t) =
U
2
(
φci (t)12 − ~M ci (t) · ~σ
)
δij + t<ij>12
(3g)
where 12 is the 2 × 2 identity matrix. Hˆc(t) is can be inter-
preted as a time-dependent Hamiltonian which depends on the
“classical” component of the auxiliary fields. ΓˆR,A,K(t, t′)
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2are dissipation terms which enter the action as a result of in-
tegrating out the leads. F (t, t′) is the distribution function
of the disconnected system, and ◦ denotes convolution. The
“classical” and “quantum” components of the auxiliary fields
are linear combinations of the auxiliary fields introduced in
the H-S transformations in Eqs.2a and 2b.
~M c =
1
2
(
~M+ + ~M−
)
(4)
~Mq =
(
~M+ − ~M−
)
(5)
where we have suppressed the time and other labels for nota-
tional brevity. A similar transformation holds for the φ fields.
APPROXIMATIONS
In order to make progress we make a series of approxima-
tions to make the problem tracktable. (i) We fix the charge
field (φ) to it’s classical saddle point at equilibrium, i.e.,
φci , φ
q
i = 0. The fixes the overall density to half-filling, but al-
lows local density fluctuations due to the dynamics of the spin-
field ( ~M ). (ii) We perform a cumulant expansion of the action
to second order in {Mq} fields, introduce a “noise” by decou-
pling the quadratic term, and evaluatue the ‘classical’ saddle
point to obtain a stochastic equation of motion (EOM). (iii)
We simplyfy the EOM by performing a semiclassical expan-
sion of the two-point functions to obtain a ‘Langevin’ equa-
tion in terms of the ‘slow’ time coordinate. The noise kernel
is assumed to be Gaussian.
Cumulant expansion
The Gˇ−1 introduced in Eq.3a can be decomposed into a
Green’s function Gˇ−1c , which depends only on the ‘classical’
field and a self-energy Σˇq , which depends only on the ‘quan-
tum’ field.
Gˇ−1 =
(
Iˇ+ Σˇq ◦ Gˇc
) ◦ Gˇ−1c
Σˇq(t, t
′) =
U
4
~Mqi (t) · ~σαα′δijδ(t− t′)⊗ σx (6)
where the σx denotes the structure in the 2×2 Keldysh space.
We expand the action in Eq.3 to second order in Σˇq .
S˜ = S˜0 + S˜1 + S˜2 + ... (7)
with
S˜0 = −ιT r ln [ιGˇ−1c (t, t′)] = 0 (7a)
S˜0 vanishes from the causality relation between the retarded
and advanced Green’s functions.
S˜1 =
U
4
∑
i
∫
dt
(
=
[
Tr
(
GˆKii (t, t)~σ
)]
− ~M ci (t)
)
· ~Mqi (t)
(7b)
S˜2 =
ι
2
(
U
4
)2 ∫
dt
∫
dt′
∑
ij;ab
Mqia(t)
[
ΠˆK(t, t′)
]ab
ij
Mqjb(t
′)
(7c)
where[
ΠˆK(t, t′)
]ab
ij
≡ Tr
[(
GˆKij (t, t
′)σaGˆKji(t
′, t)σb
)
+
(
GˆRij(t, t
′)σaGˆAji(t
′, t)σb
)
+
(
GˆAij(t, t
′)σaGˆRji(t
′, t)σb
)]
(7d)
Now, we decompose the term quadratic in Mq .
eιS˜
2
= e−M
q◦ΠˆK◦Mq
∝
∫
D[ξ] exp
(
−1
2
ξ ◦
[
ΠˆK
]−1
◦ ξ − ι ξ ◦Mq
)
(7e)
Hence, this adds a term to the coefficient of Mq in S˜1 and
additionally, the generating functional is reweighted by the
quadratic piece in ξ.
We obtain the equation of motion by requiring that the
first order variation w.r.t the ‘q’ fields must vanish at φq =
0, ~Mq = 0. This gives us the following equation for the ‘c’
fields:
=
[
Tr
(
GˆKii (t, t)~σ
)]
= ~M ci (t) +
~ξi(t)
〈ξai (t)ξbj (t′)〉 =
[
ΠˆK(t, t′)
]ab
ij
(8)
Semiclassical expansion
Transforming to Wigner coordinates allows us to write.
GˆK(t, t) = GˆK(t, tr = 0) =
∫
dω GˆK(t, ω) (9)
In what follows, we would write a series expansion for
GˆK(t, ω) in powers of ~.
The retarded Green’s function GˆR
The retarded Green’s function obeys the Dyson’s equation
(Gˆ−1R ◦ GˆR)(t, t′) = δ(t− t′)Iˆ (10)
3Transforming to Wigner coordinates allows us to expand the
LHS in a Kramers-Moyal series,(
ω − Hˆc(T ) + ΓˆR(ω)
)
GˆR(T, ω)
− ι~
(
∂T Hˆc(T )∂ωGˆR − (Iˆ+ ∂ωΓˆR)∂T GˆR
)
+O(~2) = Iˆ
(10a)
where T is the center-of-mass time, and ω is the fourier conju-
gate to the relative time. Furthermore, we have assumed that Γˆ
depends only on the relative time. This is true at steady state.
Inverting this gives us
GˆR(T, ω) = GˆR(T, ω)
+ ι~
(
GˆR∂T Hˆc(T )∂ωGˆR + GˆR(Iˆ+ ∂ωΓˆR)∂T GˆR
)
+O(~2)
(10b)
where, GˆR(T, ω) is the “adiabatic” retarded Green’s function
given by
GˆR(T, ω) =
(
ωIˆ− Hˆc(T ) + ΓˆR(ω)
)−1
(10c)
Now, for any matrix Aˆ(α), we have ∂αAˆ =
−Aˆ
(
∂αAˆ
−1
)
Aˆ. Using this we can rewrite 10b to O(~) as
GˆR(T, ω) =
(
Iˆ− ι~
[
GˆR∂T Hˆc , GˆR
(
Iˆ+ ∂ωΓˆR
)])
GˆR(T, ω)
(10d)
where [ , ] denotes the commutator bracket.
The Keldysh Green’s function GˆK
Knowing GˆR and GˆA to any order in ~ allows one to con-
struct the GˆK to that order. From the structure of Gˇ−1, it
follows that
GˆK(t, t′) = −GˆR(t, t1) ◦ Gˆ−1K (t1, t2) ◦ GˆA(t2, t′) (11)
where Gˆ−1K (t1, t2) has been defined in eq.3d. Transforming
to Wigner coordinates and implementing the Kramers-Moyal
expansion, as above, allows us to write
GˆK(T, ω) = GˆK(T, ω)
− ι~
[
GˆR∂T Hˆc , GˆR
(
Iˆ+ ∂ωΓˆR
)]
F GˆR +H.c. (11a)
GˆK(t, ω) = F (ω)
(
GˆR(t, ω)− GˆA(t, ω)
)
− GˆR(t, ω)ΓˆK(ω)GˆA(t, ω) (11b)
Now, we can write the matrix elements of adiabatic Green’s
fucntion in the 2× 2 spin subspace as:
GˆRij(T, ω) = gRij(T, ω)Iˆ2×2 + ~hRij(T, ω) · ~σ (12a)
and similarly, defining,
ΠˆRij ≡ −ι~
[
Gˆ∂T Hˆc, GˆR
(
Iˆ+ ∂ωΓˆR
)]
(12b)
we can write,
ΠˆRij(T, ω) = χ
R
ij(T, ω)Iˆ2×2 + ~QRij(T, ω) · ~σ (12c)
Plugging these in eq.11a we obtain
Tr
[
GˆKii (T, ω)σ
a
]
= Tr
[
GˆKii (T, ω)σa
]
+
U
2
∑
j
(
γij(T, ω)∂TM
a
j +
(
~αij(T, ω)× ∂T ~Mj
)
a
+ ~βaij(T, ω) · ∂T ~Mj
)
(12d)
where
γij =
(
χRijg
R
ji − ~QRij · ~hRji +R→ A
)
(12e)
~αij =
(
χRij
~hRji − ~QRijgRji +R→ A
)
(12f)
~βaij =
(
~QRijh
R
a,ji −QRa,ij · ~hRji +R→ A
)
(12g)
Finally, from eq.9 we know that the equal time Keldysh
Green’s function which enters the EOM eq’8 is obtained by
performing an integral over ω of eq.12d.
∫
=
[
Tr
(
GˆKii (T, ω)~σ
)]
dω ≡ ~Si(t) (13a)
where ~Si(t) is the instantaeous expectation value of the elec-
tron spin obtained under the adiabatic approximation. We fur-
ther assume,∫
dω γij(t, ω) ≈ γ 2
U2
δij (13b)∫
dω ~αij(t, ω) ≈ αγ 2
U2
~Si(t)δij (13c)[
ΠK(t, t′)
]ab
ij
≈ 2γT
U2
δijδabδ(t− t′) (13d)
where γ, α are dimensionless phenomenological parameters
and ~βaij has been neglected, T is the temperature. Hence,
one obtains the final form of the evolution equation for {M},
as given in Eq.2 of the main text. One can also cast this
into a Landau-Lifshitz-Gilbert(LLG) form by solving for ∂ ~Mdt ,
which gives,
d ~Mi
dt
=
U
γ
(
~Mi − 〈~Si〉{ ~M} + ~ξi
)
+ γ˜〈~Si〉{ ~M} ×
(
~M + ~ξi
)
+ γ˜α〈~Si〉{ ~M} ×
((
~Mi + ~ξi
)
× 〈~Si〉{ ~M}
)
(14)
where γ˜ ≡ Uα
γ(1+α2|~Si|2) .
4FIG. 1. (a)Comparison of temperature dependence of the structure
factor peak with equilibrium ‘classical’ Monte carlo. The two curves
fall on top for low (T/t ≤ 1.2) and high (T/t > 0.3) temper-
atures. The Langevin formulation overestimates the Ne´el temper-
ature by ≈ 17%. (b) Comparison of moment distribution for dif-
ferent temperatures. The distributions match for low temperatures
(T/t ≤ 1.2). At higher temperatures the distributions deviate at low
values of the moment, but match at higher values.
BENCHMARKS
We benchmark our formulation against the classical Monte
Carlo (MC) formulation at equilibrium[1]. We compare the
temperature dependence of the structure factor (Eq.3 in the
main text) peak across the two formulations, in Fig.1(a). The
MC predicts a transition at TMC = 0.24t, while the present
formulation predicts it to be at TLang = 0.28t. So, the
Langevin formulation overestimates the Ne´el temperature by
≈ 17%. The ordering peak height, at ~Q = (pi, pi, pi), matches
across the two formulations for T ≤ 0.5TMC , and also for
temperatures beyond TLang .
We also compare the moment distribution defined as
P (m) =
1
N
∑
i
tM∫
0
dt
tM
δ(m− | ~Mi(t)|) (15)
Fig.1(b) shows the comparison at different temperatures. At
low temperatures T ≤ 0.5TMC the distributions match fairly
well. For higher temperatures, the distributions start to differ
at low moment values, but match at higher values of the mo-
ment. The P (m) → 0 as m → 0, within our formulation but
the same is not true for the MC at high temperatures. This
might be because we have oversimplified the noise.
NATURE OF MAGNETIC STATE
Moment magnitude distribution
A quantity of interest is the probability distribution of the
magnitude of the local moments as defined in Eq.. The evolu-
tion of P (m) with temperature in different voltage regimes
has been plotted in Fig.4. For V in the LR regime, and
T << TN , the moments remain almost pinned to their equi-
librium ground state value, except for renormalisation at the
FIG. 2. (a-d) Variation of the moment distribution with temperature
(T ) for V/t = 0, 2, 3 and 5 respectively. The solid (dashed) lines
denote the distribution for upward (downward) sweeps at different
temperatures.
edges due to the baths. Hence, the P (m) is sharply peaked
around 0.8. As the system is heated up the distribution broad-
ens around the same mean value upto T ≈ TN . Beyond TN
the distribution becomes skewed and the mean starts shifting
to lower values with increasing T . Between V = 2t and 3.6t
the low T moment distribution changes from being unimodal
to bimodal. This can be understood in terms of penetration of
edge effect into the bulk with increasing V . As V approaches
the Vth(T = 0) more and more sites from the edge sense the
presence of the leads and, as a result, the moment on these
sites weaken. This effect has been studies in detail for the 2D
system in Ref.[2]. Beyond V = 3.6t the system goes into a
metallic phase. At low T , the P (m) peak gets quenched as the
moments collapse throughout the system. With increasing T ,
the distribution broadens while the mean shifts towards larger
m values.
Effective theory at low T
The T = 0 transition can be qualitatively explained using
an effective functional (F ) of the form:
F (M) =
a(V )
2
M2 − b
3
M3 +
c
4
M4 (16)
where M is the magnitude of the local moment, as-
sumed to be uniform across the system. a(V ) =
a0
(
e−V
∗/V − e−V ∗/V −c
)
; a0, V ∗, b, c are fitting parameters
which take positive values. a0, V ∗ and b can be determined in
5FIG. 3. (a) Effective functional for different values of V/t. For
V < V −c it has a unique minimum at large M . For V −c < V ≤ V −c
it develops two minima (inset). For V > V +c there is a unique mini-
mum atM = 0. (b) The resulting moment profile which gets a sweep
dependence in the coexistence region due to the presence of two min-
ima. The open symbols are actual data points for T = 0.001t. The
red square indicates the point at which the moment profile jumps in
the upward sweep according to the effective functional. In the ef-
fective description the large V moment has been approximated to be
zero.
terms of the moment magnitude at V = 0 and V = Vc+, and
∆Vc. The moment profile does not depend on the parameter
c, which just sets the overall scale of F . It can be fixed by fit-
ting the low T , P (m) at V = 0. Here, we have approximated
the moment amplitude in the large V state to vanish. The V
dependence of F has been shown in Fig. 3(a) and the result-
ing moment profile has been shown in Fig.3(b). For V < V −c ,
F has a unique minimum at finite M . For V −c < V ≤ V +c ,
F develops another minimum at M = 0. Beyond V +c only
the M = 0 minimum survives. For the upward voltage sweep
the system remains stuck in the finite M minimum till V +c
and then switches to the M = 0 minimum discontinuously.
A similar discontinuous transition happens in the downward
sweep, in which the stating state corresponds to the M = 0
minimum, which changes abruptly at V −c . This explains the
low T coexistence and hysterisis. However this is too simplis-
tic to capture the finite T transition, for which one must take
angular fluctuations of { ~M} into account.
Reduction of TN with increasing V
We find that the Ne´el temperature decreases with increas-
ing V . Assuming that Heisenberg exchange scale (Jeff ∼ 1U ,
at strong coupling) remains unchanged with V , the reduction
in TN with increasing V may be attributed to a reduction in
the average moment magnitude 〈|M |〉, for a fixed tempera-
ture, with increasing V . Fig. 4(a) shows the variation of
〈|M |〉 with increasing T , for different V values. We find that
〈|M |〉 behaves nonmonotonicaly with temperature between
1 < V/t < 4, and develops a minimum at a temperature
T∗(V ) > TN (V ). In fig. 4(b) we have compared
TN (V )
TN (0)
with
〈|M |(V )〉
〈|M |(0)〉 , and find that they follow similar trends with increas-
ing V .
FIG. 4. (a) Variation of average moment magnitude with temperature
(T ) for different values of bias volatage (V ). For each V the corre-
sponding Ne´el temperature (TN (V )) has been marked with a black
cross on the trace. (b) Comparison of the ratios of Ne´el temperatures
and squared average moment magnitudes.
Motivated by this, we attempted to explain the drastic re-
duction in TN beyond V ∼ 0.5V +c by invoking an effective
Heisenberg model, in which the moment magnitudes are de-
termined by the P (m) distribution described in the previous
section. This gives a reasonable match for both the structure
factor Fig. 4(c) as well as the Ne´el temperature Fig.4(d), with
the full calculation, except very near Vc.
FIG. 5. Comparison of the approximate current (solid lines) with
the exact result (open circles) in the paramagnetic metal phase for
V/t = 4, 6.
6FIG. 6. (a1-d1)Variation of the average charge profile, along the longitudinal direction, with increasing temperature for V/t = 0, 2, 3.4 and 6.
With sufficient averaging the profile becomes antisymmetric about the center of the system, hence only the left half has been shown. (a2-d2)
Variation of the average local moment magnitude along the longitudinal direction. The averaging leads to a symmetric profile across the center
of the system.
CURRENT AT LARGE V
One can set up an approximate calculation for the current at
large V , where the mean moment size gets quenched. One can
approximate the lesser Green’s function G<(t¯, ω), which en-
ters the expression for the current in Eq.4 in the main text, by
setting up a perturbation theory about the tight-binding limit.
G< = 1
2
(GK − (GR − GA)) (17a)
(GR GK
0 GA
)
=
([
g−1
]R − ΣR [g−1]K − ΣK
0
[
g−1
]A − ΣA
)−1
(17b)
with,
ΣR,A,Ki,j;α,β (t, ω) = M
α
i (t)M
β
j (t)g
R,A,K
ij (ω) (17c)
where gR,A,K are the Green’s functions of the connected
tight-binding system. The mean current is computed by av-
eraging over the time-series of M . This can be simplified fur-
ther if one averages over the self-energy instead of the Green’s
functions, assuming the distribution for Ms to be normal, i.e.,
〈Mαi (t)Mβj (t)〉 = Tδijδαβ . So the average self-energy
〈ΣR,A,Ki,j;α,β (ω)〉 = TδijδαβgR,A,Kij (ω) (18)
can be used to approximate the mean current. Fig.3 shows
compares the temperature dependence of the approximate cur-
rent with the actual result in the P-M phase. They seem to
compare well for sufficiently large V , given the ‘drastic’ na-
ture of the approximations.
AVERAGE DENSITY AND SPIN
In Fig.5, we show the average charge and moment magni-
tude which are defined as:
〈δnix〉 = 1−
Ly,Lz∑
iy,iz
tM∫
0
dt
tM
D∫
−D
dω
2pi
Tr (Gii(t, ω)) (19a)
〈|~Six |〉 =
Ly,Lz∑
iy,iz
tM∫
0
dt
tM
∣∣∣∣∣
D∫
−D
dω
2pi
Tr (Gii(t, ω)~σ)
∣∣∣∣∣ (19b)
where the trace is over the 2 × 2 local spin subspace. At
V/t = 0, the average charge profile remains vanishingly
small throughout the longitudinal direction at all tempera-
tures, while the moment magnitude falls as the system is
heated beyond the Ne´el temperature (TN ). For 0 < V/t < 2,
the charge profile shows deviations at the edges, even at very
low T , and becomes linear at high T . The moment magni-
tude also shows deviations at the edges, and gets diminished
throghout the system with increasing T . For 2 < V/t < 3.6,
the charge profile shows edge deviations in low T insulating
phase, but becomes linear as one heats up the system to reach
the P-M phase. The moment magnitude shows nonmonotonic
behaviour with temperature. For V/t > 3.6, the system re-
mains in the P-M phase at all T . The charge profile remains
linear, whose slope increases with increasing T , while the
moment profile remains fairly constant and increases with in-
creasing T .
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