In this paper, the methodology underlying the graduation of the mortality of members of group schemes in South Africa underwritten by life insurance companies under group life-insurance arrangements is described and the results are presented. A multivariate parametric curve was fitted to the data for the working ages 25 to 65 and comparisons are made with the mortality rates from the SA85-90 ultimate rates for insured lives and the ASSA2008 AIDS and demographic model. The results show that the mortality of members of group schemes is lower than that of the general population, mortality decreasing with increasing salary, as would be expected. For males it was found that there were differences in mortality rates by industry for a given salary band, whereas for females these differences only occurred in the lower salary bands. Furthermore, there is evidence of the healthy-worker effect at ages 60 and above, where the mortality rates appear to level off or even decrease as age increases. This contrasts with the mortality rates from the SA85-90 ultimate rates for insured lives and the ASSA2008 AIDS and demographic model, which increase exponentially.
INTRODUCTION
1.1 Actuaries, demographers, epidemiologists, sociologists and statisticians have long researched how behavioural, environmental, demographic and socioeconomic factors affect mortality. Early research on how mortality rates vary with age includes work by De Moivre (1725), who hypothesised that deaths were uniformly distributed by age. Since then, more complicated and realistic mortality laws have been proposed, most notably those proposed by Gompertz (1825) , Makeham (1867) , Perks (1932) , Beard (1971) and Forfar, McCutcheon & Wilkie (1988) for adult ages only and Gompertz (1860), Thiele (1871), Heligman & Pollard (1980) and Carriere (1992) for both adults and younger lives including infants.
1.2
In South Africa, the two main problems in estimating mortality rates for the population include under-reporting of deaths and misclassification of causes (Bradshaw, Dorrington & Sitas, 1992; Dorrington, Bradshaw & Wegner, unpublished; Dorrington et al., unpublished) . While official South African life tables have been produced for the white, coloured and Indian population groups, no official life tables have been produced for the African population group. As a result, only approximate mortality estimates have been obtained for the South African population as a whole (Dorrington, Bradshaw & Wegner, op. cit.; Dorrington, Moultrie & Timaeus, unpublished).
1.3
In terms of the insured population in South Africa, the Actuarial Society of South Africa (ASSA) has conducted a number of investigations into the mortality experience on life-insurance, lump-sum-disability, dread-disease, disability-income, funeral and annuity products. 1 Three standard tables of the mortality of assured population in South Africa have been produced, namely SA56-62 (Mortality Standing Committee, 1974) , SA72-77 (Mortality Standing Committee, 1983) and SA85-90 (Dorrington & Rosenberg, 1996) , and one standard table each for male and female immediate annuitants; named SAIML98 and SAIFL98 respectively (Dorrington & Tootla, 2007) .
1.4
However, very little research has been done to estimate the mortality of members of group schemes in South Africa. Whilst Lewis, Cooper-Williams & Rossouw (unpublished) and Kritzinger & van der Colff (unpublished) provide useful insights into the operation of the group life-insurance market in South Africa in terms of pricing, underwriting and the setting of free-cover limits, they do not consider the underlying mortality of members of group schemes in South Africa. However, Lewis, CooperWilliams & Rossouw (op. cit.) highlight the need for insurance companies to develop and maintain their book rates, which are used to determine the theoretical risk rate used in pricing group schemes. The only published work on the mortality of members of group schemes in South Africa is that comparing the mortality of African members of 1 Actuarial Society, Continuous Statistical Investigation Committee, www.actuarialsociety.org.
za/Societyactivities/CommitteeActivities/ContinuousStatisticalInvestigation(CSI).aspx group schemes with the mortality of Africans in the population in general and insured lives by Dorrington, Martens & Slawski (1993) .
1.5
When comparing the mortality of group-scheme members to the mortality of individual assured policyholders or to the mortality of the general population, one needs to consider the group of lives covered by a group life policy and the effects of underwriting and selection. Firstly, there is very little scope for anti-selection in group life insurance, as group life cover is compulsory for all members of a scheme. In addition, to be eligible for group life benefits there is an implicit actively-at-work selection effect and therefore one would expect the general population to have a higher mortality than that of members of group schemes due to the 'healthy-worker effect' (McMichael, 1976; Monson, 1986; Carpenter, 1987) . However, only individuals with life cover greater than the free-cover limit are subjected to underwriting. On balance, one would expect the underlying mortality rates to be higher for members of group schemes than for individual assured policyholders because the lower underwriting requirements have a stronger influence than the reduced anti-selection effect and the healthy-worker effect.
1.6
In order to price group schemes accurately it is therefore important for insurance companies to have a different mortality basis for group-scheme members than those used for the general population and individual insured lives.
1.7
The purpose of this paper is to extend the research by Schriek et al. (unpublished) and Schriek et al. (2013) into the mortality experience of group-scheme members underwritten by South African life insurance companies over the period [2005] [2006] [2007] [2008] [2009] . This extension entails fitting a multivariate parametric model to the crude mortality rates in Schriek et al. (2013) to produce graduated rates by age, sex, industry and salary band. It was the aim of the authors for the graduation process to: -eliminate the random sampling errors at each age and hence to produce a set of mortality rates that progress smoothly with age; and -ensure consistency with industry experience, namely that mortality rates decrease as salary increases and mortality rates are higher for the heavier industries than the light industries.
DATA

2.1
The data are described in more detail in Schriek et al. (2013) but, in brief, the data used in this exercise were submitted by six South African life insurance companiesnamely Sanlam, Old Mutual, Momentum, Metropolitan, Liberty and Capital Alliancefor compulsory group life insurance over the five-year period from 1 January 2005 to 31 December 2009. The data consist of information on individuals employed in the formal sector aged 20 to 69. By implication the data therefore include only lives that are in good enough health to be actively at work in the formal sector and exclude lives not covered by group schemes. Lives that are unemployed, informally employed or retired because of age or, notably, ill health are excluded. The data did not include any information on whether the optional benefit for continuation of cover during disability was included. Therefore, disabled employees are potentially still included in the data. The data include information on age, annual salary, industry grouping and sex.
2.2
The annual salary data for each of the five calendar years were adjusted for inflation, using the consumer price index, to convert them to 1 January 2010 terms and then they were grouped into five salary bands. These bands were: less than R40 000, R40 000 to R69 999, R70 000 to R124 999, R125 000 to R249 999, and R250 000 or more.
2.3
Information on the occupations of individuals was not captured by the life offices and therefore entire group schemes had to be allocated to one of five industry groupings labelled A to E. The five industry groupings were then regrouped and reclassified as light, mid or heavy. Light industries included companies operating in financial services, business administration and other services such as retail, education, healthcare and information technology. Mid industries included light manufacturing and other bluecollar work that does not involve heavy machinery. Heavy industries included companies operating in mining, transport and other heavy manufacturing.
2.4
Although data were available for ages 20 to 69, only data for ages 25 to 65 were used because of the sparseness of data outside this range when accounting for sex, industry group and salary band. To provide a summary of the relative size of the dataset for ages 25 to 65, the total central exposure and total deaths by industry group and salary band are given in Table 1 for males and in Table 2 for females. To give an indication of the overall differences by industry group and salary band, Table 3 gives the overall crude mortality rates and Table 4 shows the average salary for both males and females. is the force of mortality-which for the purposes of this paper has been termed the 'mortality rate '-and , c x r E is the central exposure to risk (i.e. person-years of exposure) in demographic grouping r aged x last birthday. Then the crude rate of mortality and the 95 per cent confidence intervals are:
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where d x,r is the observed number of deaths in demographic grouping r aged x last birthday.
TRADITIONAL METHODS OF GRADUATION
3.2.1 Crude mortality rates can be graduated using methods that are parametric or non-parametric. Examples of parametric methods often used to model the rate of mortality at adult ages include the classic mortality models proposed by Gompertz (1825) and Makeham (op. cit.) , which were later generalised by Forfar, McCutcheon & Wilkie (op. cit) into the generalised Gompertz-Makeham formulae for graduation. Examples of non-parametric methods include the Whittaker-Henderson method (Joseph, 1952; Lowrie, 1982; Howard, unpublished) , the use of splines (McCutcheon, 1981; Dorrington & Rosenberg, op. cit.; Farmer, 2002) , non-parametric generalised linear models (Green & Silverman, 1994) , kernel smoothing (Haberman, 1983; Debón, Montes & Sala, 2006) and generalised additive models (Hastie & Tibshirani, 1990) . In order to reduce the disadvantages of both parametric and non-parametric methods, Thomson (1999) 
where α = α 1 , α 2 ,…, α p , is a vector of parameters that normally would be estimated using maximum-likelihood techniques or by minimising the residual sum of squares. In the case of splines, this would involve maximising the penalised-log-likelihood or minimising the penalised sum of squares.
3.2.3 An alternative would be, data permitting, to include additional rating factors such as sex, duration, occupation, annual salary or geographical location into the mortality-rate model as covariates, that is:
where R i is the ith rating factor. For example, Madrigal et al. (2011) consider the use of age, salary at retirement, pension amount and sex-marital-status pairs in a generalised linear model to model post-retirement mortality. One method for identifying which rating factors to include in the model would be to use stepwise techniques along with information criteria, in order to determine whether the rating factor is statistically significant. However, stepwise methods should only be used as a guide and one should always consider the relevance of the rating factor in terms of how the model will be used (ibid. However, when attempting to graduate the crude mortality rates separately for particular sub-populations of the members of group schemes in South Africa, for example, males working in a light industry earning R250 000 or more per year, some limitations of the process were observed. Firstly, when the data were subdivided by sex, industry group and salary band, there was a paucity of exposure for certain sub-populations involving heavy industries. Secondly, although satisfactory results were obtained in terms of goodness of fit, it was apparent that the models fitted to individual sub-populations failed to capture certain industry and salary-band effects that were present in other sub-populations of the data. Furthermore, it was difficult to explain how salary and industry affected the mortality rates at different ages when comparing various sub-populations.
3.3.3 The authors therefore decided to use a multivariate parametric model that incorporated age, industry and salary band as explanatory variables, as shown in equation (6), which are known rating factors used to determine the book rates that are used to price group schemes (Lewis, Cooper-Williams & Rossouw, op. cit.) . The form of the final multivariate graduation model used to graduate the crude rates is given in equation (7). 
where S refers to salary band, I refers to industry group, j is a positive integer, k, l and m are non-negative integers, ( ) g  and ( ) h  are discrete functions whose output values,
g(S)
and h(I ), are optimised and represent the parameters allocated to salary band S and industry I, respectively. The formula is subject to the convention that if k, l or m is zero, then the second, third or fourth summation term, respectively, is defined to be zero. The parameters α i , g(S) and h(I ) are determined by minimising the weighted sums of squares as follows:
;
where w x,S,I is the weight, defined as:
3.3.4 Theoretically, the model could be extended to include sex as an explanatory variable. However, when sex was included, the results suggested that there were inherent differences in mortality due to industry and salary effects over different ages between males and females. It was therefore decided to graduate the male and female mortality rates separately. Initial investigations also considered models using only age and salary band as explanatory variables, and also age and industry. However, discussion on these has not been included as the aim was to produce rates by age, sex, industry and salary band that could be used to price group schemes in practice.
3.3.5 The primary advantage of using a model of this form is that only a single graduation is required for all salary bands and industry groups, rather than a separate graduation for each individual sub-population. In addition, the model is very flexible, allowing an extensive range of different parametric equations to be fitted. When the data in a particular sub-population are sparse, the model makes use of information from other sub-populations to infer the appropriate mortality trends and ensure consistency between graduations.
3.3.6 The performance of the models for males and females was evaluated separately using standard graduation and statistical tests, including the chi-squared test, standard-deviations test, signs test, grouping-of-signs test (also called the Steven's test), cumulative-deviations test and serial-correlations test. For specific details on these tests see, for example, Benjamin & Pollard (1993) . Graphical representations of the estimated values and three information criterion measures, namely the Akaike information criterion (AIC), Bayesian information criterion (BIC) and Hannan-Quinn information criterion were used to select the final model used for the graduation.
GRADUATION OF THE MORTALITY RATES OF GROUP SCHEMES IN SOUTH AFRICA
As mentioned in ¶2.4, although data were available for ages 20 to 69, only data for ages 25 to 65 were used to fit the model because of the sparseness of data outside this range when accounting for sex, industry group and salary band. After exploring various combinations of different datasets by industry and salary band groupings, two datasets were graduated. The first dataset consisted of data for males and females separately for ages 25 to 65 ignoring industry and salary band, which could be used to compare mortality rates directly against those for the population as a whole or against a standard table for insured lives. These data were then divided into the five salary bands and three industry groupings, as specified in section 2, to form the second dataset to which life insurance companies can compare their group-life-insurance experience. A decision was taken to use the same salary band and industry groupings for both males and females in order to facilitate the comparison of the results.
4.1
GRADUATION OF THE AGGREGATED MALE AND FEMALE DATA 4.1.1 The aggregated data by sex were graduated using models of the form M ( j,0,0,0) . Results from the standard graduation and statistical tests are presented in Tables 5 and 6 . When considering the chi-squared test and information criteria, the fit to the data for males is significantly improved by increasing the number of parameters from j = 5 to j = 6 with a trivial improvement from j = 6 to j = 7. A similar significant improvement is seen for females from j = 4 to j = 5 with an insignificant improvement from j = 5 to j = 6. The statistical tests showed that all the models were acceptable, except for the chi-squared test for females, which was not satisfied because of the large deviations over the age of 60.
4.1.2 It was therefore decided to accept M (6, 0, 0, 0) for the graduation of male rates and M (5, 0, 0, 0) for the graduation of female rates. The final graduated rates are shown graphically in Figure 1 , along with the crude rates and 95% confidence intervals for the rate of mortality,
The graduation of the aggregate data for males provides an extremely good fit whilst the graduation of the aggregate data for females is reasonable, except for ages 59 to 63 where there is significant variation in the underlying rates at some ages. From Figure 1 it is evident that the male mortality rates are higher than those of females, the gap increasing with age. There is also evidence of a slight hump between ages 25 and 45 in both sets of rates, which could be due, in part, to AIDS deaths.
4.1.4 At ages above about 60, the rates appear to level off, or even decrease, as age increases. One explanation for this phenomenon is the possibility of some form of selection due to early retirement, resulting in the healthy-worker effect. Schriek et al. (unpublished) note that, because of retirements there is a large decrease in exposure after age 55, and an even larger decrease after age 60. It is not unreasonable to expect individuals who are chronically sick to retire before age 65, whilst individuals who are healthy and want to continue working, would continue working. When dealing with more complicated models, it is often difficult to match perfectly the curves being fitted to the data points. Therefore, it is not surprising that all these graduations are in some way statistically significantly different from the observed rates, but none of the models appear to deviate from the data in any systematic way. The poor performance of the chi-squared goodness-of-fit test statistics may be attributed to one or more of the following reasons. Firstly, the sub-division of the aggregated data, by both industry grouping and salary band, results in sub-populations with small central exposed to risk at each age, which means that it would not be appropriate to use the normal approximation for the distribution of the standardised residuals, causing a breakdown in the assumptions used to calculate the chi-squared test statistic (Pollard, 1971) . Secondly, the use of industry grouping, rather than occupation, to sub-divide the data probably results in non-homogenous sub-populations, in which case it would be problematic to find a suitable curve that fits the experience well at all ages, partly due to the different features that would predominate at different ages in different salary bands and industry groupings. Finally, given the nature of group-life-insurance data and the level of accuracy in capturing personal details of individuals, the quality of data may introduce additional bias into the underlying mortality rates, resulting in higher chi-squared test statistics. Apart from these possibilities, Forfar, McCutcheon & Wilkie (op. cit.) note that in practice, many graduations with high chi-squared test statistics still produce satisfactory gradations and therefore the high chi-squared goodness-of-fit test statistics need not necessarily be of concern. The results from the overall chi-squared goodness-of-fit test and information-criterion statistics for AIC and BIC for 108 models are given in Appendix A. Figure 1 . Observed vs. graduated rates (aggregated) with 95% confidence intervals 4.2.2 The criteria used for selecting the final model for graduating the mortality rates by industry and salary band included a combination of factors. While information criteria were used to determine if additional parameters were statistically significant, visual comparisons of the graduated rates with those of the ASSA2008 AIDS and demographic model 2 (ASSA2008) and SA85-90 were also taken into consideration to ensure that the graduated rates incorporated the appropriate trends and shapes, at the higher ages where there was evidence of the healthy-worker effect.
4.2.3 The final models selected were M(5,5,1,2) for the male graduation, which had the lowest BIC statistic, and M (5, 5, 2, 0) , it is evident that the models capture the expected salary-band and industry effects, so that the mortality rates are decreasing as salaries increase and are higher for heavy industries than for mid and light industries. An AIDS hump is more distinct in the lower salary bands (1 and 2) for both males and females, and more pronounced for heavy industries than mid and light industries. For males, there is a smaller gap in mortality rates between the lower salary bands (1 and 2) than between the higher salary bands (3, 4 and 5). For females, the grouping is at the opposite end in that there is a larger difference in the mortality rates between the lower salary bands (1 and 2) than between the mortality rates at the higher salary bands (3, 4 and 5).
4.2.5 The mortality rates for males in different industries for the same salary band are significantly higher for all salary bands except the highest salary (salary band 5) and the light and mid industries in salary band 4. For females, on the other hand, the mortality rates are only noticeably different for the lower salary bands (1 and 2) for different industries.
4.2.6 Appendix C contains the results from the individual graduation and standard-deviations, signs, cumulative-deviations, grouping-of-signs and serial-correlations tests. Individual graduated rates with 95% confidence intervals are given in Appendix D.
4.2.7 In the individual fits for females, the graduated rates adhere adequately to the mortality by age exhibited by the observed data except for salary band 2 in the heavy industries, for which mortality is underestimated. The graduated rates in salary band 5 do not satisfy the standard-deviations test, which is possibly to be expected because of the sparseness of data in salary band 5, especially for the mid and heavy industries. For salary band 2 in the mid industries there is evidence of some overall bias; however, the fit is still reasonable. For salary band 4 in the light industries, there is evidence that the graduated rates are biased below, particularly for ages 50 to 61. 4.2.8 While the individual fits for males were adequate, there were several significant differences between the graduated and observed rates in some salary-industry combinations. For ages 40 and above, the graduated rates overestimate mortality for salary band 1 in the mid and heavy industries, whilst the graduated rates underestimate mortality for salary band 3 in the heavy industries. In addition, for salary band 3 in the light industries, the graduated rates overestimate mortality for ages 44 and below. The graduated rates for salary band 2 in the light and heavy industries still adhere reasonably to the mortality trends exhibited by the observed data; however, the rates slightly overestimate mortality below age 35. There is some evidence that the graduated rates are biased upward for salary band 4 in the heavy industries, primarily between ages 47 and 57. Furthermore, significant serial correlation was present for salary band 3 in the light and heavy industries and for salary band 4 in the heavy industries.
4.2.9 It is quite possible that the reason for the differences observed between the graduated and observed rates is that the individuals in each sub-population are not homogeneous. While industry and salary band can be used as a proxy for occupation, they are not a perfect substitute and therefore individuals allocated to a particular subpopulation could be exposed to different mortality risks. This could explain why the graduated rates within a particular sub-population fit the data well over certain ages but overestimate or underestimate over other ages. Additional investigations were carried out using three and four salary bands, by aggregating the data between two salary bands, but the results showed that similar discrepancies were observed between the graduated and observed rates. It was possible to improve the overall fit for males by allowing the salary-band parameters g(S) to vary for each industry. However, this resulted in a model that was over-parameterised and, considering information criteria, the additional ten parameters were not statistically significant. It is also possible that part of the discrepancy between the graduated and observed rates may be due to over-graduation or the choice of the functional form of the model used to graduate the data, or both.
COMPARISON WITH OTHER MORTALITY TABLES
5.1
The graduated rates are compared with the ASSA2008 rates for the population as a whole and to the SA85-90 ultimate rates for insured lives, both graphically and using standardised mortality ratios (SMRs). Since SA85-90 ultimate rates are available only for males, the mortality rates for females were taken as 45% of the SA85-90 ultimate rates, following the suggestion by Dorrington & Rosenberg (op. cit.) . For the purposes of comparison the rate of mortality underlying the SA85-90 ultimate rates and the rate of mortality underlying the ASSA2008 AIDS and demographic model was approximated using 0.5 ln(1 )
where q x is the probability of a life aged x dying within one year.
5.2
Figures 6 and 7 show a comparison of the graduated rates aggregated by industry and salary with the rate of mortality derived from the SA85-90 ultimate rates and the ASSA2008 rates and Table 7 gives the SMRs for various age bands using either the SA85-90 ultimate rates or ASSA2008 rates as the standard population. The graduated rates for men below age 60 and for women below age 58 are as expected, the graduated rates being lower than the ASSA2008 rates by roughly 45% of these rates for males and 40% for females. However, over these ages, the graduated rates are higher than the SA85-90 ultimate rates. On the other hand, above age 60 for men and 58 for women the graduated rates are lower than the SA85-90 ultimate rates. As mentioned above, this could be due to the healthy-worker effect. Unexpectedly, the graduated rates have similar shapes to those from the ASSA2008 AIDS and demographic model, except that the ASSA2008 rates increase more rapidly with age at the older ages and in the case of females there is a far more pronounced AIDS hump between the ages of 25 and 45.
5.3
The SMRs for different salary bands and industries, and for various age bands, are shown graphically in Figures 8 and 9 . Dorrington & Rosenberg (op. cit.) point out that the SA85-90 ultimate rates would probably be the last South African insured lives experience for which AIDS-related deaths would have a negligible impact. It is therefore not unexpected that when the SA85-90 ultimate rates are used as the standard, a hump shape is present in the SMRs.
5.4
As can be seen from the comparison of the graduated rates for different salary bands and industries in Figures 3 and 5 , the graduated rates are lower than the ASSA2008 rates for all salary bands and industries. As a result, when the ASSA2008 rates are used Figure 6 . Aggregate graduated rates vs SA85-90 ultimate and ASSA2008 rates: male as the standard, the SMRs in Figures 8 and 9 are all less than one. Furthermore, the levelling off of the graduated rates above age 60 is more pronounced for those in the lower salary bands (1 and 2) than for those in the higher salary bands (3, 4 and 5). 5.5 For males in light and mid industry groups, the graduated rates are below the SA85-90 rates. This is evidenced by the SMRs less than one in Figure 8 . The SMRs for salary band 5 in heavy industries exceed one in certain age bands. It was also noted that there were SMRs less than one for other groups, such as males in salary bands 3, 4 and 5 in the older age bands and 25-29 age band. Whilst this is expected in the higher age bands because of the results from the aggregate data, as discussed in ¶5.2, it is not expected in the lower age bands..
SUMMARY AND AREAS FOR FURTHER RESEARCH
6.1 In this paper, the authors have presented the methodology and results of graduating the mortality of members of group schemes in South Africa over the fiveyear period 2005-2009 by fitting a multivariate parametric model to the crude mortality rates. A multivariate parametric model was used as it has the advantage of ensuring that the graduated rates progress smoothly with age and in addition, when the data in a particular sub-population are sparse, the appropriate mortality trends can be inferred by making use of all the data and thereby ensuring consistency between graduations. Another important advantage of the method used is that a single graduation is carried out for all salary bands and industry groups rather than performing an individual graduation for each sub-population in the dataset. However, one potential drawback of the method is the risk of over-parameterisation due to the number of parameters required to explain the effects due to industry and salary. To account for this, male and female mortality rates were modelled separately because of the inherent differences in mortality trends between them and information criterion were used to determine if additional parameters were statistically significant in order to obtain a parsimonious model.
6.2
Two sets of graduated rates for each sex, which reflect the mortality of lives in good enough health to be actively at work in the formal sector covered by group schemes for ages 25 to 65, were produced and compared with those of the population as a whole from ASSA2008 and from the SA85-90 ultimate rates for insured lives. The first set of mortality rates, referred to as the aggregated data, were age-specific mortality rates for both males and females ignoring industry and salary band, which can be used by life insurance companies for comparing their overall group life experience to that of the industry. The second set of mortality rates were age-, industry-and salary-band-specific mortality rates for both males and females, which could be used to price group schemes.
6.3
Overall the graduation of the aggregated data gave good fits except for females for ages from 59 to 63, where there were significant deviations in the crude rates at some ages. From the comparisons of the graduated rates with the mortality rates of insured lives and the population as a whole, below age 60 the rates are ranked as expected, the mortality of members of group schemes being higher than those of insured lives and lighter than the general population. Furthermore, females exhibited lighter mortality than males. However, above age 60, the graduated rates tend to level off and even fall below those of insured lives, possibly as a result of selection due to early retirement, ill-health retirement and the healthy-worker effect. Further investigations are needed in order to understand better the causes behind this selection effect and the effect it has on the pricing of group schemes.
6.4
As far as the age-, industry-and salary-band-specific mortality rates are concerned, whilst the overall fit was statistically significantly different from the observed rates, probably because of heterogeneity within industry groups, the graduated rates still adhere reasonably well to the mortality trends exhibited by the observed data. More importantly, the graduated rates are consistent with expected mortality patterns by salary and industry, so that mortality decreases with an increase in salary and increases with a movement from light to heavier industries. Furthermore, the age pattern of mortality observed in the lowest salary bands is similar to that exhibited by the general population, whereas mortality rates in the highest salary bands are similar to those exhibited by insured lives, which is reassuring.
6.5
One concern with the use of industry as a risk factor as opposed to occupation is that the contributing companies classify industries differently and the allocation of schemes to industry groups is a fairly subjective exercise. It is quite possible that, as a result of this difference, the people in a particular sub-population are not perfectly homogeneous. This could explain why the graduated rates are overestimating or underestimating mortality over certain age ranges in certain sub-populations. The way in which industry classification affects the underlying mortality rates requires further investigation. Other possible reasons for the differences between the graduated and observed rates, over certain age ranges in certain sub-populations, may be over-graduation and the choice of the functional form of the model used to graduate the data.
6.6
Whilst these mortality rates do not include the risk factors for occupation and geographic region, which are also taken into account in pricing group schemes, it is envisaged that future data collected will include fields for occupation and more accurate data collected on geographic region of employment to help improve the pricing of group schemes. REFERENCES Beard, RE (1971 Chi 87 57, 25 87, 89 60, 70 66, 40 72, 17 37, 37 60, 22 80, 11 38, 81 56, 23 70, 85 82, 83 57, 86 40, 83 CV (at 5% significance) 41, 34 41, 34 41, 34 41, 34 41, 34 41, 34 41, 34 41, 34 41, 34 37, 65 41, 34 41, 34 41, 34 41, 34 40, 11 Standard deviations TS 7, 98 5, 24 22, 41 4, 85 6, 02 7, 98 4, 46 8, 76 13, 44 4, 07 9, 54 24, 76 30, 61 3, 29 7, 59 CV (at 5 % significance) 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 14,07 Signs TS upper bound) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) Grouping of signs Chi 72 84, 41 35, 15 31, 35 62, 13 50, 66 76, 87 49, 23 36, 70 29, 55 44, 90 104, 99 54, 51 36, 37 28, 43 CV (at 5% significance) 42,56 42,56 42,56 42,56 41,34 42,56 41,34 41,34 37,65 18,31 41,34 42,56 42,56 38,89 (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) (14;27) Grouping of signs 
GOODNESS-OF-FIT AND INFORMATION-CRITERION STATISTICS
APPENDIX C STATISTICAL TESTS FOR GRADUATED RATES BY INDUSTRY GROUP AND SALARY BAND
APPENDIX E TABLES OF THE GRADUATED RATES
This appendix presents the graduated rates by sex which have been rounded to 7 decimal places. 
