














 2．理   論
 2．1定義と仮定と記号
 κ＝（κ1，κ・，．．．，κ、）で確率変数X＝（X1，X・，．．．，X、）の実現値を表す．Xの確率密度関数を
（2．1）        9、（κ）＝！、（κ1θ＊）＝n！（κ一θ＊）
                         ゴ＝1
とする．ただし！はパラメータベクトルθ∈θを持つモデルとする．このパラメータの最尤推
定値θは対数尤度
                      η（2．2）              Z、（θ）＝；Σ；1og！（κ｛1θ）
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を使って，平均対数尤度のθ＊のまわりでのTay1or展開が近似的に
（…）     狩（θ）一／才（θ＊）一号11θ一θ＊112
と表される．適当な正則条件のもとで，最尤推定値θは漸近正規性
 （2．6）       π（θ一θ＊）→M（O，∫；’） （m→∞）
を持ち，大数の法則から
（…）   ÷陽1桝一÷鵜・1…（ル11）1ぴ
（…）     一亙・［幕1…（・ll）1肝一一∫・
がm→∞の極限で成立する．m→∞でθ→θ＊となることから，
（・・）    ÷［劉、一イ・（・一∞）
も成り立ち，このことを使って最尤推定値θのまわりで対数尤度をTay1or展開して近似式
（・…）     み（θ）一み（∂）一号11θ一∂112
を得る．
 パラメータ空間を
 （2．11）            θ。⊂θ
なるθ尾に制約したモデルをMODEL（后）で表す．このモデルのパラメータの最尤推定値θ尾は
 （2．12）                Z、（θ尾）＝max7”（θ）
                       θ∈θ点
を満たす．θ∈θ尾のもとで平均対数尤度を最大化するパラメータθ孝は
 （2．13）                Z才（θ君）＝maxZ才（θ）
                       θ∈θ角
（・…）       一な（θ＊）一号11θ才一θ＊112
を満足する．θ孝はMODEL（々）の申で最もよいパラメータの値である．任意のθ∈θ島に対し
て，
（2．15）I@     llθ一θ＊112＝llθ一θ才112＋i1θダθ＊i12
と
（・…）     1才（θ）一鮒）一号11θ一θ列12
が成立する．同様に’∂と氏と任意のθ∈θ尾に対して，
（2．17）       llθ一∂112＝llθ一氏112＋l1島一∂112
が成り立つ．パラメータ空間θ島の次元をm尾で表すことにしよう．漸近正規性から，mllθ周
一θ才112が自由度m。のλ2分布に従う確率変数になり，誤差評価







（・川   舳一舳）一サー÷／・l1砿一例1・一・l／
と書き直せる．λ2分布の性質から1／2・｛m llθ才一θ局112－m左｝の平均は0，分散はm為／2であり，
期待平均対数尤度は





      帆H1（∂）一号1砿一引12
        －／1（6）一号11θ君イ12・号11θ才一∂1：12
        －／1（∂）一号11θ才一θ＊・θ＊一∂i12・号11θ孝一∂l112
        －／1（∂）一号11θ＊一∂llL・（θ才一θ＊）∫・（θ＊一∂）τ
         一号11θ孝一θ＊11書・号11θ差一∂l112
        一ん（θ＊）一・（θ才一θ＊）∫・（θ＊一∂）τ一号1θ才一θ＊12・号11θ才一∂l112
        一舳＊）一号1θ才一θ＊112・み（θ＊）一狩（θ＊）
         一・（θ才一θ＊）∫・（θ＊一∂）τ十号ilθト砿112
（…1）  一／才（鉗）・／・（θ＊）一1才（θ＊）一・（θ才一θ＊）∫・（θ＊一∂）・号11θ才一氏112・
従って，A∫αは
       ノ4∫C々＝一2Z、（θ庖）十2m伽
 （2．22）          ＝一2Z才（θ才）十m伽一2｛7、（θ＊）一Z才（θ＊）｝十2m（θ君一θ＊）∫＊（θ＊一θ）τ
           一｛mllθガθ左112－m尾｝
と表される．明らかに，等式
 （2．23）      亙｛〃α｝＝一2Z才（θ君）十肌：一2亙｛Z才（θ左）｝




 （2．24）           ノ1∫C5一ノ4∫C々＝一2Z才（θ戸）十2Z才（θ君）十2m（¢＊一θ彦）∫＊（θ＊一θ）．
が成立する．この量の平均と分散は，それぞれ，
（2．25）        m11耕一θ＊112－m11θ才一θ＊112
と
 （2．26）                               4m11劣＊一θ才112
で与えられる．この見積りはθの漸近正規性から導かれる．〃C5と〃C。の差の標準偏差は





（2．28）    肌L＝一2z才（θ。）＝一2z才（θ差）十m。十｛mllθrθ才112－m。｝
で定義しよう．亙LLが小さいほどパラメータθ・で決まる分布は真の分布に近いことになる．
θ才＝餅の場合には，
     亙LL5一五五L＝（m5－m々）十｛m l1耕一引12－m5ト｛m llθ才一θ局112－mゐ｝
と
 （2．29）     λ∫C5－A∫Cゐ＝（mゴーm尾）十｛m llθ才一θ局112－m尾｝一｛m l1耕一島112－m5｝
から，











                       后 （3．1）          ツFΣ柵αチ十ε1
                      5＝1
で生成した．m＝100，α＊は，7番目と8番目の要素が0．3，他はすべてOのベクトルとした．
 このデータに確率密度関数






































240 260    280    300    320    340
 ELL｛5，6，7．8，9，10．11－2〕
















240 260    2目0    300    320    340
 ELL｛5．6．7，8，9，10．11．12〕
  Case ll1
















240 260    280    300    320    340
 ELL｛5．6．7．8．9110，11，12〕














































240 260    280    300    320    340
  ELL｛8．9．10．11〕
  Case111
260     280     300     320     340
 ELL｛1．2，3．4．5．6．7，8〕















240 260    280    300    320    340
  ELL｛9．10．11．12〕
260    280    300    320    340
 ELL｛1，2．3．4，5．6．7．9｝




























．40     ＿20     0      20     40
  ELL｛7．8．9．10〕一ELLO






一40     －20     0      20     40
  ELL｛1，2，3，4，5，6．7，8〕一ELLO







一40     －20     0      20     40
  ELL｛日．9，10，11〕一ELLO
















’40    ．20     0     20
  ELL｛9．10．11．12〕一ELLO












































240 260    280    300    320    340
 ＾lC｛5．6．7．8．9．10．11，12〕
  Case ll1
260    280    300    320    340
 ＾lC｛5，6，7，8．9．10．11112〕














240 260    280    300    320    340
 ＾lC｛5，6．7．8．9．10．11．12〕
260    280    300    320    340
 ＾lC｛5．6．7，8．9，10，11，12〕


























240    260    280    300    320    340
     ＾lC｛5，6，7．8，9．10，11，12〕









240    260    280    300    320    340
     ＾lC｛5，6，7．8．9．10．11，12〕




























240    260    280    300    320    340
     ＾lC｛5．6．7，8．9．10．11．12〕
       Case V
240 260  280    300    320
＾lC｛5，6．7，8，9．10．11，12〕
      図6．
240 26ボ280 300 320
 ＾lC｛5．6．7，8．9，10．11，12〕
    Case V1
340
 340                             240    260    280    300    320
                        ＾1C｛5．6，7，8，9，10，11，12，
「〃Cの真値」のbootstrap推定．
 （2．19）カ・ら
（…）   亙γ1・・〃1θ才）一亙・，11・・〃1∂1（x））・号
が得られる．B00tstrap標本γ†に関しても同様に





 （4．3）          亙γ・1ogム（γ†1θ2）＝max亙γ11ogム（γ†1θ）
                       θ∈θ角
で定義されるが，bootstrap標本に関して
 （4．4）                  亙γ寸1og九（γ†1θ）＝1og九（κ1θ）
が成立するからθ2＝θゐ（κ）となり，（4．2）式は，結局
（…）   1・・〃瓦（κ））一亙・・，1†1・・〃†1∂・（Xf））・サ
に帰着する．（2．21）から得られる
（…）   亙・1・・！1（X1乱（X））一亙11・・〃1θ差）・サ
と（4．1）式からλ∫α＝一2109ム（κ1θ尾（κ））十2m角が
 （4．7）                     一2亙x，γ1ogム（γ1θゐ（X））
のまわりに分布することが導かれる．同様にbootstrap標本から計算される
             A∫α＝一21ogム（X†1θ局（X†））十2m島
は一2亙x1，γ11ogム（γ↑1θ（X†））のまわりに分布する．これは（4．5）式から
             一21og九（κ1θ尾（κ））十m島＝A∫α一m尾
に等しい．、結局
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0n Variance／Covar皐ance of A∫C’s
         Makio Ishiguro
（The Institute of StatisticaI Mathematics）
   Mu1tivariate distribution of〃C’s of mode1s is discussed．Especia11y the attention is
focusedonthetheoretica1varianceofthedifferenceofA∫C’s．Ahigherorderbehaviorof
λr is a1so discussed．A“Bootstrap estimation procedure ofλr”is proposedto provide
a visua1expression of the variance of A∫C’s．A numerica1examp1e is given．
Key words：
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λr，variance，higher order behavior，error assessment，statistical mode1，mode1
