ABSTRACT Typical still action recognition methods rely on human body part detection and object detection. However, current human body part detectors and object detectors are far from perfect, leading to a negative impact on subsequent spatial relation learning of human-object interactions (HOIs). Bag-of-features (BoF)-based methods go beyond such modeling paradigms, but they do not achieve the state-of-the-art accuracies. In this paper, we propose two still action recognition methods that model HOI layouts by image hierarchical representation, rather than explicitly constructing HOI relations. The first method encodes a dense set of SIFT features using Fisher vectors, where an image is divided into increasingly fine regions with the spatial pyramid. The second method takes recent pretrained deep networks as feature execrators, where an image is divided into overlapped regions. The improvement effect of the hierarchical representation is proven by extensive comparison experiments. Our methods are very simple and easy-to-use, which remarkably outperform those BoF-based methods and complicated human-centric methods. To the best of our knowledge, our methods achieve the highest accuracies to date on the Sports, PPMI, and extended PPMI data sets.
Still action recognition is essentially a structured pattern inference problem. Current methods can be broadly categorized into two groups. The first group decompose action recognition into a few sub-problems [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , e.g., human pose estimation, silhouette estimation, semantic structure recognition, object detection, and spatial relation learning of Human-Object Interactions (HOIs). Naturally, these subproblems are not isolated, e.g., human poses and related objects can serve as mutual context to each other [14] : correctly recognizing one facilitates the recognition of the other. For this group, human-centric modeling is the most salient characteristic, because humans usually serve as an anchor for localizing the related objects and defining the HOI spatial relations.
The second group incline to treat action recognition as an ordinary scene recognition problem [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , and Bag-of-Features (BoF)-based methods [27] [28] [29] [30] [31] [32] [33] [34] are representative work. Our methods also fall into the second group. For this group, action distinction modeling is achieved by region feature pooling, rather than explicitly constructing HOI configurations. The spatial pyramid [34] is initially proposed for recognizing scene categories based on approximate global geometric correspondence. It is a classical extension of the orderless BoF image representation. Following the same spirit, it has been introduced to BoF-based action recognition [27] [28] [29] and Vectors of Locally Aggregated Descriptors (VLAD)-based action recognition [35] . Still action recognition is essentially a special case of general object recognition that involves humans or/and HOIs. The most significant difference between still action recognition and general object recognition is that the former additionally requires human detection or/and HOI learning, so the spatial pyramid is particularly meaningful for still action recognition, especially for recognizing different actions but with similar scene categories, e.g., tennis forehand and tennis serve.
B. COMPARISON OF THE TWO GROUPS OF METHODS
Overall, the first group are targeted at characterization of HOI configurations, whereas the second group attach more importance to the description of image regions. The first group generally require more annotations for training, e.g., human joint locations [14] [15] [16] [17] [18] and pixel-level silhouettes [19] . The second group are weakly supervised in that they typically need one bounding-box annotation per action instance [27] [28] [29] [30] [31] . In practical applications, weak supervision means less laborious and time-consuming manual work. This is the first reason that we decide to explore the second group of methods.
The second reason is that the first group of methods may be only applicable to restrictive actions. Yang et al. [16] and Hu et al. [39] proposed exemplar representation-based methods, the latent assumption of which was that different instances of the same action can be characterized by a few atomic human poses, e.g., playing golf. Nevertheless, when encountering actions with large variations, e.g., repairing bikes, the methods may not work well. In contrast, the second group equally treat all actions and thus have a wider applicability. Moreover, they are more resistant to occlusion and articulation of human limbs.
Human body part detectors and object detectors are usually used to initialize action models, but the resulting output of existing detectors is not reliable enough to satisfy the requirement of still action recognition, e.g., the widelyused Deformable Part Model (DPM) [5] detector is even not ensured to always output a bounding-box. Prest et al. [21] systematically studied the detection performance of a combined detector (FB + F + UB1 + UB2) that integrated one full body detector (FB), one face detector (F), and two upper body detectors (UB1 + UB2). Under the criterion of the Intersection-Over-Union (IoU) with a ground-truth annotation, the average precision of the UB2, F, UB1 + FB, and FB + F + UB1 + UB2 was only 0.45, 0.1, 0.58, and 0.63, respectively. In [27] , when a human bounding-box was not available, the detection with the maximum score over the entire image was used as the replacement result. Sener et al. [32] adopted the top region of a human boundingbox as the face area when no face was detected in an image.
Both of the first group and the second group rely on human body part detectors, but the reliance of the second group is generally less than that of the first group. As previously stated, the first group of methods may need to annotate human poses or silhouettes at the training stage. Accordingly, they need the detectors to estimate human poses or silhouettes at the test stage. Human-centric methods like [14] and [21] also require object detection. Obviously, the tasks like human pose and silhouette estimation are more challenging than human detection that is often needed by the first group.
Arguably, the second group reduce the reliance on the human body part detectors and object detectors to a minimum. This is the third reason that we prefer the second group.
C. MAIN CONTRIBUTIONS
In short, our methods model HOI configurations by the hierarchical representation. Although the hierarchical representation has been extensively explored in existing methods [20] , [27] [28] [29] , [35] , [39] , these methods do not achieve state-of-the-art accuracies. The main cause is the limitation of their feature extraction and encoding approaches. Current feature extraction approaches include traditional machine learning-based ones and deep networks-based ones. Our first and second methods are built on traditional machine learning and deep networks, respectively. The main contributions of our work are three-fold:
• The BoF and the VLAD have been applied to still action recognition. Fisher vector encoding is actually an extension of the two [40] [41] [42] [43] [44] [45] , but its effectiveness has not been assessed for still action recognition. In view of this fact, we use a Fisher vector to encode a dense set of SIFT [46] features extracted from each image region, where the image is hierarchically divided by the spatial pyramid. Consequently, each region is described by a compact and fixed-length signature, i.e., the Fisher Vector. The Fisher vectors corresponding to all the regions are concatenated into a single feature vector and then fed into a linear Support Vector Machine (SVM).
• Given the prevalent trend in computer vision, it is natural to apply deep networks to still action recognition. Because current small-scale datasets are insufficient to train a data-hungry deep network, researchers resort to some classical pretrained deep networks under the framework of transfer learning. Gkioxari et al. [38] took the pretrained RCNN [47] as the starting point and then performed task-specific fine-tuning. Zhang et al. [22] and Sharma et al. [31] used the pretrained VGG16 [48] as a feature extractor. As the fast development of deep network techniques, new high-quality networks continue to emerge. In this paper, we evaluate the feasibility of eight recent networks for still action recognition, including the VGG19 [48] , Inception v1 [49] , Inception v2 [50] , Inception v3 [51] , Inception v4 [52] , ResNet v1 [53] , Inception ResNet v2 [52] , and NASNet [54] . These networks are originally designed for general object recognition, so they need to be repurposed. To this end, the input is changed from an entire image to hierarchically divided image regions. The output of the penultimate layer, i.e., the input to the logits layer, serves as the final extracted features, and then is fed into a linear SVM. To the best of our knowledge, this is the first work that evaluates so many pretrained networks in the context of still action recognition.
• We design variants of the two proposed methods in order to offer insights into the improvement effect of the hierarchical representation. Through extensive comparison VOLUME 6, 2018 experiments, we explore some related problems, e.g., strengths and weaknesses of the two methods, their performance difference when they are applied to ordinary action recognition and fine-grained action recognition, and whether the improvements with regard to the eight deep networks for object recognition are equally effective for still action recognition. There has been little such work before.
The rest of the content is organized as follows. Section II introduces related studies on still action recognition. Our methods are elaborated in Section III. Various experiments on public datasets are performed in Section IV. Finally, conclusions are presented in Section V.
II. RELATED STUDIES
We introduce related studies from perspectives of human body part detection, annotations, feature descriptors, classifiers, and hierarchical representation. Readers can refer to a recent still action recognition survey for a more comprehensive overview [1] .
A. HUMAN BODY PART DETECTION
Human pose estimation is a special case of human body part detection. Its objective is to detect spatial configurations of human limbs. The greatest challenges lie at clothing changes, limb articulation, complex backgrounds, occlusion, etc. Human pose estimation relates to still action recognition in two manners. Human pose estimation and still action recognition can be combined in a cascade way: the human pose estimation result is applied to initialize the action recognition model. The methods like [14] and [15] are in line with the two-step modality. In the second manner, human pose estimation and still action recognition are integrated together and simultaneously accomplished [16] .
Full body, upper body, and face detectors have been separately or jointly used in action recognition. Yao and Fei-Fei [13] and Sener et al. [32] used a face detector, whereas Prest et al. [21] and Khan et al. [29] used a combination of one face detector, two upper body detectors, and one full body detector. Among various detectors, the DPM [5] is most popular. It provides a unified framework for object detection [14] , [15] , [17] and human body part detection [14] , [21] , [28] , [29] .
B. ANNOTATIONS
Annotations and supervision are two closely related concepts: more annotations mean stronger supervision. According to the extent of supervision, still action recognition methods can be classified into three categories. The first category requires annotations at both of the training and test stages, e.g., Yang et al. [16] and Khan et al. [29] assumed that humans had been centered in the middle of an image. The second category requires annotations only at the training stage [14] . Action instances are localized with the aid of human body part detectors at the test stage. The third category does not need annotations at the two stages [21] , [22] , i.e., only imagelevel labels are required at the training stage.
The form of the annotations includes human boundingboxes [23] , [27] [28] [29] [30] [31] [32] , [37] , [38] , semantic parts [20] , [24] , human joint locations [14] [15] [16] [17] [18] , human silhouettes [19] , etc., where the semantic parts mean local discriminative structures of human bodies or HOIs. Typical semantic parts-based work is poselet-inspired methods [20] , [24] . The initial poselet is proposed by Bourdev et al. [7] , [8] , which refers to human body parts that are tightly clustered both in configuration space and appearance space.
In theory, our methods rely on human bounding-box annotations at the training stage and a human detector at the test stage. The supervision is stronger than the methods like [14] [15] [16] [17] [18] [19] , but weaker than the methods like [21] and [22] . To remove the influence of human detectors, we assume that humans have been correctly detected. Actually, we do not introduce our own annotations in the following experiments, because humans in our evaluation datasets have been roughly cropped. We only need to follow standard protocols, so the comparison is fair at least for benchmark methods.
C. FEATURE DESCRIPTORS
Traditional descriptors such as the HOG, SIFT, GIST, LBP, and SURF are widely used in still action recognition. The HOG is applied to [16] , [19] , [23] , and [24] and the SIFT is applied to [12] [13] [14] , [27] , [30] , and [33] . Multiple descriptors used jointly in the same method can be found in [21] , [29] , [31] , and [32] . Convolutional Neural Networks (CNNs) obtain a tremendous success in constructing deep models. The most significant difference between traditional descriptors and CNNs is their learning mechanism: CNNs learn features in an end-to-end manner, whereas traditional descriptors rely on hand-crafted design. The core of CNNs extracting features is to optimize the weights and biases of the convolution kernels, which requires a considerable number of training samples. However, still action recognition is a problem with strong customization. Annotating a large-scale dataset to adapt to each specific application is undoubtedly a high-cost task.
Fortunately, existing studies demonstrate that a pretrained deep network has the potential to be repurposed, i.e., a deep network with good initialization parameters may be generalized well to similar applications. Based on this fact, researchers have attempted some pretrained deep networks for still action recognition [22] , [31] , [38] , e.g., the VGG16 [48] , AlexNet [55] , RCNN [47] , and Fast RCNN [56] , but these networks are released early. New techniques are continuously developed and applied to network architecture optimization, e.g., residual learning [53] . Recently released deep networks have shown better performance than the previous ones such as the VGG16 in the ImageNet Large Scale Visual Recognition Competition (ILSVRC). The performance of the recent networks is unknown when they are repurposed for still action recognition, which becomes an important motivation that we conduct this work.
Traditional features and CNN features are complementary in many aspects, so they may be simultaneously used in the same method. Zhang et al. [22] proposed a method that combined SIFT and VGG16 features. Sharma et al. [31] presented an expanded part model that involved SIFT, AlexNet, and VGG16 features. As far as our methods, the first one uses SIFT as local descriptors, and the second one uses deep CNN features. The two classes of features are compared under the framework of the hierarchical representation.
D. CLASSIFIERS
The SVM is the most prevailing classifier among traditional machine learning-based action recognition methods [13] , [16] , [20-[25] , [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] , [38] . The latent SVM used in the DPM [5] influences the overall modeling solution of the methods like [16] , [23] , [27] , [30] , [31] , and [37] . Probabilistic models, e.g., conditional random field [14] , [15] and Bayesian framework [19] , [26] , have also been explored. Ko et al. [18] proposed a two-layer poselet-based model, where the random forest was introduced as a classifier. Yao et al. [12] utilized the elastic-net to learn bases of action attributes and parts. Gkioxari et al. developed two action recognition methods, one [38] was built on RCNN features and used the SVM as a classifier, and the other one [37] was built on Fast RCNN features and used the soft-max as a classifier. Liang et al. [17] applied a deep belief net to action recognition. The classification task was accomplished by logistic regression. In most cases, existing classifiers for still action recognition are empirically determined. We used the popular SVM as a classifier, because it can efficiently handle feature vectors with high or low dimensionality. We did not attempt other classifiers with the expectation of optimization.
E. HIERARCHICAL REPRESENTATION
The hierarchical representation is a very common strategy in computer vision, but not limited to the field of still action recognition. It is essentially a way to combine temporal and/or spatial features. For still action recognition, the hierarchical representation is introduced to model human or HOI spatial layouts.
As a specific example of the hierarchical representation, the spatial pyramid is most widely used. Khan et al. [28] investigated potentials of color for action classification and detection, where the color descriptors were constructed with the spatial pyramid and BoF histograms. Delaitre et al. [27] studied action recognition using the spatial pyramid BoF representation as well as its combination with the partbased latent SVM approach of Felzenszwalb et al. [5] . Hu et al. [39] presented an exemplar-based method, and the HOI descriptor was formulated by spatial pyramid histograms of features extracted from humans and an entire image. Khan et al. [29] proposed a gender and action recognition method that combined information from full-body, upperbody, and face regions. Each body part was described by spatial pyramid BoFs. Zhao et al. [20] proposed a discriminative region selection-based model, where an image was represented by a four-level spatial pyramid. Yan et al. [35] proposed a method in which VGG16 features were encoded by the VLAD and the spatial pyramid.
The performance of these hierarchical representationbased methods has been outdated. In this paper, we reassess the effectiveness of the hierarchical representation. In our first method, we use the same three-level spatial pyramid as [27] [28] [29] . In our second method, we utilize a two-level image division strategy with overlapped regions, which is different from existing methods.
III. PROPOSED METHODS
In this section, we propose two still action recognition methods with the hierarchical representation. The first method and second method are elaborated in subsection A and subsection B, respectively.
A. FISHER VECTOR ENCODING-BASED METHOD
The schematic pipeline of our first method is shown in FIGURE 1. We first introduce how to encode a dense set of SIFT features extracted from a single image region by a Fisher vector in detail. The Principal Component Analysis (PCA) on the SIFT features and the normalizations on the resulting Fisher vector are then introduced. Finally, the spatial pyramid is applied to our first method, i.e., an image is hierarchically divided into increasingly fine regions, and each image region is represented by a single Fisher vector as the previously described steps.
1) SIFT FEATURE ENCODING BY FISHER VECTORS
X = {x t |t = 1, 2, . . . , T , x t ∈ X } is a set of D-dimensional local descriptors extracted from an image region. u λ is a probability density function which models the generative process of the elements in X . λ = [λ 1 , . . . , λ M ] T ∈ R M denotes the vector of M parameters of u λ . The score function G X λ ∈ R M is defined by the gradient of the log-likelihood of the data on the model:
According to the theory of information geometry, a parametric family of distributions U = {u λ , λ ∈ } can be regarded as a Riemann manifold M with a local metric given by the Fisher information matrix F λ ∈ R M ×M :
Because F λ is positive semi-definite, it has the Cholesky decomposition
In this way, the Fisher vector aggregates the local descriptors into a single vector representation. In essence, G X λ characterizes X by the deviation from u λ . The deviation describes VOLUME 6, 2018 the contribution of λ to the generative process. Assuming that the local descriptors are independent, we can rewrite (3) as
Under the independence assumption, the Fisher vector is a sum of normalized gradient statistics for each descriptor.
We choose X as a dense set of SIFT features with D = 128, and u λ as a Gaussian Mixture Model (GMM) with K = 64 components. Accordingly, λ = {w k , µ k , k , |k = 1, . . . , K } where w k , µ k , and k are respectively the mixture weight, mean vector, and covariance matrix of the k-th Gaussian component u k . k is assumed to be a diagonal covariance matric, and σ k is the variance vector. The expectation maximization is a commonly-used algorithm to estimate GMM parameters about Fisher vectors by optimizing a maximum likelihood criterion [10] , [22] , [42] , which is adopted by our method.
Because of the weight constraint that the sum of {w k |k = 1, . . . , K } equals to 1, following [45] , we introduce α k to reparametrize w k using the soft-max formalism:
The gradients of x t w.r.t.
where γ t (k) is the soft assignment of x t to u k , which is also known as the posterior probability:
where the division and exponentiation of vectors should be understood as term-by-term operations. G X λ is given by
G X αk is a scalar, while G X µk and G X σ k are D-dimensional vectors. The final Fisher vector is the concatenation of G X αk , G X µk , and G X σ k (k = 1, 2, 3, ..., K ) with (2D + 1) * K -dimension. We note that (10), (11) , and (12) respectively compute the zero order, first-order, and second-order statistics. Compared to the BoF and the VLAD, the Fisher vector contains the higher-order statistics, and can be seen as an extension of the two [41] . Herein, we do not provide a derivation proof. Interested readers can refer to [40] [41] [42] [43] [44] [45] for more detailed theory and practice on the Fisher vector.
2) PCA ON SIFT FEATURES
The influence of the PCA on the local descriptors has been carefully studied [41] , [42] . The experiments demonstrated that dimensionality reduction remarkably improved the accuracy of image classification. Jegou et al. [41] explained two reasons for the improvement. First, decorrelated data can be fitted more accurately by a GMM with diagonal covariance matrices. Second, the GMM estimation is noisy for the less energetic components.
There is no universal rule or strict theoretical guidance to optimize PCA and GMM parameters, and how to select most suitable data for the parameter estimation. Jegou et al. [41] introduced an independent image set for learning PCA and GMM parameters. Zhang et al. [22] presented a global part model with GMMs. Through empirical examination and exploration, half of the GMMs were learned from foreground action masks, and the rest were from the background over all training images. Zhang et al. [36] proposed a VLAD method, where the codebook was learned from 0.2× training set. Sánchez et al. [42] and Yan et al. [35] performed extensive comparative experiments to study the best SIFT dimension reduced by the PCA.
To enhance the distribution consistency between the data used for the parameter estimation and the data used for generating training samples, different from Jegou et al. [41] , we did not introduce extra datasets. Inspired by Zhang et al. [36] , we used a small portion of training data to estimate PCA and GMM parameters at the cost of losing training samples that were fed into a classifier. We attempted three cases of 0.1×, 0.15×, and 0.2× training set on the Sports dataset [19] . The experimental results demonstrated that the 0.1× training set worked best. In this case, the dimension of the SIFT features was reduced from D = 128 to D = 50. The learned PCA and GMM parameters were applied to the SIFT features extracted from the remaining 0.9× training set and the test set, as FIGURE 1 shown.
3) FISHER VECTOR NORMALIZATIONS
To eliminate the effect of the descriptor size T , [41] normalizes the Fisher vector by
In fact, the independence assumption of the local descriptors is generally incorrect, especially when regions overlap. The power normalization [44] is a remedy to correct a posteriori for the negative effect,
where [· ] i denotes the i-th element of a vector. Perronnin et al. [44] observed that the l 2 -normalization was helpful to cancel-out the fact that different images contained different amounts of background information,
We adopted the three normalized techniques. In our experiments, the power coefficient ρ in (14) is set to be 0.5. We use the source code of the public VLFeat [57] to implement the Fisher vector.
4) SPATIAL PYRAMID
The spatial pyramid [34] consists in increasingly subdividing an image into a set of regions and pooling descriptorlevel statistics over these regions. We borrow this strategy to consider spatial information of HOIs. In our experiments, we attempted 1-level, 2-level, and 3-level spatial pyramids. For the i-th level of the spatial pyramids, an image is divided into i× i grids of cells, as shown in FIGURE 2. We compute one Fisher vector for each image region as the previously described steps. The Fisher vectors of all the regions are concatenated to be a single vector, and then fed into a linear SVM. The cost parameter of the SVM is set to be 1. The SVM is implemented by the public LIBSVM [58] . FIGURE 1 summarizes the entire learning and recognition process, where the upper part describes the training pipeline, and the lower part describes the test pipeline.
The 1-level spatial pyramid is actually equivalent to an entire image. It serves as a reference that the spatial information is completely ignored, or the spatial pyramid is not used. The 2-level spatial pyramid and the 3-level spatial pyramid are used to compare the effect of fine region division. We do not consider higher-level spatial pyramids, because in the case of the 3-level spatial pyramid, the dimension of the concatenated Fisher vectors has reached
For convenience of the following description, three variants of our first method with the n-level spatial pyramid (n = 1, 2, 3) are denoted as n-SPFV (Spatial Pyramid Fisher Vector).
B. PRETRAINED DEEP NETWORKS-BASED METHOD
The schematic pipeline of our pretrained deep networksbased method (2-pdnm, where 2 is the layer number of the hierarchical region division) is shown in figure 3 . Each color rectangle above the image denotes a divided image region. The red rectangle denotes the entire image or the first level of the spatial pyramid. In this subsection, hierarchical region VOLUME 6, 2018 division is first introduced. Related preprocessing on the pretrained deep networks is then introduced. The details on using the pretrained deep networks to achieve action classification are finally introduced.
1) OVERLAPPED IMAGE DIVISION
The original pretrained deep networks take an entire image as input. If we follow the same spatial pyramid strategy as the n-SPFV to divide an image, the resulting regions, especially those in the third level, are generally too small to feed into the networks, i.e., the upsampling rate is too large relative to the original image. Consequently, we divide the image into overlapped regions with two levels. The first level represents the entire image, as the leftmost image shown in FIGURE 4. In the second level, the border length of each divided region accounts for two-thirds of the entire image border length. The position of these regions (denoted as red rectangles) is shown as the right four images in FIGURE 4. In this way, we obtain a trade-off between the upsampling rate and the hierarchical representation.
2) PREPROCESSING
Before the divided regions are fed into the networks, they need to be preprocessed in order to satisfy the input requirements of different networks. We consider eight pretrained deep networks, including the VGG19, Inception v1, Inception v2, Inception v3, Inception v4, ResNet v1, Inception ResNet v2, and NASNet. They are released within recent four years. To some extent, these networks represent the state-ofthe-art deep learning techniques.
The preprocessing includes two aspects. The first aspect is size normalization, i.e., adjusting each region to a new size. Because the width and the height of all the new sizes are the same, we use one number to denote each new size. The second aspect is pixel-value normalization that involves two manners. The first manner is subtracting the mean RGB value computed on the training set. In our experiments, we set the mean RGB value as (123.68, 116.78, 103.94) that is learned from the VGG19 without optimization. The second manner is linearly adjusting the pixel values by 2 * (img/255) -1 so that the new pixel values range from -1 to 1, where img represents a 3-dimension image array. The first manner and the second manner are denoted as MS (Mean Subtracting) and LA (Linearly Adjusting), respectively. The preprocessing on the eight networks is summarized in TABLE 1, and all the settings are in accordance with the requirements of the corresponding network.
3) FEATURE EXECRATION AND CLASSIFICATION
The eight networks are originally designed for object recognition with one thousand categories. To repurpose them for still action recognition, the output should be redirected. We use the output of the penultimate layer, i.e., the input to the logits layer, as the extracted features. We take the VGG19 as an example to illustrate this. The architecture of the VGG19 is shown in TABLE 2, where some intermediate layers are omitted. The extracted features of the VGG19 are the output of the 18-th layer. We do not fine-tune the pretrained networks on action datasets. The first reason is that our evaluation datasets are too small to well support the gradient descent optimization, e.g., there are only thirty images per action in the Sports dataset [19] . The second reason is that we only treat the pretrained networks as a feature extractor so that the classifier selection can be independent of the pretrained networks. In multi-class recognition applications, fine-tuning often associates with a soft-max classifier. TABLE 3 lists the dimension of the extracted feature vector using the eight networks. Note that the dimension corresponds to one image region, so the final dimension of the five concatenated feature vectors extracted from the five divided regions (including the entire image) should be 5× counterpart listed in TABLE 3. The concatenated feature vectors are fed into a linear SVM that is implemented by the public LIBSVM [57] . The cost parameter of the SVM is set to be 1. The implementation of the feature extraction is built under the deep learning framework TensorFlow [59] .
To study the effect of the hierarchical representation, we consider a variant of the 2-PDNM: only the entire image is used for feature extraction, i.e., the overlapped four regions in the second level are discarded. For description convenience, the variant is denoted as 1-PDNM. The 1-PDNM and the 2-PDNM are jointly denoted as m-PDNM (m = 1, 2).
IV. EXPERIMENTS
We evaluate our methods on the Sports [19] , PPMI [13] , extended PPMI [14] , and Stanford40 [12] datasets.
A. SPORTS DATASET
The Sports dataset is introduced by Gupta et al. [19] , which contains six actions: cricket batting, cricket bowling, croquet, tennis forehand, tennis serve, and volleyball smash. We follow the standard protocol that thirty images are used for training and twenty images are used for test. The images in the dataset have been cropped and centered to contain mostly the human of interest. The experimental result of our methods and ten benchmark methods is listed in TABLE 4, where the upper two rows show the result of our two methods, and the lower two rows show the result of the benchmark methods. The m-PDNM is denoted by the corresponding pretrained networks, and each cell is filled with two accuracy numbers: the upper one corresponds to the 2-PDNM, and the lower one corresponds to the 1-PDNM. The best accuracy is highlighted by bold font. The structure of the following tables is the same as TABLE 4. The benchmark methods are arranged according to the order of their achieved accuracies. All the benchmark methods only use traditional features, i.e., none of them is built on deep models or uses pretrained deep features. 
1) SELF-COMPARISON ON N-SPFV
By comparing the 1-spfv to the 2-spfv (or the 3-spfv),
we can see that the accuracy dramatically boosts as the introduction of the spatial pyramid. In order to reveal the cause of the improvement, we construct confusion matrices of the n-SPFV, as shown in FIGURE 5. In particular, the tennis forehand and the tennis serve clearly show the effect of the spatial pyramid. Because the two actions have similar scene categories, the spatial layout of the SIFT features becomes especially important. When the spatial pyramid is removed, the two actions are easily confused. We can safely conclude that the spatial pyramid effectively enhances the HOI description.
The 2-SPFV and the 3-SPFV achieve similar accuracies. On the whole, the between-class variation of the actions in the Sports dataset is relatively large, so only partial pairwise actions are confused, which is reflected by the sparse confusion matrices. When the n-SPFV recognize the actions with large variations, the difference between rough region division (2-SPFV) and fine region division (3-SPFV) is not obvious. However, when recognizing the similar actions, e.g., the tennis forehand and the tennis serve, the 3-SPFV has advantages over the 2-SPFV.
2) COMPARISON BETWEEN N-SPFV AND BENCHMARKS
Compared to the BoF-based method [27] , the 2-SPFV and the 3-SPFV achieve superior performance. The improvement should owe to Fisher vector encoding, because [27] uses the same 3-level spatial pyramid and SIFT features as the 3-SPFV. The BoF only contains the zero-order statistics, whereas the Fisher vector contains the zero order, firstorder, and second-order statistics at the same time. The comparison between [27] and the 3-SPFV demonstrates that the high-order statistics also have a discriminative power, which agrees with the image retrieval observations given by Jegou et al. [41] .
Both of the 2-SPFV and the 3-SPFV work better than the human-centric methods [15] , [19] , [21] , [23] . The 2-SPFV achieves the same accuracy as the far more complicated method proposed by Yao and Fei-Fei [14] . The weaknesses of the benchmark methods [14] , [19] , [39] is that they rely on expensive annotations of human poses, whereas the 3-SPFV relies on annotations of human bounding-boxes which are cheaper to obtain. Compared to all the ten benchmark methods, the 3-SPFV is above average.
3) SELF-COMPARISON ON M-PDNM
From TABLE 4, we can see that the 2-PDNM outperforms the 1-PDNM for all the eight networks, which proves the effectiveness of the hierarchical representation. The most significant improvement corresponds to the Inception v1 with the increment range of 5 percent, and the least one corresponds to the VGG19, Inception ResNet v2, and NASNet with the increment range of 0.8 percent. On average, the improvement range of the hierarchical representation for the m-PDNM is smaller than that for the n-SPFV. The most possible reason is that the 1-PDNM extracting features by the CNN has preserved image-plane structures to some extent, whereas the 1-SPFV encoding SIFT features by the Fisher vector does not contain spatial information. Therefore, the gain of introducing the hierarchical representation for the n-SPFV is more obvious.
Among the 2-PDNM, the best accuracy is achieved by the ResNet v1 with the accuracy value 0.983, the worst one is achieved by the NASNet with the accuracy value 0.950, and the accuracy difference between the best one and the worst one is 3.3 percent. Both of the ResNet v1 and NASNet correctly recognize all the actions, except the tennis forehand and the tennis serve. Actually, the two similar actions are also most difficulty to recognize. As representative examples, the simplified confusion matrices of the ResNet v1 and NASNet are shown in FIGURE 6(a) and The internal comparison of the m-PDNM demonstrates that the advantage of a deep network for object recognition may not be kept when it is repurposed for still action recognition, e.g., the accuracy of the Inception v1, Inception v2, Inception v3, Inception v4, and Inception ResNet v2 on the ILSVRC increases in sequence, but the case changes on the Sports dataset, meaning that the improvement on the networks for object recognition is not always equally effective for still action recognition.
4) COMPARISON BETWEEN M-PDNM AND BENCHMARKS
As far as we know, the 2-PDNM pretrained on the ResNet v1 achieves the highest accuracy among existing publications. It outperforms the best benchmark methods [29] , [39] with 5.8 percent. Both of the n-SPFV and the ten benchmark methods are inferior to the 2-PDNM pretrained on any of the eight networks. We can also find that even the worst 1-PDNM pretrained on the Inception v1 obtains the same accuracy as the best benchmark methods. Although the methods [14] , [15] , [19] , [21] , and [39] explicitly construct complex HOI relations, they do not obtain competitive accuracies as the 2-PDNM. Therefore, a carefully designed HOI model does not necessarily work better than a simple model. The experiment on the Sports dataset shows that the eight networks indeed have the potential to be well generalized to still action recognition.
B. PPMI+ DATASET
The People-Playing-Musical-Instrument (PPMI) dataset is introduced by Yao and Fei-Fei [13] , which contains images of people interacting with seven classes of musical instruments: bassoon, erhu, flute, French horn, guitar, saxophone, and violin. For each musical instrument, there are images of people playing the musical instrument (PPMI+ dataset) as well as images of people holding the instrument but not playing it (PPMI-dataset). Following [13] , we accomplished two evaluation tasks. The first one is to classify seven activities of humans playing the instruments on the PPMI+ dataset, and the second one is to distinguish PPMI+ and PPMIimages for each instrument. In this subsection, we only discuss the first task. The second task is discussed in the next subsection.
The PPMI dataset provides original images and normalized images. The normalized images are obtained by cropping rectangle regions of the original images so that only the humans interacting with the musical instruments are preserved. We follow the standard protocol [13] : for each instrument, one hundred normalized images are used to train and one hundred normalized images are used to test. TABLE 5 lists the experimental result of the first evaluation task on the PPMI+ dataset, where the accuracy of the methods [5] , [34] is reported by Yao and Fei-Fei [13] .
1) COMPARISON ON N-SPFV
From TABLE 5, we can see that the accuracy of the 1-SPFV, the 2-SPFV, and the 3-SPFV increases in sequence, which validates the effectiveness of the spatial pyramid again. Compared to the result on the Sports dataset, the accuracy difference between the 2-SPFV and the 3-SPFV is much larger. The cause is that the between-class variation of the actions in the PPMI+ dataset is smaller than that in the Sports dataset, thereby increasing the confusion probability. The dense confusion matrices shown in FIGURE 7 prove this VOLUME 6, 2018 point. In the case of distinguishing similar actions, fine region division can markedly boost the discriminative capability. Note that from FIGURE 7(b) to FIGURE 7(c), not only the overall accuracy increases, but also the confusion matric becomes sparser, meaning that the number of the actions that are confused becomes small.
It is not difficult to find that the 3-SPFV outperforms all the four benchmark methods. The advantage of Fisher vector encoding over the BoF [27] remains on the PPMI+ dataset. From the Sports dataset to the PPMI+ dataset, the accuracy of the 3-spfv drops with 3.8 percent, whereas the accuracy of the bof-based method [27] drops with 9.9 percent. Hence, the bof-based method [27] is more sensitive to the betweenclass variation.
2) COMPARISON ON M-PDNM
For the 2-PDNM, the average accuracy on the Sports dataset and the PPMI+ dataset is almost the same (0.9665 vs. 0.9671), the best accuracy is achieved by the NASNet with the accuracy value 0.990, the worst one is achieved by the Inception v1 with the accuracy value 0.934, and the accuracy difference between the best one and the worst one on the Sports dataset is also similar to that on the PPMI+ dataset (3.3 percent vs. 5.6 percent). These statistics show that compared to the 3-SPFV, the 2-PDNM is more robust to the between-class variation.
one of the same conclusions drawn from the sports dataset and the ppmi+ dataset is that the hierarchical representation improves the m-pdnm pretrained on all the eight networks, without exception. The improvement range on the ppmi+ dataset is a little larger than that on the sports dataset (4.2 percent vs. 2.3 percent on average). Among all the methods, the best 2-pdnm pretrained on the nasnet outperforms the 3-spfv and the benchmark methods with a very large margin. The powerful feature extraction capability of the eight networks is proven on the ppmi+ dataset again.
Contrary to the result on the sports dataset, the nasnet works better than the resnet v1 on the ppmi+ dataset. The confusion matrices of the nasnet and resnet v1 are shown in figure 6(c) and figure 6(d) . Due to the limitation of space, the confusion matrices of the n-spfv and m-pdnm will not show any more. Currently, empirical exploration still plays a very important role in deep network design, although some optimization techniques can be explained from the viewpoint of mathematical proofs, such as computational efficiency. Most optimization techniques are targeted at solving certain particular problems. The resulting effects on other aspects are unknown, e.g., residual learning [53] effectively alleviates the performance degradation as the number of network layers increases, but its effects on transfer learning can be only tested by experiments. That is why the advantages of a pretrained network are not always kept across all datasets. In other words, the performance of the m-pdnm is somewhat application-specific, e.g., the accuracy variation of the nasnet and resnet v1 on the sports and ppmi+ datasets.
C. PPMI+ DATASET AND PPMI-DATASET
the second evaluation task on the ppmi dataset is to distinguish ppmi+ (a person playing an instrument) and ppmi− (a person holding an instrument) images for each instrument. It is essentially a binary-classification problem. Table 6 lists the experimental result of our methods and four benchmark methods, where the accuracies of the methods [5] , [34] are reported by Yao and Fei-Fei [13] .
Although the action number of the second task is smaller than that of the first task (2 vs. 7), the action similarity of the second task is larger than that of the first task. Hence, it is difficult to say which task is more challenging. By selfcomparison on the n-SPFV or the m-PDNM, it can be seen that the boosting effect of the hierarchical representation remains. If the spatial pyramid is not used, the accuracy of the 1-SPFV is lower than the methods [13] , [27] . If the spatial pyramid is introduced, both of the 2-SPFV and the 3-SPFV outperform all the benchmark methods. For the m-PDNM, due to the introduction of the hierarchical representation, the accuracy is improved with 4.0 percent on average.
The n-spfv in this experiment achieves better accuracies than that in the last experiment, whereas the variation is just on the contrary for the m-pdnm: its accuracy drops visibly. The performance degradation may be ascribed to the task itself. Unlike the sports dataset and the ppmi+ dataset that are published for ordinary action recognition, the second evaluation task is actually designed for fine-grained action recognition that requires very subtle characterization for human poses and hois. However, the eight networks are originally trained by images of various ordinary objects with medium differences. The inconsistency between the source training data and the target task is at least an important cause. Therefore, we cannot hastily conclude that deep networksbased methods are weak in fine-grained action recognition. despite of this, the 2-pdnm outperforms the 2-spfv and all the benchmark methods.
D. EXTENDED PPMI DATASET
After the PPMI dataset was published, Yao and Fei-Fei [14] later extended the original dataset by adding five new musical instruments: cello, clarinet, harp, recorder, and trumpet. The extended PPMI dataset thus contains images of people interacting with twelve classes of the musical instruments. Because each musical instrument corresponds to images of people playing the instrument and images of people holding it but not playing it, there are twenty-four different actions in total. The standard evaluation manner on the extended PPMI dataset is no longer the aforementioned two tasks, but directly classifying the twenty-four actions. Following the evaluation protocol suggested by Yao and Fei-Fei [14] , for each musical instrument, one hundred normalized images are used to train, and one hundred normalized images are used to test.
The classification on the extended PPMI dataset is essentially a mixture of ordinary action recognition and finegrained action recognition, resulting that it is inconvenient to study the separate performance. That is why we emphatically analyze our methods on the original PPMI dataset. To compare with more benchmark methods, we also conducted the experiment on the extended PPMI dataset. TABLE 7 lists the experimental result of our methods and eleven benchmark methods, where the accuracy of the methods [13] , [34] , [61] is reported by Yao et al. [60] , and the accuracy of the method [28] is reported by Zhao et al. [20] . Among all the benchmark methods, only the method proposed by Yan et al. [35] uses pretrained deep features.
In this experiment, we do not repeat the same conclusions as the previous three experiments, e.g., the improvement effect of the hierarchical representation. The first biggest change in this experiment is that the pretrained networks have more influence on the accuracy. The best accuracy is achieved by the NASNet with the accuracy value 0.823, the worst one is achieved by the VGG19 with the accuracy value 0.717, and the accuracy difference between the best one and the worst one reaches 10.6 percent. This demonstrates that when one designs a pretrained networks-based action recognition method, attempting multiple networks may be a good improvement way. The method [35] uses pretrained VGG16 features, but it achieves a lower accuracy than the 2-PDNM pretrained on the NASNet. Herein, it is necessary to remind readers a fact that the framework of the 2-PDNM is totally different from that of the method [35] . In other words, the 2-PDNM is not the variant of the method [35] by simply replacing pretrained networks.
The second biggest change in this experiment is that the accuracy difference between the traditional machine learning-based methods [13] , [14] , [34] and the 2-PDNM gets much larger. Even the best traditional method proposed by Zhao et al. [20] is still inferior to the worst 2-PDNM pretrained on the VGG19 with 20 percent.
E. STANFORD40 DATASET
The Stanford40 dataset is published by Yao et al. [12] . It contains forty diverse daily human actions, such as brushing teeth, cleaning a floor, reading books, etc. The images within each action class have large variations in human pose, appearance, and background clutter. Following the evaluation protocol suggested by Yao et al. [12] , for each action class, one hundred images are used to train, and the remaining images are used to test. TABLE 8 lists the experimental result of our methods and eleven benchmark methods, where the accuracy of the method [61] is reported by Yao et al. [12] , and the accuracy of the method [34] is reported by Zhang et al. [36] . Among all the benchmark methods, only the methods proposed by Zhang et al. [22] and Rosenfeld and Ullman [25] use pretrained deep features.
In this experiment, the accuracy of the 2-PDNM pretrained on the NASNet ranks in the second place among all the methods. The method proposed by Zhang et al. [22] achieves the highest accuracy. The best traditional machine learningbased method is proposed by Abidi et al. [33] . Their method significantly outperforms the n-SPFV but is inferior to the 2-PDNM pretrained on the Inception v4, Inception ResNet v2, and NASNet. For the m-PDNM, the biggest change in this experiment is that the improvement effect of the hierarchical representation is not as obvious as the previous results. On the whole, the pretrained networks-based methods achieve better performance than the other methods. By comprehensive comparison of our methods across the five experiments, it can be concluded that the 2-PDNM pretrained on the NASNet works best, because it obtains the highest accuracy in the second, third, fourth, and fifth experiments.
V. CONCLUSIONS
In this paper, we propose two simple but effective still action recognition methods without need of human pose estimation and object detection. Our methods model HOI configurations by the hierarchical representation, and thus share similar strengths to the BoF-based methods, e.g., they have the potential to recognize general actions and do not rely on expensive annotations like human joint locations. Although the paradigm of the hierarchical representation has been studied, the accuracy of those methods has been out-ofdate. Our methods break the accuracy record on three public datasets and outperform the recent BoF-based methods and the human-centric methods. From all the experiment results, we summarize four important conclusions to highlight the significance of our work.
• The hierarchical representation contributes to the success of the two proposed methods. The representativeness of the two methods is that the n-SPFV is achieved by using traditional machine learning algorithms, whereas the m-PDNM is built on the pretrained deep networks. This demonstrates the wide applicability of the hierarchical representation, and the fact that designing a satisfactory action recognition method does not necessarily rely on explicit HOI models.
• The m-PDNM has dominant advantages over the traditional machine learning-based methods including the n-SPFV, BoF-based methods, and human-centric methods. The strengths of the m-PDNM stems from the powerful feature extraction capability and crossfield generalization capability of the pretrained deep networks. For the moment at least, deep networks-based modeling solutions are more attractive.
• When applied to ordinary action recognition, the m-PDNM is robust to the between-class variation, i.e., the performance variation is relatively small across different datasets. When it is applied to fine-grained action recognition, its performance degrades substantially. By comparison, the n-SPFV is not as sensitive as the m-PDNM to the difference between ordinary action recognition and fine-grained action recognition.
• Various techniques have been developed to optimize deep network architectures, e.g., reducing vanishing gradient. Their effectiveness is generally validated by object recognition, and the involved optimization techniques across the eight networks are also not exceptions. Consequently, the source training data and the target task are inconsistent for our methods. Our experiments show that when the pretrained networks are repurposed for small-scale still action recognition, the improvements are not equally effective.
