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Abstract
One considers a fractional stochastic process defined as the dynamics of a non-random fractional system subject to a Gaussian
white noise. One shows how the probability distribution of the random paths so generated can be obtained by combining path
integrals and the maximum entropy principle.
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1. Introduction
This short note results from the intersection of two remarks.
First. The usual Riemann–Liouville definition of fractional derivatives via integral is somewhat formal and to some
extent hides the physical meaning of this notion. Coming back to the definition via infinite fractional difference, one
can modify slightly this definition and then obtain a fractional calculus completely parallel to the standard one.
Second. This fractional differential calculus allows us to consider fractional stochastic processes as non-random
fractional dynamics with the usual Brownian motion as input, so avoiding manipulation of fractal noises, which is not
entirely easy from a theoretical point of view.
In the following, we shall see the kind of results one can so expect to obtain regarding the probability density of such
processes and the work is organized as follows. After a short background on modified Riemann–Liouville derivative
and fractional Taylor’s series, we shall show the equivalence between the two modelings of fractional stochastic
systems. Then we shall determine the path probability density of the fractional stochastic process so defined, and we
shall illustrate this result with an example.
2. Preliminary background on fractional Taylor’s series
2.1. Fractional derivative revisited
Definition 2.1. Let f : R→ R, x → f (x) denote a continuous (but not necessarily differentiable) function, and let
h > 0 denote a constant discretization span. Define the forward operator FW (h), i.e.
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FW (h) f (x) := f (x + h); (2.1)
then the fractional difference of order α, 0 < α < 1, of f (x) is defined by the expression
1α f (x) := (FW − 1)α f (x)
=
∞∑
k=0
(−1)k
(
α
k
)
f [x + (α − k)h], (2.2)
and its derivative of fractional order is defined by the expression
f (α)(x) ≡ d
α f (x)
dxα
≡ Dα f (x) = lim
h↓0
1α f (x)
hα
, 0 < α ≤ 1.  (2.3)
This definition is close to the standard definition of derivative (calculus for beginners), and as a direct result, the
αth derivative of a constant is zero.
Definition 2.2 (Riemann–Liouville Definition Revisited). Refer to the function of the Definition 2.1. Then its fractional
derivative of order α is defined by the expression
f (α)(x) := 1
Γ (−α)
∫ x
0
(x − ξ)−α−1( f (ξ)− f (0))dξ, α < 0. (2.4)
For positive α, one will set
f (α)(x) = ( f (α−1)(x))′, 0 < α < 1,
= 1
Γ (1− α)
d
dx
∫ x
0
(x − ξ)−α( f (ξ)− f (0))dξ (2.5)
and
f (α)(x) := ( f (n)(x))(α−n), n ≤ α < n + 1, n ≥ 1.  (2.6)
We shall refer to this fractional derivative as to the modified Riemann Liouville derivative.
With this definition, the Laplace transform L{} of the fractional derivative is
L{ f (α)(x)} = sαL{ f (x)} − sα−1 f (0), 0 < α < 1. (2.7)
Remark. To circumvent this defect, some authors [1,3] proposed to using rather the definition
f (α)(x) := 1
Γ (1− α)
∫ x
0
(x − ξ)−α f ′(ξ)dξ, 0 < α < 1, (2.8)
f (α)(x) := 1
Γ (n + 1− α)
∫ x
0
(x − ξ)n−α f (n+1)(ξ)dξ, n < α < n + 1, (2.9)
but we are reluctant to do so, for two reasons. First, according to this definition, the αth derivative, 0 < α < 1, would
be defined for differentiable functions only, whilst on the contrary, the very reason for using the fractional derivative
is exactly to deal with nondifferentiable functions! And second, at the extreme, this expression says that if we want to
get the first derivative of a function, we must beforehand have its second derivative! We believe that a definition via
finite difference can be of help to solve this pitfall.
2.2. Taylor’s series of fractional order
A generalized Taylor expansion of fractional order (F-Taylor series in the following) reads as follows:
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Proposition 2.1. Assume that the continuous function f : R→ R, x → f (x) has fractional derivative of order kα,
for any positive integer k and any α, 0 < α ≤ 1; then the following equality holds:
f (x + h) =
∞∑
k=0
hαk
(αk)! f
(αk)(x), 0 < α ≤ 1. (2.10)
where f (αk) is the derivative of order αk of f (x), and with the notation (which we shall use at will for convenience
in the following)
Γ (1+ αk) =: (αk)!.  (2.11)
Corollary 2.1. Assume that m < α ≤ m + 1, m ∈ N − {0} and that f (x) has derivatives of order k (integer),
1 ≤ k ≤ m; then,
f (x + h) =
m∑
k=o
hk
k! f
(k)(x)+
∞∑
k=1
h(kβ+m)
Γ (kβ + m + 1) f
(kβ+m)(x), β := α − m.  (2.12)
Useful relations
Eq. (2.10) provides the useful relation
1α f ∼= Γ (1+ α)1 f, 0 < α < 1, (2.13)
or in a differential form dα f ∼= Γ (1+ α)d f , between the fractional difference and finite difference.
Corollary 2.2. The following equalities hold:
Dαxγ = Γ (γ + 1)Γ−1(γ + 1− α)xγ−α, γ > 0, (2.14)
(u(x)v(x))(α) = u(α)(x)v(x)+ u(x)v(α)(x), (2.15)
( f [u(x)])(α) = f ′u(u)u(α)(x), (2.16)
= f (α)u (u)(u′x )α.  (2.17)
2.3. Integration with respect to (dt)α
The solution of the equation
dx = f (t)(dt)α, t ≥ 0, x(0) = x0, (2.18)
is defined by the following result:
Lemma 2.1. Let f (t) denote a continuous function; then the solution of Eq. (2.18) is defined by the equality∫ t
0
f (τ )(dτ)α = α
∫ t
0
(t − τ)α−1 f (τ )dτ, 0 < α ≤ 1.  (2.19)
For further details on these results see [6–8].
3. On the modeling of fractional stochastic processes
The standard right way to define (or to describe) stochastic processes of fractional order is to refer to the stochastic
differential equation
dx = ϕ(x, t)dt + ψ(x, t)db(t, a), (3.1)
where ϕ(x, t) and ψ(x, t) are two single-valued well behaved functions and b(t, a) is a fractional Brownian motion
defined as follows (see for instance [2]):
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Definition 3.1. Let (Ω , F, P) denote a probability space and a, 0 < a ≤ 1, be referred to as the Hurst parameter. The
stochastic process {b(t, a), t ≥ 0} defined on this probability space is a fractional Brownian motion ( f Bm)a of order
a when
(i) Pr{b(0, 0) = 0} = 1;
(ii) for each t ∈ R+, b(t, a) is an F-measurable random variable such that E{b(t, a)} = 0;
(iii) for t, τ ∈ R+,
E{b(t, a)b(τ, a)} = (σ 2/2)(t2a + τ 2a − |t − τ |2a).  (3.2)
Using Maruyama’s notation, Eq. (3.1) can be rewritten in the form
dx = ϕ(x, t)dt + ψ(x, t)w(t)(dt)α, (3.3)
where w(t)is a normalized Gaussian white noise, i.e. with E{w2} = 0, E{w2} = 1.
Defining the solution of such an equation gives rise to a considerable amount of theoretical problems, and to the
best of our knowledge, we have not yet at hand sound theory for this equation.
This is why, for an applied mathematics framework, we rather suggest describing these processes by the stochastic
differential equation
x (α)(t) = f (x, t)+ g(x, t)w(t), (3.4)
or, in a like manner,
dαx(t) = f (x, t)(dt)α + g(x, t)w(t)(dt)α (3.5)
which now pictures that it is the non-random fractional dynamics x (α)(t) = f (x, t)which is disturbed by the Gaussian
white noise w(t).
Eq. (3.1) yields
E{dx} = E{ϕ(x, t)}dt, (3.6)
E{(dx)2} = E{ψ2(x, t)}dt. (3.7)
Regarding Eq. (3.5), it is a little bit less obvious. First, multiplying both sides by α! ≡ Γ (1 + α), we get (recall
that dx = α!dαx , see section (2.13))
dx(t) = α! f (x, t)(dt)α + α!g(x, t)w(t)(dt)α. (3.8)
Next the fractional derivative of tγ , see (2.14), yields, with γ = 1,
dαt = Γ−1(2− α)t1−α(dt)α, (3.9)
or (on multiplying by α!)
dt = α!Γ−1(2− α)t1−α(dt)α. (3.10)
Using these results, we can then rewrite (3.8) in the form
dx = (1− α)!tα−1 f (x, t)dt + α!g(x, t)w(t)(dt)α, (3.11)
and we so obtain the equivalence with the model (3.1), by setting
(1− α)!tα−1 f (x, t) = ϕ(x, t), (3.12)
α!g(x, t) = ψ(x, t). (3.13)
In the following, we shall restrict ourselves to a special case of Eq. (3.4).
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4. Path probability of some fractional diffusion processes
We consider the one-dimensional stochastic differential equation
x (α)(t) = f (x, t)+ σw(t), 0 < α ≤ 1, (4.1)
where f (x, t) is a single-valued function, σ is a positive constant, and w(t) is a Gaussian white noise with zero
mean and unit variance. We assume that the process x(t) is observed on the finite time interval [0, T ] and that the
corresponding continuous probability density is defined as the limit:
p{x(t), 0 ≤ t ≤ T } = lim px,n(x(t1), x(t2), . . . , x(tn)) as τ ↓ 0, n ↑ ∞,
where for t1 < t2 < · · · < tn ,
tk − tk−1 = τ, k = 2, 3, . . . , n,
τ = T/(n − 1); t1 = 0, . . . , tn = T .
The discrete approximation scheme associated with (4.1) is
∆αxk = f (xk, tk)τα + σwk+ατα, (4.2)
and one can directly read that ∆αxk is a Gaussian variable with the conditional mathematical expectation
E{∆αxk |xk} = f (xk, tk)τα and the conditional variance Var{∆αxk |xk} = σ 2τ 2α . As a result, one has the conditional
probability density
p(∆αxk |xk) = 1
στα
√
2pi
exp
{
− (∆
αxk − f (xk, tk)τα)2
2σ 2τ 2α
}
. (4.3)
This can be thought of also as a result of the Jaynes maximum entropy principle [4,5].
We then have the joint probability
p(∆αxn, tn;∆αxn−1, tn−1; . . . ;∆αx1, t1)
= (2pi)−(n−1)/2(στα)−(n−1) exp
{
−(2σ 2τ 2α)−1
n−1∑
k=1
(∆αxk − f (xk, tk)τα)2
}
. (4.4)
Recalling that ∆x ∼= α!∆αx , the limit of this expression when τ ↓ 0 and n ↑ ∞ is
p{x(t), 0 < t ≤ T } = K exp
{
− 1
2σ 2
∫ T
0
(x (α)(t)− f (x, t))2(dt)α
}
. (4.5)
where K is a normalizing constant.
The fact that the value of K is not defined is not really a defect and does not prevent us from using this expression.
Indeed, the ratio of two values of the probability density function related to two different paths of the process x(t)
does not depend upon K and thus is useful for making a decision about which of them is the more probable.
Application example
The basic equation of stock exchange dynamics in mathematical finance is
dx(t) = x(µdt + σdb(t)), (4.6)
where µ and σ are two constants, and b(t) denotes a Brownian motion. An improvement of this model which is
gaining much attention is the equation
dx(t) = x(µdt + σdb(t, α)), (4.7)
where now b(t, α) is a fractional Brownian motion.
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In order to substitute the pair (dαx, db(t)) for the pair (dx, db(t, α)), we shall refer to Eqs. (3.12) and (3.13) which
yield
µx = (1− α)!tα−1 f (x, t),
σ x = α!g(x, t),
and therefore
x (α)(t) = µΓ−1(2− α)xt1−α + σΓ−1(1+ α)xw. (4.8)
Let us introduce the variable y(t) defined by the equality
dα y(t) = dαx(t)/x(t), (4.9)
and which yields
x(t) = Eα(y), (4.10)
where Eα(.) is the Mittag–Leffler function (see the Appendix)
Eq. (4.8) yields (see the Appendix)
y(α)(t) = µΓ−1(2− α)t1−α + σΓ−1(1+ α)w(t), (4.11)
and therefore the path probability density
p{y(t), 0 < t ≤ T } = K exp
{
−Γ
2(1+ α)
2σ 2
∫ T
0
(
y(α)(t)− µt
1−α
Γ (2− α)
)2
(dt)α
}
, (4.12)
and by virtue of (4.9)
p{y(t), 0 < t ≤ T } = K exp
−Γ 2(1+ α)2σ 2
∫ T
0
(
x (α)(t)
x(t)
− µt
1−α
Γ (2− α)
)2
(dt)α
 . (4.13)
5. Concluding remark
In order to describe stochastic processes of fractional order, we propose to use the pair (dαx(t), db(t)) instead of
(dx(t), db(t, α)) where x(t) is the state, b(t) is the Brownian motion and b(t, α) the fractional Brownian motion. The
main argument supporting this approach is that now, with the fractional Taylor’s series, we have at hand a fractional
calculus which is completely parallel to the standard one, in such a manner that one can avoid the manipulation of
b(t, α), and expect to duplicate directly and formally the theory available for the pair (dx(t), db(t)) [9].
Appendix. Some basic formulas inferred by fractional Taylor’s series
In this appendix we give some formulas which are direct consequences of our fractional Taylor series and which
can be of help for further calculation. One assumes that 0 < α ≤ 1.
Eα(t) =
∞∑
k=0
Γ−1(1+ αk)tk, Mittag–Leffler function
Dαtγ = Γ (γ + 1)
Γ (γ + 1− α) t
γ
dαt = Γ−1(2− α)t1−α(dt)α∫ t
0
y(τ )(dτ)α = α
∫ t
0
(t − τ)α−1y(τ )dτ, 0 < α ≤ 1∫ t
0
y(α)(τ )(dτ)α =
∫ t
0
dα y = Γ (1+ α)
∫ t
0
dτ = Γ (1+ α)t
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0
dατ = tΓ (α + 1)
y = Eα(x) ≡ x = lnα y∫ t
0
dατ
τ
= lnα t
Eα((x + y)α) = Eα(xα)Eα(yα)
(lnα(uv))1/α = (lnα u)1/α + (lnα v)1/α∫
(dt)α
t
= t
α−1 − 1
(α − 1)Γ (2− α)
dα y
dtα
= 1
Γ (2− α) x
1−α
(
dx
dt
)α
.
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