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NASH EQUILIBRIA VIA DUALITY AND HOMOLOGICAL
SELECTION
ARNAB BASU, SAMIK BASU, AND MAHAN MJ
Abstract. Given a multifunction from X to the k−fold symmetric product
Symk(X), we use the Dold-Thom Theorem to establish a homological selection
Theorem. This is used to establish existence of Nash equilibria. Cost func-
tions in problems concerning the existence of Nash Equilibria are traditionally
multilinear in the mixed strategies. The main aim of this paper is to relax
the hypothesis of multilinearity. We use basic intersection theory, Poincare´
Duality in addition to the Dold-Thom Theorem.
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1. Introduction
The main topological problem addressed in this paper is the following:
Let X be a metric space and Subk(X) denote the collection of subsets of X
with at most k points equipped with the Hausdorff metric. Let Symk(X) denote
the k−fold symmetric product of X , also called the configuration space of k points
(counted with multiplicity) in X . Given a multifunction s : X → Y , where Y is
Subk(X) or Symk(X), does there exist a ”homological” (in a sense to be made
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precise) selection?
A related problem addressed in the paper is:
Can one lift a map Z → Subk(X) to a map Z → Symk(X)?
This topological problem is used to establish existence of Nash equilibria by
specializing X to a simplex. The property of admitting homological selection (Def-
inition 2.5), in a similar context of establishing existence equilibria in certain games,
has been already considered under the name spanning property (or property S) in
[16] (see also [15, 14]).
1.1. Preliminaries. We shall work in the framework of non-cooperative games
with mixed strategies, where the domain for every player is a finite dimensional
simplex. The cost functions (or alternately payoff functions) in traditional problems
of Nash Equilibria are multilinear in the mixed strategies. The main aim of this
paper is to relax the hypothesis that cost functions are multilinear. The original
proof of existence of Nash Equilibria [13] uses fairly simple Algebraic Topology,
namely the Brouwer or Kakutani Fixed Point Theorems. This approach has been
refined in various ways [5, 2, 4] (see also [3] for an effective approach using a
minimax technique). Our approach in this paper is quite different inasmuch as we
use standard but more sophisticated tools from Algebraic Topology to establish
existence of Nash Equilibria under considerably more general conditions on cost
functions. The tools we use are basic intersection theory, Poincare´ Duality and
the Dold-Thom Theorem. We use the Dold-Thom Theorem to prove the existence
of certain relative cycles contained in graphs of multifunctions. The chains thus
constructed may be thought of as homological versions of selections [9, 10, 11].
This furnishes us with a Homological Selection Theorem 2.7, which might be of
independent interest.
The conditions we use on the cost functions are detailed in Section 1.5. We give a
brief sketch here for a 2-player non-cooperative game to stress the soft topological
nature of the hypotheses used. Consider a game between players 1 and 2 with
mixed strategy spaces A1,A2. We use the notation A−1 = A2 and A−2 = A1.
A cost function ri(x, y) for player i (i = 1, 2) is said to be configurable if
1) the set of local minima of the best response multifunction Ri(y) (for each
y ∈ A−i) of the function ri(x, y) (x ∈ Ai) is finite; and
2) Counted with multiplicity, the set of local minima Ri(y) is continuous on A−i.
A weakly configurable cost function is one whose set of local minima can be arbi-
trarily well-approximated by the set of local minima of a configurable function.
Two kinds of hypotheses will be relevant in this paper.
(A1) For each i, the map Ri is continuous.
(A2) For each i, the map Ri is weakly configurable.
The motivation for the assumption (A2) is given in Section 1.5. The main
Theorem of this paper (Theorem 3.2) proves that assumption (A2) is sufficient to
guarantee the existence of Nash equilibria. In Section 4 we shall give an example
to show that assumption (A1) is not sufficient to guarantee the existence of Nash
equilibria. We describe this counterexample in brief. It is easy to see that the
multifunction f(z) = ±√z from the unit disk ∆ in the complex plane to itself has
no continuous selection. However the graph gr(f)(⊂ ∆ ×∆) does support a non-
zero relative cycle in H2(∆×∆, ∂∆×∆) and hence admits a homological selection
in our terminology (see Section 2). The counterexample in Section 4.1, which is a
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continuous map from D2 to Sub3(D
2), shows that a continuous multifunction need
not admit even a homological selection. (Here Sub3(D
2) denotes the collection of
subsets of D2 with at most 3 points equipped with the Hausdorff metric.)
1.2. Nash Equilibria. We refer to [1] for the basics of Game Theory. An N -
person non-cooperative game is determined by 2N objects (A1, . . . ,AN , r1, . . . , rN )
where Ai denotes the strategy space of player i and ri : A
def
= A1 × · · · × AN → R
is the cost function for player i. We shall call A the total strategy space. Each
Ai will, for the purposes of this paper, be the space of probability measures on
a finite set of cardinality (ni + 1) and hence homeomorphic to D
ni . Thus, in
Game Theory terminology each element of Ai is a mixed strategy or equivalently
a probability measure on a finite set. Thus, Ai is the space of mixed strategies
or player i. Vertices of the simplex Ai are also referred to as pure strategies. A
mixed strategy may therefore be regarded as a probability vector with (ni + 1)
components. Each player i independently chooses his strategy ai ∈ Ai. For a
strategy-tuple a = (a1, · · · , aN ), player i pays an immediate cost ri(a).
Goal: Each player wants to minimize his cost.
Notation: We denote A−i
def
= A1 × · · ·Ai−1 × Ai+1 × AN for all i. For any
strategy-tuple (a1, · · · , aN) ∈ A, a−i def= (a1, . . . , ai−1, ai+1, . . . , aN ) ∈ A−i. Also
for convenience of notation we change the order of the variables and assume that
ri : Ai × A−i → R is the i-th cost function.
Definition 1.1. A strategy-tuple a∗ = (a∗1, . . . , a
∗
N ) ∈ A is called a Nash equilibrium
if
r∗i
def
= ri(a
∗) ≤ ri(ai, a∗−i), ∀ai ∈ Ai, i = 1, . . . , N,(1)
where,
Given a metric space (X, d), let Hc(X) denote the space of all compact subsets
of X equipped with the Hausdorff metric dH i.e, for all A,B ∈ Hc(X),
(2) dH(A,B)
def
= max{sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)}.
Definition 1.2. For any player i, given a strategy-tuple a−i ∈ A−i of the other
players, we define his best-response Ri(a−i) as follows
(3) Ri(a−i)
def
= argminai∈Airi(ai, a−i) ∈ Hc(Ai).
Here argmin denotes the argument of the minima set, i.e. the set of values x ∈ Ai
such that ri(x, a−i) is minimum as a function of x.
Note: It will not affect our arguments at all if we take argmin to denote the ar-
gument of the local minima set, i.e. the set of values x ∈ Ai such that ri(x, a−i)
is a local minimum as a function of x provided we modify Definition 1.1 appropri-
ately. In such a case, we are looking at local Nash equilibria which are defined by
demanding that the r∗i appearing in Definition 1.1 are local minima rather than
global minima as defined there.
Definition 1.3. For any i, the graph gr(Ri) of Ri is defined as
(4) gr(Ri)
def
= {(a−i, ai) : ai ∈ Ri(a−i), a−i ∈ A−i}.
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1.3. Motivational Example: Nash Equilibria for Bi-matrix Games. We
motivate our main Theorem by giving a simplified version of our proof of the exis-
tence of Nash equilibria in the special case of standard 2-person bimatrix games.
Consider a two-player bimatrix game where each player i has strategy space
Ai
def
= {(xi, 1 − xi) : 0 ≤ xi ≤ 1}, for i = 1, 2. The cost function for player i is a
bilinear function of the form ri(x1, x2) = x
T
1Mix2, whereM1,M2 are 2×2 matrices
and x1, x2 are probability vectors (mixed strategies) for players 1, 2.
Then the best response Ri(xj) (i 6= j) of player i when player j chooses xj ∈ [0, 1]
is given by
(5) Ri(xj) = argminxi∈[0,1]ri(xi, xj),
which is a singleton set {x∗i (xj)} due to the component-wise linearity of the payoff
function. Moreover, the dependence of x∗i on xj is continuous. Hence gr(Ri) for
i = 1, 2 are continuous paths in [0, 1]× [0, 1] where gr(R1) is a path from the bottom
([0, 1]×{0}) to the top ([0, 1]×{1}) and gr(R2) is a path from the left({0}× [0, 1])
to the right ({1} × [0, 1]). Hence gr(R1) and gr(R2) must intersect (for a formal
proof of this intuitively clear fact, see Lemma 2 of [6] for instance). Hence there
exists (x∗1, x
∗
2) such that (x
∗
1 = R1(x
∗
2), x
∗
2 = R2[x
∗
1]) i.e. a Nash equilibrium.
1.4. Ordered and Unordered Tuples of Points. Let Dd
def
= {(x1, . . . , xd) ∈
Rd :
∑d
j=1 x
2
j ≤ 1} denote the d-dimensional disk. Given a set A, let #A denote
its cardinality. For positive integers k and compact metric spaces X we define the
topological space of subsets of cardinality ≤ k,
Subk(X)
def
= {subsets of X of cardinality ≤ k}.
This has a topology induced as a subset of Hc(X). An analogous construction is
the configuration space,
(6) Ck(X)
def
= {(x1, . . . , xk) ∈ Xk}/Σk
where Σk is the symmetric group on k symbols. The elements of Ck(X) can be
written multiplicatively xi11 . . . x
ij
j with i1 + . . . + ij = k or as equivalence classes
[x1, . . . , xk]. There is a metric on Ck(X) given by
dk([x1, . . . , xk], [y1, . . . , yk]) = minσ∈Σk(supi(d(xσ(i), yi))).
We have a map qk : Ck(X)→ Subk(X) that maps [x1, . . . , xk] to {x1, . . . , xk}. It is
a surjective continuous map (as dH({x1, . . . , xk}, {y1, . . . yk}) ≤ dk([x1, . . . , xk], [y1, . . . , yk])).
Proposition 1.4. The quotient topology on Subk(X) induced from the map qk is
the same as the topology induced by the metric dH .
Proof. The argument above already shows that if U is an open set in the Hausdorff
metric the inverse image is open and so it is open in the quotient topology. Con-
versely suppose U is such that q−1k (U) is open. Then we must show that U is open
in the Hausdorff topology. Consider a point p ∈ U . If #(p) = k then q−1k (p) has
exactly one point which we also write as p. Also since q−1k (U) is open, an open ball
of B(p, δ) is contained in it.
Let the minimum distance between points of p be λ. We note that if z is at
distance less than λ/2 from p then it has the same cardinality as p and dk(p, z) =
dH(p, z). Therefore, if r = min(δ, λ/2), the ball B(p, r) is contained in q
−1
k (U). The
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ball in the Hausdorff metric of radius r is equal to qk(B(p, r)) which is contained
in U since r ≤ δ, showing that U contains an open neighborhood of p.
Now we let p have cardinality < k so that q−1k (p) has more than one point. Let
q−1k (p) = p1, p2, . . . , pn. Since q
−1
k (U) is open, there exists ǫ > 0 such that
(1) q−1k (U) contains an ǫ neighborhood of each of the pi (we can choose this uni-
formly since n is finite), and
(2) 2ǫ is less than the minimum distance between points of p.
Now suppose there exists z in the ǫ neighborhood of p. The second condition
ensures that a point in z is ǫ close to a unique point of p giving rise to a well-defined
function Λ : z → p. Hence, any weighted product of elements of z so that the total
weight is k and so that each z point has a non zero weight, is ǫ close in the metric
dk to the weighted product of elements obtained by applying Λ pointwise. Since
every point in p is ǫ close to at least one point of z, the element thus obtained
maps to p. Thus, there is one zi ∈ q−1k (z) which is ǫ close to pi, implying q ∈ U .
Therefore U contains an ǫ neighborhood of p. This completes the proof. 
1.5. Hypotheses for Existence of Equilibria. The next definition establishes
the generality in which we shall work in this paper.
Definition 1.5. We say that a function f : A−i → Hc(Ai) can be subset-lifted to
CM (Ai) if there exists a continuous map f
M : A−i → CM (Ai) such that for every
a ∈ A−i,
qM (fM (a)) ⊂ f(a) ∈ Hc(Ai).
Definition 1.6. A cost function ri : Ai × A−i → R is said to be configurable if
the response function Ri : A−i → Hc(Ai) can be subset-lifted to a map RMi : A−i →
CM (Ai) to some configuration space CM (Ai).
A cost function ri : Ai × A−i → R is said to be weakly configurable if for all
ǫ > 0 there exists Ri,ǫ : A−i → Hc(Ai) such that
(1) Ri,ǫ can be subset-lifted to a map R
M
i : A−i → CM (Ai) for some configura-
tion space CM (Ai),
(2) dH(Ri(a−i), Ri,ǫ(a−i)) < ǫ for all a−i ∈ A−i.
Equivalently, a cost function ri is configurable if
1) the set of local minima Ri(a−i) of the function ri(ai, a−i) is finite for each
a−i ∈ A−i; and
2) Counted with multiplicity, the set of local minima Ri(a−i) is continuous on A−i.
Also, a weakly configurable cost function is one whose set of local minima can be
arbitrarily well-approximated by the set of local minima of a configurable function.
The notion of a weakly configurable cost function gives us greater flexibility than
that of a configurable cost function. It is possible that for a weakly configurable
cost function, the set of local minima Ri(a−i) of the function ri(ai, a−i) is infinite,
i.e. for the sequence fM of configurable approximants, M → ∞. The simplest
example of ri : Ai × A−i → R that is weakly configurable but not configurable, is
a constant function or more generally a function that is independent of the first
variable.
There are two assumptions that will be relevant in this paper.
(A1) For each i, the map Ri is continuous in a−i.
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(A2) For each i, the map Ri is weakly configurable in a−i.
The main aim of this paper is to prove the existence of Nash equilibria under
the assumption (A2). In Section 4 we shall give a counter-example to show that
assumption (A1) is not sufficient to guarantee the existence of Nash equilibria.
Motivation and Examples: The motivation for Definition 1.6 comes from Com-
plex Algebraic Geometry. Bezout’s Theorem, which counts (with multiplicity) the
number of intersections of projective hypersurfaces, has already been used in the
context of Nash equilibria [8]. The notion of complex Nash equilibria has also been
investigated by the authors of [7].
At the core of the Theorem that Nash equilibria exist under assumption (A2)
(Theorem 3.2) lies an argument that derives from the algebraic topology principles
that prove Bezout’s Theorem, viz. Poincare´ duality and intersection theory of
algebraically defined cycles.
The other main ingredient of the proof, viz. existence of multiselections, is also
motivated by Complex Algebraic Geometry. Natural examples of maps f : X → Y
admitting multisections (counted with multiplicity) occur as follows in the context
of Complex Algebraic Geometry:
Let f : X → Y be a surjective morphism of complex projective manifolds. Let
d = dim(X)− dim(Y ). One can cut X by hyperplanes. Cutting X with d generic
hyperplanes furnishes a multisection (counted with multiplicity) of f . Thus, F :
Y → Hc(X) defined by F (y) = f−1(y) always admits a subset-lift FM : Y →
CM (X) for some M . We were led to Definition 1.6 by such examples.
2. Homological Selection
In this section we will prove a result about the homology of gr(Ri) under the
assumption (A2). The result will be used to prove the existence of Nash equilibria
in the next section. We shall use in the following Homology with integer coefficients.
Thus,H∗(X) (resp. H∗(X,A)) will be used to denoteH∗(X ;Z) (resp. H∗(X,A;Z)).
For a topological space X with a basepoint ∗, we can use the basepoint to define
a canonical inclusion of topological spaces Cr(X) →֒ Cr+1(X) by the formula
x1x2 . . . xr 7→ x1x2 . . . xr∗
In this expression we are using the multiplicative notation defined earlier. The
space Cr(X) is also called the (r-fold) symmetric product and is often denoted by
SPr(X) (as in [12]).
It is interesting to form the union (direct limit) of the spaces Cr(X), C∞(X).
This is called the infinite symmetric product and is denoted SP∞(X). The space
obtained in the union is the free commutative monoid on the space X with the
relation that the basepoint ∗ is the identity.
In terms of this paper our interest in the space C∞(X) is in the fact that the
homotopy groups of C∞(X) are the homology groups of X . This is called the
Dold-Thom theorem ([12] Section 4.K). Moreover the Hurewicz homomorphism
from π∗(X)→ H∗(X) is induced by the inclusion
X = C1(X) →֒ C∞(X)
on homotopy groups.
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The advantage of this space is that in order to show that a certain cycle is zero
in homology, it suffices to establish a null-homotopy of the corresponding map into
the configuration space. This is exactly what works in the proof of the following
lemma. We are grateful to A. Dranishnikov for telling us the proof-idea.
For the lemma below, we define the graph of a function f : Dm → Cr(Dn) to be
the subset of Dm × Dn given by
gr(f) = {(x, y) : x ∈ Dm, y ∈ qr ◦ f(x) ⊂ Dn}.
Lemma 2.1. Suppose that f : Dm → Cr(Dn) has the same value (0, . . . , 0) ∈
Cr(D
n) on the boundary ∂Dm = Sm−1. Consider the map i : Sm−1 → gr(f) with
i(x) = (x, 0). Then i∗ induces the zero map on rational homology, or equivalently,
i∗ ⊗Q : Hm−1(Sm−1)⊗Q→ Hm−1(gr(f)) ⊗Q
is zero.
Proof. We will apply the Dold-Thom theorem. The reduced homology H˜∗(S
m−1) is
concentrated in degree m−1, in which degree it is Z. The generator is in the image
of the Hurewicz homomorphism πm−1S
m−1
∼=→ Hm−1(Sm−1), and is the image of
the identity element of πm−1S
m−1 under the Hurewicz map.
To the function f : Dm → Cr(Dn) we associate a map β(f) : Dm → Cr(gr(f))
(the r-point configuration space of the graph of f) as follows. Writing the elements
of the configuration space using the multiplicative notation, we define
β(f)(x) = (x, y1)
i1 . . . (x, yk)
ik ∈ Cr(gr(f))
if f(x) = yi11 . . . y
ik
k . This induces a continuous embedding of the disk D
m in the
r-point configuration space of the graph of f . The induced map on the boundary
Sm−1 is the diagonal embedding er(i) : x 7→ (x, 0)r.
Let er be the composition
Sm−1
∆→ ×rSm−1 → Cr(Sm−1),
where ∆ denotes the diagonal embedding of Sm−1 into the r-fold product ×rSm−1
of Sm−1 with itself. Now er(i) factors as the composite C1(S
m−1)(≃ Sm−1) er→
Cr(S
m−1)
Cr(i)→ Cr(gr(f)), where Cr(i) denotes the map on r−fold configuration
spaces induced by i. We also have the inclusion ir : S
m−1 ≃ C1(Sm−1)→ Cr(Sm−1)
defined as ir(x) = x.∗r−1 (∗ a fixed base-point of Sm−1). (Note that this is defined
also for r =∞ as the inclusion C1(Sm−1)→ C∞(Sm−1))
We complete the proof modulo Sub-lemma 2.2 which states that er ≃ r.ir, or
equivalently that the diagram
Sm−1
≃
//
φr

C1(S
m−1)
er

Sm−1
ir
// Cr(S
m−1)
is homotopy commutative, where degree of φr = r. (Note that in the homotopy
group πm−1X , f ◦ φr ≃ rf by definition.)
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We have the commutative diagram
Sm−1
≃
// C1(S
m−1)
i
//
ir

C1(gr(f))
≃
//

gr(f)
Cr(S
m−1)
Cr(i)
//

Cr(gr(f))

C∞(S
m−1)
C∞(i)
// C∞(gr(f))
We know that π∗C∞(X) ∼= H∗(X ;Z) by the Dold-Thom Theorem. Also, i∗ :
Hm−1(S
m−1)→ Hm−1(gr(f)) is the same as the map πm−1C∞(i) : πm−1C∞(Sm−1)→
πm−1C∞(gr(f)) induced between the (m− 1)th homotopy groups.
Next note that β(f) gives a null-homotopy of er(i) and hence of Cr(i) ◦ er ≃
Cr(i) ◦ ir ◦ φr.
C1(S
m−1)
er≃rir

er(i)
''◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
Cr(S
m−1)
Cr(i)
// Cr(gr(f))
From the commutative diagrams above we get that
Cr(i) ◦ ir ◦ φr ≃ 0
⇒ C∞(i) ◦ i∞ ◦ φr ≃ 0
⇒ r.i∗ = 0
⇒ i∗ ⊗Q = 0,
where the second implication follows from the commutativity of the (big) three-
line diagram above and the third implication follows from the Dold-Thom theorem.
This completes the proof. 
Sublemma 2.2. er ≃ r.ir.
Proof. Both er and r.ir are elements of πm−1Cr(S
m−1). A CW complex structure
on X induces a CW complex structure on Cr(X) and C∞(X) (cf. [12]) which
makes the latter k-connected if X is. Therefore, the Hurewicz theorem implies that
πm−1Cr(S
m−1) ∼= Hm−1(Cr(Sm−1)). Hence it suffices to show that er∗ = rir∗ on
homology.
Note thatHm−1(Cr(S
m−1)) ∼= Z and ir∗ induces an isomorphismHm−1(Sm−1)→
Hm−1(Cr(S
m−1)). We may write er as a composite
Sm−1
∆→ ×rSm−1 → Cr(Sm−1)
where the first map is the diagonal map, and the second is the canonical projection.
On Hm−1, ∆∗ takes 1 ∈ Hm−1(Sm−1) to (1, . . . , 1) ∈ Hm−1(×rSm−1) = Zr.
The (m-1)-skeleton of ×rSm−1 is ∨rSm−1 (under the standard CW complex
structure on the product induced from the CW complex structure on Sm−1 with one
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m-1-cell). The projection map induces ir on each factor. Therefore the projection
map on Hm−1 is the sum Z
r → Z given by (a1, . . . , ar) 7→ a1 + . . .+ ar. Therefore
er∗(1) = r
as required. 
Remark 2.3. In the case n = 1 of the above lemma, we get an easier proof which
works for any map Dm → Subr(I). In this case the map which sends a subset to
its minimum is a continuous function from Subr(I) to I. Therefore we have a disk
(x 7→ (x,min(f(x))) in gr(f) whose boundary is Sm−1 = ∂gr(f). This shows that
i∗ = 0 and hence, i∗ ⊗Q = 0.
Remark 2.4. In the case m = 1 also the above conclusion is correct for any map
I → Subr(Dn). The graph gr(f) is path connected so one can choose a path from
the point over -1 to the point over 1. Removing loops one obtains a 1-cell with
boundary ∂gr(f).
The conclusion of the lemma above plays a crucial role in proving the existence
of Nash equilibria in the next section. Observe that the map i∗ ⊗ Q = 0 implies
that the generator of Hm−1(S
m−1) maps to a torsion class in H∗(gr(f)) (a class
whose multiple is 0), and therefore the map i∗ cannot be injective. From the
long exact sequence of homology groups we conclude that Hm(gr(f), ∂gr(f)) →
Hm−1(∂gr(f)) is non zero. This will be an ingredient in Theorem 2.7.
In order to arrive at this conclusion, it also suffices to have an embedded disk in
gr(f) lying over the disk Dm (that is, a section of the projection map gr(f)→ Dm
which sends the element (x, y); y ∈ f(x) to x) . This is classically termed as a
“Selection” (cf. [9, 10, 11]). The conditions we are working with in this paper are
not enough to obtain a true ”selection”. However, Theorem 2.7 below proves the
existence of a special homology class which serves as a replacement and which we
call a “Homological Selection”.
Definition 2.5. Suppose that f : Dm → Hc(Dn) is a continuous function from Dm
into the space of compact subsets of Dn. Let gr(f) = {(x, y) ∈ Dm×Dn | y ∈ f(x)}
and let gr(∂f) = {(x, y) ∈ ∂Dm × Dn | y ∈ f |∂Dm(x)}, where f |∂Dm denotes the
restriction of f to ∂Dm. A non-zero m−dimensional chain cm supported in gr(f)
is said to be a homological selection of f if its boundary ∂mcm is supported in
gr(∂f) and the projection Hm(gr(f), gr(∂f)) → Hm(Dm, ∂Dm) maps cm to a non
zero class. In such a situation we say that f admits a homological selection.
Remark 2.6. In the definition above, a homological selection actually refers to a
choice of a finite number of image points counted with (positive integral) multiplic-
ity, for every point in the domain of a multifunction.
We reiterate that we are working with integral homology classes unless otherwise
stated.
Theorem 2.7 below is now a consequence of Lemma 2.1.
Theorem 2.7. Homological Selection Theorem: Suppose that f : Dm →
Cr(D
n) is a continuous function that has the same value (0, . . . , 0) on the boundary
∂Dm = Sm−1. Then f admits a homological selection.
Proof. We know from Lemma 2.1 that the map
Hm−1(S
m−1)⊗Q ∼= Hm−1(gr(∂f))⊗Q→ Hm−1(gr(f)) ⊗Q
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induced by the inclusion of gr(∂f) into gr(f) is zero. We consider the commutative
square
Hm(gr(f), ∂gr(f))
∂
//
Π∗

Hm−1(gr(∂f))
∼=

Hm(D
m, ∂Dm)
∼=
// Hm−1(∂D
m)
,
where Π is the natural projection from gr(f) to Dm. It suffices to show that the
boundary map ∂ from Hm(gr(f), ∂gr(f)) to Hm−1(gr(∂f)) is non zero. The latter
group is the top homology of the sphere, hence ∼= Z. The next term in the long
exact sequence is Hm−1(gr(f)).
Hence it is enough to show that the map Hm−1(∂gr(f)) → Hm−1(gr(f)) has
non zero kernel. Since the group Hm−1(∂gr(f)) is Z, it suffices to show that this
map is the zero map after tensoring with Q. This is precisely what Lemma 2.1
ensures and we are done. 
Remark 2.8. The hypothesis that f : Dm → Cr(Dn) has the same value (0, . . . , 0)
on the boundary ∂Dm = Sm−1 can be dropped. Any f : Dm → Cr(Dn) can be
extended by a linear homotopy to such a function f1 by enlarging D
m slightly by
adding an annulus Am. We note that gr(Am) = {(x, y) ∈ Am × Dn | y ∈ f |Am(x)}
deformation retracts to the outer boundary Sm−1. Therefore,
Hm(gr(f1), gr(∂f1)) ∼= Hm(gr(f1), gr(Am)) ∼= Hm(gr(f), gr(∂f))
the second isomorphism coming from excision. Since f1 admits a homological se-
lection by Theorem 2.7 the same class under the above isomorphisms gives a homo-
logical selection for f .
Next we apply the Homological Selection Theorem in the context of Nash equi-
libria. We use the following notation: for any set A in a metric space (X, d) and
any ǫ > 0, the ǫ-neighborhood of A in X is written as Aǫ. Recall that for a cost
function ri : A = Ai × A−i → R we have a best-response map
Ri : A−i → Hc(Ai)
which we have assumed is a continuous function.
In the next Proposition we show that the assumption that ri is weakly config-
urable allows us to apply Theorem 2.7. The hypothesis that ri is weakly config-
urable ensures (given ǫ > 0) the existence of someM , and an RMi : A−i → CM (Ai),
such that dH(Ri(a), qM ◦ RMi (a)) < ǫ ∀a ∈ A−i (recall that qM is the map from
CM (Ai) to Hc(Ai) that forgets multiplicities). The latter condition implies that
gr(RMi ) ⊂ gr(Ri)ǫ. The Homological Selection Theorem 2.7 guarantees a Homo-
logical Selection for gr(RMi ). This implies a Homological Selection for gr(Ri)
ǫ and
is explicated in the Proposition below.
For any ǫ > 0 and for all i, gr(Ri)
ǫ is intrinsically a manifold with boundary and
an open subset of A. Let Πi denote the (continuous) projection Πi : gr(Ri)
ǫ → A−i.
Let dim(A−i) =
∑N
j=1,j 6=i nj ≡ di. Also , let d0 =
∑N
j=1 nj so that di = (d0 − ni).
As usual, we denote the boundary of a manifold M by ∂M .
Proposition 2.9. Suppose that a cost function ri : Ai × A−i → R is weakly con-
figurable. Let Ri be the response function of ri. Then there exists ǫ0 > 0 such that
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for all 0 < ǫ < ǫ0 and for all i, the induced homomorphism of Πi in the relative
(co)homology
Π∗i : H
di (A−i, ∂A−i) −→ Hdi (gr(Ri)ǫ, ∂gr(Ri)ǫ)
or equivalently
Πi∗ : Hdi (gr(Ri)
ǫ, ∂gr(Ri)
ǫ) −→ Hdi (A−i, ∂A−i)
is nonzero.
Proof. Firstly, suppose that there is a continuous function f from A−i to CM (Ai)
so that
qM (f(a)) ⊂ Ri(a)ǫ ∀a ∈ A−i.
(As we shall see, the weakly configurable condition guarantees the existence of such
an f .) Applying Theorem 2.7 to f we have that the map Hdi(gr(f), ∂gr(f)) →
Hdi(A−i, ∂A−i) is non zero.
Note that the above condition on f implies that gr(f) ⊂ gr(Ri)ǫ. Therefore, at
the level of homology we have a composition of maps
Hdi(gr(f), ∂gr(f))→ Hdi (gr(Ri)ǫ, ∂gr(Ri)ǫ) −→ Hdi(A−i, ∂A−i)
Now from Theorem 2.7 we have that the composite is non-zero, which implies
that the second map is non-zero. This is the second part of the statement of the
Proposition. The first part is an equivalent formulation in terms of cohomology.
It thus remains only to establish the existence of a suitable f . This is guaranteed
by the weakly configurable condition. Since ri is weakly configurable, for every ǫ > 0
there exists Ri,ǫ such that
a) dH(Ri,ǫ(a), Ri(a)) < ǫ for all a ∈ A−i, and
b) Ri,ǫ can be subset-lifted to a map R
N
i into the space CN (D
n).
Choose f = RNi . Then condition a) implies that qM (f(a)) ⊂ Ri(a)ǫ ∀a ∈ A−i as
required. This completes the proof. 
3. Existence of Nash Equilibria
In this section, we prove the existence of Nash equilibria under the assumption
(A2).
For any k ∈ N we denote [k] = {1, 2, . . . , k}. We begin with the following useful
lemma.
Lemma 3.1. Given closed subset sequences {Aji}i∈N, j ∈ [k] of a compact subset S
of X such that
⋂
j Aji 6= ∅, ∀i and dH(Aji, Aj)
i→∞−→ 0 for given non-empty compact
subsets Aj , j ∈ [k] of S, then
⋂
j Aj 6= ∅.
Proof. Let xi ∈
⋂
j Aji. Passing to a subsequence if necessary, xi → x∞ ∈ S. It
suffices to show that x∞ ∈ Aj for all j = 1, 2, . . . , k.
Suppose not, i.e. there exists j such that x∞ /∈ Aj . Let d(x∞, Aj) = ǫ > 0.
Choose i0 such that dH(Aji, Aj) ≤ ǫ2 for all i ≥ i0. Then d(x∞, Aji) ≥ ǫ2 for all
i ≥ i0. In particular, d(x∞, xi) ≥ ǫ2 for all i ≥ i0, contradicting the fact that
xi → x∞ ∈ S. 
Before we state our main theorem we recall the notion of external cup product,
or cross product of relative cohomology classes ([12] p. 220). Since A = Ai ×
A−i, we have an isomorphism H
ni(Ai, ∂Ai)⊗Hdi(A−i, ∂A−i)→ Hd0(A, ∂A) ([12]
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Theorem 3.20). This isomorphism is implemented by the cross product a × b =
p∗1(a) ∪ p∗2(b), where p1 : (Ai × A−i, ∂Ai × A−i) → (Ai, ∂Ai) and p2 : (A−i ×
Ai, ∂A−i × Ai)→ (A−i, ∂A−i) are projections of pairs. Also, since Hni(Ai, ∂Ai) =
Hdi(A−i, ∂A−i) = H
n(A, ∂A) = Z, (relative) Poincare´ Duality holds in this set up.
Using Definition 1.3 the existence of Nash equilibria can be stated as follows.
Theorem 3.2. Consider an N−person non-cooperative game with mixed strat-
egy spaces satisfying assumption (A2). Let r1, · · · , rN be the cost functions and
R1, · · · , RN be the response functions. Then,
⋂N
i=1 gr(Ri) 6= ∅. Equivalently, the
game has at least one Nash equilibrium.
Proof. We continue with the notation of Proposition 2.9, which gives the following:
Πi∗ : Hdi (gr(Ri)
ǫ, ∂gr(Ri)
ǫ) −→ Hdi (A−i, ∂A−i)
is nonzero. For each i, choose a relative di−cycle zi ∈ Hdi (gr(Ri)ǫ, ∂gr(Ri)ǫ) (⊂
Hdi(A−i, ∂A−i)) such that wi = Πi∗(zi) 6= 0.
Let w∗i (6= 0) ∈ Hni(Ai, ∂Ai) be its (relative) Poincare´ Dual. Then
⋃
i=1···N w
∗
i ∈
Hd0(A, ∂A) is a non-zero cohomology class. Hence, by (relative) Poincare´ Du-
ality again the intersection of the supports of the chains zi is non-empty, i.e.⋂
i=1···N supp(zi) 6= ∅. One way to see this is to take simplicial approximations
of the chains zi homologous to zi contained in gr(Ri)
ǫ and ensure that their sup-
ports are in general position. Then
⋂
i=1···N supp(zi) is the support of a zero-cycle
(Poincare´) dual to
⋃
i=1···N w
∗
i . Hence the intersection of the closures Cl(gr(Ri)
ǫ)
is non-empty, i.e.
⋂
i=1···N Cl(gr(Ri)
ǫ) 6= ∅. Since this is true for all ǫ > 0, it follows
from Lemma 3.1 that
⋂
i=1···N gr(Ri) 6= ∅. Equivalently, the game has at least one
Nash equilibrium. 
4. A Counterexample
In this section we give an example that satisfies (A1) but not (A2). In the
example, the conclusion in Proposition 2.9 is no longer true. This stresses the
necessity of the assumption (A2). Later in the section we use the example to
construct continuous cost functions for which Nash equilibria don’t exist.
Recall that the assumption (A2) states that the subset valued function can be
lifted to the configuration space in a neighborhood. For the counterexample, we
use finite subset values (that is, with values in Subk). We attempt to construct a
function Dn → Subk(Dm) which does not satisfy (A2). In other words we wish to
construct f for which there are no lifts f˜ in the diagram
CN (D
m)

Dn
f
//
f˜
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ Subk(D
m) // SubN(D
m)
Recall that a point in the configuration space CN (D
m) is xi11 · · ·xirr with xj ∈ Dm
such that
∑
ij = N . For a point x ∈ Dn so that f(x) = {x1, · · · , xk} with xj ∈ Dm,
a lift f˜(x) of f(x) is of the form xi11 · · ·xikk such that
∑
ij = N . We think of the
integers ij as weights assigned to the various points of the subset-valued function
f , and we think of the lift f˜ to be a coherent assignment of weights.
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Proposition 1.4 indicates that the topology on Subk(D
m) is the quotient topology
inherited from Cn(D
m) by forgetting weights/multiplicities. Observe from this that
there are no trivial counterexamples as the constant maps will always lift.
In the following we need some more notation. If j : A → B is a continuous
function then we get a map Subk(j) : Subk(A)→ Subk(B) given by
Subk(j)({x1, · · · , xk}) = {j(x1), · · · , j(xk)}
In the special case that j is an inclusion the map Subk(j) is also an inclusion. For
this reason we shall write for A ⊂ B, Subk(A) ⊂ Subk(B).
We shall also use the notion of linear homotopy below. Suppose that a space A
deformation retracts to a point a ∈ A. Write H : A × I → A as H(x, t) = Ht(x).
This induces a deformation retraction Subk(H) of Subk(A) to {a} ∈ Subk(A) by
the formula
Subk(H)({x1, · · · , xr}, t) = {H(x1, t), · · · , H(xr, t)}
In the special case A = D2, we call H(x, t) = x(1 − t) the linear homotopy of D2
onto (0, 0). The corresponding deformation retraction Subk(H) of Subk(D
2) is also
called the linear homotopy.
The example below will involve a map D2 → Sub3(D2) (that is, m = n = 2).
Note that this is the ‘smallest complexity’ case where such an example can exist:
by Remark 2.3 the conclusion in Proposition 2.9 is satisfied if n = 1. By Remark
2.4 we have the case m = 1, and since Sub2(X) = C2(X) we obtain the result for
the case D2 → Sub2(D2). We also use the counterexample to demonstrate that
Nash equilibria might not exist or equivalently that Theorem 3.2 does not hold if
we assume only (A1). However, before we get into the counterexample, a remark
is in order.
Remark 4.1. Let P(Dj) denote the set of probability measures on Dj equipped
with the weak topology. Also let Pn(Dj) be the subspace of probability measures
supported on (at most) n points. Any continuous function f : Dl → Subn(Dj)
can be lifted to Pn(Dj) by Michael’s Selection Theorem [11]. Equivalently any
continuous function f : Dl → Subn(Dj) can be lifted to a continuous weighted
real valued multifunction with total weight constant at each point, where all
weights are non-negative. The following counterexample shows that we cannot
upgrade this to a continuous weighted rational-valued (or equivalently integer-
valued, after normalization) multifunction with constant total weight at each point.
4.1. Counterexample to Proposition 2.9. We write down this counter-example
in two steps. In order to get a counter-example to Proposition 2.9 we must have a
map into the subset space to which a coherent assignment of weights is not possible.
The first step constructs a map into Sub3(D
1) for which certain elements are forced
to have weight zero. More precisely, the graph of a map into Sub3(D
1) consists of
3 strands, and one of the strands is forced to have weight 0.
4.1.1. Step 1: Multifunctions from S1 to D1: Consider the map g : S1 → Sub3(D1)
given by g(e2πiθ) = {0, 1, θ}, where θ ∈ [0, 1] and D1 is identified with [0, 1]. Any
lift g˜ : S1 → CN (D1) for some N ≥ 3 assigns non-negative integer weights to each
point in g(x) for all x ∈ S1. Choose a regular point a ∈ S1 (for g), i.e. a point such
that #g(a) = 3. Let g(a) = {a1, a2, a3} (see figure below). Let wi be the weight
assigned to ai so that (w1 + w2 + w3) = N .
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By continuity, the weights on the strands containing each of the ai’s is constant
over all regular points. Let b = e2πi be the only non-regular point and let g(b) =
{b1, b2}. Let ui be the weight assigned to bi so that (u1 + u2) = N . Then u1 =
w1 +w2 and u2 = w2+w3. It follows that w2 = 0, i.e. the weight assigned to a2 is
zero.
4.1.2. Scheme for Step 2: We use this idea to arrange a counter-example for Propo-
sition 2.9. Note that the conclusion of Proposition 2.9 can be arrived at if the lift
f˜ satisfies qk(f˜(x)) ⊂ f(x) (that is, a subset of f(x) can be assigned coherent
weights). Therefore the above example will not suffice as the top and the bottom
strands can be assigned arbitrary weights.
The main idea behind the counterexample below is to wedge three copies of the
above picture together appropriately. We want a strand arrangement over the disk
so that the top and the bottom strands along one part of the disk gets associated to
the middle strand along a different part of the disk. This will force that no subset
can be assigned coherent weights.
More precisely, wedge three copies S11 , S
1
2 , S
1
3 of the circle S
1 at the point (0, 0)
inside the disk and fill up the disks D21,D
2
2,D
2
3 inside as three petals. Choose an
arbitrary circle C in D2 (to be identified with the range/codomain of the multi-
function) and distinct points a1, a2, a3 on C. Along ∂D
2
i (in the domain D
2
i ) define
the function fi as above so that fi((0, 0)) = {a1, a2, a3} is a regular point and ai
corresponds to the middle strand. This can be done by choosing the path in the
above example to be the path along C going between the other two points passing
through ai and parametrizing the angle θ appropriately. See diagram below, where
f3 is described.
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Extend the function fi over all of D
2
i by a ”linear homotopy” (see Section 4.1.3
below for details). Let W = D21 ∪ D22 ∪ D23. Define the multi-function g on W by
g|D2
i
= fi. Finally extend the multifunction g to the whole disk D. Since ai is
forced to lie in the middle strand on g(S1i ), each weight wi is forced to be zero.
In the following we make this construction formal, and show that this gr(g) does
not satisfy Proposition 2.9 by writing down an explicit CW-complex structure and
computing the homology using the cellular chain complex.
4.1.3. Extending by a Linear Homotopy: Fix a path P (t) in D2 given by an embed-
ding P : [0, 1]→ D2 (for our purposes P will be an arc of a circle, for instance the
one indicated by a dashed line in the picture above). Define fP : D
2 → Sub3(D2)
as follows:
On the ray from (0,0) to (1/2,0) define fP (t, 0) = {P (0), P (2t)}, t ∈ [0, 12 ], so that
fP (0, 0) = {P (0)}. Now define fP on the circle of radius t by
fP (tcos2πa, tsin2πa) = {P (0), P (2t), P (2at)}
We extend fP to D
2 by using a linear (outward) homotopy from the map fP on
the circle of radius 12 to the constant function (0, 0) on the circle of radius 1, and
putting this homotopy as the function on the outward rays. The extended function
is also called fP . Then fP is continuous, and there is no lift to C3(D
2) as any
assignment of weights to the points forces the weight of the points P (at) for a 6= 0
over (tcos2πa, tsin2πa) to be zero (see argument above).
Define a submultifunction s(f) of the multifunction f : Dn → Subk(Dm) to
be a function s(f) : Dn → Subl(Dm) such that for all x ∈ Dn, s(f)(x) ⊂ f(x).
Note that in the above example one can pass to a continuous submultifunction
s(f) (leaving out the subset described by the middle strand in the picture) on
which weights can be defined. Hence a homological selection continues to exist
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and in particular the conclusion of Proposition 2.9 (ensuring non-trivial maps in
homology and cohomology) remain true: the submultifunction s(f) defines a class
Λ ∈ H2(gr(s(f), ∂gr(s(f)) so that π∗(Λ) 6= 0 and this Λ is also supported on
(gr(f), ∂gr(f)) as gr(s(f)) ⊂ gr(f).
4.1.4. CW Complex Structure on gr(fP ). The topological space gr(fP ) is the union
of
a) a sphere S2 with the north pole and south pole identified, and
b) a disk whose boundary is the wedge of the longitude and the meridian.
As a consequence we can write down a CW complex structure of gr(fP ) (recall
π : gr(fP )→ D2 is the projection onto the domain of the multifunction fP ). There
are two 0-cells v, w with v as the pinched point (north pole = south pole = the
point lying over (0, 0), that is, π(v) = (0, 0)) and w as the point on the boundary
lying over the point (1, 0) (π(w) = (1, 0)). Let γ denote the straight line joining
(0, 0) to (1, 0). There are three 1-cells a1, a2, α, where π
−1(γ) = a1 ∪ a2, and
α = π−1(∂D2). Note that D2− γ− ∂(D2) consists only of regular points and hence
π−1(D2 − γ − ∂D2) = e1 ∪ e2 ∪ e3 where ei are copies of the open 2-disk. Their
closures (also denoted by ei) are three 2-cells. The boundaries in the cellular chain
complex are given by:
∂2e1 = α+ a1 − a1 = α,
∂2e2 = α+ a2 − a2 = α,
∂2e3 = α+ a1 + a2
and
∂1a1 = v − w,
∂1a2 = w − v
∂1α = v − v = 0.
4.1.5. From gr(fP ) to gr(gC): The disk (centered at (0, 0)) of radius 1/2 in D
2
shall be referred to as the half disk. We use the above fP defined on the half disk
to get a counterexample by wedging three similar maps at a regular point as stated
in the proof-idea in Section 4.1.2 (the regular point is labelled a in the diagram
below). Formally, we shall use three arcs of a circle as our paths. Fix any circle C
in the interior of the range D2 (range of the multifunction D2 → Sub3(D2) to be
defined). Define gC : D
2 → Sub3(D2) as follows. Divide C into three arcs I1, I2, I3
by choosing three points A1, A2, A3 in order on it and defining I1 = A2A3, I2 =
A3A1, I3 = A1A2. Define Pi = C − Ii for i = 1, 2, 3, therefore Pi is a curve
joining the two points Aj (j 6= i) and passing through Ai (see figure above). The
orientation of Pi is defined by starting at the end of Ii and ending at the beginning
(for example, P1 starts at A3 passes through A1 and ends at A2). In D
2 consider
three smaller (topological embedded) disks Di (1 ≤ i ≤ 3) in the interior wedged at
the point (0, 0). One may think of this as a bouquet of petals as in the diagram below
meeting at the point a = (0, 0). Fix an orientation preserving homeomorphism φi
between Di and the half disk so that fPi(φi(0, 0)) = {A1, A2, A3}. On the disk
Di define gC as the function fPi ◦ φi. On the complement of ∪Di we use a linear
homotopy on gC to get the value gC(p) = (0, 0) for p ∈ ∂D2. We prove below
that the boundary circle is a free generator for H1(gr(gC);Z) thus violating the
conclusion of Proposition 2.9.
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The topological space gr(gC) can be obtained as an identification space from the
spaces Gi = gr(fPi), i = 1, 2, 3 (all the three Gi are homeomorphic) as follows:
The fiber over a regular point a of the disk Di consists of three inverse images
(labeled A1, A2, A3 in the diagram below). The three sets of three inverse images
of a (corresponding to the three disks D1, D2, D3) are glued together via cyclic
permutations as indicated in the diagram below.
4.1.6. CW Complex Structure on gr(gC). From the above, we can write down a
CW complex structure on gr(gC) as follows:
There are six 0-cells vi, wi (i = 1, 2, 3) corresponding to the notation in the case of
Gi; There are nine 1-cells a
i
1, a
i
2 (i = 1, 2, 3) (the same definition as before in the
Gi) and α1,2, α2,3, α3,1 where αi,j joins vi to vj on the boundary; There are still
three 2-cells (since connecting the disks only results in a bigger disk) e1, e2, e3.
4.1.7. Cohomology of gr(gC). The boundary maps in cellular chain complex are
given by the following (where α1,2+α2,3+α3,1 is denoted as α in the cellular chain
complex):
∂2e1 = α+ a
1
1 − a11 + a22 − a22 + a31 + a32 = α+ a31 + a32,
∂2e2 = α+ a
1
1 + a
1
2 + a
2
1 − a21 + a32 − a32 = α+ a11 + a12,
∂2e3 = α+ a
1
2 − a12 + a21 + a22 + a31 − a31 = α+ a22 + a21.
and
∂1a
i
j = (−1)j(vi − wi) (j = 1, 2, i = 1, 2, 3),
∂1αk,l = vk − vl (k = 1, 2, 3, l = 1, 2, 3).
Now we can compute the CW homology of gr(gC). We obtain that H1(gr(gC)) ∼= Z
with generator α which is homologous to each ai1 + a
i
2. Note that α is also the
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generator of H1(∂gr(gC)) ∼= Z. Therefore, the image ∂ : H2(gr(gC), ∂gr(gC)) →
H1(∂gr(gC)) is 0. We have the commutative diagram
H2(gr(gC), ∂gr(gC))
π∗

∂
// H1(∂gr(gC))
∼=

H2(D
2, ∂D2)
∂
∼=
// H1(∂D
2)
It follows that for any class Λ ∈ H2(gr(gC), ∂gr(gC)), π∗(Λ) ∈ H2(D2, ∂D2) is
null-homologous violating the conclusion of Proposition 2.9, proving the counterex-
ample. ✷
4.2. Counterexample to Theorem 3.2. Theorem 3.2 asserts the existence of
Nash equilibria under the condition (A2). Using the above counter-example, we
construct an example where Nash equilibria do not exist. To do this we realize the
graph of any continuous function f : A−i → SubN(Ai) as the set of minima of a
cost function.
Proposition 4.2. Let f : A−i → SubN(Ai) be a continuous function. Then there
is a function F : A−i × Ai → R such that,
f(x) = {y | y is a localminimumof y 7→ F (x, y)}.
Proof. Consider the graph gr(f) of f . This is a closed subset of the compact set
A−i × Ai and is therefore, compact. We define F to be the distance function to
gr(f) which is greater than zero if (x, y) /∈ gr(f) and 0 if (x, y) ∈ gr(f). Thus, the
set of minima of F are exactly the elements of the set gr(f). 
The above proof also works if we replace local minima by global minima. We
now write down the counterexample to the statement analogous to Theorem 3.2
obtained by replacing assumption (A2) by (A1). For the example below, the
number of players N = 2, A1 and A2 are two dimensional disks. We have to
construct functions f1 : A1 → Subk(A2) and f2 : A2 → Subl(A1) such that gr(f1)
and gr(f2) do not intersect.
Define f1 as the example gC above by using the same formula on the disksDi (i =
1, 2, 3). Note that the disk D2 deformation retracts to the spaceW = D1∪D2∪D3.
Let r be the corresponding retraction. For x ∈ D2, define f1(x) = gC(r(x)).
Therefore, Im(f1) ⊂ Sub3(C) ⊂ Sub3(D2). This defines uniquely a continuous
function f1 : A1 → Sub3(A2).
Next, we shall choose f2 judiciously so that gr(f2) does not intersect gr(f1).
Since Im(f1) is contained in Sub3(C), any intersection value must have its second
coordinate in the circle C. It is therefore enough to make the judicious choice over
C and take any extension. Such extensions always exist since the inclusion of the
circle C is a neighborhood deformation retract and Sub3(A1) is contractible.
Divide the circle C into three arcs α1, α2, α3 where α1 is the arc joining the
mid-point of A3A1 to the mid-point of A1A2 and passing through A1 (and simi-
larly α2, α3). See figure below where α1 is indicated by the dashed line. Define f2
on the circle C to be the single valued function mapping αi to ∂Di ⊂ D2 such that
a) the map is an orientation preserving (homeomorphic) embedding in the interior
of each αi,
b) the boundary points of αi are both mapped to (0, 0), and
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c) the point Ai on αi is mapped to the point diametrically opposite to (0, 0) in ∂Di.
In the figure below, the image of α1 under f2 is indicated by a bold line.
Recall that this point on ∂D1 (resp. ∂D2, ∂D3) is mapped by f1 to {A2, A3}(resp.
{A1, A3}, {A1, A2}). We extend f2 to A2 by the recipe given in the previous para-
graph.
We wish to prove that gr(f1) ∩ gr(f2) = ∅. Note that the contrary would imply
that there is an x ∈ A2 with x ∈ f1(f2(x)) because f2 is single valued on C and
Im(f1) ⊂ Sub3(C). The point x cannot belong to the boundary of the αi because
then f1(f2(x)) = {A1, A2, A3} and none of the Aj lie on the boundary of any αi.
If x is in the interior of α1 − {A1} then f1(f2(x)) has the form {A2, A3, y(x)},
where y(x) is a function of x that is continuous except at the point A1 ∈ α1. As the
point x traverses from the mid-point of A3A1 towards A1 the point y(x) starts at A1
and moves along the arc A1A2 towards A2. We have f1(f2(A1)) = {A2, A3}. As x
move from A1 towards the midpoint of A1A2, the point y(x) starts close to A3 and
moves towards A1. Therefore if x ∈ A3A1 ∩α1, y(x) ∈ A1A2 and if x ∈ A1A2 ∩α1,
then y(x) ∈ A3A1. Therefore, x /∈ f1(f2(x)).
The same proof works for x in the interior of α2 and α3. Therefore, f1, f2 as
above give cost functions F1, F2 by Proposition 4.2 such that the game defined by
the cost functions Fi for player i (i = 1, 2) does not have a Nash equilibrium. Thus
Theorem 3.2 does not hold if assumption (A2) is replaced by (A1). This completes
the counterexample. ✷
Acknowledgments: The third author would like to thank Sasha Dranishnikov for
telling us the proof idea of Lemma 2.1.
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