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Abstract 
 
The quality of eye image data become degraded particularly when the image is taken in the non-cooperative acquisition environment 
such as under visible wavelength illumination. Consequently, this environmental condition may lead to noisy eye images, incorrect local-
ization of limbic and pupillary boundaries and eventually degrade the performance of iris recognition system. Hence, this study has com-
pared several segmentation methods to address the abovementioned issues. The results show that Circular Hough transform method is the 
best segmentation method with the best overall accuracy, error rate and decidability index that more tolerant to ‘noise’ such as reflection. 
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1. Introduction 
Iris recognition system consists of several stages, and segmenta-
tion stage is the most crucial step.  This stage provides measure-
ment of iris area with desirability and precise for the subsequent 
stages which are the iris feature extraction and template matching 
stages.  The current segmentation methods are able to localize the 
iris in cooperative environment.  However, those methods still 
have limitation in localizing the iris especially in non-cooperative 
environment.  In non-cooperative environment, an eye image is 
captured at the different distances and in the movement compared 
to the cooperative environment which captured the eye image at 
specific distance and at the static position [1].  This conditions 
have caused the eye image in non-cooperative environment has 
poor quality compared to cooperative environment.  Thus, the 
existing methods lead to improper localizing the pupillary and 
limbic boundaries of iris and not tolerant to ‘noise’ such as reflec-
tions.  According to Radman et al. [2], pupillary boundary is lo-
cated between the iris and pupil regions while limbic boundary is 
located between the iris and sclera regions.  The improper localiz-
ing the iris boundaries will lead to low recognition performance 
when high level of noise or less area of iris is extracted during the 
iris segmentation process.  Occlusion of eyelids and eyelashes are 
also being removed in this stage to get the desired iris area. 
2. Related Works 
Circular integrodifferential operator has been popularly used by 
[3]–[5] to detect the iris boundaries.  This operator defined the iris 
boundaries using three parameters; radius and center coordinate.  
It searches over the image domain using the blurred partial 
derivative maximum value to increase the normalized contour 
integral radius of image. This operator performs highly accurate in 
detecting the boundaries of iris in the cooperative environment [5], 
[6].  On the other hand, insufficient contrast between the iris and 
sclera and existence of high level of noise in an eye image has 
caused failure in detecting the limbic boundary. Least square 
curve fitting has been used by several researchers [7], [8] to 
localize the iris and eyelids boundaries.  Li et al. [8] implemented 
this algorithm to determine the three parameters of the circular iris 
boundaries; center and radius, while Li et al. [9] used this 
algorithm to determine the edge points on the eyelids and applied 
it as parabolas.  This algorithm gives better results in points’ 
determination for cooperative database.  Circular Hough transform 
based on Canny edge detection has been popularly used by a 
number of researchers [10]–[13] to localize the iris boundaries in 
cooperative and non-cooperative environments.  It starts with 
determining the edge of iris boundaries with Canny edge detector 
and voting procedure to fit a circle to the boundary.  This 
algorithm alone provided a good at extracting geometrical 
components from any given object and very tolerant of noise.  
Several researchers such as [14], [15] used combination of Hough 
transform and integrodifferential operator to localize the iris.  This 
combined method showed good performance for the iris 
segmentation of cooperative database.  However, the performance 
of this combined method might reduce if it is tested using non-
cooperative database.  For the upper and lower eyelids occlusion, 
Daugman modeled them as parabolic arcs of integrodifferential 
operator [6], [16], [17]. The similar operator is also used to 
localize eyelids’ border, with applying the search contour from 
circular to curvature. 
3. Material and Methods 
This section gives details explanation and examples of the selected 
database and techniques used in this research.  
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3.1. Frontal Visible Eye Images  
There are many publicly databases available for iris recognition 
studies and two wavelengths were used to capture the eye images: 
near infrared and visible.  This research chose visible wavelength 
of eye images rather than near infrared wavelength because this 
wavelength is safer than near infrared wavelengths which accord-
ing to Proenca [18], excessive level of near infrared wavelength 
can danger the eye.  Examples of visible light databases include 
the University of Olomuc (UPOL: Demirel and Anbarjafari [19]) 
and version two of the University of Beira Interior (UBIRISv2: 
Proenca et al., 2010).  The UBIRISv2 database was the preferred 
database and it was selected for this research. This is because the 
eye images in this database were captured in non-cooperative 
environment (at different distances) whiles the UPOL databases 
were captured in cooperative environment (at rigid position).  
Moreover, this database contained high level of realistic noise 
such as blurring, contact lenses, reflections, occlusion of hair and 
occlusion of glasses compared to the cooperative database which 
contained less ‘noisy’ effects.  The eye images in this database 
were obtained from 261 subjects with most of them was captured 
in two sessions.  Each session captured 15 eye images for each 
(left and right) eye at distance of four to eight meters.  Table 1 
gives several examples of eye images that were used in this re-
search in which approximately 1,000 frontal eye images were 
randomly chosen and were divided according to distances at 
which they were captured. 
 
 
Table 1: Papers Frontal RGB eye images of UBIRIS.v2 database at distance of four to eight meters 
Type 
Distance (meter) 
4 5 6 7 8 
Example of eye images 
     
Total eye images 200 200 200 200 200 
 
3.2. Segmentation of Iris  
Segmentation stage is very important process in order to get the 
desired iris area which to be used for the subsequent stages; iris 
feature extraction and template matching.  This research used 
circular Hough transform which believed are able to properly 
localize the limbic and pupillary boundaries of iris which was 
captured under visible light and in non-cooperative environment.  
To get the desired iris area, several steps need to execute where 
firstly, the eye image is formed into binarized edge by using Can-
ny edge detector.  Then, circular Hough transform is implemented 
to obtain the limbic and pupillary boundaries of iris.  The segmen-
tation process ends with the eyelid and eyelashes removal using 
linear Hough transform and thresholding algorithm.  The segmen-
tation process started with limbic and followed by pupillary 
boundaries.  Each of the process stated is explained in the follow-
ing subsections.  
3.2.1. Canny Edge Detection 
There are several edge detections such as Sobel, Laplacian of 
Gaussian, Prewitt and Robert’s operator.  The edge detection is 
important tool to characterize the lines and was used by many 
researchers from the various fields [20]–[22].  They discovered 
that the Canny edge detection provided better result in detecting 
the lines compared to the other edge tools.  Thus, this research 
used the Canny detector to detect the iris boundaries.  There are 
several processes for Canny edge detector.  Firstly, a visible eye 
image is converted into grayscale intensity.  Then, it is smoothed 
using Gaussian filter to blurring the eye image followed by gradi-
ents which were biased in the vertical direction for the limbic 
boundary.  A line of limbic boundary can almost be observed in 
this step.  Next, the hysteresis thresholding is used to create a bi-
nary map of eye image.  Lastly, the limbic boundary of binarized 
eye image is detected using Canny edge detector.  The similar 
process is performed for the pupillary boundary.  The Canny de-
tector will create an edge image at the end of the processes which 
will be used for the next step; circular Hough transform.  Table 2 
shows sample output images from the processes of Canny edge 
detection.   
 
 
 
Table 2: Canny edge detection processes 
Category Process 
Gaussian  Gradient  Hysteresis  
Limbic  
 
 
 
 
  
Pupillary  
 
 
 
 
  
3.2.2. Circular Hough Transform 
The binary edge map is then explored the votes on the circular 
Hough transform space to measure the three parameters of one 
circle which is (h0,k0,Rad).  A circular Hough transform space, HT 
was formulated as shown below: 
   0 0 0 0
1
, , , , , , ,
j
n n
n
HT h k Rad h k h y Rad


 (i) 
 
where (hn,kn) is a line pixel and HT(hn,kn ,h0,k0,Rad) is equal to 1 if 
(hn,kn) is on the circle and 0 if otherwise.  The location of 
(h0,k0,Rad) with the maximum value of HT(h0,k0,Rad) was select-
ed as the parameter vector for the strongest circular boundary 
while j is equal to 1 to n.  This process starts with limbic boundary 
and followed by pupillary boundary of iris.  Figure 1 showed the 
sample output of circular Hough transform for both limbic and 
pupillary boundaries of iris. Table 3 showed the output of local-
ized iris at distance of four to eight meters.  Although the eye im-
age contained reflections, this method is still able to localize the 
iris boundaries properly. 
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(a) Limbic Canny 
edge detection 
(b) Limbic circu-
lar Hough trans-
form 
(c) Pupillary 
Canny edge 
detection 
(d) Pupillary cir-
cular Hough trans-
form 
    
Fig. 1: Circular Hough transform of limbic and pupillary boundaries 
Table 3: Circular Hough transform of iris for distance of four to eight meters 
Type 
Distance (meter) 
4 5 6 7 8 
Example localized iris 
     
 
3.2.3. Eyelids and Eyelashes Removal 
A linear Hough transform were used to detect the upper and lower 
eyelids. This method is superior to parabolic Hough transform it 
analyzes fewer parameters and requires less computational time 
[23], [24].  Other than that, a thresholding value was used (in this 
research, the thresholding value for the eyelashes was set to 20 
pixels) to remove eyelashes from the eye images which if the 
length of eyelashes was lower than the thresholding value, it was 
considered to be an eyelash.  Different iris databases have differ-
ent thresholding value for eyelashes.  This process started with 
upper eyelid and followed by lower eyelid.  The overall process of 
iris segmentation is showed in Figure 2 where the process starts 
with the limbic segmentation (processes of Canny edge detection 
and limbic circular Hough transform), then the pupillary segmen-
tation (processes of pupillary Canny edge detection and pupillary 
circular Hough transform), followed by upper eyelids and eyelash 
removal, and lastly, lower eyelid and eyelash removal.  Table 4 
showed output of segmented iris with the eyelids and eyelashes 
removal for the eye images in distance of four to eight meters. 
Original eye image Limbic Canny edge detection 
Limbic circular Hough trans-
form 
Pupillary Canny edge detection 
    
    
 
End result of iris segmenta-
tion 
 
Lower eyelid and eyelash re-
moval 
 
Upper eyelid and eyelash re-
moval 
 
Pupillary circular Hough trans-
form 
    
Fig. 2: Overall process of iris segmentation 
 
Table 4: Segmented iris of the eye images in distance of four to eight meters 
Type 
Distance (meter) 
4 5 6 7 8 
Example of segmented iris 
     
 
3.3. Normalization of Iris  
The next stage is to convert the circular segmented iris into a fixed 
rectangular dimension in order to allow extraction and compari-
sons in the subsequent stages.  Figure 3 shows the mask normali-
zation of an iris using a homogenous rubber sheet model where 
the white regions represent the noise created by eyelids and eye-
lashes.  The model remaps each point within the iris region to a 
pair of polar coordinates (r,θ); r is on the interval [0,1] and θ is 
angle [0,2π].  The remapping of the iris region from (x,y) Carte-
sian coordinates to the normalised non-concentric polar represen-
tation is modelled as  
      , , , , ,I x r y r I r  
                                         (ii) 
 
where x(r,θ) = (1−r)xp(θ), y(r,θ) = (1−r)yp(θ)+ryl(θ), I(x,y) is the 
iris region image, (x,y) are the original Cartesian coordinates, (r,θ) 
are the corresponding normalized polar coordinates, (xp,yp) and 
(xl,yl) are the coordinates of the pupil and iris boundaries along 
the θ direction.  The centre of the pupil acted as a reference point 
and the radial vectors passed through the iris.  To form a pair of 
polar coordinate, several parameters were used to represent a rec-
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tangle which was 20×240 pixels.  Table 5 showed sample results of normalized iris of eye images at distance of four to eight meters.  
 
Fig. 3: Normalized iris of the eye images in distance of four to eight meters 
Table 5: Normalized iris of eye images for distance of four to eight meters 
Type 
Distance (meter) 
4 5 6 7 8 
Example of normalized iris  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.4. Feature Extraction of Iris 
The process of feature extraction provides accuracy to the iris 
recognition by extracting the distinctive features of extracted iris.  
The distinctive features of iris were encrypted so that comparisons 
between templates could be made in template matching stage.  A 
band pass decomposition of the iris image is employed by the 
majority of iris recognition systems in order to create an iris tem-
plate.  In this research, a one dimensional of log Gabor filter (for-
mula 3) was used to obtain the local feature points of segmented 
iris in the Cartesian coordinate system.  With the parameter de-
termined during the normalization process, the number of bits 
used for the iris template in this research was set to 9,600 and the 
same number of bits was used for the mask template.  The one 
dimensional of log Gabor filter, LG was applied to each row of the 
normalized iris where 0h is the center frequency and σ is the 
bandwidth of the filter.  Figure 4 showed example of feature tem-
plates of one dimensional log Gabor filter from normalized iris.  
Table 6 showed examples of feature templates obtained for the 
normalized iris in distance of four to eight meters. 
        2 20 0exp log / / 2 log / ,LG h h h h             (iii) 
 
Fig. 4: Feature template of one dimensional log Gabor filter from normalized iris 
Table 6: Feature templates of normalized iris for the distance of four to eight meters 
Type 
Distance (meter) 
4 5 6 7 8 
Example of feature templates 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.5. Template Matching of Iris 
There are various templates matching methods such as the normal-
ized correlation based matching [25] and Euclidean distance 
matching [26], [27] that can be used for pattern recognition.  In 
this research, the hamming distance method, HD was performed to 
match between the two iris templates [28], [29].  This can be 
achieved in two steps.  The first step is a logical operation where 
the XOR of the two binary vectors of length k are determined.  In 
the second step, the total number of one is determined.  The simi-
larity score or HD is measured by dividing the obtained sum by k.  
The hamming distance is formulated as follows: 
 
1
1 k
i i
i
HD P Q
k 
                                                               (iv) 
 
where P and Q are two templates from different iris images and k 
is the total bits of those two templates.  Each of the irises produces 
a different pattern of bit in a different area.  The two iris codes 
produced by the same iris were parallel.  The HD between the two 
patterns was equal to 0.5 if the two bits patterns were completely 
different because the difference between the patterns was com-
pletely random.  The possibility of obtaining a score of 0.5 for any 
bit was either 1 or 0.  The possibility that the bits will agree or 
disagree is halfway between the two patterns.  On the other hand, 
the HD will be close to 0 if the patterns were extracted from the 
same iris because the two bits patterns will be highly correlated.  
4. Results and Discussion 
This section gives the detailed explanation of results gained. 
4.1. Analysis of Iris Segmentation 
Table 7 shows results of accuracy of iris localization for limbic 
and pupillary boundaries using different methods.  The accuracy 
of circular Hough transform method has the highest than the other 
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methods: 86.1% for limbic and 70% for pupillary boundaries 
while the accuracy of integrodifferential operator method has the 
lowest for both boundaries: 66.5% for limbic and 57.8% for pupil-
lary.  The method of integrodifferential operator itself is not toler-
ant to ‘noise’ which is reflections; therefore, it incorrectly local-
ized the iris boundaries.  However, the combination of circular 
Hough transform and integrodifferential operator has improved 
the method of integrodifferential operator where 80.4% for limbic 
and 58.2% for pupillary localization.  The accuracy of least square 
curve fitting method gives 80.1% for limbic and 58.2% for pupil-
lary boundaries where the accuracy of pupillary boundary for this 
method is similar with the accuracy of pupillary boundary for the 
method of combination of  circular Hough transform and in-
tegrodifferential operator.  Although least square curve fitting 
algorithm is good in points determination, the existing of reflec-
tions in the iris has disrupted the determination between points of 
iris boundaries and points of reflections. The method of circular 
Hough transform gives better performance in localizing the iris.  
However, the existing of large reflection in iris has caused incor-
rect localization of pupillary boundaries.  This is because this 
method was falsely detected the edges of reflection as edges of 
pupillary.  The limbic boundaries of iris were almost correctly 
localized by all methods because the large difference of region 
intensities between white sclera and iris has made the methods to 
properly localize the limbic boundary.  Nevertheless, if the large 
reflection existed in the image, these methods could not localize 
the limbic boundary correctly.  The output of limbic and pupillary 
localization for the different distances can be viewed in Table 8 
where the existing of ‘noise’ which is large reflections has degrad-
ed the performance of iris localization methods especially for the 
pupillary boundary.  Table 9 displays several outputs of incorrect 
localization of iris using different methods when the ‘noise’ which 
is reflections existed and was grouping into several categories.  
 
 
 
 
 
Table 7: Accuracy of limbic and pupillary localization for different meth-
ods 
Methods 
Accuracy Localization 
(%) 
Limbic Pupillary 
Circular Hough transform 86.1 70.0 
Integrodifferential Operator 66.5 57.8 
Least Square Curve Fitting 80.1 58.2 
Circular Hough transform + In-
tegrodifferential Operator 
80.4 58.2 
4.2. Accuracy of Iris Recognition 
Table 10 shows accuracy of iris recognition for different methods 
in distance of four to eight meters.  The method of circular Hough 
transform has the highest accuracy compared to the other methods 
which 85.9% for four meter, 85.2% for five meter, 82.9% for six 
meter, 82.1% for both seven and eight meters.  The method of 
integrodifferential operator has the lowest accuracy compared to 
the other methods which 69.0% for four meter, 67.1% for five 
meter, 66% for six meter, 62.1% for seven meter and 59.1% for 
eight meter.  The combination of circular Hough transform and 
integrodifferential operator has increased the accuracy of in-
tegrodifferential operator which 80.1% for four meter, 79.9% for 
five meter, 75.9% for six meter, 73.4% for seven meter and 72.8% 
for eight meter.  The accuracy of least square curve fitting method 
has almost the same with the method of combination of circular 
Hough transform and integrodifferential operator where 80.1% for 
four meter, 79% for five meter, 74.7% for six meter and 72.5% for 
both seven and eight meters. This can be concluded that as the 
distance increased, the accuracy of iris recognition for the differ-
ent methods was decreased. This is because as the distance in-
creased, the existing of ‘noise’ such as reflection has also in-
creased.  Thus, it caused incorrectly localization of iris boundaries 
especially the pupillary boundary as the existing of reflection 
made the methods falsely detect the edge of reflection as edge of 
pupillary boundary.  The method of circular Hough transform that 
is tolerant to noise makes it correctly localize the iris boundaries.  
 
Table 8: Localization of iris at distance of four to eight meters using different methods 
Methods 
Distance (meter) 
4 5 6 7 8 
Circular Hough Trans-
form 
     
Integrodifferential Op-
erator 
     
Least Square Curve 
Fitting 
     
Circular Hough Trans-
form + Integrodifferential 
Operator 
     
Table 9: Categories of incorrect iris boundaries localization using different methods 
Methods 
Category 
Frontal eye with 
off focus and 
small reflection 
Frontal eye 
image with large 
reflection 
Frontal eye with spectacle and large 
reflection 
Frontal eye with off 
focus and large 
reflection 
Circular Hough 
Transform 
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Integrodifferential 
Operator 
    
Least Square Curve 
Fitting 
    
Circular Hough 
Transform + In-
tegrodifferential Opera-
tor     
Table 10: Accuracy of iris recognition for different methods in distance of four to eight meters 
Methods 
Accuracy (%) 
Distance (meter) 
4 5 6 7 8 Overall 
Circular Hough Transform 85.9 85.2 82.9 82.1 82.1 85.1 
Integrodifferential Operator 69.0 67.1 66.0 62.1 59.1 66.7 
Least Square Curve Fitting 80.1 79.0 74.7 72.5 72.5 78.5 
Circular Hough Transform + Integrodifferential Operator  80.1 79.9 75.9 73.4 72.8 79.3 
 
4.3. Equal error rate of Iris Recognition 
Table 11 shows results of equal error rate of iris recognition for 
different methods according to distance of four to eight meters.  
The method of circular Hough transform has the lowest percent-
age of equal error rate which 10.9% for four meter, 10.7% for five 
meter, 13.3% for six meter, 14.5% for seven meter and 15.6% for 
eight meter. The method of combination of circular Hough trans-
form and integrodifferential operator has decreased the percentage 
of equal error rate for integrodifferential operator method where 
about 8.1% for four meter, 6.1% for five meter, 7.9% for six meter, 
4.8% for seven meter and 8.8% for eight meter.  The method of 
least square curve fitting has 15.9% for four meter, 18.4% for five 
meter, 19.5% for six meter and 23.9% for both seven and eight 
meters in percentages of equal error rate. Overall, the method of 
circular Hough transform have less than 15% in percentages of 
equal error rate while the methods of least square curve fitting, 
integrodifferential operator and combination of circular Hough 
transform and integrodifferential operator have more than 20%.  
This can be concluded that correctly localize the iris will give 
better extraction of iris area where it is important to be used for 
the feature extraction and template matching process.  If the iris is 
not correctly localize, less bit of features could be extracted during 
feature extraction process and thus, give high error identification 
during template matching process.   
 
Table 11: Equal error rate of iris recognition for different methods in distance of four to eight meters 
Methods 
Equal error rate (%) 
Distance (meter) 
4 5 6 7 8 Overall 
Circular Hough Transform 10.9 10.7 13.3 14.5 15.6 14.9 
Integrodifferential Operator 24.0 24.9 26.7 27.9 31.9 25.9 
Least Square Curve Fitting 15.9 18.4 19.5 23.9 23.9 21.6 
Circular Hough Transform + Integrodifferential Operator 15.9 18.8 18.8 23.1 23.1 20.9 
4.4. Decidability of Iris Recognition 
Table 12 shows the output of decidability index of iris recognition 
for different methods in distance of four to eight meters.  Decida-
bility determines the separation distance between intra-class and 
inter-class distribution.  The method of integrodifferential operator 
give lowest decidability index compared to the other methods 
where 2.10 for four meter, 2.05 for five meter, 1.99 for six meter, 
1.80 for seven meter and 1.75 for eight meter.  The combination of 
circular Hough transform and integrodifferential operator has 
increased the decidability index of integrodifferential operator 
where 2.21 for four meter, 2.18 for five and six meters, 2.10 for 
seven meter and 2.01 for eight meter.  The method of circular 
Hough transform give highest decidability index which 2.60 for 
four meter, 2.57 for five meter, 2.55 for six meter and 2.39 for 
both seven and eight meters. The method of least square curve 
fitting has 2.20 for four meter, 2.17 for five meter, 2.14 for six 
meter and 2.07 for both seven and eight meters in decidability 
index. This can be concluded that the method of circular Hough 
transform provided good separation between inter-class and intra-
class while the method of integrodifferential operator provided the 
least classes separation.  A good separation of inter and intra-class 
give a good performance in identifying and verifying a person. 
The methods of least square curve fitting and combination of cir-
cular Hough transform and integrodifferential operator has almost 
the same performance in separating the inter and intra-class distri-
butions. 
 
Table 11: Decidability index of iris recognition for different methods in distance of four to eight meters 
Methods 
Decidability Index 
Distance (meter) 
4 5 6 7 8 Overall 
Circular Hough Transform 2.60 2.57 2.55 2.39 2.39 2.49 
Integrodifferential Operator 2.10 2.05 1.99 1.80 1.75 1.89 
Least Square Curve Fitting 2.20 2.17 2.14 2.07 2.07 2.09 
Circular Hough Transform + Integrodifferential Operator 2.21 2.18 2.18 2.10 2.01 2.15 
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5. Conclusion  
The method of circular Hough transform has provided a good 
localization of iris compared to the other methods: least square 
curve fitting, integrodifferential operator and combination of cir-
cular Hough transform and integrodifferential operator.  This is 
because this method is very tolerant to ‘noise’ such as reflection 
which could detect the edge of reflections and iris boundaries 
correctly compared to the other methods.  The combination of 
circular Hough transform and integrodifferential operator has 
improved the performance of integrodifferential operator method 
alone.  Although the method of circular Hough transform provided 
good localization of iris, this method still have problem in localiz-
ing the pupillary boundary due to the existing of large reflection.  
Therefore, ‘noise’ such as large reflection that existed in the eye 
images especially in the iris area need to be removed so that the 
localization of limbic and pupillary boundaries can be performed 
correctly. 
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