Network motif provides a way to uncover the basic building blocks of most complex networks.
motif size and the usage of Nauty 1 . All these different methods share some features: uses direct graphs, perform a complete motif search, i.e., check for all possible isomorphic patterns and uses induced subgraphs. It is also possible to find other tools which can search for only one isomorphic pattern [20] , or that deal with non induced subgraphs [4] . This paper address the following problem (See [13] ):
Problem 1 (Motifs-k(G)) Given a directed graph G(V, E), the problem Motifs-k consists in counting the number of connected induced subgraphs of G of size k grouped by isomorphic distinct subgraphs of size k. The result is an histogram H k (G).
We deal with the problem for k (vertices in a subgraph) equal to 3, 4, 5, and 6. It is important to notice the number of isomorphic distinct subgraphs of size 3,4,5, and 6 is 13, 199, 9, 364 and 1, 530, 842, respectively. For k = 7 there are 880, 471, 142 distinct isomorphic patterns.
The algorithms for motif detection can be based into two main approaches: exact counting or heuristic sampling. As these names might suggest, the former approach performs a precise count of the isomorphic pattern frequency. The latter uses statistics to estimate frequency value. Several exact search-based algorithms and tools can be found in the literature, such as acc-Motif [13, 15] , NetMode [9] , MAVisto [22] , NeMoFinder [4] , Kavosh [7] and Grochow and Kellis [6] . Sampling based algorithms examples are MFinder [8, 17] , Fanmod [24] and MODA [18] .
Exact algorithms to find network motifs are generally extremely costly in terms of CPU time and memory consumption, and present restrictions on the size of motifs [7] .
According to Cirielo and Guerra [5] , motif algorithms typically consist of three steps: (a) list connected subgraphs of k vertices in the original graph and in a set of randomized graphs; (b) group them into isomorphic classes; and (c) determine the statistical signif-1 Nauty is an algorithm to isomorphism detection [12] icance of the isomorphic subgraph classes by comparing their frequencies to those of an ensemble of random graphs. The core of this paper focus in items (a) and (b).
In 2012, we proposed optimized methods for motif detection of size 3, 4 and 5 [13, 15] . This paper describes an extension for acc-Motif including motif detection for k=6, multithread and a smaller complexity in enumeration algorithm.
Contribution:
We've made an algorithm for detecting motifs faster than the state of the art for motifs of size 3 up to 6.
Notation and definitions
This work is an extension of [14] . In this way, more attention will be given to the improvements made. The reader can refer to the previous work for more details about the algorithms.
Let G(V, E) be a directed graph with n = |V (G)| vertices and m = |E(G)| edges.
Assume that m ≥ n − 1. If (u, v) ∈ E(G) and (v, u) ∈ E(G), we say it is a bidirected edge.
Alternatively, if only (u, v) ∈ E(G), we say it is a directed edge.
Given a vertex v ∈ V , we partitioned the graph in four disjoint sets: A(v), B(v), C (v) and N (v), as follows: For each pair of vertices Table 1 of [14] .
For sets containing three vertices
does not belongs to the adjacency.
Given a graph G, a subset of vertices X , with |X | ≤ 4, the partition set P art(adj(X ) and so on.
The histogram H k as described in Problem 1 is a function
set of all induced connected subgraphs from G with size r. See an example in Figure 3 . The diagram in Figure 4 shows the inputs and outputs in the enumeration procedure for motif of size k in acc-Motif method.
Algorithm 1 presents the motif counting process. First, it generates all induced sub- E}. For k = 5, the set L 5−2 was shown in [13] . For k = 6, the algorithm to compute L 4 is adapted from [7] . The execution time to compute L k−2 is negligible in relation to the total time. 
Input: Graph G(V, E) and an integer k
Output: H k , that is the histogram for motifs of size k 1 Compute L k−2 . 2 foreach subgraph G[X ] ∈ L k−2 do 3 Compute P art(adj(X )) 4 foreach Y ∈ P art(adj(X )) do 5 foreach Z ∈ P art(adj(X )) do 6 if Y=Z then
16
Subtract one unit from motif (X , Y, Z) such that u ∈ Y ∈ P art(adj(X )) and v ∈ Z ∈ P art(adj(X )). The first diffence between the original algorithm [14] and this is that, in [14] , each edge (u, v) ∈ ajd(X ) increments once the variable m Y Z for all Y, Z ∈ P art(adj(X )). In this solution, each edge uses H k directly, without to create a counter m Y Z .
Note that for a constant k, the size |P art(adj(X ))| and the number of variables m xy are constant, not affecting the complexity of acc-Motif. However, the constants affect the final execution time.
Another differcence is an improved algorithm to compute the edges in an induced graphs as described in Section 3.1.
Computing Induced Subgraph G[S] efficiently
Given an oriented graph G(V, E), with n = |V | and m = |E|. Given a set of vertices S, let E S be the set of edges of G [S] . In this section we consider only the induced graph
. This section shows algorithms to obtain E S efficiently. For this, it is assumed that the neighbors of v, δ(v), are already precomputed.
Several strategies are combined to produce an efficient algorithm to find the edges E S .
Let d(v) = |δ(v)| be the degree of v and D(S) = v∈S d(v) the sum of the degrees of the vertices in S.
foreach u ∈ S do for v ∈ S do if (u, v) ∈ E then E S ← E S ∪ (u, v) end end end Algorithm 2: θ(|S| 2 ). foreach u ∈ S do for v ∈ δ(u) do if v ∈ S then E S ← E S ∪ (u, v) end end end
Algorithm 3: θ(|S|D(S)).
if |S| 2 < |S|D(S) then return Algorithm2(G,S) else return
Algorithm3(G,S) end

Algorithm 4: θ(min{|S| 2 , |S|D(S)}).
The first strategy consists of analyzing each u, v ∈ S, resulting in a complexity |S| 2 .
This strategy is efficient for small |S|. If, for example, |S| is a constant, the algorithm S = (s 1 , . . . , s k ) such that the degree is increasing. Let p be the value that minimizes the function (s 1 , . . . , s p ) be the p vertices of smaller degree. Let S 2 = (s p+1 , . . . , s k ) be the k − p vertices of greater degree. 
Hub is a set of vertices whose degree is not limited to O (1) . Assume that |Hub| ∈ O(1), thus the number of vertices with degree not limited to O(1) is constant. Graphs in complex networks tend to respect the above conditions. Let's call this graph class of celebrities.
Suppose the execution of a celebrity graph by Algorithm5(G, S). The vertices in
Hub have degree greater than the vertices and V \ Hub. There is a p, not necessarily a minimum, such that S 1 = V \ Hub and S 2 = Hub. For this p we have that (
(S). Thus, the complexity for calculating G[S] for celebrity graphs is O(|S|).
Calculating Isomorphism in O(1)
The use of hash to calculate isomorphisms in O(1) is not new [9, 14] . However, there are challenges to working with motifs of size 6, due to the large number of different isomorphic patterns.
The main challenge of acc-Motif for k = 6 is to compute isomorphism in O(1), it is done by pre-processing. Given a oriented graph G(V, E) of size 6, we need to compute the isomorphic pattern representation in a hash table. Let A 6 be the set of all adjacency matrix of size 6 of G. The size of A 6 is 2 30 (≈ 1 billion possibilities) . A hash table was generated where the key is an adjacency matrix A ∈ A 6 and the value is a number ID ∈ {1, 2, . . . , 1530842} where ID represents a motif. In other words, a function ISO : 
Results
This section show the results of empirical evaluations. We compare acc-Motif with other tools present in the literature. The graphs evaluated were the same used in [14] , Table 3 summarizes the data sets used in the experiments.
All experiments were performed using a processor IBM Power 755, of 3.3 GHz.The first experiment consider only one thread running.
In this experiment we compared the performance of acc-Motif to Fanmode [23] , Kavosh [7] and NetMode [9] by varying k ∈ {3, 4, 5, 6} and using the graphs described in the Table 3 . In this experiment we used only one thread and the execution time was reported in milliseconds. The result of this experiment is presented in Table 4 . Graph n m E.coli [1] 418 519 Levedura [1] 688 1079 CSphd [3] 1882 1740 Roget [3] 1022 5074 Epa [3] 4271 8965 California [3] Figure 5 shows the execution time obtained in Experiment I for the graph California.
It is possible to verify that acc-Motif have performed better than the other algorithms.
This result highlights the computational gain obtained by acc-Motif in relation to the best algorithms present in the literature.
According to the results presented in Table 4 , the acc-Motif algorithm presented a performance inferior to NetMod only for instances whose computational cost is small. Fanmode [23] Kavosh [7] NetMode [9] acc-Motifs Number of Threads (log 2 ) Time in Miliseconds (log 2 )
NetMode [9] acc-Motifs 
Conclusion
In this work we present a tool to detect motifs of size up to 6. Computational experiments show that acc-Motifis the fastest tool compared to algorithms available in the literature. We have proposed an efficient algorithm for calculating induced subgraphs. Finally, a multi-threaded version of the program was generated.
