Abstract. We consider a class of iterated function systems (IFSs) of contracting similarities of R n , introduced by Hutchinson, for which the invariant set possesses a natural Hölder continuous parameterization by the unit interval. When such an invariant set is homeomorphic to an interval, we give necessary conditions in terms of the similarities alone for it to possess a quasisymmetric (and as a corollary, bi-Hölder) parameterization. We also give a related necessary condition for the invariant set of such an IFS to be homeomorphic to an interval.
Introduction
Consider an iterated function system (IFS) of contracting similarities S = {S 1 , ..., S N } of R n , N ≥ 2, n ≥ 1. For i = 1, . . . , N , we will denote the scaling ratio of S i : R n → R n by 0 < r i < 1. In a brief remark in his influential work [18] , Hutchinson introduced a class of such IFSs for which the invariant set is a Peano continuum, i.e., it possesses a continuous parameterization by the unit interval. There is a natural choice for this parameterization, which we call the Hutchinson parameterization. Definition 1.1. [Hutchinson, 1981] The pair (S, γ), where γ is the invariant set of an IFS S = {S 1 , ..., S N } with scaling ratio list {r 1 , ..., r N } is said to be an IFS path, if there exist points a, b ∈ R n such that (i) S 1 (a) = a and S N (b) = b, (ii) S i (b) = S i+1 (a), for any i ∈ {1, ..., N − 1}.
Recall that the Hutchinson operator T associated to an IFS is defined by T (A) = N i=1 S i (A) for sets A ⊆ R n . For an IFS path, the image of the line segment connecting a and b under any iterate T k , k ∈ N, is a connected, piecewise linear set with a natural parameterization arising from the IFS S. As k tends to infinity, these parameterizations converge to the Hutchinson parameterization of the invariant set (see Section 5) .
The canonical example of an IFS path is the Koch snowflake arc; however, in general the invariant set of an IFS path need not be homeomorphic to the unit interval (e.g., the Peano space-filling arc). Characterizing the IFS paths for which this is the case seems to be a very difficult problem that displays chaotic behavior. Since the invariant set of an IFS does not determine the IFS, it seems that the most reasonable version of this task is to characterize the IFS paths for which the Hutchinson parameterization is injective (and hence a homeomorphism). As will be shown in Section 5 (see in particular Proposition 5.2), the injectivity of the Hutchinson parameterization can be easily reformulated in terms of the pair (S, γ) as follows: Definition 1.2. We say that an IFS path (S, γ) is an IFS arc if (i) S i (γ) ∩ S i+1 (γ) = {S i+1 (a)} for i ∈ {1, ..., N − 1},
(ii) S i (γ) ∩ S j (γ) = ∅ for i, j ∈ {1, ..., N − 1} with |i − j| > 1, where a ∈ R n is as in Definition 1.1.
In many concrete examples, the invariant set γ of an IFS arc is known to be a quasiarc, i.e., a quasisymmetric image of [0, 1] . For an excellent introduction to quasisymmetric mappings, see the foundational article of Tukia and Väisälä [25] and the book [16] . An arc in R 2 is a quasiarc if and only if the arc is the image of a compact interval under a quasiconformal self-mapping of R 2 . In fact quasiarcs admit many characterizations [13] , including by a simple geometric condition called bounded turning; see Section 2.2 for details. Let us say that an IFS arc is an IFS quasiarc if its invariant set is a quasiarc.
IFS quasiarcs play an important role in the theory of quasiconformal mappings, particularly with respect to questions about dimension distortion, and also appear in connection with Schwarzian rigid domains [3] . For this reason, it is desirable to have a large, concrete family of IFS quasiarcs available for study and use. To those familiar with the theory of quasiconformal mappings, it may seem likely that every IFS arc is an IFS quasiarc due to the apparent self-similarity of the construction. However, this is not the case [26] :
Theorem 1.3 (Wen and Xi, 2003). There is an IFS arc that is not a quasiarc.
Roughly speaking, the fact that the invariant set of an IFS arc is indeed an arc indicates that any obstruction preventing it from being a quasiarc can only occur infinitesimally and not globally (see Section 4); this seems impossible for a self-similar object. However, when the ratios r 1 and r N are not equal, one is not a priori guaranteed that scaled copies of small pieces of the IFS arc also appear at large scale. In fact, this is the only obstacle, as we indicate in Section 5.5. Our main result gives a fairly large class of IFS arcs in R n for which this obstacle does not occur. Aside from the assumption that the IFS path is an arc, the class is defined in terms of the similarities alone and the condition defining the class is simple to check.
Since the property of being a quasiarc in R n is invariant under similarities, it is natural to assume that an IFS path (S, γ) in R n is normalized so that the point a fixed by S 1 is the origin and the point b fixed by S N is e 1 = (1, 0, ..., 0) ∈ R n . We recall that for each (contracting) similarity S i : R n → R n of an IFS path (S, γ) there exists a ratio r i ∈ (0, 1), an orthogonal transformation A i , and a translation vector b i ∈ R n such that S i (x) = r i A i (x) + b i for all x ∈ R n . Note that if (S, γ) is a normalized IFS path, then b 1 = 0.
In Corollary 4.2, we will see that if n = 2, then one can find plenty of easy-to-check conditions that are sufficient for Theorem 1.4 to hold.
Besides the algebraic conditions of Theorem 1.4, we also briefly discuss a simpler and well-known condition for an IFS arc to be an IFS quasiarc, which we call the cone containment condition (see also [26] ). The cone containment condition is harder to check but covers many cases not covered by Theorem 1.4. However, not all IFS arcs satisfying the hypotheses of Theorem 1.4 satisfy the cone containment condition.
A similar but slightly larger class of iterated function systems, called zippers, has been examined by Aseev, Tetenov, and Kravchenko in [1] . There, the authors give a different collection of conditions on the IFS that guarantee that the invariant set is a quasiarc; there seems to be no overlap between those results and Theorem 1.4. Other subclasses of zippers have been considered in connection with quantitative dimension distortion of planar quasiconformal mappings; in this case holomorphic motions can be used to show the quasiarc property [2] . A wonderful visualization for such function systems can be found at [22] . In neither of these works are the zippers considered actually IFS paths, although in some cases the invariant set of the zipper can also be realized as the invariant set of an IFS path. We recall that a metric space (X, d) is Ahlfors s-regular, s ≥ 0, if there is a constant K ≥ 1 such that for each x ∈ X and 0 < r < 2 diam X,
where H s denotes s-dimensional Hausdorff measure. A is Ahlfors s-regular, and so Theorem 1.5 implies that if (S, γ) is an IFS quasiarc with similarity dimension s, then γ is Ahlfors s-regular. In particular, the similarity dimension s of (S, γ) is equal to the Hausdorff dimension of γ.
An immediate consequence of Theorem 1.5 is the following somewhat surprising statement: Corollary 1.6. Let α and β be IFS quasiarcs with equal similarity dimension. Then α and β are bi-Lipschitz equivalent.
Statements such as Corollary 1.6 are referred to in the literature as Lipschitz equivalence results and are ubiquitous; see, for example, [11] , [12] , [27] , [19] , as well as [9] and [23] and the references therein.
The surprising nature of Corollary 1.6 is illustrated by the fact that the four arcs depicted in Figure 1 represent bi-Lipschitz equivalent quasiarcs (metrized as subsets of R 2 ) of similarity and Hausdorff dimension s = log 4 log 3 ; see Sections 4.2 and 5.4 for the precise definitions of these arcs. As pointed out by Wen [26] , Theorem 1.3 implies that Corollary 1.6 fails for the class of IFS arcs. Moreover, it is not difficult to find (non-IFS) quasiarcs for which the statement fails for Hausdorff dimension.
While Theorem 1.5 indicates that the class of IFS quasiarcs is much smaller than the class of all quasiarcs, an important result of Rohde [24] and its generalization by Herron and Meyer [17] indicates that every quasiarc can be obtained, up to a bi-Lipschitz mapping, by a snowflake-type construction in which at some stages the added triangle is omitted.
One may (reasonably) complain that it is difficult to know if the invariant set of an IFS path is an arc. However, there are criteria, similar in spirit to those of Theorem 1.4, that guarantee an IFS path in R 2 is not an arc. The angles α 1 and α N appearing in the statement below are the angles of counterclockwise rotation provided by the orthogonal transformations A 1 and A N of R 2 associated to S 1 and S N . 
The proof of Theorem 1.7 will show that many variants of this result are possible. We will give preliminary definitions in Section 2. In Section 3, we develop a key estimate, which will be used repeatedly. Section 4 gives the proof of Theorem 1.4 and of Theorem 1.5, and Section 6 gives the proof of Theorem 1.7. We conclude with a discussion of some open problems.
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Background and Notation
A compact non-empty set K is called the invariant set of an IFS S if T (K) = K, where T denotes the Hutchinson operator associated to S. Each IFS S of contracting similarities of R n admits a unique invariant set. Moreover, it can be constructed as a limit: Let A 0 be any nonempty compact subset of R n . Define A k for k ∈ N recursively by A k = T (A k−1 ). Then K is the limit of the sequence {A k } k∈N with respect to the Hausdorff distance (which is a metric on the space of non-empty compact subsets of R n ).
Let K be the invariant set of an IFS S of contracting similarities in R n . We call the solution s > 0 of the equation
the similarity dimension of K (we assume throughout that N ≥ 2). Note that for any invariant set K of an IFS S, it holds that dim K ≤ s, where dim K denotes the Hausdorff dimension of K. However, the inequality dim K ≥ s only holds under stronger assumptions on the IFS.
2.1. Basic Notation for IFS paths. Throughout, we will assume that all IFS paths are normalized as described in the introduction. We denote the line segment between 0 and the point e 1 = (1, 0, . . . , 0) in R n by I. If T is the Hutchinson operator associated to an IFS path (S, γ), then the approximation of γ by the iterates {T k (I)} k∈N is an approximation by piecewise linear paths connecting 0 and e 1 .
For a sequence σ = (σ 1 , σ 2 , ..., σ m ) ∈ {1, ..., N } m of length m ∈ N, we will write S σ for the composition of maps S σ 1 • S σ 2 • ... • S σm . Analogously, we will write r σ for the product of the ratios r σ 1 r σ 2 ...r σm . We call p ∈ γ a vertex of generation m, if p = S σ (0) or p = S σ (e 1 ) for some σ ∈ {1, ..., N } m . We will call a set S σ (γ) a copy of γ of generation m. Note that each vertex of generation m of γ, is also a vertex of generation m ′ for any m ′ > m. Similarly, each copy of γ of generation m ′ is contained in a copy of γ of generation m, for each m ′ > m. In Proposition 5.2 we will show, independently of the rest of the results in this article, that the the Hutchinson parameterization of an IFS arc (S, γ) is injective, and hence that the invariant set is homeomorphic to an interval. This result will be used throughout the entire article. In particular, we will use the fact that if (S, γ) is an IFS arc, then there is a natural ordering ≤ on γ that is determined by declaring that 0 < e 1 . For a set A ⊆ γ, and a point x ∈ γ, we will write x ≤ A if x ≤ y for any y ∈ A. By γ x,y we denote the arc that connects x to y within γ, i.e. if x ≤ y, then γ x,y = {p ∈ γ : x ≤ p ≤ y}.
Quasiarcs and bounded turning.
Two spaces are quasisymmetrically equivalent if there is a quasisymmetric homeomorphism between them. A fundamental theorem of Tukia and Väisälä [25] states that a metric space (X, d) is quasisymmetrically equivalent to the interval [0, 1] if and only if
, there is a constant D ≥ 1 such that for all r > 0, each ball of radius r in X can be covered by at most D balls of radius r/2, and • (X, d) has bounded turning, i.e., there is a constant C ≥ 1 such that given distinct points a, b ∈ X, there is a continuum E ⊆ X containing a and b satisfying diam E ≤ Cd(a, b).
As mentioned in the introduction, a metric space that is quasisymmetrically equivalent to [0, 1] is called a quasiarc. We will prove that the invariant sets of certain IFS arcs in R n are quasiarcs by verifying the bounded turning condition, since subsets of R n are always doubling. We will denote by d the standard distance on Euclidean space, and by diam(E) the diameter of a subset E.
Fundamental estimates
We now provide a collection of key estimates that will be repeatedly used in the proofs of Theorem 1.4 and Theorem 1.5.
Let (S, γ) be an IFS arc in R n . Define
where the first minimum is taken over pairs of distinct generation 1 vertices z andz. By Proposition 5.2, the set γ is an arc, and so D S > 0.
Fix x, y ∈ γ with x < y. We will estimate d(x, y) as well as diam(γ x,y ) using the similarities in S. Towards this end, let m be the smallest number in N for which there exists a generation m vertex z satisfying x ≤ z ≤ y. By definition, there is a sequence σ ∈ {1, ..., N } m−1 such that γ x,y ⊆ S σ (γ).
We consider two cases. Case 1: Assume that there exists another generation m vertexz = z with x ≤z ≤ y. We call the pair (x, y) a case-1-pair. We may assume without loss of generality that z <z. This implies that x ≤ γ z,z ≤ y. Applying the similarity S −1
σ (z) are vertices of generation 1, and
On the other hand, γ x,y ⊆ S σ (γ), so
From (3.2) and (3.3) it follows that
This verifies the bounded turning condition for the points x and y. Case 2: Assume now that z is the only generation m vertex such that x ≤ z ≤ y. We call the pair (x, y) a case-2-pair and the triple (x, z, y) a case-2-triple. It follows that x and y are contained in neighboured copies of γ of generation m. Thus, there exists a number σ m ∈ {1, ..., N − 1} such that γ x,z ∈ S σσm (γ) and γ z,y ∈ S σ(σm+1) (γ). Moreover,
Assume for the moment that x = z. Let k ∈ N and consider all the copies of γ of generation m + k that are contained in S σσm (γ). Note that z is the right endpoint of the right-most of these copies, i.e.,
We will abuse notation here and later in similar situations by writing
, and (iii) lim k ∞ diam(S σσmN k (γ)) = 0 and thus, since x = z, there will be some k ∈ N for which x / ∈ S σ(σm)N k (γ).
By (i), (ii) and (iii), there exists k ∈ N such that (3.6) x ∈ S σσmN k (γ) and x / ∈ S σ(σm)N k+1 (γ). Setz = S σσmN k+1 (0). Thus z andz are distinct vertices of generation m + k + 1 separating x and y. Therefore, analogously to Case 1, it follows that:
Note that (3.9) also holds trivially if x = z. In either situation, if it happens that y = z, then (3.9) verifies the bounded turning condition for the points x and y. with the same constant as in Case 1. If y = z, an analogous argument shows the existence of l ∈ N such that (3.10) y ∈ S σ(σm+1)1 l (γ) and y / ∈ S σ(σm+1)1 l+1 (γ).
As above, it follows that
As before, (3.11) also holds trivially if y = z, and in either situation, if it happens that x = z, then (3.9) verifies the bounded turning condition for the points x and y with the same constant as in Case 1.
A consequence of these estimates is that verifying the bounded turning condition only requires estimating distances (not diameters) between the points in case-2-triples. Lemma 3.1. Let (S, γ) be an IFS arc in R n . Suppose that there is a constant C ≥ 1 such that for all case-2-triples (x, z, y),
Then γ is of bounded turning with constant
2C diam(γ) D S .
Conversely, if γ is an IFS arc of bounded turning with constant
Proof. By the arguments leading to (3.4), (3.9), and (3.11) it suffices to verify the bounded turning condition for a case-2-pair (x, y) such that the corresponding case-2-triple (x, z, y) satisfies x = z = y. By (3.9), (3.11), and (3.12), we see that
as desired. The proof of the converse statement is a direct consequence of the definitions. 
Proof. Assume, towards a contradiction, that (4.1) holds, but there exists a δ > 0 such that for infinitely many i ∈ N, max{d(
We assume that for infinitely many i ∈ N,
An analogous argument is valid when this is not the case. Passing to a subsequence, we may in fact assume that (4.3) holds for all i ∈ N. Since γ is compact we may, again by passing to a subsequence, further assume that the sequence (z i ) i∈N converges to some point z ∈ γ. Then, for all suffienctly
Hence, for all sufficiently large i, it follows that
Our assumptions imply that lim i ∞ d(x i , y i ) = 0. Since A and B are compact, this implies that they must intersect. This is a contradiction as γ is an arc.
Proof of Theorem 1.4. Let (S, γ) be an IFS arc in R n satisfying the hypotheses of Theorem 1.4. We claim that if (x i , z i , y i ) i∈N is a sequence of case-2-triples in γ that satisfies (4.1), there exists another sequence of case-2-triples (x i ,z i ,ỹ i ) i∈N that satisfies (4.1) but not (4.2). Given this claim, Lemma 4.1 implies that there is no sequence of case-2-triples satisfying (4.1). Hence Lemma 3.1 yields the desired conclusion. To this end, let (x, y, z) be a case-2-triple; we may assume without loss of generality that x = y = z. Our claim will follow if we show that there exists another case-2-triple (x,z,ỹ) satisfying (i) max{d(x,z), d(z,ỹ)} ≥ C, where C > 0 only depends on γ, (ii) and
Set M := qpst, where q, p, s, t ∈ N are the numbers given in the conditions of Theorem 1.4.
As in Section 3, let m be the smallest generation separating x and y, let σ ∈ {1, . . . , N } m−1 be the sequence satisfying γ x,y ⊆ S σ (γ), and let σ m ∈ {1, . . . , N − 1} be the number such that
Furthermore, let k and l be numbers satisfying (3.6) and (3.10), respectively; recall that these numbers locate x and y more precisely with respect to z and the ratios r 1 and r N .
Letk be the largest multiple of M that is no greater than k, andl be the largest multiple of M that is no greater than l; here we allow for k and/or l to be 0. In particular k−k, l−l ∈ {0, ..., M −1}. Without loss of generality, we assume thatkt ≤ls; the casekt ≥ls is analogous.
Set
Note that thus (x,z,ỹ) is a case-2-triple with x = z = y. Moreover:
• On γ x,z , the mapping ψ is a similarity with ratio r −1 σ r −K N .
• On γ z,y , the mapping ψ is a similarity with ratio
• It holds that γ x,z ∩ γ z,y = {z}.
• For all points x ′ ∈ γ x,z and y ′ ∈ γ z,y : Since both L and K are multiples of M and thus of p and q, condition (B) implies that the angle between the segments from z to x ′ and the segment from z to y ′ , equals the angle between the segments from ψ(z) to ψ(x ′ ) and the segment from ψ(z) to ψ(y ′ ).
From these observations, it follows that ψ is a similarity of ratio r −1 σ r −K N on γ x,y . So in particular, the assertion (ii) follows immediately.
On the other hand, by (3.7), it follows that d(x, z) ≥ D S r σ r σm r k N and thus
which proves (i).
We now give a list conditions on an IFS arc (S, γ) in R 2 that are easy to check and impy that the hypotheses of Theorem 1.4 are satisfied. Let A j : R 2 → R 2 be the orthogonal transformation associated to S j ∈ S. Then A j : R 2 → R 2 is given by the composition of a counterclockwise rotation R α j about an angle α j ∈ [0, 2π) with a map I j which can be either the identity on R 2 or a reflection through the x-axis. Thus, each similarity S j : R 2 → R 2 can be written as S j (x) = r j (R α j •I j )(x)+b j , x ∈ R 2 , for some angle α j ∈ [0, 2π). Equivalently, in complex coordinates, S j (z) = r j e iα j I j (z) + b j , where I j denotes either the identity on C or the complex conjugation z →z. (1), (2), (3) and (4) (1) and (2) shows that (3) implies (B) as well. Finally, assume that condition (4) holds. Then A 2 1 = A 2 N (in case both A 1 and A N are orientation preserving, even A 1 = A N ) and thus (B) is satisfied for p = q = 2 (resp. p = q = 1).
It is also not difficult to come up with special circumstances under which conditions similar to the ones postulated in Corollary 4.2 work in R n . Consider for example the case when the similarities S 1 and S N of an IFS S in R n are given by simple rotations: an orthogonal transformation T of R n is called a simple rotation if there exists a two-dimensional subspace A ⊂ R n such that T restricted to A is a rotation and T restricted to the orthogonal complement of A is the identity.
Let us denote by T A,α the simple rotation of R n that is a counterclockwise rotation about the angle α ∈ [0, 2π) on the (oriented) two-dimensional subspace A ⊂ R n and leaves the orthogonal complement of A fixed. Assume that for an IFS S in R n there exists a two-dimensional subspace A ⊂ R n and angles α 1 , α N ∈ [0, 2π) such that S 1 (x) = r 1 T A,α 1 x (recall that b 1 = 0 since (S, γ) is a normalized IFS path) and S N (x) = r 1 T A,α N x + b N , for all x ∈ R n . Then, analogously to Corollary 4.2, the conditions (1) There exist numbers p, s ∈ N and r ∈ (0, 1) such that r 1 = r s and r N = r p (2) Either α 1 , α N ∈ 2πQ, or α 1 = α N imply that γ is a quasiarc.
4.2.
The cone containment condition. We now briefly describe another, more intuitive condition guaranteeing that an IFS arc (S, γ) is an IFS quasiarc. While it is quite broad, it requires knowledge of the invariant set γ that cannot be easily checked from the similarities S alone.
A closed cone in R n is an isometric image of the set {v ∈ R n : v, e 1 ≥ α||v||} for some 0 ≤ α < 1. Its apex is the image of the vector 0. Definition 4.3. We say that an IFS arc γ given by an IFS S satisfies the cone containment condition if for i ∈ {2, ..., N − 1} there exist closed cones L i and R i with apex S i (e 1 ) such that
Remark 4.4. The cone containment condition does not imply that the invariant set γ is a topological arc. To see this, consider the Sierpiński gasket in R 2 given by the IFS {S 1 , S 2 , S 3 } defined using complex notation by S 1 (z) = Figure 2 illustrates the mappings S 1 , S 2 , S 3 . Note that this example also shows that the invariant set γ can fail to be an arc even though T k (I) is an arc for each k ∈ N; recall that T is the Hutchinson operator associated to S and I is the interval connecting 0 and e 1 in R 2 . Figure 2 . Sets I and T k (I) for k = 1, ..., 5. The grey arrows illustrate the orientation of the mappings S 1 , S 2 and S 3 .
The following result was shown in [26] : The IFS arcs a., b., and c. of Figure 1 satisfy the cone containment condition. They also satisfy the conditions of Theorem 1.4. However, the IFS arc d. of Figure 1 satisfies the conditions of Theorem 1.4 but not the cone containment condition due to its "spiraling" behavior: Example 4.6. Define an IFS S (using complex notation) by 12 . The following scheme illustrates the mappings S 1 , S 2 , S 3 , S 4 applied to the segment I: Figure 1 , image (d.) in the introduction illustrates the invariant set γ of S. Since α 1 and α n are non-zero and the similarities in S are orientation preserving, the arc "rotates" around each vertex. This makes it impossible for the cone containment condition to hold. However, once the non-trivial fact that (S, γ) is an IFS arc is established, it follows easily that it satisfies the conditions Theorem 1.4. Moreover, note that the similarity dimension of this IFS arc is log 4 log 3 , which is the same as the similarity dimension of the other IFS arcs depicted in Figure 1 . Thus by Corollary 1.6 it is bi-Lipschitz to each of the IFS paths.
Parameterizations of IFS paths
In this section we construct optimally Hölder continuous parameterizations of IFS paths, and show that these parameterizations are actually bi-Hölder when the IFS path is an IFS quasiarc. Let k ∈ N be an integer and let σ ∈ {1, . . . ,
i (t), and hence ot follows that
i.e., φ is a structural parameterization of (S, γ). It turns out that there is a canonical choice of the partition P that optimizes the metric distortion of φ: Definition 5.1. Let (S, γ) be an IFS path with similarity dimension s. The Hutchinson parameterization of γ is the limit φ of the sequence of maps {φ k } k∈N defined above where the partition P satisfies t i − t i−1 = r s i for i ∈ {1, ..., N }. We now justify the nomenclature "IFS arc". Then, since φ(u) = φ(v), the set S σ S i (γ) ∩ S σ S j (γ) contains a point which is not S σ S i (e 1 ) or S σ S j (0). Applying S −1 σ yields a contradiction. That (S, γ) is an IFS arc if φ is injective follows quickly from the definitions.
Hölder continuity of the Hutchinson parameterization.
The following result can be found in [15] and [1] , but we include the proof for completeness as it is a simple consequence of the basic estimates of Section 3. Proof. Let u < v be distinct points of [0, 1]. We will employ the estimates of Section 3 with respect to the IFS path s defined above. Namely, (1) let m be the smallest generation separating u and v, (2) let q be a generation m vertex satisfying u ≤ q ≤ v,
If (u, v) is a case-1-pair, then (3) above, (5.1), and the fundamental estimate (3.2) imply that
Now, assume that (u, v) is a case-2-pair and thus (u, q, v) is a case-2-triple. We may assume without loss of generality
As in Section 3,
• let σ m ∈ {1, . . . , N − 1} be the number such that s σσm (1) = z = s σ(σm+1) (0),
, and so φ(u), φ(q) ∈ S σ,σm,N k (γ). Thus, by applying (5.2),
On the other hand, using (3.7) and the fact that u ≤ q ≤ v are points in [0, 1], we see that
Ds |u − v| Let (s, [0, 1]) be the IFS arc used in the construction of φ (see Section 5.1), and let m, q, and σ be as defined in (1)- (3) 
Now assume that (u, q, v) is a case-2-triple with respect to the (s, [0, 1]). Then (φ(u), φ(q), φ(v)) is a case-2-triple with respect to (S, γ). Without loss of generality we may assume that |u−q| ≥ |q−v|. Let C denote the bounded turning constant of γ. Then by Lemma 3.1,
Let σ m ∈ {1, . . . , N − 1} and k ∈ N be so that (3.6) holds for the triple (φ(u), φ(q), φ(v)). Then As we have assumed |u − q| ≥ |q − v|, we conclude that
Conversely, if the Hutchinson parameterization φ is 1 s -bi-Hölder continuous, then it is also quasisymmetric. The bounded turning condition is preserved under quasisymmetries [25] , and so the fact that [0, 1] has bounded turning implies that γ has bounded turning. Thus γ is a quasiarc.
In fact, if (S, γ) is an IFS quasiarc, then the Hutchinson parameterization is the s-dimensional arclength parameterization of γ. 
Proof. For the moment, fix σ ∈ {1, ..., N } k and k ∈ N. Since φ is
Let u, v ∈ [0, 1]. Define the sequence of collections of intervals (M k ) k∈N as follows:
Moreover, any two intervals in this union intersect in at most one point. Hence,
Since (S, γ) is an IFS arc, Proposition 5.2 implies that any two of the terms above intersect in at most one point as well. Since points have zero s-dimensional Hausdorff measure, (5.3) implies that
as desired.
To put Corollary 5.4 in context, it can be gleaned from [20] , [10] , and [11] , or slightly more directly from [14] , that any Ahlfors s-regular quasiarc has an s-dimensional arclength parameterization by [0, 1] that is 2 ) (using complex notation) by
The following figure illustrates the mappings S 1 , S 2 , S 3 , S 4 applied to the segment I.
One can easily show that for any parameters a, b ∈ (0, (4) log(3) . 5.5. Approximate self-similarity and bounded turning. In many contexts, the space (X, d) of interest is not known to be the invariant set of a family of contracting similarities, but rather only known to posses a more flexible form of self-similarity:
• scaled bi-Lipschitz copies of any small-scale piece of (X, d) appear at the top scale, and • a scaled bi-Lipschitz copy of (X, d) appears at every scale and location.
A metric space satisfying the first condition above was called quasi-self-similar by Mclauglin [20] and approximate self-similar in [7] ; a metric space homeomorphic to a circle that satisfies both conditions was called a quasicircle by Falconer-Marsh [11] . Carrasco Piaggio has shown that an approximately self-similar locally connected metric space has bounded turning [8] , which implies that a "Falconer-Marsh quasicircle" is indeed the quasisymmetric image of S 1 (the converse of this statement is false. Taken together, the papers of McLaughlin [20] , Falconer [10] , and Falconer-Marsh [11] imply the following theorem: Thus, an alternate approach to Theorem 1.5 is to show that the invariant set of an IFS quasiarc satisfies the two conditions given above and then prove a version of Theorem 5.5 for arcs. This is much less direct than the approach we have taken; however, it turns out to be logically equivalent, as the following result shows: (1) There exist constants r 0 > 0 and C 1 , C 2 > 0 such that for every open set U ⊆ R n satisfying U ∩ γ = ∅ and 0 < diam(U ∩ γ) < r 0 , there exists a mapping ϕ : U ∩ γ → γ such that
for all a, b ∈ U ∩ γ (2) There exist constants r 1 > 0 and C 3 > 0 such that for any x ∈ γ and radius 0 < r < r 1 , there is a mapping ψ : Γ → B(x, r) ∩ Γ satisfying
for all a, b ∈ γ.
Proof. That bounded turning implies the two conditions given in the statement follows immediately from Theorem 1.5, as they are invariant under bi-Hölder changes of metric and are clearly satisfied by the interval [0, 1]. Now suppose that (S, γ) is an IFS arc such that condition (1) of Theorem 5.6 holds. That γ has bounded turning follows from the work of Piaggio Carrasco [8] , but we can give a short, self-contained proof in this special setting.
Assume, towards a contradiction, that γ is not of bounded turning. Then there is a sequence of pairs of points {(x i , y i )} i∈N of γ such that x i < y i , and
Define ρ i := diam(γ x i ,y i ). As γ is an arc, it must be the case that lim i→∞ ρ i = 0. Hence, we may assume without loss of generality that 2ρ i < r 0 for each i ∈ N. Fix i ∈ N. Let ϕ i : B(x i , 2ρ i )∩γ → γ be the mapping provided by condition (1) with U = B(x i , 2ρ i ). Since the mapping ϕ i is a topological embedding, ϕ i (γ x i ,y i ) = γ ϕ i (x i ),ϕ(y i ) . Hence, the estimates of condition (1) yield
as well as
2 . Since γ is an arc, this contradicts (5.5).
Remark 5.7. As the proof shows, condition (1) alone implies that an IFS arc is an IFS quasiarc.
IFS paths with non-injective Hutchinson parametrization
The goal of this section is to prove Theorem 1.7. We will need a topological lemma. Consider the punctured disk A := {z ∈ C : 0 < |z| < 1} , and its closure A, which coincides with the closed unit disk. For each θ ∈ S 1 ⊆ C, define a mapping 
Furthermore, assume that there does not exist θ ∈ S 1 such that
Then the set
Proof. Consider the strip A = (0, 1] × R as the universal cover of the punctured closed disk A ′ = A\{0} with the associated projection π : A → A ′ defined by π(r, t) = re it . Let α and β be lifts of α| (0, 1] and β| (0,1] to A respectively; then α and β have disjoint images. For t ∈ R, define α t by α + (0, t). Then the image of π( α t ) coincides with the image of R θ • α for θ = e it . Thus, it suffices to show that the set
By assumption, there is no t ∈ R such that im( α t ) ⊆ im( β). Note that A\ β has exactly two components, which we denote by L and U . Define t 0 := sup{t ∈ R : im α t ⊆ L} and t 1 := inf{t ∈ R : im α t ⊆ U }.
We may assume without loss of generality that 0 ≤ t 0 < ∞ and that t 0 ≤ t 1 < ∞. Suppose that t 0 < t 1 ; then for each t ∈ (t 0 , t 1 ), the set im( α t ) is neither contained in L nor U , and so t ∈ T . This shows that T contains an interval. Now suppose that
Proof of Theorem 1.7. Let (S, γ) be a normalized IFS path in R 2 that satisfies conditions (1) and (2) of Theorem 1.7. Assume, towards a contradiction, that there exists a homeomorphism ψ :
We may assume without loss of generality that ψ(0) = 0 and ψ(1) = e 1 . By assumption, we may find an index i ∈ {1, . . . , N − 1} so that both S i and S i+1 are orientation preserving or both are orientation reversing, and moreover that there is no rotation of S i (γ) around z := S i (e 1 ) = S i+1 (0) that maps S i (γ) onto a subset of S i+1 (γ) or vice-versa. We assume that max{d(x, z) : x ∈ S i (γ)} ≤ R := max{d(z, y) : y ∈ S i+1 (γ)}, as a similar argument is valid if this is not the case. Furthermore, define
Consider the punctured disk A := {p ∈ R 2 : 0 < d(z, p) < R} and the injective paths α, β defined by α := ψ| [t 0 ,t 1 ] and β = ψ| [t 1 ,t 2 ] . Note that thus β(t 1 ) = z, β(s) ∈ A for all s ∈ (t 1 , t 2 ), |β(t 2 )| = R and im α∩im β = {z}. Moreover, as we have stated above, there does not exist an angle θ ∈ S 1 such that im(R θ • α) ⊆ im(β). Thus, after shifting, scaling, and reparameterizing, Lemma 6.1 shows the set T := {θ ∈ S 1 : (im(R θ • α) ∩ im(β))\{z} = ∅} contains an interval I. Since tα 1 − sα N ∈ 2π(R\Q), there exists m ∈ N such that θ 0 := m(tα 1 − sα N ) ∈ I ⊆ T . Thus the images of the paths β and R θ 0 • α intersect in a pointz = z. In particular, this implies that im(R θ 0 • α) ∪ im(β) contains a homeomorphic copy of S 1 . Now define the pathsα := S ms N • α andβ := S mt 1 • β. Then im(α) ⊆ im(α) and im(β) ⊆ im(β) and hence im(α) ∪ im(β) ⊆ γ. Note that S N rotates γ by an angle of −α N around the point e 1 , while S 1 rotates γ by an angle of α 1 around 0. By (1), r mt 1 = r ms N , and thus im(α) ∪ im(β) is the image under a similarity of im(R θ 0 • α) ∪ im(β). Thus, γ contains a homeomorphic copy of S 1 , contradicting the existence of the homeomorphism ψ : [0, 1] → γ.
Remark 6.2. Theorem 1.7 still holds under the following slightly different assumptions: Let (S, γ) be a normalized IFS path in R 2 such that (1) S 1 is orientation preserving, S N is orientation reversing.
(2) there exists a number t ∈ N such that r t 1 = r 2 N , and tα 1 ∈ 2π(R\Q), (3) there exists i ∈ {1, ..., N − 1} such that (a) Either both S i and S i+1 are orientation preserving, or both are orientation reversing.
(b) There is no rotation around the point S i (e 1 ) = S i+1 (0) that maps S i (γ) into S i+1 (γ), or vice versa.
The proof of this assertion is analogous to the proof of Corollary 4.2.
Open questions and further directions for research
The obvious task left uncompleted by this work is an optimal version of Theorem 1.4:
Problem 7.1. Give necessary and sufficient conditions for an IFS arc (S, γ) to be an IFS quasiarc in terms of the similarities in S alone.
It would be particularly interesting if there was a simple characterization of IFS quasiarcs, rather than an exhaustive list of cases.
The bounded turning condition makes sense for arbitrary metric spaces, and so one can inquire about whether or not the invariant set of an IFS path has this condition regardless of the topological type of its invariant. If the invariant set of an IFS path fails to be an arc, then philosophically it should be easier to verify the bounded turning condition. Problem 7.2. Give necessary and sufficient conditions for an IFS path (S, γ) that is not an IFS arc to have bounded turning in terms of the similarities in S alone.
Characterizing metric spaces that are quasisymmetrically equivalent to the standard two-sphere is an important problem in geometric group theory [5] and in the dynamics of rational mappings [6] . In [21] , Meyer gave examples of metric spaces that are quasisymmetrically equivalent to the standard sphere but have non-integer Hausdorff dimension; these examples were called snowspheres and can be considered as a two-dimensional version of Rohde's snowflakes. Problem 7.3. Can a large and concrete class of "IFS snowspheres", including many with unequal scaling ratios, be shown to be quasisymmetrically equivalent to the standard sphere? For such snowspheres, does the Hausdorff dimension determine the invariant set up to bi-Lipschitz equivalence?
The possible homeomorphism types for invariant sets of IFS paths include many specific fractals, such as the Sierpinski gasket, as shown in Section 4.2. It is also possible to realize the Sierpinski carpet as the invariant set of an IFS path (see Figure 3) . The quasisymmetric geometry of the Sierpinski carpet also plays an important role in dynamics and geometric group theory [4] . Perhaps viewing the carpet as an IFS path can yield some insight into this subject. (8) log (3) .
