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Abstract
In this paper, an algorithm is established to reconstruct an eigenvalue problem from the given data satisfy-
ing certain conditions. These conditions are proved to be not only necessary but also sufficient for the given
data to coincide with the spectral characteristics corresponding to the reconstructed eigenvalue problem.
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1. Introduction and main result
In a recent paper of Ning and Yamamoto [17], an eigenvalue problem for a system was con-
sidered:
(AP ϕ)(x) := B dϕdx (x)+ P(x)ϕ(x) = λϕ(x), 0 < x < 1, (1.1)
ϕ(2)(0) coshμ− ϕ(1)(0) sinhμ = 0, (1.2)
ϕ(2)(1) coshν + ϕ(1)(1) sinhν = 0, (1.3)
where B = ( 0 11 0), ϕ(x) = ( ϕ(1)(x)ϕ(2)(x)), P = ( p11 p12p21 p22 ) ∈ (C1[0,1])4 is complex-valued, and the con-
stants μ,ν ∈ C.
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an electric oscillation in a transmission line (cf. Cox and Knobel [4], Trooshin and Yamamoto
[21]), a vibration of a string with viscous drag (cf. Yamamoto [23]), etc. On the other hand, this
eigenvalue problem can also generalize the Sturm–Liouville problem (cf. Yamamoto [22]) and
the one-dimensional Dirac equation (cf. [17]).
To give a formulation of the inverse problem studied in this paper, we first introduce the
results obtained in [17] as follows. Under the assumption that p21,p22 are known, in [17] M. Ya-
mamoto and the author proved a uniqueness theorem and provided a reconstruction formula for
p11 and p12 from the spectral characteristics (for the definition see below) consisting of one
spectrum and the associated normalizing constants. The key idea of the proof is based on the in-
verse spectral theory for the Sturm–Liouville problem. Recently, by means of the inverse spectral
theory established by us, in [18] we have proved a reconstruction formula for p1(x) and p2(x),
0 x  1, from observation data u(0, t), −T  t  T , for a wave equation with damping term:
∂2u
∂t2
(x, t) = ∂
2u
∂x2
(x, t)+ p1(x)∂u
∂t
(x, t)+ p2(x)∂u
∂x
(x, t), 0 < x < 1, −T < t < T,
u(x,0) = 0, ∂u
∂t
(x,0) = δ(x), 0 x  1,
∂u
∂x
(0, t) = ∂u
∂x
(1, t) = 0, −T  t  T ,
where T  2, p1,p2 ∈ C1[0,1] and δ(x) is the Dirac delta function describing an impulsive
input. This problem was solved by Blagoveshchenskij [1] when p1 ≡ 0, but for general p1 it is
difficult and has been open for a long time.
To define the spectral characteristics and describe the details of the results in [17], let us intro-
duce some notations as follows. Throughout this paper, let (L2(0,1))2, (H 1(0,1))2 denote the
product spaces of the complex-valued Lebesgue space L2(0,1) and the complex-valued Sobolev
space H 1(0,1), respectively. By (·,·) we denote the scalar product in (L2(0,1))2:
(f, g) =
1∫
0
f T (x)g(x)dx =
1∫
0
(
f (1)(x)g(1)(x)+ f (2)(x)g(2)(x))dx
for f = ( f (1)
f (2)
) ∈ (L2(0,1))2, g = ( g(1)
g(2)
) ∈ (L2(0,1))2. Here and henceforth ·¯ denotes complex
conjugate and ·T denotes the transpose of a vector or matrix under consideration. The quantity
with the symbol ∗ denotes the adjoint one. We call that f (respectively g) is orthogonal to g
(respectively f ) if (f, g) = 0.
Now we define a differential operator AP,μ,ν by AP,μ,νϕ = AP ϕ in (L2(0,1))2 with the
domain
D(AP,μ,ν) =
{
ϕ ∈ (H 1(0,1))2: ϕ(2)(0) coshμ− ϕ(1)(0) sinhμ = 0,
ϕ(2)(1) coshν + ϕ(1)(1) sinhν = 0}.
It is easy to see that the adjoint operator A∗P,μ,ν of AP,μ,ν in (L2(0,1))2 is given by⎧⎪⎪⎨⎪⎪⎩
(
A∗P,μ,νϕ∗
)
(x) = −B dϕ∗dx (x)+ PT (x)ϕ∗(x), ϕ∗ ∈ D
(
A∗P,μ,ν
)
, 0 < x < 1,
D
(
A∗P,μ,ν
)= {ϕ∗ ∈ (H 1(0,1))2: ϕ∗(2)(0) coshμ+ ϕ∗(1)(0) sinhμ = 0,
ϕ∗(2)(1) coshν − ϕ∗(1)(1) sinhν = 0}
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tion 3.1 below, we can set the spectrum σ(AP,μ,ν) = Σ˜1 ∪ Σ˜2 by a suitable renumbering with
Σ˜1 =
{
λi ∈ σ(AP,μ,ν): mi  2, 1 i N
}
,
Σ˜2 =
{
λn ∈ σ(AP,μ,ν): λn is simple, n ∈ Z
}
,
where mi denotes the algebraic multiplicity of λi . Set
ξ =
(
coshμ
sinhμ
)
, η =
(
coshμ
− sinhμ
)
, (1.4)
and let ϕn = ϕn(x) be the eigenvector of AP,μ,ν for λn such that ϕn(0) = ξ and ϕ∗n = ϕ∗n(x)
be the eigenvector of A∗P,μ,ν for λn such that ϕ∗n(0) = η (n ∈ Z). To give the definition of the
spectral characteristics, we show the following proposition (if λi with mi  2 exist).
Proposition 1.1. [17] There exist root vectors {ϕij }1jmi of AP,μ,ν for λi and {ϕi∗j }1jmi of
A∗P,μ,ν for λi (1 i N) satisfying
(i) {(AP − λi)ϕi1 = 0, (AP − λi)ϕij = ϕij−1, 2 j mi, 1 i N,
ϕij (0) = ξ, ϕij ∈ D(AP,μ,ν), 1 j mi, 1 i N,⎧⎪⎪⎨⎪⎪⎩
(A∗P − λi)ϕi∗mi = 0, (A∗P − λi)ϕi∗j = ϕi∗j+1, 1 j mi − 1, 1 i N,
ϕi∗mi (0) = η, ϕi∗j (0) = αijη, 1 j mi − 1, 1 i N,
ϕi∗j ∈ D
(
A∗P,μ,ν
)
, 1 j mi, 1 i N,
where the constants αij (1 j mi − 1, 1 i N) are defined by
αimi = 1, αij = 1 −
1
(ϕimi , ϕ
i∗
mi
)
mi∑
k=j+1
(
ϕimi , ϕ˜
i
mi+j−k
)
αik, 1 j mi − 1,
and {ϕ˜ij }1jmi are the unique solutions to{(A∗P − λi)ϕ˜imi = 0, (A∗P − λi)ϕ˜ij = ϕ˜ij+1, 1 j mi − 1,
ϕ˜ij (0) = η, ϕ˜ij ∈ D
(
A∗P,μ,ν
)
, 1 j mi;
(ii) (
ϕij , ϕ
∗
n
)= 0, (ϕn,ϕi∗j )= 0, for 1 j mi, 1 i N, n ∈ Z;
(iii) (
ϕij , ϕ
k∗
l
)= 0 if i = k or j = l, 1 j mi, 1 l mk, 1 i, k N,(
ϕij , ϕ
i∗
j
)= (ϕimi , ϕi∗mi ), for 1 j mi, 1 i N.
W. Ning / J. Math. Anal. Appl. 327 (2007) 1396–1419 1399Recently Buterin [3] has investigated inverse spectral problems for the nonselfadjoint Sturm–
Liouville operator on a finite interval, where he introduced in a natural way the generalized
weight numbers similar to αij . We remark that the constants α
i
j are introduced for the sake of
the orthogonality of the root vectors, which is different from [3]. Therefore, the constants αij are
defined here in a more complicated way. Now set
ρi = (ϕimi , ϕi∗mi ), αi = (αi1, . . . , αimi−1), 1 i N; ρn = (ϕn,ϕ∗n), n ∈ Z.
It can be proved that ρi = 0, 1 i N , and ρn = 0, n ∈ Z (see [17]).
Definition. We call S(P,μ, ν) := {λi,mi, ρi,αi}1iN ∪ {λn,ρn}n∈Z the spectral characteris-
tics of AP,μ,ν .
In [17] we proved the following uniqueness theorem.
Theorem 1.1 (Uniqueness). Let P = ( p1 p2u v ), Q = ( q1 q2u v ) ∈ (C1[0,1])4. If S(P,μ, ν) =
S(Q,μ,ν), then P ≡ Q.
Remark 1.1. In fact, if P,Q are given as in Theorem 1.1 and S(P,μ, ν1) = S(Q,μ,ν2), it also
can be proved by the method used in [17] that P ≡ Q. Then the asymptotic behavior (3.1) of the
eigenvalues implies that ν1 = ν2.
Next we will show another result obtained in [17]. Let μn = nπ
√−1−μ−ν0, ν0 ∈ C, n ∈ Z.
Obviously {μn}n∈Z = σ(A0,μ,ν0). Put
C(y,λ) =
y∫
0
S(t, λ)dt, C(j)
(
y,λi
)= y∫
0
S(j)
(
t, λi
)
dt, (1.5)
and
C∗(x, λ) =
x∫
0
S∗(t, λ)dt, C∗(j)
(
x,λi
)= x∫
0
S∗(j)
(
t, λi
)
dt. (1.6)
Here we set
S(x,λ) =
(
cosh(λx +μ)
sinh(λx +μ)
)
, S∗(x, λ) =
(
cosh(λx +μ)
− sinh(λx +μ)
)
(1.7)
and
S(j)
(
x,λi
)=
⎛⎜⎜⎜⎜⎝
j−1∑
k=0
xk
k! γk
(
x,λi,μ
)
j−1∑
k=0
xk
k! δk
(
x,λi,μ
)
⎞⎟⎟⎟⎟⎠ , (1.8)
S∗(j)
(
x,λi
)=
⎛⎜⎜⎜⎜⎝
mi∑
k=j
αik
xk−j
(k − j)!γk−j
(
x,λi,μ
)
−
mi∑
αik
xk−j
(k − j)!δk−j
(
x,λi,μ
)
⎞⎟⎟⎟⎟⎠ , (1.9)k=j
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γk(x,λ,μ) =
{
cosh(λx +μ), k even,
sinh(λx +μ), k odd, δk(x,λ,μ) =
{
sinh(λx +μ), k even,
cosh(λx +μ), k odd.
Now we define for (x, y) ∈ [0,1]2,
f (x, y) =
N∑
i=1
mi∑
j=1
C∗(j)(x, λi)C
T
(j)(y, λ
i)
ρi
+
∑
n∈Z
{
C∗(x, λn)CT (y,λn)
ρn
−C∗(x,μn)CT (y,μn)
}
, (1.10)
and put
F(x, y) = ∂
2f
∂x∂y
(x, y). (1.11)
In [17] the following theorem has been proved.
Theorem 1.2 (Reconstruction). Let P = ( p1 p2u v ) ∈ (C1[0,1])4 and the matrix-valued function
F(x, y) be defined by (1.5)–(1.11). Then there exists M ∈ (C1(Ω))4 where Ω := {(x, y) ∈
(0,1)2: 0 < y < x < 1} such that
F(x, y)+M(x,y)+
x∫
0
M(x, τ)F (τ, y)dτ = 0. (1.12)
Moreover, for 0 x  1 we have
2(M12 −M21)(x, x) =
(
v(x)− p1(x)
)
cosh
( x∫
0
(p1 + v)(s)ds
)
+ (p2(x)− u(x)) sinh
( x∫
0
(p1 + v)(s)ds
)
,
2(M11 −M22)(x, x) =
(
v(x)− p1(x)
)
sinh
( x∫
0
(p1 + v)(s)ds
)
+ (p2(x)− u(x)) cosh
( x∫
0
(p1 + v)(s)ds
)
.
In Theorems 1.1 and 1.2, problem (1.1)–(1.3) is assumed to be given and we can derive the
corresponding spectral characteristics. Then by the Gel’fand–Levitan equation (1.12) we can
establish a relation between p1,p2 and the spectral characteristics. In this paper, we study the
following
W. Ning / J. Math. Anal. Appl. 327 (2007) 1396–1419 1401Inverse Problem. Let p21(x), p22(x) and μ are known a priori and fixed. Given the spectral
data S, construct p11(x), p12(x) and ν.
Remark 1.2. Usually, in inverse spectral problems on 2 × 2 systems, only two (unknown) ele-
ments can be reconstructed from spectral data. For the inverse problem considered here, without
any loss of generality, we assume that only the first row of P is unknown.
Remark 1.3. For the Sturm–Liouville operator it is possible to reconstruct both boundary con-
ditions from spectral data (e.g. [7]), while in our case it is impossible in general. Consider the
simplest case: P ≡ 0. If μ + ν = 0, then it is easy to see that the spectral characteristics are
λn = nπ
√−1, ρn = 1 (n ∈ Z). But from these data one cannot determine μ and ν.
In view of Remark 1.1, the uniqueness theorem also holds for the inverse problem considered
here, which guarantees that the inverse problem is consistent with that considered in [17]. The
main result of this paper will be shown through the following theorem.
Theorem 1.3. For complex data {λi,mi, ρi,αi}1iN ∪ {λn,ρn}n∈Z to be the spectral char-
acteristics for a certain eigenvalue problem of the form (1.1)–(1.3) where the complex-valued
function P(x) = (pkl(x))1k,l2 is of (C1[0,1])4 and p21(x),p22(x),μ are given a priori, it is
necessary and sufficient that the following conditions (A1)–(A3) hold:
(A1) (i) λn and ρn have the following asymptotic behavior:
λn = a0 + nπ
√−1 +O
(
1
n
)
, ρn = 1 +O
(
1
n
)
as |n| → ∞,
where a0 is a constant;
(ii) ρn = 0, n ∈ Z; ρi = 0, N 
 mi  2, 1 i N ;
(iii) both {S(j)(·, λi)}1jmi,1iN ∪ {S(·, λn)}n∈Z and {S∗(j)(·, λi)}1jmi,1iN ∪
{S∗(·, λn)}n∈Z are linearly independent in (L2(0,1))2, where these functions are de-
fined by (1.7)–(1.9).
(A2) F ∈ (C1(Ω))4 and (C1((0,1)2 \Ω))4 with FT (0, x)Bξ = F(x,0)Bη = 0 for x ∈ [0,1],
where F(x, y) is defined by (1.5)–(1.11) and ξ, η are defined by (1.4).
(A3) Let l be an arbitrary real number with 0 < l  1. If there exists a 1 × 2 vector-valued
function m ∈ (C1[0, l])2 such that for any 2 × 1 vector-valued function n ∈ (C1[0, l])2
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Z
G∗n(m)Gn(n)
ρn
= 0,
where
Gi∗j (m) =
l∫
0
m(τ )S∗(j)
(
τ,λi
)
dτ, Gij (n) =
l∫
0
ST(j)
(
y,λi
)
n(y)dy, (1.13)
G∗n(m) =
l∫
0
m(τ )S∗(τ, λn)dτ, Gn(n) =
l∫
0
ST (y,λn)n(y)dy, (1.14)
then m ≡ 0.
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In Theorem 1.3, the necessity follows easily from [17] and Section 2. Therefore it only re-
mains to prove the sufficiency, which will be done in Section 3.
Now we give a very short review on inverse spectral problems for differential operators. For
self-adjoint case, the greatest success in inverse spectral problems has been achieved for Sturm–
Liouville operators which play an important role in many directions of mathematics and physics.
For other self-adjoint operators we refer to Megretskii, Peller and Treil [15]. A fundamental
idea was first provided by Gel’fand and Levitan [7] for the Sturm–Liouville problem. For the
reconstruction problem of Sturm–Liouville operators we refer to the papers of Levitan [10],
Mizutani [16], McLaughlin [14], Rundell and Sacks [19,20], Yurko [27] and the books of Lev-
itan [11], Levitan and Sargsjan [12], Marchenko [13], Freiling and Yurko [6]. Recently, a new
numerical approach to computing the potential in the Sturm–Liouville problem has been dis-
cussed in Brown, Samko, Knowles and Marletta [2]. We mention also that the ideas similar to
[7] have been applied to inverse spectral problems for systems of differential equations, espe-
cially, the Dirac system (e.g. Lesch and Malamud [8]). For the regular Dirac operator, Daskalov
and Khristov [5] obtained explicit formulae for the solutions of the inverse problems correspond-
ing to the variation of a finite number of the given spectral data. As for the nonselfadjoint case,
we refer to the paper of Yurko [25] and the book Yurko [26].
For problem (1.1)–(1.3), some inverse spectral problems have been discussed in [4,21–24].
Inspired by these papers, we obtained the paper [17] and then the present one. However, there are
other problems to be solved. For example, one problem is how to determine the nonsymmetric
differential operator on the half-line or the whole line. In a forthcoming paper we will study this
problem.
This paper is composed of three sections. In Section 2, we give necessary conditions for the
spectral characteristics. Section 3 is devoted to prove the part of the sufficiency of Theorem 1.3.
2. Necessary conditions for the spectral characteristics
Assume that problem (1.1)–(1.3) is given. Then the following lemma holds. For the proof we
refer to that of Proposition 2.4 in [17].
Lemma 2.1. The series in (1.10) is convergent absolutely and uniformly in [0,1]2 and F(x, y) ∈
(C1(Ω))4 and (C1((0,1)2 \Ω))4.
For fixed l, 0 < l  1, let m = m(y) ∈ (C1[0, l])2, n = n(y) ∈ (C1[0, l])2 be 1 × 2 vector-
valued function and 2 × 1 vector-valued function, respectively. Next we set
J [m,n] =
l∫
0
m(y)n(y)dy +
l∫
0
l∫
0
m(τ )F (τ, y)n(y)dτ dy. (2.1)
For J [m,n], we show
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J [m,n] =
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Z
G∗n(m)Gn(n)
ρn
,
where Gi∗j (m), G
i
j (n), G
∗
n(m) and Gn(n) are defined by (1.13) and (1.14).
Proof. First we should note that, from the definition of F(·,·) and Lemma 2.1, it follows that
J [m,n] =
l∫
0
m(y)n(y)dy +
N∑
i=1
mi∑
j=1
l∫
0
l∫
0
m(τ )
S∗(j)(τ, λi)S
T
(j)(y, λ
i)
ρi
n(y)dτ dy
+
∑
n∈Z
l∫
0
l∫
0
m(τ )
{
S∗(τ, λn)ST (y,λn)
ρn
− S∗(τ,μn)ST (y,μn)
}
n(y)dτ dy.
Then the Parseval equality with respect to A0,μ,ν0 (see [17, Proposition 2.3]) completes the proof
of Lemma 2.2. 
Lemma 2.3.
(i) For any m(y),n(y) given as above,
l∫
0
l∫
0
m(τ )F (τ, y)n(y)dτ dy =
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Z
(
G∗n(m)Gn(n)
ρn
−H ∗n (m)Hn(n)
)
,
where H ∗n (m) =
∫ l
0 m(τ )S
∗(τ,μn)dτ , Hn(n) =
∫ l
0 S
T (y,μn)n(y)dy.
(ii) It holds that for (τ, y) ∈ [0,1]2, BF ′τ (τ, y) + F ′y(τ, y)B = 0 with FT (0, τ )Bξ =
F(τ,0)Bη = 0.
Proof. The first part follows from Lemma 2.2 and the Parseval equality with respect to A0,μ,ν0 .
Now let l = 1 and additionally m(·),n(·) ∈ (C20 [0,1])2. Then by (i) and integration by parts we
have
1∫
0
1∫
0
m(τ )F ′y(τ, y)Bn(y)dτ dy
= −
1∫
0
1∫
0
m(τ )F (τ, y)Bn′(y)dτ dy
= −
N∑ mi∑ Gi∗j (m)Gij (Bn′)
ρi
−
∑(G∗n(m)Gn(Bn′)
ρn
−H ∗n (m)Hn(Bn′)
)
.i=1 j=1 n∈Z
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obtain from(A0 − λi)S(j)(·, λi)= S(j−1)(·, λi),(A∗0 − λi)S∗(j)(·, λi)= S∗(j+1)(·, λi), 1 j mi, 1 i N,
that
Gi∗j (m)G
i
j (Bn
′) = −Gi∗j (m′B)Gij (n)+Gi∗j+1(m)Gij (n)−Gi∗j (m)Gij−1(n).
Since Gi∗mi+1(m) = Gi0(n) = 0, we find that
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (Bn
′)
ρi
= −
N∑
i=1
mi∑
j=1
Gi∗j (m′B)G
i
j (n)
ρi
.
Similarly but more simply, we have
G∗n(m)Gn(Bn′) = −G∗n(m′B)Gn(n), H ∗n (m)Hn(Bn′) = −H ∗n (m′B)Hn(n).
Consequently, again by (i) we have
1∫
0
1∫
0
m(τ )F ′y(τ, y)Bn(y)dτ dy =
1∫
0
1∫
0
m′(τ )BF(τ, y)n(y)dτ dy
= −
1∫
0
1∫
0
m(τ )BF ′τ (τ, y)n(y)dτ dy.
Since m,n are arbitrary, for (τ, y) ∈ [0,1]2, BF ′τ (τ, y) + F ′y(τ, y)B = 0 follows from the last
identity. Finally, FT (0, τ )Bξ = F(τ,0)Bη = 0 follows from F(0, τ ) = KT (P,0,μ)(τ,0) and
F(τ,0) = K(−PT ,0,−μ)(τ,0) (see the proof of Proposition 2.4(ii) in [17]). 
Lemma 2.4. If there exists a 2 × 1 vector-valued function m ∈ (C1[0, l])2 such that for any 2 × 1
vector-valued function n ∈ (C1[0, l])2,
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Z
G∗n(m)Gn(n)
ρn
= 0,
then m ≡ 0.
Proof. First by the transformation formulae (see [17, Lemma 4.1])
S∗(j)
(·, λi)= X(−PT ,0,−μ)ϕi∗j (·), S(j)(·, λi)= X(P,0,μ)ϕij (·),
S∗(·, λn) = X
(−PT ,0,−μ)ϕ∗n(·), S(·, λn) = X(P,0,μ)ϕn(·),
it follows from change of the order of integrals that
W. Ning / J. Math. Anal. Appl. 327 (2007) 1396–1419 1405Gi∗j (m) =
l∫
0
{
m(τ )R
(−PT ,0)(τ )+ l∫
τ
m(t)K
(−PT ,0,−μ)(t, τ )dt}ϕi∗j (τ )dτ,
Gij (n) =
l∫
0
(
ϕij (y)
)T{
R(P,0)(y)n(y) +
l∫
y
KT (P,0,μ)(t, y)n(t)dt
}
dy,
G∗n(m) =
l∫
0
{
m(τ )R
(−PT ,0)(τ )+ l∫
τ
m(t)K
(−PT ,0,−μ)(t, τ )dt}ϕ∗n(τ )dτ,
Gn(n) =
l∫
0
(
ϕn(y)
)T{
R(P,0)(y)n(y) +
l∫
y
KT (P,0,μ)(t, y)n(t)dt
}
dy.
Therefore, the Parseval equality with respect to AP,μ,ν yields
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Z
G∗n(m)Gn(n)
ρn
=
l∫
0
{
m(y)R
(−PT ,0)(y)+ l∫
y
m(t)K
(−PT ,0,−μ)(t, y)dt}
×
{
R(P,0)(y)n(y) +
l∫
y
KT (P,0,μ)(t, y)n(t)dt
}
dy
=
l∫
0
{
m(y)+
l∫
y
m(t)K
(−PT ,0,−μ)(t, y)R(P,0)(y)dt}
×
{
n(y)+
l∫
y
R(0,P )(y)KT (P,0,μ)(t, y)n(t)dt
}
dy.
The last identity follows from R(−PT ,0)(·) = R(0,P )(·) = R−1(P,0)(·).
By the assumption we see that
m(y)+
l∫
y
m(t)K
(−PT ,0,−μ)(t, y)R(P,0)(y)dt = 0,
which is a Volterra integral equation with a continuous kernel, and therefore m(y) ≡ 0. 
This lemma says that if for any n ∈ (C1[0, l])2, that the functional J [m,n] is equal to zero
implies that m = 0, which ensures us a way to give the conditions to solve the Gel’fand–Levitan
equation in the next section.
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We will consider the problem to reconstruct the eigenvalue problem of the form (1.1)–(1.3)
from some given data satisfying some conditions. In order to describe clearly those conditions,
let us first show a proposition proved by I. Trooshin and M. Yamamoto as follows.
Proposition 3.1. [21]
(i) There exist N1 ∈ N and Σ1,Σ2 ⊂ σ(AP,μ,ν) such that σ(AP,μ,ν) = Σ1 ∪Σ2,Σ1 ∩Σ2 = ∅
and the following properties hold:
(1) Σ1 consists of 2N1 − 1 eigenvalues including algebraic multiplicities in{
λ ∈ C:
∣∣∣∣∣Im
(
λ− 1
2
1∫
0
(p11 + p22)(s)ds +μ+ ν
)∣∣∣∣∣
(
N1 − 12
)
π
}
.
(2) Σ2 consists of eigenvalues with algebraic multiplicity 1 in a neighborhood of
1
2
1∫
0
(p11 + p22)(s)ds −μ− ν + nπ
√−1
for every |n|N1.
Moreover, with a suitable numbering {λn}n∈Z of σ(AP,μ,ν), the eigenvalues have an asymp-
totic behavior
λn = 12
1∫
0
(p11 + p22)(s)ds −μ− ν + nπ
√−1 +O
(
1
|n|
)
(3.1)
as |n| → ∞.
(ii) The set of all the root vectors of AP,μ,ν is a Riesz basis in (L2(0,1))2.
In view of Proposition 3.1, the eigenvalues with algebraic multiplicities  2 (if they exist)
must be contained in Σ1, and we can separate them from Σ1 as follows: Σ1 = σ1 + σ2 with{
σ1 =
{
λi ∈ Σ1: mi  2,1 i N
}
,
σ2 = {λn ∈ Σ1 \ σ1: λn is simple, n ∈ Λ0},
(3.2)
where mi denotes the algebraic multiplicity of λi , and Λ0 is a set of integers with absolute
values N1 − 1 and the number of its elements is 2N1 − 1 −∑Ni=1 mi . If σ1 = ∅, i.e., λi does
not appear, we regard here
∑N
i=1 mi as 0. Let us put Λ := {λn: |n|  N1 or n ∈ Λ0}. Then
σ(AP,μ,ν) = {λi}1iN ∪ {λn}n∈Λ.
Remark 3.1. In [17], for the convenience of notations, the set of subscripts for the simple eigen-
values are taken to be the set of all integers by renumbering.
Now we return to the problem to reconstruct the eigenvalue problem from the following given
data
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satisfying some conditions, where
λi, ρi, λn, ρn ∈ C, N 
 mi  2,
and αi = (αi1, . . . , αimi−1) are (mi −1)-dimensional complex vectors. Here the complex constant
μ is given too, and Λ is defined as above.
Let S(x,λn), S∗(x, λn), S(j)(x, λi), S∗(j)(x, λi) (x ∈ [0,1]) be determined from S and μ by
(1.7)–(1.9), and C(x,λn), C∗(x, λn), C(j)(x,λi),C∗(j)(x, λi) (x ∈ [0,1]) are defined by (1.5)
and (1.6). Moreover, we define for (x, y) ∈ [0,1]2,
f (x, y) =
N∑
i=1
mi∑
j=1
C∗(j)(x, λi)C
T
(j)(y, λ
i)
ρi
−
∑
n∈Z\Λ
C∗(x,μn)CT (y,μn)
+
∑
n∈Λ
{
C∗(x, λn)CT (y,λn)
ρn
−C∗(x,μn)CT (y,μn)
}
, (3.4)
where {μn ∈ C: μn = nπ
√−1 − μ − ν0}n∈Z = σ(A0,μ,ν0) and ν0 ∈ C is arbitrarily fixed, and
further put
F(x, y) = ∂
2f
∂x∂y
(x, y). (3.5)
Remark 3.2. In fact, the matrix-valued function f (x, y) defined in (3.4) is the same as that
defined in (1.10), as can be easily seen by a renumbering of the simple eigenvalues λn. Moreover,
the data given in Theorem 1.3 are the same as (3.3).
In view of Proposition 3.1 and the preceding section we, very naturally, assume the given data
S satisfies the following conditions:
(A1) S = {λi,mi, ρi,αi}1iN ∪ {λn,ρn}n∈Λ, where Λ := {λn: |n|  N1 or n ∈ Λ0}, Λ0 =
{n ∈ Z: |n| N1 − 1} with Λ0 = 2N1 − 1 −∑Ni=1 mi  0 and λi , λn are different with
each other.
(i) λn and ρn have the following asymptotic behavior:
λn = a0 + nπ
√−1 +O
(
1
n
)
, ρn = 1 +O
(
1
n
)
as |n| → ∞,
where a0 is a constant.
(ii) ρn = 0, n ∈ Λ; ρi = 0, N 
 mi  2, 1 i N ;
(iii) both {S(j)(·, λi)}1jmi,1iN ∪ {S(·, λn)}n∈Λ and {S∗(j)(·, λi)}1jmi,1iN ∪
{S∗(·, λn)}n∈Λ are linearly independent in (L2(0,1))2, where these functions are de-
fined by (1.7)–(1.9).
(A2) F ∈ (C1(Ω))4 and (C1((0,1)2 \Ω))4 with FT (0, x)Bξ = F(x,0)Bη = 0 for x ∈ [0,1],
where F(x, y) is defined by (3.4)–(3.5) and ξ, η are defined by (1.4).
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any 2 × 1 vector-valued function n ∈ (C1[0, l])2,
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Λ
G∗n(m)Gn(n)
ρn
= 0,
where Gi∗j (m), G
i
j (n), G
∗
n(m) and Gn(n) are defined by (1.13) and (1.14), then m ≡ 0.
Remark 3.3. If the data with the superscript i do not appear, the problem becomes easier a little.
Under condition (A1) it is easily seen that
S(x,λn) and S∗(x,λn) (n ∈ Λ) are bounded. (3.6)
Proposition 3.2. Under (A1), both {S(j)(·, λi)}1jmi,1iN ∪ {S(·, λn)}n∈Λ and
{S∗(j)(·, λi)}1jmi,1iN ∪ {S∗(·, λn)}n∈Λ are Riesz bases in (L2(0,1))2.
This proposition can be proved by the Bari theorem, and the proof is similar to Section 4 in
Trooshin and Yamamoto [21] but easier. Here we omit the details.
Remark 3.4. For the completeness and minimality in (L2(0,1))2, we do not prefer the method
used by N. Levinson [9], although it may be effective.
3.1. Solvability of the Gel’fand–Levitan equation
When F(x, y) determined by the given data S satisfies condition (A2), we will prove the
solvability of the Gel’fand–Levitan equation
F(x, y)+M(x,y)+
x∫
0
M(x, τ)F (τ, y)dτ = 0. (3.7)
For fixed x the integral equation (3.7) is a Fredholm equation of the second kind with re-
spect to M(x,y). By Fredholm’s alternative theorem, for the solvability of the Gel’fand–Levitan
equation, it is sufficient to show that for fixed x the corresponding homogeneous equation has
only the zero solution. Then we just need to show that the 1 × 2 vector-valued function m(y)
(0 y  x  1) satisfying
m(y)+
x∫
0
m(τ )F (τ, y)dτ = 0, 0 y  x  1, (3.8)
is nothing but the zero vector.
Now we show
Theorem 3.1. Under conditions (A1)–(A3), (3.8) has only the zero solution.
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(C1[0, x])2, we define J [m,n] by
J [m,n] =
x∫
0
m(y)n(y)dy +
x∫
0
x∫
0
m(τ )F (τ, y)n(y)dτ dy.
First we point out that in fact m(y) ∈ (C1[0, x])2 by (3.8). From (A1) and (A2) it is easy to see
that Lemma 2.1 holds, and therefore Lemma 2.2 holds (let l = x in (2.1)), i.e.,
0 = J [m,n] =
N∑
i=1
mi∑
j=1
Gi∗j (m)G
i
j (n)
ρi
+
∑
n∈Λ
G∗n(m)Gn(n)
ρn
. (3.9)
Now it follows from (A3) that m = 0. 
Remark 3.5. It easily follows from (A1)–(A3) that Lemma 2.3 holds.
Now from Theorem 3.1 and the C1-smoothness (for the proof see, e.g., Gel’fand and Levitan
[7] or Levitan and Sargsjan [12]) we have
Theorem 3.2. Under conditions (A1)–(A3), the Gel’fand–Levitan equation (3.7) has a unique
solution M(x,y) ∈ (C1(Ω))4.
3.2. Derivation of the matrix P
Here and henceforth we let u(x), v(x) ∈ C1[0,1] be given a priori. From the preceding sub-
section, M(x,y) can be determined uniquely by S satisfying (A1)–(A3) through the Gel’fand–
Levitan’s equation (3.7).
Now let p1(x),p2(x) (0 x  1) satisfy the following equations:
2(M12 −M21)(x, x) =
(
v(x)− p1(x)
)
cosh
( x∫
0
(p1 + v)(s)ds
)
+ (p2(x)− u(x)) sinh
( x∫
0
(p1 + v)(s)ds
)
, (3.10)
2(M11 −M22)(x, x) =
(
v(x)− p1(x)
)
sinh
( x∫
0
(p1 + v)(s)ds
)
+ (p2(x)− u(x)) cosh
( x∫
0
(p1 + v)(s)ds
)
. (3.11)
Theorem 3.3. Equations (3.10) and (3.11) are solvable in C1[0,1].
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0 (p1 + v)(s)ds. A short calculation yields by (3.10) and (3.11) that
θ ′(x) = g(x, θ) := T2(x) sinh θ(x)− T1(x) cosh θ(x)+ 2v(x), (3.12)
p2(x) = T2(x) cosh θ(x)− T1(x) sinh θ(x)+ u(x). (3.13)
Observing that both g(x, θ) and ∂θg(x, θ) are C1-continuous, we obtain by Cauchy’s theorem
in differential equation that there exists a unique solution θ ∈ C2[0,1] for (3.12) with θ(0) = 0.
Therefore, it is easy to obtain that p1,p2 ∈ C1[0,1]. 
3.3. Derivation of the differential equation
Let P = ( p1 p2u v ) ∈ (C1[0,1])4 where p1,p2 are determined by (3.10) and (3.11). Put
(x) = 1
2
x∫
0
(p2 + u)(s)ds, θ(x) =
x∫
0
(p1 + v)(s)ds
and
R(x) = exp(−(x))( cosh θ(x)2 − sinh θ(x)2− sinh θ(x)2 cosh θ(x)2
)
. (3.14)
Obviously, R(x) is of (C2[0,1])4 and invertible with
R−1(x) = exp((x))( cosh θ(x)2 sinh θ(x)2
sinh θ(x)2 cosh
θ(x)
2
)
. (3.15)
The next lemma was established by M. Yamamoto (see Lemma 1 in Yamamoto [22]).
Lemma 3.1.
(i) There exists a unique solution K(x,y) ∈ (C1(Ω))4 for the following boundary value prob-
lem (3.16)–(3.18):
B
∂K
∂x
(x, y)+ ∂K
∂y
(x, y)B + P(x)K(x, y) = 0, (x, y) ∈ Ω, (3.16)
K(x,0)Bξ = 0, (3.17)
K(x,x)B −BK(x,x) = BR′(x)+ P(x)R(x). (3.18)
(ii) Let ϕ = ϕ(x,λ) = R(x)S(x,λ)+ ∫ x0 K(x,y)S(y,λ)dy, 0 x  1, where S(x,λ) is defined
by (1.7). Then ϕ(x,λ) satisfies
B
dϕ
dx
+ P(x)ϕ = λϕ (3.19)
with
ϕ(0, λ) = ξ. (3.20)
Similarly, for the adjoint case we have
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(i) There exists a unique solution K∗(x, y) ∈ (C1(Ω))4 for the following boundary value prob-
lem (3.21)–(3.23):
B
∂K∗
∂x
(x, y)+ ∂K
∗
∂y
(x, y)B − PT (x)K∗(x, y) = 0, (x, y) ∈ Ω, (3.21)
K∗(x,0)Bη = 0, (3.22)
K∗(x, x)B −BK∗(x, x) = B dR
−1
dx
(x)− PT (x)R−1(x). (3.23)
(ii) Let ϕ∗ = ϕ∗(x, λ) = R−1(x)S∗(x, λ)+ ∫ x0 K∗(x, y)S∗(y, λ)dy, 0 x  1, where S∗(x, λ)
is defined by (1.7). Then ϕ∗(x, λ) satisfies
B
dϕ∗
dx
− PT (x)ϕ∗ = −λϕ∗ (3.24)
with
ϕ∗(0, λ) = η. (3.25)
Henceforth we set for n ∈ Λ,
ϕn(x) = ϕ(x,λn) = R(x)S(x,λn)+
x∫
0
K(x,y)S(y,λn)dy, (3.26)
ϕ∗n(x) = ϕ∗(x, λn) = R−1(x)S∗(x, λn)+
x∫
0
K∗(x, y)S∗(y, λn)dy, (3.27)
and for 1 j mi , 1 i N ,
ϕij (x) = ϕ
(
x,λij
)= R(x)S(j)(x,λi)+ x∫
0
K(x,y)S(j)
(
y,λi
)
dy, (3.28)
ϕi∗j (x) = ϕ∗
(
x,λij
)= R−1(x)S∗(j)(x,λi)+
x∫
0
K∗(x, y)S∗(j)
(
y,λi
)
dy. (3.29)
If one notes Proposition 3.2 and (3.26)–(3.29), he will find easily the following proposition holds.
Proposition 3.3. Both {ϕij }1jmi,1iN ∪ {ϕn}n∈Λ and {ϕ
i∗
j }1jmi,1iN ∪ {ϕ∗n}n∈Λ are
Riesz bases in (L2(0,1))2.
Next we will show a relation between the transformation kernel K∗(x, y) and the solution
M(x,y) of (3.7), which is very important for the next subsection.
Lemma 3.3. For (x, y) ∈ Ω it holds that
M(x,y) = R(x)K∗(x, y), (3.30)
where M(x,y) is the unique solution of (3.7).
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N(x,y) := R−1(x)M(x, y) satisfies the conjugate forms of (3.21)–(3.23).
First, from (3.10), (3.11) and the definition of R(x), it is easy to verify that
N(x,x)B −BN(x,x) = B dR
−1
dx
(x)− PT (x)R−1(x). (3.31)
Second, noting that F(x,0)Bη = 0, we see that N(x,0)Bη = 0 holds if we let y = 0 and
multiply (3.7) by Bη on the right-hand side.
Accordingly, it is sufficient to show that N(x,y) satisfies
I (x, y) := B ∂N
∂x
(x, y)+ ∂N
∂y
(x, y)B − PT (x)N(x, y) = 0, (x, y) ∈ Ω. (3.32)
Now, observing by (3.7) that
N(x,y) = −R−1(x)F (x, y) −
x∫
0
N(x, τ)F (τ, y)dτ,
we have
B
∂N
∂x
(x, y) = −B dR
−1
dx
(x)F (x, y)−BR−1(x)F (x, y) −BN(x,x)F (x, y)
−
x∫
0
B
∂N
∂x
(x, τ )F (τ, y)dτ
and
∂N
∂y
(x, y)B = −R−1(x)F (x, y)B +N(x,x)BF(x, y) −N(x,0)BF(0, y)
−
x∫
0
∂N
∂τ
(x, τ )BF(τ, y)dτ.
In the last identity we have used the property B∂τF(τ, y) + ∂yF (τ, y)B = 0 by Lemma 2.3(ii)
and then integrated by parts. Moreover, by FT (0, ·)Bξ = F(x,0)Bη ≡ 0, it is easy to find that
F(x,0)BF(0, y) ≡ 0 and hence N(x,0)BF(0, y) ≡ 0. Therefore, in view of R−1(x)F (x, y) +
N(x,y) = − ∫ x0 N(x, τ)F (τ, y)dτ and BR−1(x) = R−1(x)B , by (3.31) we have
I (x, y)+
x∫
0
I (x, τ )F (τ, y)B dτ = 0,
which is again a homogeneous equation of Fredholm’s second kind and by Theorem 3.1 has only
trivial solution. Thus the proof is complete. 
3.4. Derivation of the Parseval equality
We need to show that the following relation (the Parseval equality) holds for the constructed
functions in the preceding subsection.
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(f, g) =
N∑
i=1
mi∑
j=1
(f,ϕi∗j )(ϕ
i
j , g)
ρi
+
∑
n∈Λ
(f,ϕ∗n)(ϕn, g)
ρn
. (3.33)
To prove this theorem, we need a lemma as follows.
Lemma 3.4. If we set L(t, τ ) = F(t, τ ) + ∫ t0 M(t, s)F (s, τ )ds, 0  t  τ  1, then for any
g(t) ∈ (L2(0,1))2 it holds that
1∫
t
L(t, τ )b(τ )dτ = R(t)g(t)− b(t), (3.34)
where
b(τ) = R(τ)g(τ)+
1∫
τ
KT (s, τ )g(s)ds. (3.35)
Proof. We divide the proof into three steps.
First step: We introduce the multiplication operator R and the integral operator of Volterra’s
type K in the Hilbert space (L2(0,1))2 as follows: for any f (x) ∈ (L2(0,1))2,
Rf (x) := R(x)f (x), Kf (x) :=
x∫
0
K(x,y)f (y)dy,
where R(x) and K(x,y) are defined by (3.14) and (3.16)–(3.18), respectively.
For clarity we denote the adjoint of the operator K in (L2(0,1))2 by K. We can find that
Kf (x) = ∫ 1
x
KT (y, x)f (y)dy. In this way we can write
∫ 1
t
L(t, τ )b(τ )dτ = (LTe )b(t), where
the operator Le is given by Leg(t) :=
∫ t
0 Le(t, τ )g(τ )dτ with the kernel Le(t, τ ) := L(τ, t),
0 τ  t  1. Then we have
b(t) = [R+ (K)]g(t).
Since K−1 exists, we have
g(t) = [R+ (K)]−1b(t).
Second step: From the transformation formula ϕ(x,λ) = [R+K]S(x,λ) we see that
S(x,λ) = [R+K]−1ϕ(x,λ) = [R−1 + ]ϕ(x,λ), (3.36)
where the kernel (x, y) of the operator  satisfies the following systems:
B
∂
∂x
(x, y)+ ∂
∂y
(x, y)B − (x, y)P (y) = 0, (x, y) ∈ Ω, (3.37)
(x,0)Bξ = 0, (3.38)
(x, x)B −B(x, x) = B(R−1(x))′ −R−1(x)P (x). (3.39)
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1 +LTe
]R−1 = [R+K]−1.
By (3.36) we see that since [R+K]−1 =R−1 + , it is also equivalent to show that
LTe R−1 = . (3.40)
Third step: Relation (3.40) can be verified if it holds for the corresponding kernels that[
F(y, x)+
y∫
0
M(y, s)F (s, x)ds
]T
R−1(y) = (x, y), 0 y  x  1. (3.41)
Now it is time to consider the relation (3.30) (see Lemma 3.3). Then (3.41) is equivalent to
Λ(x,y) := R−1(y)F (y, x) +
y∫
0
K∗(y, s)F (s, x)ds = T (x, y), (x, y) ∈ Ω.
Since (x, y) is the unique solution to (3.37)–(3.39), it is sufficient to show that Λ(x,y) satisfies
the transposed forms of (3.37)–(3.39). Here for clarity let us denote them by (3.37)T , (3.38)T
and (3.39)T , respectively.
First (3.38)T follows from FT (0, x)Bξ = 0. From (3.23) and (3.39) it is not hard to see that
T (x, x) and −K∗(x, x) satisfy the same equality. On the other hand, in view of (3.7) and (3.30),
we obtain easily that Λ(x,x) = −K∗(x, x) and hence (3.39)T follows. As for (3.37)T , we prove
it by the following calculations:
B
∂Λ
∂y
(x, y) = B(R−1(y))′F(y, x)+BR−1(y)∂F
∂y
(y, x)+BK∗(y, y)F (y, x)
+
y∫
0
B
∂K∗
∂y
(y, s)F (s, x)ds,
∂Λ
∂x
(x, y)B = R−1(y)∂F
∂x
(y, x)B +
y∫
0
K∗(y, s)∂F
∂x
(s, x)B ds
= −R−1(y)B ∂F
∂y
(y, x)−K∗(y, y)BF(y, x)+K∗(y,0)BF(s,0)
+
y∫
0
B
∂K∗
∂s
(y, s)BF(s, x)ds.
The last identity follows from B∂yF(y, x)+ ∂xF (y, x)B = 0 and integrating by parts. Besides,
it follows from FT (0, x)Bξ = 0 and (3.22) that K∗(y,0)BF(s,0) = 0. Consequently, by (3.23)
and (3.21) we have
B
∂Λ
∂y
(x, y)+ ∂Λ
∂x
(x, y)B = PT (y)R−1(y)F (y, x) +
y∫
0
PT (y)K∗(y, s)F (s, x)ds
= PT (y)Λ(x, y),
which is what we want. Thus the proof is complete. 
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right-hand side of (3.33) can be changed into the following form:
I :=
N∑
i=1
mi∑
j=1
1
ρi
1∫
0
a(s)S∗(j)
(
s, λi
)
ds
1∫
0
ST(j)
(
τ,λi
)
b(τ)dτ
+
∑
n∈Λ
1
ρn
1∫
0
a(s)S∗(s, λn)ds
1∫
0
ST (τ,λn)b(τ )dτ ,
where a(s) = f T (s)R−1(s)+ ∫ 1
s
f T (τ )K∗(τ, s)dτ and b(τ) is defined by (3.35).
Under (A1) and (A2), for l = 1 Lemma 2.2 holds also when m,n ∈ (C1[0,1])2 are re-
placed by a(·), b(·) ∈ (L2(0,1))2, respectively. This can be verified by a limiting procedure since
(C1[0,1])2 is dense in (L2(0,1))2. Accordingly,
I =
N∑
i=1
mi∑
j=1
Gi∗j (a)G
i
j (b)
ρi
+
∑
n∈Λ
G∗n(a)Gn(b)
ρn
= J [a, b]
=
1∫
0
a(s)b(s)ds +
1∫
0
1∫
0
a(s)F (s, τ )b(τ )dτ dτ .
We point out that the above series is convergent absolutely, which can be proved by the Cauchy–
Schwarz inequality and Proposition 3.2. Next we calculate
∫ 1
0 a(s)F (s, τ )ds as follows. Chang-
ing the order of integrals, by (3.30) and (3.7) we have
1∫
0
a(s)F (s, τ )ds =
1∫
0
f T (t)
[
R−1(t)F (t, τ )+
t∫
0
K∗(t, s)F (s, t)ds
]
dt
=
1∫
0
f T (t)R−1(t)
[
F(t, τ )+
t∫
0
M(t, s)F (s, t)ds
]
dt
=
τ∫
0
f T (t)R−1(t)L(t, τ )dt −
1∫
τ
f T (t)K∗(t, τ )dt
=
τ∫
0
f T (t)R−1(t)L(t, τ )dt − a(τ)+ f T (τ)R−1(τ ).
Then again by changing the order of integrals we have
I =
1∫
0
f T (t)R−1(t)
1∫
t
L(t, τ )b(τ )dτ dt +
1∫
0
f T (τ)R−1(τ )b(τ )dτ dτ.
Now Lemma 3.4 implies that I = ∫ 10 f T (t)g(t)dt = (f, g). This completes the proof of Theo-
rem 3.4. 
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To reconstruct the eigenvalue problem completely, we still need to give the boundary condition
at the end x = 1. For this purpose, let us first show some important properties for ϕn, ϕ∗n , ϕij
and ϕi∗j defined by (3.26)–(3.29).
Proposition 3.4. Let ϕn, ϕ∗n , ϕij and ϕ
i∗
j be defined by (3.26)–(3.29). Then
(i) it holds that(
ϕn,ϕ
∗
n
)= ρn, n ∈ Λ; (ϕij , ϕi∗j )= ρi, 1 j mi, 1 i N;
(ii) (biorthogonality)(
ϕk,ϕ
∗
n
)= 0, k = n, k,n ∈ Λ;(
ϕn,ϕ
i∗
j
)= 0, n ∈ Λ, 1 j mi, 1 i N;(
ϕij , ϕ
∗
n
)= 0, 1 j mi, 1 i N, n ∈ Λ;(
ϕij , ϕ
h∗
k
)= 0, for j = k or i = h, where 1 j mi, 1 k mh, 1 i, hN.
Proof. (i) For any fixed n0 ∈ Λ, we can take a nonzero function f0(L2(0,1))2 such that f0 is
orthogonal to the spanning space of {ϕi∗j }1jmi,1iN ∪ {ϕ
∗
n}n∈Λ,n=n0 because of Proposi-
tion 3.3. Obviously (f0, ϕ∗n0) = 0. By Theorem 3.4, we see that for any g ∈ (L2(0,1))2,
(f0, g) = 1
ρn0
(
f0, ϕ
∗
n0
)
(ϕn0 , g).
Then the arbitrariness of g yields that
f0 =
(f0, ϕ∗n0)
ρn0
ϕn0 , i.e.,
(
f0, ϕ
∗
n0
)= (f0, ϕ∗n0)
ρn0
(
ϕn0 , ϕ
∗
n0
)
.
It follows from the last identity that (ϕn0 , ϕ∗n0) = ρn0 and hence (ϕn,ϕ∗n) = ρn, n ∈ Λ, because of
the arbitrariness of n0. Similarly one can prove (ϕij , ϕ
i∗
j ) = ρi , 1 j mi , 1 i  N , as long
as for fixed i0 (1 i0 N ) and fixed j0 (1 j0 mi0), he takes f0 = 0 which is orthogonal to
the spanning space of {ϕi∗j }1jmi, i =i0,1iN ∪ {ϕ
i0∗
j }1jmi0 , j =j0 ∪ {ϕ
∗
n}n∈Λ.
(ii) By (i), applying Theorem 3.4 yields that for any fixed k ∈ Λ,
N∑
i=1
mi∑
j=1
(ϕk,ϕ
i∗
j )(ϕ
i
j , g)
ρi
+
∑
n∈Λ,n=k
(ϕk,ϕ
∗
n)(ϕn, g)
ρn
= 0, g ∈ (L2(0,1))2.
For any fixed n0 ∈ {n ∈ Λ: n = k} we can take g0 = 0 such that it is orthogonal to the spanning
space of {ϕij }1jmi,1iN ∪ {ϕn}n∈Λ,n=n0 . Then for this g0 it is obvious that (ϕn0 , g0) = 0
and hence (ϕk,ϕ∗n0) = 0. It follows from the arbitrariness of k,n0 that (ϕk,ϕ∗n) = 0 for k = n,
k,n ∈ Λ. For the rest cases the biorthogonality can be proved by similar argument provided
above. Here we omit the details. 
Remark 3.6. The Parseval equality implies the biorthogonality of the reconstructed root vectors.
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ϕ(2)n (1) coshν + ϕ(1)n (1) sinhν = 0. (3.42)
Proof. For any k,n ∈ Λ, by (3.19), (3.24), (3.20) and (3.25) we obtain by integration by parts
that
λk
(
ϕk,ϕ
∗
n
)= (Bϕ′k(·)+ P(·)ϕk(·), ϕ∗n(·))= ϕTk (1)Bϕ∗n(1)+ λn(ϕk,ϕ∗n).
Then by Proposition 3.4(ii) we see that ϕTk (1)Bϕ∗n(1) = 0 which is rewritten as follows:
ϕ
(2)
k (1)ϕ
∗(1)
n (1)+ ϕ(1)k (1)ϕ∗(2)n (1) = 0, k, n ∈ Λ. (3.43)
Next we will show that, for sufficiently large |n|, ϕ∗(1)n (1) is not close to ±ϕ∗(2)n (1).
First since B dS∗dx (x, λ) = −λS∗(x, λ) and K∗(x, y) ∈ (C1(Ω))4, noting (3.6), from (3.27) we
obtain by integration by parts that
ϕ∗n(x) = R−1(x)S∗(x, λn)+O
(
1
λn
)
.
If one notes (3.15), he can easily see that for n ∈ Λ and x ∈ [0,1], the first element of
R−1(x)S∗(x, λn) is not close to the second one, up to the sign. Then by letting |n| → ∞ we
obtain the assertion.
Therefore, we may choose a sufficiently large integer |n0| such that
c0 :=
{(
ϕ
∗(1)
n0 (1)
)2 − (ϕ∗(2)n0 (1))2}−1/2 = 0.
Then, since (c0ϕ∗(1)n0 (1))2 − (c0ϕ∗(2)n0 (1))2 = 1, we can choose a complex constant ν such that
c0ϕ
∗(1)
n0 (1) = coshν and c0ϕ∗(2)n0 (1) = sinhν. For such ν, (3.42) holds by (3.43). 
Corollary 3.1. For all n ∈ Λ it holds that
ϕ∗(2)n (1) coshν − ϕ∗(1)n (1) sinhν = 0. (3.44)
Proof. Without loss of generality, we may assume that coshν = 0. For sufficiently large |k|,
if ϕ(1)k (1) = 0, then (3.42) implies that ϕ(2)k (1) = 0. But this is impossible since ϕk(x) ∼
R(x)S(x,λk) for such k. Therefore ϕ(1)k (1) = 0. Then we have (3.44) if we substitute ϕ(2)k (1) =
− tanhνϕ(1)k (1) obtained from (3.42) for (3.43). 
Remark 3.7. ϕ1mi (1) and ϕ
mi∗
mi (1) also satisfy (3.42) and (3.44), respectively.
3.6. Spectral regularity on given data
Up to now, by given data, two known functions and a known boundary parameter, we have
established an algorithm to reconstruct an unknown matrix P corresponding to a boundary value
problem of the form (1.1)–(1.3). But now here comes a natural question whether the given data
is exactly the spectral characteristics of the reconstructed problem (3.19), (3.20) and (3.42). This
can be answered as follows.
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(3.19), (3.20), (3.42).
Proof. First, by Proposition 3.4 and Theorem 3.5, we see that S are contained in the spec-
tral characteristics of the reconstructed boundary value problem. Assume that there exists an
eigenvalue λˆ ∈ σ(AP,μ,ν) which is different with any λn or λi . Let us denote the corresponding
eigenfunction by ϕˆ(x, λˆ) with ϕˆ(0, λˆ) = ξ . Then by usual method and induction we can prove
that (
ϕˆ, ϕ∗n
)= 0, (ϕˆ, ϕi∗j )= 0
for any n ∈ Λ,1 j mi,1 i N .
Consequently, it follows from Theorem 3.4 that
‖ϕˆ‖2 = (ϕˆ, ϕˆ) = 0, i.e., ϕˆ ≡ 0,
which is impossible. 
3.7. Conclusion
In this section we have established an algorithm to reconstruct the eigenvalue problem of the
form (1.1)–(1.3) from given data S and known u(x), v(x),μ as follows:
(1) from given data satisfying the conditions (A1)–(A3), construct f (x, y) and F(x, y) through
(3.4) and (3.5);
(2) solve the Gel’fand–Levitan equation (3.7) and get M(x,y);
(3) solve Eqs. (3.10) and (3.11);
(4) determine K(x,y) by (3.16)–(3.18) and then ϕ(x,λ) by ϕ(x,λ) = [R+K]S(x,λ);
(5) determine ν by Theorem 3.5.
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