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Quantifying entanglement for multipartite quantum state is a crucial task in many aspects of quan-
tum information theory. Among all the entanglement measures, relative entropy of entanglement ER
is an outstanding quantity due to its clear geometric meaning, easy compatibility with different sys-
tem sizes, and various applications in many other related quantity calculations. Lower bounds of ER
were previously found based on distance to the set of positive partial transpose states. We propose
a method to calculate upper bounds of ER based on active learning, a subfield in machine learning,
to generate an approximation of the set of separable states. We apply our method to calculate ER
for composite systems of various sizes, and compare with the previous known lower bounds, obtain-
ing promising results. Our method adds a reliable tool for entanglement measure calculation and
deepens our understanding for the structure of separable states.
I. INTRODUCTION
Quantum entanglement is a kind of correlation that
is beyond any possible classical probabilistic correlation
[1]. Entanglement has played a crucial role in almost all
aspects of quantum information theory, such as quan-
tum channel capacity [2], quantum algorithm [3], quan-
tum error correction [4] and quantum sensing [5]. In
recent years, entanglement also becomes a central con-
cept in the interdisciplinary field of quantum informa-
tion theory, condensed matter physics, and quantum
gravity [6, 7].
For any given (multipartite) quantum state ρ, one fun-
damental question one would like to know is whether ρ
is entangled or not, and a further question, how much
ρ is entangled [8]. Entanglement measures are quanti-
ties providing such kind of information. Normally, an
entanglement measure E(ρ) satisfies some natural as-
sumptions such as invariance under local unitary op-
erations, and non-increasing under general local oper-
ations [9, 10].
Among many entanglement measures, relative en-
tropy of entanglement ER is one important quantity [11].
For any quantum state ρ, ER(ρ) naturally measures
“how far” ρ is from the set of separable states. As illus-
trated in Fig. 1, inside the quantum state space, for an
entangled state, which is represented by A or B, the rel-
ative entropy of entanglement is the distance of the state
to the set of separable states (denoted by SEP in the fig-
ure). Or equivalently, the task of finding ER(ρ) is to look
for a state in SEP (A′ or B′) to minimize distance to the
entangled state ρ (A or B). Besides having a good geo-
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FIG. 1: Demonstration of the quantum state space. SEP repre-
sents the set of separable states, PPT represents the set of states
with positive partial transpose, and ENT represents the set of
entangled states. A and B represents the state ρ for which the
relative entropy of entanglement is to be calculated. For the
state A, the boundary state σ satisfies the PPT criterion. How-
ever, for the state B, the boundary state B′ does not satisfy the
PPT criterion. Therefore, the relative entropy of entanglement
calculated using PPT states is smaller than the actual relative
entropy of entanglement.
metric interpretation, ER(ρ) is also known to be compat-
ible for multiparty systems, providing an upper bound
for entanglement distillation [12, 13], and connected to
the study of many other aspects in quantum informa-
tion theory, such as the use of relative entropy in some
information-theoretic quantities [11, 14].
Calculation of ER(ρ) is an optimization problem over
the set of separable states [15]. If you can characterize
the set, then the calculation of ER(ρ) can be solved by
semi-definite programming. However, such a set of sep-
arable states is notoriously hard to characterize, despite
known to be convex [1]. On the other hand, the set of
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2states with positive partial transpose (PPT) is much eas-
ier to characterize [16]. Calculating “how far” the state
ρ is from the set of PPT states in terms of relative en-
tropy can then be formulated as a certain kind of Semi-
Definite Programming (SDP) [17, 18]. This then gives
a lower bound of ER(ρ), as illustrated in Fig. 1. As we
know, the set of separable states (SEP in Fig. 1) is a sub-
set of the set of PPT states (PPT in Fig. 1). Therefore, for
some states, such as the state B, the closest state in PPT
is B”, while the closest state in SEP is B′. Consequently,
the distance of BB′ is smaller than BB”, hence the point
B” gives a lower bound for ER(ρ).
In order to get an upper bound of ER(ρ), we will need
to approximate the set of separable states from inside.
Notice that the extreme points of the set of separable
states, which is convex, are simply pure product states.
Intuitively, we can use, e.g. the convex hull approxima-
tion (CHA) as described in [19] to generate such an ap-
proximation. However, since the set of separable states
has a much larger dimension than the set of its extreme
points, how to select the extreme points is a difficult task
– simple random sampling does not lead to good ap-
proximation [19].
To overcome the above-mentioned difficulty, we pro-
pose to use the a method based on active learning. Ac-
tive learning, also called query learning, or optimal ex-
periment design, is one subfield in machine learning. In
general, most supervised learning algorithms require a
large amount of data. However, for many problems, the
data are unlabelled, or labelling of the data is an expen-
sive task. Actively learning can be used to dynamically
label useful data during the training process [20–22]. In
our case, as a prior knowledge, we know some points on
the boundary of the set of separable states e.g. we can
start from some extreme points and some linear com-
bination of them. How accurate the approximation de-
pends on the sampling of those points. In other words,
some of those points on the boundary are useful and
some are useless. Whether a point is useful or useless de-
pends on the actual state ρ given, hence unlabelled. We
can then use active learning to select these points and
improve our approximation to the set of all separable
states.
We apply our method to calculate ER(ρ) for composite
systems of various sizes, and compare our results with
the previous lower bounds given by SDP. We consider
bipartite system of dimension dA ⊗ dB. In the case of
dAdB ≤ 6, where the set of PPT is the same as that of
SEP [16], our results are very close to the former results
based on PPT. In the case of dAdB > 6, our method
gives an upper bound, which is always larger that the
value given by PPT, and in many cases we believe that
our value is closer to the actual value of ER(ρ). Our re-
sults add a new tool for entanglement measure calcula-
tion and deepen our understanding about the difference
between the set structures of SEP and PPT.
We organize our paper as follows: in Sec II, we discuss
our method based on active learning. In Sec III, we show
our results in different situations: firstly for two kinds
of states (Werner states and isotropic states), for which
we know the analytical form of their relative entropy
of entanglement, to compare and check the validity of
our algorithm; secondly for a special case of states that
are bound entangled (i.e. entangled state that are PPT),
we calculate their relative entropy of entanglement, to
demonstrate that our method gives better estimation for
the true value of the method of PPT; finally for differ-
ent dimensions, we generate random states and calcu-
late their relative entropy of entanglement, to demon-
strate the power of our method for giving new under-
standings of the difference between SEP and PPT. In Sec
IV, we summarize our results and discuss some future
directions.
II. METHOD BASED ON ACTIVE LEARNING
In this section, we discuss our algorithm for calculat-
ing the upper bounds of relative entropy of entangle-
ment based on active learning. We start to recall some
basic properties of ER(ρ), then discuss the active learn-
ing method and its application for calculating the upper
bound of ER(ρ).
A. Relative entropy of entanglement
For a given bipartite system AB with Hilbert space
HA ⊗HB, a state ρAB is separable if it can be written in
a convex combination
ρAB =∑
i
λiρ
(i)
A ⊗ ρ(i)B , (2.1)
where ρA and ρB are states in Hilbert spaceHA andHB,
respectively. The set of all separable states, denoted by
SEP, is a convex set, given by its definition. The extreme
points of SEP are given by the states of the form ρA⊗ ρB,
where ρA and ρB are arbitrary pure states.
Denote the convex set of SEP as D. For any given
bipartite state ρ, the relative entropy of entanglement
ER(ρ) is given by finding a state τ ∈ D that minimizes
the relative entropy between ρ and τ. That is,
ER(ρ) = min
σ
S(ρ||σ) = min
σ∈D
Tr(ρ log ρ− ρ log σ) (2.2)
where σ is a state in D. However, finding σ to mini-
mize S(ρ||σ) is a difficult task, mainly due to the fact
that characterizing the set of SEP is hard [23, 24]. In
practice, even for systems with dimension dAdB > 6, it
is already hard to find whether a given state is separable
or not [25].
ER(ρ) could be seen as a distance between the state ρ
and the set of SEP. Finding the distance means finding a
point from the set which is the closest to the state. As
shown in Fig. 1, for a state ρA represented by the point
3A, the task is to find the point A′ (representing the state
σA′ ), to minimize
ER(ρA) = Tr(ρ log ρA − ρ log σA′). (2.3)
With respect to the set of separble states D, the problem
could be formulated as the following problem.
min Tr(ρ(log ρ− log σ)) s.t σ ∈ D, (2.4)
i.e. σ =∑
i
λiσi,∑
i
λi = 1,λi ≥ 0, (2.5)
where σis are product states. Notice that the function
quantum rel entr(X,Y) provided in CVXQUAD [26] can
give a good approximation of the true minimum of the
relative entropy. Therefore, the above-mentioned opti-
mization problem could be solved using semi-definite
programming (SDP). We can use, e.g. the CVX package
to perform the task of SDP [27, 28].
However, the characterization of the set of SEP is
known to be very difficult, so does the calculation of
ER(ρ). It has been proposed to approximates the set of
SEP by the set of states with positive partial transpose
(denoted by PPT) [17], which is easier to characterize.
However, it is well known that the set PPT is strictly
larger than the set of SEP for dAdB > 6. Hence the
method based on PPT gives a lower bound for ER(ρ),
and does not give any information for bound entangled
states. In order to obtain a better approximation for
ER(ρ), one would then need a better approximation to
the set of SEP from the inside.
B. Active learning
Supervised learning has achieved great success in the
past decades. However, sometimes only a small part or
even none in the data set is labelled due to high labelling
cost. Active learning method can dynamically label use-
ful data during the training process. Take classification
task as an example, suppose we have a small labeled
dataset and a large unlabeled dataset. The algorithm is
as follows:
1 Train the classifier with the labelled dataset. If the
full dataset is unlabelled, using the oracle to label
this dataset first and train the classifier.
2 Calculate the final accuracy.
3 Select data points close to the boundary from the
unlabelled dataset, label these samples through an
oracle and add it to the labelled training dataset.
4 Repeat step 1 to 3 until it reaches the desired accu-
racy.
In some scenarios, active learning requires only
O(log(k)) labeled data samples to achieve the same per-
formance as passive learning with k labeled samples
[20–22]. We can therefore expect an exponential speed-
up of active learning compared with passive learning
considering the similarity between our problem and
those cases. As the quantum system size n increase, we
need to sample exponential random product states to es-
timate the upper bounds of relative entropy of entangle-
ment. But for active learning, O(n) samples is probably
enough. Therefore, the method based on active learning
is scalable and can be applied to larger systems.
C. Algorithm based on active learning
We now develop an algorithm to estimate the set of
separable states. We know that the extreme points of
SEP are given by all the pure product states of the form
ρsp = |i〉〈i| ⊗ |j〉〈j| (2.6)
with |i〉 and |j〉 are arbitrary pure states in HA and HB,
respectively. We then randomly sample a set of these
extreme points {σ1, σ2, ..., σn}, then form a convex hull
C. C then gives an approximation (i.e. the convex hull
approximation, CHA) of D from inside. Thus the result
is an upper bound. The result will be in the form of
σ =∑
i
ciσi. (2.7)
Intuitively, we can then build a classifier based on
CHA using supervised learning by constructing and
training a deep neural network (DNN), to characterize
the set of separable states. However, this does not re-
sult in a good approximation as discussed in [19]. Or in
other words, simple random sampling does not lead to
good approximation. This is due to the fact that the set
of separable states has a much larger dimension than the
set of its extreme points. Consequently, how to select the
extreme points becomes a difficult task.
Notice that the contribution of different cis are differ-
ent. For example, In Fig. 2, we can see that the final σ
is a linear combination of σ1 and σ4. States σ2 and σ3
has no contribution to σ. In this example, those points
on the boundary without much contribution could be
moved arbitrarily on the arc right to σ1 and σ4 without
any effect on the final result, while if σ1 and σ4 move,
the result would be significantly changed. Therefore, σ1
and σ4 could be labelled as useful points, while σ2 and σ3
could be labelled as useless points and can be discarded.
However, the boundary of the set of separable states
is way much more complicated than just a circle. More-
over, whether a point is useful does not remain un-
changed, e.g. if we choose a point on the left of σ1,
then σ1 becomes useless. Since the extreme points are
labelled as either useful or useless, a natural way is to use
the method of active learning.
Now we are ready to describe our algorithm based on
active learning. First we could randomly generate some
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FIG. 2: Demonstration of the algorithm. We randomly sample
σ1, σ2, ..., σn, and form a convex hull. Then use SDP to find σ.
Based on the initial results, abandon σ1s that are too far from
the obtained σ. Sample more σis, use SDP to find a new σ.
Repeat until the results can no longer be improved.
points σi in the form of
σi = |i〉〈i| ⊗ |j〉〈j|, (2.8)
where |i〉 and |j〉 are pure states randomly generated in
HA and HB. With these extreme points, we can con-
struct a convex hull. On this convex hull, we perform
SDP to minimize ER(ρA) = Tr(ρ log ρA − ρ log σA′) and
found a state
σ =∑
i
ciσi. (2.9)
Here we can set a threshold e, for those σis, of which the
corresponding ci ≥ e, we can say these points contribute
significantly to the result and can be labelled as useful.
For those σis of which the corresponding ci < e, we can
say these points has little contribution, hence useless and
to be discarded. Therefore, the SDP process works as
the query or oracle in active learning. Take Fig. 2 as an
example, obviously, the solution is
σ = c1σ1 + c2σ2. (2.10)
c3 and c4 corresponding σ3 and σ4 are both 0. There-
fore, σ1 and σ2 are labelled as useful, while σ3 and σ4 are
labelled as useless and discarded. Then, if we want to
obtain a better result, we can sample points near σ1 and
σ2 and perform SDP again. Sampling near a state |i〉 can
be done by
|i′〉 = U|i〉, (2.11)
where the unitary operation
U = e−iHδ, (2.12)
with H being a randomly generated Hamiltonian and
δ being a small number (time interval). Then we can
perform the queries on the new samples again. By doing
sampling and queries iteratively we can get a relative
result.
D. Effectiveness of active learning
As an example, we show how our algorithm based
on active learning approaches an upper bound for the
relative entropy of entanglement ER(ρ). In Fig. 3, we
demonstrate ER(ρ) during the iterations of active learn-
ing for state |00〉+ |11〉+ |12〉with the dimension ofHA
and HB being 2 and 3, respectively. For such a state, the
set of states with PPT is exactly the same as the set of
separable states. The relative entropy of such a state ob-
tained from PPT is 0.918, which could be seen as the true
value. From Fig. 3, we can see that initially, just by sam-
pling the points randomly, we obtain a result of 1.01,
which is quite larger than the ideal value. However, by
using active learning, after 10-20 iterations, the result get
to close to the ideal value. By using active learning, we
get a good approximation of the relative entropy of en-
tanglement by a small number of queries and iterations,
by avoiding the full labelling of all the extreme points,
which is impossible.
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FIG. 3: Effect of active learning. The result becomes more ac-
curate during the iterations.
5III. RESULTS
In this section, we apply our method to various situ-
ations of interest. We focus on bipartite systems of di-
mension dAdB. We take three steps: firstly we apply our
method to calculate ER(ρ) for states whose relative en-
tropy of entanglement is analytically known, and com-
pare our results with both the analytical value and the
value given by the PPT method. Then we take a step fur-
ther to evaluate ER(ρ) for a set of example of bound en-
tangle states, where the PPT method cannot give useful
information for ER(ρ), and demonstrate that our bound
likely give a good approximation for the real value of
ER(ρ). Finally, we apply our method to randomly gen-
erated states for different values of dAdB, to show that
the difference between the set of SEP and the set of PPT,
for dAdB > 6.
In our numerical experiment of calculating ER based
on active learning, we choose the number of σi’s to be
2000 and the number of iterations for finding a better σ
to be 50. We tested our algorithm on a workstation with
Intel Xeon E5-2698 CPU and 256 GB memory. The re-
lationship between the average time cost for a random
density matrix and the local dimensions is shown in Ta-
ble I. According to our test, a majority of the portion of
the time cost is due to the generation of random σi’s in
each iteration.
TABLE I: Typical time cost for different system size
dA ⊗ dB Time (s)
2⊗2 81.5
2⊗3 159.6
2⊗4 338.8
3⊗3 453.0
3⊗4 1092.2
4⊗4 2795.5
A. States with analytically known ER
To demonstrate the validity of our algorithm for cal-
culating the upper bound of ER, we first look at two kind
of states whose ER are analytically known.
We start with the famous Werner states for d ⊗ d di-
mensional bipartite systems, which are states invariant
under any unitary transform with the form U ⊗U [29].
There are several ways for parametrizing these states.
Here, we use the following form to write a Werner states
as
ρW(α) =
1
d2 − dα (Id2 − αF), (3.1)
where d is the dimension, and F = ∑ij |ij〉〈ji| (which is
actually a swap operator).
Whether a Werner state is entangled is determined by
the parameter α, and can be given by the PPT criterion.
That is, if a Werner state has positive partial transpose,
then it is separable, otherwise it is entangled. There-
fore, when calculating ER for Werner states, optimiza-
tion over either the set of SEP or PPT should give the
same result.
It is known that for 2 ⊗ 2 Werner states, the state is
separable if α ≤ 1/2 and entangled if α > 1/2. For
3⊗ 3 Werner states, the state is separable if α ≤ 1/3 and
entangled if α > 1/3 [29].
Due to the symmetry, ER for Werner states can be cal-
culated analytically, which is given by [30]
ER(ρW) = eR(tr(ρW F)), (3.2)
where F = ∑ij |ij〉〈ij|, and eR is the function
eR( f ) = log(2)− S(1 + f2 ,
1− f
2
), (3.3)
with S(p1, p2, ..., pn) = −∑k pk log pk. In other words,
for Werner state, the relative entropy of entanglement
could be calculated by selecting σ as the “boundary”
Werner state. That is, for 2 ⊗ 2 Werner state, σ =
ρW(1/2) and for 3⊗ 3 Werner state, σ = ρW(1/3).
We performed the calculation of ER on 2⊗ 2 and 3⊗ 3
Werner states with three different methods: value from
analytical formula, method based on PPT optimization,
and our method based on active learning. The results
are shown in Fig. 4.
As shown in Fig. 4, our approach using active learning
as the approximation of D works perfectly for Werner
states. The results of our approach, as well as the pre-
vious method based on PPT, agree well with the ana-
lytical results for different dimensions, see Fig. 4(a) and
Fig. 4(b).
Notice that, which is shown in the middle small fig-
ure in Fig. 4(a), the results of our approach are slightly
larger than that of PPT, to a scale of 0.01% of the actual
analytical value. The reason is that our approach ap-
proximates the set D from inside and in fact calculates a
upper bound. Therefore our results are always slightly
larger than that is given by the PPT method.
We then further look at isotropic states, which is a
family of d⊗ d dimension bipartite quantum states that
are invariant under any unitary transform with the form
U ⊗U∗ [31]. The parametrized form of isotropic states
is given by
ρi(α) =
1− α
d2
Id2 + α|ψ+〉〈ψ+|, (3.4)
where d is the dimension, and |ψ+〉 = 1√d ∑j |jj〉, which
is actually a standard maximally entangled state.
Similar to the case of Werner states, whether an
isotropic state is entangled is determined by the parame-
ter α, and can also be given by the PPT criterion. There-
fore, when calculating ER for Werner states, optimiza-
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FIG. 4: Results of the relative entropy of entanglement calculated using PPT and active learning for 2- and 3-dimension Werner
states. The red crosses are the results of PPT and the orange circle are the results of active learning, with the blue line as the
analytical results
tion over either the set of SEP or PPT should give the
same result.
It is known that for both 2 × 2 and 3 × 3 isotropic
states, the state is separable if α ≤ 1/3 and entangled
is α > 1/3. With good symmetry, the result of relative
entropy of entanglement of a certain isotropic state can
be calculated analytically [32]. For an isotropic state ρi,
let fˆ = tr(ρi Fˆ) with Fˆ = ∑ij |ii〉〈jj|. Then ER is given by
ER(ρi) = log(2) − (1− fˆd ) log(d− 1)
− S( fˆ
d
, 1− fˆ
d
). (3.5)
Similarly to Werner states, the calculation of relative en-
tropy of entanglement of isotropic states could be car-
ried out by choosing σ as the boundary state, i.e. σ =
ρi(1/3).
We performed the calculation of the relative entropy
of entanglements on 2 ⊗ 2 and 3 ⊗ 3 isotropic states
with different methods: value from analytical formula,
method based on PPT optimization, and our method
based on active learning. The results are shown in Fig. 5.
Similar to the results of Werner states, our approach
using active learning as the approximation of D works
well for isotropic states. The results of our approach, as
well as SDP using PPT, agree well with the analytical
results for different dimensions, as shown in Fig. 4(a)
and Fig. 4(b).
B. Example for bound entangled states
We now apply our algorithm to find upper bound
of ER for bound entangled state, which are entangled
states with positive partial transpose. In this case, the
method based on PPT will just give a value zero for a
lower bound of ER, which in fact fails to give any in-
formation of ER. Our method based on active learning,
instead, gives an upper bound for ER, which in many
cases can give results close to the true value of ER.
We consider the following example, where a set of
two-qutrit pure states {|v1〉, . . . , |v5〉} form the well
known unextendible product basis [33]:
|v1〉 = (|00〉 − |01〉)/
√
2,
|v2〉 = (|21〉 − |22〉)/
√
2,
|v3〉 = (|02〉 − |12〉)/
√
2,
|v4〉 = (|10〉 − |20〉)/
√
2,
|v5〉 = (|0〉+ |1〉+ |2〉)⊗2/3. (3.6)
It is known that
ρtiles = (I−
5
∑
i=1
|vi〉〈vi|)/4 (3.7)
is a bound entangled state. Therefore, the calculation of
ER for ρtiles based on the PPT method returns the value
zero.
Consider the following set of states with parameter α:
ρt(α) = αρtiles +
1− α
9
I. (3.8)
It is known that the critical point for whether ρt(α) is
entangled or not is α ≈ 0.8649 [19].
We calculated ER for ρt(α) using based on active
learning, and the results are shown in Fig. 6. In the
middle small figure of Fig. 6, we see that the relative
entropy entanglement goes from zero to non-zero value
from around 0.86, which agree well with critical value
α ≈ 0.8649. These results demonstrate the effective-
ness of the active learning approach for finding upper
bounds of ER that is close to the true values.
C. Random States
We apply our algorithm to find upper bounds of ER
for bipartite system of various dimensions of dA, dB,
and compare with the lower bounds based on the PPT
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FIG. 5: Results of the relative entropy of entanglement calculated using PPT and active learning for 2- and 3-dimension isotropic
state. The red crosses are the results of PPT and the orange circle are the results of active learning, with the blue lines as the
analytical results
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FIG. 6: Results of ER for ρt(α). Calculation using PPT will give
the results of zero (blue line), while that using active learning
will give a non-zero relative entropy of entanglement (orange
line), which we think is closer to the actual one.
method.
We consider 4 cases, with dimensions 2 ⊗ 2, 2 ⊗ 3,
2⊗ 4, and 3⊗ 3. For each case, we randomly generated
50 entangled states using a similar method discussed
in [19]). We then calculate the upper bound of ER based
on the active learning method, and the lower bound of
ER based on the PPT method. All the results are shown
in Fig. 7.
Since for dAdB ≤ 6, the set of SEP is the same as the
set of PPT, the upper bound and lower bound should
be very close to each other. This is indeed what we see
for the case of 2⊗ 2 and 2⊗ 3, as shown in Fig. 7(a) and
Fig. 7(b). For most cases, the two bound coincide to give
the true value of ER. For some states, the results of active
learning is slightly larger than that of PPT. The results
clearly meet the predictions of our theoretical analysis,
demonstrating the effectiveness of our method.
For dAdB > 6, the set of SEP is strictly smaller than
that of PPT. For random states, one would expect gap
between the upper bounds given by active learning and
the lower bounds given by PPT. This indeed what we
see in the cases of 2⊗ 4 and 3⊗ 3, as shown in Fig. 7(c),
Fig. 7(d), Fig. 7(e), and Fig. 7(f).
In the cases of 2⊗ 4 and 3⊗ 3, we see that for most
states, the results of active learning is still very close to
that of PPT. However, for some states, the results of ac-
tive learning is significantly larger than that of PPT. And
the gap is in fact larger in the case of 3⊗ 3 compared to
the case of 2 ⊗ 4. In the cases of 3 ⊗ 4 and 4 ⊗ 4, for
almost all states sampled, the upper bounds of ER cal-
culated from active learning are larger than that of PPT.
These observations agree with the previous observation
on the volume of SEP compared to PPT [34, 35]. With
the values of upper bound of ER, our results also pro-
vide new tools to study such volume and deepen our
understanding of the difference between SEP and PPT.
IV. DISCUSSION
In this work, we propose a reliable method for cal-
culating upper bounds for relative entropy of entangle-
ment, based on active learning to generate an approx-
imation for the set of separable states. We apply our
method to calculate the upper bounds of the measure
for the composite system of various sizes, and compare
to the previous known lower bounds, obtaining promis-
ing results. Since the active learning approach is a pow-
erful general idea to approximate convex set from in-
side, our method is naturally generalizable for obtain-
ing upper bounds for any quantity of interest with opti-
mization over convex set, especially in the case that ex-
treme points of these sets are relatively easy to sample.
We hope that our work adds new understanding on the
structure of separable states, provides further informa-
tion on the difference between the set of separable states
and PPT states in various dimensions, and sheds light
on the calculation of relevant quantities based on opti-
mization over convex sets.
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