Abstract: This work aims to automatically detect cement lines in decalcified cortical bone sections stained with H&E. Employed is a methodology developed previously by the authors and proven to successfully count and disambiguate the micro-architectural features (namely Haversian canals, canaliculi, and osteocyte lacunae) present in the secondary osteons/Haversian system (osteon) of cortical bone. This methodology combines methods typically considered separately, namely pulse coupled neural networks (PCNN), particle swarm optimization (PSO), and adaptive threshold (AT). In lieu of human bone, slides (at 20× magnification) from bovid cortical bone are used in this study as proxy of human bone. Having been characterized, features with same orientation are used to detect the cement line viewed as the next coaxial layer adjacent to the outermost lamella of the osteon. Employed for this purpose are three attributes for each and every micro-sized feature identified in the osteon lamellar system: (1) orientation, (2) size (ellipse perimeter) and (3) Euler number (a topological measure). From a training image, automated parameters for the PCNN network are obtained by forming fitness functions extracted from these attributes. It is found that a 3-way combination of these features attributes yields good representations of the overall osteon boundary (cement line). Near-unity values of classical metrics of quality (precision, sensitivity, specificity, accuracy, and dice) suggest that the segments obtained automatically by the optimized artificial intelligent methodology are of high fidelity as compared with manual tracing. For bench marking, cement lines segmented by k-means did not fare as well. An analysis based on the modified Hausdorff distance (MHD) of the segmented cement lines also testified to the quality of the detected cement lines vis-a-vis the k-means method.
Introduction
Medical microscopy continues to produce increasingly higher resolution images and presenting opportunities to observe ever more detailed microscopic pathologies. As compared with images handled manually, automatic segmentation of such information-rich images adds value due to the increased speed of data collection and reduction of observer subjectivity. Segmentation of high definition medical digital images facilitates the manipulation and visualization of data with automated methods can provide clinical data about ongoing processes that may go otherwise unnoticed [1] . Reported applications in image segmentation include: segmentation of features of interest [2] , quantitative measurements of image features [3] , delineation of contours and surfaces [4] . Computer image segmentation may facilitate the visualization of entities of interest for automated morphometry when there is no direct correspondence between the image pixel properties and the type of tissue e.g. detecting cancerous cells [5, 6] . Specific to bone imaging, segmentation was used in numerous applications such as in calculating bone mineralization of extracted bone features [7, 8] , determining bone mineral density [9] and bone density using CT [10] ), investigating tarsal bone kinematics [11] , early osteoporosis [12] , and correlating bone features with age and osteoporosis [13, 14] .
At the micro-scale, cortical bone is made-up mostly of concentric osteon units. Relatively few studies (e.g., [15, 16] ) report on segmenting bone microscopic images. While manual segregation of cortical bone into its basic Haversian osteonal units remains the golden standard (e.g., [17] ), few studies have reported on segmentation via automated methods [2, 12] . For example, k-means clustering is used [18] to segment micro radiographic bone image features such as Haversian canals and osteons. Computer-aided manual segmentation and volumetric 3D rendering are employed to visualize osteons in [19] . Segmentation of the LCN is preformed [20] through a variational region-growing based on an energy functional combining grey level information from the original image and shape information extracted via a 3D tube enhancement filter based on the eigenvalues of the Hessian method.
In histology slides of cortical bones, cement lines are boundaries that surround osteons and demarcate them from adjacent, shapeless interstitial matrix. In decalcified sections, these boundaries are difficult to detect due to loss in mineralization of these highly mineralized lines via the decalcification processes. To the authors' best knowledge, no work exists that reports on full automatic segmentation of cement lines to reveal Haversian osteons. This study aims to automatically identify osteon systems via computer-based segmentation in slides of femur cortical bone from a bovid (as a proxy for human bone). Previous work by Hage and Hamade [21] reported on automatic segmentation of cortical bone's LCN. Micro-features (lacunae, canaliculi, Haversian canals) were segmented via color thresholding of bone images using the k-means clustering method. Later, the authors utilized an AI-based methodology that combined PCNN (pulse coupled neural networks), PSO (particle swarm optimization), and AT (adaptive threshold) and where PSO optimization fitness functions were constructed based on entropy and energy [22] or on the micro-sized features' geometric attributes such as size and shape [23] . Both approaches yielded high fidelity feature segmentation of said salient micro features. The algorithm is comprised of several self-adapting parameters that are determined via utilizing particle swarm optimization (PSO) as parameter optimizer. Yet another variation utilized in this methodology is that of adaptive threshold (AT) where the PCNN algorithm is repeated until the best threshold, T, is found corresponding to the maximum variance between two segmented regions. In [24, 25] , Hage and Hamade utilize resultant segments for the purpose of replicating the microstructure of cortical bone and conducted micro-FEM simulations of bone cutting.
In this work, the authors use a PCNN-PSO-AT methodology similar to that used in [22, 23] but utilize novel optimization functions that are found to be better suited for the specific purpose of detecting cement lines. The authors first tried functions based solely on only one of the micro-feature attributes: orientation or Euler number. While these individual functions yielded good results, better results were obtained when using PSO function that utilizes a combination of these two attributes as well as one additional geometric attribute namely that of feature size. The results of PCNN-PSO-AT network obtained from a single training image are applied to several test images of bone slices resulting in high fidelity segmented images of cement line demarcations identifying individual osteons. To establish a bench line versus a well-known segmentation method, the 'k-means' method was also used to try to detect cement lines. For both methods, the quality of detected cement lines was compared against manually traced osteons. Quality is established using quantitative metrics as precision, sensitivity, specificity, accuracy, and dice. Furthermore, the modified Hausdorff distance (MHD) method was used to verify the quality of the segmented cement lines using our methodology vis-a-vis those detected by the k-means method.
Materials and Methods

Preparation of slides
Two sections were cut in a transverse direction from the mid-diaphysis of a femur (2-year old bovine). They were kept in a saline solution for blood and bone marrow removal in order to obtain sections as seen in Figure 2a . These sections were cut into pieces (of about 1 cm × 1 cm) and immersed in a formalin solution for 3 days for softening and fixation purposes. EDTA solution was used for decalcifying the specimen for 3 days. After softening, 2 mm-thick sections of cortex were cut. This is followed by tissue processing on a Leica machine where slides are infiltrated with a sequence of different solvents followed by molten paraffin wax after dehydration. Slides are then placed in glass covers. 3-5µm thin sections are cut in a rotary microtome (model 340 E microm). Finally, slides are stained in H&E solution and covered with glass cover slip as shown in Figure 2b .
Imaging
Images of slices were acquired using a BX-41M LED optical Olympus microscope at 20× magnification using Olympus SC30 digital microscope camera (based on 3.3 megapixel CCD chip with CMOS color sensor). One such image is shown in Figure 2c . 
PCNN-PSO-AT Methodology
A methodology developed by Hage and Hamade [22, 23] is based on combining pulse coupled neural networks PCNN [26, 27] , particle swarm optimization PSO [28] , and adaptive threshold AT [29, 30] methods. Below is brief description of how these techniques work.
Pulse coupled neural networks, PCNN
PCNN is widely used for image segmentation. In order to properly identify and self-adapt the PCNN parameters, enhancements to its algorithm are sometimes applied by coupling to other techniques such as threshold adaptation and optimization. Mathematical formulations of the PCNN technique [26] are as listed in equations 1-5:
Feeding input:
(1) Linking input:
2) Linking part:
3) Pulse generator:
Output:
Threshold:
The feeding (F) receives an external stimulus (S) as well as local stimulus (Y). The linking (L) receives local stimulus. These compartments are linked via a linking coefficient β to create a voltage U that is then compared to a local dynamic threshold θ and an output (0 or 1) is extracted. The dynamic threshold value increases via the potential coefficients V L , V F , V θ but then decreases with the decaying coefficients α L , α F , α θ until the neuron fires again and a binary pulse image is created (where n is the iteration step) [26] . The PCNN algorithm is summarized in Figure 3 
Particle swarm optimization, PSO
Particle swarm optimization (PSO) simulates a population with particles assigned randomized velocity. Each particle flies through an n-dimensional search space and maintains: current position and velocity as well as particle-specific best position. Particle reaches the best position when it flies over the best positions [28] . PSO parameters are: fitness function, dimension of particle, population size, inertia factor, and terminal condition of the algorithm. The PSO algorithm is schematically summarized in Figure 4 . 
Adaptive threshold, AT
Adaptive thresholding is a threshold selecting method built on the basis of analyzing the least square method [29] . Two categories are divided according to gray scale namely C0: {0, 1,…, t} and C1: {t+1, t+2,…, L−1}. The probability and mean-value layer of the categories C0 and C1 are calculated in order to get the variances, the class-inner variance and, finally, the between-class variance. The best threshold T is determined when the variance between 2-segmented regions is the maximum [30] . The PSO algorithm is outlined in Figure 5 . 
The combined PCNN-PSO-AT methodology
In this paper, the combined methodology is used in a fashion similar to that developed in [22, 23] . Initially and for the purpose of osteon detection, PSO fitness functions were utilized based solely on feature orientation (explained in Section 4.1.1). It was found, however, that fitness functions based on combining the three attributes: orientation, Euler number (Section 4.1.2) and size (Section 4.1.3) yields higher fidelity segmentations of cement lines. After building the fitness functions, the algorithm is run according to the steps illustrated in the flowchart ( Figure 6 ). The attribute generator for image properties is the "regionprops" function in MATLAB® which utilizes the orientation attribute and calculates Euler number and perimeter attributes. 
Identification of Osteon Boundaries (cement lines)
In this Section, demonstrations of cement lines segmentations are presented based on the PCNN-PSO-AT methodology. Segmentation is based on utilizing fitness functions that employ three feature attributes: orientation, Euler number, and size (perimeter of fitted ellipse) as presented in Section 4.1.
Feature attributes
Orientation (feature vector direction)
Micro-sized LCN features are observed to be disposed in concentric bands surrounding the Haversian canal with an exterior band being the cement line. These micro-features share similar orientations along specific bands, a fact employed in using this orientation attribute to formulate fitness functions for segmenting osteons. Orientation of each object in the image is calculated using "regionprops" of MATLAB®. The fitness function is built based on maximizing the identified number of features having the same orientation. Thus a ratio parameter is developed by dividing the number of regions with orientations containing more than 2 objects to the total number of objects identified in an image. Maximizing the ratio value towards unity means that the PCNN have identified multiple features with associated orientations, i.e., identified osteons and excluded single oriented features having random orientations. The fitness function is given the target ratio:
Where n refers to the number of regions having more than 2 objects with the same orientation and N stands for the total number of regions in the image.
The code for orientation finds the number of regions having more than 2 objects with same orientations as well as the total number of regions in the image. Based on those 2 parameters, values of ratio r are calculated. Figure 7 represents a hypothetical simulation of this method. Considered are cases of: 6 objects having same orientation 0º and 2 at 90º; 2 objects having same orientation of 0º and 3 objects at 90º; 2 objects at same orientation 30º and 1 object at 90º (excluded is 1 object having orientation −30º). In this figure, the total number of regions with objects having more than 2 identical orientations is 16: 8 objects of 0º degree orientation, 6 objects of 90º orientation, and 2 objects of 30º orientation. With total number of objects of 17, the ratio is calculated as = The algorithm aims to maximize r toward unity so that all objects with single orientations are excluded thus retaining keeping only regions that consists of multiple objects orientations that represent the osteon system. This ratio instructs the fitness function to find and extract the objects having more than 2 regions with same orientation. The target is limited to a minimum of 2 regions since osteons in the first stage of growth have at least one Haversian canal and one lacuna. The algorithm attempts to exclude regions with single orientations outside of the osteon. 
Euler number
Euler number is a scalar that specifies the number of objects in a region minus the number of holes. Given cortical bone's porosity-dominated topology, Euler number is an appropriate feature employed here to detect cement lines. MATLAB's "regionprops" was used for this purpose.
Size (of the perimeter of fitted ellipses)
Cement lines have the largest perimeter in bone images since they surround the largest concentric layer of lamella. Size attribute is based on automated image approximate fits of cement lines shapes into ellipses. Therefore, perimeter lengths are estimated based on [23] = �(2( 2 + 2 )) ( 
7)
Where a and b are the major and minor axes, respectively, of the ellipse, the values of which are estimated using the 'major/minor axis length' property of the "regionprops" function in the image processing toolbox of MATLAB ®
Combination of attributes: orientation, Euler number, and size
. In order to obtain enhanced pulses for detecting the cement line, introduced and tested here is a method that uses a combination of the three fitness functions based on the feature attributes discussed above: orientation, Euler number, and geometric size. The combination of three fitness functions aims to find the largest perimeter of concentric lamellae, e.g. cement line. An H&E-stained image is manually segmented to reveal the cement lines and their corresponding mean perimeter, orientation and Euler number. Said image is used for training as a target for the PSO fitness function. The PCNN-PSO-AT algorithm attempts to identify the 7 PCNN parameters that best match the combined target of that of the PSO fitness function. Found parameters are tested on other images.
PCNN-PSO-AT cement line segmentation results
Results for the combined fitness functions are summarized in Figure 8 and their corresponding PCNN parameters are listed in Table 1 . The first and third columns in Figure 8 show the original images that are to be segmented, where image 1 in the 1st row is the training image and the other 7 images on the remaining rows are test images. The second and last columns represent the cement lines segments obtained using PCNN with the assigned parameters in Table 1 . The cement lines play an important role in separating the osteon system from the interstitial regions (cement lines separate newly formed osteons from old interstitial regions). The following section 4.2.2 explains how the cement lines of images in Figure 8 are isolated by extracting their boundaries and widening these boundaries using the "imdilate" function in MATLAB ® , an image processing toolbox that thickens bright objects in binary images using the specified structuring element that determines the shape of a pixel neighborhood over which the maximum is taken [31] . The resultant segments in Figure 8 show these demarcating lines as being brighter than their surroundings. This accomplishment is due to the fundamental characteristic of PCNN that is to return output pulse images with plenty of information on the original image such as texture [32] .
Benchmarking of PCNN-PSO-AT methodology against k-means method
A baseline segmentation method is used to benchmark against the methodology results found in 4.2.1 against those obtained by a (special approach) of the k-means clustering method. A criterion proposed by Deng et al. [33] where the derivation of pixels is obtained from color quantization. The color information in each image region has a uniformly distributed color-texture pattern as represented by few quantized colors and are distinguishable across 2 regions. In order to capture cement lines in white, class labels set at 5 as can be seen from the 5 colors in the segmentation maps in Figure 9 . The figure shows the resultant segments obtained using the k-means method (numbers 1-8 correspond to the image numbers in Figure 8 ). The first and third columns show the segmentation maps obtained using k-means method, while the second and last columns represent the resultant cement lines segmented (in white). Visually contrasting the images in Figures 8 and 9 reveals that k-means did not reveal the osteon's cement lines as clearly as when employing the PCNN-PSO-AT methodology. Since cortical bone's osteon minimum diameter is reported to be about 40 µm [34] , cement lines of resultant images in Figure 8 with lengths of major axis exceeding 40 µm are isolated causing all pixels outside and inside the widened/thickened boundaries to turn dark. Overlaying the output over the matrix resulted in the segments in the last column in Figure 10 that show the obtained cement lines demarcating secondary osteons from the matrix.
The 1st column in Figure 10 represents the original images, the 2nd column shows the extracted cement lines boundaries, the 3rd column shows the fitted ellipses plotted on top of the extracted cement lines, the 4th column shows the thickened extracted cement line boundaries using "imdilate", the 5th column exhibits the cement lines obtained using manual segmentation, the 6th column shows the resultant segmented matrix obtained using the methodology developed in [23] and the 7th column represents the overlay of the extracted thickened cement lines (from 4th column) on the matrix segments (6th column). A visual comparison between the 4th and 5th columns in Figure 10 indicates that the resultant cement lines are quite comparable to those segmented manually. Nevertheless, a quantitative evaluation is performed as proof of this similarity as is done in the following Section.
Quality Assessment of Identified Osteon Boundaries
The main goal of segmentation algorithms is to capture as accurately as possible features of interest, herein cement lines. In 5.1, classical quality metrics widely used for image segmentation evaluation namely precision rate, sensitivity, specificity, accuracy, and dice [35] [36] [37] [38] are used to quantify the efficacy of the proposed methodology. As values of these metrics approach unity, the closer the segmentation method is to approaching the ground truth (taken here as manual segmentation). The results of another quality evaluation are also presented in 5.2 namely those of the modified Hausdorff distance (MHD) method.
Classical quality metrics
In order to calculate these metrics, a pixel comparison between the resulting segmentation images to ground truth ideal (manual) segmented images is accomplished through the calculation of true positive pixels (TP), false positive pixels (FP), false negative pixels (FN), and the true negative pixels (TN) (see [23] for more details).
In order to evaluate the performance of the combination method, the evaluation is conducted comparing with manually segmented cement line images. Similarly, k-means are compared to manually segmented results. In addition, an evaluation of the extracted cement lines boundaries in Figure 10 is presented against manually-drawn cement line segments (second column in Figure 10 ) with the results reported in Table 2 . Table 2 
The modified Hausdorff distance (MHD) method
Another supervised evaluation method is employed to quantify the accuracy of the proposed segmentation methodology as compared with manually traced lines. Unlike the classical measures quality in equations 8-12, the modified Hausdorff distance (MHD) method [39, 40] measures and compares the distance between two segmentation methods. The distance provides a normalized metric of the maximum distance that separates the points in segmented images from the points in the ground truth images. The lower the values of MHD the better are the matching with the ground truth image, thus the better the segmentation. It was determined [39] that an object with MHD value lower than 3 was similar enough to the ground truth.
In Figure 11 , the MHD values are reported for the resulting cement lines of the ground truth (manual segmented images) against those obtained by the k-means, PCNN-PSO-AT, and the extracted cement line boundaries using PCNN-PSO-AT. It could be clearly inferred that the values of MHD for the PCNN-PSO-AT methodology are superior to those of k-means. MHD distance values obtained for the extracted cement lines boundary using the PCNN-PSO-AT methodology are significantly less than 3 which is a testament to the accuracy of the methodology advanced in this work in segregating cement lines.
Summary
In cortical bone, cement lines are ill-defined boundaries at the outermost and largest perimeters in secondary osteons and which demarcate osteons from adjacent interstitial matrix. This study aims to automatically detect cement lines by employing an AI-based methodology that takes advantage of characteristic attributes of the lacuna-canalicular network (LCN) features present in the osteon namely 1) feature orientation, 2) Euler number, and 3) feature size (of the largest perimeter of fitted ellipse). The methodology combines fitness functions from 3 methods typically used separately in image segmentation: pulse coupled neural networks (PCNN), particle swarm optimization (PSO), and adaptive threshold (AT). The methodology was demonstrated to achieve high fidelity, automated segmentation of cement lines ( Figure 8 ; and with enhanced visualization in Figure 10 ). In contrast with the popular k-means method, higher fidelity segmented cement lines are obtained with the PCNN-PSO-AT methodology as advanced in this work as evidenced by larger values of both quality metrics (Table 2 ) and modified Hausdorff distance (Figure 11 ). 
