Abstract We propose linear programming formulations of support vector machines (SVM). Unlike standard SVMs which use quadratic programs, our approach explores a fairly small dimensional subspace of a feature space to construct the nonlinear discriminator. This allows us to obtain the discriminator by solving a smaller sized linear program. We demonstrate that an orthonormal basis of the subspace can be implicitly treated by eigenvectors of the Gram matrix defined by the associated kernel function. When the number of given data points is very large, we construct a subspace by random sampling of data points. Numerical experiments indicate that the subspace generated by less than 2% of the entire training data points achieves reasonable performance for a fairly large instance with 60000 data points.
Introduction
Recently, support vector machines (SVM) have been studied extensively for classification problems in a variety of areas, such as text categorization [11, 14] and image recognition [8, 22, 23] . In classification problems, a number of labeled data points, called a training dataset, x 1 , x 2 , . . . , x M , are given as a set of N dimensional vectors. We assume that a binary class label y i ∈ {+1, −1} is assigned to each point x i . SVM generates a linear discriminate function f (x) = w T x − b with a normal vector w ∈ R N and a real number b, which maps a vector x ∈ R N to a class y ∈ {+1, −1} as follows:
Statistical learning theory [26] indicates that a discriminate function which balances accuracy and capacity must be generated in order to reduce generalization error. To this end, SVM employs convex quadratic programs [15, 21] . The convex quadratic program also plays an important role to generate nonlinear discriminate functions. In order to obtain a nonlinear discriminate function, we consider a nonlinear function φ which maps the data point x into a higher, often infinite dimensional feature space F, in which linear discriminate functions are developed. The problem of finding a separating hyperplane with the largest margin reduces to a quadratic program. The Wolfe dual [17] formulation enables us to formulate the quadratic optimization problems only by the dot product φ(x) , φ(x ) in F, which can be computed directly from the original data points, x and x , by the kernel functions. The crucial point is that the quadratic optimization problems can be formulated without involving the explicit calculations of the mapped image φ(x) ∈ F . For instance, polynomial kernels
with an integer parameter d, RBF kernels
with a real parameter σ ∈ R, and sigmoid kernels
with real parameters κ, Θ ∈ R, are commonly used kernel functions. Mercer's Theorem [27] implies that these functions give rise to nonlinear maps φ(·) for which K ( x , x ) = φ(x) , φ(x ) holds. These kernel-based nonlinear discriminate functions have been successfully applied to a number of real-world problems [8, 14, 23] .
In the present paper, we propose linear programming approaches for generating kernelbased nonlinear discriminate functions. There are several papers which develop variants of SVMs by solving linear programming problems, including Multisurface Method [20] and Robust Linear Programming (RLP) [2] . One benefit of these approaches is that a linear program is easier to solve compared with a quadratic program. In addition, efficient and robust optimization packages are available. Therefore, the linear programming approach has potential of handling real-world massive datasets. To our knowledge, however, little attention has been given to linear programming approaches, particularly with respect to kernel-based nonlinear discriminate functions. Mangasarian and Musicant [19] , Mangasarian [18] , and Weston and Watkins [28] have considered nonlinear cases by solving very large linear programs. The number of variables and the number of constraints of these linear programs are roughly proportional to those of training data points, and this can cause computational difficulties in handling huge datasets.
In contrast to these methods, we utilize smaller sized linear programs to generate nonlinear discriminate functions. Although the original data points are mapped into the higher dimensional feature space F, a fairly small dimensional subspace can be important in discrimination. We will demonstrate that an orthonormal basis of the subspace of F can be implicitly treated by eigenvectors of the Gram matrix defined by the associated kernel function, and that discriminate functions in the subspace are successfully constructed by solving linear programming problems. For the case in which the number of given data points is very large, we develop a technique to compute a subspace of F by random sampling of data points. Our numerical experiments indicate that the subspace generated by less than 2% of the training data points achieves reasonable performance for a huge dataset with 60000 training data points.
The present paper is organized as follows. In Section 2, we briefly review a few variants of SVMs by linear programming including RLP, 1-norm and ∞-norm formulations. Section 3 is devoted to the description of a method for extracting implicitly the orthonormal basis of the subspace of the nonlinear feature space F defined by kernels. We also develop linear programming formulations to generate discriminate functions in this subspace. In Section 4, we present our computational experiments, and concluding remarks are presented in Section 5. 
This condition is equivalently written as follows:
where
is a diagonal matrix, the diagonal element of which is the vector y, and e is a vector of all ones, the dimension of which is given by context.
The set of points satisfying conditions (2.2) are called linearly separable. In general, however, the normal vector w and the real number b satisfying (2.2) may not always exist. Then, introducing a nonnegative error vector ξ = (
Bennet and Mangasarian [2] considered Robust Linear Programming (RLP) for obtaining the function f (x) = w T x − b by minimizing the total amount of errors as follows:
where p is a positive weight vector representing misclassification cost. Based on the idea of structural risk minimization in statistical learning theory, Vapnik [26, 27] showed that generalization ability can be improved by controlling the complexity of the discriminate function, which is characterized by the norm of w. Standard SVMs solve the following quadratic program:
The associated Wolfe dual [17] formulation [9, 27] is (2.6) where Q is an M ×M symmetric matrix defined as Q = AA T , and C 0 is a positive parameter controlling the weight between the error term and the norm w which is called the capacity term.
Several variants of the problem (2.5) have been studied [3, 4, 18, 19, 28] by choosing norms other than the 2-norm in (2.5). In the present paper, we use the formulation based on the 1-norm capacity term i.e., the problem for minimizing C w 1 +e T ξ over (2.3) . This problem is formulated as the following linear program:
are variables, and C is a positive parameter. Thus, the dual of this problem is
T is a vector of dual variables.
Let us introduce a new vector of variables
T and let β j = y j α j , j = 1, 2, . . . , M . The dual problem can be equivalently written as
which leads to the following formulation:
Generally, one can also consider the problem with the p-norm capacity term. By using the conic duality [1] , primal and dual formulations are given as follows:
and Maximize y (2.10) where · q is the conjugate norm of · p satisfying q
Here, it is worth noting that problem (2.9) with p = ∞, as well as the associated dual problem (2.10) with q = 1, can also be handled as a linear programming problem. It has been demonstrated [3, 4] that a variant of the problem with the 1-norm capacity term works well, and that, in some cases, it generates better discriminators than that with the ∞-norm.
Nonlinear discrimination by kernels
Let us now briefly review the idea of generating nonlinear discriminators based on the quadratic programming formulation (2.6), which is employed in standard SVMs. We note that the matrix Q in (2.6) is a Gram matrix [12] of the set of data points A 1 , A 2 , . . . , A M with respect to the usual inner product on R N . Keeping this fact in mind, let us introduce the nonlinear function φ(x) : R N → F which maps an N dimensional data point x into F, and let K(x, x ) denote the kernel function which gives the inner product of φ(x) and φ(x ) in F. Let K be a Gram matrix of the vectors φ(A 1 ), φ(A 2 ), . . . , φ(A M ) with respect to the inner product on F. Then, replacing Q with K, we can formulate the problem for discriminating the points in F as the following quadratic programming problem:
This problem enables us to construct the discriminate function without explicitly knowing the function φ(·). We refer the reader to [9, 10, 26] and the references therein for a more detailed explanation of the associated primal form of (2.11) and kernel-based nonlinear discriminate functions.
In order to be consistent with the dual formulations described in the previous subsection, let us also introduce a vector of variables β = (
We then write problem (2.11) equivalently as follows:
(2.12)
In the following, we introduce a formulation for the kernel-based nonlinear discriminate functions based on the dual form (2.10) with q = 2. That is, let us consider the problem with the square of the 2-norm capacity constraint defined below:
Note that the quadratic constraint can be written as
(2.14)
Replacing Q in (2.14) with the Gram matrix K defined by the kernel function K(·, ·), we obtain the following problem: 
Then, the matrix K is decomposed as K = DD T , and the quadratic constraint of the problem (2.15) can be expressed as
In many practical situations, the number of data points M is very large. This implies that the number of positive eigenvalues, M , could also be large. Thus, we will introduce an approximation to this quadratic constraint. To this end, we consider the largest S M positive eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ S , and the associated column vectors of D. Then, let us define a submatrix of D as
which results in the following approximation of the quadratic part of problem (2.15):
The symmetric matrix D S D T S is the closest matrix to K with rank S in the sense of the Frobenius norm. Now, returning to the linear programming scheme, and replacing the Euclidean norm constraint (3.1) with an ∞-norm constraint, we obtain the following problem which can be reduced to a linear program: As we have seen in Section 2.1, the primal form of this problem (3.2) is: 3) can be considered as an SVM with a 1-norm capacity term, in which each data point is given as a row vector of the matrix D S , instead of the original data points given in rows of A. The dimension of the variable w S is, in general, different from that of the original data points, N . In this subsection, we will introduce several propositions which link the feature space F and the matrix D S . Similar discussions can also be found in Schölkopf et al. [24] .
Let d jk denote the jk elements of the matrix D S . Associated with the k-th column vector
. . , S in F as follows:
Note that since φ(A j ) is not described explicitly, each vector V k can not be expressed.
The following lemma holds:
where · , · denotes the inner product defined in F. Proof For any k, k = 1, 2, . . . , S, verifying that
k . This completes the proof. P It follows from Lemma 3.2 that the set of vectors
forms an orthonormal basis of the S dimensional subspace of F which will be denoted by F S . Moreover, for each i = 1, 2, . . . , M , the projection of the vector φ(A i ) onto the subspace F S can be uniquely given by
In the following, for any point x ∈ R N , let us denote the S dimensional coordinate vector of the projection of φ(x) onto F S with respect to the basis
. . . , V S } be an orthonormal basis defined in (3.4), then
where D S j denotes the j-th row vector of D S . Proof Due to (3.4), one can simplify the coefficient with respect to V k as follows:
P
Recall that the optimal solution (w * S , b * S ) of the problem (3.3) generates the discriminate function:
Note that this linear function is defined in the S dimensional subspace F S . Let us now consider classifying an arbitrary N dimensional data point by this function. To this end, we need to calculate the coordinate vector [x] V . As we have seen above, the k-th element of the vector [x] V is given by the projection onto
. , S.
Note that for an arbitrary vector S , which can also be calculated explicitly.
Sampling procedure
When the number of points M is enormous, a considerable amount of computational work would be required for obtaining the largest S eigenvectors of the M × M matrix K. In order to overcome this difficulty, we use the following sampling procedure to extract an orthonormal basis of F and to generate projections of the original data points.
For simplicity, let us assume that one can choose L sample points, where L M , corresponding to the first L rows of matrix A. We also assume that, associated with the sample points, the matrix A and the Gram matrix K are partitioned as follows:
The same argument as the proof of Lemma 3.2 is applied to show that these vectors constitute an orthonormal basis. Thus, we can also extract the subspace of F.
As we have already shown, each row of the matrix D L S corresponds to the projection of the associated sample points, i.e., the associated row vector of A L . Moreover, it is straightforward to verify that the projection of the unsampled point, that is the j-th row vector of A , is written as
where K j corresponds to the j-th row vector of K and Λ L is an S × S diagonal matrix with the elements λ 1, 2, . . . , S. Therefore, the inequalities corresponding to the norm constraints in (
In our sampling procedure, L sample points are used only for extracting the basis of the S dimensional subspace F S , whereas the entire training dataset can be used in the linear programming problem.
Computational Experiments
In this section, we demonstrate the performance of the proposed methods. We use a dataset of handwritten digits called MNIST [16] , which has been served as a test bed for classification problems. The dataset contains 60000 images of handwritten digits for training and 10000 images for testing purposes. Each handwritten digit is given as a 28 × 28 pixel image, i.e., as a point in R
784
. For each class k = 0, 1, . . . , 9, we generate a function f k (·) discriminating the class k from the other nine classes. Then, the class of a point x is determined as arg max{ f k (x) | k = 0, 1, . . . , 9 }. This method is called the one-against-all method and is commonly used in Support Vector literatures.
In our experiments, we use the polynomial kernels
and the RBF kernels
where d is a given positive integer and γ is a given positive real number. We randomly sample L points from the training set and generate discriminate functions in the S dimensional subspace extracted by the eigenvector decomposition described in the previous sections. We run the procedure over two randomly generated samples, and show the average performances. We solve the linear programming formulation of type (3.2) which is expressed as follows: where β and z are variable vectors of size M = 60000 and S, respectively. Thus, the problems have 60000 + S variables with upper and lower bounds, and S + 1 equality constraints. The experiments are conducted on an AlphaServer GS320 workstation (CPU: Alpha21264 1GHz, 4G memory) using CPLEX 7.1 [13] as a linear programming solver.
In Table 1 , 2, and 3, we show the test set error rates (%). These tables show the averages over two sampling runs. Table 1 is obtained using the polynomial kernel (4.1) with d = 7 and L = 3000 sample points. The discriminate functions are generated by solving the linear programming problem (4.3) with parameter C ranging from 0.01 to 0.1. From Table 1 , we observe that the performance is rather insensitive to the choice of parameter C within this range. Reasonable performance appears to be obtained with C = 0.08. Therefore, C = 0.08 was used for the rest of our experiments. Table 2 and 3 show the results obtained by the polynomial kernels (4.1) with d = 7 and 8, and those obtained by the RBF kernels (4.2) with γ = 0.2 and 0.4. We sample (L =)1000 or 3000 points out of 60000 training points to extract the subspace F S . The number of dimension S ranges from 100 to 800. In Table 4 , we show the total CPU times in seconds for obtaining the discriminate functions for the ten classes. The values in the parentheses indicate the time spent for the eigenvalue decomposition. We solve the same problem using SVMTorch [7] , which is one of the commonly used implementations [6] of the standard SVM, and the CPU time is reported in the last row of the table. In Table 5 , we show the results of ten binary classifications for each class (digit) obtained using the polynomial kernels with d = 7, L = 3000 and C = 0.08. The average numbers of test errors out of 10000 test points, as well as the total error rates (in the last columns), are listed in this table. The last row of the table corresponds to the results of the standard SVM [5] with the polynomial kernel.
We see from these tables that both the RBF and polynomial kernels attain around 3% error rates when 400 eigenvectors are used, and that the error rates gradually decrease as the number of eigenvectors increases. Moreover, fairly good performance is achieved by the subspace extracted by a small fraction of the sampled points, which is less than 2% of the entire training set. Table 5 shows that the accuracy of the results obtained by our procedure is slightly less than that for the results in [5] obtained by the standard SVM with the polynomial kernels. However, our discriminate functions are obtained by linear programming, whereas the standard SVM requires quadratic programming.
Conclusion
In the present paper, we have proposed a linear programming approach for generating kernel-based nonlinear discriminate functions. The eigenvectors of the Gram matrix are employed to generate the orthonormal basis of the subspace of the feature space F, and the coordinates of the projection of the nonlinearly mapped points φ(x) ∈ F with respect Table 2 : Average error rate (%) obtained by polynomial kernels (4.1), when C = 0.08 Table 3 : Average error rate (%) obtained by RBF kernels (4.2), when C = 0.08 [7] 75294.9 47988.8 We have numerically demonstrated that relatively small dimensional subspace carries enough ability to discriminate between classes. In fact, for the MNIST dataset with 60000 training points, nonlinear discriminate functions of moderate accuracy can be generated in the subspace with 400 dimension. Also, in this setting, our linear programming formulation generates discriminators as efficiently as standard SVMs with the quadratic programming formulation. The proposed procedure takes advantage of the fact that the linear programming problem with a large number of variables can be solved when the number of constraints are a few hundred. Moreover, in many practical situations, parameters such as C should be adjusted by performing cross-validation procedures [25] , where we need to solve optimization problems repeatedly by changing C. In such a situation, a series of several linear programming problems is efficiently optimized by applying the parametric linear program. In addition, since the proposed formulation, as well as the original QPs, has an optimal solution with many zeros, the linear program can be optimized within a smaller number of pivoting iterations. These are the advantages of the proposed method.
Although our computational results are performed using a general purpose linear programming package as an optimization engine, efficient implementation of a column generation and a chunking method would allow problems to be handled efficiently on PCs. This is a subject for our future research. In addition, the problem for generating multi-class discriminators can be handled by extending the proposed linear programming approach, which is now under development. 
