We explore the application of graph coloring to biological networks, specifically protein-protein interaction (PPI) networks. First, we find that given similar conditions (i.e. number of nodes, number of links, degree distribution and clustering), fewer colors are needed to color disassortative (high degree nodes tend to connect to low degree nodes and vice versa) than assortative networks. Fewer colors create fewer independent sets which in turn imply higher concurrency potential for a network. Since PPI networks tend to be disassortative, we suggest that in addition to functional specificity and stability proposed previously by Maslov and Sneppen (Science 296, 2002), the disassortative nature of PPI networks may promote the ability of cells to perform multiple, crucial and functionally diverse tasks concurrently. Second, since graph coloring is closely related to the presence of cliques in a graph, the significance of node coloring information to the problem of identifying protein complexes, i.e. dense subgraphs in a PPI network, is investigated. We find that for PPI networks where 1% to 11% of nodes participate in at least one identified protein complex, such as H. sapien (DIP20070219, DIP20081014 and HPRD070609), DSATUR (a well-known complete graph coloring algorithm) node coloring information can improve the quality (homogeneity and separation) of initial candidate complexes. This finding may help to improve existing protein complex detection methods, and/or suggest new methods.
Supplementary Material

SM-1 Supplementary Material for Section 2
Network formation
Using a different random number seed each time, two networks with power-law distributed degree distributions are produced with the preferential attachment algorithm described in [2] . For both networks, all nodes belong to the same component, the number of nodes N = 1,000, and the number of links M = 4,960. Let these two networks form a set called D0. The relevant characteristics of these networks are given in Table SM In the first experiment (E1), assortative and disassortative versions of the networks in D0 are formed by rewiring randomly chosen pairs of links either to increase or to decrease degreedegree correlation per [20] . These networks have little to no clustering. In E1, the networks in D0 form the baseline or null model.
In the second experiment (E2), the node degree lists (which is a list of node degrees in node label order) of the networks in D0 are fed into the algorithm in [9] to produce networks with high clustering. Two networks are produced for each node degree list with a different random number seed each time. Let these four networks form a set called S0. In E2, the networks in S0 form the baseline or null model. Disassortative and assortative versions of the four networks in S0 are produced using the algorithm in Appendix A of [9] which essentially controls the links between the top 5% of high degree nodes. For E2, the link probability between the set of top 50 (5% × 1000) high degree nodes is set at 0.00 to create networks more disassortative than the null networks, and 0.25 and 0.75 to create networks more assortative than the null networks. 
Graph Coloring Algorithms
The DSATUR (degree saturation) algorithm [3] begins by labeling a highest degree node with the lowest numbered color and proceeds to color one node at a time, giving preference to nodes of high saturation or of high degree if there is more than one node with the same amount of saturation, with the lowest numbered color without incurring a conflict. Saturation refers to the unique number of colors neighbouring an uncolored node. In our implementation, colors begin at 0 and increase by 1. We do not fix the number of colors c for a network beforehand, but instead use DSATUR to find c. Thus, the c value found may or may not be the chromatic number of a network. DSATUR is run once per network. This difference between algorithms is considered when evaluating the results. Color range increases significantly as networks become less disassortative (left to right) denoting that more independent sets are created for the same number of nodes.
The plots in Fig. SM-1.3 show that high degree nodes are partitioned into fewer independent sets when a network is less assortative. For both DSATUR and HC, the color range of the top 50 high degree nodes is significantly larger for assortative than disassortative networks. Also, in both E1 and E2 networks, DSATUR colors all the top 50 high degree nodes with the same color 0. This is expected for E2 since link probability is 0.00 between any pair of nodes belonging to the top 50 high degree nodes.
Why are disassortative networks more colorable with a smaller palette? Previously, [17] reported that increases in network clustering increases graph coloring difficulty due to shorter path lengths and increased network cliquishness. Similarly, we find path length amongst nodes of high degree to be a distinguishing factor between disassortative and assortative networks and a The effect of path length amongst nodes of high degree on graph coloring is intuited as follows: in general, by nature of having more links, nodes with high degree are more constrained in their color choices than nodes with low degree. By preferring to fix the color of high degree nodes, which DSATUR does explicitly in its algorithm and HC does implicitly (negative ) correlations are recorded between node degree and time of last successful mutation, and between node degree and number of successful mutations), the color palette expands more slowly and less unnecessarily. Nodes of low degree have more color choices and their exact color can be determined later within the existing color range. As such, a network would be colorable with fewer colors if nodes of high degree were separated from each other but still connected to one another via nodes of lower degrees which are less constrained in their color choices. Longer path lengths amongst nodes of high degree reflect networks with such characteristics, as do negative degree-degree correlation or disassortative node degree mixing pattern. Differences in degreedegree correlation may also explain the large performance variation associated with coloring scale-free networks reported in [18] .
SM-2 Supplementary Material for Section 3
PPI datafiles
The PPI networks in this paper are constructed from the data sources listed in Table SM 
PPI network construction
Interactors and non-self interactions in a PPI datafile become respectively the nodes and links of a PPI network. Except for the TAP dataset, the topology of complex interactions is unspecified in the PPI datafiles. As such, we first use a spanning tree (built by adding one node at a time to the existing tree) to link all nodes participating in a complex interaction, and then use a parameter Pe which we introduce to specify the probability of adding links to the complex. Table SM-2.4 summarizes the fixed (Pe independent) characteristics of PPI networks generated from the PPI datafiles in Table SM-2. 3. The number of nodes in Table SM-2.4 may differ from the number of interactors in Table SM 
Dealing with inaccuracies in PPI data
To address the possibility of incompleteness and expected high false positive rate in PPI data, we first use the variation over time in the number of nodes, and number and type of interactions per organism as observed in Tables SM-2 .4 and SM-2.5 as a source of noise that is more plausible than simply adding and removing nodes and links at random from a network.
Second, links of a network are rewired at random with various proportions Pr. First 2% of the links are rewired, then another 2%, and finally 6% to make a total of 10%. 1S 3,221 1, 53, 4.7, 5.9 1D 20,732 1, 178, 5.9, 9.4 1C 3,966 1, 187, 3.0, 7.2 3S 7,123 1, 141, 5.3, 7.5 4C 3,976 1, 187, 3.0, 7.2 4D 22,642 1, 178, 6.1, 9.8 22,642 1, 178, 6.1, 9.8 22,643 1, 178, 6.1, 9.8 4E 9,047 1, 248, 11.7, 26.1 16,176 1, 412, 20.8, 44.7 21,964 1, 523, 28.4, 57.8 4P 1,358 1, 54, 3.9, 5.4 4H 1,443 1, 37, 2.5, 3.0 1,443 1, 37, 2.5, 3.0 1,445 1, 37, 2.5, 3.0 4S 22,178 1, 283, 8.9, 13.8 31,862 1, 283, 12.8, 20.4 40,771 1, 321, 16.4, 27.6 5C 3,979 1, 187, 3.0, 7.2 5D 22,689 1, 178, 6.1, 9.8 22,693 1, 178, 6.1, 9.8 22,694 1, 178,6.1, 9.8 5E 9,087 1, 252, 11.6, 26.0 16,195 1, 428, 20.7, 44 191, 6.7, 10.9 19,397 1, 190, 6.8, 11.0 19,614 1, 188, 6.9, 11 .0 Cells are left blank if there is no change in value.
PPI network naming convention
To ease the identification of PPI networks and their variations in the results, we assign numerical labels (NID) to the PPI networks as follows: NID = ODID + Pe + Pr. For instance, the NID of a PPI network for S. cerevisiae built from dataset DIP20081014MIF25 with Pe = 0.25 and Pr = 0.04 is 4.29. ODID (Table SM-2.6) arranges the networks by data file chronological order and by organism. Pe for networks without complex interactions is 0.00. [10] . Wherever possible, we use the term 'complex' for a biologically meaningful cluster of protein nodes which has been tagged as such, and 'cluster' for a group of nodes with high link density. A cluster need not be a complex.
Complex interactions are considered as protein complexes. However, this does not mean that there are no protein complexes in PPI networks with no complex interactions specified. The protein complexes in these networks, e.g. 1S and 1D, are just not explicitly identified as such in their datafiles, and we exclude them from our work in section 4 of the paper. Information about protein complexes for 1S and 1D can be derived from other biological databases e.g. MIPS. But we decided to test more recent PPI networks and these have complex interactions explicitly defined in their datafiles. No doubt there are other means of creating PPI networks and discovering their complexes, e.g. combining different data sources, but these are not dealt with in our current work. 
Results
