Abstract. Velocity of fluid flow in underground porous media is 6∼12 orders of magnitudes lower than that in pipelines. If numerical errors are not carefully controlled in this kind of simulations, high distortion of the final results may occur [1] [2] [3] [4] . To fit the high accuracy demands of fluid flow simulations in porous media, traditional finite difference methods and numerical integration methods are discussed and corresponding high-accurate methods are developed. When applied to the direct calculation of full-tensor permeability for underground flow, the high-accurate finite difference method is confirmed to have numerical error as low as 10 −5 % while the high-accurate numerical integration method has numerical error around 0%. Thus, the approach combining the high-accurate finite difference and numerical integration methods is a reliable way to efficiently determine the characteristics of general full-tensor permeability such as maximum and minimum permeability components, principal direction and anisotropic ratio.
Introduction
Fluid flow in subsurface porous media is quite slow. The flow rate is usually 6∼12 orders of magnitudes lower than the flow in pipes or channels. Thus, this kind of flow can usually be considered as quasi-steady flows at the pore scale. At the field scale, Darcy's law [5] was widely used to describe it and corresponding numerical methods were developed [6] [7] [8] [9] [10] . However, modeling of the flow by Darcy's law requires the permeability to be pre-determined [11] . The permeability is often considered as a symmetric full tensor, which contains 3 independent components in two-dimensional (2D) cases and 6 independent components in three-dimensional (3D) cases. This is because numerous practical problems make permeability measurements to be very difficult so that the experiments [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] and related models [22] [23] [24] [25] [26] [27] [28] [29] [30] are usually limited to the simplified assumptions of isotropy, homogenization or symmetry. These assumptions are practical for simple reservoirs. However, they may bury some important characteristics of real porous media which have complex geometric structures and largely reduce the accuracy of reservoir simulations [25, 31, 32] . Therefore, cancellation of the simplified assumptions using full-tensor permeability is a better approach. This approach does not require any assumptions on permeability. In our previous study, this new approach was demonstrated by direct-downscaling from Darcy scale to the pore scale described by NavierStokes equation [33] . However, the computational speed was not acceptable so that some important factors on permeability such as solid position, porosity and side length ratio were not studied. Thus, we expect to develop a new method with high accuracy and speed.
Since flows in reservoirs are quasi-steady and very slow, the convection terms are so weak that they can be neglected so that this kind of flow can also be simplified to be a steady-state Stokes flow. Therefore, the steady-state Stokes equation is adopted in this study instead of Navier-Stokes equation. The flow driven by gravity with periodic boundary condition used in the previous study [33] is also used in this study. Benchmark solutions of the full-tensor permeability are also important for studying characteristics of complex reservoirs so that they are provided by using this new approach. The details of the new numerical methods with high accuracy are introduced in Section 2 firstly and numerical results are discussed in Section 3.
High accurate numerical methods

High accurate methods for flow simulation
For 2D steady-state Stokes flow with constant fluid properties, we have the governing equations as follows: where u and v are the pore-scale velocity components in the x and y directions, g x and g y are the components of gravity, p is the pressure, ρ is the density of the fluid, µ is the dynamic viscosity of the fluid. Eq. (2.1) is the continuity equation. Eqs. (2.2) and (2.3) are the momentum equations in the x and y directions respectively. By using the cell centered finite difference (CCFD) scheme and rectangular staggered grid [34] , the computational domain can be discretized in the manner in Fig. 1 .
For each grid cell, Eq. (2.1) is discretized on the cell center (i+1/2,j+1/2) while Eqs. (2.2) and (2.3) are discretized on the cell interfaces (i,j+1/2) and (i+1/2,j) respectively. Their discretized forms regardless of solid regions are shown as follows: 
In the presence of solid regions, non-slip boundary conditions should be considered for the interfaces of fluids and solids so that the discretized forms should be modified. For better understandings, we explain the modifications using the case in Fig. 2 . The gray regions represent the solid regions while the white regions represent the fluid re- gions. For cells in the solid regions such as the yellow cell, all velocity components in Eq. (2.4) are forced to be zeros and Eqs. (2.5) and (2.6) should be cancelled. For cells completely in the fluid regions such as the purple cell, Eqs. (2.4)-(2.6) can be used directly. For the cells in the fluid regions but adjacent to the solid regions such as the red cell, the velocity components on the solid interfaces are forced to be zeros (u i+1,j+1/2 = 0 and v i+1/2,j+1 = 0) which are similar to the purple cell. The velocity components on the fluid interfaces need to be calculated by the governing equations. It can be easily known from Fig. 2 
Combining the discretized equations (2.4)-(2.12), we can obtain the matrix equation To validate the code and select the most accurate algorithm from the three Algorithms 1.1-1.3, we block two ends of the domain (Fig. 3 ) so that the case becomes a Posullie flow, which has analytical solutions.
In Fig. 3 , the white areas represent the fluid regions while the black areas represent the solid regions. For simplification, the domain size is set as L =1m and the fluid properties are set as: ρ = 1kg/m 3 , µ = 1Pa·s. Then the analytical solution of the pore-scale velocity is:
The mean deviation of the results of each algorithm from the analytical solution is defined as:
14) where
is the analytical velocity, v i,j is the velocity obtained by each algorithm, nx and ny are the grid numbers in the x and y directions respectively. It is clear in Table 1 that the deviation created by Algorithm 1.1 is too high. It decreases with grid number very slowly. The deviation still remains as high as 18.2% when the grid number is as much as 60×60. Thus, it is hard to expect Algorithm 1.1 can obtain accurate solutions even on denser grids. This is the reason why the discretizations of the tangential derivatives should be modified. Algorithm 1.2 is a commonly used scheme. It is much more accurate and converges with grid number much faster than Algorithm 1.1 (2.1%-0.3%). Thus, this algorithm can satisfy the accuracy demand of many applications. The deviation of Algorithm 1.3 from the analytical solution is only 1.4×10 −5 % even using the grid number as low as 20×20. This accuracy beats the other two algorithms. Moreover, the deviation becomes stable only after two refinements of grids, which are not achieved by Algorithm 1.1 and Algorithm 1.2. Thus, Algorithm 1.3 is the best scheme with the highest accuracy and the best convergence. 
High accurate methods for permeability calculation
Permeability obeys the Darcy/s law: 
, V is the whole volume of the domain. Substituting these expressions to Eq. (16), we can obtain:
If we obtain samples in the condition of g x = g, g y = 0, Eq. (2.17) becomes:
If we obtain samples in the condition of g x = 0, g y = g, Eq. (2.17) becomes:
From Eqs. (2.18) and (2.19), we can obtain:
The full-tensor permeability can be calculated by Eq. (2.20) .
To obtain the principal directions and anisotropic ratios for any cases, we expect to transform any full tensor of permeability to the diagonal form named effective permeability tensor. This can be fulfilled by the eigenvalue problem as follows: where
is the matrix consist of orthogonal eigenvectors, k max is the maximum component of the effective permeability in the principal direction, k min is the minimum component of the effective permeability orthogonal to the principal direction. Other characteristic values of the effective permeability tensor can be defined as follows:
where ξ is the anisotropic ratio which represents the degree of anisotropy, α is the angle between the direction with k max and the x direction. Thus, it represents the so-called principal direction.
It can be easily seen in Eq. (2.20) that the accuracy of full-tensor permeability is completely determined by the four components of the volumetric mean velocity. For most real cases, they have no analytical solutions so that the volumetric integration in Eq. (2.16) cannot be calculated directly and numerical integrations should be used to approximate it. The most common way is using the rectangular integration method. It is named Algorithm 2.1 here. We also proposed a new method named Algorithm 2.2 to promote accuracy. They are compared using the Poiseuile flow with only two grids as shown in where
Substituting these parameters to Eq. (2.25), we can obtain the final expression:
Thus, by using the analytical solutions of v 1 and v 2 , the mean velocity calculated by Algorithm 2.1 is:
The mean velocity calculated by Algorithm 2.2 is:
Apparently, the rectangular integration may cause the mean velocity (Darcy velocity) deviate from the analytical solution as much as 12.5% even if the analytical solutions of the pore-scale velocity are used. On the other hand, our new integration method can obtain the results having no error with the analytical solution so that it is much more accurate. The above comparison case is quite simple: 1) the expression of velocity (v = 1 2 x 2 − x) is quadratic while the quadratic polynomials are also utilized in the new integration method; 2) the computational domain is restricted to [0,2]; 3) the domain is discretized into only two grids. Thus the simple case cannot support the comparison conclusion sufficiently. To further prove the advantage of the new integration method, we expand the Algorithm 2.2 to a general form in Fig. 6 , where the general domain [x 0 ,x N+1 ] divided by N grids with uniform grid length ∆x are defined. x 1 ∼ x N are the center of each grid due to CCFD while x 0 and x N+1 are boundary points. The quadratic polynomial y n = a n x 2 +b n x+c n (n = 1,··· , N) is constructed and then integrated in the corresponding subdomain so that the total integration can be obtained by summing all the integrations in the sub-domains as shown in Eq. (2.29). The details of the derivation can be found in Appendix A. 29) where The volume of the domain is V =N∆x so that the mean velocity computed from Eq. (2.29) is:
Setting 7 velocity functions (v = x, x 3 , x 4 , 1/(1+ x), sinx, tanx, e x ) and letting x 0 = 0, x N+1 = 1, N = 1,··· ,100, we can calculate the mean velocity of each function using both Algorithm 2.1 and Algorithm 2.2 and compare it with the analytical solution (0.5, 0.25, 0.2, 0.69, 0.46, 0.62, 1.72 for the 7 velocity functions respectively). The corresponding deviations from the analytical solutions are shown in Table 2 and Table 3 respectively. It is apparently shown that Algorithm 2.2 has overall 1∼3 orders of magnitudes higher than Algorithm 2.1. Moreover, Algorithm 2.2 can achieve high accuracy even on very coarse grid (maximum deviation as low as 4.1667% compared with 68.75% by Algorithm 2.1) and converges with grid number very fast (nearly 0% deviation after N = 10). These results verify that Algorithm 2.2 has much higher accuracy than Algorithm 2.1 not only for quadratic distribution of velocity but also for many other distribution functions so that it is much better than Algorithm 2.1.
Applying Eq. (2.30) to every direction of the two-dimensional domain of porous media (Fig. 2) , we can easily obtain the general form of the Darcy velocity as follows: 
Results and discussion
According to Section 2, the newly proposed schemes, Algorithm 1.3 and Algorithm 2.2, are examined to be the high-accurate methods. They also converge with grid number very fast. Thus, we convince that the combination of Algorithm 1.3 and Algorithm 2.2 can achieve high-accurate grid-independent solutions for complex cases more easily. By using the combination of the high-accurate methods, full-tensor permeability are calculated directly from Stokes equation in the computational domain shown in Fig. 7 . The grid number is set as 60×60. The periodic boundary conditions are adopted for both the x and y directions. position, porosity, and side length ratio with permeability are discussed firstly. Results of 90 different porous media are then given.
Validation of the new high-accurate methods for the calculation of permeability
Two structures of porous media are used as test cases for the calculation of permeability. For case 1 shown in Fig. 8 , the numerical errors of traditional methods are decreasing form 40.5% to 4.2% with grid number increasing from 10×10 to 90×90. The numerical error of the new methods is only 0.7% for the mesh 10×10 and decreases to 0% rapidly from the mesh 20×20 (Table 4 ). Similar trend also occurs for case 2 in Fig. 9 and Table 5 . Thus, the high-accurate methods developed in this paper are also much better than the traditional methods for the calculation of permeability. Another case is double-solid system ( Fig. 12) with the same dimension of the above solids. Corresponding results are shown in Fig. 13 . The solid position is defined by the geometric center of the system. x i = i∆x, y j = j∆y, k = i+60(j−1). The results also show that k max , ξ and α are all constants. Their values are 0.0908L 2 , 1.3172 and 45 • respectively. These two cases indicate that the position of the solids does not affect the results for both isotropic cases (Fig. 10 ) and anisotropic cases (Fig. 12) , i.e. the position has no relation with permeability (k max and k min ) and corresponding parameters (ξ and α). Therefore, the following sections will put the solids at the center of the domain. 
Effect of porosity
Here, porosity is defined as:
where φ is porosity, a and b are side lengths of a solid, L is the side length of the computational domain. As shown in Fig. 14 , a set of square solids with side length a are selected to study the porosity effect firstly. a=b=(2i/60)L, i=1,2,3,··· ,30. Their permeability tensors are all diagonal, indicating that they are all isotropic. Thus, we can use one symbol k in Fig. 15 to represent the permeability. The permeability is monotonic with porosity. Their relation is nearly linear in the logarithmic coordinate in Fig. 15(b) . Then we use rectangular solids instead of the square solids to further study the porosity effect (Fig. 16) . a = (4i/60)L (i = 1,2,3,··· ,15), b = (2+20j)/60L (j = 0,1,2). The corresponding results in Fig. 17 show apparent anisotropic features. The parameters (k max , k min , ξ, α) are no longer a monotonic function of porosity. They can hardly be described by a single function of porosity because the curves in different ranges of porosity are discontinued and partly overlap with each other. The two sets of examples indicate that the relation between permeability and porosity for isotropic conditions is monotonic. However, their relation becomes much more complex for anisotropic conditions so that a general function relating the full-tensor permeability with porosity cannot be found. Thus, an accurate way to determine the permeability is our high accurate methods.
Effect of side length ratio
As shown in Fig. 16 , the side length ratio of a solid is defined as:
Due to the limitation of the rectangular mesh in this study, the side lengths take the fol- , the porosities of all these ε are same (φ = 0.98) so that the effect of side length ratio is studied at the constant porosity. Fig. 18 shows that k max , k min and ξ distribute symmetrically around ε = 1, but α = 0 • for ε < 1 and α = −90 • for ε > 1. This demonstrates that the orientation of the solid does not change the value of permeability and anisotropy but only changes the principal direction.
Benchmark solutions of full-tensor and effective permeability
From the analyses in Sections 3.2-3.5, it is hard to establish a general model to describe the relations of the full-tensor permeability with the porosity and the side length ratio of solids. On the other hand, computation for a single case using our high accurate meth-ods is very fast (within 10 seconds). Therefore, an efficient way to obtain high-accurate full-tensor permeability and corresponding effective permeability is the newly proposed methods in this study. As discussed in Section 2, the results obtained by this method are high-accurate and grid independent. Thus, they can be considered as benchmark solutions. With this efficient method, we can master the characteristics of reservoirs with any shape of complex structures on rectangular mesh and provide key parameters for reservoir simulations. Among of them, 90 typical structures are selected to be shown in Appendix B. Cases 1-4 are structures with different-dimension single solids. All of them show isotropy and decreasing permeability with increasing dimension of the solid. Cases 5-12 are double-solids systems. Most of them show weak anisotropy and the principal directions are the same as the orientations of the solids. However, isotropy appears when the distance between the two solids achieves (4/10)L (Case 9 and Case 10). This is because this distance can produce a symmetric structure in the condition of periodic boundaries. 
Conclusions
A steady-state Stokes flow is used as an approach for numerically determining the fulltensor permeability by connecting continuum scale and Darcy scale. A high-accurate finite difference method is designed for obtaining high-accurate velocity fields of the Stokes flows. Then, a high-accurate numerical integration method is designed for obtaining high-accurate mean velocity to determine the full-tensor permeability precisely. The high-accurate finite difference method should match the high-accurate numerical integration method. Otherwise, the accuracy may be lost severely so that the effort on constructing the high-accurate finite difference method becomes meaningless. This principle can be a general guideline for the numerical applications needing extreme high accuracy.
By using the high-accurate methods and applying the eigenvalue problems, important parameters such as the maximum and minimum permeabilities, principal directions and anisotropies are calculated. Relations of these parameters with solid position, poros-ity and side length ratio of solids are discussed. The results show that the position of solids does not affect these parameters. However, other relations are so complicated that no model can be established to reveal them properly. Therefore, the efficient way to predict these parameters is the high-accurate methods proposed in this study.
Full-tensor permeability and the above four parameters are calculated for as many as 90 structures of porous media as benchmark solutions. These structures include symmetric or non-symmetric structures, ensemble or scattered structures. Anisotropic ratios in the range of 1.0000-23.6212 and principal directions in the range of −90-90 are detected. The results are valuable reference for complex reservoir simulations.
Thus, the integration is:
where
Thus, For N = 2: Two quadratic polynomials need to be constructed as shown in Fig. 20 so that:
where x 1 −x 0 = x 3 −x 2 = ∆x/2, x 2 −x 1 = ∆x. Solve Eq. (A.5) and we can obtain:
Do the similar integration of Eq. (A.3)-Eq. (A.4), we can obtain:
The derivation is completely similar with the derivation of N = 1 and N = 2. The final expression is: 
