1. Introduction {#sec1-sensors-16-01536}
===============

The presence of mobile sink nodes, mobile sensors or both in a wireless sensor network (WSN) characterizes a mobile wireless sensor network (MWSN) \[[@B1-sensors-16-01536],[@B2-sensors-16-01536]\]. An MWSN has a dynamic topology, and for this reason it poses a series of restrictions to the system design, for instance as concerns routing and medium access control (MAC) protocols. Additionally, the communication links may become unreliable as the components of the network move, bringing restrictions to the design of strategies for quality of service (QoS) control. Moreover, determining the optimum location of the sink nodes for maximum energy efficiency becomes a quite involved problem in mobile networks. Nonetheless, mobility brings not only problems and restrictions to the MWSNs. It can be explored to improve coverage, to increase the network lifetime and to handle energy control \[[@B2-sensors-16-01536]\]. Energy management is another important issue to be considered, since most of the sensor networks have their lifetime (or lifespan) increased if the limited energy residual to the sensor nodes can be saved somehow.

The applications for MWSNs include those of traditional WSNs, viz. environmental monitoring, military surveillance, smart homes, health monitoring, manufacturing control, vehicle tracking and other telematics applications. Specific MWSN applications are, for instance \[[@B2-sensors-16-01536]\]: mobile phones acting as sink nodes to gather information from sensors placed anywhere, in applications related to smart transportation systems, security, social interaction, health, wildlife monitoring, and so on. A potentially interesting envisaged application is related to the recent concept of cognitive radio (CR) \[[@B3-sensors-16-01536]\]: a dedicated or multipurpose MWSN can be used for spectrum sensing, and mobile secondary terminals can act as sink nodes to gather information on spectrum availability for subsequent dynamic spectrum access \[[@B4-sensors-16-01536]\]. Additionally, health applications of WSNs are gaining special attention in recent research, for example the emerging wireless body area networks (WBANs) with implanted sensors \[[@B5-sensors-16-01536]\]. In this application, the battery lifetime and, thus, the network lifetime are crucial problems since batteries cannot be replaced without a complex invasive medical procedure. Aiming at maximizing the battery lifetime, non-active sensors can be kept in a sleep state. During this state, a wake-up and charge process can take place when a charging node is close enough to use some form of wireless power transmission technique \[[@B6-sensors-16-01536],[@B7-sensors-16-01536],[@B8-sensors-16-01536]\]. As far as the wireless power transmission is concerned, \[[@B6-sensors-16-01536]\] discusses theoretical and practical aspects of the far-field powering for low-power wireless sensors. Results for a prototype and design steps are also put forward in \[[@B6-sensors-16-01536]\]. Special attention is devised for the project of the rectenna (rectifying antenna), which is the main element responsible for converting the electromagnetic incident wave energy into the energy used to charge the sensor nodes' batteries.

1.1. Related Work {#sec1dot1-sensors-16-01536}
-----------------

Much research effort has already been spent for improving the lifetime of WSNs, based for instance on routing protocols, transmission power control, network coding, MAC layer design, and autonomic approaches. Below, we provide a non-exhaustive list of the efforts and their main characteristics.

In \[[@B9-sensors-16-01536]\], a framework for maximizing the network lifetime of a WSN is proposed exploring the sink node mobility under three constraints: prescribed delay tolerance regarding the transmission of the sensor information to the sink node, node energy consumption and data flow conservation. Nodes can temporarily store data until the mobile sink is in a better position for data exchange. The lifetime is a variable of the optimization problem that, when maximized, acts on minimizing the energy required per unit of time to transmit data at a certain bit rate in a multi-hop network topology. Comparisons with the static sink node scenario are also presented in \[[@B9-sensors-16-01536]\].

The work in \[[@B10-sensors-16-01536]\] focuses on finding the optimal sink node position with respect to relay nodes in order to prolong the WSN lifetime. An algorithm based on particle swarm optimization (PSO) is used to find the best position.

The authors of \[[@B11-sensors-16-01536]\] propose a unified framework to analyze the network lifetime maximization problem in WSNs. A linear programming model jointly covers sink mobility and routing problems by constraining the sink to a finite number of locations. The authors apply the framework to a set of typical topological graphs, including linear, ring, grid and arbitrary topology. The paper reports lifetime improvements for mobile sinks when compared to static ones for different network sizes.

In \[[@B12-sensors-16-01536]\], the authors introduce two linear programming models for data collection in a WSN with a controlled mobile base station and limited buffer capacity. The first model does not consider packet buffering, while the second model does. The paper is focused on comparing both scenarios considering static sensor nodes and a mobile sink. Sensors are randomly deployed, and the sink node can move according to a set of locations. Every sensor sends its data towards the sink either through multi-hop, or via direct communication if the sink is in the sensor's vicinity.

In \[[@B13-sensors-16-01536]\], a comparative study of WSN protocols is provided based on various network lifetime definitions, discussing the implications and applicability of the lifetime metrics. Several protocols are grouped into three classes according to similarities regarding lifetime definitions. Analyses are made based on the protocols that are representative to each class. Network-level simulation results are provided, showing numbers associated with the lifetime achieved by each protocol.

The authors of \[[@B14-sensors-16-01536]\] deal with clustering algorithms where a number of sensors are distributed in a given area and a number of clusters with single cluster heads are formed. The positions of energy-harvesting nodes are adjusted for optimized network lifetime. The paper thus presents network lifetime improvements for clustered sensor networks.

The authors of \[[@B15-sensors-16-01536]\] propose to exploit sensor spatial redundancy by defining subsets of sensors active in different time periods, allowing sensors to save energy when inactive. Two linear programming problems are presented to maximize network lifetime, which is defined in terms of the required coverage level: the first one, based on column generation, must run in a centralized way, whereas the second one is based on a heuristic algorithm aiming at a distributed implementation. The paper reports results to validate the model and to compare the adopted linear optimization problems.

A heterogeneous sensor network deployment strategy is proposed in \[[@B16-sensors-16-01536]\]. Simulation is performed, primarily to measure to what extent memory and computation limiting can enhance network lifetime while attaining energy balancing. Network lifetime is defined as the time until the proportion of dead nodes exceeds a certain threshold, which is concluded to potentially fail in providing coverage, connectivity or both in a certain region. The proposed heuristic is called location-wise pre-determined heterogeneous node deployment (LPHND). It is compared with the relay node deployment with a Gaussian distribution (RNDGD) and the LPHND with placement error (LPHNDE) schemes.

The problem of controlling sink mobility in event-driven applications to achieve maximum network lifetime is the focus of \[[@B17-sensors-16-01536]\]. The authors propose a convex optimization model inspired by the support vector regression technique to determine an optimal trajectory of the mobile sink. The network lifetime is defined as the elapsed time since the beginning of the network operation till the first active sensor node dies. Three optimization models are proposed and compared to a tabu search-based algorithm. The network is divided into zones that have one mobile sink. The paper reports results on the difference of average lifetime between the proposed convex models and the tabu search algorithm.

Approaches that act mainly on the energy spent during the task of communication among sensor nodes or between sensor nodes and sink nodes can be found in \[[@B5-sensors-16-01536],[@B17-sensors-16-01536],[@B18-sensors-16-01536],[@B19-sensors-16-01536],[@B20-sensors-16-01536],[@B21-sensors-16-01536]\]. For example, transmission power control techniques aiming at managing energy consumption during communications are discussed in \[[@B18-sensors-16-01536]\]. Some of these techniques use a single transmission power for the whole network; others apply local power management algorithms that do not involve MAC protocols. Additionally, time-division multiple access (TDMA) with collision avoidance and duty cycle strategies are also discussed in \[[@B18-sensors-16-01536]\]. In \[[@B5-sensors-16-01536]\], the authors propose a technique to mitigate the interference between WBANs using convex optimization in order to optimize the overall transmission power. Still in the context of optimization techniques, the authors of \[[@B22-sensors-16-01536]\] consider the power consumption, throughput and delay as metrics related to the objective function of the optimization problem. It is shown in \[[@B20-sensors-16-01536]\] that duty cycle control and network coding techniques can be integrated to utilize the network resources efficiently in the so-called bottleneck zone, which is the area around the sink node. A clustering algorithm based on the consumed energy in each time when a node becomes the cluster head is proposed in \[[@B19-sensors-16-01536]\]. In \[[@B21-sensors-16-01536]\], based on solid guidelines for lifetime improvement, a greedy algorithm that uses both the real-time channel state and the residual energy information is proposed for controlling the communications between the sensor nodes and the sink node.

1.2. Contributions and Structure of the Paper {#sec1dot2-sensors-16-01536}
---------------------------------------------

This paper also deals with the problem of maximizing the lifetime of a mobile wireless sensor network and focuses on the energy spent during the task of communication among sensor nodes or between sensor nodes and sink nodes. It presents a novel convex optimization-based procedure (or method) that controls what we define as the communication activity levels of the sensor nodes, by dynamically assigning a number of time or time-frequency slots for communication with the sink nodes within a frame. The optimization concentrates on the communication task, since this is the most energy-consuming process of a sensor node \[[@B18-sensors-16-01536]\]. Autonomous sensor node mobility is not considered here, since in this specific case large energy consumption would result from the mechanisms that produce mobility, as for instance in robots. Node movement can happen in a non-autonomous fashion, as for example when sensor nodes are attached to vehicles, animals, soldiers in the battle field, deployed in the sea, and so on. In all of these cases, the communication task will indeed consume most of the energy. In order to confer even more challenge to the problem solution besides mobility, it is assumed that the sensor network may adopt a wireless power transmission technique for battery recharging. The main attributes of the proposed method are: To the best of our knowledge, it differs from any previous one in the literature. The main novelty resides in the form of saving energy and in the formulation and solution of the corresponding optimization instance.It is flexible, allowing for the control of the periodicity in which the optimization tasks are performed, according to the sensor nodes' mobility speeds: lower speeds require less frequent optimizations.It also allows for a flexible control over the trade-off between equalizing the sensor nodes' energy consumptions to make them die altogether and minimize the wasted (not used) energy, or relaxing on the energy consumptions in favor of longer lifetimes by means of bursty transmissions followed by silent periods. When the equalization of energy consumptions is privileged, the communication with the sink node is frequent and avoids the waste of bandwidth caused by the bursty transmission mode when there is not enough data to send to the sink node. The frequent communication also avoids the storage of a high amount of sensory data until the next transmission is allowed in the bursty communication mode.It is simple, though fully consistent with well-known guidelines for the design of lifetime optimization algorithms reported in the literature.It performs closely to or better than a greedy algorithm recently proposed in the literature and strictly developed under the above-mentioned guidelines, with the advantage of not requiring the real-time channel state and residual energy information needed by the greedy solution.The reported results show that the optimized network can achieve substantially longer lifetimes when compared with the non-optimized one.

The remainder of the paper is organized as follows: [Section 2](#sec2-sensors-16-01536){ref-type="sec"} presents the problem statement and formulation. In [Section 3](#sec3-sensors-16-01536){ref-type="sec"}, the corresponding solution via convex optimization is given. Numerical results and discussions concerning the performance of the proposed solution are reported in [Section 4](#sec4-sensors-16-01536){ref-type="sec"}. [Section 5](#sec5-sensors-16-01536){ref-type="sec"} concludes the paper and gives some directions for future research.

2. Problem Statement and Formulation {#sec2-sensors-16-01536}
====================================

We consider an MWSN consisting of a number of sensor nodes whose communication tasks are controlled by a sink node or any other central node in a time-frequency-division basis. [Figure 1](#sensors-16-01536-f001){ref-type="fig"} illustrates a possible topology adopted for the MWSN. The sensor nodes that can be directly controlled are those inside the sink node coverage area. Nonetheless, indirect control of all sensor nodes or a large portion of them can be achieved by means of multi-hop communication. Our lifetime optimization approach applies to both situations, but in the second one it must be combined with some suitable routing protocol.

When multiple hops are considered, two well-known network architectures can be defined, namely \[[@B21-sensors-16-01536]\]: flat ad hoc and hierarchical ad hoc. Under the flat architecture, sensor nodes relay each other's data to the sink node, whereas in the hierarchical architecture cluster heads send to the sink node the aggregated data from clustered sensor nodes. When direct communication with a mobile sink node is considered, it is said that the network is working under the SENMA (sensor network with mobile access) architecture.

Although many existing WSN protocols also handle routing to improve the network lifetime \[[@B11-sensors-16-01536],[@B23-sensors-16-01536],[@B24-sensors-16-01536]\], here we consider the SENMA architecture so that the performance of our optimization approach can be decoupled from any routing protocol that could be working in parallel. Nonetheless, the potential lifetime improvements brought by our method can be assessed without loss of generality. A similar architecture is considered for instance in \[[@B25-sensors-16-01536]\], and fits in applications such as intelligent transportation, environmental surveillance and wild life monitoring. The decoupling between the lifetime improvement method and routing is also considered in \[[@B21-sensors-16-01536]\].

The sensor nodes, the sink node or both are allowed to move and, as a consequence, the distances from the sensor nodes to the sink node vary, thus varying the energy consumption during communication. The sensors use batteries that cannot be replaced, but in our model they are supposed to be sporadically charged by means of a wireless power transmission from a charge node (which can be the sink node itself). It is assumed that each sensor node spends most of its energy during communication events with the sink node. We associate the term activity level to the amount of time or time-frequency resources allocated to these events. Since the communication process is typically organized in frames (or superframes) and each frame is divided into time or time-frequency slots, then the activity levels will define the fraction of slots in a frame that each sensor is allowed to use for communication purposes. Due to the node mobility, the problem is to determine dynamically the optimum activity levels assigned to the sensor nodes so that the network lifetime is maximized. In this context, the proposed sensor node activity optimization model can be in principle applied to any wireless sensor network that employs slotted operation, especially those that employ a centralized manager to maintain the network schedule, e.g., WirelessHART \[[@B26-sensors-16-01536]\], ISA100.11a \[[@B27-sensors-16-01536],[@B28-sensors-16-01536]\] and IEEE 802.15.4e \[[@B29-sensors-16-01536],[@B30-sensors-16-01536]\].

Before the presentation of the lifetime optimization method, some parameters, variables and the system model need to be defined: As depicted in the frame structure shown in [Figure 2](#sensors-16-01536-f002){ref-type="fig"}, an optimization event $k = 1,2,\cdots,K$ spans *F* frames indexed by $f = 1,2,\cdots,F$, meaning that a lifetime optimization event acts on groups of *F* frames. The number of time or time-frequency slots in a frame is defined to accommodate the planned number of sensor nodes in the network. We call *F* the optimization span. Low mobility or fixed WSNs will demand less frequent optimization events, i.e., large *F*, whilst WSNs with high mobility nodes will need frequent optimizations, i.e., small *F* or even $F = 1$.The value of $KF$ is associated with the interval of analysis corresponding to $KF$ frames indexed by $t = f + \left( k - 1 \right)F = 1,2,\cdots,KF$, and represents the time over which the network is in operation. In a real network, the parameter $KF$ is not specified, in this case being determined by the network lifetime. The value of $KF$, though, can be determined by the network administrator so that the optimization ceases at a desired moment while the network is fully operative.The number of sensor nodes is denoted by *N*, and they are indexed by $n = 1,2,\cdots,N$. A single sink node is assumed.The energies in the sensor nodes' batteries associated with the *k*-th optimization event, $k = 1,2,\cdots,K$, are given by the residual energy matrix $\mathbf{S}\left( k \right) = \left\lbrack \mathbf{s}_{1}\left( k \right),\mathbf{s}_{2}\left( k \right),\cdots,\mathbf{s}_{F + 1}\left( k \right) \right\rbrack \in \mathbb{R}^{N \times (F + 1)}$, with $\mathbf{s}_{1}\left( 1 \right)$ being the vector with the initial energies stored in the batteries. After the action of the *k*-th optimization event, the residual energy values in the vector $\mathbf{s}_{F + 1}\left( k \right)$ become the initial energies for the next optimization event, that is $\mathbf{s}_{1}\left( k + 1 \right) = \mathbf{s}_{F + 1}\left( k \right)$.The activity level matrix is defined by $\mathbf{X}\left( k \right) = \left\lbrack \mathbf{x}_{1}\left( k \right),\mathbf{x}_{2}\left( k \right),\cdots,\mathbf{x}_{F}\left( k \right) \right\rbrack \in \mathbb{R}^{N \times F}$, with $\mathbf{x}_{f}\left( k \right) \succeq \mspace{600mu} 0$ and $1^{T}\mathbf{x}_{f}\left( k \right) = 1$, where ⪰ represents component-wise inequality, $1$ is the all-one *N*-dimensional vector, and the superscript $T$ denotes transposition. This matrix contains the activity levels assigned by the *k*-th optimization event to all sensor nodes in the *f*-th frame within the optimization span. If, for instance, an element $X_{n,f}\left( k \right)$ of the activity level matrix is $0.1$, this means that the *n*-th sensor node can occupy up to $10\%$ of the slots during the *f*-th frame pertaining to the *k*-th group of *F* frames. The amount of energy consumed by the sensor nodes is proportional to the assigned activity levels and depends on the channel conditions between the sensor nodes and the sink node. These channels conditions, in turn, depend on the relative position of each sensor node with respect to the sink node, which is assumed to be unknown. This is important in practice, since channel estimation is a computationally costly process that contributes with the increase of the energy consumption and of the system complexity.If the maximum activity level of one is assigned to the sensor nodes, the energies that they are expected to spend during the transmissions of *F* frames are represented by the maximum consumption matrix $\mathbf{B}\left( k \right) = \left\lbrack \mathbf{b}_{1}\left( k \right),\mathbf{b}_{2}\left( k \right),\cdots,\mathbf{b}_{F}\left( k \right) \right\rbrack \in \mathbb{R}^{N \times F}$, with $\mathbf{B}\left( 1 \right)$ denoting the expected maximum consumption during the first *F* frames. Then, during the *k*-th block of *F* frames, the energies that are expected to be consumed by the sensor nodes are given by $\mathbf{B}\left( k \right) \circ \mathbf{X}\left( k \right)$, where the symbol $\circ$ denotes the Hadamard product (element-wise multiplication). The elements of $\mathbf{B}\left( k \right)$ in practice will depend on the sensor nodes' characteristics and on the distances and channels between the sensor nodes and the sink node.It is assumed that the estimated consumption during the first *F* frames is constant, yielding $\mathbf{b}_{1}\left( 1 \right) = \mathbf{b}_{2}\left( 1 \right) = \cdots = \mathbf{b}_{F}\left( 1 \right)$. This means that transmissions during the first frame are assumed to be done before the sensor nodes start moving. These first transmissions do not need to carry useful sensory information, being used to correctly update the energy consumption for the next optimization event. In fact, there is no reason for having $\mathbf{b}_{1}\left( 1 \right) \neq \mathbf{b}_{2}\left( 1 \right) \neq \cdots \neq \mathbf{b}_{F}\left( 1 \right)$. This would be impractical, since it would demand the prediction of the nodes movement during the first *F* frames. Then, if the sensor nodes positions are known at the initial deployment of the network, $\mathbf{b}_{1}\left( 1 \right)$ can be estimated by means of simple link budgets. The transmit powers considered in this estimation are those enough for producing the target error probability at the sink node (the calculations regarding this link budget are exemplified in [Section 4.1.4](#sec4dot1dot4-sensors-16-01536){ref-type="sec"}). Alternatively, the elements of $\mathbf{b}_{1}\left( 1 \right)$ can be, for instance, the energy consumptions calculated from an average expected distance between the sensor nodes and the sink node. The subsequent maximum consumption matrix is computed based on the energy consumed by the sensor nodes during the previous *F* frames, taking into account past battery recharges and mobility.The recharge matrix is defined as $\mathbf{R}\left( k \right) = \left\lbrack \mathbf{r}_{1}\left( k \right),\mathbf{r}_{2}\left( k \right),\cdots,\mathbf{r}_{F}\left( k \right) \right\rbrack \in \mathbb{R}^{N \times F}$, with $\mathbf{r}_{f}\left( k \right)$ representing the amount of energy delivered to the sensor nodes' batteries during recharge. In practice, the instants of recharge and the amount of charge transferred to the sensors' batteries will depend on the energy harvesting method and the associated technology. For instance, recharge can occur very frequently if the energy harvesting is from a continuously-transmitted radio-frequency (RF) signal, opportunistically in the case of solar energy harvesting, or defined according to when and how often a recharging device passes through the network transmitting RF signals for the specific purpose of RF power delivery. As a case study, here we consider that recharge is achieved by means of RF energy transmission in the *f*-th frame of the *k*-th block of frames. In this case, it is reasonable to assume that $\mathbf{R}\left( k \right)$ is a sparse matrix, since in practice this type of recharge event is sporadic. This means that $\mathbf{r}_{f}\left( k \right) = 0$ for the majority of *f* and *k*, where $0$ is the all-zero *N*-dimensional vector. We assume that recharge occurs at a single instant $t = t_{r}$ during the interval of analysis, meaning that the indexes of the recharge vector $\mathbf{r}_{f}\left( k \right)$ will be the single pair of positive integers *f* and *k* that satisfy $t_{r} = f + \left( k - 1 \right)F$. We define the auxiliary parameter $r_{r}$, which is the fraction of the maximum stored energy $\max\left\{ \mathbf{s}_{1}\left( 1 \right) \right\}$ that limits the recharge energies, that is $\mathbf{r}_{f}\left( k \right) \preceq r_{r}\max\left\{ \mathbf{s}_{1}\left( 1 \right) \right\}$. To mimic possible different recharge energies applied to the sensor nodes' batteries, we set the elements of $\mathbf{r}_{f}\left( k \right)$ uniformly distributed in $\left\lbrack 0,r_{r}\max\left\{ \mathbf{s}_{1}\left( 1 \right) \right\} \right\rbrack$. A more realistic model for RF energy transmission and recharge is by far more intricate and complex than the model just described, but the proposed simplification suffices for the purpose of lifetime analysis, without loss of generality.In practice, each row of the maximum consumption matrix $\mathbf{B}\left( k + 1 \right)$ that will be used as input to the $\left( k + 1 \right)$-th optimization event is formed at the sink node (or other central node) by the element-wise division between the actual energies consumed by the sensor nodes during the *k*-th block of *F* frames and the corresponding activity levels (recall that each element of the maximum consumption matrix contains the energy consumption of a sensor node when its activity level is one). The energy consumption comes from the residual energy and recharge level that can be measured by each sensor node and reported to the node where the optimization problem is solved to be applied to the next *F* frames. For now, assume that the sensor nodes fully use their activity levels assigned by the *k*-th optimization event. Then, the residual energies in their batteries at the end of the $\left( f + 1 \right)$-th frame are the residual energies at the end of the *f*-th frame minus the energy consumption, plus possible recharge, yielding $$\mathbf{s}_{f + 1}\left( k \right) = \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \circ \mathbf{x}_{f}\left( k \right) + \mathbf{r}_{f}\left( k \right).$$ Then, the *f*-th column of $\mathbf{B}\left( k + 1 \right)$ can be computed according to $$\mathbf{b}_{f}\left( k + 1 \right) = \left\lbrack \mathbf{s}_{f}\left( k \right) - \mathbf{s}_{f + 1}\left( k \right) + \mathbf{r}_{f}\left( k \right) \right\rbrack \circ \frac{1}{\mathbf{x}_{f}\left( k \right)},$$ where $\mathbf{s}_{f}\left( k \right)$ and $\mathbf{r}_{f}\left( k \right)$, $f = 1,2,\cdots,F$, are the information on residual energies and recharge that is sent by the sensor nodes to the central node.However, it happens that the actual energy levels may wander due to the combined effects of node mobility, activity levels assigned and not fully used, and variations in the sensor node operation, for instance caused by state changes or by different processing needs depending on the sensed physical phenomena. [Figure 3](#sensors-16-01536-f003){ref-type="fig"} illustrates possible evolutions of the actual residual energy $s_{n,f}\left( k \right)$ from the *f*-th to the $\left( f + 1 \right)$-th frame within an arbitrary block of $F = 5$ frames, for the arbitrary *n*-th sensor node during the *k*-th block, assuming fixed activity levels and identical residual energies at $f = 1$. From this figure, the random nature of the energy consumption of a sensor node is apparent, even if a fixed activity level is assigned to it.From above, each row of the maximum consumption matrix can be formed from correlated values of a random variable that will simulate variations in the residual energies as illustrated in [Figure 3](#sensors-16-01536-f003){ref-type="fig"}. The correlation level will determine the rate of variation in the energy consumptions from one frame to the next due to the previously-described combined effects. Specifically, let the auxiliary parameters $B_{\min}$ and $B_{\max}$ denote the minimum and maximum energy consumptions if the sensor node transmitter is on during the whole interval of a frame (which only happens if its activity level is one), when positioned at minimum and maximum distances from the sink node, respectively. Then, to mimic sensor nodes deployed at random positions, yielding different distances from the sink node and, thus, different consumptions, the elements of $\mathbf{b}_{1}\left( 1 \right) = \mathbf{b}_{2}\left( 1 \right) = \cdots = \mathbf{b}_{F}\left( 1 \right)$ are assumed to be uniformly distributed in $\left\lbrack B_{\min},B_{\max} \right\rbrack$. A larger ratio $N/B_{\max}$ implies less sparse sensor nodes with respect to each other, i.e., a more dense network. The correlation coefficient between the energy consumptions in two consecutive frames is denoted by *ρ*. As an example, [Figure 4](#sensors-16-01536-f004){ref-type="fig"} shows two realizations of the maximum consumptions of five sensor nodes under two values of *ρ*. The method adopted for generating the correlated uniform random variates shown in this figure is from the \[[@B31-sensors-16-01536]\] (Chapter 7) and \[[@B32-sensors-16-01536]\], assuming a triangular correlation function to guarantee the same correlation coefficient between the consumptions during any two neighbor frames. A low mobility network is represented in the graph (**a**) of this figure, whilst a relatively higher mobility is considered in the graph (**b**). In this last case, notice from the dashed line that the maximum consumption of a sensor node goes from $B_{\max}$ to $B_{\min}$ within 10 frames, which represents a quite large node speed in practice, despite the apparently high value of *ρ*.It is defined that the lifetime of a network is the time interval during which all sensor nodes are in full operation. In other words, the instant at which the first sensor node fails with high probability (does not work properly) or fails permanently (ends its operation or die) due to insufficient energy will determine the network lifetime. This definition has been adopted in several references, as for instance in \[[@B13-sensors-16-01536],[@B21-sensors-16-01536],[@B23-sensors-16-01536],[@B24-sensors-16-01536],[@B33-sensors-16-01536],[@B34-sensors-16-01536],[@B35-sensors-16-01536],[@B36-sensors-16-01536],[@B37-sensors-16-01536]\]. The value of *t* at which the residual energy of any sensor node of the network becomes less than or equal to a given fraction of its maximum stored energy $\max\left\{ \mathbf{s}_{1}\left( 1 \right) \right\}$ is defined as the death instant, $t_{d}$, and the corresponding residual energy is defined and the death energy $s_{d}$. The death energy is a sensor-dependent parameter that relies on the characteristics of the battery and on the battery voltage level in which the sensor node starts to fail in accomplishing part or the totality of its functions. Examples of practical voltage levels related to failures can be found for instance in \[[@B37-sensors-16-01536]\]. It is worth emphasizing that the failure-related voltage level (which could be called death voltage) is related to the death energy, though the conversion between theses quantities is not straightforward.

3. Problem Solution {#sec3-sensors-16-01536}
===================

A question is worth answering, before presenting the problem solution: what is expected from an effective network lifetime optimization process? According to the guidelines reported in \[[@B21-sensors-16-01536]\], one must strike a balance between the minimization of the wasted energy, which is the unused residual energy at the network death moment, and the minimization of the energy spent to report the sensory information to the sink node. The authors of \[[@B21-sensors-16-01536]\] complement their guidelines by indicating that this can be accomplished by exploring channel state information (CSI) and residual energy information (REI). However, one must recall that estimating the CSI would render more complex devices and additional energy consumption. In the approach described in what follows, non-real-time REI is explored, and the CSI is not, conferring to it a simpler implementation.

In the optimization strategy proposed in this paper, the energy balance is achieved by dynamically controlling the communication activity levels of the sensor nodes in a constant attempt to trade two goals: (i) make all sensor nodes consume the same amount of energy during communication, thus making them die together and yield the least possible wasted energy; (ii) prioritize longer lifetimes by relaxing on the equalization of energy consumptions to allow for bursty transmissions followed by silent periods. When the equalization of energy consumptions is privileged, the lifetime improvement is penalized. However, the communication with the sink node is more frequent, thus avoiding the waste of bandwidth caused by the bursty transmission mode when there is not enough data to send to the sink node at the very moment that it is allowed to transmit, yet avoiding the storage of a high amount of data until the next burst transmission is permitted in the bursty operation mode.

Then, in each optimization event, the objectives are to minimize the residual energies so that the unused energy is minimized and to minimize what we call the discounted residual energies. These discounted energies are formed by subtracting the potential maximum energy consumptions of the sensor nodes from their residual energies. As a consequence, higher residual energies combined with lower potential consumptions (better channels) will force the optimization to assign high activity levels, i.e., the corresponding sensor nodes will be granted burst-like transmissions. On the other hand, low residual energies combined with high potential consumptions (bad channels) will be associated with very low activity levels, i.e., the corresponding sensor nodes will be practically inactive while this situation remains.

Mathematically, in the *k*-th optimization event, a bi-criterion optimization problem is established in which the objective function is formed by the weighted sum of two objective functions, that is, $$f_{0}\left\lbrack {\mathbf{s}_{f}\left( k \right)} \right\rbrack = w_{1}\max\left\{ \mathbf{s}_{f}\left( k \right) \right\} + w_{2}\max\left\{ \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \right\},f = 1,2,\cdots,F.$$

The variables of the optimization problem are the columns $\mathbf{s}_{f}\left( k \right)$ of the residual energy matrix $\mathbf{S}\left( k \right)$ and the implicit activity levels, which are the columns $\mathbf{x}_{f}\left( k \right)$ of the matrix $\mathbf{X}\left( k \right)$. The roles of the weights $w_{1} \geq 0$ and $w_{2} \geq 0$ are as follows: when $w_{1}/w_{2} > 1$, the optimization acts in favor of equalized residual energies at the cost of reduced lifetime improvements; on the other hand, when $w_{2}/w_{1} > 1$, the optimization tends to assign high activity levels to nodes with better channels and high residual energies, sometimes even disabling those under bad channels and having low residual energies, thus bringing the possibility of larger lifetime improvements. Assuming that the sensor nodes are deployed uniformly in the area of interest, when the number of sensor nodes is small, also small is the number of them in conditions to be assigned with low-consumption bursty transmissions (good channels and high residual energies), implying that $w_{2}/w_{1} > 1$ will not bring advantage over $w_{1}/w_{2} > 1$. In other terms, when *N* is small, say $N < 30$, there is practically no difference between the lifetime improvements achieved by privileging equalized consumptions or by privileging bursty transmissions. In this case, total flexibility is given to the choice of the weights $w_{1}$ and $w_{2}$. When *N* is large, say $N > 80$, the number of nodes in conditions to be assigned with low-consumption bursty transmissions increases, implying that $w_{2}/w_{1} > 1$ will bring advantage over $w_{1}/w_{2} > 1$. In this case, then, we must have $w_{1} = 0$ and $w_{2} = 1$, unless we can live with the lifetime penalty brought when the equalized consumptions are of more importance. For a moderate number of sensor nodes, say $30 < N < 80$, we have found that a good trade-off is achieved with $w_{1} = 1$ and $w_{2} = 2$. Numerical results shown in [Section 4](#sec4-sensors-16-01536){ref-type="sec"} confirm these statements.

Notice that, from the perspective of a mathematical optimization problem, any pair of $w_{1}$ and $w_{2}$ will yield optimum solutions. By varying them, a Pareto optimum frontier \[[@B38-sensors-16-01536]\] (p. 57) will be established, unveiling the typical losses and gains of a trade-off analysis.

At the *k*-th optimization event, the following constraints must be satisfied while minimizing the objective function defined in Equation ([3](#FD3-sensors-16-01536){ref-type="disp-formula"}): The activity levels must be non-negative, i.e., $\mathbf{x}_{f}\left( k \right) \succeq 0$, $f = 1,2,\cdots,F$, meaning that the smallest number of slots assigned to a sensor node is zero.The activity levels assigned to the sensor nodes in a given frame must add to one, i.e., $1^{T}\mathbf{x}_{f}\left( k \right) = \sum_{n = 1}^{N}x_{n,f}\left( k \right) = 1$, with $x_{n,f}\left( k \right)$ being the *n*-th element of $\mathbf{x}_{f}\left( k \right)$. This constraint is consistent with the definition of the activity level as the assigned fraction of the slots in a frame. The effect of this constraint is the guarantee of not penalizing the throughput while the optimization attempts to minimize the residual and discounted residual energies in the objective function defined in Equation ([3](#FD3-sensors-16-01536){ref-type="disp-formula"}).The optimization computes the activity levels and the residual energies based on past maximum energy consumption information, that is, the residual energies available to the $\left( f + 1 \right)$-th frame, are the residual energies at the end of the *f*-th frame minus the energy consumptions during the *f*-th frame. Then, based on Equation ([1](#FD1-sensors-16-01536){ref-type="disp-formula"}), $\mathbf{s}_{f + 1}\left( k \right) = \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \circ \mathbf{x}_{f}\left( k \right)$, $f = 1,2,\cdots,F$. Notice that the maximum consumptions to be used as input data to the subsequent optimization event come from the actual information on past residual and recharge energies.

Putting it all together, for each optimization event *k* it must be solved the optimization problem $$\begin{array}{cl}
{minimize} & {f_{0}\left\lbrack {\mathbf{s}_{f}\left( k \right)} \right\rbrack = w_{1}\max\left\{ \mathbf{s}_{f}\left( k \right) \right\} + w_{2}\max\left\{ \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \right\},\,\,\,\, f = 1,2,\cdots,F} \\
{{subject}\,\,{to}} & {\mathbf{x}_{f}\left( k \right) \succeq 0} \\
 & {1^{T}\mathbf{x}_{f}\left( k \right) = 1} \\
 & {\mathbf{s}_{f + 1}\left( k \right) = \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \circ \mathbf{x}_{f}\left( k \right).} \\
\end{array}$$

This is a convex optimization problem, since the max function is convex \[[@B38-sensors-16-01536]\] (p. 72), and the nonnegative weighted sum of convex functions is also convex \[[@B38-sensors-16-01536]\] (p. 79). The optimization problem (4) can be easily converted into a linear optimization problem, usually referred to as a linear program (LP) \[[@B38-sensors-16-01536]\] (p. 146), by means of its epigraph \[[@B38-sensors-16-01536]\] (p. 134) form $$\begin{array}{cl}
{minimize} & {z,\,\,\,\, f = 1,2,\cdots,F} \\
{{subject}\,\,{to}} & {w_{1}\max\left\{ \mathbf{s}_{f}\left( k \right) \right\} + w_{2}\max\left\{ \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \right\} - z \leq 0} \\
 & {\mathbf{x}_{f}\left( k \right) \succeq 0} \\
 & {1^{T}\mathbf{x}_{f}\left( k \right) = 1} \\
 & {{\mathbf{s}_{f + 1}\left( k \right) = \mathbf{s}_{f}\left( k \right) - \mathbf{b}_{f}\left( k \right) \circ \mathbf{x}_{f}\left( k \right)}.} \\
\end{array}$$

It is worth mentioning that an LP is the most simple form among all convex optimization problems and that algorithms for its solution have matured to the point of providing extremely accurate results in a very short processing time. In the present case, even large values of *N* will not represent a limiting factor for accurate and fast solution of problem (4) or (5). Real-time convex optimization \[[@B39-sensors-16-01536]\] approaches could be applied and embedded in digital signal processors if frame time requirements of the specific application become stringent. Nevertheless, the optimization problem (4) or (5) is meant to be solved for each *k* in a central node with more processing power than an ordinary sensor node.

The optimization variables obtained from the *k*-th optimization event are the activity level matrix $\mathbf{X}\left( k \right) = \left\lbrack \mathbf{x}_{1}\left( k \right),\mathbf{x}_{2}\left( k \right),\cdots,\mathbf{x}_{F}\left( k \right) \right\rbrack$ to be assigned to the sensor nodes and the predicted (not necessarily actual) residual energy matrix $\mathbf{S}\left( k \right) = \left\lbrack \mathbf{s}_{1}\left( k \right),\mathbf{s}_{2}\left( k \right),\cdots,\mathbf{s}_{F + 1}\left( k \right) \right\rbrack$, $k = 1,2,\cdots,K$. The input parameters are the number of sensor nodes, *N*; the optimization span defined by *F*; the initial energy levels of the batteries, $\mathbf{s}_{1}\left( 1 \right)$; and the estimated maximum consumed energies in the first *F* frames, $\mathbf{B}\left( 1 \right) = \left\lbrack \mathbf{b}_{1}\left( 1 \right),\mathbf{b}_{2}\left( 1 \right),\cdots,\mathbf{b}_{F}\left( 1 \right) \right\rbrack$. The maximum consumption matrix that will be used as input to the event $k + 1$ is updated using Equation ([2](#FD2-sensors-16-01536){ref-type="disp-formula"}), from the assigned activity levels and actual residual and recharge energies associated with the *k*-th block of *F* frames. There are two options for updating this matrix: each of its rows is computed by each sensor node and reported to the central node or the entire consumption matrix is computed at the central node from the residual and recharge information reported by the sensor nodes.

Algorithm 1 synthesizes the steps for optimizing the activity levels of the sensors nodes with the purpose of increasing the network lifetime. The last step of the algorithm is meant to indicate that the activity levels must be converted into a fraction of slots in a frame, this fraction being subsequently assigned to the sensor nodes by means of a proper scheduling or equivalent resource allocation algorithm. [Figure 5](#sensors-16-01536-f005){ref-type="fig"} is meant to expose the time line of Algorithm 1, as well as the communication events between the sensor nodes and the sink nodes.
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Optimization of the sensors' activity levels.
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4. Numerical Results {#sec4-sensors-16-01536}
====================

For all cases analyzed in this section, the optimization problem (4) was solved using the CVX, which is a system that works under the MATLAB environment for modeling and solving convex optimization problems \[[@B40-sensors-16-01536]\]. The MATLAB-CVX code developed to generate the results shown hereafter is given in the [Appendix](#app1-sensors-16-01536){ref-type="app"}.

For all results presented in this section, the initial energy in the sensor nodes' batteries, the energy consumptions and sporadic battery recharge values are not actual ones, but scaled so as to anticipate the network death with respect to a real one, thus preventing the simulations of lasting prohibitively large intervals. Such a scaling has been also adopted for instance in \[[@B21-sensors-16-01536]\], and though it changes the absolute lifetimes, it does not affect the conclusions regarding relative lifetime improvements or comparisons.

The results regarding the non-optimized network were obtained by setting identical equivalent activity levels $X_{n,f}^{\prime}\left( k \right) = 1/N$ to all sensor nodes during the whole interval of analysis, with $X_{n,f}^{\prime}\left( k \right)$ being the element in the *n*-th row and *f*-th column of the equivalent activity level matrix $\mathbf{X}^{\prime}\left( k \right)$ associated with the *k*-th block of *F* frames. Notice that these activity levels are nothing more than the average of the activity levels of all sensor nodes, which add up to one, during all optimization events up to the death instant of the network. As a consequence, the sensor nodes' residual energies in the non-optimized network vary as determined by the their consumptions computed according to $\mathbf{X}^{\prime}\left( k \right)\mathbf{B}\left( k \right)$, with $\mathbf{B}\left( k \right)$ being the same maximum consumption matrix considered in the optimized network.

4.1. Influence of System Parameters {#sec4dot1-sensors-16-01536}
-----------------------------------

The effects of system parameters on the performance of the proposed lifetime optimization method are analyzed in this subsection. For the sake of a clear visualization of the results in the graphs, firstly a small number of sensor nodes is considered, i.e., $N = 10$. Larger numbers of nodes are analyzed subsequently. Whenever a normalized energy value is called, it means that its value was normalized with respect to the maximum stored energy in the sensor node's battery, i.e., $S_{\max}$. When it is stated that a single realization of random consumptions was adopted, it means that the maximum energy consumptions of the sensor nodes were generated for the whole interval of analysis according to the correlation coefficient *ρ* and the limits $B_{\min}$ and $B_{\max}$ and stored to be reused under different configurations of the system parameters. The death energy was set to $5\%$ of $S_{\max}$. In practice, this relatively low percentage death energy corresponds to a high percentage of the nominal battery voltage associated with the death voltage \[[@B37-sensors-16-01536],[@B41-sensors-16-01536]\]. For example, when the sensor's battery voltage level is still at a high percentage of its nominal value, say $70\%$, the energy remaining in the battery is a low percentage of the maximum, say $5\%$ or less \[[@B41-sensors-16-01536]\].

### 4.1.1. Effect of the Objective Function Weights {#sec4dot1dot1-sensors-16-01536}

[Figure 6](#sensors-16-01536-f006){ref-type="fig"} shows the residual energies attained with the proposed optimization method under different weights in the objective function defined in Equation ([3](#FD3-sensors-16-01536){ref-type="disp-formula"}), namely $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ (**a**), $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ (**b**) and $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$ (**c**). The non-optimized network is considered in all graphs for reference. We have set $N = 10$, $K = 400$, $F = 1$, $\rho = 0.98$, no recharge, $B_{\min} = 0.001$, $B_{\max} = 1$, and identical initial energies $\mathbf{s}_{1}\left( 1 \right) = S_{\max} \times 1$, with $S_{\max} = 10$. A single realization of the energy consumptions was adopted. In the majority of graphs from here, for the sake of clarity we intentionally did not use lines with symbols; only colors were used to identify different sensor nodes.

From the graph (**a**) of [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, it can be inferred that all sensor nodes are allowed frequent communication with the sink node in a way that they spend approximately the same amount of energy as time elapses, that is, nodes will die altogether. Moreover, the unused residual energies at the network death moment, i.e., the wasted energy, is minimum due to the equalized consumptions. As will be shown ahead, for $F > 1$, smaller *ρ* or both, the adoption of $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ would not equalize the consumptions precisely, yet reducing the network lifetime. This is due to the use of past information to optimize the current block of *F* frames: lower correlations combined with longer blocks represent past information less reliable with respect to the moment when it is used.

From the graph (**b**) of [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, which considers $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$, it can be observed that the optimization allows for burst-like transmissions combined with silent periods and continuous transmissions. The burst-like transmissions correspond to steep changes of the residual energies, whilst the intervals during which the residual energies do not change are associated with disabled (silent) nodes. Notice that this form of weighting achieves an increased network lifetime with respect to $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$. As will be demonstrated later on in this paper, this effect is even more pronounced when the number of sensor nodes is larger.

In the graph (**c**) of [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, the weights applied to the objective function were $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$, resulting in a mixed situation in which consumptions are not perfectly equalized anymore and only some small burst-like transmissions and silent periods occur. No penalty and no improvement is observed in the network lifetime with respect to the one achieved when $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, which happens for a moderate to small number of sensor nodes. If *N* is large, both $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ and $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$ would bring a lifetime penalty, which will be smaller for $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$.

In all situations considered in [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, the lifespan improvements were equal to or greater than $375/115 \approx 3.27$ times. Even larger lifetime records and, thus, lifetime improvements can be unveiled as the system parameters are chosen such that the network death occurs later, as for instance if the initial energy is increased while the consumptions are kept unchanged, if the consumptions are decreased for the same initial energy or if the number of sensor nodes is increased. This happens because the slopes associated with the residual energies in the optimized and non-optimized networks become more separated from each other as *t* increases. Then, in a real network in which the expected lifetimes are much higher than those simulated here, one might expect considerably larger lifetime improvements achieved with the proposed method. Another relevant conclusion obtained from [Figure 6](#sensors-16-01536-f006){ref-type="fig"} refers to the fact that the energy levels tend to be more continuous when $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ and more step-like when $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$. In the former case, it means that the sensor nodes are frequently having some opportunity to transmit their sensory data to the sink node, whereas in the later case some sensor nodes must remain silent during some intervals that can be relatively long.

[Figure 7](#sensors-16-01536-f007){ref-type="fig"} presents the activity levels assigned to the sensor nodes with respect to the residual energies shown in [Figure 6](#sensors-16-01536-f006){ref-type="fig"}. In general, those nodes that have low residual energy, are far away from the sink node or both are assigned smaller activity levels than those that are close to the sink node and have high residual energy. For example, observe that the sensor node identified with circles is assigned high activity levels around $t = 60$ and $t = 180$, meaning that it is under the combination of a good channel condition and enough residual energy around these intervals.

### 4.1.2. Effect of the Optimization Span and Node Mobility {#sec4dot1dot2-sensors-16-01536}

The optimization span *F* was defined in the proposed model to trade the frequency of the optimization events and the mobility speed of the sensor nodes, the sink node or both. Recall that a higher mobility speed can be simulated by reducing the correlation coefficient *ρ* between the energy consumptions in neighbor frames. The higher the mobility speed, the smaller must be the optimization span. The effects of these two parameters are analyzed simultaneously in this subsection. We consider $F = 5$, $F = 10$ and $F = 20$ to complement the results already presented for $F = 1$. We consider $\rho = 0.98$ to represent a network with moderate-to-high mobility nodes and $\rho \approx 1$ to represent a fixed network (see [Figure 4](#sensors-16-01536-f004){ref-type="fig"} and the related comments). In the former case, to keep consistency with previous results, we have used the same single realization of the consumptions throughout the $KF$ frames. In the latter case, we have coined another realization of such consumptions with $\rho = 0.999999$ and reused it. Equal initial energies $\mathbf{s}_{1}\left( 1 \right) = S_{\max} \times 1$, with $S_{\max} = 10$, $B_{\min} = 0.001$, $B_{\max} = 1$, and no recharge were assumed. Without loss of generality, we have chosen $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, $N = 10$ and $KF = 400$ so that the effects of interest are clearly seen in the corresponding graphs.

[Figure 8](#sensors-16-01536-f008){ref-type="fig"} shows the results obtained by considering different optimization spans and correlation coefficients. Comparing the results for $\rho = 0.98$, one can conclude that an increase in the optimization span produces an expected performance degradation, i.e., smaller lifetime improvements. This is due to the fact that past information on residual energies produces estimated consumptions progressively less correlated with the current ones as *F* increases. Comparing these results with the graph (**a**) of [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, in which the death moment of the optimized network occurred around $t = t_{d} = 375$, we have now death instants around $t_{d} = 370$ for $F = 5$, $t_{d} = 350$ for $F = 10$ and $t_{d} = 300$ for $F = 20$.

Now, observing the graph (**d**) of [Figure 8](#sensors-16-01536-f008){ref-type="fig"}, which considers fixed sensor nodes, it can be noticed that the lifetime does not change with *F*. Consequently, a few optimization events during the network operation would suffice to account for the variabilities in the energy consumption with respect to the one predicted by the optimization due to causes other than mobility, as for instance unused activity levels, sensor node state changes, different task-dependent processing burdens and the like.

### 4.1.3. Effect of Recharge and Unequal Initial Energies {#sec4dot1dot3-sensors-16-01536}

Without loss of generality, the effect of recharge and unequal initial energies can be separately analyzed from the single realization of the consumptions used before and an optimization span $F = 1$. Again, we have used $N = 10$, $K = 400$, $B_{\min} = 0.001$, $B_{\max} = 1$ and $\rho = 0.98$.

[Figure 9](#sensors-16-01536-f009){ref-type="fig"} shows some results assuming normalized (with respect to $S_{\max}$) initial energies equally spaced in $\left\lbrack 0.8,1 \right\rbrack$ and a single recharge at $t = t_{r} = 200$, with normalized recharge values equally distributed in $\left\lbrack 0,0.2 \right\rbrack$. These equally-spaced energies were adopted to facilitate visualization in the graphs. From this figure, the expected lifetime reduction produced by initial energies smaller than the maximum can be noticed, combined with the expected lifetime improvement achieved due to recharge, no matter the weights of the objective function. Nonetheless, the most important observation comes from the equalization of the consumptions departing from unequal initial energies and the reestablishment of the normal operation of the optimization process after the disruption in the residual energies caused by recharge. Observe that the sensor nodes with less initial energies are kept silent over larger intervals compared to those with larger initial energies, up to the moment when all consumptions are equalized in the case of $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ or the characteristic operation is reestablished in the case of $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$. A similar behavior occurs regarding the recharge.

It is worth highlighting that the effect of recharge only starts to be taken into account by the optimization during the block of frames subsequent to the one in which the recharge event occurred. This is not evident in [Figure 9](#sensors-16-01536-f009){ref-type="fig"} because $F = 1$. In [Figure 10](#sensors-16-01536-f010){ref-type="fig"}, this specific character is demonstrated in terms of the residual energies and corresponding activity levels. To plot this figure, we have adopted $F = 20$ and the same previously considered realization of the consumptions with $\rho = 0.999999$. The set of initial energies and recharge values was the same as before, i.e., normalized initial energies and recharge values equally spaced in $\left\lbrack 0.8,1 \right\rbrack$ and $\left\lbrack 0,0.2 \right\rbrack$, respectively. For convenience, the recharge instant is now at $t = t_{r} = 184$, that is it occurs sixteen frames before the beginning of the eleventh block of $F = 20$ frames. From the graph (**a**) of [Figure 10](#sensors-16-01536-f010){ref-type="fig"}, a behavior similar to the one identified in [Figure 9](#sensors-16-01536-f009){ref-type="fig"} can be noticed regarding the unequal initial energies. However, the effect of recharge is now different: notice that after recharge, the sensor nodes maintain their energy expenditures, up to $t = 200$, as defined by the previous optimization event, that is the discharge rates are the same irrespective of the new energy levels in the sensor nodes' batteries. Only at $t = 200$ the optimization is aware of the recharge and controls the activity levels so that the consumptions start to be equalized again. The dynamics of the corresponding activity levels are shown in the graph (**b**) of [Figure 10](#sensors-16-01536-f010){ref-type="fig"}, from where the large variabilities associated with the adaptation to the unequal initial energies at the beginning of the analysis interval can be noticed and with the re-adaption due to recharge after $t = 200$. The spikes at each integer multiple of $F = 20$ in the activity levels are due to the compensation of small variations in the consumptions during the previous block. These variations exist since *ρ* is not exactly one and tend to diminish as $\left. \rho\rightarrow 1 \right.$. As already mentioned, in practice such variations will always occur due to causes other than mobility; the spikes in the activity levels demonstrate the action of the optimization to compensate for these variations.

### 4.1.4. Effect of the Node Density {#sec4dot1dot4-sensors-16-01536}

As stated in [Section 2](#sec2-sensors-16-01536){ref-type="sec"}, a larger ratio $N/B_{\max}$ implies less sparse sensor nodes with respect to each other, i.e., a more dense network. Then, the node density variation can be analyzed by varying *N* for a fixed $B_{\max}$ or by varying $B_{\max}$ for a fixed *N*. Both analyses are made in what follows, demonstrating the scalability of our method.

Before presenting the results, let us elaborate a little bit more on the node density, first defining it as the ratio between the number of nodes and the area where they are deployed. Let $d_{\min}$ and $d_{\max}$ be the minimum and maximum distances that a sensor node can be from the sink node, respectively. The minimum distance will define $B_{\min}$, and the maximum distance will define $B_{\max}$. Assuming that the sink node wireless coverage is circular and that a sensor node can be at any position within this circular area, then $d_{\min} = 0$ and $d_{\max}$ is the radius of the coverage area. Thus, the node density, in nodes per square meter, can be defined as $$D = \frac{N}{\pi d_{\max}^{2}}.$$

In practice, the energy consumption will be proportional to the transmit power necessary for a target error rate in the received data at the sink node, which in turn will depend on the physical layer specifications. Assume that this target error rate is achieved if the received signal power at the sink node is $P_{target}$. From the log-distance path loss model \[[@B42-sensors-16-01536]\] (pp. 199--202), $$P_{target} = \frac{P_{ref}\left( d_{0} \right)}{\left( d/d_{0} \right)^{\eta}},$$ where $P_{ref}\left( d_{0} \right)$ is a reference power at a close-in reference distance $d_{0}$ from the sensor node transmitter, *η* is the environment-dependent loss exponent and *d* is the distance of analysis. Typical values of *η* range from two in the free-space propagation scenario to four or even more in obstructed areas. The energy consumed by a sensor node at a distance *d* from the sink node will be proportional to $P_{ref}\left( d_{0} \right)$, that is it will be proportional to $\left( d/d_{0} \right)^{\eta}P_{target}$. Given that $P_{target}$ is constant and assuming $d_{0} = 1$ meter without loss of generality, then the energy consumption of a sensor node located at a distance *d* from the sink node will be proportional to $d^{\eta}$. More specifically, $$\begin{array}{l}
{B_{\min} = Cd_{\min}^{\eta},} \\
{B_{\max} = Cd_{\max}^{\eta},} \\
\end{array}$$ where *C* is a hardware-dependent and battery-dependent proportionality constant that accounts for the proper conversion from transmit power into consumed energy. From this result, we see that $d_{\max}$ is proportional to $B_{\max}^{1/\eta}$. With this result in Equation ([6](#FD6-sensors-16-01536){ref-type="disp-formula"}), it can be concluded that $$D \propto \frac{N}{B_{\max}^{2/\eta}}.$$

Assuming $\eta = 2$ for simplicity, then the network density can be multiplied by any factor, multiplying *N* or dividing $B_{\max}$ by this factor.

In [Figure 8](#sensors-16-01536-f008){ref-type="fig"}, $B_{\min} = 0.001$, $N = 10$ and $B_{\max} = 1$ have been considered, yielding a node density $D \propto 10$. Obviously, in a real network, the actual density will be typically smaller than 10 nodes per square meter, meaning that the above proportionality is typically smaller than one. Moreover, one must recall that we have rescaled the energy values to anticipate the network death, which is consistent with such a high node density.

[Figure 11](#sensors-16-01536-f011){ref-type="fig"} shows the residual energies as produced by the proposed method with a 10-fold increase in the node density with respect to the one considered in the graph (**b**) of [Figure 8](#sensors-16-01536-f008){ref-type="fig"}, which has been chosen as representative for the present analysis. The graph (**a**) of [Figure 11](#sensors-16-01536-f011){ref-type="fig"} considers $B_{\min} = 0.001$, $N = 10$ and $B_{\max} = 0.1$, i.e., $D \propto 100$, whereas the graph (**b**) considers $N = 100$ and $B_{\max} = 1$, also yielding $D \propto 100$. From these results, the scalability of our method is demonstrated, and it is illustrated that the network lifetime increases as the number of nodes is increased or their energy consumptions are decreased. To plot the results in [Figure 11](#sensors-16-01536-f011){ref-type="fig"}, we have used two independent realizations of the sensor nodes consumptions during the corresponding interval of analysis.

4.2. Performance Comparisons {#sec4dot2-sensors-16-01536}
----------------------------

In this subsection we compare our lifetime optimization method with the so-called greedy algorithm from \[[@B21-sensors-16-01536]\]. No recharge is assumed, as required by the greedy algorithm. In this algorithm, which is the best among those analyzed in that paper, the balance between minimizing the wasted energy and minimizing the energy spent to report the sensory information to the sink node is achieved by means of exploring both channel state information and residual energy information in real time. The net result is that each sensor node is allowed to transmit in bursts under the control of the sink node (or other central element), while the remaining nodes stay silent. The energy consumptions of the nodes thus vary in sharp steps, but in such a way that the overall energy is saved on average, prolonging the network life.

The greedy algorithm works as follows: the sensor node exclusively selected for transmission at a given moment is the one with maximum energy-efficiency index \[[@B21-sensors-16-01536]\] $$\gamma_{n} = e_{n} - E_{r}\left( c_{n} \right),$$ where $e_{n}$ is the residual energy in the sensor node *n* at the beginning of a transmission and $E_{r}\left( c_{n} \right)$ is the required reporting energy as a function of the channel gain $c_{n}$ from the *n*-th sensor node to the sink node. Adapted to our notation, $E_{r}\left( c_{n} \right)$ corresponds to the element $B_{n,f}\left( k \right)$ of the maximum consumption matrix $\mathbf{B}\left( k \right)$ at each *k* and *f*. The residual energy $e_{n}$ starts with $s_{n,1}\left( 1 \right)$, i.e., the initial energy in the *n*-th sensor battery, and is updated for each *k* and *f* according to energy expenditure provided by the greedy algorithm, that is $\left. e_{n}\leftarrow e_{n} - X_{n,f}\left( k \right)B_{n,f}\left( k \right) \right.$, with $X_{n,f}\left( k \right)$ being the activity state, which is one for $n = \arg_{i}\max\gamma_{i}$, and zero otherwise. From this formulation, it is evident that the greedy algorithm uses current (real-time) channel state information $c_{n}$ and residual energy information $e_{n}$, whereas our method only uses past residual energy information. Notice that the term activity state is used here in the context of the greedy algorithm only to represent the *on* (activity state 1) and *off* (activity state 0) states of the sensor nodes' transmitters as determined by the algorithm, thus establishing consistency with the term activity level defined in this paper.

[Figure 12](#sensors-16-01536-f012){ref-type="fig"} shows the residual energies (**a**) and corresponding sensor nodes' activity states (**b**) obtained from the greedy algorithm of \[[@B21-sensors-16-01536]\]. As in the case of [Figure 6](#sensors-16-01536-f006){ref-type="fig"} and [Figure 7](#sensors-16-01536-f007){ref-type="fig"}, to plot [Figure 12](#sensors-16-01536-f012){ref-type="fig"} we have also adopted $K = 400$ optimization events, each one spanning $F = 1$ frame; $N = 10$ sensor nodes; identical initial energies $\mathbf{s}_{1}\left( 1 \right) = 10 \times 1$; no recharge; death energy equal to $5\%$ of the maximum; correlation coefficient of the consumptions given by $\rho = 0.98$; and minimum and maximum consumptions $B_{\min} = 0.01$ and $B_{\max} = 1$. Again, a small number of sensor nodes was assumed for not polluting the graphs; higher values of *N* are considered later on in this section. The same single realization of the random consumption used to plot [Figure 6](#sensors-16-01536-f006){ref-type="fig"} has been adopted here again.

From [Figure 12](#sensors-16-01536-f012){ref-type="fig"}, one can firstly see the burst-silent communication nature of the greedy algorithm, which happens independently of the number of sensor nodes. Observing the residual energies of the non-optimized network, it can be seen that the node numbered 2 has the steepest energy expenditure during the first 120 frames, implying that it is the farthest away from the sink node, on average, during the corresponding interval. As a consequence, this node was granted with fewer transmissions in this interval, as can be better noticed from the graph (**b**). On the other hand, sensor node 7, which is closer to the sink node on average, is enabled more times because of its advantageous position up to $t = 310$. Moreover, notice from the nodes' activity states that sensor node 7 is enabled more frequently around $t = 60$ and $t = 180$, which is consistent with the behavior of the proposed optimization method, as depicted in [Figure 7](#sensors-16-01536-f007){ref-type="fig"}.

Comparing [Figure 6](#sensors-16-01536-f006){ref-type="fig"} and [Figure 12](#sensors-16-01536-f012){ref-type="fig"}, one can observe that the lifetime obtained from the proposed optimization method is comparable to or larger than the one achieved with the greedy algorithm. As will be demonstrated ahead, this is true for small *N* and any $w_{1}$ and $w_{2}$, whereas for large *N* the superiority of our method occurs mainly when $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$. However, the unused residual energies at the network death moment, i.e., the wasted energy, tend to be higher for some sensor nodes in the greedy algorithm than in the proposed method. This higher wasted energy results from some sensor nodes being less frequently activated than others. From the graph (**a**) of [Figure 12](#sensors-16-01536-f012){ref-type="fig"} and the graph (**b**) of [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, it can be observed that the energy expenditures produced by the greedy algorithm resemble, to a certain extent, the ones provided by our method when $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$. In other words, when $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ the proposed optimization allows for burst-like transmissions combined with silent periods and continuous transmissions, yielding a net result that can overcome the greedy algorithm, mainly for a higher number of sensor nodes. Larger lifetime records and, thus, larger lifetime improvements are unveiled in favor of the proposed method or the greedy algorithm, as the system parameters are chosen such that the network death occurs later, as for instance if the initial energy is increased while the consumptions are kept unchanged or the consumptions are decreased for the same initial energy.

[Table 1](#sensors-16-01536-t001){ref-type="table"} shows other results comparing the proposed lifetime optimization method and the greedy algorithm of \[[@B21-sensors-16-01536]\], as obtained from 200 Monte Carlo events with random maximum consumption matrices. Given the myriad of possibilities in terms of system parameters, we have adopted those that fairly approximate the conditions imposed on our method and the greedy algorithm, mainly with respect to the efficient use of the information available. Specifically, recalling that the greedy algorithm operates under the assumption of knowing the current residual energy and channel state information, we have chosen $\rho = 0.98$ (see [Figure 4](#sensors-16-01536-f004){ref-type="fig"}), and small optimizations spans $F = 1$ and $F = 5$. By doing so, the past residual energy information used by our method does not exhibit very low correlation with the present one. We have measured the lifetime improvements with $N = 10$ and $N = 100$ sensor nodes to assess scalability. Moreover, we have analyzed the two extreme situations in terms of the weights in the optimization problem (4): $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ is the configuration that produces an operation similar to the one achieved by the greedy algorithm, i.e., burst-like transmissions and larger lifetimes, whereas $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ privileges the equalized consumptions of the sensor nodes to the detriment of smaller lifetimes. Whenever possible, conclusions are drawn regarding the results that would be obtained if different setups were chosen.

A first important conclusion obtained from [Table 1](#sensors-16-01536-t001){ref-type="table"} is that larger lifetimes are achieved by the proposed method when $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$, no matter the remaining parameters. The advantage over the greedy algorithm in this case is more pronounced when *N* is larger, with comparable standard deviations of the lifetimes. When *N* is small, the performance achieved by the proposed optimization method does not vary too much for different weights $w_{1}$ and $w_{2}$, giving to the network administrator full flexibility in terms of the balance between equalized consumptions and burst-like transmissions. As *N* is increased, the lifetime is reduced if the equalized consumptions are privileged, implying that the burst-like operation achieved with $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ must be chosen when longer lifetimes is the main concern. Notice, however, that when *N* is large, the adoption of $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ reduces the variations of the lifetimes, as demonstrated by the smaller standard deviations mainly in the case of $N = 100$.

Still referring to [Table 1](#sensors-16-01536-t001){ref-type="table"}, one can notice that the change from $F = 1$ to $F = 5$ did not produce significant performance degradation in our method, no matter the number of sensor nodes. Recall that, for $F > 1$, past information on consumptions as used by our method become progressively more uncorrelated with the current ones, thus reducing the lifetime improvement efficiency. Then, if results with $F > 5$ were presented in [Table 1](#sensors-16-01536-t001){ref-type="table"}, yet larger performance degradations would be unveiled.

As a final comparison, [Figure 13](#sensors-16-01536-f013){ref-type="fig"} shows average lifetimes obtained from Monte Carlo simulations of the greedy algorithm and the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ and $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$, with a variable number of sensor nodes, *N*. The average lifetime of the non-optimized network is also shown for reference. To prevent simulations from having excessively large durations when *N* is large, the number of Monte Carlo events was varied linearly from 500 for $N = 10$, to 50 for $N = 100$, benefiting from the reduced lifetime variance as *N* increases (see [Table 1](#sensors-16-01536-t001){ref-type="table"}). For a consistent comparison, we have adopted parameters from \[[@B21-sensors-16-01536]\] adapted to our notation: equal initial energies $\mathbf{s}_{1}\left( 1 \right) = S_{\max} \times 1$, with $S_{\max} = 5$, and $B_{\min} = 0.01$. The maximum energy consumption was empirically adjusted to $B_{\max} = 5$ so that the performance of the greedy algorithm approximated the one reported in \[[@B21-sensors-16-01536]\] ([Figure 1](#sensors-16-01536-f001){ref-type="fig"}) at the limits $N = 10$ and $N = 100$. From [Figure 13](#sensors-16-01536-f013){ref-type="fig"}, it can be concluded that our method attains comparable performances with respect to the greedy algorithm for a small number of sensor nodes. As this number increases, the performance of our method becomes worse than the greedy algorithm for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ and superior for $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$. The large lifetime improvements are also evident with respect to the non-optimized network, for any number of sensor nodes and any objective function weights.

From the results presented in this subsection, one can conclude that our method is capable of yielding performances comparable to those achieved by the greedy algorithm or even better ones. The stringent timing requirements regarding the channel state and residual energy information for the proper operation of the greedy algorithm give to our method a two-fold advantage: (i) a relaxed time requirement due to the use of past, instead of real-time information; (ii) the process of gathering energy consumption from the sensor nodes is by far less complex than estimating the channel state.

Another relevant advantage of our scheme when compared with the greedy algorithm of \[[@B21-sensors-16-01536]\], especially when $F > 1$, is that some sensor nodes with higher priority data can be prioritized to occupy the time or time-frequency slots before those nodes with lower priority data. This is due to the fact that the activity levels are determined to be applied in the subsequent block of *F* frames. On the other hand, in the greedy algorithm, a sensor node transmission must be done exactly when the channel is favorable to the enabled node, meaning that it cannot be prioritized.

4.3. Time Complexity {#sec4dot3-sensors-16-01536}
--------------------

The effectiveness of an optimization method is usually measured by the computational complexity of its solution, which unveils the asymptotic processing time growth as the number of dimensions increases. However, the theoretical analysis of this complexity may pose stringent mathematical obstacles, which arise, for instance, due to the theoretical properties of the method, to the way it is implemented, to the choice of the programming language and to the parameter values \[[@B43-sensors-16-01536],[@B44-sensors-16-01536]\]. This is particularly true in the case of the optimization problem (4): although it is convex, it has no closed form solution, and in our setup it was not solved using an application-specific code developed under a specific optimization algorithm. Instead, it was solved using the package CVX, which relies on the capabilities of the embedded solvers. Nevertheless, in this final subsection we present the results of an empirical complexity analysis by means of running time tests. The results of this analysis cannot be associated with practical processing times in absolute terms, but can give a rough idea of the relative processing time growths of the proposed lifetime improvement solution.

For computing the processing times, we have used the `tic` and `toc` MATLAB functions, which provide reliable elapsed time measurements. In order to reduce the effects of randomness, the measurements were averaged over 500 solutions of a single instance of the optimization problem (4), for the number of sensor nodes ranging from $N = 50$ to $N = 1000$ in steps of 50 and weighting factors $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ and $\left( w_{1},w_{2} \right) = \left( 1,1 \right)$. The measurements were carried out in a Dell computer (Dell, Hortolândia, Brazil) with 2.2-GHz Intel Core i7-3632QM processors running the Windows 7 Professional operating system with Service Pack 1 and the 64-bit MATLAB R2010b (7.11.0.584) version.

For an optimization algorithm that exhibits polynomial time complexity in the number of sensor nodes, i.e., $\mathcal{O}\left( N^{a} \right)$, *a* is the power constant to be determined. We have used a power curve fitting function to find *a*. The results are summarized in [Table 2](#sensors-16-01536-t002){ref-type="table"}, from where one can conclude that the largest time growth is $\mathcal{O}\left( N^{1.44} \right)$, which shows that our optimization method has a time complexity with a low power constant, meaning that it is tractable enough to be implemented in practice.

5. Conclusions and Future Work {#sec5-sensors-16-01536}
==============================

This paper presented a novel method for increasing the lifetime of fixed or mobile wireless sensor networks. The method dynamically controls the so-called communication activity levels of the sensor nodes in a way that the fractions of time or time-frequency slots in a frame are optimally assigned to the sensor nodes to communicate with the sink node, at the same time saving energy.

The proposed method uses the solution of a convex optimization problem in which the objective function to be minimized is the weighted sum of the maximum residual energy and the maximum discounted residual energy, where the discount acts in favor of assigning higher activity levels to sensor nodes that have higher residual energies and better channels to the sink node. The net result is a balance between the minimization of wasted energy, the maintenance of throughput and the minimization of the energy spent for reporting sensory information to the sink node.

Since the optimization problem is convex, with the possibility of being transformed into a linear programming problem, mature and fast solvers available in practice can be efficiently applied. An empirical complexity analysis was carried out and unveiled that our optimization method has a time complexity $\mathcal{O}\left( N^{1.44} \right)$, meaning that it has potential for implementation in real networks.

Moreover, the proposed method is flexible enough to allow for controlling the frequency in which the optimization tasks are performed, according to the expected mobility of the nodes. Another merit with significant practical appeal of the proposed method is that it only uses past information on the residual energies and possible recharges reported by the sensor nodes, thus not demanding any real-time information.

Comparisons with a greedy algorithm that uses real-time channel state and residual energy information unveiled that the method proposed in this paper is capable of achieving comparable or even superior performances in most of the situations and that it is consistent with solid guidelines for the development of lifetime improvement strategies.

Some interesting investigations that represent opportunities for future work are: The modeling of the communication task through queuing theory and its aggregation to the proposed optimization model is a natural first deployment. From this aggregation, one could analyze the influence of the optimization strategy in the data traffic associated with a realistic network model.The adoption of a mobility model for the nodes is an important step towards the construction of an overall application-dependent lifetime analysis, as this model will have a great impact on the energy consumption pattern of the nodes.The implementation of a real network operating under the proposed optimization method comes next, and here there is room for MAC and routing strategies that might benefit from the method and from possible connections with the Internet of Things (IoT), for instance in light of \[[@B45-sensors-16-01536]\].The application of the present optimization model to the design of a network level model in order to consider relaying or multi-hop communication is also an interesting point to be considered. This might improve even more the network lifetime by reducing the high energy consumption caused by the communication with distant central nodes in the centralized architecture, but would demand smarter sensor nodes to cope with the protocols associated with multi-hop communication.The optimization strategy proposed here could be analyzed under different criteria for defining the network lifetime, taking for reference those definitions already considered for example in \[[@B13-sensors-16-01536],[@B33-sensors-16-01536]\]. In this paper, it has been assumed that the network lifetime is the minimum lifetime over all nodes or, equivalently, it is determined by when the first sensor ceases operation. However, it is an application-specific task to determine when a network must be considered nonfunctional. It can be defined, for instance, when a percentage of sensors die or there is loss of coverage for some sensor nodes.The modeling of the batteries' charge and discharge is also a challenging investigation aiming at pushing the network simulation to a more realistic level. Two important aspects must not be forgotten in this modeling: the radio-frequency energy transmission (or other energy harvesting scheme) and the rate capacity effect \[[@B18-sensors-16-01536]\], which is related to the discharge rate of the battery: drawing higher current than the rated value significantly reduces the battery lifetime and, thus, reduces the network lifetime. Graphene-based batteries \[[@B46-sensors-16-01536]\] are promising devices that can dramatically influence these models and considerably push the network lifetime to unprecedented values.
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This [Appendix](#app1-sensors-16-01536){ref-type="app"} provides the MATLAB-CVX main code for solving the optimization problem (4), embedded in a MATLAB simulation that can be used for generating results like those presented throughout the paper. The outputs are: the run count for the simulations; the system parameters; the lifespans, mean lifespans and corresponding standard deviations; and mean lifetime improvements for the optimized network and for the network operating under the greedy algorithm. Graphs showing the associated activity levels and residual energies are also provided. Two other graphs are provided and may be enabled as desired.

Information on downloading and installing the CVX package, as well as the user guide and other related material can be found in \[[@B40-sensors-16-01536]\].

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
     
    clear all; close all; clc; format long;
     
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% SYSTEM PARAMETERS
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
     
    % Number of optimization events (or runs), indexed by k = 1,..., K:
    K = 80;
     
    % Number of frames spanned by each optimization event, indexed by f = 1,...,F:
    F = 5;
     
    % Number of sensor nodes, indexed by n = 1,...,N:
    N = 10;
     
    % Maximum initial stored energy of a sensor node. Reduce for higher N:
    S_max = 10;
      
    % Fraction of S_max such that the initial stored energies of the sensor nodes are
    % U ~ [(1-Si_r)*S_max, S_max]. Si_r = 0 sets equal initial energies:
    Si_r = 0.0;
      
    % Death energy as a fraction of S_max:
    Sd_r = 0.05;
     
    % Recharge instant as a fraction of the total number of frames K*F:
    tr_r = 0.46;
      
    % Maximum recharge value as a fraction of S_max. Recharges are U ~ [0, r_r*S_max]:
    r_r = 0.0;
      
    % Minimum and maximum values for the maximum energy consumption matrix.
    % Variations are U ~ [B_min, B_max]:
    B_min = 0.001; B_max = 1;
      
    % Correlation coefficient between the energy consumptions in one frame to the next.
    % 0 <= rho < 1. Higher correlation means lower variations due to mobility speed,
    % unused activity level, etc.:
    rho = 0.98;
      
    % Weights of the objetive functions (w1/w2 > 1 actcs in favor of equalized
    % residual energies; w2/w1>1 tends to assign high activity levels to nodes with
    % better channels AND high residual energies, sometimes disabling those under bad
    % channels AND having low residual energies.
    w1 = 1; w2 = 0;
      
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% SET THE UPPER LIMIT OF repeat > 1 FOR REPEATED LIFETIME COMPUTATIONS
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
      
    for repeat = 1:1
      
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% INITIAL COMPUTATIONS
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
      
    % Average expected lifetimes of the non-optimized network (just as information):
    Min_lifetime_no = S_max/(B_max*(1/N))+1; Max_lifetime_no = S_max/(B_min*(1/N))+1;
      
    % Correlation matrix of the actual maximum energy consumptions:
    M_corr=zeros(K*F,K*F);
    for i=1:K*F; for j=1:K*F; M_corr(i,j) = 1-(abs(i-j)*(1-rho)); end; end
      
    % Correlation matrix for Gaussian-distributed consumptions:
    M_corr = M_corr.*(M_corr>=0);
      
    % Adjusting correlations for uniformly-distributed consumptions:
    for i = 1:K*F; for j = max(K*F-1,i):K*F
    if i ~= j; M_corr(i, j) = 2 * sin(pi * M_corr(i, j) / 6);
    M_corr(j, i) = 2 * sin(pi * M_corr(j, i) / 6); end; end; end
      
    % Inducing correlation:
    Ch = chol(M_corr); G = randn(N,K*F); Br = G * Ch;
      
    % Actual maximum consumption matrix with imposed limits:
    Br = normcdf(Br)*(B_max-B_min) + B_min;
      
    % Predicted constant maximum consumption during the first F frames:
    for f = 1:F; B(:,f) = Br(:,1); end
      
    % Initial energies in the sensor nodes's batteries for both the optimized and the
    % non-optimized networks:
    Si = S_max*ones(N,1).*(1-Si_r*rand(N,1)); Si_no = Si;
      
    % Single recharge instant:
    tr = floor(tr_r*K*F);
      
    % Recharge matrix:
    R = zeros(N,K*F); R(:,tr) = r_r*S_max*rand(N,1);
      
    % Pre-allocation for storing the activity level and residual energy matrices for
    % the optimized network:
    Activity = []; Energy = [];
      
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% OPTIMIZATION EVENTS (or runs)
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
      
    for k = 1:K
     
    % Pre-allocation for energies and activity levels in each optimization event:
    S=[Si]; X=[];
      
    % Optimization solution:
    for f=1:F
    cvx_begin quiet
    variables Xo(N,1) So(N,1)
    subject to
    Xo >= 0
    sum(Xo) == 1
    So == Si - B(:,f).*Xo
    cvx_end
    X=[X Xo]; Si=So;
    end
      
    % Actual residual energies:
    for f = 1:F; S(:,f+1) = S(:,f) - Br(:,f+(k-1)*F).*X(:,f) + R(:,f+(k-1)*F);
    end; S = S.*(S>=0);
    % In practice, each row of matrix S and possible recharge values is the information
    % sent from each sensor node to the sink node.
      
    % Updating the maximum consumption matrix to be used in the next optimization
    % event (it is equal to the present actual maximum consumption, which is obtained
    % in practice from the sensor node information on the actual S and recharge R,
    % using the assigned activity levels):
    for f = 1:F; B(:,f) = (S(:,f)-S(:,f+1)+R(:,f+(k-1)*F))./X(:,f); end
    % Notice that to compute consumption, recharge must be known. Otherwise recharge
    % will act as if the consumption were smaller than the actual, or even negative
    % (if recharge increases the residual energy above the previous one).
      
    % Storing the activity levels and residual energies in the optimized network:
    Activity = [Activity X]; Energy = [Energy S(:,(1:F))];
      
    % Setting the initial energy for the next optimization event as the actual residual
    % energy at the end of the current F frames:
    Si = S(:,F+1);
      
    end
      
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% FINAL COMPUTATIONS
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
      
    % Death energy as a fraction Sd_r of S_max:
    Sd = Sd_r*S_max;
      
    % Death instants of the optimized network, and test for td outside the analyzed
    % interval:
    TD = ceil(find(Energy <= Sd, 1)/N);
    if isempty(TD) == 1; TD = K*F;
    errordlg(’Death instant beyond K*F. Re-define system parameters.’, ’WARNING’);
    end; td(repeat) = TD;
      
    % Activity levels for the non-optimized network:
    x_no = ones(N,1)*(1/N);
      
    % Pre-allocation for residual energies in the non-optimized and greedy networks:
    Energy_no = [Si_no]; Energy_greedy = [Si_no];
      
    % Evolution of the residual energies in the non-optimized and greedy networks:
    for t = 1:K*F
    Energy_no(:,t+1) = Energy_no(:,t) - Br(:,t) .* x_no + R(:,t);
    g_greedy = Energy_greedy(:,t)+R(:,t)-Br(:,t); % Greedy’s energy efficiency index.
    x_greedy(:,t) = g_greedy >= max(g_greedy); % Greedy "activity levels" (0 or 1).
    Energy_greedy(:,t+1) = Energy_greedy(:,t) - Br(:,t).* x_greedy(:,t) + R(:,t);
    end
      
    % Discarding the last useless residual energies at t = K*F+1:
    Energy_greedy = Energy_greedy(:,(1:K*F)); Energy_no = Energy_no(:,(1:K*F));
      
    % Death instants of the non-optimized network:
    td_no(repeat) = ceil(find(Energy_no<=Sd,1)/N);
      
    % Death instants of the greedy network and test for td_greedy outside the analyzed
    % interval:
    TD_greedy = ceil(find(Energy_greedy<=Sd,1)/N);
    if isempty(TD_greedy) == 1; TD_greedy = K*F;
    errordlg(’Death instant beyond K*F. Re-define system parameters.’, ’WARNING’);
    end; td_greedy(repeat) = TD_greedy;
      
    Energy_no = Energy_no.*(Energy_no>=0); % Zeroing negative energies.
      
    Energy_greedy = Energy_greedy.*(Energy_greedy>=0); % Zeroing negative energies.
      
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
    %% OUTPUT DATA AND GRAPHS
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
      
    figure(1); plot(Activity’); hold on; plot(sum(Activity/N),’y’,’lineWidth’,5);
    legend(’optimized: solid lines’,’Average: thick line’,’Location’,’Best’);
    axis([1 K*F 0 1.02*max(max(Activity))]); xlabel(’Frame index’);
    ylabel(’Activity levels’); title(’Proposed optimization method’); hold off;
      
    figure(2); plot(Energy’,’lineWidth’,2); hold on; plot(Energy_no’,’--’);
    plot(td,Sd,’ok’,’lineWidth’,5); plot(td_no,Sd,’or’,’lineWidth’,5); grid on;
    axis([1 K*F 0 S_max ]); xlabel(’Frame index’); ylabel(’Residual energies’);
    legend(’optimized: solid lines’, ’non-optimized: dashed lines’,’Location’,’Best’);
    title(’Proposed optimization method’);
    hold off;
      
    figure(3); plot(x_greedy’); hold on; plot(x_no’,’--’,’lineWidth’,2);
    axis([1 K*F 0 1.02*max(max(x_greedy))]);
    title(’Greedy algorithm’);
    xlabel(’Frame index’); ylabel(’Activity levels’); hold off;
      
    figure(4); plot(Energy_greedy’,’lineWidth’,2); hold on; plot(Energy_no’,’--’);
    plot(td_greedy,Sd,’ok’,’lineWidth’,5); plot(td_no,Sd,’or’,’lineWidth’,5);grid on;
    axis([1 K*F 0 S_max ]); xlabel(’Frame index’); ylabel(’Residual energies’);
    legend(’Greedy: solid lines’, ’non-optimized: dashed lines’,’Location’,’Best’);
    title(’Greedy algorithm’);
    hold off;
      
    % figure(5)
    % Xg = x_greedy’; Xo = Activity’;
    % Avg_X_greedy = sum(Xg(1:td_greedy(repeat),:))/(td_greedy(repeat));
    % Avg_X = sum(Xo(1:td(repeat),:))/(td(repeat));
    % bar(Avg_X_greedy,0.8); hold on; bar(Avg_X,0.5,’y’);
    % legend(’greedy’, ’optimized’,’Location’,’Best’); xlabel(’Sensor node index’);
    % ylabel(’Average activity over the lifespan’); hold off;
      
    % figure(6); plot(Br(1:5,:)’,’Linewidth’,3);
    % xlabel(’Frame index’); ylabel(’Maximum consumption of 5 sensor nodes’); hold off;
      
    disp([’Optimized lifespan:        ’, num2str(td)]);
    disp([’Greedy optimized lifespan: ’, num2str(td_greedy)]);
    disp([’Run count: ’, num2str(repeat)]);
    disp([’System parameters: ’,’K=’,num2str(K),’ F=’,num2str(F),’ N=’,num2str(N),
    ’ S_max=’,num2str(S_max),’ Si_r=’,num2str(Si_r),’ Sd_r=’,num2str(Sd_r),
    ’ tr_r=’,num2str(tr_r),’ r_r=’,num2str(r_r),’ B_min=’,num2str(B_min),’ B_max=’,
    num2str(B_max),’ rho=’,num2str(rho),’ w1=’,num2str(w1),’ w2=’,num2str(w2)]);
    disp([’Optimized mean lifespan:               ’, num2str(sum(td)/sum(td>0))]);
    disp([’Greedy mean lifespan:     ’, num2str(sum(td_greedy)/sum(td_greedy>0))]);
    disp([’Optimized lifespan standard deviation: ’, num2str(sqrt(var(td)))]);
    disp([’Greedy lifespan standard deviation:    ’, num2str(sqrt(var(td_greedy)))]);
    disp([’Optimized mean lifespan improvement:
    ’, num2str(100*(sum(td./td_no)/sum(td>0)-1)),’ %’]);
    disp([’Greedy mean lifespan improvement:
    ’, num2str(100*(sum(td_greedy./td_no)/sum(td>0)-1)),’ %’]);
      
    end
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

![Topology adopted for the MWSN. The mobile sensor nodes inside the coverage area are those that can have direct wireless links to the mobile sink node. Others communicate with the sink node by means of multiple hops.](sensors-16-01536-g001){#sensors-16-01536-f001}

![Time slotted approach for optimizing the activity levels of the mobile sensor nodes.](sensors-16-01536-g002){#sensors-16-01536-f002}

![Pictorial representation of a net random energy consumption during the *k*-th block of $F = 5$ frames for the *n*-th sensor node.](sensors-16-01536-g003){#sensors-16-01536-f003}

![Pictorial representation of the maximum energy consumptions of five sensor nodes during 100 frames, for $\rho = 0.999$ (**a**) and $\rho = 0.98$ (**b**), for $B_{\min} = 0.1$ and $B_{\max} = 5$.](sensors-16-01536-g004){#sensors-16-01536-f004}

![Time line illustrating the operation of Algorithm 1.](sensors-16-01536-g005){#sensors-16-01536-f005}

![Residual energies obtained by the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ (**a**); $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ (**b**); and $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$ (**c**). The non-optimized network is considered in all graphs for reference.](sensors-16-01536-g006){#sensors-16-01536-f006}

![Activity levels assigned by the proposed optimization method respective to the situations considered in [Figure 6](#sensors-16-01536-f006){ref-type="fig"}, i.e., $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ (**a**); $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ (**b**); and $\left( w_{1},w_{2} \right) = \left( 1,2 \right)$ (**c**).](sensors-16-01536-g007){#sensors-16-01536-f007}

![Residual energies obtained by the proposed optimization method with $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, for $F = 5$ and $\rho = 0.98$ (**a**); $F = 10$ and $\rho = 0.98$ (**b**); $F = 20$ and $\rho = 0.98$ (**c**); and $F = 5,10,20$ and $\rho = 0.999999$ (**d**). The non-optimized network is also considered for reference.](sensors-16-01536-g008){#sensors-16-01536-f008}

![Residual energies obtained by the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ (**a**) and $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$ (**b**) with recharge and unequal initial energies. The non-optimized network is also considered for reference.](sensors-16-01536-g009){#sensors-16-01536-f009}

![Residual energies (**a**) and activity levels (**b**) from the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, with recharge at $t = t_{r} = 184$ and unequal initial energies. The non-optimized network is also considered on the graph (**a**) for reference.](sensors-16-01536-g010){#sensors-16-01536-f010}

![Residual energies obtained by the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$, $F = 10$, $B_{\min} = 0.001$ and $\rho = 0.98$, with $N = 10$ and $B_{\max} = 0.1$ (**a**); and $N = 100$ and $B_{\max} = 1$ (**b**). The non-optimized network is also considered for reference.](sensors-16-01536-g011){#sensors-16-01536-f011}

![Residual energies (**a**) and sensor node activity states (**b**) produced by the greedy method of \[[@B21-sensors-16-01536]\]. The vertical slashes on the graph (**b**) indicate *on* states, which are mutually exclusive for each *t*.](sensors-16-01536-g012){#sensors-16-01536-f012}

![Average lifetimes achieved with the greedy algorithm of \[[@B21-sensors-16-01536]\] and with the proposed optimization method for $\left( w_{1},w_{2} \right) = \left( 1,0 \right)$ and $\left( w_{1},w_{2} \right) = \left( 0,1 \right)$, under a variable number of sensor nodes, *N*. The average lifetime of the non-optimized network is also shown for reference.](sensors-16-01536-g013){#sensors-16-01536-f013}

sensors-16-01536-t001_Table 1

###### 

Mean lifetimes (in frames), lifetime standard deviations and mean percentage lifetime improvements achieved with the proposed optimization method with different weights and with the greedy algorithm. These metrics are grouped between parenthesis as (optimized $w_{1}$ = 1 $w_{2}$ = 0; optimized $w_{1}$ = 0 $w_{2}$ = 1; greedy).

  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Parameters                             Mean Lifetime, in Frames                Lifetime Std. Deviation   \% Mean Lifetime Improvement                     
  -------------------------------------- --------------------------------------- ------------------------- ------------------------------ ----------------- --------------
  Death energy: $5\%$\                   $N = 10$\                               $K = 400$                 (236; 242; 238)                (22; 25; 24)      (90; 98; 93)
  No recharge\                           $\mathbf{s}_{1}\left( 1 \right) = 10$                                                                              
  $B_{\min} = 0.1$\                                                                                                                                         
  $B_{\max} = 1$\                                                                                                                                           
  $\rho = 0.98$                                                                                                                                             

  $F = 1$                                                                                                                                                   

  $K = 80$                               (230; 240; 236)                         (22; 25; 23)              (87; 92; 90)                                     

  $F = 5$                                                                                                                                                   

  $N = 100$\                             $K = 400$                               (243; 331; 289)           (8; 15; 13)                    (127; 212; 173)   
  $\mathbf{s}_{1}\left( 1 \right) = 1$                                                                                                                      

  $F = 1$                                                                                                                                                   

  $K = 80$                               (239; 315; 289)                         (7; 18; 14)               (123; 197; 170)                                  

  $F = 5$                                                                                                                                                   
  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------

sensors-16-01536-t002_Table 2

###### 

Average empirical time complexity of the proposed lifetime optimization method. The column on the right shows the growth order *a*.

  Weights $\mathbf{\mathbf{w}_{1},\mathbf{w}_{2}}$   Growth Order *a*
  -------------------------------------------------- ------------------
  $1,0$                                              1.32
  $0,1$                                              1.44
  $1,1$                                              1.32
