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1 Introduction
Through a careful modification of the work found in [14], we are able to
give partial regularity for co-dimension one absolutely area-minimizing
currents at points where the boundary is tangentially C1,α immersed. Our
main result, Theorem 2, can be heuristically stated as follows:
Theorem 2 Suppose T is an n-dimensional absolutely area-minimizing
integer rectifiable current in an open subset of Rn+1 containing the origin,
and that near the origin ∂T consists of a sum of (n− 1)-dimensional C1,α
orientable submanifolds for some α ∈ (0, 1], each possibly with multiplicity,
meeting tangentially (with same orientation) at the origin. Suppose as well
that T has a tangent cone at the origin
C = MEn {(y1, . . . , yn) ∈ Rn : yn > 0}+mEn {(y1, . . . , yn) ∈ Rn : yn < 0}
where M,m are positive integers with m ≤M − 1. Then near the origin,
there is a large region of the horizontal hyperplane Rn × {0} such that the
support of T over this region is the graph of a C1,
α
4n+6 function.
Furthermore, the region is such that we can conclude C is the unique
tangent cone of T at the origin. Here, En is the current associated to the
hyperplane Rn × {0} with usual orientation; see 4.1.7 of [10]. See 4.3.16 of
[10] for the definition of a tangent cone of a current.
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Theorem 2 is precisely a generalization of Corollory 9.3 of [14], after
applying the Hopf-type boundary point lemma given by Lemma 7 of [11],
also appearing in [14] as Lemma 10.1. We can get full boundary regularity
via [30] in the special case that ∂T is supported on exactly one C1,α
submanifold (if for example m =M − 1), letting in this case
m ∈ {0, . . . ,M − 1} and M ≥ 1. By [30] and the fact that the tangent cone
of T at the origin is C as above, if m = 0 then T corresponds to a C1,α
hypersurface-with-boundary, and if m ≥ 1 then the support of T near the
origin is a real analytic hypersurface, with T having multiplicity M,m on
either side of ∂T.
1.1 Modifying the work of Hardt and Simon
To the reader thoroughly familiar with the entirety of [14], we can describe
the key estimate and minor modification which allows us to carry over the
proofs found in [14].
First, the key estimate needed is given by (A.0.8). This estimate is crucial
to prove Lemma 8.4, analogous to Lemma 6.4 of [14]. We use (A.0.8) to
prove Lemma 8.4, to show the function defined by taking the top sheet of
the harmonic blowups (when the harmonic blowups are linear as in Lemma
8.4) is harmonic, leading to conclude the harmonic blowups are all given by
the same linear function. See (8.4.15), where we specifically refer to (A.0.8)
in the proof of Lemma 8.4.
The minor modification which must be made is seen in Lemma 5.2, which is
analogous to Lemma 3.2 of [14]. One can see in the right-hand side of the
conclusion, we have replaced c7τ
−2κ2T in Lemma 3.2 of [14] with c7κT in
Lemma 5.2. This difference arises from the fact that, as opposed to [14],
the boundary ∂T no longer corresponds to integrating over an embedded
submanifold. As such, a slightly different proof must be given for Lemma
5.2 than the proof of Lemma 3.2 of [14]. We must subsequently take care
that the rest of [14] follows through keeping in mind Lemma 5.2; notably,
we must check that Lemmas 6.1,8.4 still hold.
Besides these two points, the rest of [14] passes through essentially without
change, with only minor modifications due to the more general structure of
∂T. For the reader already familiar with [14] who wishes a more terse
exposition, we reference [22], which is a shorter version of this work in
which only the differences with [14] are explained. However, we take this
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opportunity to reintroduce the seminal work of [14], using more modern
notation. We also include clarifying exposition, some of which is taken from
[7], which extends the results of [14] to minimizing currents with prescribed
mean curvature.
1.2 An application of Theorem 2
We note an application of Theorem 2, which in fact motivated the present
work. Recently in [21] the author introduced the c-isoperimetric mass of
currents, which is defined for each c > 0 by
Mc(T ) =M(T ) + cM(∂T )κ
whenever T is an n-dimensional integer multiplicity rectifiable current in
Rn+k, M is the usual mass on currents, and κ = n
n−1
is the isoperimetric
exponent.
This leads to define and study a minimization problem. Let Γ be an
(n− 1)-dimensional integer rectifiable current in Rn+k with compact
support and ∂Γ = 0, which we refer to as the fixed boundary. Define
IΓ(R
n+k) to be the set of n-dimensional integer rectifiable currents T with
compact support so that ∂T = Γ+Σ where Γ and Σ have disjoint supports.
We then say Tc ∈ IΓ(Rn+k) is a solution to the c-Plateau problem with
respect to fixed boundary Γ if Tc minimizes M
c amongst all T ∈ IΓ(Rn+k)
(see Definition 3.3 of [21] with U = Rn+k). For such Tc, writing
∂Tc = Γ + Σc we refer to Σc as the free boundary.
Theorem 8.2 of [21] concludes there is no solution to the c-Plateau problem
Tc with ∂Tc = Γ + Σc with nonzero free boundary Σc a smooth embedded
(n− 1)-dimensional submanifold with parallel mean curvature (that is
constant mean curvature in the sense of [15]) so that Tc near Σc is a smooth
submanifold-with-boundary. This can be used in Theorem 9.1 of [21] to
show that in case the fixed boundary Γ is one-dimensional in the plane, that
is if n = 2, k = 0, then free boundaries must always be empty. However,
so-called non-trivial solutions in the limit can occur, as seen in Theorem
10.2 of [21] which shows that for small values of c > 0 when Γ is the square
in the plane, the infimum of Mc is attained in the limit by a sequence of
currents in IΓ(R
2) which converge to a nonempty current not in IΓ(R
2).
The author conjectures that this holds generally in n = 2, k = 1 : if the
fixed boundary Γ is one-dimensional in R3, then for each c > 0 either every
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solution to the c-Plateau problem Tc with fixed boundary Γ has empty free
boundary, so that ∂Tc = Γ, or the infimum value of M
c can only be
attained in the limit by a sequence of currents in IΓ(R
3). Evidence for this
is given by recent work by the author in [23], where it is proved (in case
n = 2, k = 1) that Tc at singular points of the free boundary Σc must have
complicated topology; more specifically, Tc cannot be supported in a finite
union of C1 surfaces-with-boundary.
1.3 More complete regularity
The results of this work directly lead to the following regularity result,
given by Theorem 3.18 of [24]:
Theorem 3.18 of [24]: Suppose T is an n-dimensional absolutely
area-minimizing integer rectifiable current in an open subset of Rn+1
containing the origin, and that near the origin ∂T consists of a sum of
(n− 1)-dimensional C1,α orientable submanifolds for some α ∈ (0, 1]
through the origin, each possibly with multiplicity, which pairwise meet only
tangentially (with same orientation). Suppose as well that T has a tangent
cone at the origin
C = MEn {(y1, . . . , yn) ∈ Rn : yn > 0}+mEn {(y1, . . . , yn) ∈ Rn : yn < 0}
where M,m are positive integers with m ≤M − 1. Then the support of T
near the origin is the graph of a smooth solution to the minimal surface
equation u : Rn → R, and the orientation vector of T near the origin
corresponds to the upward pointing unit normal of the graph of u.
We make clear that in Theorem 3.18 of [24], we not only assume that ∂T
consists of orientable submanifolds (with multiplicity) intersecting
tangentially (with same orientation) at the origin, in fact we assume that
anywhere a pair of these submanifolds intersect they do so tangentially. In
[24] we say such T has C1,α tangentially immersed boundary, and there the
author studies such T more completely.
As proving Theorem 3.18 of [24] takes some effort in and of itself, we focus
here on proving Theorem 2.
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1.4 Counterexamples
The examples of stable branched minimal immersions given by [27] and [20]
show the absolutely area-minimizing hypothesis cannot be relaxed to
stability. Indeed, Theorem 1 of [27] holds that if u0 is a solution to the
two-valued minimal surface equation (see the operator M0 at the start of
§3 of [20]) over the punctured unit disk in R2 which can be extended
continuously across the origin, then
G = {(reiθ, u0(r1/2eiθ/2)) : r ∈ (0, 1), θ ∈ R}
is a stable minimal immersion with C1,α branch point at (0, u0(0)), for some
α ∈ (0, 1). [27] and [20] show a large non-trivial class of such solutions exist.
We can thus show there is a solution u0 to the two-valued minimal surface
equation which can be extended continuously across the origin, so that
{(reiθ, u(r1/2eiθ/2)) : r ∈ (0, 1), θ ∈ (0, 3π)} satisfies the assumptions of
Theorem 2 (with M = 2, m = 1, and with the absolutely area-minimizing
condition replaced by stability) but fails to satisfy the partial regularity
conclusions given there.
Neither does Theorem 2 hold in higher co-dimensions. A counterexample is
given by considering the region {(reiθ, r3/2e 3iθ2 ) : r > 0, θ ∈ [0, 3π]} of the
holomorphic variety {(z, w) : z3 = w2} ⊂ C× C ∼= R4, which is still
calibrated and hence area-minimizing.
The best general result in all co-dimensions is thus as in [2], boundary
regularity in case of currents with C1,α embedded boundary at points of
density near 1/2; see Theorem 0.1 of [8], which concludes this in fact for
almost minimizing currents of arbitrary co-dimension, or more generally, [3]
which does this for stationary varifolds. Observe again, that the examples
from [27] and [20] show the density = 1/2 assumption cannot be relaxed
without the area-minimizing hypothesis.
1.5 Future work
Clearly, we wish to extend Theorem 2 to the case when m = 0, that is when
T has tangent cone at the origin
C =MEn {(y1, . . . , yn) ∈ Rn : yn > 0}
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for M a positive integer. What prevents us from modifying the work of [14]
in case m = 0 is specifically (A.0.8), which is only generally true if m ≥ 1.
Naturally, we also wish to give a similar result to Theorem 2 in all cases,
without assuming T has a tangent cone at the origin of a certain form. At
least, we make the following:
Conjecture: Suppose T is an n-dimensional absolutely area-minimizing
integer rectifiable current in an open subset of Rn+1 containing the origin,
and that near the origin ∂T consists of a sum of (n− 1)-dimensional C1,α
orientable submanifolds for some α ∈ (0, 1], each possibly with multiplicity,
meeting tangentially (with same orientation) at the origin. Then T has
unique tangent cone at the origin.
To prove this, it may be necessary to apply the techniques of [31], which
gives a general regularity theory for co-dimension one stable minimal
hypersurfaces. We suspect this as [31] proceeds by considering the
geometric structure of a co-dimension one stable minimal hypersurface near
points where such a hypersurface has a tangent cone consisting of a sum of
half-hyperplanes meeting along a common co-dimension two subspace (the
“spine” of the tangent cone). Moreover, [31] carries through this
examination in part by generalizing the techniques of [14], albeit to an
exceedingly sophisticated degree.
1.6 Summary
We now discuss the organization of this work.
Our aim is to extend Corollary 9.3 of [14] to the conditions set forth by
Theorem 2. This involves making small but ubiquitous changes to the
proofs found in [14], up to Theorem 11.1 found therein. This task is
undertaken in sections 3-13. In section 3, in particular in sections 3.1,3.2,
we introduce our notation, which is different and more modern than the
notation used in [14]. To modify [14], we must rely on the calculations
established in the Appendix, which contain the deeper differences between
the present setting and the proof of [14].
Each section of [14] is devoted to a large theoretical step, further divided
into subsections, given either by closely related computations, lemma, or
theorem. We follow the same general structure as well. We include minor,
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although clarifying, corrections to [14]. We will also include expository
comments, some taken from [7].
Before all this, we state in section 2 the main result Theorem 2, giving
exactly the assumptions necessary. Corollary 2 concludes uniqueness of
tangent cones for T satisfying the conditions of Theorem 2. We also remark
in Theorem 2, using [4], why currents T as in Theorem 2 must have tangent
cones at such tangential boundary points.
2 Main results
For the definition of absolutely area-minimizing, consult 5.1.6 of [10]. We
denote En−1,En to be the currents associated respectively to
R
n−1 × {0},Rn × {0} in Rn+1 each with usual orientation, as in 4.1.7 [10].
Given r > 0, we denote the homothety η0,ρ(x) = x/ρ, and for a current T
we let η0,ρ♯T be the push-forward of T by η0,ρ. Let also ClosA denote the
closure of A ⊆ Rn+1. We now state our main result.
Theorem. Suppose α ∈ (0, 1] and T is an n-dimensional absolutely
area-minimizing locally rectifiable integer multiplicity current in
{x ∈ Rn+1 : |x| < 3}. We also suppose T satisfies the hypothesis:
(∗)
∂T {(x1, . . . ,xn+1) ∈ Rn+1 : |(x1, . . . , xn−1)| < 2, |xn| < 2}
= (−1)n
N∑
ℓ=1
mℓΦT,ℓ♯(E
n−1 {z ∈ Rn−1 : |z| < 2}),
where mℓ are positive integers, and for each ℓ ∈ {1, . . . , N} and
z ∈ Rn−1 with |z| < 2
ΦT,ℓ(z) = (z, ϕT,ℓ(z), ψT,ℓ(z))
where ϕT,ℓ, ψT,ℓ ∈ C1,α({z ∈ Rn−1 : |z| < 2}) with
ϕT,ℓ(0) = 0 = ψT,ℓ(0), DϕT,ℓ(0) = 0 = DψT,ℓ(0).
(∗∗) T has a tangent cone
MEn {(y1, . . . , yn) ∈ Rn : yn > 0}+mEn {(y1, . . . , yn) ∈ Rn : yn < 0}
at the origin, where M ∈ {2, 3, . . .} and m ∈ {1, . . . ,M − 1}.
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Then there is a δ = δ(n,M,m, α) ∈ (0, 1) sufficiently small, so that letting
V˜ = {y = (y1, . . . yn) ∈ Rn : yn > |y|1+ α4n+6 , |y| < δ}
W˜ = {y = (y1, . . . yn) ∈ Rn : yn < −|y|1+ α4n+6 , |y| < δ},
then for ρ > 0 sufficiently small depending on T we have
p−1(V˜ ) ∩ sptη0,ρ♯T = graphV˜ v˜
p−1(W˜ ) ∩ sptη0,ρ♯T = graphW˜ w˜
for some v˜ ∈ C1, α4n+6 (Clos V˜ ), w˜ ∈ C1, α4n+6 (Clos W˜ ) such that v˜|V˜ , w˜|W˜
satisfy the minimal surface equation with Dv˜(0) = 0 = Dw˜(0).
Furthermore, we have
sup
y∈V˜
|D2v˜(y)|
|y| α4n+6−1 + supy∈W˜
|D2w˜(y)|
|y| α4n+6−1 ≤ c
for some c = c(n,M,m) ∈ (0,∞).
Note that M −m =∑Nℓ=1mℓ. As noted in the introduction, the case
m =M − 1 is just Corollary 9.3 of [14], together with Lemma 10.1 of [14].
Also, if N = 1, that is when ∂T is an (n− 1)-dimensional C1,α submanifold
with multiplicity, then Theorem 2 follows in this case by the higher
multiplicity boundary regularity given by [30]. Nonetheless, the proof we
give below will cover all cases. The following corollary immediately follows.
Corollary. If T is as in Theorem 2, then T has unique tangent cone
MEn {(y1, . . . , yn) ∈ Rn : yn > 0}+mEn {(y1, . . . , yn) ∈ Rn : yn < 0}
at the origin.
Before proceeding, we prove a lemma showing the existence of tangent
cones to start.
Lemma. Suppose α ∈ (0, 1] and T is an n-dimensional absolutely
area-minimizing locally rectifiable integer multiplicity current in
{x ∈ Rn+1 : |x| < 3} satisfying hypothesis (∗). Then T has an oriented
tangent cone at the origin, and every oriented tangent cone of T at the
origin is absolutely area minimizing with density at the origin equal to the
density of T at the origin.
8
Proof. By Theorems 3.6,3.3 of [4] we only need to check the finiteness of
ν∂T1 (0) =
∫
{x∈Rn+1:|x|<1}
| ~∂T ∧ x|
|x|n dµ∂T (x).
This follows by hypothesis (∗).
Observe of course that T may satisfy hypothesis (∗) but not (∗∗), if for
example T is a union of half-planes in space, appropriately oriented.
3 Notation and preliminaries
While it is tempting to use the same notation as [14], we take this
opportunity to offer cleaner, modern notation. This will not inconvenience
the reader, as this article can be read independently of [14].
For N = {1, 2, . . .}, in what follows we fix numbers
n,M ∈ N with n ≥ 2, m ∈ {0} ∪ N with m ≤M − 1, α ∈ (0, 1].
In this section we will also use n˜ ∈ {1, . . . , n+ 1}. Observe that while we
will only show Theorem 2 holds with m ∈ N, many of the calculations here
hold with m = 0. In particular, we only use m ≥ 1 in Lemma 8.4, Theorem
9.3, section 10, Theorem 11.1, section 13, and in (A.0.8).
We will introduce and use constants c1, . . . , c49, a few of which are exactly
as in [14]. We must take care to show that c1, . . . , c46 depend only on
n,M,m in order to apply the iterative arguments used to prove the crucial
Lemma 11.2. The constants c47, c48, c49 will only be used in proving the
general Hopf-type boundary point Lemma 12.1; as such, c47, c48, c49 are
exactly as in [14].
3.1 Notation associated to Euclidean space.
This section combines sections 1.1,1.2,1.3 of [14]. We will mostly work in
the Euclidean spaces Rn−1,Rn,Rn+1.
• We shall typically write points in the three Euclidean spaces
x = (x1, . . . , xn+1) ∈ Rn+1,
y = (y1, . . . , yn) ∈ Rn,
z = (z1, . . . , zn−1) ∈ Rn−1.
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We shall as well use x˜ ∈ Rn, y˜ ∈ Rn, z˜ ∈ Rn−1. We will also identify
Rn with Rn × {0} ⊂ Rn+1 by identifying y ∈ Rn with (y, 0) ∈ Rn+1;
we do the same for Rn−1 in both Rn and Rn+1.
• If A ⊆ Rn+1, then we shall denote the closure of A by ClosA, and we
denote the boundary of A by ∂A = ClosA \ A.
• Define the following functions. Fix ρ ∈ (0,∞) and θ ∈ R.
ηρ :R
n+1 → Rn+1, ηρ(x) = x/ρ.
rotθ :R
n+1 → Rn+1,
rotθ(x) = (x1, . . . , xn−1, xn cos θ − xn+1 sin θ, xn sin θ + xn+1 cos θ).
p :Rn+1 → Rn, p(x) = (x1, . . . , xn).
q0 :R
n+1 → R, q0(x) = xn.
q1 :R
n+1 → R, q1(x) = xn+1.
Note that the notation for ηρ is derived from the usual notation for
the more general homothety ηx˜,ρ(x) =
x−x˜
ρ
. Since we will only once
need the homothety η−x,1 (translation by x, in the proof of Theorem
7.4), then we use ηρ for rescaling.
• We denote the following subsets of Rn+1. For x ∈ Rn+1 and
ρ ∈ (0,∞), we shall denote the open and closed ball by
Bρ(x) = {x˜ ∈ Rn+1 : |x˜− x| < ρ}
B¯ρ(x) = {x˜ ∈ Rn+1 : |x˜− x| ≤ ρ}.
We will mainly consider balls centered at the origin, and so we denote
Bρ = Bρ(0) and B¯ρ = B¯ρ(0).
Of great importance will be vertical closed cylinders centered at the
origin, so we denote
Cρ = {x˜ ∈ Rn+1 : |p(x˜)| ≤ ρ}.
• Given z ∈ Rn−1 and y ∈ Rn, we denote the open and closed balls in
Rn−1,Rn with ρ ∈ (0,∞)
Bn−1ρ (z) = Bρ(z) ∩ Rn−1, B¯n−1ρ (z) = B¯ρ(z) ∩ Rn−1
Bnρ (y) = Bρ(y) ∩ Rn, B¯nρ (y) = B¯ρ(y) ∩ Rn.
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We will specifically use balls centered at the origin, denoted by
Bn−1ρ = Bρ ∩ Rn−1, B¯n−1ρ = B¯ρ ∩ Rn−1
Bnρ = Bρ ∩ Rn, B¯nρ = B¯ρ ∩ Rn
The following sets will also be important, so we denote them as in [14]:
L = Bn−11 ,V = {y ∈ Bn1 : yn > 0},W = {y ∈ Bn1 : yn < 0}
Vσ = {y ∈ V : dist(y, ∂V) > σ},Wσ = {y ∈W : dist(y, ∂W) > σ}
for σ ∈ (0, 1).
• Let e1, . . . , en+1 ∈ Rn+1 be the standard basis vectors; we will also
denote the standard basis e1, . . . , en−1 ∈ Rn−1 and e1, . . . , en ∈ Rn. We
let ∗ : ∧nRn+1 → Rn+1 be the Hopf map
∗
(
n+1∑
i=1
xk(−1)k−1e1 ∧ . . . ∧ ek−1 ∧ ek+1 ∧ . . . ∧ en+1
)
=
n+1∑
k=1
xkek.
Note that ∗(e1 ∧ . . . ∧ en) = (−1)nen+1.
• Let Hn˜ be n˜-dimensional Hausdorff measure in Rn+1. Denote
̟n˜ = Hn˜(B1 ∩ Rn˜).
• D will denote differentiation over Euclidean space, with dimension
clear by context, and Dk partial differentiation with respect to the k
th
variable.
Lip(φ) will denote the Lipschitz constant for a Lipschitz function
φ : Rn+1 → Rn+1.
We will use various spaces of Ho¨lder continuously differentiable
functions. For example, Ck,ac (A, A˜) will denote the k times Ho¨lder
continuously differentiable functions of order a with compact support
in A and values in A˜, where k ∈ N and a ∈ [0, 1].
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3.2 Notation associated to T ∈ Rn(Rn+1).
This is section 1.4 of [14]. For a thorough introduction to currents, see
[10],[26].
• Recall that Dn˜(Rn+1) denotes the smooth compactly supported
n˜-forms. The n˜-dimensional currents over Rn+1 are then the set of
linear functionals over Dn˜(Rn+1).
Given an n˜-dimensional current T, as usual ∂T will denote the
associated boundary of T. So, ∂T is the (n˜− 1)-dimensional current
defined by ∂T (ω) = T (dω) for ω ∈ Dn˜−1(Rn+1).
• For T a current over Rn+1 and φ : Rn+1 → Rn+1, we denote φ♯T the
push-forward current of T by φ; we shall frequently make use of ηρ♯T.
• Denote by En˜ the n˜-dimensional current in Rn+1 given by
E
n˜(ω) =
∫
Rn˜
〈ω, e1 ∧ . . . ∧ en˜〉 dHn˜ for ω ∈ Dn˜(Rn+1).
• For T an n˜-dimensional current in Rn+1, we let µT denote the
associated mass measure of T ; This is given by
µT (U) = supω∈Dn˜(U),|ω|≤1 T (ω) when U is an open subset of R
n+1. We
define the support of T by spt T = spt µT . Let ~T be the∧
n˜(R
n+1)-valued orientation of T. Thus, T (ω) =
∫ 〈ω, ~T 〉 dµT for
ω ∈ Dn˜(Rn+1).
We denote the mass of T by M(T ) = µT (R
n+1).
For A a µT -measurable set, we let T A denote the restriction current
(T A)(ω) =
∫
A
〈ω, ~T 〉 dµT for ω ∈ Dn˜(Rn+1). In some instances we
may use M(T A) instead of µT (A), in order to avoid cluttered
notation.
We denote the density of T at x ∈ Rn+1 by ΘT (x) = limρց0 µT (Bρ(x))̟n˜ρn˜ ,
whenever this limit exists.
• We shall let Rn˜(Rn+1) denote the n˜-dimensional (integer) rectifiable
currents over Rn+1.
For T ∈ Rn˜(Rn+1), denote the approximate (n˜-dimensional) tangent
space of T at x by TxT, for the µT -almost-every x ∈ Rn+1 such that
this space exists.
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• For T ∈ Rn(Rn+1), we denote the associated generalized unit normal
vector field VT defined by VT (x) = ∗~T (x) for µT -almost-every x; note
that VT (x) ⊥ TxT. We will also write the components
VT = (VT1 , . . . ,VTn+1).
• For f ∈ C1(Rn+1) let ∇Tf = Df − (Df · VT )VT denote tangential
differentiation over T. For X ∈ C1(Rn+1;Rn+1) let
divT X = divRn+1 X − VT · (DXVT ) denote the divergence over T.
• We say T ∈ Rn(Rn+1) is (absolutely) area minimizing if for any
R ∈ Rn(Rn+1) with ∂R = ∂T we have M(T ) ≤M(R).
We now define the cylindrical and spherical excess of a current.
Definition. Suppose T ∈ Rn(Rn+1). We define the cylindrical excess of T
at radius r ∈ (0,∞) to be
EC(T, r) =
µT (Cr)− µp♯T (Cr)
rn
.
If ΘT (0) exists, we define the spherical excess of T at radius r ∈ (0,∞) by
ES(T, r) =
µT (B¯r)
rn
−̟nΘT (0).
From the definition of cylindrical excess, as well as Remark 27.2(3) of [26],
we get the following monotonicity for 0 < r < s <∞
(3.2.1)
rnEC(T, r) =
∫
Cr
1− |VTn+1| dµT
≤
∫
Cs
1− |VTn+1| dµT = snEC(T, s).
This is 1.4(1) of [14], with a slight correction.
3.3 The family T .
This is sections 1.5,1.6 of [14] with substantial changes. Most notably, we
replace section 1.5 of [14] with assumption (3.3.4).
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Definition. Let M ∈ N, m ∈ {0, . . . ,M − 1}, and α ∈ (0, 1]. Define
T = T (M,m, α) to be the collection of (absolutely) area minimizing
T ∈ Rn(Rn+1) such that the following four hold.
First, T satisfies the basic support, mass, and density identities
(3.3.1)
spt T ⊂ B¯3
M(T ) ≤ 3n(1 +M̟n)
ΘT (0) =
M +m
2
.
Second, there are N,m1, . . . , mN ∈ N so that
(3.3.2)
N∑
ℓ=1
mℓ =M −m and
∂T {x ∈ Rn+1 :|(x1, . . . , xn−1)| < 2, |xn| < 2}
= (−1)n
N∑
ℓ=1
mℓΦT,ℓ♯
(
E
n−1 Bn−12
)
where for each ℓ = 1, . . . , N we have ΦT,ℓ(z) = (z, ϕT,ℓ(z), ψT,ℓ(z)) for
functions ϕT,ℓ, ψT,ℓ ∈ C1,α(Bn−12 ) satisfying ϕT,ℓ(0) = 0 = ψT,ℓ(0),
DϕT,ℓ(0) = 0 = DψT,ℓ(0).
Third, and moreover, defining
(3.3.3)
κT =
2
α
max
ℓ=1,...,N
sup
z 6=z˜
|(DϕT,ℓ(z), DψT,ℓ(z))− (DϕT,ℓ(z˜), DψT,ℓ(z˜))|
|z − z˜|α
then κT ≤ 1.
Fourth and final, if we define ϕmaxT , ϕ
min
T : B
n−1
2 → R by
ϕmaxT (z) = max
ℓ=1,...,N
ϕT,ℓ(z), ϕ
min
T (z) = min
ℓ=1,...,N
ϕT,ℓ(z),
then
(3.3.4)
p♯(T C2) {y ∈ Bn2 : yn /∈ [ϕminT (y1, . . . , yn−1), ϕmaxT (y1, . . . , yn−1)]}
=MEn {y ∈ Bn2 : yn > ϕmaxT (y1, . . . , yn−1)}
+mEn {y ∈ Bn2 : yn < ϕminT (y1, . . . , yn−1)}.
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Using (A.0.7) and then (A.0.6), we compute for r ∈ (0, 2]
(3.3.5)
ES(T, r) ≤ µT (Cr)
rn
−
(
M +m
2
)
̟n
≤ EC(T, r) +
µp♯T (Cr)
rn
−
(
M +m
2
)
̟n
≤ EC(T, r) + (M −m)̟n−1rακT .
This is a modification of 1.6(1) of [14], a bound on the spherical excess by
the cylindrical excess. Later, in Lemma 9.1 and Theorem 9.3 we must
essentially bound the cylindrical excess by the spherical excess.
4 First variation and monotonicity
This is section 2 of [14], with mostly only changes in presentation.
Monotonicity formulas are computed in this section, via the first variation.
We introduce the constants c1, . . . , c5.
Throughout this section (and after) we shall write T = T (M,m, α) with
M ∈ N, m ∈ {0, . . . ,M − 1}, and α ∈ (0, 1]. Recall that we need m ≥ 1
only in Lemma 8.4, Theorem 9.3, section 10, Theorem 11.1, section 13, and
in (A.0.8).
Starting with this section, if the reader subtracts two to the section
number, then one gets the counterpart section, subsection, lemma, theorem,
and equation of [14].
4.1 First variation
The following first variation formula is well-known; we sketch the proof. We
thus give a more precise version of the first variation formula given in
section 2.1 of [14].
Lemma. For any T ∈ T , there is a µ∂T -measurable vector field
νT : (B
n
2 × R)→ Rn+1 with νT (x) ⊥ Tx∂T and |νT (x)| ≤ 1 for
µ∂T -almost-every x ∈ Bn2 × R such that∫
divT X dµT =
∫
νT ·X dµ∂T
for every X ∈ C1c (Bn2 × R).
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Note that (as opposed to [14]) we have used VT to denote the generalized
unit normal vector field of T, given by VT = ∗~T . In this lemma and here
throughout, νT denotes the generalized co-normal of ∂T with respect to T .
The proof here is taken from the proof of (2.10) of [9].
Proof. Examining the proof of Lemma 3.1 of [4], we conclude
| ∫ divT X dµT | ≤ ∫ |X ∧ ~∂T | dµ∂T ; to see this, note that in our setting we
may take λ = 0 in the proof of Lemma 3.1 of [4]. This together with section
39 of [26] implies the lemma.
4.2 Monotonicity
We give the monotonicity formulas of section 2.2 of [14]. The conclusions
bear only changes in notation.
Lemma. There are constants c1, c2, c3, c4 depending on n,M,m so that for
any T ∈ T , 0 < r ≤ s < 2, and κ ∈ (0, 1)
(4.2.1)
µT (B¯r)
rn
ec1κT r
α
is nondecreasing in r,
(4.2.2)
1
c2
≤ µT (B¯r)
rn
≤ c2,
(4.2.3)
∫
B¯2
1
|x|(1−κ)ndµT (x) ≤
c3
κ
,
(4.2.4)
∣∣∣∣µT (B¯s)sn − µT (B¯r)rn −
∫
B¯s\B¯r
|x · VT (x)|2
|x|n+2 dµT (x)
∣∣∣∣
≤ c4κT
2
[
(sα − rα) + α
(
1−
(r
s
)n)
rα
]
,
(4.2.5)
∣∣∣∣ES(T, s)−
∫
B¯s
|x · VT (x)|2
|x|n+2 dµT (x)
∣∣∣∣ ≤ c4κT .
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These are respectively formulas 2.2(1)-(5) of [14], but where c1, c2, c3, c4 now
depend on n,M,m. Observe that our use of κ ∈ (0, 1) in (4.2.3) differs from
that of β ∈ (0, n) as used in 2.2(3) of [14]; in fact, we won’t be needing
(4.2.3), but present it for potential future use, and to keep our references to
equations as close to [14] as feasible.
Proof. We first prove (4.2.4). Consider the Lipschitz vector field
X(x) =


(r−n − s−n)x for |x| ≤ r,
(|x|−n − s−n)x for r < |x| ≤ s,
0 for s < |x|,
and recall that by the previous section we have∫
divT X dµT =
∫
νT ·X dµ∂T . Using (3.3.2) we conclude∣∣∣∣
∫
divT X dµT
∣∣∣∣ ≤
∫
|X ∧ ~∂T | dµ∂T
=
N∑
ℓ=1
mℓ
∫
ΦT,ℓ(B
n−1
2 )
|X ∧ ~∂T | dHn−1
Furthermore, for each ℓ = 1, . . . , N we have by (3.3.3) that for
Hn−1-almost-every x ∈ ΦT,ℓ(Bn−12 ) (as in 2.2(6) of [14])
(4.2.6)
|x| ≤ (1 + κT )|(x1, . . . , xn−1)| ≤ 2|(x1, . . . , xn−1)|,
|x ∧ ~∂T (x)| ≤ c5κα|(x1, . . . , xn−1)|1+α,
where c5 depends in fact only on n. Thus, (4.2.4) follows by integrating
with respect to (x1, . . . , xn−1), noting that∫ s
r
(t−n − s−n)tn−1+α dt ≤ α−1(sα − rα)
(r−n − s−n)
∫ r
0
tn−1+α dt ≤ (1− (r/s)n)rα,
and recalling by (3.3.2) that
∑N
ℓ=1mℓ =M −m; from this we get c4
depending on n,M,m.
Second, define L : Rn+1 → Rn (as in [14]) by
L(x) = (x1, . . . , xn−1, |(xn, xn+1)|) for x ∈ Rn+1.
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Note that Lip(L) = 1 and that L♯(T B2) 6= 0 because(
∂L♯(T B2)
)
Bn2 = L♯(∂T B2) 6= 0.
From (4.2.6) and 4.1.31 of [10] we infer that for r ∈ (0, 2)
r−nµT (B¯r) ≥ r−nµL♯T (B¯r)
≥ r−nM(En {y ∈ B¯nr : 2|(y1, . . . , yn−1)| ≤ |y|, yn > 0})
= Hn({y ∈ B¯nr : 2|(y1, . . . , yn−1)| ≤ |y|, yn > 0}).
This along with (4.2.4) implies the first inequality in (4.2.2). Letting
φ(r) = r−nµT (B¯r), we deduce from this inequality and (4.2.4) that
(n+ 2)c2c4κTαr
α−1φ(r) + lim inf
sցr
φ(s)− φ(r)
s− r ≥ 0,
which implies (4.2.1) with c1 = (n+ 2)c2c4.
By increasing c2 if necessary, the second inequality in (4.2.2) now follows
from (4.2.1) and (3.3.1); we can also show (4.2.3) from (4.2.2). Meanwhile,
(4.2.5) is verified by letting r ց 0 in (4.2.4).
4.3 Remark
We remark here as in section 2.3 of [14]. If T ∈ T and λ ∈ (0, 1/3], then
(4.2.4) applied with r = 3λ and s = 1, (3.3.1), and (3.3.5) imply
M((ηλ♯T ) B¯3) =3
n
(
(3λ)−nµT (B¯3λ)
)
≤3n(µT (B¯1) + c4κT )
<3n
(
EC(T, 1) +
(
M +m
2
)
̟n
)
+ 3n((M −m)̟n−1 + c4)κT .
We can hence choose c4 depending on n,M,m so that
EC(T, 1) + κT ≤ (1 + c4)−1 implies M((ηλ♯T ) B¯3) < 3n(1 +M̟n). Thus
(4.3.1) (ηλ♯T ) B3 ∈ T if EC(T, 1) + κT ≤ (1 + c4)−1 and λ ∈ (0, 1/3],
moreover with
(4.3.2) κ(ηλ♯T ) B3 ≤ λακT .
These are 2.3(1)(2) of [14], with only differences in notation. These
equations will be used to iteratively apply results for T ∈ T to rescalings of
T, most notable in the proof of Lemma 9.1.
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5 An area comparison lemma
The results of this section shall be used in the next to conclude preliminary
bounds on the excess. This section is analogous to section 3 of [14].
However, we must make a serious change to section 3.2 of [14].
The last constant introduced in section 4 was c5, analogous to the last
constant c5 introduced in section 2 of [14]. We note that the first constant
introduced in section 3 of [14] is c7; in other words, the constant c6 is
mistakenly skipped. To make it easier for the reader to compare our current
work to [14], we as well skip c6 and introduce c7, c8, c9. Also, while section 3
of [14] also introduced c10 and c11, we will not be needing them.
5.1 Remark
A general fact about exterior algebras is stated, as in section 3.1 of [14].
If F ∈ C1(Rn+1;Rn+1) and T ∈ T , then for µT -almost-every x ∈ Rn+1
∗((∧nDF )(x)~T (x)) = VT (x)∆(x)
where ∆(x) is the (n+ 1)× (n+ 1) matrix with (i, j)th entry (−1)i+j times
the determinant of the n× n matrix obtained by deleting the ith row and
jth column from the (n+ 1)× (n+ 1) matrix with ith row DiF (x).
5.2 Lemma
We give a lemma analogous to that of section 3.2 of [14]. However, the
conclusion of our lemma is slightly different. As such, we must take care
that any applications of Lemma 7.2 still follow through as for Lemma 3.2 of
[14]. Recall that q1 : R
n+1 → R is given by q1(x) = xn+1 for x ∈ Rn+1. This
lemma uses the first variation Lemma 4.1 with “vertical” deformation
vector fields, to estimate the change in the mass of T when pushforwarded
by certain maps F : Rn+1 → Rn+1 fixing cylinders Cρ.
Lemma. There are constants c7, c8 depending on n,M,m such that if
T ∈ T , ρ ∈ (0,∞), τ ∈ (0, 1), A ⊆ C1+τ is a Borel set satisfying
A = p−1[p(A)], and φ ∈ C1(Rn; [0, 1]) with supp(A) |Dφ| ≤ ρ/τ, then
M(F♯(T A))−M(T A) ≤ c7κT + c8(1 + ρ
2)
τ 2
∫
Aτ
q21 dµT ,
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where F ∈ C1(Rn+1;Rn+1) is given by
F (x) = (p(x), φ(p(x))xn+1),
and where Aτ = {x ∈ Rn+1 : dist(x,A) < τ}.
Proof. Letting ∆ be given as in Remark 5.1, we compute
|VT∆|2 =
n∑
i=1
(VTi φ− q1VTi Diφ)2 + (VTn+1)2
µT -almost-everywhere. Using 4.1.30 of [10], Remark 5.1, the inequalities
φ2 ≤ 1, |VTn+1| ≤ 1,
n∑
i=1
(VTi )2 = 1− (VTn+1)2,
Schwartz’s inequality, and Cauchy’s inequality (2ab ≤ a2 + b2), we estimate
(5.2.1)
M(F♯(T A))−M(T A)
≤
∫
A
|(∧nDF )(x)~T (x)| dµT (x)− µT (A)
=
∫
A
(|VT∆| − 1) dµT =
∫
A
|VT∆|2 − 1
|VT∆|+ 1 dµT
≤
∫
A
∣∣∣ n∑
i=1
(VTi )2φ2 −
(
1− (VTn+1)2
)∣∣∣dµT
+
∫
A
2
∣∣∣q1φVTn+1
n∑
i=1
VTi Diφ
∣∣∣+ (q1VTn+1)2|Dφ|2 dµT
≤
∫
A
(
1− (VTn+1)2
)
+ 2|q1|
√
1− (VTn+1)2 |Dφ|+ q21|Dφ|2 dµT
≤2
∫
A
(
1− (VTn+1)2
)
dµT + 2
∫
A
q21|Dφ|2 dµT ;
this is 3.2(1) of [14]. The second term is ≤ 2ρ2
τ2
∫
Aτ
q21 dµT as is needed.
Consider the first variation formula from Lemma 4.1 with the vector field
X(x) = ζ(x)2q1(x)en+1 where ζ ∈ C1(Rn+1; [0, 1]) satisfies spt ζ ⊂ Aτ ,
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ζ |A = 1, and sup |Dζ | ≤ c9τ with c9 = c9(n). We can compute∫ (
1− (VTn+1)2
)
ζ2 dµT
=
∫
(−2ζq1∇T ζ) · en+1 dµT +
∫
ζ2q1(en+1 · νT ) dµ∂T
≤
∫
1
2
(
1− (VTn+1)2
)
+ 2|Dζ |2q21 dµT +
∫
ζ2|q1| dµ∂T ,
where recall that νT is the co-normal of ∂T with respect to T. Thus∫ (
1− (VTn+1)2
)
ζ2 dµT ≤ 4c
2
9
τ 2
∫
Aτ
q21 dµT + 2
∫
ζ2|q1| dµ∂T .
We can also compute∫
ζ2|q1| dµ∂T ≤
∫
C1+2τ
|q1| dµ∂T
≤
(α
2
)
κT (1 + 2τ)
1+αµ∂T (C1+2τ )
≤ 2−13n+1
(
1 +
32
4
+
34
16
) 1
2
(M −m)̟n−1κT ,
using (3.3.2),(3.3.3), and α, κT , τ ∈ (0, 1] as well as
µ∂T (C1+2τ )
≤(M −m)̟n−1
(
1 +
α2κ2T
4
(1 + 2τ)2α +
α4κ4T
16
(1 + 2τ)4α
)1/2
× (1 + 2τ)n−1.
We conclude the lemma with c7 depending on n,M,m and c8 actually just
depending on c9 (and hence, only on n).
6 Some preliminary bounds on excess
This section compares the cylindrical excess to the height excess, using
subharmonicity while referring to either Theorem 7.5(6) of [1] or Theorem
3.4 of [19]. The proofs and results here are the same as in section 4 of [14],
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although we make a slight clarification to the proof found in section 4.1 of
[14], given here in section 6.1. In this section we introduce c12, . . . , c16; in
the previous section we introduced c7, c8, c9 while skipping c10, c11, which as
opposed to [14] we did not need.
6.1 Lemma
Lemma. There are positive constants c12, c13, c14, c15 ≥ 1 depending only on
n,M,m so that for all σ ∈ (0, 1) and T ∈ T ,
(6.1.1)
c−112 σ
2EC(T, 1)− κT ≤
∫
C1+σ
q21 dµT
≤ c13 sup
C1+σ∩spt T
q21;
(6.1.2)
c−114 σ
n sup
C1−σ∩spt T
q21 − κ2T ≤
∫
C1− σ2
q21 dµT
≤ c15σ−n−1 (EC(T, 1) + κT ) .
The equations (6.1.1),(6.1.2) are 4.1(1)(2) of [14]. We as well remark that
this lemma means that EC(T, 1) can be bounded above and below by fixed
multiples of supC1+σ∩spt T q
2
1 and supC1−σ∩sptT q
2
1, respectively, up to a term
which is a fixed multiple of κT . As remarked in [7], we will repeatedly need
to estimate the cylindrical excess by the height. The first equation (6.1.1)
follows by the area comparison Lemma 5.2 and a comparison argument
based on the minimality of T, while the proof of (6.1.2) uses Allard’s
technique of Moser interation; see Theorem 7.5(6) of [1].
Proof. The second inequality in (6.1.1) follows immediately from (3.3.1)
with c13 = 3
n(1 +M̟n). To prove the first inequality in (6.1.1), first
observe that κT > 3
n
(
1 +M̟n
)
σ2 implies by (3.3.1) that
c−112 σ
2EC(T, 1)− κT < 0
so long as we choose c12 ≥ 1.
Now assume κT ≤ 3n
(
1 +M̟n
)
σ2. With τ = σ/2 let φ, F, h, and RT be as
in Lemma A.0.9. Using the homotopy formula (see 4.1.8-9 of [10] or 26.22
of [26]) we can thus compute
∂
(
(T C1+τ )− F♯(T C1+τ )−RT
)
= ∂
(
T − F♯T − RT
)
= 0.
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Since T is area-minimizing, then this implies
M(T C1+τ ) ≤M(F♯(T C1+τ ) +RT ).
Since F (x) = p(x) for x ∈ C1, then letting A = C1+τ \ C1 we compute
EC(T, 1) =M(T C1)−M(F♯(T C1))
≤M(F♯(T C1+τ ) +RT )−M(T A)−M(F♯(T C1))
≤M(F♯(T A))−M(T A) +M(RT ).
Using (A.0.10) (since κT ≤ 4 · 3n(1 +M̟n)τ 2), Lemma 5.2 (with ρ = 3 and
A = C1+τ \ C1), and τ = σ/2, gives
EC(T, 1) ≤c7κT + 40c8
σ2
∫
C1+σ
q21 dµT
+
(√
21
8
+ 2
9n−7
2 3n
2− 1
2
)
(M −m)̟n−1(1 +M̟n)n−1κT .
We can then choose c12 ≥ 1, depending on n,M,m so that the first
inequality of (6.1.1) holds.
We now prove the first inequality in (6.1.2). For this, we will show the
function max{q1 − κT , 0}2 is T -subharmonic, in the sense that∫
∇T (max{q1 − κT , 0}2) · ∇T ζ dµT ≤ 0
for all ζ ∈ C1c (Rn+1 \ spt ∂T ; [0,∞)). In fact, by the first variation formula
4.1, for any such ζ
0 =
∫
divT (ζen+1) dµT =
∫
en+1 · ∇T ζ dµT =
∫
∇Tq1 · ∇T ζ dµT .
Since max{t− κT , 0}2 is a nondecreasing convex function and q1 is
T -harmonic, then by Lemma 7.5(3) of [1] the function max{q1 − κT , 0}2 is
T -subharmonic.
Having shown max{q1 − κT , 0}2 is subharmonic, we now use the mean
value theorem for subharmonic functions; for this, apply either the
argument of Theorem 7.5(6) of [1] (to the varifold associated with T , see
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Example 4.8(4) of [1]), or the argument of Theorem 3.4 of [19] (with
g˜ij = δij −VTi VTj , µ = µT , and M = U = Bn2 (0)×R). We deduce the bound
(6.1.3)
sup
C1−σ∩sptT
max{q1 − κT , 0}2
= sup
x∈p−1({0})
sup
B1−σ(x)∩spt T
max{q1 − κT , 0}2
≤ sup
x∈p−1({0})
c16
σn
∫
B1− σ2
(x)
max{q1 − κT , 0}2 dµT
≤c16
σn
∫
C1− σ2
max{q1 − κT , 0}2 dµT
where c16 = c16(n) ≥ 1; this is 4.1(3) of [14]. We similarly verify
sup
C1−σ∩sptT
min{−κT − q1, 0}2 ≤
c16
σn
∫
C1− σ2
min{−κT − q1, 0}2 dµT .
Combining the latter two estimates with Cauchy’s inequality
(2ab ≤ a2 + b2) gives the first inequality in (6.1.2).
To prove the second inequality in (6.1.2), we follow [14] but with small
changes in constants. In particular, we now let
c15 = 16 · 33n+3(3 + c4 + (M −m)̟n−1)(1 +M̟n)max{1, ̟−1n }c16.
We presently may assume
(6.1.4) EC(T, 1) + κT < 3
n+2(1 +M̟n)c
−1
15 σ
n+1,
analogous to 4.1(4) of [14]. Otherwise using (3.3.1) we get∫
C1−σ2
q21 dµT ≤ 3n+2(1 +M̟n) ≤ c15σ−n−1(EC(T, 1) + κT ),
which is the second inequality in (6.1.2). Assuming (6.1.4), then we use
(4.2.5), (3.2.1), (3.3.5) (and assuming c4 ≥ 3) to get
(6.1.5)
∫
B¯1
q21 dµT =
∫
B¯1
(
x · VT (x) + x · (en+1 − VT (x))
)2
dµT (x)
≤ 2
∫
B¯1
(x · VT (x))2 + |en+1 − VT (x)|2 dµT (x)
≤ 2ES(T, 1) + 2c4κT + 8EC(T, 1)
≤ 2(2 + c4 + (M −m)̟n−1)(EC(T, 1) + κT ),
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as in 4.1(5) of [14]. Recalling the definition of c15 and σ ∈ (0, 1) we conclude∫
B¯1
q21 dµT ≤ c15σ−n−1(EC(T, 1) + κT ).
As in [14], we conclude the proof by showing
(6.1.6) C1−σ
2
∩ spt T ⊂ B¯1,
as in 4.1(6) of [14]. For this, by the mean value theorem for subharmonic
functions as used in (6.1.3), Cauchy’s inequality, (6.1.5), and (6.1.4) we have
sup
B¯1−σ6
∩sptT
q21 ≤ 2 · 6nc16σ−n
∫
B¯1
q21 dµT + 4κ
2
T
≤ 4 · 6n(3 + c4 + (M −m)̟n−1)c16σ−n(EC(T, 1) + κT )
≤ σ/12.
This together with (6.1.4) and (3.3.3) implies
∂(T B1−σ
6
) C1−σ
3
= (∂T ) C1−σ
3
.
Recalling (6.1.4) (and the definition of c15), we additionally conclude
p♯
(
(T B1−σ
6
) C1−σ
3
)
= p♯(T C1−σ3 )
using Lemma A.0.11. This together with (3.2.1), the interior monotonicity
formula (see 5.4.5(2) of [10] or Theorem 17.6 of [26]), and (6.1.4) imply that
for any x ∈ (C1−σ
2
\ B¯1) ∩ spt T
EC(T, 1) ≥(1− σ/3)EC(T, 1− σ/3)
≥(2/3)nµT (Bσ
6
(x))
≥(2/3)n̟n(σ/6)n ≥ 3−2n̟nσn+1 > EC(T, 1).
As this is a contradiction, we must have (C1−σ
2
\ B¯1) ∩ spt T = ∅.
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6.2 Remark
Applying (6.1.2) with σ = 1
4
gives
sup
C 3
4
∩sptT
|q1| ≤
1
8
whenever T ∈ T and EC(T, 1) + κT ≤ 4−2n−4c−115 (1 + c14)−1. Recall the
function rotθ as given in section 3.1, and observe that the sets
{x ∈ Rn+1 : |(x1, . . . , xn−1)| ≤ 1/2, |xn| < 1/2}
rotθ(q
−1
1 ([−1/8, 1/8]) ∩ ∂B3/4)
do not intersect whenever |θ| ≤ 1/8. We conclude from Remark 4.3
(6.2.1)
(η 1
4
♯rotθ♯T ) B3 = (rotθ♯η 1
4
♯T ) B3 ∈ T
whenever |θ| ≤ 1/8, T ∈ T , and
EC(T, 1) + κT ≤ min
{
1
(1 + c4)
,
1
42n+4c15(1 + c14)
}
;
this is 4.2(1) of [14]. For such θ and T, we may use (4.3.2), (6.1.1) (with
σ ր 1), and (6.1.2) (with σ = 1
4
) to estimate
(6.2.2) κ(η 1
4 ♯
rotθ♯T ) B3 = κ(η 1
4 ♯
T ) B3 ≤ 4−ακT ,
(6.2.3)
EC((η 1
4
♯rotθ♯T ) B3, 1) ≤c12c13 sup
C2∩spt(η 1
4 ♯
rotθ♯T )
q21 + c124
−ακT
≤16c12c13 sup
C 1
2
∩spt(rotθ♯T )
q21 + c124
−ακT
≤16c12c13(θ2 + sup
C 3
4
∩sptT
q21) + c124
−ακT
≤42n+4c12(1 + c13)(1 + c14)(1 + c15)
× (θ2 + EC(T, 1) + κT ),
as in 4.2(2)(3) of [14]. Finally, combining (6.2.1),(6.2.2),(6.2.3) and Remark
4.3 we conclude that
(6.2.4)
(ηλ♯rotθ♯T ) B3 ∈ T with κ(ηλ♯rotθ♯T ) B3 ≤ λακT
whenever T ∈ T , λ ∈ (0, 1/12), and
θ2 + EC(T, 1) + κT ≤ c−116
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where c16 = c16(n,M,m) = 4
2n+5(1 + c4)(1 + c12)(1 + c13)(1 + c14)(1 + c15);
this is as in 4.2(4) of [14].
As remarked in [7], one typically uses Lemma 6.1 to see that if T ∈ T with
EC(T, 1) + κT small, then slightly tilting and rescaling T yields another
member of T will small excess of order EC(T, 1).
7 Interior nonparametric estimates
Section 5.1 of [14] proves a general decomposition theorem, while sections
5.2,5.3 of [14] state the well-known gradient estimates for solutions to the
minimal surface equation. Section 5.4 of [14], which proves an approximate
graphical decomposition for T ∈ T with sufficiently small cylindrical
excess, passes with no serious changes. Sections 7.1-7.4 are direct
counterparts to sections 5.1-5.4 of [14], with only minor mostly notational
changes. We introduce in this section c17, . . . , c25.
7.1 Lemma
The following lemma concerns general rectifiable currents, and so passes
completely unchanged as in section 5.1 of [14]. We will use this to prove
Theorem 7.4, which states that T with EC(T, 1) + κT sufficiently small can
be respectively decomposed into a sum of graphs over large regions of V
and W.
Lemma. If V is an open subset of Rn, S ∈ Rn(Rn+1), S p−1(V ) = S,
(∂S) p−1(V ) = 0, m ∈ N, p♯S = m(En V ), and M(S)−M(p♯S) < Hn(V ),
then for each i ∈ {1, . . . ,m} there exists Si ∈ Rn(Rn+1) so that
p−1(V ) ∩ spt ∂Sk = ∅, p♯Sk = En V, S =
m∑
i=1
Si, µS =
m∑
i=1
µSi.
Proof. Choose s > supsptS q1 and let h : R× Rn+1 → Rn+1 be given by
h(t, x) = (p(x), (1− t)s+ txn+1)
for (t, x) ∈ R× Rn+1. Then by 4.1.9,4.5.17 of [10] we can choose Lebesgue
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measurable sets Mi ⊂ Rn+1, for each integer i, so that Mi ⊂Mi−1 and
∂h♯((E
1 [0, 1])× S) =
∞∑
i=−∞
∂(En+1 Mi)
µ∂h♯((E1 [0,1])×S) =
∞∑
i=−∞
µ∂(En+1 Mi);
see 4.1.8 of [10] or Definition 26.16 of [26]. Defining
Ri = ∂(E
n+1 Mi) p
−1(V ) ∩ {x ∈ Rn+1 : q1(x) < s},
where recall q1(x) = xn+1 for x ∈ Rn+1, then
p♯Ri = −p♯
(
∂(En+1 Mi) {x ∈ Rn+1 : q1(x) ≥ s}
) ∈ {0,±En V },
S =
∞∑
i=−∞
Ri, µS =
∞∑
i=−∞
µRi.
Letting I = {i : p♯Ri 6= 0}, we infer that #I = m and hence p♯Ri = En V
for i ∈ I, because
mHn(V ) =M(p♯S) =M
(∑
i∈I
p♯Ri
)
≤
∑
i∈I
M(p♯Ri)
= (#I)Hn(V ) ≤
∑
i∈I
M(Ri) =M(S) < (m+ 1)Hn(V ).
Moreover, Mi ⊂Mi−1 for all i implies I = {i+ 1, . . . , i+m}, where
i = (inf i∈I i)− 1. Setting
S1 =
i+1∑
i=−∞
Ri, S2 = Ri+2, . . . , Sm−1 = Ri+m−1, Sm =
∞∑
i=i+m
Ri,
we conclude the lemma.
7.2 Remark
We introduce standard L2 gradient and DeGiorgi-Nash Ho¨lder continuity
estimates for uniformly elliptic partial differential equations. We introduce
constants c17, c18 as in [14], which in fact depend only on n. These estimates
are now well-known, but we give them again for convenience.
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Lemma. There exist constants c17, c18 depending only on n such that if
λ ∈ (0, 1), ρ ∈ (0,∞), y ∈ Rn, akl : Bnρ (y)→ R are Lebesgue measurable
functions for each k, l ∈ {1, . . . , n} satisfying akl = alk,
(7.2.1) λ|ξ|2 ≤
n∑
k,l=1
aklξkξl ≤ λ−1|ξ|2 whenever ξ = (ξ1, . . . , ξn) ∈ Rn,
and u is a weak solution of
n∑
k,l=1
Dl(aklDku) = 0
(with u,Du locally square integrable) over Bnρ (y), then
(7.2.2)
∫
B¯n3ρ
4
(y)
|Du|2 dHn ≤ c17
λ4ρ2
∫
Bnρ (y)
u2 dHn,
(7.2.3) sup
B¯nρ
2
(y)
u2 ≤ c17
λ2nρn
∫
Bn3ρ
4
(y)
u2 dHn, and
(7.2.4) |u(w)− u(w˜)| ≤ c18
(
sup
Bnρ
2
(y)
|u|
)( |w − w˜|
ρ
)κ
for w, w˜ ∈ B¯nρ
4
(y)
where κ = κ(n, λ) ∈ (0, 1).
Proof. See Lemma 1,Theorem 1 of [18].
We remark that (7.2.1)-(7.2.4) are 5.2(1)-(4) of [14]. In particular,
inequality (7.2.4) is the DeGiorgi-Nash estimate.
7.3 Lemma
This section, analogous to section 5.3 of [14] introduces the well-known
gradient estimates for solutions to the minimal surface equation. In [14]
these estimates are derived for the sake of completeness using the results of
section 5.2 there in; we do the same. The constants c19, c20, c21, c22, c23 are
introduced in this section, which remain unchanged as in [14], depending
only on n. We give the following lemma, which is merely Remark 5.3 of [14].
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Lemma. There exist constants c19, c20 ≥ 1 depending on n so that for any
solution v of the minimal surface equation on an open subset Ω of Rn and
any point y ∈ Ω,
(7.3.1) sup
B¯nρ
2
(y)
|Dv| < c19
(
sup
Ω
|v|/ρ
)
exp(c20 sup
Ω
|v|/ρ)
where ρ = dist(y, ∂Ω).
We note that (7.3.1) is 5.3(1) of [14]. For a more modern reference, see
Theorem 16.5 of [12].
Proof. For n = 2 this was proved in Theorem 1 of [16]. In general, for
n ≥ 2, we consider two cases.
First, suppose supΩ |v|/ρ ≥ 1. Here, (7.3.1) follows precisely from the main
estimate of [6] (see also [29],[25]).
Second, suppose supΩ |v|/ρ < 1. Here the main estimate of [6] implies that
supΩ |Dv| ≤ c21 for some c21 = c21(n). We may then choose an appropriate
λ = λ(c21) ∈ (0, 1) so that we may first apply (7.2.3) with u = Dk˜v, for each
k˜ = 1, . . . , n, and
akl =
1√
1 + |Dv|2
(
δkl − DkvDlv
1 + |Dv|2
)
,
and second apply (7.2.2) with u = v and akl =
δkl√
1+|Dv|2
to conclude that
sup
B¯nρ
2
(y)
|Dv|2 ≤ c22
ρn
∫
B 3ρ
4
(y)
|Dv|2 dHn
≤ c23
ρn+2
∫
Bnρ (y)
|v|2 dHn ≤ c23̟n sup
Ω
|v|2/ρ2,
where c22, c23 depend only on n.
7.4 Theorem
We give a theorem as in section 5.4 of [14]. Note that we make a small,
technical correction in defining VT and WT below. Also, here we conclude
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the existence of functions vT1 ≤ vT2 ≤ . . . ≤ vTM and wT1 ≤ . . . ≤ wTm. As in
[14], we introduce c24, c25 ≥ 1 but now depending on n,M,m. We make
some clarifications and simplifications to the proof found in [14].
Theorem. If m ≥ 1, then there are constants c24, c25 ≥ 1 depending on
n,M,m so that for any T ∈ T with
σT = c24(EC(T, 1) + κT )
1
2n+3 ≤ 1
4
,
then with
VT = B
n
1
4
∩VσT and WT = Bn1
4
∩WσT
(recall Vσ,Wσ defined in section 3.1) we have
p−1(VT ) ∩ spt T =
M⋃
i=1
graphVT v
T
i
p−1(WT ) ∩ spt T =
m⋃
j=1
graphWT w
T
j
for some analytic functions vTi ∈ C∞(VT ) and wTj ∈ C∞(WT ) satisfying
the minimal surface equation, and such that
vT1 ≤ vT2 ≤ . . . ≤ vTM and wT1 ≤ wT2 ≤ . . . ≤ wTm.
Furthermore, for each i ∈ {1, . . . ,M}, j ∈ {1, . . . , m}, and l ∈ {1, 2, 3}
(7.4.1) |DlvTi (y)| ≤ c25
(EC(T, 1) + κT )
1
2
dist(y, ∂V)l
for y ∈ VT ,
(7.4.2) |DlwTj (y)| ≤ c25
(EC(T, 1) + κT )
1
2
dist(y, ∂W)l
for y ∈WT ,
(7.4.3)
∫
VT
(
∂
∂r
(
vTi (y)
|y|
))2
|y|2−n dHn(y)
+
∫
WT
(
∂
∂r
(
wTj (y)
|y|
))2
|y|2−n dHn(y)
≤4(ES(T, 1) + c4κT ) ≤ 4EC(T, 1) + 4((M −m)̟n−1 + c4)κT ,
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where ∂
∂r
f(y) = y
|y|
·Df(y) and c4 is as in (4.2.4).
If m = 0, then we still conclude the existence of vT1 , . . . , v
T
M ∈ C∞(VT )
satisfying the corresponding properties above.
Note that the equations here are analogous to 5.4(1)(2)(3) of [14].
Proof. Suppose m ≥ 1, and let ǫ ∈ (0, 1) be as in 5.3.14 of [10] with
λ, κ,m, n replaced by 1, 1, n, n+ 1. Recall c14, c15 from (6.1.2), which
depend only on n,M,m. Also recall c19, c20 ≥ 1 from Remark 7.3, which
depend only on n. We can thus choose c24 = c24(n,M,m) ≥ 1 so that(
σ
c24
)2n+3
< min
{
σ2n+3
c14(1 + c15)c
2
19 exp(c20)
, Hn(Vσ
3
),
ǫ
2n
}
for any σ ∈ (0, 1). With this choice of c24 we now fix a current T ∈ T for
which σ = σT = c24(EC(T, 1) + κT )
1
2n+3 ≤ 1
4
.
First, we wish to apply Lemma 7.1. Using c24 ≥ 1 and σ ≤ 14 , we find that
κT <
σ
3
. We conclude
(spt ∂T ) ∩ p−1(Vσ
3
∩Wσ
3
) = ∅.
Estimating EC(T, 1) + κT = (σ/c24)
2n+3 by the second quantity in the
minimum above, we apply Lemma 7.1 with V,m, S replaced by
Vσ
3
,M, T p−1(Vσ
3
) (and respectively, Wσ
3
, m, T p−1(Wσ
3
)) to obtain
corresponding Si for i = 1, . . . ,M (respectively Sj for j = 1, . . . , m) which
are each absolutely area minimizing.
Second, we wish to apply interior regularity for area-minimizing currents.
Estimating by the first quantity, we get using (6.1.2) and σ ≤ 1
4
sup
C1−σ3 ∩sptT
q1 ≤ (3n+1σn+2)
1
2 < 1/2.
We now estimate by the third quantity and apply 5.3.15 of [10] with
λ, κ,m, n, r, s, S replaced by
1, 1, n, n+ 1,
(
σ
c24
)2n+3
,
1
2
(
σ
c24
)2n+3
,η−x,1♯Si
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for x ∈ p−1(V 2σ
3
) ∩ sptSi (and respectively, η−x,1♯Sj for
x ∈ p−1(W 2σ
3
) ∩ sptSj) to conclude that p−1(V 2σ
3
) ∩ spt T (respectively,
p−1(W 2σ
3
) ∩ spt T ) partitions into graphs of (at most) M (respectively, m)
solutions of the minimal surface equation over V 2σ
3
(respectively, W 2σ
3
);
note that estimating by the first quantity and σ ≤ 1
4
gives (σ/c24)
2n+3 ≤ σ
3
,
and that η−x,1 is translation by x.
Third, we show (7.4.1) (respectively, similarly (7.4.2)). Fix i ∈ {1, . . . ,M}
and abbreviate v = vTi . Using (6.1.2) (with σ =
1
2
therein) gives
sup
Bn1
2
∩V 2σ
3
|v| ≤ 2n+12 c
1
2
14(1 + c15)
1
2 (EC(T, 1) + κT )
1
2
Choose any y ∈ VT = Bn1
2
∩VσT , then using (7.3.1) with Ω = V 2σ
3
and
ρ = dist(y, ∂(Bn1
2
∩V 2σ
3
)) ≥ max{σ
3
, 1
3
dist(y, ∂V)}, as well as using
σ = c24(EC(T, 1) + κT )
1
2n+3 ≤ 1
4
and c24 ≥ 1, we conclude
|Dv(y)| <c19
(
sup
Bn1
2
∩V 2σ
3
|v|/ρ
)
exp
(
c20 sup
Bn1
2
∩V 2σ
3
|v|/ρ
)
≤

3c19 supBn12∩V 2σ3 |v|
dist(y, ∂V)

 exp (3c20 sup
Bn1
2
∩V 2σ
3
|v|/σ
)
≤
(
3 · 2n+12 c
1
2
14(1 + c15)
1
2 c19(EC(T, 1) + κT )
1
2
dist(y, ∂V)
)
× exp
(
3 · 2n+12 c
1
2
14(1 + c15)
1
2 c20(EC(T, 1) + κT )
1
2/σ
)
≤
(
3 · 2n+12 c
1
2
14(1 + c15)
1
2 c19(EC(T, 1) + κT )
1
2
dist(y, ∂V)
)
× exp
(
3 · 2n+12 c
1
2
14(1 + c15)
1
2 c20σ
n+ 1
2 c
−n− 3
2
24
)
≤
(
3 · 2n+12 c
1
2
14(1 + c15)
1
2 c19(EC(T, 1) + κT )
1
2
dist(y, ∂V)
)
× exp
(
c
1
2
14(1 + c15)
1
2 c20
)
Thus, (7.4.1) holds with k = 1 if we choose c25 depending on
n, c14, c15, c19, c20, c24 (and hence on n,M,m). Moreover, each of the partial
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derivatives Dlv satisfies a linear divergence structure equation of the type
treated in Remark 7.2, with constant λ ∈ (0, 1) depending only on n,M,m
(see for example the proof of Remark 7.3). The inequality (7.4.1) with
l = 2, 3 thus follows from (7.2.4) and the interior Schauder theory (see
section 6.3 of [12]) for uniformly elliptic equations with Ho¨lder continuous
coefficients (respectively, (7.4.2) also similarly holds).
To prove (7.4.3), consider again v = vTi with fixed i ∈ {1, . . . ,M}. For any
y ∈ VT , we compute using (6.1.2) (as above with σ = 12 therein), σ ≤ 14 ,
c19, c20 ≥ 1, |y| ∈ (σ, 14), (7.3.1) (as in showing (7.4.1)), and estimating by
the first quantity to give
|y|2 + |v(y)|2 ≤ |y|2 + 2n+1c14(1 + c15)(EC(T, 1) + κT )
≤ |y|2 + 2−3n−1σ2 ≤ 2 3(n+2) |y|2 < 1,
|Dv(y)|2 ≤ 9 · 2n+1c14(1 + c15)c219(σ/c24)2n+3σ−2
× exp
(
3 · 2n+32 c
1
2
14(1 + c15)
1
2 c20(σ/c24)
2n+3
2 σ−1
)
≤ 1.
Since VT (y, v(y)) = ∗~T (y, v(y)) = (−1)n (−Dv(y),1)√
1+|Dv(y)|2
for y ∈ VT , we compute
(7.4.4)
∫
VT
(
∂
∂r
(
v(y)
|y|
))2
|y|2−n dHn(y)
=
∫
VT
(y ·Dv(y)− v(y))2
|y|n+2 dH
n(y)
≤ 4
∫
VT
|(y, v(y)) · VT (y, v(y))|2
(|y|2 + |v(y)|2)n2+1
√
1 + |Dv(y)|2 dHn(y)
≤ 4
∫
B¯1∩p−1(V)
|x · VT (x)|2
|x|n+2 dµT (x);
this is exactly as in 5.4(4) of [14]. We also verify (as in 5.4(5) of [14])
(7.4.5)
∫
WT
(
∂
∂r
(
wTj (y)
|y|
))2
|y|2−n dHn(y)
≤ 4
∫
B¯1∩p−1(W)
|x · VT (x)|2
|x|n+2 dµT (x)
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for each j ∈ {1, . . . , m}. Since (4.2.5) and (3.3.5) imply that∫
B¯1
|x · VT (x)|2
|x|n+2 dµT (x) ≤ ES(T, 1) + c4κT
≤ EC(T, 1) + ((M −m)̟n−1 + c4)κT ,
then (7.4.3) follows from (7.4.4) and (7.4.5).
The case m = 0 follows similarly.
8 Blowup sequences and harmonic blowups
This section introduces blowup sequences and harmonic blowups, with the
aim to prove the necessary rigidity result Lemma 8.4. More precisely (as
remarked in [7]), we study the limit functions fi : V→ R and gj :W→ R
obtained from the local graph representations v
(k)
i : VσTk → R and
w
(k)
j :WσTk → R of a sequence of currents Tk ∈ T , with excess
EC(Tk, 1)→ 0 and EC(Tk, 1)−1κTk → 0 as k→∞, by rescaling with a
factor EC(Tk, 1)
−1 in the vertical direction and passing to a convergent
subsequence. Our aim is to prove the rigidity result Lemma 8.4, which
allows us to relate the height of Tk, for large k ∈ N with the corresponding
quantity associated with the set of limit functions.
This section is analogous to section 6 of [14]. Only minor, mostly notational
changes must be made. The only serious change is seen in justifying
(8.4.13), which is analogous to 6.4(13) of [14]. Whereas 6.4(13) of [14] is
proved using section 3.2 of [14], we must use Lemma 5.2 (which differs from
Lemma 3.2 of [14]) to show (8.4.13). We introduce specifically in section 8.4
constants c26, . . . , c33 depending on n,M,m.
In section 8.4 it will be necessary to assume m ≥ 1.
8.1 Definition
We give the same definition of a blowup sequence and harmonic blowup as
in [14]. In this case, we must take functions v
(k)
i , fi and w
(k)
j , gj respectively
with i ∈ {1, . . . ,M} and j ∈ {1, . . . , m}, but still require 6.1(1)-(4) from
[14] to hold.
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Recalling Definition 3.3 and Theorem 7.4, with m ≥ 1 suppose that for each
k ∈ N, i ∈ {1, . . . ,M}, and j ∈ {1, . . . , m}, we have
Tk ∈ T , εk = EC(Tk, 1) 12 , κk = κTk
v
(k)
i : V→ R, v(k)i |VTk = v
Tk
i , v
(k)
i |V\VTk = 0
w
(k)
j :W→ R, w(k)j |WTk = w
Tk
j , w
(k)
j |W\WTk = 0;
in case m = 0 we simply define w
(k)
j ≡ 0 over W. This leads to the following
definition.
Definition. We say that the sequence {Tk}k∈N ⊂ T is a blowup sequence
with associated harmonic blowups fi, gj if as k→∞
(8.1.1) εk converges to zero,
(8.1.2) ε−2k κk converges to zero,
(8.1.3) ε−2k v
(k)
i converges uniformly on compact subsets of V to fi,
(8.1.4) ε−2k w
(k)
j converges uniformly on compact subsets of W to gj.
These requirements are the same as 6.1(1)-(4) of [14]. Note that when
m = 0 we simply have gj ≡ 0. It readily follows from the estimates of
(7.4.1),(7.4.2), or from 5.3.7 of [10], that the functions fi : V→ R,
gj :W→ R are harmonic. Moreover, by (6.1.2),
(8.1.5) sup
V∩Bnρ
|fi|2 + sup
W∩Bnρ
|gj|2 ≤ 2c14(1 + c15)(1− ρ)−2n−1
for each ρ ∈ (0, 1); see 6.1(5) of [14]. We will frequently use, by (8.1.5),
(7.4.1),(7.4.2), and the Arzela-Ascoli theorem, the following fact:
Lemma. Every sequence {Tk}k∈N ⊂ T for which
lim
k→∞
(
EC(Tk, 1) + EC(Tk, 1)
−1κTk
)
= 0
contains a blowup sequence.
Our aim in sections 8,9,10 is to show that for any blowup sequence {Tk}k∈N
with m ≥ 1 the associated harmonic blowups fi, gj are represented by two
functions f ∈ C2(V ∪ L), g ∈ C2(W ∪ L) so that
f |V = f1 = f2 = . . . = fM ,
f |L = 0 = g|L,
g|W = g1 = . . . = gm,
Df(0) = Dg(0).
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8.2 Lemma
We make a slight modification to the proof of this lemma as presented in
[14], to make clearer the application to 5.3.7 of [10]. This lemma will be
used for example in Theorem 9.3 to show certain blowups have zero trace
over L. The proof requires referencing 5.3.7 of [10], which gives essentially
the same result at the interior for minimizers of an elliptic integrand.
Lemma. For every blowup sequence {Tk}k∈N with associate blowups fi, gj,
the two functions Π,Ψ : Bn1 → R defined by
Π|V =
M∑
i=1
fi, Π|W =
m∑
j=1
gj , Π|L = 0,
Ψ|V = min{|f1|, |f2|, . . . , |fM |}, Ψ|W∪L = 0,
both have locally square integrable weak gradients. Hence the function
min{|f1|, |f2|, . . . , |fM |} : V→ R
has zero trace on L.
Proof. We take as in [14] and above
εk = EC(Tk, 1)
1
2 , κk = κTk .
Define q : R× Rn+1 → Rn+1 by
q(t, x) = (x1, . . . , xn−1, txn, txn+1)
for (t, x) ∈ R× Rn+1 and subsequently define
Qk = QTk = q♯
(
(E1 [0, 1])× (∂T C2)
)
,
as in Lemma A.0.5. Fix any r ∈ (0, 1) and define
Sk =
(
Tk −Qk + (M −m)(En W)
)
Cr.
Now, the second identity of (A.0.7) implies
M(p♯Tk B¯
n
r ) ≤MHn(V ∩ B¯nr ) +mHn(W ∩ B¯nr ) +M(p♯Qk B¯nr ).
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Using this together with (A.0.7) and (A.0.6) we compute
∂Sk (B
n
r × R) =0, p♯Sk Bnr = MEn Bnr ,
EC(Sk, r) ≤r−nM(Tk Cr) + r−nM(Qk C1) + (M −m)r−nHn(W ∩ B¯nr )
− r−nM((MEn V +MEn W) B¯nr )
=r−nM(Tk Cr) + r
−nM(Qk Cr)
− r−n (MHn(V ∩ B¯nr ) +mHn(W ∩ B¯nr ))
≤EC(Tk, r) + r−nM(Qk Cr) + r−nM(p♯Qk B¯nr )
≤r−nεk + (M −m)κk̟n−1rα
(α
2
)(
1 +
α2κ2k
4
r2α +
α4κ4k
16
r4α
) 1
2
+ (M −m)κk̟n−1rα.
We can hence apply Lemma 7.1 with V, S,m replaced with Bnr , Sk,M to
obtain corresponding Sk,1, . . . , Sk,M . Observe that for each i ∈ {1, . . . ,M}
lim sup
k→∞
ε−2k EC(Sk,i, r) ≤ lim sup
k→∞
ε−2k EC(Sk, r) ≤ r−n
by Definition (8.1). Using (8.1.2), we see that the proof of 5.3.7 of [10]
carries over with
κ, λ,Ψν , m, n, rν , sν, εν , α
replaced by
1, 1, the parameteric area integrand, n, n+ 1, r, 1, εk, r
−n.
To see this, we make two observations: first, by (6.1.2) with σ = (1− r) and
(3.3.3) together with 4.1.8 of [10] and Lemma 26.25 of [26], we have
sptSk
⊂
{
x ∈ Cr : |xn+1| ≤ max
{
(c14(1 + c15))
1
2
(1− r)n+ 12 (εk + κ
1
2
k ),
(α
2
)
κkr
1+α
}}
which is contained in {x ∈ Cr : |xn+1| < 1}, for all sufficiently large k;
second, note that in 5.3.7 of [10] the only terms which use the hypothesis
lim
ν→∞
(ε−1ν rν + ε
−1
ν sν) = 0
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are Mν,1(t) and Mν,3(t), both of which vanish because the area integrand is
a constant coefficient integrand.
Choosing locally integrable functions Πi : B
n
r → R so that∫
Πi · φ dHn = lim
k→∞
ε−1k Sk,i
(
(φ ◦ p)q1dx1 ∧ . . . ∧ dxn
)
for any φ ∈ C∞c (Bnr ), we deduce that each Πi has locally square integrable
weak gradient. By Definition 8.1 and the choice of Sk,i, the set of values
{Πi(y), . . . ,ΠM(y)} coincides for Lebesgue almost all y ∈W ∩ Bnr with the
(unordered) set {0, g1(y), . . . , gm(y)}. After changing each Πi on an Hn-null
set, we conclude that
Π|Bnr =
M∑
i=1
Πi, Ψ|Bnr = min{|Π1|, . . . , |ΠM |}.
Since this holds for all r ∈ (0, 1), then both Π,Ψ have locally square
integrable weak gradients over Bn1 .
The last part of the lemma follows from section 26 of [28].
8.3 Lemma
As noted in [7], one crucial step in [14] is to obtain information about the
height of currents in a blowup sequence from bounds on the harmonic
blowups. Proving this depends on a well-known barrier argument, see
Corollary 4.3 of [13].
Lemma. Suppose {Tk}k∈N is a blowup sequence with associated harmonic
blowups fi, gj and let εk = EC(Tk, 1)
1
2 . If σ ∈ (0, 1/2), z ∈ Bn−11−2σ, and K is
a compact subset of p−1(Bnσ (z)), then
lim sup
k→∞
sup
K∩sptTk
ε−1k q1 ≤ max{ sup
V∩∂Bnσ (z)
fM , sup
W∩∂Bnσ (z)
gm, 0},
lim inf
k→∞
inf
K∩sptTk
ε−1k q1 ≥ min{ inf
V∩∂Bnσ (z)
f1, inf
W∩∂Bnσ (z)
g1, 0}.
Proof. For each k ∈ N, let κk = κTk , σk = σTk , and v(k)i , w(k)j be as in
sections 3.3,7.4,8.1. We may assume 2σk < σ.
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To prove the first inequality, we use (6.1.2) and Theorem 7.4 to choose
functions bk ∈ C2(∂Bnσ (z)) so that
max{v(k)M (y), κk} ≤ bk(y) ≤ max{v(k)M (y), κk}+
1
k
for y ∈ V2σk ∩ ∂Bnσ (z)
max{w(k)m (y), κk} ≤ bk(y) ≤ max{w(k)m (y), κk}+
1
k
for y ∈W2σk ∩ ∂Bnσ (z),
max{ sup
p−1(y)∩spt Tk
q1, κk} ≤ bk(y)
≤ 2(c14(1 + c15))
1
2
σn+
1
2
(εk + κ
1
2
k ) for y ∈ ∂Bnσ (z).
Next we solve the Dirichlet problem (see Theorem 16.9 of [12]) to obtain
uk ∈ C2(B¯nσ (z)) so that uk|∂Bnσ (z) = bk and uk satisfies the minimal surface
equation over Bnσ (z). The maximum principle (see section 3.6 of [12])
implies uk ≥ κk. Also, a well-known barrier argument (see Corollary 4.3 of
[13]) can be used to show
(8.3.1) xn+1 ≤ uk(p(x)) for x ∈ p−1(Bnσ (z)) ∩ spt Tk;
this is 6.3(1) of [14]. Using these two facts we conclude
spt ∂
(
Tk p
−1(Bnσ (z))
) ⊆ (p−1(B¯nσ (z)) ∩ spt ∂Tk) ∪ (p−1(∂Bnσ (z)) ∩ spt Tk)
⊂ p−1(B¯nσ (z)) ∩ {x ∈ Rn+1 : xn+1 ≤ uk(p(x))}.
Using Lemma 7.3 and (6.1.2) to obtain local interior gradient bounds on
ε−1k uk, independent of k, and using the interior Ho¨lder estimates for the
gradient (see Chapter 13 of [12]), we find a bounded harmonic function u
on Bnσ (z) and an increasing sequence {kl}l∈N so that as l →∞
(8.3.2) ε−1kl ukl → u uniformly on compact subsets of Bnσ (z);
this is as in 6.3(2) of [14]. Recalling (8.1.1)-(8.1.4) and using linear barriers,
we readily verify that
lim
y˜∈Bnσ (z),y˜→y
u(y˜) = max{fM(y), 0} for y ∈ V ∩ ∂Bnσ (z),
lim
y˜∈Bnσ (z),y˜→y
u(y˜) = max{gm(y), 0} for y ∈W ∩ ∂Bnσ (z).
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From the Poisson integral formula, we then obtain the inequality
sup
Bnσ (z)
u ≤ max{ sup
V∩∂Bnσ (z)
fM , sup
W∩∂Bnσ (z)
gm, 0},
which along with (8.3.1),(8.3.2) establishes the first inequality of the
conclusion.
The second inequality similarly follows using a lower barrier.
8.4 Lemma
We here show that if the harmonic blowups fi and gj are each restrictions
to V and respectively W of some multiple of q0, then in fact fi and gj are
the restriction to V and respectively W of βq0 for one value of β ∈ R. We
will use this lemma most notably in the proof of Theorem 11.1, to show
that if Tk is a blowup sequence with linear harmonic blowups as described
above, then for sufficiently large k ∈ N, if we tilt Tk by β and rescale by
τ = τ(n,M,m, α), then the new cylindrical excess is proportional to τ by a
factor depending on EC(Tk, 1) and κTk .
In this section we need m ≥ 1.
Lemma. Suppose m ≥ 1. If β1 ≤ β2 ≤ . . . ≤ βM and γ1 ≥ . . . ≥ γm, while
{Tk}k∈N is a blowup sequence with associated harmonic blowups
fi(y) = βiyn for y ∈ V,
gj(y) = γjyn for y ∈W,
then
β1 = β2 = . . . = βM = γ1 = . . . = γm,
and
lim
k→∞
sup
x∈Cρ∩sptTk
|ε−1k xn+1 − β1xn| = 0
for ρ ∈ (0, 1), where εk = EC(Tk, 1) 12 .
The proof proceeds partly by proving that the function b : B¯n1
2
→ R defined
by b(y) = βMyn for y ∈ B¯n1
2
∩ ClosV and b(y) = γmyn for y ∈ B¯n1
2
∩ ClosW
is harmonic; b is the “top sheet” of the harmonic blowups. Showing this is
done by using the area minimality of each Tk in the blowup sequence, to
directly show b minimizes the Dirichlet integral. To do this, we must
crucially use (A.0.8), which means we must assume m ≥ 1.
41
Proof. While this lemma is analogous to Lemma 6.4 of [14], we must make
some changes to the proof. In particular, we observe our use of Lemma 5.2,
which differs from the corresponding Lemma 3.2 of [14].
Let v
(k)
i , w
(k)
j be as in Definition 8.1, and let
Λ = max{|β1|, |βM |, |γ1|, |γm|},
λ = min
({1} ∪ {βi+1 − βi : βi < βi+1} ∪ {γj − γj+1 : γj > γj+1}).
For each σ ∈ (0,min{λ
2
, 1
16
}), we use (7.4.1),(7.4.2), (8.1.1)-(8.1.4), and
Lemma 8.3 to find Nσ ∈ N so that for k ≥ Nσ
(8.4.1) σTk <
σ
4
, ε2k < σ, κTk < σ
3ε2k
(8.4.2) sup
Vσ/2
|v(k)i − εkβiq0|2 ≤ σn+4ε2k for i ∈ {1, . . . ,M},
(8.4.3) sup
Wσ/2
|w(k)j − εkγjq0|2 ≤ σn+4ε2k for j ∈ {1, . . . , m},
(8.4.4) sup
C
σ+34
∩(spt Tk)\p−1(V2σ∪W2σ)
|q0| ≤ 2Λσεk;
these are as in equations 6.4(1)-(4) of [14].
Next, if k ≥ Nσ then (7.4.1) and (8.4.1) imply |Dv(k)i | ≤ c25 for y ∈ VTk.
Using this, for each i ∈ {1, . . . , m} and  ∈ {1, . . . , n} we apply (7.2.3) with
u = D(v
(k) − εkβiq0) = Dv(k)i − εkβiδn
akl =
1√
1 + |p|2
(
δkl − pkpl
1 + |p|2
) ∣∣∣
p=Dvki
,
then apply (7.2.2) with u = v
(k)
i − εkβiq0 and
akl =
∫ 1
0
1√
1 + |p|2
(
δkl − pkpl
1 + |p|2
) ∣∣∣
p=tDv
(k)
i +(1−t)εkβien
dt
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in order to conclude
(8.4.5)
sup
Vσ
|D(v(k)i − εkβiq0)|
≤c26
σn
∫
Vσ
2
|D(v(k)i − εkβiq0)|2 dHn
≤ c27
σn+2
∫
Vσ
4
|v(k)i − εkβiq0|2 dHn ≤ c27̟nσ2ε2k
with c26, c27 depending in n,M,m; this is 6.4(5) of [14]. We similarly verify
sup
Wσ
|D(w(k)j − εkγjq0)|2 ≤ c27̟nσ2ε2k
for each j ∈ {1, . . . , m}.
Next, with σ ∈ (0,min{λ
2
, 1
16
}), i ∈ {1, . . . ,M}, and j ∈ {1, . . . , m} define
Hσ = {x ∈ Rn+1 : |xn| ≤ σ},
Iσi,k = {x ∈ p−1(Vσ) : |ε−1k xn+1 − βixn| < λσ/2},
Jσj,k = {x ∈ p−1(Wσ) : |ε−1k xn+1 − γjxn| < λσ/2};
note that
Iσi,k ∩ Iσi˜,k 6= ∅ if and only if βi = βi˜,
Jσj,k ∩ Jσj˜,k 6= ∅ if and only if γj = γj˜.
For each k ≥ Nσ we also define the set
Gσk = H
σ ∪
M⋃
i=1
Iσi,k ∪
m⋃
j=1
Jσj,k,
and the Lipschitz map Λσk : G
σ
k → Rn+1 given by
Lσk(x) = p(x) for x ∈ Hσ,
Lσk(x) = (p(x), εkβi(xn − σ)) for x ∈ Iσi,k,
Lσk(x) = (p(x), εkγj(xn + σ)) for x ∈ Jσj,k.
Finally, let φ ∈ C1(B¯n1 ; [0, 1]) be a function with
φ|B¯n
1/2
≡ 0, φ|B¯n1 \Bn3/4 ≡ 1, sup |Dφ| ≤ 5,
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and define the Lipschitz mapping
F σk : G
σ
k ∪ (Rn+1 \ C 3
4
)→ Rn+1,
by
F σk (x) = x for x ∈ Rn+1 \ C 3
4
,
F σk (x) = (1− (φ ◦ p))Lσk(x) + (φ ◦ p)(x) for x ∈ Gσk .
We wish to estimate M(F σk ♯Tk)−M(Tk). First notice that
(8.4.6) p−1(Vσ) ∩ spt Tk = ∪Mi=1 graphVσ v(k)i ⊂ Gσk ,
(8.4.7) p−1(Vσ) ∩ F σk ♯ spt Tk = ∪Mi=1 graphVσ u(k)i ⊂ Gσk ,
as in 6.4(6)(7) of [14], where we define
u
(k)
i = (1− φ)εkβi(q0 − σ) + φv(k)i
= (1− φ)εkβiq0 + φv(k)i − (1− φ)εkβiσ
over Vσ; hence,
(8.4.8)
sup
Vσ
(
|Du(k)i |+ |Dv(k)i |
)
≤c28(1 + Λ)εk,
u
(k)
i − v(k)i =(1− φ)(εkβiq0 − v(k)i )
− (1− φ)εkβiσ over Vσ.
(8.4.9)
sup
Vσ
∣∣∣Du(k)i +Dv(k)i ∣∣∣
≤ sup
Vσ
∣∣∣(1− φ)D(εkβiq0 − v(k)i ) + (εkβiq0 − v(k)i + ǫkβiσ)Dφ∣∣∣
≤c29(1 + Λ)σεk
by (8.4.2) and (8.4.5), with c28, c29 depending on n,M,m; these are as in
6.4(8)(9) of [14]. Using (8.4.6),(8.4.7),(8.4.8), and (8.4.9) we estimate
(8.4.10)
M(F σk ♯(Tk p
−1(Vσ)))−M(Tk p−1(Vσ))
=
M∑
i=1
∫
Vσ
(
(1 + |Du(k)i |2)1/2 − (1 + |Dv(k)i |2)1/2
)
dHn
≤
M∑
i=1
∫
Vσ
|Du(k)i −Dv(k)i |
(
|Du(k)i |+ |Dv(k)i |
)
dHn
≤c30(1 + Λ)2σε2k
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with c30 depending on n,M,m; this is as in 6.4(10) of [14]. Similarly, we
verify that
(8.4.11) M(F σk ♯(Tk p
−1(Wσ)))−M(Tk p−1(Wσ)) ≤ c30(1 + Λ)2σε2k
as in 6.4(11) of [14].
Next we infer from (3.2.1) that
µTk(H
2σ ∩ C 3
4
+σ) ≤M(p♯(Tk H2σ ∩ C 3
4
+σ)) + (3/4 + σ)
nEC(T, 3/4 + σ)
≤M(p♯(Tk H2σ ∩ C 3
4
+σ)) + ε
2
k.
Using (A.0.7) and (A.0.6) with r = (3
4
+ σ) we compute
M(p♯(Tk H
2σ ∩ C 3
4
+σ)) ≤(M +m)̟n−1(3/4 + σ)n−1(2σ)
+ (M −m)κTk̟n−1(3/4 + σ)n+α.
The previous two calculations, σ ≤ 1
16
, and (8.4.1) imply that for k ≥ Nσ
(8.4.12) µTk(H
2σ ∩ C 3
4
+σ) ≤ c31(σ + κTk) + ε2k ≤ 2c31σ,
with c31 depending on n,M,m; this is as in 6.4(12) of [14].
Noting that
F σk (x) = (p(x), φ(p(x))xn+1) for all x ∈ Hσ ∩ C3/4,
then Lemma 5.2 (with A = Hσ ∩ C 3
4
and τ = σ) and (8.4.6),(8.4.12) give
for c32, c33 depending on n,M,m
(8.4.13)
M(F σk ♯(Tk H
σ))−M(Tk Hσ)
=M(F σk ♯(Tk H
σ))−M(Tk Hσ)
≤ c32
σ2

κTk +
∫
H2σ∩C 3
4+σ
q21 dµTk


≤ c33(1 + Λ)σε2k,
using as well κTk < σ
3ε2k from (8.4.1); this is as in 6.4(13) of [14].
Combining (8.4.10),(8.4.11), and (8.4.13) gives the desired estimate
(8.4.14) M(F σk ♯Tk)−M(Tk) ≤ (2c30 + c33)(1 + Λ)2σε2k
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for all k ≥ Nσ.
We will use this estimate to show that the function b : B¯n1
2
→ R
b(y) = βMyn for y ∈ B¯n1
2
∩ ClosV
b(y) = γmyn for y ∈ B¯n1
2
∩ ClosW.
is harmonic in Bn1
2
. For this purpose let ζ : B¯n1
2
→ R be any Lipschitz
function with ζ |∂B¯n1
2
= b|∂B¯n1
2
, and let {σl}∞l=1 be any decreasing sequence of
positive numbers with limit zero and σ1 < min{λ2 , 116}. For each l ∈ N, let
kl = Nσl and define bl : B¯
n
1
2
→ R by
bl(y) = βM(yn − σl) for y ∈ B¯n1
2
∩Vσl
bl(y) = γm(yn − σl) for y ∈ B¯n1
2
∩Wσl
bl(y) = 0 for y ∈ B¯n1
2
\ (Vσl ∪Wσl),
and choose ζl : B¯
n
1
2
→ R Lipschitz so that ζl|∂B¯n1
2
= bl|∂B¯n1
2
,
liml→∞
∫
B¯n1
2
|Dζl −Dζ |2 dHn = 0, lim supl→∞ sup |Dζl| <∞.
Also, define
Rl = (−1)n−1
(
∂(En+1 {x ∈ C 1
2
: xn+1 > εklbl(p(x))})
)
C 1
2
Sl = (−1)n−1
(
∂(En+1 {x ∈ C 1
2
: xn+1 > εklζl(p(x))})
)
C 1
2
,
(note the slight difference from the corresponding definitions in [14]). Using
(8.4.7) with σ = σl, k = kl (as well as the analogous identity over Wσl),
(8.4.1), and (A.0.8) with T = Tkl , σ = σl we compute
(8.4.15) M(F σlkl ♯(Tkl C1)) =M(F
σl
kl ♯
(Tkl C1)− Rl) +M(Rl)
because F σlkl |C 1
2
= Lσlkl |C 1
2
; this is as in 6.4(15) of [14].
From the area minimality of Tkl and the equations
∂(Tkl C1) = ∂F
σk
kl
(Tkl C1) + ∂Pl, ∂(Rl − Sl) = 0,
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where
Pl = Qkl − F σlkl ♯Qkl
with Qkl as in the proof of Lemma 8.2 or Lemma A.0.5, we deduce that
(8.4.16)
M(Tkl C1) ≤M
(
F σlkl ♯(Tkl C1) + Pl − Rl + Sl
)
≤M (F σlkl ♯(Tkl C1)− Rl)+M(Pl) +M(Sl);
this is as in 6.4(16) of [14]. Combining (8.4.14),(8.4.15), and (8.4.16) gives
the inequality
(8.4.17) M(Rl)−M(Sl) ≤M(Pl) + (2c30 + c33)(1 + Λ)2σlε2kl,
as in 6.4(17) of [14]. Using the definition of F σlkl , Lemma 26.25 of [26] or
4.1.14 of [10], and (A.0.6) with r = 3
4
gives
lim sup
l→∞
ε−2kl M(Pl) ≤ lim sup
l→∞
(
1 + (Lip(F σlkl ))
n
)
ε−2kl M(Qkl C 34
) = 0
by (8.1.2). We deduce from (8.4.17) that
0 ≥ lim sup
k→∞
ε−2kl (M(Rl)−M(Sl))
= lim sup
l→∞
ε−2kl

∫
B¯n1
2
√
1 + ε2kl |Dbl|2 dHn −
∫
B¯n1
2
√
1 + ε2kl|Dζl|2 dHn


= lim sup
l→∞
ε−2kl
∫
B¯n1
2
|Dbl|2 − |Dζl|2√
1 + ε2kl|Dbl|2 +
√
1 + ε2kl|Dζl|2
dHn
=
1
2
∫
B¯n1
2
|Db|2 − |Dζ |2 dHn.
Since this holds for all Lipschitz ζ : B¯n1
2
→ R with ζ |∂B¯n1
2
= b, then we
conclude b minimizes the Dirichlet integral and so is a harmonic function.
In particular, b is differentiable, and hence βM = γm.
Since β1 ≤ β2 ≤ · · · ≤ βM = γm ≤ . . . ≤ γ1, then we can use a similar
argument to show β1 = γ1 to complete the proof of the first conclusion.
To prove the second conclusion, we assume σ ∈ (0, (1−ρ)
2
) and deduce from
(8.4.2) and (8.4.3) that
lim sup
k→∞
sup
(spt Tk)\Hσ/2
|ε−1k q1 − β1q0| = 0
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and from Lemma 8.3 that
lim sup
k→∞
sup
Hσ/2∩Cρ∩sptTk
|ε−1k q1 − β1q0| ≤
|β1|σ
2
+
|β1|σ
2
,
and let σ → 0.
9 Comparison of spherical and cylindrical
excess
Sections 9.1,9.3, analogous to sections 7.1,7.3 of [14], give bounds for the
cylindrical excess (at smaller radii) in terms of the spherical excess, for
T ∈ T with small cylindrical excess. We use Lemma 9.1 and Theorem 9.3
to prove C2 boundary regularity for harmonic blowups in section 10.
Section 9.2, analogous to section 7.2 of [14], gives a general lemma about
homogeneous degree one harmonic functions over V. We introduce
c34, . . . , c37.
Theorem 9.3 requires m ≥ 1, but otherwise we assume m ∈ {0, . . . ,M − 1}.
9.1 Lemma
Lemma. There exists positive constants c34 ≥ 1 + c14, c35, and c36, all
depending on n,M,m, so that if T ∈ T ,
EC(T, 1) + κT ≤c−134 ,
sup
C 1
4
∩spt T
q21 ≤c−135 ES(T, 1),
then
EC(T, 1/3) ≤ c36(ES(T, 1) + κT ).
We note that we correct a typo in the statement appearing in Lemma 7.1 of
[14], where in the second inequality of the hypothesis we need ES(T, 1) and
not EC(T, 1) as it appears in [14]. The proof follows using the first
variation Lemma (6.1).
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Proof. The calculations carry over exactly from section 7.1 of [14], although
we make a clarification for the reader.
With c4 as in (4.2.5) and c12, c14, c15 from Lemma 6.1, all now depending on
n,M,m, we let
c34 = 2
2n+2(1 + c4)(1 + c14)(1 + c15)
c35 = 3
2n+8(1 +M̟n)c12,
c36 = 4
3n+6(1 +M̟n + c4)c12,
We now assume for contradiction that T ∈ T satisfies the hypothesis of the
lemma, but that
ES(T, 1) + κT < c
−1
36 EC(T, 1/3).
Using (6.1.2) with σ = 1
2
and EC(T, 1) + κT ≤ c−134 we compute
sup
C 1
2
∩spt T
q21 ≤ 22n+1c14(1 + c15)(EC(T, 1) + κT ) ≤
1
2
,
hence
(9.1.1) C 1
2
∩ spt T ⊂ B1;
this is equation 7.1(1) of [14].
Let κ = κT , ε = EC(T, 1/3)
1
2 ,
χ(x) = max
{
0,
xn+1
|x| −
4ε√
c35
− κ
}
for x ∈ Rn+1
and for each k ∈ N let ζk ∈ C1(R) be such that
ζk(t) = max{0, t−n − 1}1+ 1k for t ≥ 1/4.
The assumptions supC 1
4
∩spt T q
2
1 ≤ c−135 ES(T, 1) and
ES(T, 1) + κT ≤ c−136 EC(T, 1/3) then imply
sup
x∈(sptT )∩C 1
4
\C 1
8
xn+1
|x| ≤ 8c
− 1
2
35 ES(T, 1)
1
2 ≤ 8ε√
c35c36
.
We can therefore choose a vector field Xk ∈ C1(Rn+1;Rn+1) so that
Xk(x) = 0 for x ∈ B¯ 1
4
∩ spt T
Xk(x) = χ
2(x)ζk(|x|)x for x ∈ Rn+1 \ B¯ 1
4
.
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As in [14], Xk vanishes on
(spt ∂T ) ∪ (B¯ 1
4
∩ spt T ) ∪
{
x ∈ Rn+1 : xn+1 ≤ |x|
(
4ε√
c35
+ κ
)}
.
Using the first variation formula Lemma 4.1 we compute
0 =
∫
divT Xk dµT
=
∫
B1\B¯ 1
4
χ2(x)
(
|x|ζ ′k(|x|)
(
1−
(
x
|x| · V
T
)2)
− nζk(|x|)
)
dµT (x)
+
∫
B1\B¯ 1
4
2χ(x)ζk(|x|)x · ∇T
(
xn+1
|x|
)
dµT (x).
Computing as well
∣∣∣x · ∇T (xn+1
x
)∣∣∣ =
∣∣∣∣∣xn+1|x|
(
x
|x| · V
T
)2
− VTn+1
(
x
|x| · V
T
)∣∣∣∣∣ ≤ 2
∣∣∣∣ x|x| · VT
∣∣∣∣ ,
we let k →∞ and deduce that
n
2n
∫
B1\B¯ 1
4
χ2 dµT ≤n
∫
B1\B¯ 1
4
χ2(x)
|x|n
(
x
|x| · V
T
)2
dµT (x)
+ 4
∫
B1\B¯ 1
4
χ(x)
|x|n
∣∣∣∣ x|x| · VT
∣∣∣∣ dµT (x)
≤5n4n
∫
B1\B¯ 1
4
χ(x)
∣∣∣∣ x|x| · VT
∣∣∣∣ dµT (x).
Similarly, we verify that
∫
B1\B¯ 1
4
min
{
0,
xn+1
|x| +
4ε√
c35
+ κ
}2
dµT (x)
≤ 42n+3
∫
B1\B¯ 1
4
(
x
|x| · V
T
)2
dµT (x).
50
Adding these inequality we infer that∫
B1\B¯ 1
4
q21 dµT ≤
∫
B1\B¯ 1
4
x2n+1
|x|2 dµT (x)
≤4
(
4ε√
c35
+ κ2
)
µT (B
n
1 \ B¯ 1
4
)
+ 42n+4
∫
B1\B¯ 1
4
(
x
|x| · V
T
)2
dµT (x).
We also compute, using supC 1
4
∩sptT q
2
1 ≤ c−135 ES(T, 1) and
ES(T, 1) + κT ≤ c−136 EC(T, 1/3), that∫
B¯ 1
4
q21 dµT ≤ (c−135 c−136 ε2)µT (B¯ 1
4
) ≤ 16c−135 ε2µT (B¯ 1
4
).
Using (4.3.1), (6.1.1) (with T, σ replaced by (η 1
3
♯T ) B3, 1/2), (9.1.1), and
(4.2.5), we conclude
ε2 ≤3n+2c12

κ+ ∫
C 1
2
q21 dµT


≤3n+2c12
(
κ+
∫
B1
q21 dµT
)
≤3n+2c12
(
κ + 16c−135 ε
2µT (B¯ 1
4
) + 64c−135 ε
2µT (B1 \ B¯ 1
4
)
+ 4κ2µT (B1 \ B¯ 1
4
) + 42n+4
∫
B1\B¯ 1
4
(
x
|x| · V
T
)2
dµT (x)
)
≤32n+4c12(1 +M̟n)(16c−135 ε2 + κ) + 43n+6c12(ES(T, 1) + c4κ)
≤(ε2/2) + c36
2
(ES(T, 1) + κ)
which is a contradiction.
9.2 Remark
As in section 7.2 of [14], we make a general observation about homogeneous
degree one harmonic functions over V. We use this in the proof of Theorem
9.3 in order to apply Lemma 8.4.
51
Suppose h : V→ R is harmonic and h(ρy) = ρh(y) for all ρ ∈ (0, 1) and
y ∈ V.
(9.2.1)
If h is nonnegative, then h has zero trace
(see section 26 of [28]) on L.
(9.2.2) If h has zero trace on L, then h = βq0 V for some β ∈ R.
These are exactly as in 7.2(1)(2) of [14].
Proof. To verify (9.2.1), note that on the open hemisphere
Sn−1+ = {y ∈ Rn : |y| = 1, yn > 0}
the spherical Laplacian has minimum eigenvalue (n− 1). Letting
h2(y) = 2h(y/2) for y ∈ Sn−1+ and choosing λ > 0 so that the spherical
domain Ω = {y ∈ Sn−1+ : λyn > h2(y)} is nonempty, we observe that
(λq0 − h2)|Ω is a positive eigenfunction for the spherical Laplacian on Ω
with eigenvalue (n− 1). If h did not have zero trace on L, then Sn−1+ \ Ω
would have nonempty interior, which would contradict the strict
monotonicity of the minimum eigenvalue of the spherical Laplacian with
respect to the domain (see, for example, section 2.3 of [5]).
Statement (9.2.2) follows from the weak version of the Schwarz reflection
principle.
9.3 Theorem
We conclude here as in Theorem 7.3 of [14], although with c37 with
n,M,m. For this, we require m ≥ 1, as we apply Theorem 8.4.
Theorem. Suppose m ≥ 1. There is a positive constant c37 depending on
n,M,m so that if T ∈ T ,
EC(T, 1) + κT ≤(2c34)−1 where c34 is as in Lemma 9.1,
EC(T, 1/3) + EC(T, 1/3)
−1κT ≤c−137 , and
EC(T, 1/4) ≤2EC(rotθ♯T, 1/4) whenever θ ∈ (−1/8, 1/8),
then
EC(T, 1/4) ≤ c37(ES(T, 1) + κT ).
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Proof. There are only minor changes to the proof from section 7.3 of [14].
Take for contradiction a sequence {Tk}k∈N in T so that for each k ∈ N
(9.3.1)
EC(Tk, 1) + κTk ≤(2c34)−1
EC(Tk, 1/4) ≤2EC(rotθ♯Tk, 1/4) whenever θ ∈ (−1/8, 1/8),
and so that as k→∞
(9.3.2)
E(Tk, 1/3) + EC(Tk, 1/3)
−1κTk → 0
EC(Tk, 1/4)
−1(ES(Tk, 1) + κTk)→ 0;
these are as 7.3(1)(2) of [14]. Letting Sk = (η 1
3
♯Tk) B3, then Remark (4.3)
implies Sk ∈ T . With
εk = EC(Sk, 1)
1
2 = EC(Tk, 1/3)
1
2 , κk = κSk ≤
κTk
3
we can by Lemma 8.1 assume {Sk}k∈N is a blowup sequence with associated
harmonic blowups fi, gj. We can compute using (3.2.1) and (4.2.1)
lim sup
k→∞
ε−2k (ES(Sk, 1) + c4κk)
≤ lim sup
k→∞
(4/3)nEC(Tk, 1/4)
−1
(
ec1κkES(Tk, 1)
+ (ec1κk − 1)
(
M +m
2
)
̟n + c4κk
)
= 0.
Thus, we may apply (7.4.3) (with T replaced by Sk) and Definition 8.1
(with Tk replaced by Sk) to deduce that for each i ∈ {1, . . . ,M} and
j ∈ {1, . . . , m}∫
V
(
∂
∂r
(
fi(y)
|y|
))2
|y|2−n dHn(y) = 0 =
∫
W
(
∂
∂r
(
gj(y)
|y|
))2
|y|2−n dHn(y),
so that for all ρ ∈ (0, 1)
fi(ρy) = ρfi(y) for y ∈ V, gj(ρy) = ρgj(y) for y ∈W.
By (9.2.1) the nonnegative function fM − f1 has zero trace on L. Thus by
Lemma 8.2, each
|fi| =(|fi| −min{|f1|, . . . , |fM |}) + min{|f1|, . . . , |fM |}
≤(fM − f1) + min{|f1|, . . . , |fM |}
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has zero trace on L for each i ∈ {1, . . . ,M}. By (9.2.2) we conclude
fi = βiq0|V for some βi ∈ R. By Lemma 8.2 we as well conclude
∑m
j=1 gj
has zero trace on L because
∑M
i=1 fi does. From (9.2.1) it follows that each
function
m|gj| =
∣∣∣∣∣∣
m∑
j˜=1
(gj − gj˜) +
m∑
j˜=1
gj˜
∣∣∣∣∣∣
≤m(gm − g1) +
∣∣∣∣∣∣
m∑
j˜=1
gj˜
∣∣∣∣∣∣
has zero trace on L; hence gj = γjq0|W for some γj ∈ R by (9.2.1).
From Lemma 8.4 (since m ≥ 1) we conclude that
β1 = β2 = . . . = βM = γ1 = . . . = γm,
(9.3.3) lim
k→∞
sup
C 7
8
∩sptSk
|ε−1k q1 − β1q0| = 0;
this is 7.3(4) of [14] (note that there is no equation 7.3(3) in [14], as it was
mistakenly skipped).
From Lemma 9.1, (9.3.2),(9.3.3), and the inequalities
sup
C 1
4
∩spt Tk
q21 ≤ sup
C 7
8
∩sptSk
q21,
(3/4)nEC(Tk, 1/4) ≤EC(Tk, 1/3) = ε2k ≤ 3nEC(Tk, 1),
we deduce that β1 6= 0. Letting θk = arctan(β1εk), we infer from Remark 6.2
Rk = (η 1
4
♯rotθk♯T ) B3 ∈ T
for all k ∈ N sufficiently large, and from (9.3.3) and (6.1.1) that
(9.3.4)
lim sup
k→∞
ε−2k EC(rotθk♯Tk, 1/4)
= lim sup
k→∞
ε−2k EC(Tk, 1)
≤ lim sup
k→∞
(c12c13 sup
C 7
6
∩sptRk
ε−2k q
2
1 + c12ε
−2
k κk) = 0;
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this is as in 7.3(5) of [14]. On the other hand, by (6.1.2) and (9.3.3),
(9.3.5)
lim inf
k→∞
ε−2k EC(Tk, 1/4)
≥ lim inf
k→∞
(
(82n+1c14c15)
−1 sup
C 1
8
∩Tk
ε−2k q
2
1 − (8n+1c15)−1ε−2k κk
)
=(82n+1c14c15)
−1(β1/8)
2 > 0;
this is as in 7.3(6) of [14]. Statements (9.3.4) and (9.3.5) now contradict
(9.3.1) for k sufficiently large.
10 Boundary regularity of harmonic
blowups
We remark as in [7], that a well-known key step in various regularity proofs
for minimizing currents is to derive a decay rate EC(rotϑ♯T, ρ) ≈ ρα as
ρց 0 for T ∈ T with EC(T, 1) + κT sufficiently small for a suitable angle
ϑ; this is done in Theorem 11.2. However, proving this decay rate for the
cylindrical excess requires we prove all harmonic blowups corresponding to
all blowup sequences are given by C2 functions over V ∪ L and W ∪ L; this
is Theorem 10.2. We only need to make a clarification to the end of the
proof of Lemma 10.1, which is as in Lemma 8.1 of [14]. We introduce
c38, . . . , c43 now depending on n,M,m.
We assume throughout this section that m ≥ 1.
10.1 Lemma
To proof of Theorem 10.2 relies on an application of the Hopf boundary
point lemma. For this, we must first show that all harmonic blowups are
roughly differentiable at the origin, in the sense of the following lemma.
Lemma. Suppose m ≥ 1. If {Tk}k∈N is a blowup sequence in T with
associated harmonic blowups fi, gj then
supy∈V∩Bnρ
|fi(y)|
|y|
<∞, supy∈W∩Bnρ
|gj(y)|
|y|
<∞,
for each ρ ∈ (0, 1), i ∈ {1, . . . ,M}, and j ∈ {1, . . . , m}.
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Proof. For each k ∈ N, letting εk = EC(Tk, 1) 12 and κk = κTk, choose for
each σ ∈ (0, 1/12] a θ(k, σ) ∈ [−1/8, 1/8] so that
(10.1.1) EC(rotθ(k,σ)♯T, σ/4) ≤ 2EC(rotθ♯T, σ/4) whenever |θ| ≤ 1/8;
this is as in 8.1(1) of [14]. From (6.1.1),(6.1.2), (6.2.3), (3.2.1), and
(8.1.1),(8.1.2), we infer that
(10.1.2) θ(k, σ)→ 0 and EC(rotθ(k,σ)♯Tk, σ)→ 0 as k→∞;
this is as in 8.1(2) of [14].
We now consider two possibilities:
Case 1. EC(rotθ(k,σ)♯Tk, σ/3) < ε
2
k for infinitely many k ∈ N.
Case 2. EC(rotθ(k,σ)♯Tk, σ/3) ≥ ε2k for all sufficiently large k ∈ N.
In Case 2, using (10.1.1),(10.1.2), (6.2.3),(6.2.4), and
(8.1.1),(8.1.2),(8.1.3),(8.1.4) we can choose Nσ ∈ N so that, for all k ≥ Nσ,
we have κk ≤ ε2k,
Sk =(rotθ(k,σ)♯ησ♯Tk) B3 ∈ T
EC(Sk, 1) + κSk ≤(4σ)−nEC((η 14 ♯rotθ(k,σ)♯Tk) B3, 1) + σ
ακk
≤(2c34)−1
EC(Sk, 1/3) + EC(Sk, 1/3)
−1κSk ≤
(
3
4σ
)n
EC((η 1
4
♯rotθ(k,σ)♯Tk) B3, 1)
+ ε−2k σ
ακk ≤ c−137 ,
EC(Sk, 1/4) ≤2EC(rotθ♯Sk, 1/4) whenever |θ| ≤ 1/8.
These are exactly the assumptions needed to apply Theorem 7.3 with
T = Sk for k ≥ Nσ, and so we conclude by (4.3.2), (3.3.5), and (8.1.2)
EC(rotθ(k,σ)♯, σ/4) =EC(Sk, 1/4)
≤c37(ES(Sk, 1) + κSk)
≤c37(ES(Tk, σ) + σακk)
≤c38(ES(Tk, 1) + κk]
≤c39ε2k.
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Here, c38 depends on n,M,m as we used
ES(Tk, σ) ≤ ec1κkES(Tk, 1) + (ec1κk − 1)
(
M +m
2
)
̟n
by (4.2.1); thus, c39 also depends on n,M,m.
If instead Case 1 occurs so that EC(rotθ(k,σ)♯Tk, σ/3) < ε
2
k for infinitely
many k ∈ N, then we use (3.2.1) to conclude that in either Case 1 or Case 2
EC(rotθ(k,σ)♯Tk, σ/4) ≤ c40ε2k
for infinitely many k ∈ N, where c40 depends on n,M,m. Since Sk ∈ T ,
then we can apply (4.3.1), (6.1.2) with T, σ replaced by
(rotθ(k,σ)♯η σ
4
♯Tk) B3, 1/20, as well as (8.1.2) to conclude
(10.1.3) sup
Cσ
5
∩spt rotθ(k,σ)♯Tk
|q1| ≤ c41εkσ
for infinitely many k ∈ N, with c41 now depending on n,M,m; this is as in
8.1(3) of [14].
Letting y = (y1, . . . , yn−1,−yn) for y ∈ Rn and letting v(k)i , w(k)j be
associated with Tk as in Definition 8.1, we note that θ(k, σ)→ 0 as k→∞,
and we use (10.1.3) to estimate, for each τ ∈ (0, 1),
|v(k)i (y)− v(k)i˜ (y)| ≤ 2c41εkσ for y ∈ Vτ ∩ Bnσ5 ,
|w(k)j (y)− w(k)j˜ (y)| ≤ 2c41εkσ for y ∈Wτ ∩Bnσ5 ,
|v(k)i (y) + w(k)j (y)| ≤ 2c41εkσ for y ∈ Vτ ∩ Bnσ
5
,
for infinitely many k ∈ N and for all {i, i˜} ⊆ {1, . . . ,M} and all
{j, j˜} ⊆ {1, . . . , m}.
From the arbitrariness of σ and (8.1.3),(8.1.4) we infer that
(10.1.4)
|fi(y)− fi˜(y)| ≤ 8c41|y| for y ∈ V ∩ Bn1
60
,
|gj(y)− gj˜(y)| ≤ 8c41|y| for y ∈W ∩ Bn1
60
,
|fi(y) + gj(y)| ≤ 8c41|y| for y ∈ V ∩ Bn1
60
,
for all {i, i˜} ⊆ {1, . . . ,M} and all {j, j˜} ⊆ {1, . . . , m}; this is 8.1(4) of [14].
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We may also apply Lemma 8.2 to see that the functions
Π : Bn1 → R, P : Bn1 → R
Π|V =
∑M
i=1 fi, Π|W =
∑m
j=1 gj, Π|L = 0,
P(y) = Π(y)− Π(y) for y ∈ Bn1
have locally square integrable weak gradients. Since P is odd in the second
variable and P|V∪W is harmonic, P is, by the weak version of the Schwarz
reflection principle, harmonic on all of Bn1 ; hence, for each ρ ∈ (0, 1)
(10.1.5) sup
y∈Bnρ
|P(y)|
|y| <∞;
this is 8.1(5) of [14].
On the other hand, for y ∈ V
P(y) =
M∑
i=1
fi(y)−
m∑
j=1
gj(y)
=
M∑
i=1
fi(y)−
m∑
j=1
(fj(y) + gj(y)) +
m∑
j=1
fj(y)
=2
m∑
i=1
fi(y) +
M∑
i=m+1
fi −
m∑
j=1
(fj(y) + gj(y))
=(M +m)fi˜(y) + 2
m∑
i=1
(fi(y)− fi˜(y))+
+
M∑
i=m+1
(fi(y)− fi˜(y))−
m∑
j=1
(fj(y) + gj(y))
for each i˜ ∈ {1, . . . ,M}, and for any j ∈ {1, . . . , m}
gj(y) = (f1(y) + gj(y))− f1(y).
The theorem thus follows by (8.1.5) and (10.1.4),(10.1.5).
10.2 Theorem
The following theorem will be instrumental in showing the necessary decay
rate Theorem 11.2 for the excess; in particular, β as given below will be
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used to find the necessary angle ϑ as in Theorem 11.2. As such, we give a
slightly more thorough conclusion, in stating specifically that
Df(0) = (0, β) = Dg(0), than as in the statement of Theorem 8.2 of [14], to
which Theorem 10.2 is analogous.
Theorem. Suppose m ≥ 1. If {Tk}k∈N is a blowup sequence in T with
associated blowups fi, gj, then there exists two functions f ∈ C2(V ∪ L) and
g ∈ C2(W ∪ L) and β ∈ R such that
f |V = f1 = f2 = . . . = fM , g|W = g1 = . . . = gm
f |L = 0 = g|L, and Df(0) = (0, β) = Dg(0).
Proof. The proof is precisely the same as in section 8.2 of [14], with only
minor notational changes.
By Lemma 10.1, the harmonic functions f
(ρ)
i , g
(ρ)
j defined for
i ∈ {1, . . . ,M}, j ∈ {1, . . . , m}, and ρ ∈ (0, 1/4] by
f
(ρ)
i (y) = fi(ρy)/ρ for y ∈ V,
g
(ρ)
j (y) = gj(ρy)/ρ for y ∈W,
are uniformly bounded. By Theorem 2.11 of [12], there is a decreasing
sequence {ρl}l∈N ⊂ (0, 1/4] so that ρl → 0 as l →∞ and bounded harmonic
functions f ∗1 , . . . , f
∗
M on V and g
∗
1, . . . , g
∗
m on W such that for all
i ∈ {1, . . . ,M} and j ∈ {1, . . . , m}
f
(ρl)
i → f ∗i and Df (ρl)i → Df ∗i pointwise on V as l →∞,
g
(ρl)
j → g∗j and Dg(ρl)j → Dg∗j pointwise on W as l →∞.
Noting that
M∑
i=1
∫
V
(
∂
∂r
(
fi(y)
|y|
))2
|y|2−n dHn(y)
+
m∑
j=1
∫
W
(
∂
∂r
(
gj(y)
|y|
))2
|y|2−n dHn(y) <∞
by (7.4.3) and (8.1.2), we use Fatou’s lemma to compute for each
59
i ∈ {1, . . . ,M}∫
V
(
∂
∂r
(
f ∗i (y)
|y|
))2
|y|2−n dHn(y)
≤ lim inf
l→∞
∫
V
(
∂
∂r
(
f
(ρl)
i (y)
|y|
))2
|y|2−n dHn(y)
≤ lim inf
l→∞
∫
V∩Bnρl
(
∂
∂r
(
fi(y)
|y|
))2
|y|2−n dHn(y) = 0,
hence ∂
∂r
(
f∗i (y)
|y|
)
= 0 for all y ∈ V. Similarly, ∂
∂r
(
g∗j (y)
|y|
)
= 0 for all y ∈W.
As in the proof of Theorem 9.3, it follows from Remark 9.2 that each f ∗i
(respectively, g∗j ) is the restriction to V (respectively, W) of some multiple
of the linear function q0(y) = yn. In the next paragraph, we shall verify
that all of these multiples coincide.
Define for each l ∈ N
Slk = (ηρl♯Tk) B3,
and choose, by Remark 4.3 and (8.1.1),(8.1.2), an integer Nl ≥ l so that
Slk ∈ T whenever k ≥ Nl. Noting that, for each i ∈ {1, . . . ,M},
j ∈ {1, . . . , m}, and l ∈ N
ε−1k v
Slk
i → f (ρl)i uniformly on compact subsets of V,
ε−1k w
Slk
j → g(ρl)j uniformly on compact subsets of W
as k→∞, we may find integers kl ≥ Nl so that
(10.2.1)
max

supV 1
2
∣∣∣f (ρl)1 ∣∣∣ , sup
V 1
2
∣∣∣f (ρk)M ∣∣∣ , sup
W 1
2
∣∣∣g(ρl)1 ∣∣∣ , sup
W 1
2
∣∣g(ρl)m ∣∣


≤ sup
C 1
2
∩sptSlkl
ε−1kl |q1|+
1
l
,
and, by applying Lemma 8.3 to {Tk}k∈N with y = 0 and σ = 3ρl, so that
(10.2.2)
sup
C3∩sptSlkl
ε−1kl |q1|
≤ 3max
{
sup
V
∣∣∣f ( ρl3 )1 ∣∣∣ , sup
V
∣∣∣f ( ρl3 )M ∣∣∣ , sup
W
∣∣∣g( ρl3 )1 ∣∣∣ , sup
W
∣∣∣g( ρl3 )m ∣∣∣
}
+
1
l
,
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and so that, with S∗l = S
l
kl
,
(10.2.3) ε−1kl v
S∗l
i → f ∗i and ε−1kl w
S∗l
j → g∗j as l →∞;
these three assumptions are as in 8.2(1)(2)(3) of [14]. In case not all
functions f ∗i , g
∗
j are identically zero, using (6.1.1),(6.1.2) (with T, σ replaced
by S∗l , 1/2) we see that (10.2.1),(10.2.2) along with (4.3.2) and (8.1.2) imply
0 < lim inf
l→∞
ε−1kl EC(S
∗
l , 1)
1
2 ≤ lim sup
l→∞
ε−1kl EC(S
∗
l , 1)
1
2 <∞,
and we may use Definition 8.1 and (10.2.2) to obtain a positive number λ
and a blowup sequence {S∗l }l∈N whose associated harmonic blowups are
λf ∗i , λg
∗
j . It follows from Lemma 8.2 and Lemma 8.4 (as in the proof of
Theorem 9.3) that, in any case
f ∗1 = f
∗
2 = . . . = f
∗
M = βq0|V g∗1 = . . . = g∗m = βq0|W
for some β ∈ R.
This now implies that the nonnegative harmonic functions fM − f1 and
gm − g1 satisfy the conditions
lim inf
tց0
fM(0, t)− f1(0, t)
t
= 0 = lim inf
tց0
gm(0,−t)− g1(0,−t)
t
.
By the Hopf boundary point lemma (see Lemma 3.4 of [12]), we conclude
fM − f1 ≡ 0 on V and gm − g1 ≡ 0 on W;
hence,
f1 = f2 = . . . = fM on V and g1 = . . . = gm on W.
By Lemma 8.2 these functions all have zero trace on L. Thus, there exist by
the weak version of the Schwarz reflection principle functions
f ∈ C2(V ∪ L) and g ∈ C2(W ∪ L) such that
f |V = f1 = f2 = . . . = fM , g|W = g1 = . . . = gm, f |L = 0 = g|L.
Moreover, Df(0) = (0, β) = Dg(0).
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10.3 Remark
Suppose m ≥ 1. By the Schwarz reflection principle, well-known L2 a priori
estimates for harmonic functions (see 5.2.5 of [10]), together with (8.1.5)
taking ρ = 1/2, we conclude there are positive constants c42, c43 depending
on n,M,m so that for any harmonic blowups f, g as in Theorem 10.2
(10.3.1)
|β| = |Df(0)| = |Dg(0)|
≤c42min



∫
V∩Bn1
2
|f |2 dHn


1
2
,

∫
W∩Bn1
2
|g|2 dHn


1
2

 ≤ c43,
(10.3.2)
|f(y)− y ·Df(0)|
≤c42

∫
V∩Bn1
2
|f |2 dHn


1
2
|y|2 ≤ c43|y|2 for y ∈ V ∩Bn1
4
,
(10.3.3)
|g(y)− y ·Dg(0)|
≤c42

∫
W∩Bn1
2
|g|2 dHn


1
2
|y|2 ≤ c43|y|2 for y ∈W ∩ Bn1
4
;
these are as in 8.3(1)(2)(3) of [14] (note that section 8.3 of [14] is mislabeled
in [14] as section 8.2).
11 Excess growth estimate
Theorem 11.2 is the central cylindrical excess decay lemma we need to
prove Corollary 11.3, which together with the Hopf-type boundary point
lemma from section 12.1 directly implies our main result Theorem 2. All of
the results and proofs hold from section 9 of [14] without change. We
introduce c44, c45, c46 now depending on n,M,m, and we assume m ≥ 1.
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11.1 Theorem
As noted before, proving a result such as Theorem 11.2 is standard in
proving regularity results for area-minimizing currents. Moreover, the proof
of Theorem 11.2 is a standard iteration argument. For this, we first require
Theorem 11.1. The proof of the following is exactly the same as in section
9.1 of [14].
Theorem. Suppose m ≥ 1. There is a constant c44 ≥ 1 depending on
n,M,m so that corresponding to each T ∈ T with
max{EC(T, 1), c44κT} ≤ c−144 , there exists θ ∈ R for which
|θ| ≤c43EC(T, 1) 12
EC(rotθ♯T, τ) ≤τ max{EC(T, 1), c44κT},
where τ = (c16(1 + c43))
−2/α, with c16 as in (6.2.4) and c43 as in Remark
10.3; thus τ depends only on n,M,m.
Proof. If the theorem were false, then there would exist for each k ∈ N a
current Tk ∈ T so that, with εk = EC(Tk, 1) 12 and κk = κTk,
(11.1.1) max{ε2k, kκk} ≤ k−1
(11.1.2) EC(rotθ♯Tk, τ) > τ max{ε2k, kκk} whenever |θ| ≤ c43εk;
these are as in 9.1(1)(2) of [14].
We assume as in 9.1(3) of [14] that
(11.1.3) kκk < τ
−n−1ε2k for all k ∈ N,
otherwise (11.1.2) is, by (3.2.1), contradicted with θ = 0.
Replacing {Tk}k∈N by a subsequence, we may assume by Definition 8.1 that
{Tk}k∈N is a blowup sequence with associated harmonic blowups f, g as in
Theorem 10.2. By Theorem 10.2 and (10.3.1),
(11.1.4) Df(0) = (0, β) = Dg(0) for some β ∈ [−c43, c43];
this is as in 9.1(4) of [14]. Letting θk = arctan(βεk) so that
(11.1.5) |θk| ≤ |β|εk ≤ c43εk,
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as in 9.1(5) of [14], we infer from (11.1.1) and (6.2.4) that
(11.1.6) (ητ♯rotθk♯Tk) B3 ∈ T and κ(ητ♯rotθk♯Tk) B3 ≤ τακk
for all k ∈ N sufficiently large; this is as in 9.1(6) of [14].
Noting that f |L = 0 = gL and that the functions ε−1k vTki , ε−1k wTkj converge
uniformly as k→∞ on Vσ,Wσ respectively, for each σ ∈ (0, 1) we
conclude from Lemma 8.3 that
lim
k→∞
sup
C 1
2
∩p−1(V)∩spt Tk
|ε−1k q1 − f ◦ p| =0,
lim
k→∞
sup
C 1
2
∩p−1(W)∩spt Tk
|ε−1k q1 − g ◦ p| =0.
From these equations, (11.1.4), and (10.3.2),(10.3.3) we deduce that
lim sup
k→∞
sup
C2∩spt(ητ♯rotθkTk)
ε−1k |q1|
≤τ−1 lim sup
k→∞
sup
C3τ∩sptTk
|ε−1k q1 − βq0|
≤τ−1 lim sup
k→∞
(
sup
C3τ∩p−1(V)∩spt Tk
|f ◦ p− βq0|
+ sup
C3τ∩p−1(W)∩spt Tk
|g ◦ p− βq0|
)
≤18c43τ.
Using this estimate, (11.1.1),(11.1.3),(11.1.6), and (6.1.1) (with σ ր 1), we
conclude that
lim sup
k→∞
ε−2k EC(rotθk♯Tk, τ) = lim sup
k→∞
ε−2k EC(ητ♯rotθk♯Tk, 1)
≤(18)2c12c13c243τ 2 < θ,
which, along with (11.1.5), contradicts (11.1.2).
11.2 Theorem
Finally, we attend to the key excess decay estimate.
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Theorem. Suppose m ≥ 1, and let c43, c44, and τ be as in Remark 10.3 and
Theorem 11.1. For any T ∈ T with max{EC(T, 1), c44κT} ≤ c−144 τα, there
exists a ϑ ∈ [−2c43c−1/244 τα/2, 2c43c−1/244 τα/2] such that
EC(rotϑ♯T, ρ) ≤ c−144 ϑ−(n+2)αρα for ρ ∈ (0, τ/4).
Proof. The proof is a standard inductive argument using Theorem 11.1,
and we closely follow the proof in section 9.2 of [14].
By Theorem 11.1 and (6.2.4) we may inductively select real numbers
{θk}k∈N and rectifiable currents {Tk}k∈N so that, after setting T0 = T, we
have for each k ∈ N
|θk| ≤c43EC(Tk−1, 1) 12 ,
Tk =(ητ♯rotθk♯Tk−1) B3 ∈ T , and
max{EC(Tk, 1), c44κTk} ≤ταmax{EC(Tk−1, 1), c44κTk−1} ≤ c−144 τ (j+1)α.
In inductively checking that Tk belongs to T , we use (6.2.4) and the
definition of τ in Theorem 11.1 to estimate
(11.2.1) |θk| ≤ c43c−1/244 τkα/2,
(11.2.2) EC(Tk−1, 1) + κTk−1 ≤ 2max{EC(Tk−1, 1), κTk−1} ≤ 2c−144 τ jα;
these are as in 9.2(1)(2) of [14]. Letting ϑk =
∑k
l=1 θl and ϑ =
∑∞
l=1 θl, we
notice that by (11.2.1)
|ϑ| ≤ 2c43c−1/244 τα/2.
For any ρ ∈ (0, τ/4), we may choose k ∈ N so that ρ ∈ [ τk+1
4
, τ
j
4
), and apply
(11.2.1),(11.2.2) (with k replaced by k+1), (6.2.3),(6.2.4) (with T, θ
replaced by Tk, ϑ− ϑk) and (3.2.1) to estimate
EC(rotϑ♯T, ρ) ≤τ−nαEC(rotϑ♯T, τk/4) = 4nτ−nαEC(η 1
4
♯rotϑ♯T, τ
j)
=4nτ−nαEC(η 1
4
♯rot(ϑ−ϑk)♯Tk, 1)
≤τ−(n+1)α
((
∞∑
l=k+1
|θl|2
)
+ EC(Tk, 1) + κTk
)
≤c−144 θ−(n+2)αρα.
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11.3 Corollary
The following is essentially Theorem 2, prior to an application of the
Hopf-type boundary point Lemma 12.1.
Corollary. Suppose m ≥ 1. If T and ϑ are as in Theorem 11.2, if
a = α/(2n+ 6), and if
V˜ ={y ∈ Bnδ : yn > |y|1+a},
W˜ ={y ∈ Bnδ : yn < −|y|1+a},
where δ = ((4c24)
−2n−3τ (n+2)α)
2
α and c24, τ are as in Theorem 7.4 and
Theorem 11.1, then
p−1(V˜ ) ∩ spt rotϑ♯T =
M⋃
i=1
graphV˜ v˜i,
p−1(W˜ ) ∩ spt rotϑ♯T =
m⋃
j=1
graphW˜ w˜j
for some v˜i ∈ C1,a(Clos V˜ ), w˜j ∈ C1,a(Clos W˜ ) such that v˜i|V˜ , w˜j|W˜ satisfy
the minimal surface equation, Dv˜i(0) = 0 = Dw˜j(0) = 0, and
v˜1 ≤ v˜2 ≤ . . . ≤ v˜M , w˜1 ≤ . . . ≤ w˜m.
Proof. For each ρ ∈ (0, δ) we note that, as in the proof of Theorem 11.2,
the current Sρ = (ηρ♯rotϑ♯T ) B3 belongs to T and that, by Theorem 7.4,
Theorem 11.2, and (4.3.2),
(11.3.1)
σSρ ≤c24(EC(Sρ, 1) + κSρ)
1
2n+3 ≤ c24((τ−(n+2)α + τα)ρα) 12n+3
≤c24(2τ−(n+2)αρα/2) 12n+3ρa ≤ ρa/4;
this is as in 9.3(1) of [14]. Applying (7.4.1) (with T = Sρ and l = 1, 2), we
infer that
(11.3.2) sup
V
ρa/4
|DvSρi | ≤ c25(2θ−(n+2)αρα)1/2(ρa/4)−1 ≤ c45ρa,
(11.3.3) sup
V
ρβ/4
|D2vSρi | ≤ c25(2θ−(n+2)αρα)1/2(ρa/4)−2 ≤ c46ρa,
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for each i = 1, . . . ,M, with c45, c46 depending on n,M,m; these are is in
9.3(2)(3) of [14].
Next, observe that if we take y ∈ V˜ and if we take ρ ∈ (0, 2|y|), then (by
definition of V˜ )
(11.3.4) yn/ρ > ρ
a/4 (σSρ by (11.3.1));
this is as in 9.3(4) of [14]. Hence, using (11.3.1), it follows that
p−1(V˜ ) ∩ spt rotϑ♯T =
M⋃
i=1
graphV˜ v˜i
for some functions v˜i : V˜ → R which are well-defined by the condition
(11.3.5) v˜i(y) = ρv
Sρ
i (y/ρ) whenever y ∈ V˜ and
3
2
|y| ≤ ρ ≤ 2|y|;
this is as in 9.3(5) of [14]. By Theorem (7.4), v˜i ≤ v˜2 ≤ . . . ≤ v˜M and each
v˜i satisfies the minimal surface equation on V˜ . Moreover, we may use
(11.3.4),(11.3.5),(11.3.2),(11.3.3) (with ρ = 2|y|) to estimate
(11.3.6) |Dv˜i(y)| ≤ 2c45|y|a,
(11.3.7) |D2v˜i(y)| ≤ 2c46|y|a(2|y|)−1 = c46|y|a−1
for any y ∈ V˜ ; these are as in 9.3(6)(7) of [14].
To obtain the desired Ho¨lder, we suppose y, y˜ ∈ V˜ and consider the two
possibilities:
Case 1. max{|y|, |y˜|} ≤ 2|y − y˜|. Here we infer from (11.3.6) that
(11.3.8)
|Dv˜i(y)−Dv˜i(y˜)| ≤|Dv˜i(y)|+ |Dv˜i(y˜)|
≤2c45 (|y|a + |y˜|a)
≤4c45|y − y˜|a;
this is as in 9.3(8) of [14].
67
Case 2. max{|y|, |y˜|} > 2|y − y˜|. Here
|y + t(y˜ − y)| > |y − y˜| whenever t ∈ [0, 1],
and so, by (11.3.7),
(11.3.9)
|Dv˜i(y)−Dv˜i(y˜)| ≤|y − y˜|
∫ 1
0
|D2v˜i(y + t(y˜ − y))| dt
≤c46|y − y˜|a;
this is 9.3(9) of [14].
By (11.3.8),(11.3.9), and (11.3.6) each function v˜i extends uniquely to a
member of C1,a(Clos V˜ ) with Dv˜i(0) = 0.
The argument to show the existence of w˜i ∈ C1,a(Clos W˜ ) is similar.
12 A Hopf-type boundary point lemma
Here we give a short proof of a Hopf-type boundary point lemma for
divergence-form elliptic equations, which was first established by Finn and
Gilbarg; see Lemma 7 of [11]. This is as in section 10 of [14].
We use in section 12.1 positive constants c47, c48, c49 from applying Theorem
5.5.5’(b) of [17]; while these constants do not depend only on n,M,m, we
will only use these constants in section 12.1.
12.1 Lemma
Lemma. If a ∈ (0, 1), Ω is a connected C1,a domain in Rn,
akl ∈ C0,a(ClosΩ) for k, l ∈ {1, . . . , n},
n∑
k,l=1
akl(y)ξkξl ≥ |ξ|2 for y ∈ Ω and ξ = (ξ1, . . . , ξn) ∈ Rn,
u ∈ C1,a(ClosΩ, [0,∞)) is a weak solution of the equation
n∑
k,l=1
Dk(aklDlu) = 0
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on Ω, 0 ∈ ∂Ω, and u(0) = 0, then
either u ≡ 0 or n ·Du(0) > 0
where n is the interior unit normal to Ω at 0.
Proof. We follow the proof of Lemma 10.1 of [14], with only changes in
notation.
By making a nonsingular C1,a transformation of coordinates near 0 we may
assume Ω ∩ Bn1 = V; hence n ·Du(0) = Dnu(0). Let
A = Bn1
2
(en/2) \ B¯n1
4
(en/2)
and let φ be the analytic function on ClosA for which
φ|∂Bn1
2
( en
2
) ≡ 0 φ|∂B¯n1
4
( en
2
) ≡ 1∑n
k,l=1 akl(0)DkDlφ ≡ 0.
By the classical Hopf argument (see, for example, Theorem 3.6 of [12]) for
nondivergence form equations,
(12.1.1) Dnφ(0) > 0;
this is as in 10.1(1) of [14].
Next, for each ǫ ∈ (0, 1), let
uǫ(y) = u(ǫy) and aǫkl(y) = akl(ǫy) for y ∈ V and {k, l} ⊆ {1, . . . , n},
and note that aǫkl(0) = akl(0) and that u
ǫ is a weak solution of the equation
(12.1.2)
n∑
k,l=1
Dk(a
ǫ
klDlw) = 0
on V; this is as in 10.1(2) of [14]. By section 23 of [28] and Theorem 5.5.4’
of [17], we may choose φǫ ∈ C1,a(ClosA) a weak solution of (12.1.2) on A so
that φǫ|∂A = φ|∂A. Using the functions
ζǫk(y) = −
n∑
l=1
(aǫkl(y)− aǫkl(0))Dlφ(y) for y ∈ ClosA and k ∈ {1, . . . , n},
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we observe that ψǫ = φǫ − φ ∈ C1,a(ClosA) is a weak solution of the
equation
(12.1.3)
n∑
k,l=1
Dk(a
ǫ
klDlw) =
n∑
k=1
Dkζ
ǫ
k
on A with ψǫ|∂A = 0; this is as in 10.1(3) of [14]. We infer from Theorem
5.5.5’(b) of [17]
(12.1.4) ‖ψǫ‖C1,a(ClosA) ≤ c47
(
n∑
k=1
‖ζǫk‖C0,a(ClosA) +
∫
A
|ψǫ| dHn
)
,
where c47 is a constant independent of ǫ; this is as in 10.4 of [14]. Moreover,
using the coercivity of the operator on the left of (12.1.3) as in section 23 of
[28], we readily verify that
(12.1.5)
∫
A
|ψǫ|2 dHn ≤ c48
n∑
k=1
∫
A
|ζǫk|2 dHn ≤ c49
n∑
k=1
|ζǫk|2C0,a(ClosA)
with c48, c49 independent of ǫ; this is as in 10.1(5) of [14]. Combining
(12.1.4),(12.1.5), and Schwartz’s inequality, we conclude that
|Dnφǫ(0)−Dnφ(0)| ≤ ‖ψǫ‖C1,a(ClosA) ≤ c47(1 +√c49)
n∑
l=1
‖ζǫl ‖C0,a(ClosA) → 0
as ǫ→ 0. Thus we may, by (12.1.1), fix ǫ > 0 sufficiently small so that
(12.1.6) Dnφǫ(0) >
1
2
Dnφ(0) > 0;
this is as in 10.1(6) of [14].
In case u|Ω is strictly positive we can choose λ ∈ (0, 1) so that
(uǫ − λφǫ)|∂A ≥ 0. Since uǫ − λφǫ is a solution of (12.1.2), we may infer
from the weak maximum principle (see, for example, Theorem 3.6 of [12])
that Dn(u
ǫ − λφǫ)(0) ≥ 0; hence, by (12.1.6),
Dnu(0) = ǫDnu
ǫ(0) ≥ ǫλDnφǫ(0) > 0.
To complete the proof we will verify that if u|Ω is not identically zero, then
u|Ω is strictly positive. Otherwise, there is B¯ρ(y) ⊂ Ω and a point
y˜ ∈ ∂Bρ(y) so that u|Bρ(y) > 0 and u(y˜) = 0. Since u ≥ 0 we infer
Du(y˜) = 0, contradicting the argument above with Ω replaced by Bρ(y).
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13 Concluding Theorem 2
Having established Corollary 11.3, the proof of Theorem 2 follows exactly as
in the first part of Theorem 11.1 of [14]. Recall that m ≥ 1 in Theorem 2.
Proof of Theorem 2: Suppose T ∈ Rn(B3) satisfies (∗), (∗∗) from Theorem
2. Choose rk → 0 with rk < 1 so that as currents
ηrk♯
T →MEn {y ∈ Rn : yn > 0}+mEn {y ∈ Rn : yn < 0}.
By 5.4.2 of [10]
lim
k→∞
sup
B¯rk∩sptT
q1/rk = 0,
and so we can choose k ∈ N sufficiently large so that
Tk = (ηrk♯T ) B3 ∈ T
max{EC(Tk, 1), c44κTk} ≤ c−144 .
It follows that Theorem 11.2 holds for Tk specifically with ϑ = 0. By Lemma
12.1 we conclude in applying Theorem 11.2 to Tk that v˜1 = v˜2 = . . . = v˜M
and w˜1 = . . . = w˜m. Together with (11.3.7), we now have Theorem 2.
A Appendix
In this section we present some calculations based on the homotopy formula
4.1.9 of [10]. The identities presented in this Appendix will be needed in
(3.3.5), Lemma 6.1, Lemma 8.2, and Lemma 8.4.
We begin with the following lemma, which follows from the constancy
theorem (see Theorem 26.27 of [26]) and induction, which will be used to
prove Lemma A.0.5.
Lemma A.0.1. Let ρ ∈ (0,∞) and σ ∈ (0, 1). Suppose P ∈ Rn(Rn) is
nonzero with
(A.0.2)
sptP ∩ {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < 1}
⊂ {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < σ}
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and
(A.0.3)
∂P {y ∈ Rn :|(y1, . . . , yn−1)| < ρ, |yn| < 1}
=(−1)n
N∑
ℓ=1
mℓΦP,ℓ♯(E
n−1 Bn−1ρ )
+ (−1)n−1m0En−1 Bn−1ρ
where N,m0, m1, . . . , mN ∈ N satisfy
∑N
ℓ=1mℓ = m0, and for each
ℓ = 1, . . . , N the map ΦP,ℓ ∈ C1(Bn−1ρ ;Rn) is given by ΦP,ℓ(z) = (z, ϕP,ℓ(z))
where ϕP,ℓ ∈ C1(Bn−1ρ ) with supBn−1ρ |ϕP,ℓ| < σ.
Then there is a nonempty K ⊆ N such that for each k ∈ K there is an open
nonempty connected set OP,k ⊂ {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < σ} and
an integer mOP,k 6= 0 so that
P {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < 1} =
∑
k∈K
mOP,kE
n OP,k.
Moreover, mOP,k ∈ [−m0, 0) if OP,k ∩ {y ∈ Rn : yn > 0} 6= ∅, while
mOP,k ∈ (0, m0] if OP,k ∩ {y ∈ Rn : yn < 0} 6= ∅.
Proof. We prove this by induction on n. Note first that the constancy
theorem (see Theorem 26.27 of [26]) implies
(A.0.4) P {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < 1} =
∑
k∈K
mOP,kE
n OP,k
for some nonempty K ⊆ N, where mOP,k 6= 0 is an integer and OP,k is a
nonempty open connected subset of
{y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < σ} \
N⋃
ℓ=1
ΦP,ℓ(B
n−1
ρ )
for each k ∈ K. We now begin our proof by induction.
n=2: Define ϕ˜P,1, . . . , ϕ˜P,N ∈ C((−ρ, ρ)) so that
ϕ˜P,1 ≤ ϕ˜P,2 ≤ . . . ≤ ϕ˜P,N−1 ≤ ϕ˜P,N
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and so that for each z ∈ (−ρ, ρ) we have
{ϕ˜P,ℓ˜(z)}Nℓ˜=1 = {ϕP,ℓ(z)}Nℓ=1.
Take OP,k as in (A.0.4), and suppose OP,k ∩ {y ∈ R2 : y2 > 0} 6= ∅. The
constancy theorem together with (A.0.2),(A.0.3) imply there is an open
interval Ik ⊂ (−ρ, ρ) and an ℓ˜k ∈ {1, . . . , N} so that
OP,k = {y ∈ R2 : y1 ∈ Ik, y2 ∈ (max{0, ϕ˜P,ℓ˜k−1(y1)}, ϕ˜P,ℓ˜k(y1))}.
First, suppose ϕ˜P,ℓ˜k(z) = ϕ˜P,N(z) for each z ∈ Ik. It follows we can find
ℓ1, . . . , ℓN−ℓ˜k+1 ∈ {1. . . . , N} so that
ϕP,ℓ1(z) = . . . = ϕP,ℓN−ℓ˜k+1
(z) = ϕ˜P,N(z)
for each z ∈ Ik, and hence
∂OP,k ∩ {y ∈ R2 : max{0, ϕ˜P,ℓ˜k−1(y1)} < y2}
= ΦP,ℓ1(Ik) = . . . = ΦP,ℓN−ℓ˜k+1
(Ik).
From this mOP,k = −(mℓ1 + . . .+mℓN−ℓ˜k+1) follows, and so mOP,k ∈ [−m0, 0).
Second, suppose ϕ˜P,ℓ˜k(z) = ϕ˜P,N−1(z) for each z ∈ Ik, but
ϕ˜P,N−1(z) < ϕ˜P,N(z) for some z ∈ Ik. We can thus find an open interval
I˜k ⊂ Ik and an OP,k˜ from (A.0.4) disjoint from OP,k so that
∂OP,k˜∩{y ∈ R2 : y1 ∈ I˜k, y2 > 0}
= {(z, ϕ˜P,N−1(z)) : z ∈ I˜k} ∪ {(z, ϕ˜P,N(z)) : z ∈ I˜k}.
The previous paragraph applied to OP,k˜ implies there are
ℓ1, . . . , ℓN−ℓ˜k+1 ∈ {1, . . . , N} so that
mOP,k = −(mℓ1 + . . .+mℓN−ℓ˜k+1),
and from this mOP,k ∈ [−m0, 0) follows.
Third, we can argue inductively that mOP,k ∈ [−m0, 0) whenever
OP,k ∩ {y ∈ R2 : y2 > 0} 6= ∅. By likewise first considering ϕ˜P,1, we can show
mOP,k ∈ (0, m0] whenever OP,k ∩ {y ∈ R2 : y2 < 0} 6= ∅. This shows the
lemma in case n = 2.
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n > 2. With p1 : R
n+1 → R given by p1(x) = x1, take any of the Lebesgue
almost-every t ∈ (−ρ, ρ) such that the slice
〈P,p1, t〉 = ∂
(
P {x ∈ Rn+1 : x1 < t}
)− (∂P ) {x ∈ Rn+1 : x1 < t}
exists, by 4.3.6 of [10]. Then the following two facts also hold for Lebesque
almost-every t ∈ (−ρ, ρ). First, by (A.0.2),
spt〈P,p1, t〉 ∩ {y ∈ Rn : |(y1, . . . , yn−1)| < ρ, |yn| < 1}
= spt〈P,p1, t〉 ∩ {y ∈ Rn : y1 = t, |(y2, . . . , yn−1)| < ρ− t, |yn| < 1}
⊂ {y ∈ Rn : y1 = t, |(y2, . . . , yn−1)| < ρ− t, |yn| < σ}.
Second, by (A.0.3) and Lemma 28.5(3) of [26],
∂〈P,p1, t〉 {y ∈ Rn : y1 = t, |(y2, . . . , yn−1)| < ρ− t, |yn| < 1}
=(−1)n−1
N∑
ℓ=1
mℓΦP,ℓ♯(E
t,n−2 {z ∈ Rn−1 : z1 = t, |(z2, . . . , zn−1)| < ρ− t})
+ (−1)n−2m0Et,n−2 {z ∈ Rn−1 : z1 = t, |(z2, . . . , zn−1)| < ρ− t}
where Et,n−2 is the (n− 2)-dimensional current in Rn given by
E
t,n−2(ω) =
∫
{z∈Rn−1:z1=t}
〈ω, e2 ∧ . . . ∧ en−1〉 dHn−2 for ω ∈ Dn−2(Rn).
These two facts imply by induction that whenever 〈P,p1, t〉 6= 0
〈P,p1, t〉 {y ∈ Rn : y1 = t, |(y2, . . . , yn−1)| < ρ− t, |yn| < 1}
=
∑
k∈Kt
mOtP,kE
t,n−1 OtP,k
where Et,n−1t is the (n− 1)-dimensional current in Rn given by
E
t,n−1(ω) =
∫
{y∈Rn:y1=t}
〈ω, e2 ∧ . . . ∧ en〉 dHn−1 for ω ∈ Dn−1(Rn),
and where Kt ⊆ N is a nonempty set such that for each k ∈ Kt the set
OtP,k ⊂ {y ∈ Rt,n−1 : |(y2, . . . , yn−1)| < ρ− t, |yn| < σ} is a (nonempty) open
connected set, and mOtP,k 6= 0 is an integer so that mOtP,k ∈ [−m0, 0)
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whenever OtP,k ∩ {y ∈ Rt,n−1 : yn > 0} 6= ∅ while mOtP,k ∈ (0, m0] whenever
OtP,k ∩ {y ∈ Rt,n−1 : yn < 0} 6= ∅.
For each k ∈ K (as in (A.0.4)), we can choose t ∈ (−ρ, ρ) so that
OP,k ∩ {y ∈ Rn : y1 = t} 6= ∅ and so that 〈P,p1, t〉 6= 0 exists. Thus
mOP,k = mOt
P,k˜
for some k˜ ∈ Kt. We conclude the lemma.
The following calculations will be used throughout, and hence we collect
them here. In particular, (A.0.8) is instrumental in checking that the proofs
of [14] carry over to the more general setting of Theorem 2; see the proof of
Lemma 8.4, analogous to Lemma 6.4 of [14]. On the other hand, the fact
that (A.0.8) holds in general only with m ≥ 1 means we can only presently
prove Theorem 2 with m ≥ 1.
Lemma A.0.5. Let M ∈ N, m ∈ {0, . . . ,M − 1}, and let α ∈ (0, 1].
Suppose T ∈ T = T (M,m, α) (see Definition 3.3). With
q : R× Rn+1 → Rn+1 given by
q(t, x) = (x1, . . . , xn−1, txn, txn+1) for (t, x) ∈ R× Rn+1,
define QT ∈ Rn(Rn+1) by
QT = q♯
(
(E1 [0, 1])× (∂T C2)
)
(see 4.1.9 of [10]). Then for every r ∈ (0, 2)
(A.0.6)
M(QT Cr) ≤(M −m)κT̟n−1rn+α
×
(α
2
)(
1 +
α2κ2T
4
r2α +
α4κ4T
16
r4α
) 1
2
,
M(p♯QT Cr) ≤(M −m)κT̟n−1rn+α,
and we as well have
(A.0.7)
∂QT Cr = ∂T Cr − (−1)n(M −m)En−1 Cr
(p♯T ) B¯
n
r = (ME
n V +mEn W + p♯QT ) B¯
n
r .
If m ≥ 1, σ ∈ (0, 1/2), and κT < σ (see (3.3.3)), then
(A.0.8)
M((p♯T − En) {y ∈ Bn1
2
: |yn| < σ})
=M(p♯T {y ∈ Bn1
2
: |yn| < σ})
−M(En {y ∈ Bn1
2
: |yn| < σ}).
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Proof. First, we compute by 4.1.9 of [10] (see as well the proof of 26.23 of
[26]) and (3.3.2),(3.3.3) (as in the end of the proof of Lemma 5.2)
M(QT Cr) ≤
∫ √
q20 + q
2
1 dµ∂T Cr
≤
(α
2
)
κT r
1+αµ∂T (Cr)
≤(M −m)κT̟n−1rn+α
×
(α
2
)(
1 +
α2κ2T
4
r2α +
α4κ4T
16
r4α
) 1
2
.
By a similar calculation for M(p♯QT Cr), we conclude (A.0.6).
Second, for any r ∈ (0, 2) we have by 4.1.8-9 of [10] (see as well 26.22 of
[26], the homotopy formula) the first identity in (A.0.7) and
∂(p♯T −MEn V −mEn W − p♯QT ) B¯nr = 0,
recalling that
∑N
ℓ=1mℓ =M −m by (3.3.2). This proves the second identity
in (A.0.7), by the constancy theorem and (3.3.4).
Third, suppose m ≥ 1 and with σ ∈ (0, 1/2) assume κT < σ. Let
P = (p♯QT ) B
n
1 . If P = 0, then (A.0.8) readily follows from (A.0.7) (since
1 ≤ m ≤ (M − 1)). Now suppose P 6= 0, then we first note that
(3.3.3),(3.3.4), and (A.0.7) imply
sptP ∩ {y ∈ Rn : |(y1, . . . , yn−1)| < 1/2, |yn| < 1}
⊂ {y ∈ Rn : |(y1, . . . , yn−1)| < 1/2, |yn| < σ}.
This together with (3.3.2),(A.0.7) means we apply Lemma A.0.1 with
ρ = 1/2 and m0 = M −m to conclude
P {y ∈ Rn : |(y1, . . . , yn−1)| < 1/2, |yn| < 1} =
∑
k∈K
mOP,kE
n OP,k,
where we recall mOP,k ∈ [−(M −m), 0) if OP,k ∩ {y ∈ Rn : yn > 0} 6= ∅ while
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mOP,k ∈ (0, (M −m)] if OP,k ∩ {y ∈ Rn : yn < 0} 6= ∅. By further writing
P {y ∈ Rn : |(y1, . . . , yn−1)| < 1/2, |yn| < 1}
=
∑
{k∈K:OP,k∩W=∅}
mOP,kE
n OP,k
+
∑
{k∈K:OP,k∩W 6=∅}
mOP,kE
n (OP,k ∩V)
+
∑
{k∈K:OP,k∩W 6=∅}
mOP,kE
n (OP,k ∩W),
then using (A.0.7) we can compute each side of (A.0.8) in terms of
M,m, {mOP,k}k∈K in order to verify equality (for this, m ≥ 1 is needed).
The following calculation, (A.0.10), is used in the proof of Lemma 6.1. We
prove it here for the sake of cleaner exposition.
Lemma A.0.9. Let M ∈ N, m ∈ {0, . . . ,M − 1}, α ∈ (0, 1], and suppose
T ∈ T = T (M,m, α) (see Definition 3.3). Also suppose τ ∈ (0, 1) and that
κT ≤ 4 · 3n(1 +M̟n)τ 2 (see (3.3.3)). Let φ ∈ C1(Rn; [0, 1]) satisfy
φ(y) = 0 if |y| ≤ 1
0 < φ(y) < 1 if 1 < |y| < 1 + τ
φ(y) = 1 if 1 + τ ≤ |y|
|Dφ(y)| ≤ 3/τ for all y ∈ Rn,
and define F : Rn+1 → Rn+1 and h : R× Rn+1 → Rn+1 by
F (x) = (p(x), f(p(x))xn+1) and h(t, x) = (1− t)F (x) + tx.
Then RT = h♯([0, 1]× ∂T ) satisfies the mass bound
(A.0.10) M(RT ) ≤
(√
21
8
+ 2
9n−7
2 3n
2− 1
2
)
(M −m)̟n−1(1 +M̟n)n−1κT .
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Proof. We compute using 4.1.9 of [10] (see also the end of section 5.2),
M(RT ) ≤
∫
(1− φ)|q1|max
{
1,
(
1 + φ2 + q21|Dφ|2
)n−1
2
}
dµ∂T
≤
(α
2
κT
)
µ∂T (C1)
+
(α
2
κT
)
(1 + τ)1+α
(
2 +
(
α2
4
)
κ2T (1 + τ)
2+2α
(
9
τ 2
))n−1
2
× µ∂T (C1+τ \ C1)
≤ 1
2
(
µ∂T (C1) + 2
2
(
2 +
36κ2T
τ 2
)n−1
2
µ∂T (C1+τ \ C1)
)
κT
≤ 1
2
(
µ∂T (C1) + 2
2
(
2 + 26 · 32n+2(1 +M̟n)2
)n−1
2 µ∂T (C1+τ \ C1)
)
κT
≤ 1
2
(
µ∂T (C1) + 2
7n−3
2 · 3n2−1(1 +M̟n)n−1µ∂T (C1+τ \ C1)
)
κT
≤ 1
2
(√
21
4
+ 2
9n−5
2 3n
2− 1
2
)
(M −m)̟n−1(1 +M̟n)n−1κT .
We will also need the following lemma for the proof of Lemma 8.1. Again,
we give it here for the sake of cleaner exposition.
Lemma A.0.11. Let M ∈ N, m ∈ {0, . . . ,M − 1}, α ∈ (0, 1], and suppose
T ∈ T = T (M,m, α) (see Definition 3.3). Also suppose there is a
σ ∈ (0, 1) so that
(A.0.12) EC(T, 1) + κT <
(2
3
)n̟n
(1 + (M −m)̟n−1 + c4)σ
n+1
with c4 as in (4.2.4),(4.2.5), and
(A.0.13) ∂(T B1−σ
6
) C1−σ
3
= (∂T ) C1−σ
3
.
Then
p♯
(
(T B1−σ
6
) C1−σ
3
)
= p♯(T C1−σ3 ).
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Proof. First, we compute using (4.2.5) and (3.3.1)(
M +m
2
)
̟n −
µT (B¯1−σ
3
)(
1− σ
3
)n = −ES (T, 1− σ
3
)
≤ c4κT .
This together with Lemma 26.25 of [26], (3.2.1), and (A.0.6),(A.0.7) gives
M
(
p♯(T C1−σ3 \ B¯1−σ3 )
)
≤µT (C1−σ
3
\ B¯1−σ
3
)
=
(
1− σ
3
)n
EC
(
T, 1− σ
3
)
+ µp♯T (C1−σ3 )− µT (B¯1−σ3 )
≤EC(T, 1) + µp♯T (C1−σ3 )− µT (B¯1−σ3 )
≤EC(T, 1) +
(
M +m
2
)
̟n
(
1− σ
3
)n
+ (M −m)κT̟n−1
(
1− σ
3
)n+α
− µT (B¯1−σ
3
)
≤EC(T, 1) + (M −m)κT̟n−1
(
1− σ
3
)n+α
+
(
1− σ
3
)n
c4κT
≤(1 + (M −m)̟n−1 + c4)(EC(T, 1) + κT ),
recalling as well σ ∈ (0, 1). Combining with (A.0.12) gives
M
(
p♯(T C1−σ3 \ B¯1−σ3 )
)
≤
(
2
3
)n
̟nσ
n+1.
On the other hand, the constancy theorem (see Theorem 26.27 of [26]) and
(A.0.13) imply
p♯(T C1−σ3 \ B¯1−σ3 ) = m˜En B¯n1−σ3
for some integer m˜. The above estimate implies we need
|m˜|
(
2
3
)n
̟n ≤ |m˜|
(
1− σ
3
)n
̟n ≤
(
2
3
)n
̟nσ
n+1.
Since σ ∈ (0, 1) we conclude m˜ = 0, from which the lemma follows.
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