There are exactly seven excluded minors for the class of GF(4){representable matroids.
the other, by elementary row operations, column scaling, and applying automorphisms of F. We say that a matroid M is uniquely representable over a eld F if any two representations of M over F are equivalent. The matroid obtained by 2{summing two copies of U 2;4 has inequivalent representations over GF (4) . However, this is, in some sence, the only way to obtain matroids with inequivalent representations over GF (4) . We call a matroid stable if it cannot be expressed as the 1{ or 2{sum of two nonbinary matroids. Theorem 2.1 (Kahn 9]) A GF(4){representable matroid is uniquely GF(4){representable if and only if it is stable. Whittle 26] has recently developed techniques that enable results like Theorem 2.1 to be proved by elementary case checking.
The following proposition demonstrates the importance of unique representability in obtaining an excluded minor characterization. Similar ideas led to an elementary proof of Tutte's excluded minor characterization of regular matroids 7]. Proposition 2.2 Let M be a matroid, and u; v be a coindependent pair of elements of M such that M nu, M n v, and M nu; v are all stable, and M n u; v is connected and nonbinary. If M n u and M n v are both GF(4){representable, then there exists a unique GF (4) {representable matroid N such that N n u = M n u and N n v = M n v.
Proof Let Then (I; C 1 ) and (I; C 2 ) are both GF(4){representations of M n u; v. By Theorem 2.1, we may assume, by possibly scaling and applying an automorphism of GF(4) to A 2 , that C 1 = C 2 . Now let N be the matroid represented over GF (4) by the following matrix.
B u v I C 1 x y :
Certainly N n u = M n u and N n v = M n v. We are required to prove that N is the only GF(4){representable matroid having these properties. Let N 0 be another GF(4){representable matroid such that N 0 n u = M n u and N 0 n v = M n v. Consider a GF(4){representation of N 0 of the following form.
A 0 = B u v I C 0 x 0 y 0 : (I; C 0 ; x 0 ) and (I; C 1 ; x) both represent M n v. Therefore, by possibly scaling and applying an automorphism of GF (4) to A 0 , we may assume that C 0 = C 1 and x = x 0 . Now we have two representations (I; C 1 ; y) and (I; C 1 ; y 0 ) of M n u. By Theorem 2.1 these representations are equivalent. Consider the operations required to transform (I; C 1 ; y 0 ) into (I; C 1 ; y). We have at our disposal: elementary row operations, column scaling, and applying an automorphism of GF (4) . The common identity matrix in the representations limits the row operations to row scaling. Since M n fu; vg is nonbinary, we cannot apply a nontrivial automorphism of GF (4) , because otherwise we would be unable to recover the matrix (I; C 1 ) using scaling. However, since M nfu; vg is connected, the only scalings that we can apply to (I; C 1 ) are trivial (that is, we may multiply all rows by a constant and divide all columns by ). Therefore, y 0 is just a scaling of y. Consequently, N 0 = N, as required. 2 3 Deleting a pair
We now seek the elements required to invoke Proposition 2.2. A pair fa; bg of elements of a matroid M is a deletion pair of M if M nanb is connected, and each of M na, M nb and M nanb is a 0-,1-or 2-element series extension of a 3-connected nonbinary matroid. A contraction pair is a deletion pair for the dual matroid.
In this section we prove the following result.
Theorem 3.1 A 3-connected matroid has a deletion pair or a contraction pair if and only if it
is nonbinary and has rank or corank at least 4. This theorem has been derived independently by Whittle 25] . We include our proof for sake of completeness. Whittle's result is more general than Theorem 3.1. However, our proof techniques provide a shorter proof of his result. One of our main tools is the following theorem of Seymour 21] .
Theorem 3.2 (Splitter theorem) Let N be a 3-connected minor of a 3-connected matroid M. If M is not a wheel or a whirl, then it contains an element x such that either M n x or M=x is 3-connected and has a minor isomorphic to N. Let L denote the collection of matroids fU 2;5 ; F ? 7 ; P 7 ; O 7 g (see Figure 1 ) and L := fM j M 2 Lg.
The next lemma is helpful proving Theorem 3.1.
Lemma 3.3 Each 3-connected nonbinary matroid that is not a whirl has a minor in L L .
Proof It has been proven by Coullard 5] Before we turn to the main result of this section we rst give some preliminary results. The rst one is well{known and easy.
Proposition 3.4 If M is a connected matroid and x 2 E(M) with M n x 3{connected, then either M is 3{connected or there exists p x in E(M) such that fx; p x g is a circuit. Moreover, if M is not 3{connected, then (fx; p x g; E(M) n fx; p x g) is the unique 2-separation in M. 2
The next one is only a little bit more involved.
Lemma 3.5 Let x and y be two elements in a matroid N such that N n x=y is 3-connected, and N, N n x and N=y are connected but not 3-connected. Let p x be the unique element such that fx; p x g is a circuit in N=y and p y be the unique element such that fy; p y g is a cocircuit in N n x.
If p x 6 = p y , then x is parallel to p x in N and y is in series with p y in N; moreover, there are no 2-separations in N other than (fx; p x g; E n fx; p x g) and (fy; p y g; E n fy; p y g).
If p x = p y , then (fx; y; p x g; E nfx; y; p x g) is a 2-separation of N and there exists at most one other 2-separation, which, if it exists, is either (fx; p x g; E n fx; p x g) or (fy; p y g; E n fy; p y g).
Proof Let (X; Y ) be a 2-separation of N, such that X and Y have both at least 3 elements.
Assuming y 2 X, (X nfyg; Y ) is a 2-separation of N=y. So, by Proposition 3.4, X nfyg = fx; p x g. Hence, x 2 X, and by symmetry between x and y (under duality), X n fxg = fy; p y g. Hence, p x = p y and X = fx; y; p x g.
On the other hand, if p x = p y , then both the rank and corank of fx; y; p x g is at most 2, so (fx; y; p x g; E n fx; y; p x g) is a 2-separation.
So it remains to check the 2-separations (X; Y ) where X is a pair of series or parallel elements in N. By duality we may assume that X is a parallel pair. Then X n fyg is dependent in N=y. Hence X = fx; p x g. As fy; p y g is a cocircuit in N n x, exactly one of fy; p y g and fx; y; p y g is a cocircuit in N. The intersection of a circuit and a cocircuit cannot consist of exactly one element. So, if p x 6 = p y , fy; p y g is a cocircuit and if p x = p y , then fy; p y g is not a cocircuit.
2
Now we get to the proof of Theorem 3.1.
Proof of Theorem 3.1: Clearly, matroids with a deletion pair are nonbinary and have rank least 4. So assume that there exists is a 3-connected nonbinary matroid M with rank or corank at least 4 that has no deletion or contraction pair. It is easy to check that M is not a whirl. Let T 2 L be a minor of M or M with t := rank(T) minimal; T exists by Lemma 3.3.
A set X 2 E(M) is deletable if M nX is a 0-,1-or 2-element series extension of a 3-connected nonbinary matroid. X is contractable if M=X is a 0-,1-or 2-element parallel extension of a 3-connected nonbinary matroid. For a matroid N, we de ne (N) as the set of elements`in N such that N n`is 3-connected and nonbinary; (N) := (N ). In this proof we will repeatedly use the following facts:
(1) If`2 (N), then (N n`) (N) n`. (2) If N is 3-connected nonbinary and (N) = f`g, then (N n`) 6 = ;.
(1) is an obvious consequence of Proposition 3.4. To prove (2) , observe that (W 3 ) = (U 2;4 ) = ;, and that for each L 2 L, j (L)j 3 and (L) = ;. So (2) is an immediate consequence of Lemma 3.3 and the Splitter theorem.
(3) Both rank and corank of M are at least t + 1.
Assume, by duality, that the rank of M is at most t. Then it is exactly t. Hence, T is a deletion-minor of M. If M 6 = T, M clearly has a deletion pair, so M is T. As the rank or corank of M is at least 4, T 6 = U 2;5 . So, M 2 F ? 7 ; P 7 ; O 7 . It is straightforward to check that in any of the 3 geometric representations in Figure 1 fa; bg is a deletion pair. But M has no deletion pairs, so (3) follows.
By duality, the Splitter theorem, and (3), we may assume that for some element e 1 of M, M 1 := M=e 1 is 3-connected nonbinary and has a minor isomorphic to T or T . Hence, M 1 is not a whirl, so by the Splitter theorem, (M 1 ) (M 1 ) 6 = ;. M has no contraction pair so, by (1), (M 1 ) = ;. Let e 2 2 (M 1 ), and let M 2 denote M 1 n e 2 .
(4) If M 2 n f is a 0-,1-element series extension of a 3-connected nonbinary matroid and M 1 n f is 3-connected, then fe 1 ; e 2 ; fg is a cocircuit in M.
Indeed, as ffg, fe 2 g and fe 2 ; fg are deletable, M n e 2 n f is not connected. Hence, e 1 is a coloop in M n e 2 n f. So fe 1 ; e 2 ; fg is a cocircuit in M.
(5) (M 2 ) (M 2 ) 6 = ;. Suppose (M 2 ) (M 2 ) = ;. Then, by the Splitter theorem, M 2 = W t . As M has rank or corank at least 4, it follows from (3) that t = 3 and both rank and corank of M are 4. Hence M 1 = T 2 fF ? 7 ; P 7 ; O 7 g. By symmetry assume that e 2 is the element denoted by a in the geometric representation of T in Figure 1 . It is easy to check that: T nb T nc T na W 3 , and T nanb and T n a n c are connected 1-element coextensions of U 2;4 . From (4) it follows that fe 1 ; e 2 ; bg and fe 1 ; e 2 ; cg are cocircuits in M. Then, by the circuit exchange axiom, fa; b; cg = fe 2 ; b; cg is a cocircuit of M, and, hence, also of T. By Figure 1 , this is nonsense. So (5) follows.
(6) e 2 6 2 (M).
Suppose e 2 2 (M). Then, if we turn from M to M , e 1 and e 2 switch roles. So, by duality and (5), we may assume that, for some f, M 2 n f is 3-connected nonbinary. Hence, by (4), fe 1 ; e 2 ; fg is a cocircuit. But then e 1 and f are in series in the 3-connected matroid M n e 2 . As this is absurd, (6) follows.
So, there exists an element e 12 2 E(M) n fe 1 ; e 2 g such that e 12 is in series with e 1 in M n e 2 ; in other words, such that fe 1 ; e 2 ; e 12 g is a cocircuit in M. As M 2 is 3-connected, the element e 12 is unique and it follows from (4) that (M 2 ) fe 12 g. The following fact will be used repeatedly throughout the rest of this proof.
(7) If`; p 2 E(M) n fe 1 ; e 2 ; e 12 g, then M 2 =`n p is not 3-connected nonbinary.
Suppose this is false, so that M 2 =`n p is 3-connected nonbinary. We rst argue that (7.1) Mnp=`ne 2 , Mnp=`=e 1 , Mnp=e 1 ne 2 , Mnp=`, and Mnp=e 1 are all connected non-3-connected nonbinary.
Clearly they are all nonbinary. To show that they are connected, it su ces to do so for the rst three of them. These three are all 1-element extensions or coextensions of a connected matroid, so are only disconnected if these extensions (coextensions) are loops (resp. coloops). As fe 1 ; e 2 ; e 12 g is a cocircuit in M, e 1 is not a coloop in M n p=`n e 2 . Moreover, M n p=e 1 n e 2 has no loops because M 1 is 3-connected and M n p=`=e 1 has no coloops because M 2 is 3-connected. So the matroids in (7.1) are all connected. As (M 2 ) fe 12 g, M n p=e 1 n e 2 = M 2 n p is not 3-connected. Now e 1 and fe 1 ;`g are both contractable, so`is not contractable, since otherwise fe 1 ;`g would be a contraction pair. It follows that neither M np=`=e 2 nor M np=`is 3{connected. Similarly, since fe 2 ; pg is not a deletion pair, neither M n p=`=e 1 nor M n p=e 1 is 3{connected. Thus (7.1) holds.
(7.2)`and e 12 are in series in M n e 2 n p.
To see this, apply Lemma 3.5 to N 1 := M=e 1 n p, x 1 := e 2 and y 1 :=`and to N 2 := M=`n p, x 2 := e 2 and y 2 := e 1 . As M 1 is 3-connected, N 1 is has no parallel elements. So by Lemma 3.5, p x 1 = p y 1 Indeed, as fe 1 ;`g is not a contraction pair, M=e 1 =`de nitely has a pair fp; qg of parallel elements. As M=e 1 =`n e 2 n e 12 is 3-connected, by the symmetry between e 2 and e 12 , we may assume that q = e 12 . If p 6 = e 2 , M 2 =`n p M 2 n e 12 =`is 3-connected, contradicting (7) . So, p = e 2 , which proves (8.1).
By (8.1), M 2 =`is 3{connected. Now (M 2 =`) = fe 12 g, as if p 2 (M 2 =`) n e 12 , then p andẁ ould falsify (7) . So, by (2), (M 2 =`n e 12 ) 6 = ;. Then, by (1), (M 2 n e 12 ) 6 = f`g; let`0 be one of its members di erent from`. By (8.1), fe 2 ; e 12 ;`g and fe 2 ; e 12 ;`0g, hence also fe 12 ;`;`0g, are circuits in M 1 . However, that means that e 12 and`0 are parallel in M 1 n`, contradicting (8.1).
From (8) and (5), we conclude that (M 2 ) 6 = ;; let`be one of its members. As fe 1 ;`g, fe 1 g are contractable and M=e 1 =`is connected, f`g is not contractable. Hence M=`is not 3-connected and, as fe 12 g is contractable,`6 = e 12 .
Apply Lemma 3.5 with N := M=`, x := e 2 and y := e 1 . As M is 3-connected, N is connected and has no series elements. So by Lemma 3.5, p x = p y = e 12 . Hence, e 2 and e 12 are parallel in M 1 =`. Suppose, there existed a second element`0 in (M 2 ). Then e 2 and e 12 would be parallel in M 1 =`0 as well. So fe 2 ; e 12 ;`g and fe 2 ; e 12 ;`0g, hence also fe 12 ;`0;`g would be circuits in M 1 . This implies that e 12 and`0 would be parallel in M 2 =`, which is absurd. So we see that (M 2 ) = f`g.
Hence, by (2) and (7), (M 2 =`) = fe 12 g. As e 12 6 2 (M 2 ),`is in series in M 2 n e 12 with some other element`0. M 2 =`0 n e 12 M 2 =`n e 12 is 3-connected. As`0 6 2 (M 2 ), e 12 is parallel in M 2 =`0 to an element e 0 12 . Now e 0 12 =`, because if not, then M 2 =`0 n e 0 12 M 2 =`0 n e 12 is 3-connected, contradicting (7) . So fe 12 ;`;`0g is a circuit in M 2 . However, this is impossible as M 2 n`is 3-connected. 2 
Twisted matroids
For the main part of the proof we work with \twisted matroids", which are essentially just matroids viewed with respect to a particular basis. This notion is not new; indeed, ideas such as \standard representation", \fundamental graph", and \visible minor" are de ned with respect to a xed basis. We formalize this approach to matroid theory in order to simplify later discussion. Many results in this section are just translations of well{known theorems, so they are included without proof. The new results in this section are on \blocking sequences", which we use frequently in later discussion. Blocking sequences were initially used in the study of \delta{ matroids" 3].
Let B be the set of bases of a matroid M. For B 2 B, de ne M B = (S; F B ), where F B = fB B 0 : B 0 2 Bg. F B is the set of feasible sets of the twisted matroid M B . M B is also endowed with a rank function r B , r B (X) is half the size of the largest feasible set in X. Equivalently, r B (X) = r(X B)?jB n Xj. Note that duality is absorbed in the de nition of a twisted matroid, since M B = (M ) SnB .
Restriction in twisted matroids is a little di erent from restriction in matroids. Given X S, we de ne M B X] = (X; F 0 ), where F 0 = fF X : F 2 F B g; M B X] is the restriction of M B to X. Matroidally, this corresponds to the deletion of (S n B) n X and contraction of B n X from M. We Proof We may assume that M is connected. Let A be a representation of M B over GF (4) , and let T be a spanning tree of G B . We interpret the entries of A as edge{weights for G B . By scaling lines of A, we may assume each each edge ij of T has weight one. Since M is not binary, A is not a (0; 1){matrix. Therefore there exists a circuit in G B having exactly one edge of of weight di erent from one. Let C be such a circuit having minimum length, and let X be the set of vertices of C. Then C is an induced circuit, and M B X] is a twirl. 2
The following lemma is proved in much the same way; the details are left to the reader. The previous two lemmas are interesting in that they hold for GF(4){representable matroids, but they fail in general. Indeed, Lemma 4.4 fails for the nonFano (F ? 7 ), and Lemma 4.3 fails for some eight element matroids. It can in fact be shown that both results hold for all matroids that contain neither the nonFano nor its dual as a minor.
The following proposition describes the e ect of pivoting on twirls. The following proposition explicitly describes the e ect that pivoting has on the connectivity function. Again, the calculation is left to the reader. Suppose the theorem fails. Let M be a minor{minimal non{GF(4){representable matroid with rank or corank at least ve.
M is 3{connected and nonbinary. By Lemma 3.1, there exists M 0 2 fM; M g and elements u; v such that M 0 n u; M 0 n v are stable, and M 0 n u; v is connected, stable, and contains a 3{ connected nonbinary minor M 00 of size at least jSj ? 4. We choose M 0 ; M 00 ; u; v so that M 00 is as large as possible. By duality, we may assume that M = M 0 . By Proposition 2.2, there exists a unique GF(4){representable matroid N on S such that N n u = M n u and N n v = M n v. Let M is 3{connected, so certainly there exists a basis disjoint from u; v. Let We use pivoting extensively, though we are cautious and only allow certain kinds of pivots. By (3), a is not adjacent to 3, and b has at most one neighbour in C. Suppose that b is adjacent to 3, and hence 3 is the only neighbour of b in C. Let We suppose that (fw; a; b; 1g; f2; 3; 4g) is not a 2{separation. The 2{separations of M B fa; b; 1; 2; 3; 4g] are (fa; bg; f1;2;3;4g), (fa; 1g; fb;2;3;4g), (fb; 1g; fa; 2; 3; 4g), and (fa; b; 1g; f2;3;4g). Then (fa; b; 1g; f2; 3; 4g) is an uncrossed 2{subseparation, for which w is a blocking sequence. Then, by Lemma 4.14, the only possible 2{separations of M B fw; a; b; 1; 2; 3; 4g] are (fa; bg; fw; 1; 2; 3; 4g), (fa; 1g; fw;b;2;3;4g), and (fb; 1g; fw;a;2;3;4g).
The latter two possibilities are excluded by Proposition 4.9, and the rst is excluded since, by (6) (7) follows inductively.
We now arrive at the more di cult case that v p is in the same colour class of G B as 2, and hence v p is adjacent to 3. We begin by supposing that p = 1. Let X = f1; 2; 3; 4; u; v; a; b; v 1 g. By (7.4) This contradicts that M has rank or corank at least ve, which proves (8) .
We label the elements of C so that, C = fa; 1; 2; 3g, where 1; 2 are the vertices adjacent to a. Let Suppose not, then x k is in the same colour class as 1 and 2. First assume that x k is adjacent to a. By pivoting on a1, if necessary, we may assume that x k is also adjacent to 3. By Lemma 4.4, one of M B fa; 1; 3; x k g] and M B fa; 2; 3; x k g] is a twirl, contradicting our choice of C. Thus x k is not adjacent to a, and hence is adjacent to 3. Let X = fu; v; a; 1; 2; 3; x 0 ; : : :; x k g. By Since d(b; C) is odd, x k is in the same colour class as b, and hence x k is adjacent to either 1 or 2. By pivoting on a1 or a2, if necessary, we assume that x k is adjacent to both 1 and 2. Note that k 2 f0; 2g, since otherwise we could reduce d(b; C) by pivoting on x 2 x 3 . Also note that M B fa; 1; 2; x k g] is not a twirl, since otherwise we would replace 3 by x k . G B fu; v; 1; 2; 3; a; x 0 ; : : :; x k g] is depicted in Figure 3. (10) For w 2 fu; vg, M B fw; a; 1; 2; 3; x 0 ; : : :; x k g] is 3{connected if and only if w is adjacent to 3.
Furthermore, if w is not adjacent to 3, then (fw; a; x 0 ; : : :; x k g; f1; 2; 3g) is the only 2{separation of M B fw; a; 1; 2; 3; x 0 ; : : :; x k g].
Let X = fw; a; 1; 2; 3; x 0 ; : : :; x k g. By (6) and Proposition 4.9, M B fw; a; 1; x 0 ; : : :; x k g] is 3{connected. Therefore, (fw; a; x 0 ; : : :; x k g; f1; 2g) is the unique 2-separation in M B X n f3g]. Since M B fa; 1; 2; 3g] is a twirl, (f3; w; a; x 0 ; : : :; x k g; f1; 2g) is not a 2{subseparation. Furthermore, (fw; a; x 0 ; : : :; x k g; f1; 2; 3g) is a 2{subseparation if and only if 3 is not adjacent to w. We now have an explicit GF(4){representation for N B . The graphs G B and G B fa;1g are depicted in Figure 4 . Then, M B f1;ag fu; b; 1; v 1 ; 3g] is a twisted U 3;5 , and M B f1;ag ? 2 ? a is 3-connected; which contradicts our choice of u; v. This completes the case that k = 0. Now consider the case that k = 2. We divide this case into two further cases, we begin by considering the case in which v 1 is in the same colour class as 1 in G B . Since v 1 is a blocking sequence for (fu; a; b; x 1 ; x 2 g; f1; 2; 3g), v 1 is adjacent to 3, and is adjacent to at least one of a; b; x 2 . However, since d(b; C) = 3, v 1 is not adjacent to b. Since We scale lines of A so that all edges in G B ? u ? v ? 3 have weight one (which is possible since M B ? u ? v ? 3 is binary). By further scaling we assume that edges ua, va and 13 also have weight one. Now consider pivoting on 1a. Let B 0 = B fa; 1g. The graphs G B and G B 0 are depicted in Figure 5 , the bold edges are those whose weight is known to be one. Let A 0 = ( 0 ij ) be the representation of M B 0. Note that M B 0 fa; 1; 2; 3g] is a twirl, and hence 0 23 6 = 1. Suppose not. Then, since (fu; a; x 0 ; : : :; x k ; v p g; f1; 2; 3g) is not a 2{subseparation, v p is adjacent to 3. Since p > 1, (fu; a; x 0 ; : : :; x k g; f1; 2; 3; v p g) is a 2{subseparation. Hence (fu; a; x 0 ; : : :; x k g; f1; 2; 3; v p g) is a split in G B fu; a; x 0 ; : : :; x k ; 1; 2; 3; v p g]. Suppose that v p is adjacent to a, and hence also to x k . Either M B fv p ; a; 1; 3g] Suppose that p = 2. Since v 2 is in the same colour class as 3, v 1 is in the same colour class as 1. Then, the only possible neighbours of v 1 among fu; v; a; x 0 ; : : :; x k ; 1; 2; 3g are x 0 ; x 2 ; a. First we suppose that v 1 is adjacent to just one of x 0 ; x 2 ; a, and let z 2 fx 0 ; x 2 ; ag be the neighbour of v 1 . Consider pivoting on zv 1 . Note that zv 1 is an allowable pivot. Then M B fz;v 1 g fu; v; a; x 0 ; : : :; x k ; 1; 2; 3g fz;v 1 g] is isomorphic to M B fu; v; a; x 0 ; : : :; x k ; 1; 2; 3g]. Furthermore B (fu; a; x 0 ; : : :; x k g; f1; 2; 3; zg) B (fu; a; x 0 ; : : :; x k g n fzg; f1; 2; 3; zg) = 2, so, by Proposition 4.13 (part iv), v 2 is a blocking sequence for the 2{subseparation (fu; a; x 0 ; : : :; x k g fz; v 1 g; f1; 2; 3g) in M B fz;v 1 g . Then, by induction, we are done. Thus v 1 has at least two neighbours among x 0 ; x 2 ; a. We consider the case when k = 2 and v 1 is adjacent to x 0 . Since d(b; C) = 3, v 1 is not adjacent to a. Hence v 1 is adjacent to x 2 . Then, by Proposition 4.13 (part iii), v 2 is a blocking sequence for (fu; a; x 0 ; v 1 ; x 2 g; f1; 2; 3g). So we replace x 1 by v 1 , then, by induction, we are done. Thus, if k = 2, then v 1 is not adjacent to x 0 . Hence, with k = 0 or k = 2, v 1 is adjacent to both a and x k . Since (fu; a; x 0 ; : : :; x k g; f1; 2; 3; v 1 g) is not a 2{separation, M B fv 1 ; 1; a; x k g is a twirl. However, d B (b; fv 1 ; 1; a; x k g) < d B (b; C), which contradicts our choice of C. Hence we have proved (14) .
Let X = fu; v; a; x 0 ; : : :; x k ; 1; 2; 3; v p?1 ; v p g. Since v p is in the same colour class as 3, v p?1 is adjacent to v p and so is in the same colour class as 1. in the same colour class as 1. Since (fu; a; x 0 ; : : :; x k g; f1; 2; 3; v p?1 g) and (fu; a; x 0 ; : : :; x k ; v p?1 g; f1; 2; 3g) are both 2{ subseparations, the only possible neighbours of v p?1 in X are v p ; a; x k ; furthermore v p?1 is either adjacent to neither or both of a; x k . Suppose that v p is adjacent to neither a nor x k . Hence v p?1 has no neighbours in X n fv p g. Consider is a blocking sequence for the 2{subseparation (fu; a; x 0 ; : : :; x k g; f1; 2; 3g) in M B fv p?1 ;vpg . Then, by induction, we are done. Therefore, v p?1 is adjacent to both a and x k . Since v p is the end of the blocking sequence, it must be adjacent to either 1 or 2. By interchanging 1 and 2, if necessary, we assume that v p is adjacent to 1. G B X] is depicted in Figure 6 . We scale the columns of A so that ai = 1 for each i 2 nigh B (a). Also by scaling we may assume that x k ;1 = vp1 = 32 = 1, and, if k = 2, x 0 x 1 = x 2 x 1 = 1. Since (fu; a; x 0 ; : : :; x k g; f1; 2; 3; v p?1 g) is a 2{subseparation, x k v p?1 = x k 2 = 1, and, by (15), we also have vpv p?1 = 1. Now G B X] is depicted in Figure 8 ; the bold edges indicate entries in A that are known to be one. Let A 0 be the matrix obtained from A by applying the automorphism of GF(4) to the elements in column u. Therefore, we may assume that A 00 X \ B; X n B n fvg] is one of these two matrices. However, Among these matroids, the only non{GF(4){representable matroids are U 2;6 , U 4;6 , and P 6 . In what follows, we assume that M has at least 7 elements. If M has rank or corank 2, then, by the Splitter Theorem, M has a U 2;6 { or U 4;6 {minor. So M has rank and corank at least 3. It what follows, we occasionally use assertions from the proof of Lemma 5.1; in particular, we use (1), (2) , and (6). Strictly speaking, such assertions are subject to the conditions of the lemma and to preceding assumptions in the proof. However, the reader can easily verify the validity of the assertion when applied.
Case 1 M contains a U 3;5 {minor. We break this into two further cases. Case 1.1 M has 7 elements. (There are just three 7{element, rank{3 matroids having a U 3;5 { minor but no U 2;6 { nor P 6 {minors. These are depicted in Figure 11 . To save the reader checking that these are GF(4){representable, we give an alternative proof.) By duality, we may assume that M has rank 3 and corank 4. Hence there exist elements u; v such that M nu; v is isomorphic to U 3;5 . Then M n u, M n v, and M n u; v are all stable, non{binary, and connected. Hence, by Proposition 2.2, there exists a unique GF(4){representable matroid N such that M n u = N n u and M n v = N n v. Furthermore We begin by proving that there exists M 0 2 fM; M g and distinct elements u; v such that M 0 n u, M 0 n v and M 0 n u; v are all stable, connected and have a U 3;5 {minor. By the splitter theorem and duality, we may assume that there exists an element u such that M=u is 3{connected and has a U 2;5 { or U 3;5 {minor. In fact, M=u has both U 2;5 { and U 3;5 {minors. Figure 11 , depicts candidates for M=u. These are all 7 element, rank{3 matroids with a U 3;5 {minor but no P 6 { or U 2;4 {minors. (This is easily checked by trying to add a point to the representations of either U 3;6 or Q 6 .) Also depicted, in Figure 11 (1), every distinguishing set contains a. Similarly, every distinguishing set contains b. For some i 2 f3; 4g and j 2 f1; 2g, suppose that fu; v; a; b; i; jg is a distinguishing set. Then the pivot on ij is allowable, and by performing the pivot and interchanging i and j, we get i 0 u 6 = 0 and i 0 v 6 = 0 for i 0 2 f3; 4g. This contradicts any earlier nding, thus fu; v; a; b; i; jg is not a distinguishing set. In similar fashion, by pivoting on both 13 and 24, we can show that S is not a distinguishing set. Hence, as claimed, fa; b; u; vg is the only set distinguishing M B from N B .
Recall We now consider the cases that A = A 1 and A = A 2 . Note that, in either case, we know N explicitly and, since fa; b; u; vg is the only set distinguishing N B and M B , we know M explicitly. If A = A 1 , then M=u is isomorphic to F ? 7 . Finally, if A = A 2 , then M is isomorphic to P 00 8 .
Case 2 M contains no U 2;5 { nor U 3;5 {minor. We begin by showing that M is ternary. Suppose otherwise. Recall that M has no U 2;5 { nor U 3;5 {minors. Then, by Reid's characterization of GF(3){representable matroids, the only non{ternary minors of M are F 7 and its dual, which are binary. Suppose that M nu = F 7 . Since M is non{binary there exists an element v such that M n v is not binary. Note that M n u; v, and M n u are both binary, and therefore stable. Furthermore M n u; v is connected. It is easily checked that M n v is also stable. Therefore, there exists a unique GF(4){representable matroid N such that M n u = N n u and M n v = N n v. As By the splitter theorem, and duality, we may assume that there exists an element x such that M=x is 3{connected, and contains a W 3 {minor. Then M=x is one of the matroids in Figure 12 . P 7 has no W 3 {minor, F 7 is not GF (3) the 6{element rank{3 matroid with a single 3{point line (see Figure 14) . To obtain a geometric representation of P 8 over ther reals, take a 3{dimensional cube, and rotate a face of the cube 45 degrees (in its plane), then the vertices become points of P 8 . (see Figure 14 .)
F{representable if and only if F has characteristic di erent from two (see Oxley 13] Exactly one of the two equations a = b and a = b ?1 are satis ed by a given pair a; b 2 GF(4) n f0; 1g. P 8 is the matroid obtained by insisting that both equations are satis ed, and P 00 8 is the matroid obtained when neither are satis ed. Therefore neither P 8 nor P 00 8 are GF(4){representable. Note that the two matroids obtained by insisting that exactly one of A 1 and A 2 is singular, are both GF(4){representable. (These two matroids are in fact isomorphic.) Furthermore, any proper minor of P 8 or P 00 8 is a minor of one of these two GF(4){representable matroids. Hence, all proper minors of P 8 and P 00 8 are GF(4){representable. So P 8 and P 00 8 are excluded minors for the class of GF(4){representable matroids.
