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Resumen
Los GIS disponibles en la actualidad no permiten integrar eficientemente 
información geográfica y de objetos móviles. Si agregamos a esto el hecho de 
que las organizaciones suelen disponer de grandes volúmenes de datos almacenados 
en repositorios denominados Datawarehouse para ayudar a la toma 
de decisiones mediante el uso de herramientas para el procesamiento analítico 
en línea, concluimos que es necesario proveer herramientas que faciliten la 
integración antes mencionada.
En este contexto, un problema frecuente consiste en asociar elementos espaciales 
en un GIS con elementos no espaciales en un Datawarehouse. En la 
primera parte de esta tesis pesentamos una herramienta que permita realizar 
esta asociación en forma semiautomatica. En la segunda parte de la tesis, 
extendemos RE-SPaM, un lenguaje basado en expresiones regulares para expresar 
patrones de trayectorias, permitiendo incorporar a aquel condiciones 
geométricas sobre elementos espaciales en un GIS.
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Conclusiones
Del análisis de la solución implementada, se desprende 
que cumple con el objetivo inicial de simplicar y 
automatizar en lo posible la integración de GIS y 
OLAP, al completar la estructura auxiliar en la 
plataforma Piet reduciendo considerablemnte el 
tiempo y el costo de realizar esta labor manualmente. 
La extensión al lenguaje RE-SPaM propuesta, 
RE-SPaM-H-, cumple con el objetivo inicial de 
aprovechar la estructura auxiliar y de esta manera 
permitir dentro del lenguaje el uso mediante PietQL 
de la información GIS/OLAP en la definición de 
reestricciones a los patrones de trayectorias 
descubiertos por el algoritmo de RE-SPaM
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Herramienta que facilita la integración de 
información geográfica con información no 
espacial.
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Resumen
Un Sistema de Información Geográfica (GIS) permite la creación, almace- 
namiento y manejo de información espacial. Por otro lado, la reducción del 
costo de los dispositivos electrónicos que permiten reportar información sobre 
su ubicación espacio-temporal, están abriendo una puerta a nuevas aplicacio- 
nes, por ejemplo herramientas que permiten consultar las trayectorias de los 
diferentes objetos móviles.
Los GIS disponibles en la actualidad no permiten integrar eficientemente 
información geográfica y de objetos móviles. Si agregamos a esto el hecho de 
que las organizaciones suelen disponer de grandes volúmenes de datos alma- 
cenados en repositorios denominados Datawarehouse para ayudar a la toma 
de decisiones mediante el uso de herramientas para el procesamiento análiti- 
co en línea, concluimos que es necesario proveer herramientas que faciliten la 
integración antes mencionada.
En este contexto, un problema frecuente consiste en asociar elementos es- 
paciales en un GIS con elementos no espaciales en un Datawarehouse. En la 
primera parte de esta tesis pesentamos una herramienta que permita reali- 
zar esta asociación en forma semiautomática. En la segunda parte de la tesis, 
extendemos RE-SPaM, un lenguaje basado en expresiones regulares para ex- 
presar patrones de trayectorias, permitiendo incorporar a aquel condiciones 
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Capítulo 1
Introducción
Un Sistema <le Información Geográfica (GIS1) permite la creación, alma­
cenamiento, análisis y manejo de información espacial, representada por geo­
metrías almacenadas en capas (layers), junto con atributos relacionados. Un 
sistema de este tipo permite integrar, almacenar, editar, analizar y mostrar 
información geográfica.
El procesamiento análitico en línea (OLAP1 2) es un conjunto de herramien­
tas y algoritmos brindan respuestas rápidas a consultas de tipo analítico. Una 
base de datos configurada para OLAP utiliza un modelo multidimensional que 
facilita la ejecución de estas consultas analíticas. La información OLAP está or­
ganizada. generalmente, en forma de dimensiones (en tablas de dimensión) y 
hechos (tablas de hechos). Las aplicaciones típicas de OLAP están relacionadas 
con informes de ventas, marketing, management, reportes financieros, etc., e 
involucran casi siempre operaciones de sumarización. Consultas típicas de un 
OLAP son de la forma "total de ventas semanales por región".
Las bases de datos de trayectorias ó de objetos móviles (Moving Objects 
Databases (MODs)) tienen como objetivo representar movimientos de objetos 
(trayectorias) en bases de datos que permitan realizar análisis, consultas en 
tiempo real, como así también minería de datos3. Las trayectorias se represen­
tan por una secuencia de (o, t , p) siendo o el objeto de interés, t  el instante y p 
la posición. La posición es un punto geométrico (coordenadas x, y).
En este trabajo denominamos Lugar de Interés de una Aplicación (Pol4) a 
una geometría que contiene información semántica asociada en forma de atri­
butos. Cuando un objeto móvil permanece el tiempo suficiente dentro de un 
Pol este es considerado una parada (stop) y sus coordenadas (x, y) se reem­
plazan por un objeto que contiene los datos del stop. Esto permite considerar 
cada objeto de trayectoria como una secuencia de paradas en lugar de secuen­
cia de puntos. Esta visión de tayectorias, se denomina trayectoria semántica 
[SPD+07].
Algunas propuestas soportan la integración entre GIS y OLAP, comunmente
1 Geographic Information System
2On Line Analytical Processing
3La minería de dalos (DM, Dala Mining) consiste en la extracción no trivial de informa­
ción que reside de manera implícita en los datos
4Place of Interest of the Application
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denominado SOLAP5. Una de ellas denominada Pietfpie], es una plataforma 
basada en un modelo formal para soportar esta integración. Asimismo, Piet 
provee un lenguaje de consulta denominado PietQL.
Regular Expression for Sequential Pattern Mining (RE-SPaM) [GV09] es un 
algoritmo de descubrimiento de patrones secuenciales que utiliza un lenguaje 
para restringir la secuencias obtenidas. Aplicado a trayectorias semánticas, los 
patrones secuenciales a descubrir son las secuencias de paradas (stops) por los 
cuales pasó dicho objeto. El lenguaje se basa en expresiones regulares sobre 
restricciones'aplicadas a las paradas. Las expresiones pueden incluir atributos, 
funciones y variables.
1.1. Motivación y contribuciones
Tiet impleinenta la integración GIS/OLAr mediante estructuras auxilíales 
(tablas) que relacionan información del datawarehouse con información del GIS. 
En la implementación actual de Piet, estas tablas son creadas y completadas 
manualmente. Este proceso implica asociar elementos en el datawarehouse con 
elementos geométricos en el GIS. Por lo tanto a medida que aumenta el volumen 
de información a relacionar, la tarea se toma costosa y sujeta a errores.
En esta tesis se propone una herramienta para automatizar el proceso de 
asociación entre elementos espaciales y no espaciales reduciendo, de esta forma, 
el costo de la creación de la estructura auxiliar.
Por otra parte, RE-SPaM opera sobre una base de trayectorias que contiene 
información geométrica que no puede ser aprovechada en la implementación 
actual, ya que el lenguaje no incluye funciones que permitan manipular datos 
espaciales (geométricos).
Se presentará mía extensión del lenguaje RE-SPaM (pie permite, no sólo 
el soporte de funciones geométricas, sino también, la integración de objetos 
móviles en la plataforma de Piet aprovechando su modelo de datos mediante 
el lenguaje de consulta PietQL.
1.2 . Organización del documento
La tesis está dividida en dos partes. La primera abarca la herramienta de 
integración de datos espaciales y no espaciales (GIS y OLAP), mientras que la 
segunda, la integración del lenguaje PietQL en el lenguaje de RE-SPaM.
La primera parte comienza en el Capítulo 2, donde se detalla el problema de 
la creación de las tablas auxiliares en la plataforma Piet. se describe el marco 
teórico en el que se basa la implementación y, se describen algunas herramientas 
relacionadas. En el Capítulo 3 se presenta la solución propuesta y arquitectura 
conceptual, mientras (pie, en el Capítulo 4 se (Usente la implementación y la 
utilización de la misma. El Capítulo 5 presenta los experimentos realizados y 
se discute sus resultados.
La segunda parte comienza en el Capítulo 6, donde se describe en detalle 
el problema que se resuelve en la segunda parte de esta tesis para comprender 
la necesidad de la extensión de RE-SPaM, denominada RE-SPaM++. Luego 
se describe sintaxis y semántica de PietQL y RE-SPaM. En el Capítulo 7 se
5 Spatial OLAP
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presenta la extensión al lenguaje (le expresioinis, se brindan algunos ejemplos 
de uso. Se profundiza en los detalles de implementación en el Capítulo 8. Por 
último, en el Capítulo 9 se brinda la conclusión de algunas propuestas y mejoras 
a las soluciones implementadas.

Capítulo 2
Integración de datos espaciales y 
no espaciales
En este capítulo se describe el problema de integración de datos espaciales 
y no espaciales en la plataforma Piet. Se brindará el marco teórico en el cuál 
se basó la solución propuesta en esta tesis y por último, se presentan algunos 
trabajos relacionados.
2.1. Planteo del problema
Esta sección es una breve introducción de Piet [pie] y el modelo de datos 
que este utiliza. Luego se describe el problema a resolver en la primera parte 
de esta tesis.
2 .1 .1 . P ie t
Piet es una aplicación que permite realizar consultas que combinan datos 
espaciales almacenados en un GIS y datos multidimensionales almacenados en 
un data warehouse. Dichas consultas se especifican mediante un lenguaje de 
consultas denominado PietQl[GVZ08]. Específicamente permite cuatro tipos 
de consultas:
■ Consultas integradas GIS-OLAP, de la forma “Obtener el total de ventas 
por producto en las sucursales que se encuentran en ciudades cruzadas por 
un río” . Esta consulta involucra los distintos tipos de información (datos 
GIS y datos OLAP), y su resultado puede luego explotarse utilizando 
herramientas OLAP tradicionales.
■ Consultas de Agregación Geométrica, como “total de sucursales en es­
tados con más de tres aeropuertos” , que sumariza valores asociados a 
geometrías.
■ Consultas típicas de GIS.
■ Consultas típicas de OLAP.
Las consultas típicas de OLAP son ejecutadas traduciendo las expresiones 
PictQL a los motores OLAr y GIS según corresponda.
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Modelo de datos
El modelo de datos de Piet, en su estado inicial, se encuentra formado por 
la información de aplicación y la información geográfica sin relacionar (Figura 
2.1). En la figura podemos ver la información geográfica, almacenada en forma 
de capas representadas cada una por una tabla: usa_rivers la capa de ríos, 
u sa_cities  la capa de ciudades, etc. y la información de aplicación fromada 
por una tabla de dimensión s to re s  y una serie de tablas de hechos de ventas.
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Figura 2.1: Estructura inicial del ambiente Piet
Basándonos en una estructura similar a la descripta en la Figura 2.1, el ad­
ministrador Piet deberá crear asociaciones entre la parte geométrica y la parte 
de aplicación que quiera relacionar.
En la Figura 2.2 podemos ver el modelo de datos de Piet luego de la creación 
de las asociaciones. En la misma se puede ver que se agrega el área de in­
formación de aplicación GIS-OLAP. En esta área se almacenan las relaciones 
entre componentes geométricos y tablas OLAP por medio de los identificadores 
únicos de cada dato. Esta información es la que permite relacionar la parte de 
aplicación con la parte geométrica.
2.1 .2 . D escripción  del problem a
Como se describe en la sección anterior, Piet integra GIS con OLAP median­
te las asociaciones que se muestran en la Figura 2.2. Estas tablas son creadas 
y completadas manualmente por el administrador Piet. Este proceso consta 
básicamente de:
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Figura 2.2: Estado final de un repositorio Piet
■ Identificar qué tablas del GIS se relacionarán con qué tablas del data 
warehouse. Las tablas que se relacionarán y asociarán deben compartir 
un mismo dominio de información, es decir, los registros de las tablas 
representan las mismas entidades (ciudades, ríos, etc). En la Figura 2.2 
la tabla stores del lado de OLAP se relaciona con otras tres del lado 
GIS. Esto se debe a que los registros se refieren almacenes que a su vez 
inlcuyen información de la ciudad y estado al cuál pertenece.
■ Comparar todos los registros de una tabla con los de la otra identificando 
cuales corresponden a una misma entidad. Por ejemplo si se comparan 
ciudades, la ciudad New York debe asociarse con NY.
■ Repetir el proceso hasta que no haya más tablas que comparar.
Este proceso tedioso, costoso y sujeto a errores es el que se propone auto­
matizar integrando los datos del GIS con los del OLAP.
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2.2. Marco teórico
Proponemos resolver al problema de integrar GIS y OLAP1 mediante técni­
cas utilizadas en herramientas que permitan integrar datos (sin distinguir si son 
espaciales y no espaciales). A continuación describiremos conceptos relaciona­
dos y algunas técnicas (en especial las relacionadas a Record Linkage) que se 
utilizan en la solución implementada.
2.2.1. Conceptos y term inología
El término Record Linkage* 2 se refiere al proceso de identificar registros que 
representan a una misma entidad (persona, ciudad, etc.) con el fin de eliminar 
duplicados (deduplication) en un archivo ó enlazar registros (linkage) entre dos 
archivos.
Durante un proceso de integración de datos3 se comparan los registros de 
a pares. Se denomina match al par de registros que se refieren a la misma 
entidad y link al par de registros que m ediante algún proceso se infiere que 
representan a la misma entidad. No todo math es un link, y no todo link es 
un match. En el Cuadro 2.1 se describen los posibles errores que se pueden 
cometer al clasificar un par de registros como link.
match no match
link Correcto Falso positivo
no link Falso negativo Correcto
Cuadro 2.1: Errores posibles en la clasificación de pares de registros.
La tarca del proceso de Record Linkage es la creación de links, por medio 
de la comparación, con el fin de determinar cuales son match.
2.2.2. D iagram a de procesos en un sistem a de integración de 
datos
La Figura 2.3 muestra el flujo de trabajo típico en un proceso do integración 
de datos [EVE02]:
■ Normalización se refiere al trabajo relacionado con la limpieza de datos.
■ Armado de bloques descripto en detalle en la Sección 2.2.4, tiene como 
objetivo minimizar la cantidad de comparaciones a realizar.
■ Compaiución es el proceso de comparación de los registros. En la Sección 
2.2.5 se estudia este proceso.
LLa creación de las tablas de asociación, que se menciona en la sección 2.1.2
2Otros términos utilizados para referirse a Record Linkage son: entity heterogeneity, 
entity identification, object isomerism, instance identification, merge/purge, entity reconci­
liation, list washing and data cleaning.
3 Q u c  utiliza técnicas relacionadas a Record Linkage. Cuando nos referimos en esta te­
sis a un proceso de integración de datos, nos referimos a procesos que resuelven linkage 
ó deduplication.
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Figura 2.3: Diagrama de procesos de un sistema de integración de datos
■ Clasificación es la etapa en que los pares de registros se clasifican y se 
decide si son o no un match.
■ Mediciones representa todo lo relacionado a la calificación de los resulta­
dos.
El diagrama no es iterativo, pero hay implementaciones que permiten la 
iteración, como por ejemplo Automatch [Jar97].
2.2.3. Norm alización
En muchos casos los datos de un campo, como por ejemplo el género, en un 
archivo puede ser M y F, y en el otro archivo Masculino y Femenino. Estos datos 
deben ser editados y depurados. Este etapa se conoce como Normalización y 
engloba los siguientes procesos.
Edición: Proceso relacionado a la detección y posible corrección de datos erro- 
neos.
Parseo: Proceso relacionado a la unificación ó separación de campos para 
facilitar la comparación.
Form ateo: Proceso a que permite hacer posible las comparaciones entre dife­
rentes formatos. Por ejemplo 01/02/2009 con 20090201.
Concordancia: Proceso que se utiliza para unificar variables que representan 
algún código, como por ejemplo el sexo que puede estar codificado como 
1 y 2 en un archivo y en otro como ‘S’ y ‘M’.
Este proceso queda fuera de alcance del presente trabajo. Lectores intere­
sados pueden consultar [BLN86], [KCGS93], [LNE89], [LC94] entre otros.
2.2.4. Arm ado de bloques
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En un proceso de integración de datos es común que se realicen millones de 
comparaciones cuando sólo algunos miles de pares de registros pueden llegar a 
ser un match. Para reducir la cantidad de pares de registros a analizar se utiliza 
íma técnica conocida como armado de bloques [GBVR03, p. 10]. Por ejemplo, 
si se comparan dos archivos de 1.000 registros se analizan 1.000.000 de pares 
como se muestra en la Figura 2.4:
Total de comparaciones -  1.000.000
Figura 2.4: Comparaciones entre dos archivos sin filtros.
La idea detrás del armado de bloques, es la aplicación de filtros que generen 
bloques para analizar pares de registros con mayor probabilidad de ser un 
match y así reducir la cantidad de comparaciones. Los filtros generan un bloque 
de acuerdo a los campos a los que se aplican. Por ejemplo, si se elije el campo 
sexo se generan das bloques. Si se trabaja con el campo fecha filtrando por 
mes se generan doce bloques; con el campo fecha filtrando por mes y sexo 24 
bloques. En la Figura 2.5 muestra la cantidad de pares que se analizarían al 
utilizar un filtro que genera cinco bloques de igual tamaño:
Total de comparaciones -  200.000
Figura 2.5: Comparaciones entre dos archivos utilizando un filtro que genera 5 
bloques
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2.2.5. Comparación
Para relacionar dos registos, se comparan4 los atributos en forma individual 
y como resultado se asigna un valor que refleja la similitud entre el par de re- 
gitros. Este valor se denomina peso del campo. El cálculo del peso puede verse 
afectado por otros parámetros asociados al campo que dependen del modelo de 
decisión5 que se este utilizando, como por ejemplo los parámetros probabilidad 
m y probabilidad u del modelo de Fellegi-Sunter [FS69]. Por lo tanto, el peso 
se calcula mediante alguna función que compara los campos e información aso­
ciada que depende del modelo de decisión. Una vez calculados los pesos de los 
campos, se calcula el peso asociado al par de registros. Por ejemplo, el modelo 
Fellegi-Sunter calcula el peso asociado al par sumando los pesos de los campos.
Si el valor de un atributo no es uniforme ó algún atributo tiene más relevan­
cia que otro, se puede asignar un peso de importancia al campo [Win89]. Por 
ejemplo, el apellido Smith es más frecuente que el apellido Zabrinsky, por lo 
tanto una coincidencia en un apellido Zabrinsky debería tener más peso que la 
coincidencia de un apellido Smith. La idea es que coincidencias entre atributos 
de poca frecuencia sean más relevantes que aquellos con valores más frecuentes.
2.2.6. Clasificación y M odelo de D ecisión
Generalmente, en un proyecto de integración de datos se procesan cientos 
de miles de registros y millones de pares son evaluados para determinar si son o 
no matchs. La gran mayoría de los pares no son match como se puede apreciar 
en la Figura 2.66. Los pesos negativos indican que los pares no son match.
Número de pares 
comparados
Figura 2.6: Distribución de los pesos compuestos a través de todos los pares 
posibles.
4Este no es el enfoque del presente trabajo. Para el lector interesado puede consultar 
[HSW07. cáp. 13], [CRF03]. En [sec] se encuentra una librería que implementa varias funcio­
nes de comparación implementadas en Java y más referencias.
5Ver sección 2.2.6
6Valor de los pesos en un análisis realizado por Statistics New Zcaland en |Zea06, p. 43].
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Eli la figura podemos apreciar la importancia de clasificar los pares de 
registros ya comparados (con peso asociado) en match o no match ya que la 
gran mayoría de los pares no son match. La clasificación se refiere a esta tarea 
y es realizada por el modelo de decisión7.
2.2.7. Iteración
Una iteración es una nueva ejecución del proceso de integración donde se 
utilizan diferentes variables para el armado de bloques y posiblemente otras 
para el matching. Por ejemplo, una pasada podría utilizar el mes para blocking 
y el sexo y el nombre para matching. Otra pasada podría ser usar el sexo como 
blocking y el nombre y dirección para el matching.
El número de pasadas refleja la calidad del proceso de integración. Si sólo 
se obtiene pocos links en cada pasada, se necesitariía una gran cantidad de 
pasadas. Sin embargo podría ser mi indicador que la calidad de los datos no es 
buena y no se necesitarían más pasadas. Estas decisiones quedan normalemente 
en responsabilidad del usuario.
2.3. Herramientas
En esta sección se verán herramientas relacionadas para observar similitudes 
y diferencias. De cada herramienta se comentan fortalezas y debilidades. La 
mayoría de los desarrollos se basan en el modelo propuesto por Fellegi y Sunter 
[FS69] que ya es un estándar [GBVR03, p. 2].
2.3.0.1. Febrl
Febrl (Freely extensible biomedical record linkage) v. 0.4 [Chr08] es una 
herramienta de código abierto gratuita construida en python[py]. Resuelve es­
tandarización, deduplication y linkage.
Febrl provee varios métodos de armado de bloques (blocking), funciones de 
comparación y modelos de decisión que deben ser elegidos por el usuario.
Puntos fuertes :
1. Código abierto.
2. Provee una amplia cantidad funciones de comparación, varios méto­
dos de blocking y modelos de decisión.
3. Permite exportar a un archivo la configuración del proceso en el cual 
se está trabajando.
4. Soporte de paralelismo.
5. Interfaz gráfica.
6. Multiplataforma al ser construido en el lenguaje python.
7El primer modelo de decisión formalizado fue propuesto por Fellegi y Sunter en el año 
1969. Este modelo es implcmcntado por la mayoría de los sistemas de integración de datos y 
es explicado en el Apéndice A.
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7. Soporta iteración en su ejecución. Es decir una etapa se ejecuta y se 
detiene presentando sus resultados. Luego se puede continuar con la 
siguiente ó reejecutar la etapa modificando los posibles parámetros.
Puntos débiles :
1. Xo es simple incluir nuevas funciones de comparación, modelos de 
decisión, métodos de blocking y la forma de lectura de datos.
2. Xo soporta asignación única8.
3. Xo soporta funciones de comparación a nivel registro.
4. Xo permite la ejecución desde línea de comandos.
5. Requiere entrenamiento por parte del usuario para la configuración 
de las diferentes funciones y modelos de desición.
6. Xo soporta intemacionalización.
2.3.O.2. FRIL
FRIL(Fine-grained record integration and linkage tool [JLX+08] v. 1.0 
(patch5) es una herramienta código abierto gratuita construida en Java. Re­
suelve deduplication y record linkage. Provee varias funciones de comparación 
y modelos de desición. Ofrece asignación manual y automática de pesos a los 
campos por medio del método EM [DLR77].
Puntos fuertes :
1. Código abierto.
2. Provee una amplia gama de funciones de comparación y modelos de 
decisión.
3. Estandarización embebida en el linkage.
4. Permite exportar e importar la configuración del proceso a un ar­
chivo.
5. Multiplataforma.
6. Interfaz gráfica sencilla.
7. Soporte de ejecución desde línea de comandos.
8. Combina el modelo de decisión con el método de blocking, lo cual 
simplifica al usuario el uso.
Puntos débiles :
1. Xo soporta asignación única.
2. Xo soporta funciones de comparación a nivel registro.
3. Xo es simple la inclusión de nuevas funciones y modelos de desición.
4. Combina el modelo de decisión con el método de blocking. Xo per­
mite agregar un modelo de decisión sin implementar un método de 
blocking.
5. Xo soporta intemacionalización.
8Que un registro no sea asignado más de una vez en la salida. Es decir, no haya dos o 
más pares clasificados como match que incluyan a un mismo registro
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2.3.0. 3. LinkPlus
LinkPlus [oCPC] es una herramienta que resuelve record linkage y dedu­
plication orientada al campo de la salud, pero puede ser utilizada en otros 
ámbitos.
Puntos fuertes :
1. Posee interfaz gráfica.
2. Buena documentación de ayuda.
3. Varias funciones de comparación.
4. Frovee do manera al usuario la asignación de los pesos a los campos 
y el cálculo de las probabilidades u y m tanto automática como 
manual, simplificando al usuario su uso.
5. Provee asignación de los pesos a nivel de campo basado en la fre­
cuencia de los mismos ó mediante el método EM.
6. Permite proveer más de un método de blocking que se componen 
mediante un operador OR.
Puntos débiles :
1. No es código abierto.
2. No es extensible.
3. No provee asignación única.
4. No provee comparación a nivel registro.
5. Es obligatorio elegir un método de blocking.
6. Sólo se puede ejecutar en entornos Windows.
7. No provee ejecución desde línea de comandos.
8. No soporta intemacionalización.
2.3.1. D iscusión
Se han presentado algunas herramientas de record linkage con sus puntos 
fuertes y débiles. En la mayoría de los casos se encuentra una limitación o difi­
cultad a la hora de querer extender la herramienta en diferentes direcciones, por 
ejemplo el simple hecho de querer agregar una nueva función de comparación de 
atributos. Otras posibilidades de extensión, no ofrecidas por las herramientas 
presentadas, son:
1. Incluir un modo de procesar los resultados. Si bien la salida a un archivo 
luego puede ser tratada con diferentes herramientas, sería deseable añadir 
acciones que puedan procesar los resultados de manera sencilla.
2. Si se deseara realizar una comparación de registros no triviales, sería, en 
algunos casos, más simple implementar una función de comparación “a 
medida”. Incluir funciones de comparación entre registros debería ser una 
opción y delegar en la herramienta su ejecución y procesamiento. Además 
si la comparación basada en los campos de los registros de forma indivi­
dual no es suficiente, se recurre a procesos de limpieza e integración de
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campos con el fin de unificarlos y poder compararlos. Esta limitación se 
debe al modelo de comparación basados en atributos. El modelo debería 
basarse en la comparación entre registros directamente, logrando más 
flexibilidad y a su vez abarcando también al modelo basado sólo en los 
atributos de forma individual. Podrían realizarse funciones más comple­
jas, por ejemplo, tomar dos campos de un registro, y en algunos casos lo 
procesen y luego lo comparen con otro atributo y en otros casos se ignoren 
ó procesen de manera diferente. Esta flexibilidad no es fácil de modelar 
e implementar si no se usa el registro completo en la comparación.
3. El modelo propuesto en [EVE02] (Figura 2.3) no admite incluir etapas 
intermedias. Etapas intermedias permitirían extender y/o reducir el com­
portamiento y adaptarse mejor a las diferentes necesidades.
4. En los casos que se debe comparar dos archivos que no poseen registros 
duplicados, las herramientas deberían ofrecer la opción de garantizar una 
asignación única entre registros, pero teniendo en cuenta que cada par 
de registros seleccionado, debe ser asociado con el par que tenga mejor 
peso. Esta funcionalidad no se ofrece en las herramientas analizadas.
5. Las herramientas descriptas no soportan datos espaciales.
6. Piet provee herramientas que a través de plugins se integran en Jump 
[Jum], que es la plataforma integradora por la que accede el usuario. De 
las herramientas analizadas, FRIL es la única implementada en Java y 
posible candidata a la integración. Lamentablemente esta integración es 
complicada debido que dentro de las clases del modelo se incluye código 
relacionado a la interfaz propuesta por FRIL, no al modelo que sigue 
Jump.
Estas puntos son resueltos en Matcher, el framework para record linkage 
implementado en esta tesis que permite la integrarán entre GIS y OLAP para 
la plataforma Piet. En el siguiente capítulo se describe el framework cómo 




En esto capítulo so describo la solución propuesta al problema de relacionar 
datos espaciales y no espaciales.
3.1. Descripción
La solución propuesta para la integración de GIS y OLAP implementa ^
una herramienta de integración de datos, denominada Matcher, utilizando las 
técnicas doscriptas en el Capítulo 2 pero con algunas diferencias con respecto 
a las herramientas convencionales de integración de datas:
1. Sólo resuelve el problema de linkage, no deduplication, ya que no es ne­
cesario para resolver la integración entre GIS y OLAP. Las herramientas 
en general ofrecen resolver la solución a los dos tipos de problemas.
2. Permite eliminar gran cantidad de falsos positivos1 al aplicar un algorit­
mo que garantiza asignación única (ver Sección 3.5.5). Las herramientas 
analizadas en la Sección 2.3 no ofrecen un modo de garantizar que un 
registro no sea asignado con dos o más registros. Por ejemplo, un registro 
de una tabla de GIS puede ser asignado con dos o más registros de una 
tabla del data warehouse, esto produce gran cantidad de falsos positivos 
ya que en las tablas se conoce de antemano que no hay duplicados.
3. Deja abierta la posibilidad de comparar registros utilizando información 
GIS ya que las funciones de comparación están par aim ¡trizadas. En otras 
herramientas los datos GIS no son soportados y agregar una nueva fun­
ción de comparación requiere modificar el código de la aplicación que 
afecta a la interfaz. En Matcher, la extensibilidad fue el factor de mayor 
importancia al momento del diseño e incorporar funciones de compara­
ción1 2 desde la misma interfaz fue contemplado.
1 Registros emparejados que el proceso de integración asuuieu que representan a una 
misma entidad pero en realidad son diferentes, más información en la Sección 2.2.1.
2Sc permite incorporar y/o modificar la mayoría de los componentes que interactúan en 
el proceso de integración.
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3.2. Arquitectura conceptual
Matcher se utiliza en la etapa de instalación de la plataforma Piet. En la 
Figura 3.1 se describe la comunicación con el sistema GIS, el data waxehouse, 
la estructura auxiliar y el usuario que va a crear la estructura:
PIET
a d m in i s t r a d o r
Figura 3.1: Interacción entre los componentes y el usuario en el momento de 
crear la estructura auxiliar.
El administrador interactuará con la herramienta indicando las tablas que 
se quieren relacionar del GIS y del data warehouse y, en donde se almacenará el 
resultado del proceso de integración.
3.3. Arquitectura implementada
En esta sección se resumen los componentes que forman parte de Matcher, 
incluyendo la plataforma de ejecución y las librerías externas que se utilizan 
para llevar adelante los servicios ofrecidos. En la Figura 3.2 se muestran los 
componentes y su interacción.
Matcher está implementado en el lenguaje Java y está compuesto por cuatro 
archivos Jar (Java ARchive)3
■ m atcher-api: Contiene interfases Java donde se define el funcionamien­
to de Matcher. No se incluye este componente en el diagrama porque no 
cumple un rol en la interacción con el usuario, sino es una práctica utili­
zada en el diseño que permite separar las interfases de la implementación.
■ m atcher-core: Implementación de los componentes definidos en matcher- 
api.
3 Ai chivos JavaTM. Clases empaquetadas en un archivo. Más información en h t tp :/ /  
ja v a .su n .eom /j2se/l.4 .2 /docs/gu ide/jar/Jar.h tm l
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Figura 3.2: Diagrama de componentes de Matcher y su interacción
■ m atcher-jum p: Es un plugin Jump[Jum] que provee una interfaz de 
ventanas para utilizar a Matcher.
■ m atcher-cli: Es un archivo que permite operar con Matcher desde línea 
de comandos.
La parte central de la implementación (matcher-core) es un Jar que se 
ejecuta en una Java Virtual Machine (JVM)[jvm] a través de alguna de las in­
terfases implementadas. La librería matcher-core implementa las interfases de­
finidas en matcher-api (JAR) y utiliza una serie de librerías externas para llevar 
adelante sus tareas. Las librerías más importantes son: Plexus [pie], commons- 
configuration [comb], commons-logging[comc], Castor [cas] y ostermiller-utils [ost]
La interfaz matcher-cli es un Jar que permite ejecutar procesos de integrar 
ción mediante el archivo de configuración de Matcher. La librería más impor­
tante es args4j[arg].
La interfaz matcher-jump debe ser utilizado en una instalación JUMP, junto 
con una serie de librerías externas, como por ejemplo: JUMP[Jum], commons­
logging, etc.
3.4. Funcionamiento
En la Figura 3.3 se muestra los procesos implementados en Matcher durante 
la ejecución de una tarea.
A diferencia del diagrama planteado en en [EVE02] (Figura 2.3), incorpora 
el proceso de Asignación única y un proceso de Ejecución de Acciones4. Otra 
diferencia es que no se incluye el proceso de Normalización, se decidió no im- 
plementar este proceso porque asumimos que los datos pueden ser procesados 
previamente.
4 Este proceso podría ser el proceso denominado Measumment en TAILOR.
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Figura 3.3: Diagrama de procesos de la ejecución de una tarea
La asignación única es un proceso opcional en Matcher. Se decidió así para 
brindar mayor flexibilidad y convertir a Matcher en una herramienta de inte­
gración de datos general (que no solo aplica a OLAP y GIS) y por lo tanto, no 
se puede garantizar que en las fuentes de datos a comparar no existan registros 
duplicados. Los algoritmos de asignación única utilizados se describen en la 
Sección 4.3.
3.5. Etapas de ejecución
La implementación actual no soporta iteraciones en la ejecución, a diferen­
cia de algunas herramientas, como por ejemplo Febrl (ver Sección 2.3.0.1) que 
ejecuta una etapa y luego el proceso de integración se detiene presentando in­
formación asociada. Esta cualidad permite tomar decisiones para las siguientes 
etapas ó repetir su ejecución con diferentes parámetros, pero más importante 
es que permite realizar varias veces la clasificación de un mismo resultado de 
comparación.
A continuación se describen en detalle los objetivos y funcionamiento de las 
etapas de la Figura 3.3.
3.5.1. Lectura de datos
Es la primera etapa de la ejecución de la integración. Como su nombre 
indica, lee las fuentes de datos previamente configuradas y las almacena tem­
poralmente en memoria. Soporta la lectura desde:
■ Base de datos: Se puede leer la información de una base de datos vía 
JDBC5.
■ Ficheros CSV (del inglés comma-separated valúes).
■ Ficheros dbf (archivos dBase[dba]).
Pero puede ser extendido como con otros tipos de fuentes como se descri­
birá más adelante.
5 Java Datábase Connectivity (JDBC) es una API que permite la ejecución de operaciones 
sobre bases de datos desde el lenguaje de programación Java.
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3.5.2. Arm ado de bloques (blocking)
La implementación de blocking se basa en el uso de filtros6. Los filtros 
son funciones de comparación de registros (ver Sección 3.5.3 ) que cuando la 
función indica que no son un match7 el par es descartado. De esta manera se 
impide que las siguientes etapas procesen al par descartado logrando reducir 
procesamiento y por ende el tiempo de ejecución final. En el caso de que alguna 
de las funciones indique lo contrario (es decir no clasifica el par como no match), 
el par es luego procesado por las siguientes etapas. Esta etapa es opcional.
3.5.3. Comparación
La comparación entre los pares de registros es el punto crítico y más im­
portante de un proceso de integración. En Matcher la comparación se realiza 
mediante las funciones de comparación de registros. Una función de compara­
ción de registros cumple dos roles:
1. Comparar los registros devolviendo un valor.
2. Clasificar el resultado de la comparación indicando si el par comparado 
es o no un match. (Ver la Sección 3.5.4)
Formalmente una función de comparación se define como:
Definición Sea /  una función de comparación de registros y r\ e  A  y r^ G B, 
donde A, B  son las fuentes de datos, /  se define como:
/  : A X B  .— > R
La función aplicada a los registros r\ y devuelve un número que indica 
la similitud entre ambos registros. Las funciones deben retornan un valor ma­
yor cuando exista más probabilidad que los registros representen a la misma 
entidad8.
3.5.4. Clasificación
La clasificación es la etapa encargada de tomar cada par de registros y 
clasificarlos en una de las siguientes opciones:
■ Match: Esta clasificación indica que el par es un match.
■ Possible match: Esta clasificación indica que probablemente sea un match, 
pero aconseja una revisión por parte del usuario para asegurarse9.
■ No match: Esta clasificación indica que el par no es un match.
8 En realidad en el armado de bloques también interviene el método de indexación, en la 
Sección 3.7 se describe el mismo
7Un match entre registros significa que ambos registros representan la misma entidad
8Si no cumplen esta reestricción uu se puede ejecutar con resultados favorables la Asig­
nación Unica. En caso de no ejecutarse esta etapa, no es necesario satisfacer la restricción.
9Esta clasificación surge del modelo de decisión propuesto por Fcllcgi-Suntcr, para más 
información ver el Apéndice A
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El componente encaratulo de esta clasificación es la función tltí comparación 
de registros descripta en la Sección 3.5.4. La función además de asignar un 
valor al par, es responsable de clasificar el mismo. Formalmente lo expresamos 
como:
Definición Sea /  una función de comparación de registros, /  se define como:
{match possible match no match
En Matcher cada función de comparación debe clasificar' el resultado de la 
comparación entre dos registros. No es posible clasificar las comparaciones entre 
diferentes funciones porque el resultado de las comparaciones no requieren que 
devuelvan el valor entre un rango definido, sino que mayor sea el resultado 
de la comparación, mayor sea la probabilidad de que el par sea un match. 
Formalmente si f \  y fo dos funciones de comparación de registros, no es posible 
asegurar que f i { f 2(x,y)) = h i f i (x,y)), donde x, y registros de las diferentes 
fuentes de datos.
Notar que una función de comparación de registros representa un modelo 
de decisión, por lo tanto en Matcher habrá tantos modelos de decisión como 
funciones de comparación entre registros se hayan implementado.
3.5.5. Asignación única
La etapa denominada Asignación Única asegura que al finalizar su ejecu­
ción cada registro clasificado como match o possible match está asignado con 
exactamente un sólo registro y la asignación es la mejor alternativa posible. 
Formalmente decimos que:
Definición Sea M  el conjunto de pares de registros resultado del proceso de 
asignación única y, A y B  fuentes de datos; decimos que V (ri,r2 ) 6 M  y 
V(ri,y), (x ,r2 ) € A X B  — { (ri,^ )}  se debe cumplir lo siguiente:
1. ${x,y) e M
2. (ri, r 2 ) es la mejor alternativa posible para ri y/o r^-
La segunda condición representa la mejor alternativa posible y depende del 
proceso de asignación utilizado.
3.5.6. Ejecución de acciones
La etapa ejecución de acciones es opcional y se ejecuta al finalizar la cla­
sificación (ó la asignación única si esta presente) se encarga de ejecutar las 
acciones, previamente configuradas, asociadas a un proceso de integración. Las 
acciones pueden utilizarse para exportar los resultados a diferentes tipos de 
almacenamientos, realizar mediciones, etc.
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3.6. Modelo de decisión en Matcher
Como se menciona, en la Sección 2.2.6. el modelo de decisión es, dentro de 
una herramienta que implementa Record Linkage, quien se encarga de clasificar 
los links en m atch ó no m atch.
En Matcher se implementa el modelo de decisión mediante las funciones 
de comparación de registros. A diferencia de las herramientas analizadas en 
la Sección 2.3, un modelo de decisión es configurable dentro de un proceso de 
integración de datos ejecutado en Matcher y, el mismo está basado en el registro 
completo y no limitado a los atributos en forma individual.
3.7. Ejecución de las etapas Armado de bloques y 
Comparación
En Matcher, las etapas de Armado de bloques y de Comparación, en conjun­
to son las más costosas en relación al procesamiento de datos, ya que procesan 
cada par de registros. En el caso que se procesen tablas de gran volumen de 
datos, os probable scgiín las funciones de comparación utilizadas, el proceso de 
integración sea muy lento. Si bien el Armado de bloques por medio de filtros 
permite reducir la cantidad de pares de registros que se compararán en la etapa 
Comparación, igualmente procesarán todos los registros de una fuente de datos 
contra todos los registros de la segunda fuente de datos.
En caso de procesamiento de grandes volúmenes de datos existen técnicas 
que, dadas ciertas circunstancias, permiten reducir considerablemente la can­
tidad de pares de registros a procesar. Por ejemplo la técnica conocida como 
Sorted neighborhood [HS95] ordena las tablas por algún criterio, y luego com­
para todos los registros que se encuentran en una ventana de tamaño w que 
va “avanzando” a medida que se comparan los registros. En la Figura 3.4 se 





Figura 3.4: Procesamiento de los registros a través de mía ventana de tamaño 
w
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3.7.1. M étodo de indexación
En Matcher se soportan las técnicas, conocidas como Blocking method10 (en 
algunas herramientas se denomina Index), mediante el Método de indexación o 
Método de comparación. El método de indexación es el encargado de procesar 
los registros de ambas fuentes y, de aplicar los filtros y funciones (si los filtros 
así lo indican) a cada par de registros.
10Tanto la aplicación de filtros como el método de comparación implcmcntan el Armado 
de de bloques
Capítulo 4
Descripción de la 
implementación
En este capítulo se presenta un framework extensible, denominado Matcher, 
que permite resolver el problema de integrar fuentes de datos de distinto tipo, 
en particular, para el caso que nos interesa en esta tesis, fuentes de datos 
espaciales y multidimensionales.
4.1. Introducción
Matcher es un framework que provee una infraestructura para ejecutar pro­
cesos de integración, proveyendo un modelo de configuración, estático y dinámi­
co, de componentes. El componente central es la tarea (MTask), que representa 
la configuración de un proceso de integración de datos. El rol de Matcher es 
“orquestar” la ejecución, el pasaje de datos y resultados entre los diferentes 
componentes involucrados en la ejecución de una tarea.
4.1.1. Proceso de integración
La configuración de un proceso de integración se modela en Matcher por 
el componente MTask. Este componente contiene la información necesaria para 
que Matcher lleve a cabo su ejecución. La información que incluye una tarea 
es:
1. Un identificador.
2. Las diferentes fuentes de datos.
3. Las funciones que se utilizan para comparar los registros.
4. Opcionalmente, los filtros y el método de indexación.
5. Opcionalmente, un proceso que garantiza la asignación única.
6. Opcionalmente, acciones que se ejecutan después de la etapa de Clasifi­
cación.
Con esta información, una tarea puede ser ejecutada dentro del ambiente 
Matcher cu la serie de pasos definidas en la Figura 3.3.
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4.2 . In tegración  de d a tos en tre dos arch ivos
Esta sección, mediante un caso práctico, introduce las carácteristicas de 
Matcher. Mediante el ejemplo se facilita la introducción de los diferentes com- 
ppnentes y los puntos de extensión.
El ejemplo se basa en la integración de dos archivos, p a ise s i y paises2, 
que contienen datos sobre países obtenidos de diferentes fuentes1.
4.2.1. Iniciando M a tch er
En el ejemplo se utiliza la interfaz gráfica implementada en el módulo 
matcher-jump1 2. La instalación se describe en el Apéndice B. Una vez instalado 
y abierto Jump se selecciona en el menú la opción Piet->tools->M atcher que 
muestra la pantalla principal indicada en la Figura 4.1.
Configuración
Edición de tareas
En esta pantalla ud. podrá crear las tareas necesarias para realizar los matchings. 
Conexiones ^ T a r e a s
Next > Cancel
Figura 4.1: Pantalla inicial
En la pantalla se encuentran las opciones de importación y exportación
1En el Apéndice C se detallan los contenidos de los archivos.
2Vcr la sección 3.3
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(le archivos XML de configuración3, edición de tarcas y la configuración de 
Matcher. En el ejemplo se muestra como crear una tarea identificada como 
r l-p a is e s , para integrar ambos archivos.
4.2.2. Creación de una tarea
Con el botón Nueva tarea (Figura 4.2) se; abre la pantalla de (‘(lición (le 
tareas para configurar la nueva tarea.
Figura 4.2: Crear tarea
Este botón abre la ventana de edición de tareas (Figura 4.3). En la pantalla 
se indica el identificador de la tarea, los archivos ó tablas a comparar, los 
filtros, el método de comparación, las funciones de comparación, las acciones y 
opcionalmente el método utilizado para la asignación única.
®Estc tipo de archivos se detalla en el Apéndice B
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Figura 4.3: Pantalla de edición de tarea
4.2.2.1. Selección de los archivos a com parar
Tara seleccionar los archivos a comparar, se debe presionar el botón ... para 
cada uno de los archivos, como se muestra en la Figura 4.4.
Figura 4.4: Abrir pantalla de fuente de datos
Al presionarlo se abre la ventana denominada Fuente de datos, Figura 4.5. 
En el cuadro de texto Bean se indica el tipo de fuente de datos y en Path 
la ruta de acceso al mismo. Las opciones para Bean se describen en el panel 
Descripción4
4.2.3. Incorporación de funciones de comparación
Una vez seleccionados los archivos, se debe indicar como comparar los re­
gistros. Los registros se comparan con las funciones que se hayan agregado a 
la tarea. El botón nueva función5 abre la pantalla de la Figura 4.6.
Las funciones deben ser identificadas unívocamente dentro de una tarea. 
En este ejemplo se utiliza la función IndividualColumnScorer6. Esta función 
requiere especificar qué columnas comparar y cómo. Para ello, el botón Mapeo 
de columnas abre la pantalla de Edición de mapeo de columnas que completa 
como se muestra en la Figura 4.7. Para completar el panel de parámetros se 
utilizan el botón + para agregar, el botón - para quitar el que este seleccionado 
y el botón ? (autocompletar) ayuda y agiliza la carga de los mismos. Este modo 
de carga se repite en otras pantallas.
4En la Sección Internacionalización del Apéndice B se describe como configurar el 
texto que describe al bean y los pasos para que soporte multiidioma.
5E1 botón nuevo se representa por un papel y una varita.
6Las funciones de comparación entre registros se detallan en el Apéndice B
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F u e n te  d e  d a to s X ]
uBean [c iv
Patti (c : \p a i4 «  lc s v |
Parámetros Descripción
Permite leer archivos CSV Ingrese en Path la ruta 
absoluta al archivo.
Parámetros
•  delimitar: Opcional, por defecto , Carácter 
separador de columas
•  includeHeaders:true (por defecto)|false 
Indica si la primera fila contine los nombres de 
las columnas.
•  headerTempIate:Si 
in c lu d e H e a d e r s= f a l s e  las columnas se
zi
A ceptar Cancelar
Figura 4.5: Pantalla de fuente de datos
Figura 4.6: Pantalla de edición de funeión de comparación entre registros
En este ejemplo se selecciona la función jaroWinklerTFIDF que se utiliza 
para comparar campos de registros que contienen palabras donde no importa 
el orden de las mismas. En esta pantalla las funciones que se desplegan en la 
lista Bean7 son funciones de comparación de atributos. En el Apéndice B se
7E1 nombre Bean se puede tomar como sinónimo de componente. El nombre proviene del 
ámbito Java, que es el lenguaje de program acón en la que se implemento Matchcr.
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Figura 4.7: Pantalla de edición de función de comparación entre atributos
especifican las funciones provistas en Matcher.
4.2.4. Agregando ñltros
En Matcher los filtros se utilizan para minimizar la cantidad de compa­
raciones que se realizarán entre los dos archivos. Si no se aplican filtros, la 
comparación se realiza en la forma “todos contra todos”. En caso de pocos 
registros los filtros son innecesarios, pero no cuando entran en juego muchos 
registros. La Figura 4.8 presenta la pantalla de edición de filtros de la tarea.
Los filtros son en realidad funciones de comparación entre registros, pero en 
general son más simples y rápidas que las que se utilizan para la clasificación 
de los registros. Los filtros son procesados por el componente seleccionado en 
el campo Index de la pantalla descripta en la Figura 4.3. Este componente es 
el que realiza las comparaciones entre los registros y aplica los filtros.
4.2.5. M odo de comparación
El modo de comparación, como se describió en la Sección 3.7.1, se utili­
za para minimizar la cantidad de comparaciones a realizar y por lo tanto el 
tiempo de ejecución. Matcher soporta actualmente el método de “todos contra 
todos” implementado en en el componente fulllndex, pero puede ser extendido 
con otros. El método fulllndex aplica el/los filtro/s (si los hay) a cada par 
de registros. Si la comparación devuelve MATCH, los registros son comparados 
con la función (puede haber más de una) que clasifica el par; en cambio si la 
comparación no es MATCH el par es descartado. En la Figura 4.9 se muestra la 
pantalla de selección del modo de comparación.
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tmm ' * i
Función que compara si hay coincidencia entre un rango definido 
por los parámetros b e g in ln d e x  y en d ln d ex .
Parámetros:
f f t ir ió n  d e  m a p e o  d e  ro lu m n a s .
Columna J (nom bre
Columna 2  | nombre
Bean [substring
Agregar | Actualizar | Borrar 
M apeo de columnas
Parám etros +  | ~  | ? |
Key | Value ~~j
•  beginlndex:Por defecto 0. Desde que posición comienza a
comparar.
•  endlndex: Por defecto 1. Hasta que posición compara.
•  ignoreAccents:true ó false Indica si se ignoran los 
acentos, false por defecto.
•  ig n o r e  Spaces:true ó false Indica si se ignoran los 
espacios false por defecto En caso de matchear frases es 
aconsejable no ignorar espacios.
•  minScore: Valor que debe superar la comparación. Si no 
supera retoma 0
A ceptar Cancelar
Figura 4.8: Mapeo de columnas para el filtro substring
Figura 4.9: Pantalla donde se elige el modo de comparación
En el Apéndice B se describen los modos de comparación provistos en Mat- 
cher.
4.2.5.1. Agregando acciones
Las acciones son procesos que se ejecutan al finalizar la comparación de los 
archivos. La acción seleccionada cu el ejemplo de la Figura 4.10 es exportToFile,
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que sirve para exportar el resultado a un adiivo. Esta, acción requiere el paráme­
tro path que indica la ruta al archivo a crear con los resultados. Los resultados 
que exporta a un archivo corresponden a los pares que se clasificaron como 
MATCH. En el Apéndice B se describen los diferentes tipos de resultado y las 
acciones provistas por Matcher.
Figura 4.10: Pantalla de edición de acciones
4.2.6. Ejecución una tarea
Una vez configurada la tarca como sí; muestra en la Figura 4.11, estamos 
en condiciones de ir al panel de ejecución (mediante el botón N ext >).
El panel de ejecuón de tareas (Figura 4.12) permite seleccionar la tarea, 
ejecutarla y detenerla cuando durante su ejecución. Asimismo, despliega en 
pantalla los mensajes de ejecución, que ayudan a detectar posibles errores y 
determinar en que etapa del proceso de ejecución se encuentra8. Al ejecutar la 
tarea se visualizá los mensajes como se muestra en la Figura 4.13.
4.2.7. R esultados de la ejecución
Al ejecutar esta tarea en los resultados se presentan los siguientes falsos 
positivos9, que es común en las herramientas de record linkage:
nombre,id,nombre,id,SCORE
8Las etapas de ejecución de una larea se describen en el Apéndice B
9Los falsos positicos son links elasiñeados, erróneamente, como matchs. Para más infor­
mación ver la Sección 2.2.1
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| [  Aceptar Tj Cancelar
Figura 4.11: Pantalla con la tarea configurada
Panal de ejecución de tareas.
En es ta  p a r ía la  podrá efecutar las tareas definidas.
Consola
^  3_jl_ L _ 0 3
<  Back [ Finish [ Cancel
Figura 4.12: Panel de ejecución
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Figura 4.13: Panel de ejecución
"MALAWI","1250","Malasia","136",0.9095238 
"MALAWI","1250","Malawi","135",1.0
para evitar este tipo de problemas se puede asignar a la tarea un proceso 
que garantize la asignación única.
4.2.7.1. Asignación única
Si se desea que la aplicación devuelva una asignación única en el resultado, 
Matcher provee dos componentes (pqm y munkres)10 que se pueden seleccionar 




la d o  2  (t:\paises2.csv
In d ex  (fiitlndex
M atcher i d
Figura 4.14: Selección del proceso de asignación única
Al ejecutar nuevamente la tarea, configurando pqm, el resultado obtenido 
se muestra en la Figura 4.15.
Y en la salida desaparecen los falsos positivos:
nombre, i d ,nombre, i d ,SCORE
"MALASIA","3260","M alasia","136",1.0
"MALAWI","1250","Malawi","135",1 .0
10En el apéndice B se describen pqm y munkers con más detalle.
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Figura 4.15: Ejecución con asignación única
4 .3 . A lg o r itm o s para garantizar asign ación  ú n ica
En Matcher se ofrecen algoritmos para garantizar asignación única. El algo­
ritmo de Munkres[Mun57], también denominado algoritmo húngaro [Kuh55], 
y el desarrollado exclusivamente para el problema de asignación única denomi­
nado PQM. A continuación se detallan ambos algoritmos.
4.3.1. A lgoritm o PQ M
El algoritmo procesa los registros clasificados como MATCH y P0SSIBLEJ1ATCH. 
Cada par es almacenada en una cola de prioridad donde el orden es definido 
por el resultado de la comparación entre los registros11.
Una vez almacenados se comienza a desencolar las comparaciones. Cada vez 
que se desencola se verifica que los elementos de la comparación no hayan sido 
previamente desencolados, y si es así se agregan a la salida del proceso. En el 
Algoritmo 1 describe el funcionamiento de PQM.
4.3.1.1. Ejem plo
Para presentar el ejemplo supongamos que se comparan dos fuentes de 
datos Side 1 y Side2, donde Side 1 tiene los registros x i,...,xs; y Side2 los 
registros y i , y^. El proceso de asignación se ejecuta una vez comparados 
y clasificados los pares de registros. El grafo de la Figura 4.16 muestra la 
clasificación entre los pares, donde los vértices representan a los registros y 
las aristas representan al par y el peso asociado es valor obtenido a partir
11 Si la función de comparación no cumple con la condición de que un par clasificado con 
mayor valor no indique mayor probabilidad de match, este algoritmo no funciona correcta­
mente
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Input: Cola de prioridad p conteniendo pares de registros ponderados 
por una función de comparación de registros 
O utput: El conjunto Match donde se cumple asignación única entre 
registros
filas = 0 ; 
columnas = 0 ; 
while -i (vacía p) do
elem := desencolar un elemento de p ; 
r\ := registro del lado 1 de elern ; 
if -i (r\ G filas)  th en
7*2 := registro del lado 2 de elem ; 
if -i (r2 G columnas) th en  
agregar ri a filas  ; 
agregar a columnas ; 




A lgorithm  1: Algoritmo PQM
de las funciones de comparación. Se asume que todas las mistas son MATCH 
ó POSSIBLE_MATCH.
Side 1 Side2
Figura 4.16: Grafo de costos
E stado inicial
heap =  {(®i, yi, 1), (x4, y4, 1), (x4, 7/2 ,0,9), (x5, y3,0,8), (x5,y4, 0,7), 
(*2 , y3 , 0,5), (x2, y2 , 0,4), (x3, yi, 0,3)} 
filas = 0
columnas =0
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resultado =  0
I o
elemento := heap.popQ. elemento = (xi, yi, 1)
Luego del chequeo:
heap = {(x4, y4, 1), (x4, y2, 0,9), (x5, y3, 0,8), (x5, y4, 0,7), 
(*2 , y3 , 0,5), (x2, y2 , 0,4), (x3, y i,0,3)} 
fila s  =  {xi}
columnas =  {yi} 
resultado =  {(xi, yi, 1)}
elemento := heap.popQ. elemento = (x4, y4, 1)
Luego del chequeo:
heap = {(x4, y2, 0,9), (x5, y3, 0,8), (x5, y4, 0,7), (x2, y3, 0,5), 
(x2, y2, 0,4), (x3, yi, 0,3)} 
filas = {xi,x4}
columnas — {yi,y4}
resultado = {(xi, yu  1), (x4, y4, 1)}
elemento := heap.popQ. elemento = (x4,y2, 0,9)
Luego del chequeo: No se agrega a resultado (x4, y2, 0,9) porque x4 € filas.
heap =  {(x5, y3, 0,8), (x5, y4, 0,7), (x2, y3,0,5),
( ^ 2 , i/2 > 0,4), (x3, yi, 0,3)} 
filas = {xi,x4}
columnas = {yi, y4}
resultado = {(xi, yi, 1), (x4, y4, 1)}
elemento := heap.popQ, elemento = (xs,y3,0,8)
Luego del chequeo:
heap = {(x5, y4, 0,7), (x2, y3, 0,5), (x2, y2, 0,4), (x3, yi, 0,3))} 
fila s  =  {xi,x4,xs}
columnas =  {yi, y4, y3}
resultado = { (x i,y i,l) ,(x 4,y4,l ) ,(x 5,y3,0,8)}
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5o
elemento := heap.popQ, elemento = (2:5,2/4,0 ,7)
Luego del chequeo: No se agrega a resultado (25,2/4,0 ,7) porque 25 6 filas.
heap =  {(2 2 , y3 ,0,5), (x2, y2 ,0,4), (x3, y i, 0,3))} 
fila s  — *(2 ^,2 4 , 2 5 }
columnas =  {yi,y4 ,y3 }
resultado = {(2 1 , yi, 1 ), (2 4 , y4 , 1 ), (x5, y3 , 0 ,8 )}
Siguiendo este procedim iento se obtiene
heap =  0
fila s  = {2 1 , 2 4 , 2 5 , 2 2 } 
columnas = {yi, y4, y3 , y2 >
resultado = {(21, yu  1), (24, y4, 1), (25, y3, 0,8), (22, y2, 0,4)}
El resultado obtenido satisface los requerimientos necesarios para ser una 
solución.
4.3.2. M unkres
El algoritmo de asignación de Munkres (conocido también como algoritmo 
Húngaro), resuelve en realidad el problem a de asignación. Este problema 
se puede definir de la siguiente manera:
Definición Hay un número de agentes y un número de tareas. Cualquier agen­
te puede ser asignado para desarrollar cualquier tarea, contrayendo algún coste 
que puede variar dependiendo del agente y la tarea asignada. Es necesario para 
desarrollar todas las tareas asignar un solo agente a cada tarea para que el 
coste total de la asignación sea minimizado.
Como se puede apreciar, el algoritmo no resuelve directamente nuestro pro­
blema. Por tal motivo, se describirá cóomo aprovechar Mmikres para aplicarlo 
al problema que nos incumbe.
4.3.2.1. Conceptos y definiciones
Un grafo bipartito G = (V,E) se denomina a un grafo no dirigido cuyos 
vértices se pueden separar en dos conjuntos disjuntos Ví y V2 y las aristas 
siempre unen vórtices de un conjunto con vértices de otro:
.  Vi U V2 = V
■ V\ n V2 = 0
■ V2 1 , 2 2  € V\ , Vyi, y2 € V2 no existe ninguna arista e = x \ , 2 2  ni e =  y i, y2 -
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El problema de asignación es mi caso especial del problema denominado 
matching.
Un matching ó conjunto independiente de arcos, es un grafo es un conjunto 
de arcos sin vértices en común.
Dado un grafo G = (V, E) un matching M  en G es un conjunto de arcos 
disjuntos no adyacentes. Decimos que un vértice está matched acoplado si es 
incidido por un arco en el matching. Sino el vértice está unmatched libre.
Un matching máximo es un matching que contiene el número máximo posi­
ble de arcos. Puede haber muchos matchings máximos. El número de matching 
de un grafo es el tamaño del matching máximo. Un matching maximal es un 
matching M  de un grafo G con la propiedad de que si algún arco que no per­
tenece a M  es añadido a M, no será ya un matching. Nótese que todos los 
matching máximos deben ser maximales, pero no todos los matching maxima- 
lcs deben de ser máximos.
Un matching perfecto es un matching que cubre todos los vértices del grafo. 
Esto es, cada vértice del grafo es incidido por solo un arco del matching. Cada 
matching perfecto es máximo y maximal.
4.3.2.2. Matchings en grafos bipartitos ponderados
Encontrar mi matcliing máximo bipartido ponderado en un grafo bipartido 
G = (V = (X , y ), E) está definido como un matching perfecto donde la suma 
de los valores de sus arcos en el matching tiene un valor maximal. Si el grafo 
no es completamente bipartido, los arcos ausentes son introducidos con valor 
cero. Encontrar tal matching es conocido como problema del asignación.
4.3.2.3. Algoritmos que resuelven el problema de asignación
El problema del asignación es mi caso especial del problema del transpor- 
tador [Mon81], que es un caso especial del problema del flujo de coste míni­
mo. Es posible resolver cualquiera de estos problemas mediante el algoritmo 
simplex[KM72], aunque cada especialización tiene algoritmos más eficientes 
aprovechando su estructura particular. Algunos algoritmos que resuelven el 
problema del asignación son: 1234
1. Algoritmo Húngaro [Kuh55] ó Algoritmo de Munkres para el problema 
de asignación (Algoritmo Khun-Munkres) [Mun57]
2. Algoritmo Simplex
3. Algoritmo Edmonds-Karp [EK72]
4. Algoritmo Ford-Fulkerson [For56]
Se optó por el algoritmo de Munkres como base para nuestra solución por 
ser el más especializado, es decir, el algoritmo requiere grafos bipartitos pesados 
(un conjunto de vértices representa a los agentes y el otro a las tareas) y en 
nuestro caso cada conjunto de vértices representa la fuente de datos y las 
aristas el peso calculado a partir de la función de comparación. Al aplicarse a 
esta estructura particular, el algoritmo de Munkres aprovecha la misma y es 
más rápido que los demás algoritmos que no requieren que el grafo sea bipartito 
ponderado.
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La complejidad del algoritmo es 0 (n 4). La demostración se puede ver en 
[Kuh55].
4.3.2.4. Adaptación del algoritmo de asignación de Munkres al 
problema de asignación única
El problema a resolver es, dados dos conjuntos de datos A y  B, encontrar la 
asignación maximal entre los pares de registros. Si los agentes son los elementos 
del lado A, las tareas son los elementos del lado B y el coste es definido por la 
función de peso tendríamos:
Problema adaptado Hay un número de elementos a € A y un número 
de elementos b € B. Cualquier a puede ser asignado a cualquier b <-> 
f (f (a,b))  G {MATCH,  P O SSIB LE -M A TC H }, / ,  función de compar 
ración de registros, contrayendo algún coste que es definido por f(a,b).  
Es necesario asignar un solo a a cada b para que el costo total del asig­
nación sea maximizado.
Nótase que en nuestro caso es necesario que el costo sea maximizado y no 
minimizado. El algoritmo de Munkres se adapta fácilmente a la maximización 
en vez de la minimización.
4.3.2.5. Implementación del algoritmo húngaro provista en 
Matcher
La implementación del algoritmo húngaro utilizada es una modificación y 
optimización de la implementación del mismo incluida en el proyecto JigCell 
[jig]. La modificación realizada se debe a el algoritmo original no es performan- 
te en presencia de grandes volúmenes de datos y en nuestro caso es de vital 
importancia el tiempo ejecución.
La implementación varía las estructuras internas según la cantidad de datos 
para mejorar los tiempos y la utilización de recursos. Para ello se aplicó el 
patrón Strategy [EGV95] que selecciona un algoritmo u otro según la cantidad 
de datos.
Si el número de datos no es significativo12 se utilizan matrices nativas del 
lenguaje para modelar el grafo. En cambio si son muchos datos se utilizan gra- 
fos dispersos. Para la implementación de grafos dispersos se utilizó la librería 
Universal Java Matrix Package UJMP [ujm] modificada para que sea compar 
tibie con Java 1.5. La versión original de UJMP es sólo compatible con Java 
1.6 o superior, lo cuál es una restricción fuerte si se quiere lograr mayor com­
patibilidad. El motivo de la decisión de proveer 2 (dos) implementaciones se 
describe en el Apéndice F.
La implementación provista por JigCell y luego modificada se puede ver 
la explicación en los documentos públicos provistos por Iowa State University 
Iowa State University, específicamente en http://www.public.iastate.edu/ 
-ddoty/HungarianAlgorithm.html.
12En nuestra implementación, el límite está definido en la propiedad 
a r . edu.unlp. matcher .limitToUseNativeMatrixInByte en el archivo matcher .properties.
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4.3.3. D iferencias entre el algoritm o PQ M  y  M unkres
La principal diferencia entre ambos algoritmos es que el algoritmo de Mun­
kres devuelve un grafo maximal y PQM en cambio no lo asegura, aunque pro­
bablemente retorne un grafo maximal. El algoritmo PQM realiza todas las 
comparaciones (al igual que Miinkres), las ordena y retorna los pares teniendo 
en cuenta que cada par incluido en el resultado no se encuentre en la salida del 
algoritmo. PQM comienza a armar el resultado con los pares con mayor pro­
babilidad de acierto, pero es probable que sumando los pesos no sea maximal.
Esta diferencia es importante porque Munkres puede quitar pares de re­
gistros con valor alto por otros con menor valor para lograr que el grafo sea 
maximal, pero puede ser probable que al devolver un grafo maximal reduzca 
los posibles errores de las funciones de comparación. Como contempla grafos 
completos y no pares aislados los posibles errores a nivel dato sean menos signi­
ficativos que en PQM. Por el contrario es probable que al intentar de devolver 
el grafo maximal quite pares de registros correctos y con valor alto.
Otra diferencia importante son los tiempos de ejecución y consumo de recur­
sos. PQM al requerir menos cálculos es más rápido y consume menos recursos 




A efectos do evaluar en forma práctica el comportamiento de la solución, se 
presentan una serie de experimentos realizados sobre diferentes conjunto da­
tos. La idea fundamental es verificar el funcionamiento de los algoritmos de 
asignación única ya que las funciones de comparación de atributos son en gene­
ral muy simples ó adaptaciones de otras librerías de funciones de comparación 
(secodstring, commons-codec).
5.1. O b jetivos, eq u ip o  e in form ación  esp ecificad a  en  
cada  ex p er im en to
A continuación brindamos los objetivos que se plantean en esta sección, las 
características del equipo donde se realizaron las pruebas, y por último que se 
presenta en cada uno de los experimentos.
5.1.1. Objetivos de la experim entación
Los objetivos de los experimentos son:
1. Verificar que los tiempos sean compatibles con un uso razonable de la 
herramienta desarrollada.
2. Demostrar la flexibilidad de la herramienta.
3. Visualizar la calidad del resultado.
5.1.2. A m biente para experim entación
El equipo utilizado para realizar la experimentación tiene las siguientes 
características:
CPU AMD 64 bits.
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5.1.3. Información asociada a los experim entos
En cada uno de los experimentos se especifica:
1. Los datos que se integran, que denominaremos lado 1 y lado 2. Es decir, 
en el uso previsto serán la componente GIS y la componente OLAP a 
integrar.
2. Las funciones do comparación que se utilizarán.
3. El algoritmo de asignación única utilizado.
4. El tiempo de ejecución.
5. Calidad del resultado, esto significa de todos los datos contenidos en el 
porcentaje de resultados, cuales son correctos (positivos), falsos positivos 
y falsos negativos, es decir, datos que deberían formar parte del resultado.
6. En caso de falsos negativos se indica de qué manera se podrían evitar y/o 
reducir.
7. Archivo de configuración XML utilizado.
Se denominará Match al conj mito resultado del proceso de integración de 
los datos del lado 1 y el lado 2.
5.2 . E x p er im en to  1
El primer experimento se quiere obtener el conjunto Match entre los conda­
dos1 del data warehouse FoodMart y los condados del archivo http: //giscenter-sl. 
isu.edu/other/USA/USA_25M/CITIES/PAT.DBF. El data warehouse FoodMart 
se encuentra en el proyecto Mondrian de Pentaho[mon].
5.2.1. Lado 1
El archivo PAT.dbf esta compuesto por condados de Estados Unidos, el 
cual tiene las siguientes columnas:
columna tipo de dato descripción
AREA Número área de la ciudad






STATE_NAME Texto Nombre del estado
CNTY.NAME Texto Nombre del condado
SUB JIEGION Texto
STAT_FLAG Nùmeri co
1 Estados Unidos se divide en estados, cada estado se divide en condados y cada condado 
se divide en ciudades.
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Los campos CTY2M_, CTY2M.ID, STATE JTPS, CNTY_FIPS, FIPS, STAT_FLAG
no serán utilizados en este experimento. La tabla contiene 4410 registros.
5.2.2. Lado 2
Los condados de FoodMart se encuentran en la tabla del data warehouse 
región que tiene los siguientes campos:
columna tipo de dato descripción
region Jd Número clave primaria
sales.city Texto nombre de la ciudad
sales .state.province Texto estado o provincia a la que pertenece la ciudad
sales.district Texto distrito de la ciudad
sales .country Texto país al cual pertenece la ciudad
sales.districtJd Texto identificador de distrito.
Esta tabla contiene 110 registros de ciudades pertenecientes a Estados 
Unidos, Méjico y Cánada. En este caso sólo nos interesa el condado asoicado a 
la ciudad que se encuentra en la columna sales_district.
La columna donde se definen los condados no se denomina sales.county 
debido a que contiene ciudades de diferentes países y cada uno con diferentes 
divisiones políticas. Se define sales.district como término medio.
5.2.3. Prim er prueba
Para obtener el Match se debe comparar la columna CNTY_NAME de PAT.dbf 
con la columna sales.district de la tabla region del datawarehouse Food­
Mart. En esta primer prueba se ejecuta el proceso de integración utilizando las 
columnas CNTY_NAME y sales.district para verficar el resultado. A continua­
ción especificamos la información asociada a esta prueba.
5.2.3.1. R inción de com paración
IndividualColumnScorer con la función de comparación de atributos jaroWinklerTFIDF 
aplicada a CNTYJíAME del lado 1 y sales.district del lado 2.
5.2.3.2. Tiem po de ejecución
El tiempo total fue de 11 segundos utilizando el algoritmo PQM para la 
asignación única y de 13 segundos cuando se utiliza el algoritmo de Munkres.
Se detallen! los tiempos en cada etapa del proceso.
■ L ectura  de datos: 656ms
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5.2.3.3. Resultado
Tanto PQM como Munkres retornaron exactamente los mismos resultados. 
En el Cuadro 5.1 se listan los resultados correctos mientras que en el Cuadro 5.2 
se listan los resultados incorrectos (falsos positivos). No hubo falsos negativos; 
los condados no asignados de FoodMart no se encuentran en PAT.dbf, estos 
son:
■ Bellingham, del estado Washington.
■ Bremerton, del estado Washington. En realidad está bien que no se en­
cuentre en PAT.dbf porque Bremerton no es un condado, sino una ciudad.
Los falsos positivos se deben a:
1. Hay dos registros que no son condados de Estados Unidos.
2. Los condados no pertenecen al mismo estado y el nombre no es igual.
La Figura 5.1 resume esta información y nos permite ver la calidad del 
resultado.
Ladol Lado2 SCORE
STATE CNTY STATE CNTY COUNTRY
Washington Yakima WA Yakima USA 1.0
Washington Spokane WA Spokane USA 1.0
Washington Walla Walla WA Walla Walla USA 1.0
California San Francisco CA San Francisco USA 1.0
California Los Angeles CA Los Angeles USA 1.0
California San Diego CA San Diego USA 1.0
Cuadro 5.1: Correctos
Ladol Lado2 SCORE
STATE CNTY STATE CNTY COUNTRY
Texas Hidalgo Zacatecas Hidalgo Mexico 1.0
Texas Victoria BC Victoria Canada 1.0
New Jersey Salem OR Salem USA 1.0
Virginia Salem OR Salem USA 1.0
Iowa Bremer WA Bremerton USA 0.93333334
New York Cortland OR Portland USA 0.9166667
Iowa Tama WA Tacoma USA 0.9111111
Idaho Bingham WA Bellingham USA 0.91
Cuadro 5.2: Falsos positivos
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■ Positivos
■ Falsos positivos
Figura 5.1: Calidad de los datos.
5.2.3.4. Conclusiones
Este experimento ha retornado todos los pares correctos, pero por el contrar 
rio ha retornado muchos falsos positivos. Es importante aclarar que la ejecución 
sin asignación única devuelve 267 pares de registros en el Match y cuando apli­
ca asignación única se reduce a 25, es decir ha eliminado el 90 % falsos positivos 
(247 pares clasificados como correctos, pero no lo son), lo que demuestra la uti­
lidad de la asignación única. Hay que aclarar que el total de registros que suman 
los resultados correctos (Cuadro 5.1) y los falsos positivos (Cuadro 5.2) suman 
14, y no 25. Esto se debe a que se quitaron los repetidos de la salida original del 
proceso. Los repetidos producen pues en una tabla hay ciudades y en la otra 
condados. En el Cuadro 5.3 se muestran cinco filas que representan la misma 
información para este experimento.
Lado 1 Lado 2
STATE CNTY STATE CNTY CITY
California San Francisco CA San Francisco Concord
California San Francisco CA San Francisco San Francisco
California San Francisco CA San Francisco Redwood City
California San Francisco CA San Francisco Burlingame
California San Francisco CA San Francisco Daly City
Cuadro 5.3: Tres filas que representan lo mismo para este experimento
En el Apéndice C se encuentran los archivos de configuración utilizados en 
esta prueba. En el próximo experimento se muestra cómo reducir los falsos 
positivos.
5.2.4. Prueba 2
En esta prueba demostraremos cómo quitar los falsos positivos de la prueba 
anterior. Básicamente se realizará:
■ Descartar los registros que no sean de Estados Unidos, ya que en PAT.dbf 
se conoce que hay solamente condados de Estados Unidos.
■ Utilizar el estado asociado al condado en las comparaciones.
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5.2.4.1. Función de comparación
En esta prueba utilizamos la misma función que en la prueba anterior, pero 
en cambio se incluye un filtro para lograr quitar los falsos positivos de la prueba 
anterior. El filtro realiza lo siguiente: Si coincide el primer carácter del estado 
o si el país (columna sales-country) de la tabla región es igual a USA, el 
par de registros procede a compararse y a clasificarse mediante las función de 
comparación. Caso contrario el valor asignado al par es 0 y por lo tanto no es 
tenido en cuenta.
5.2.4.2. Tiempo de ejecución
El tiempo total es 1906 milisegundos utilizando el algoritmo PQM para 
la asignación única y de 2578 milisegundos cuando se utiliza el algoritmo de 
Munkres. Se detallan los tiempos en cada etapa del proceso.
■ Lectura de datos: 656ms
■ Comparación de datos: 1156ms. Se realizaron 16681 comparaciones. 
En esta prueba se redujo un 96.56 % la cantidad de comparaciones reali­






Este experimento retomó todos los resultados correctos sin falsos positivos.
5.2.4.4. Conclusiones
Este experimento ha retornado solo los pares correctos mediante el uso 
adecuado de los filtros. Hay que aclarar que solamente se puede realizar estos 
ajustes cuando ya se tiene un conocimiento previo de las características de 
los datos. En este caso el conocimiento de que en PAT.dbf sólo se refieren a 
condados de Estados Unidos y que en la tabla región los estados asociados 
coinciden en su primer carácter y no hay dos estados que comienzen con la 
misma letra. Por ejemplo si en región se encontraban estos estados:
1. Washington (WA)
2. West Virginia (WV)
3. Wisconsin (WI)
4. Wyoming (WY)
Xo hubiera alcanzado el filtro, aunque si reduce el tiempo de ejecución. 
Este problema es el que se resuelve en la siguiente prueba. En el Apéndice C 
se encuentran el archivo de configuración utilizados en esta piueba.
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5.2.5. Prueba 3
En esta prueba demostraremos como quitar los falsos positivos de la prueba 
anterior si en la tabla región existen más de un estado que comienze con el 
mismo carácter.
5.2.5.1. EYinción de com paración
En esta prueba utilizamos los mismos filtros, la misma función que en la 
prueba anterior pero con dos funciones de comparación de atributos, es decir: 
IndividualColumnScorer con la función de comparación de atributos 
jaroWinklerTFIDF aplicada a CNTYJíAME del lado 1 y sales.district del lado 
2; y la función SLIM aplicada a la columna STATEJíAME y sales_state_province.
La función SLIM se utiliza para ponderar en la comparación el estado aso­
ciado a los condados. Como el estado en PATdbf esta completo y en la tabla 
región es el acrónimo, la función no tiene un peso muy confiable, sino que sirve 
para afectar al peso total asociado al par de registros. Por tal motivo en esta 
prueba se la función SLIM representará el 30 % del peso del valor calculado. 
En el Apéndice C se describe el archivo en donde se indica como realizar esta 
customización.
5.2.5.2. Tiem po de ejecución
El tiempo total es 2281ms milisegundos utilizando el algoritmo PQM para 
la asignación única y de 2937ms milisegundos cuando se utiliza el algoritmo de 
Munkres. Se detallan los tiempos en cada etapa del proceso.
■ L ectura  de datos: 656ms






Este experimento retomó todos los resultados correctos sin falsos positivos.
5.2.5.4. Conclusiones
Este experimento ha retomado los pares correctos y describe cómo resolver 
el problema en caso de que en la tabla región exista más de un estado que 
comienze con el mismo carácter. Otras alternativas son:
■ Implementar una función de comparación de atributos que dado el nom­
bre del estado retorne el acrónimo, ya que hay solamente 50 estados, no 
es una función compleja de desarrollar.
■ Armar una vista SQL que aplica dicha función.
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Lo que muestran esto« experimentos es la flexibilidad de la herramienta para 
adaptarse a distintas situaciones y características de los datos. Las alternativas 
descriptas requieren trabajo por parte del usuario, pero serían más exactas.
5.3 . E x p er im en to  2
El siguiente experimento buscará obtener la relación Match entre los con­
dados obtenidos del National Atlas of the United States2 y los condados de 
FoodMart. En este caso, el número de registros a comparar es mucho mayor 
que en el experimento anterior.
5.3.1. Lado 1
Los condados de Estados Unidos obtenidos de National Atlas of the Uni­
ted States se encuentra en http://coastalmap.marine.usgs.gov/GISdata/ 
basemaps/usa/cities/citiesx020.htm. El archivo citiesx020.dbf en reali­
dad contiene ciudades, pero en este experimento relacionaremos los condados. 
El archivo cuenta con los siguentes campos:
columna tipo de dato descripción
CITIESX020 Número
FEATURE Texto
NAME Texto nombre de la ciudad del condado
POP-RANGE Texto
POP-2000 Texto población de la ciudad censado en el 2000
FIPS55 Texto
COUNTY Texto nombre del condado
FIPS Texto código FIPS
STATE Texto estado del condado
STATE.FIPS Texto código FIP del estado
DISPLAY Número
La tabla de condados contiene 35432 registros.
5.3.2. Lado 2
Ciudades del datawarehouse Foodmart.
5.3.3. Prueba 1
Esta prueba se realiza luego de una visualización previa de los datos. Los 
estados en c itie sx 0 2 0 . dbf se expresan utilizando su acrónimo. La estategia es 
aplicar un filtro a los estados, que si comienzan con el mismo carácter prosiga, 
caso contrario descarte el par de registros analizados. De este modo se logra 
reducir la cantidad de comparaciones. La función de comparación se aplica pol­
lo tanto tanto al campo condado como al campo estado de cada una de las 
tablas, como se describirá en la siguiente sección.
^National Atlas http://w w w .nationaIatlas.gov/index.htm l
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5.3.3.1. F\inción de comparación
Se aplica la siguiente función de comparación y el siguiente filtro:
Función de comparación: IndividualColumnScorer con las siguientes 
funciones de comparación de atributos:
■ jaroWinklerTFIDF aplicada a COUNTY del lado 1 y sales.district del 
lado 2.
■ jaroWinkler aplicada a STATE del lado 1 y sales_state_province del 
lado 2.
Filtro: IndividualColumnScorer con la siguiente función de comparación 
de atributos:
■ substring aplicada a STATE del lado 1 y sales_state_province del lado
2.
5.3.3.2. Calidad del resultado
La calidad del resultado se muestra en la Figura 5.2. Los resultados fueron 
todos correctos (Cuadro 5.4), pero hubo falsos negativos (Cuadro 5.5). Tanto 
el algoritmo de Munkres como PQM retornaron el mismo resultado.
Figura 5.2: Calidad de los datos.
Lado 1 Lado 2 Score
State County County State
CA San Francisco County San Francisco CA 0.9082483
CA San Diego County San Diego CA 0.9082483
CA Los Angeles County Los Angeles CA 0.9082483
Cuadro 5.4: Resultados correctos
5.3.3.3. Tiempo de ejecución
El tiempo total fue de 14 segundos utilizando el algoritmo PQM para la 
asignación única y el algoritmo de Munkres no finaliza porque utiliza más 
memoria de lo permitido (ver más adelante).
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Lado 1 Lado 2
State County County State
WA Spokane County Spokane WA
WA Walla Walla County Walla Walla WA
WA Yakima County Yakima WA
Cuadro 5.5: Falsos negativos
■ Lectura de datos: 2438ms




• Munkres: No finaliza por un error relacionado al uso de memoria.
El error que ocurre en tiempo de ejecución del algoritmo de Munkres es:
java.lang.OutOfMemoryError: Java heap space
El error indica que el proceso en ejecución solicita más memoria de lo per­
mitido. El máximo permitido es un parámetro de la máquina virtual de Java 
JVMjjvm], (pie es la encargada de la ejecución de Iris clases compiladas de Java. 
La memoria máxima permitida en esta prueba fue de 256M. como se muestra 
a continuación.
-vmargs -Xms40m -Xmx256m
Hay dos formas de ejecutar el proceso de Munkres3:
1. Indicar a Matcher la cantidad el límite en bytes que se puede utilizar en 
el algoritmo de Munkres. Este valor4 se encuentra definido en el archivo 
matcher.properties.
2. Configurar la máquina virtual para que se pueda utilizar más memoria. 
Los tiempos en cada caso fueron:
■ Modificando el valor en matcher.properties: 246se<7
■ Modificando los parámetros de la máquina virtual: 78ms
3 Esto se debe a la dos implementaciones del algoritmo, una tiene en cuenta la velocidad 
y la otra la minimización del uso de recursos
4Por defecto el valor es: ar.edu.unlp.matcher.limitToUseNativeMatrixInBytes=160000000
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Es importante notar que a medida que hay más datos, el algoritmo de 
Munkres requiere más recursos. La implementación que utiliza menas recursos 
utiliza grafos dispersos5 para modelar el grafo. La implementación de los grafos 
dispersos utilizada es de la librería UJMP[ujm] que lamentablemente es muy 
lenta. No se recomienda utilizar Munkres para muchos datos utilizando los 
grafos dispersos, para ello dejar un valor alto en el archivo matcher.properties. 
En las próximos experimentos solamente se usa la implementación de Munkres 
que no utiliza los grafos dispersos.
5.3.5.4. Conclusiones
En esta prueba, aunque no fue del todo satisfactoria debido a los falsos 
negaticos, es importante destacar que el proceso de integración genera 3420 
pares de registros clasificados como links6 y mediante la asignación única reduce 
a 30, es decir elimina el 99.12% de pares que son falsos positivos. La cantidad 
de resultados es 30 y en el Cuadro 5.4 se listan sólo 3; el motivo es el mismo 
que el comentado en el primer experimento (ver Cuadro 5.3).
En la siguiente prueba se analiza y se demuestra como eliminar los falsos 
negativos.
5.3.4. Prueba 2
El problema de la prueba anterior se debe a que la clasificación entre los 
condados en algunos casos no superar el valor 0.87. Para solucionarlo se indica 
que si la comparación entre dos atributos supera el valor 0.5, la misma es 
aceptable.
5.3.4.1. (Yinción de comparación
Se aplica la misma función y el mismo filtro que en la prueba anterior, pero 
con la diferencia descripta en el párrafo anterior. El archivo de configuración 
utilizado se encuentra en el Apéndice C.
5.3.4.2. Calidad del resultado
Los resultados fueron todos correctos y no hubo falsos positivos ni falsos 
negativos. Tanto el algoritmo de Munkres como PQM retornaron el mismo 
resultado.
5.3.4.3. Tiempo de ejecución
El tiempo total fue de 14 segundos utilizando el algoritmo PQM paxa la 
asignación única y utilizando Munkres 18 segundos.
5En el Apéndice F se discute una solución a la excesiva utilización de recursos en la 
implementación del algoritmo de Munkres. Si bien se utiliza menos recursos, se ha utilizado 
una implementación lenta para modelar los grafos.
^Pares de registros que el proceso de integración indica que es probablemente un match.
7Valor por defecto utilizado en la función de comparación JaroWinklcrTFIDF para de­
terminar' si el resultado de la comparación entre dos columnas es aceptable. En caso que 
el valor de la comparación sea menor retorna 0. Para más información leer Funciones de 
comparación de atributos en el Apéndice B.
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■ Lectura de datos: 2438ms






En esta prueba se ha demostrado la flexibilidad de la herramienta para 
eliminar los falsos negativos. Hay que tener en cuenta que al reducir los valores 
límite de las funciones, existe una mayor probabilidad de falsos positivos al 
tener más pares para clasificar. Otro tema importante en estas últimas dos 
pruebas es la clara diferencia en el uso de recursos entre los dos algoritmos.
5.4 . E xp er im en to  3
El siguiente experimento buscará obtener la relación Match entre los conda­
dos obtenidos del National Atlas of the United States y los del archivo PAT.dbf.
5.4.1. Lado 1
Condados de USA tomados de National Atlas of the United States (ci- 
tiesx020.dbf) que contiene 35432 registros.
5.4.2. Lado 2
Condados de USA tomados del giscenter-sl (PAT.dbf) que contiene 4410 
registros.
5.4.3. Prueba 1
Esta prueba intenta probar la herramienta con volúmenes de datos más 
reales y probar la calidad de los datos, como así también los tiempos. Un 
análisis de los datos previo indica que en PAT.dbf hay 1804 condados. Esto 
nos servirá para saber cuantos datos aproximadamente debería devolverse en 
Match.
5.4.3.1. Función de comparación
La función de comparación aplicada es IndividualColumnScorer con las 
siguientes funciones de comparación de atributos:
■ jaroWinklerTFIDF aplicada a COUNTY del lado 1 y CNTYJíAME del lado 2.
■ slim aplicada a STATE del lado 1 y STATEJiAME del lado 2, ya que en un 
lado se utiliza acrónimos de estados y en el otro no.
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Se aplica el filtro substring  para comparar estados y condados que co- 
mienzen con la misma letra. En el Apéndice C se encuentra el archivo con la 
configuración mencionada.
5.4.4. Calidad del resultado
Tanto la ejecución de la integración con el algoritmo PQM y con Munkres 
retornaron exactamente el mismo resultado. Esta prueba fue exitosa, retorna­
ron todos los resultados correctos, de los 1804 condados de PAT.dbf sólo uno 
no fue asignado provocando un falso negativo. El resto no asignado se debe a 
que no se encuentra en el archivo citiesx020.dbf. En la Figura 5.3 se resume la 





Figura 5.3: Calidad de los datos.
Lado 1 Lado 2
State County State County
IL DuPage County Illinois Du Page
Cuadro 5.6: Falso negativo
5.4.5. T iem po de ejecución
El tiempo de ejecución aproximado fue de 6 minutos (401359ms).
■ L ectura  de datos: 1172ms
■ Com paración de datos: 399547ms. Se realizaron 233993 comparacio­
nes (sin filtros se hubieran realizado 35432x4410 =  156255120, es decir 
se redujo en 99,85% la cantidad de comparaciones).
■ Clasificación: 46ms
■ Asignación única:




En esta prueba se ha demostrado que la herramienta se ejecuta en tiempos 
aceptables y también la gran potencia de la asignación única, ya que previo a la 
asignación única habían 59519 pares de registros clasificados como MATCH10, 
y luego del proceso de asignación única quedaron clasificados como MATCH 
solamente 3381.
Los falsos negativos cuando en el Match contiene casi la totalidad de re­
gistros de un lado (en este caso PAT.dbf), es sencillo detectarlos. Tomamos los 
resultados que se encuentran en el archivo original (del lado donde haya me­
nos registros, en este caso PAT.dbf) y que no están en el Match para verificar 
cuales se encuentran en el otro archivo (citiesx020.dbf). En este caso había que 
revisar solamente 30 condados que estaban en PAT.dbf pero no en el Match. 
El problema del falso negativo se debe a que el condado DuPage y Du Page 
para la función JaroWinklerTFIDF son diferentes ya que en un caso es una 
palabra y en el otro dos. Estos errores se pueden solucionar potenciando el 
resultado con alguna función (por ejemplo slim). Debido a que solamente se 
obtuvo 1 falso negativo, se omite esta alternativa.
8Se ejecutó con los siguientes parámetros de la máquina virtual: -Xmn40M -Xmz266M
^Se ejecutó con los siguientes parámetros de la máquina virtual: -XmnlOOM -Xms800M 
-Xmx800M
10I’ara más información acerca de la clasificación entre los pares ver la Sección 3.5.4
Capítulo 6
Integración de datos espaciales y 
de objetos móviles
En esto capítulo se describe el problema que se resuelve en la segunda parte 
de esta tesis, esto es la integración entre datos espaciales y base de datos de 
trayectorias. Se introducirán también algunos conceptos asociados.
6.1 . In trod u cc ión
La siguiente sección brinda una descripción del modelo de datos y el len- '"**
guaje y el lenguaje de consulta que utilizaremos en el resto de esta tesis.
6.1.1. Trayectorias sem ánticas
Los objetos móviles equipados con dispositivos electrónicos tales como GPS 
o RFID pueden reportar información sobre su ubicación espacio-temporal. Una 
trayectoria esta dada por una secuencia de posiciones en diferentes instantes.
Dicha secuencia esta ordenada por la componente temporal. Los objetos móvi­
les y sus trayectorias pueden almacenarse en lo que se denomina una base de 
datos de trayectorias, cuyas tupias contienen la siguiente información:
o identificador del objeto móvil. 
t  un instante.
p  una coordenada espacial (x,y).
En esta tesis trabajaremos con el conceto trayectoria semántica. Para ello 
la base de datos de trayectorias descripta es transformada, utilizando las ideas 
de [SPD+07], que asume que los objetos se mueven sobre un mapa que contiene 
geometrías disjuntas, que poseen información semántica en forma de atributos.
Estas geometrías se denominan Lugares de Interés de una Aplicación (del inglés 
Places of Interest of an Application (Pols)), porque dependen de la aplicación, 
ya que para un mismo mapa, dos aplicaciones podrían tener diferentes Pols.
Por ejemplo en una aplicación de turismo, los Pols podrían ser restaurantes, 
hoteles y atracciones turísticas. Cuando un objeto permanece un tiempo mayor 
a mi mínimo suficiente dentro de mi Pol, el Pol es considerado como una parada
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(stop) para la trayectoria y todas las coordenadas (x, y) que pertenecen al Pol 
se reemplazan por el identificador del POI. Las trayectorias así reescritas se 
denominan trayectorias semánticas ya que no solo están comprimidas sino que 
están enriquecidas por la información adicional sobre los Pols.
6.1.2. RE-SPaM
Regular Expression for Sequential Pattern Mining (RE-SPaM) [GV09] es 
un lenguaje basado en expresiones regulares aplicando algoritmos de descu­
brimientos de patrones secuenciales. Aplicado a trayectorias semánticas, los 
patrones secuenciales a descubrir son las secuencias de paradas (stops) segui­
das habitualmente por los objetos móviles estudiados. El lenguaje se basa en 
expresiones regulares sobre restricciones aplicadas a las paradas. Las expresio­
nes pueden incluir atributos, funciones y variables.
6.1.3. M odelo de datos en RE-SPaM
Para facilitar la explicación del modelo de datos tomaremos un caso en 
cual los Pols corresponden a una aplicación de turismo en la ciudad de París. 
Los elementos a los cuales se aplican las consultas, precisamente secuencia de 
paradas que se componen de Pols visitados por turistas, el intervalo de tiempo 
par a cada objeto móvil en cada parada, y los atributos asociados a cada Pol.
El modelo de datos do RE-SPaM soporta la eatogorización do elementos, es 
decir que cada elemento puede ser clasificado como perteneciente a una cate­
goría, descripta por un conjunto de atributos. Esto permite intituitivamente, 
presentar el esquema (la estructura), ocurrencia (una instancia concreta de una 
categoría, por ej. un hotel), e instancias (un conjunto de ocurrencias) de las 
categorías.
En los ejemplos se presentan cuatro categorías: hoteles, restaurantes, la to­
rre Eiffel y zoológicos, con diferentes atributos y número de ocurrencias. En 
el Cuadro 6.1 se muestran las categorías y sus esquemas. Una instancia (el 
conjunto de ocurrencias) se muestra en el Cuadro 6.2. Cada vez que un turista 
atraviesa un Pol y se detiene en el mismo, esta información es almacenada. 
Más precisamente, cada parada de mi objeto móvil es un objeto compuesto de 
atributos temporales (indicando la duración de la parada), y los atributos de la 
categoría. Cada elemento puede pertenecer exactamente a una sola categoría 
RE-SPaM se asocian a un algoritmo de mining que tiene el objeto de decu­
brir patrones frecuentes de trayectorias de objetos móviles, restringiéndolos a 
aquellos que satisfagan ciertas restricciones expresadas por medio del lenguaje 
basado en expresiones regulares definidas sobre atributos de las paradas. Estas 
limitaciones son de la forma “Trayectorias que visitaron primero un restaurante 
económico, luego se detuvieron en un hotel 3 estrellas, y finalmente terminaron 
en el restaurante que comenzó la trayectoria”.
Las instancias de las categorías contienen la geometría asociada (el atributo 
geom) que la define. Cuando los objetos móviles se detienen en dicha geometría 
durante un cierto tiempo, es considerada un stop y es cuando se registra un 
nuevo elemento en la trayectoria del objeto.
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Nombre de la categoría Esquema
hotels [ID, categoryName, geom, star]
restaurans [ID, categoryName, geom, foodType, price]
Eiffel Tower [ID, categoryName, geom]
zoos [ID, categoryName, geom, price]
Cuadro 6.1: Esquema de las categorías utilizadas en los ejemplos
Nom bre de la  categoría In stan cia
h o te ls  (2 )
[(ID ,H I). (categoryN am e,hotel), (goo m .p o ll), (s ta r ,3)] 
[(ID ,H 2), (categoryN am e,hotel), (gcom ,pol2), (s ta r ,5)]
re stau ran ts (3)
[(ID,Rl),(categoryName,restaurant), (geom, pol3), (foodType,French),(price,cheap)] 
[(ID,R2),(categoryName,restaurant),(geom,pol4), (foodType,French).(price,expensive)] 
[(ID,R3),(category Name,restaurant),(geom,pol5),(foodType,Italian),(price,cheap)]
F.iffel Tower (1 ) [(ID.FÍ), (car.egnryN*me,F.iffnlTnw«r), (geom,pnlfi)]
zoos (1) [(ID ,Z ), (categoryN am e,zoo), (gcom ,pol7), (price,cheap)]
Cuadro 6.2: Conjunto de instancias de las categorías del Cuadro 6.1
6.1.4. El lenguaje RE-SPaM
Para describir el lenguaje se presentarán algunos ejemplos.
Trayectorias utilizadas en  los ejemplos
Basándose en las categorías del Cuadro 6.1 y en la instancia de la misma 
definida en el Cuadro 6.2, se utiliza en los ejemplos las trayectorias registradas 
dos objetos Oí y O2, en el Cuadro 6.3 se representan los recorridos para estos 
objetos, expresados como trayectorias semánticas.
Ejem plo 1
Q l: Trayectorias de turistas que visitaron el hotel Hl, opcionalmente pa­
saron por el restaurante R3 y el zoológico, y al final visitaron el hotel Hl ó la 
torre Eiffel.
[ID*‘Hl’].([ID*‘R3’].[ID*‘Z’])*.( [ID**E ’] |[ID*‘H1’])
Notar que Ql utiliza solamente atributos ID en todas las subexpresiones.
Ejem plo 2
Q2: Trayectorias que pasaron por el hotel Hl, después, opcionalmente vi­
sitaron diferentes lugares, y finalizaron en la torre Eiffel ó regresaron a Hl.
[ID*‘H1 ’] . []*.([ID*‘E ,3 I [ID*‘H1'])
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([(ts-date, 04/08/2006), (ts-time, 14:05), (tf-date, 04/08/2008), (tf.time, 14:33), (ID, R2), (categoryName, 
restaurant), (geom, pol4), (foodType, French), (price, expensive)]);
([(tsjdate, 04/08/2008), (ts.time, 15:10), (tfjdate, 04/08/2008), (tf.time, 18:05), (ID, E), (categoryNama, 
EiffdTower), (geom, pol6)]);
([(ts-date, 04/08/2008), (ts.time, 17:30), (tf_date, 04/08/2008), (tf.time, 18:48), (ID, R3), (categoryName, 
restaurant), (geom,pol5), (foodType, Italian), (price.cheap)]);
([(tsjdate, 08/08/2008), (ts.time. 06:22), (tf-date, 08/08/2008), (tf_time, 07:05), (ID, Rl), (categoryName, 
restaurant), (geom, pol3), (foodType, French), (price, cheap)]);
([(tsjdate, 08/08/2008), (ts-time, 10:00), (tf-date, 08/08/2008), (tf.time, 13:00), (ID, E), (categoryName, 
EiffelToeuer),(geom, pol6)]);
([(ts-date, 08/08/2008), (ts.time, 17:10), (tfjdate, 08/08/2008), (tf.time, 18:17), (ID, Rl), (categoryName, 
restaurant), (geom, pol3), (foodType,French),(price.cheap)]);
o2
( [(ts-date, 03/08/2008), (ts-time, 11:00), (tU ate , 03/08/2008), (tf.time, 11:15), (ID,Z), (categoryName, 
Zoo), (geom,pol7), (price, cheap)] );
( [(ts-date, 08/08/2008), (ts.time, 18:30), (tfjdate, 06/08/2008), (tf.time, 21:00), (ID, Z), (categoryName, 
Zoo), (geom, pol7), (price, cheap)] );
( [(tsjdate, 19/08/2008), (ts.time, 09:00), (tfjdate, 19/08/2008), (tf.time, 10:20), (ID, Rl), (categoryNa­
me, restaurant), (geom, pd3), (foodType, French), (price, cheap)] );
( [(ts-date, 19/08/2008). (ts.time, 17:00). (tfjdate, 19/08/2008), (tf.time, 18:12), (ID, R2), (categoryNa­
me, restaurant), (geom, pol4), (foodType, French), (price,ex pensive)] );
Cuadro 6.3: Trayectorias
Ejemplo 3
Q3: Trayectorias que visitaron el hotel Hl y después algún lugar económico, 
el 10/10/2007.
[ID=‘H1’] . [ts_date=‘10/10/2007’ A price=‘cheap’]
Q3 contiene una subexpresión con un atributo temporal.
Ejemplo 4
Q4: Trayectorias que comenzaron en un lugar categorizado con precio (por 
ejemplo, un lugar que tiene el precio como un atributo), luego se detuvo en la 
torre Eiffel ó el zoológico y finalmente se detuvo en un restaurante que sirve 
comida francesa y con el mismo precio que el lugar donde comenzó la trayectoria 
(@x).
[price=®x].( [ID=‘Z ’] | [ID=‘E ’] ).[foodType®‘French’ A
price=fflx]
Ejemplo 5
Q5: Trayectorias que visitaron un lugar categorizado como económico du­
rante el tercer trimestre.
[rollup(ts_date, ‘quarter’, ‘Time’) = ‘Q3’ A price®‘cheap’]
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RE-SPaM permito aplicar fimcionos a los atributos. Por ejemplo la fundón 
ro llu p (a t tr ib u te , ‘lev e l_ i’ , ‘dimensionJc’) ** ‘c ’ y ro llu p (a t tr ib u te , 
‘le v e l . i* , ‘dimensionJc’) * ®x es una fundón del estilo OLAP sobre una 
jerarquía. La función mapea un elemento en el nivel inferior de la dimensión 
dimensión.k, a un elemento c en el nivel levéLi de dicha dimensión.
6.1.5. Funciones en RE-SPaM
El lenguaje de RE-SPaM soporta funciones aplicado a atributos de un stop.
La sintaxis de una función de n argumentos es:
fn(atributo, ic t \ \ ict<i , . . . ,  ‘ctn_ i’), n > 1
Donde f n  es el identificador de la función, atributo es una referencia a un 
atributo de un stop y ct*, 1 < i < n  son constantes. Las funciones devuelven un 
valor que puede ser comparado con mía constante ó con una variable1. Ejemplo:
rollup(ts_date, ‘quarter’, ‘Time’)=‘Q3’
En el Apéndice E se encuentra detallada la sintaxis del lenguaje RE-SPaM.
6.2 . D escr ip c ió n  del prob lem a
El enfoque tradicional del análisis de trayectorias ignora el entorno geográfi­
co en el cual aquellas se desarrollan. En esta parte de la tesis resolveremos el 
problema de integrar el análisis de patrones (expresado por RE-SPaM) a aquel 
entorno de modo de poder incluir restricciones sobre la geometría de las expre­
siones.
Técnicamente RE-SPaM utiliza un modelo de datos que admite elemen­
tos geométricos. Estos elementos geométricos no pueden ser consultados en la 
actual implementación mediante funciones geométricas, por ejemplo del tipo 
containsBy(gl,g2), donde devuelve verdadero si gl contiene a g2. Como conse­
cuencia de esto, una consulta del estilo “Trayectorias que visitaron algún lugar 
de interés (pie está contenido (ai alguna región (pie contiene un río y finalizaron 
visitando un zoológico ó una atracción turística.” sería imposible de expresar 
con la sintaxis actual de RE-SPaM.
Se propone en esta parte de la tesis una extensión del lenguaje RE-SPaM 
que permita, no sólo el soporte de funciones geométricas, sino integrarla en 
la plataforma de Piet y, reutilizar su modelo de datos (ver la Figura 2.2) me­
diante el lenguaje de consulta PietQL. Integrando ambos lenguajes se aporta a 
RE-SPaM la posibilidad de filtrar mediante funciones geométricas y mediante 
funciones y atributos OLAP.
Antes de abocamos a este problema, debemos describir las características 
de PietQL.
6.3 . S in tax is  y  sem á n tica  de P ietQ L
Como se menciona en el Capítulo 2, PietQL es un lenguaje de consulta que 
utiliza el modelo de datos Piet el cual integra información en un data warehouse
1Paia más información acerca de las funciones, constantes y variables ver |GV09].
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con información caí GIS. Eli un GIS, la información típicamente se organiza en 
layers. Por ejemplo un layer contiene información de ríos, otro información 
de ciudades. PietQL fue diseñado para expresar consultas GIS típicas. OLAP 
típicas o combinadas. Es decir, permite obtener cubos filtrados por condiciones 
geométricas o información de layers filtrados por cubos.
6.3.0.1. Ejemplos
La sintaxis completa de PietQL se detalla en el Apéndice E. Se describe 
la semántica del lenguaje mediante ejemplos de los distintos tipos de consul­
tas que soporta PietQL. Se utiliza la palabra reservada SELECT GIS o SELECT 
OLAP para identificar consultas que devuelven un cubo o las que devuelven un 
resultado GIS, respectivamente.
P u ras  OLAP Las consultas denominadas OLAP son aquellas que se reali­
zan sobre un cubo y retoman información relacionada al mismo. En 
este tipo de consultas se utiliza una sintaxis similar a Multidimensio­
nal Expressions(MDX)[GSSHCW06]. Ejemplo: Productos ofrecidos por 
almacenes en provincias de Bélgica.
SELECT CUBE
[Product].[All Products] ON ROWS 
FROM [Sales]
WHERE [Store]. [All Stores] IN(
SELECT CUBE [Store].[All Stores].[BELGIUM].Children 
FROM [SALES] )
P uras  GIS Las consultas denominadas GIS son aquellas que se realizan so­
bre tablas que contienen objetos geográficos y retoman información que 
puede a su vez contener estos objetos. Las consultas GIS se basan en la 
sintaxis provista por PostGIS[pos], Ejemplo: Distritos de Bélgica atrave­




OLAP-GIS Las consultas denominadas OLAP-GIS permiten combinar la 
ambos tipos de consultas. La limitación es que no se pueden retornar 
simultáneamente objetos geográficos y del cubo a consultar en la pro­
yección. Por lo tanto este tipo retorna información relacionada al cubo. 
Ejemplo: Unidades vendidas, costo y ventas de los productos y promocio­
nes realizadas por almacenes en distritos atravesados por ríos en el año 
2007.








WHERE [Store].[All Stores] IN(




G IS-OLA P Permiten recuperar' información almacenada en layers de GIS, 
filtradas por información contenida cu CUBOS OLAF. Ejemplo: Nombre 
de las ciudades con ventas en provincias atravesadas por el río Dijle, tal 
que las ciudades hayan tenido ventas superiores a 5000 unidades.



















En esta consulta primero tomamos las ciudades y las provincias en donde las 
ventas superan las 5000 unidades. Luego filtramos las provincias atravaseadas 
por el río Dijle (intersects(lp2, lr2) AXD lr2.name=‘Dijle’) y finalmente se 
filtran las ciudades contenidas en esas provincias (contains(lp2, lcl)).
Para el lector interesado en [GVZ08] se encuentra en detalle la sintaxis y 
semántica de PietQL.
Capítulo 7
Extendiendo de R E -SP aM : 
RE-SPaM++
Como se expresó en el Capitulo 6, RE-SPaM no permite explotar la potencia 
del sistema GIS-OLAP de la plataforma Piet. Para ello debemos extenderlo 
a efectos de permitir integrar PietQL en RE-SPaM, logrando el objetivo de 
vincular en un único marco, GIS. OLAP y objetos móviles. La extensión de RE- 
SPaM se denomina RE-SPaM+-h Se describe a continuación esta integración, 
la sintaxis de RE-SPaM++ y funcionamiento.
7.1. In tegración  con  P ietQ L
La solución propuesta para integrar RE-SPaM y PietQL es vincular el re­
sultado de una consulta PietQL (en el caso que devuelve elementos espaciales) 
con la geometría de los Pols, a través de funciones. Por ejemplo, una función 
del estilo containedBy parece ser suficiente para consultar si la geometría de 
un stop en una trayectoria está contenida en geometrías restringidas en una 
consulta definida PietQL. Sin embargo, las funciones en RE-SPaM, tal como se 
especificaron en la Sección 6.1.5, precisan como primer argumento un atributo 
del stop de una trayectoria y luego parámetros adicionales que deben ser cons­
tantes. El problema es que las consultas PietQL no devuelven una constante, 
sino un cursor para navegar el resultado. Por tal motivo se necesita definir un 
un nuevo tipo de función para poder realizar la integración de RE-SPaM con 
PietQL. El nuevo tipo de función tiene la siguiente sintaxis:
fn(atributo, nombreTabla.nombreAtributo)
Donde nombreT abla.nombre Atributo es el atributo identificado como 
nombre Atributo de la tabla nombreTabla, la cual es una tabla temporal con 
alcance local a una consulta RE-SPaM++. Una tabla temporal en RE-SPaM 
define un alias a una consulta PietQL, permitiendo de esta manera integrar 
PietQL y RE-SPaM. La tabla temporal se define mediante la cláusula WITH 
TABLE. A continuación describiremos la sintaxis y la semántica de la extensión 
a RE-SPaM que permite la integración entre información geográfica y ÜLAP.
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7 .2 . S in tax is  y  S em án tica
La sintaxis de RE-SPaM++ se divide en dos partes:
P a r te  P ietQ L  : La pínte PietQL (opcional) contiene deüniciones de alias a 
consultas PietQL. Las consultas PietQL definidas se reestringen a aque­
llas que retoman información geográfica.
P a rte  RE-SPaM  : En ella se definen las reestricciones mediante el lenguaje 
RE-SPaM y, opcionalmente, incluyendo reestricciones que hacen referen­
cias a las tablas temporales definidas en la sección PietQL.
Para definir tablas temporales en RE-SPaM-H - se utiliza la cláusula WITH 
TABLE seguida del identificador de la tabla temporal, una serie de identificadores 
de atributos que ligan las columnas del resultado de la ejecución de la consulta 
PietQL a nombres simbólicos y, la definición de una consulta PietQL. Por 
ejemplo, en la siguiente consulta RE-SPaM+ +  se definen dos tablas temporales 
que luego son referenciadas en la parte RE-SPaM:
WITH TABLE TI (atl) as 
SELECT GIS [...];




Las consultas PietQL no son ejecutadas en RE-SPaM++ sino son refe­
renciadas en la parte RE-SPaM. En el Apéndice E se encuentra la sintaxis 
completa de RE-SPaM++.
7.3. R E -S P a M + +  en  ejem p los
En esta sección se describirá el lenguaje mediante ejemplos.
7.3.1. Ejemplos
Las trayectorias utilizadas en los siguientes ejemplos representan travesías 
de turistas en Bélgica.
Ejemplo 1
Q l: Trayectorias que visitaron algún lugar de interés que está contenido en 
alguna región que contiene un río y finalizaron visitando un aeropuerto ó alguna 
atracción turística.
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La tabla bel_regn contiene las regiones1 de bélgica y bel_river contiene 
los ríos (polílincas). Con la cláusula WITH TABLE regRi ver (the_geom) se de­
fine una tabla temporaria con alcance local. Así, la invocación de la función 
containedBy(geom, regRiver .the_geom) navega el cursor asociado a dicha 
tabla.
Ejem plo 2
Q2: Trayectorias que visitaron algún lugar de interés económico, cercano a 
un distrito que pertenece a una región atravesada por algún río, y finalizaron 
visitando alguna atracción turística.
WITH TABLE district(the.geom) AS 
SELECT GIS DISTINCT(bel_dist.the.geom)
FROM bel.dist,bel_regn, bel_river
WHERE intersects(bel_regn.the_geom,bel_river.the.geom) and 
contains(bel_regn.the.geom,bel.dist.the_geom);
[prices'cheap’ a  smallDistance(geom,district,the_geom)*‘true’] . 
[categoryName®‘tourist attraction’]
La tabla bel.dist contiene los distritos de Bélgica.
Ejem plo 3
Q3: Trayectorias que visitaron algún lugar de interés económico cercano a 
un “distrito” el cual pertenece a una ciudad que contiene algún almacén donde 
so vendió más de 100 unidad(;s en ol mío 2007, y finalizaron visitando alguna 
atracción turística.
1 Aquí las regiones se representan por polígonos (si se utiliza el sistema vectorial para 
representar los cuerpos, como es el caso).
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[price*‘cheap’ A  smallDistanceCgeom,district.the_geom)=‘true’].
[categoryName=‘tourist attraction’]
En la parto FiotQL estamos tomando las ciudades con más de 100 unida­
des venidadas en el año 2007 (bel_city IN(...)). Luego tomamos los distritos 
que contienen esas ciudades (contains(bel_dist ,bel_city)). En la parte RE- 
SPaM restringimos Pols económicos y cercamos a los distritos definidos en la 
parte PietQL ([price* * cheap ’ A  smallDistance (geom, district. the-geom) * * true ’ ]) 
y terminando en una atracción turística ([categoryName* ‘ tourist attraction ’ ]).
Capítulo 8
R E -SPaM ++: Implementation
En tinte capítulo sc describe la implementation RE-SPaM++. las objetivos 
que se persiguieron en el diseño y algunos ejemplos.
8.1 . O b jetiv o s y  req u isito s de la  so lu ción
En esta sección se detallan los objetivos y requisitos que se persiguieron en 
el diseño.
Los requisitos de la solución fueron:
1. No intrusiva: La extensión en primer lugar no deberá afectar la librería 
que implementa PietQL y RE-SPaM. No debería ser modificada para 
acoplarse a la solución, sino que la misma se debe adaptar.
2. Las gmmátiais deberían ser ir.utilizables, si es posible: Cada lenguaje trae 
un parser que deberá mantenerse.
3. Customizable: Es decir, flexible en cuanto a su configuración.
4. Requerir mínimo esfuerzo de configuración: Desde RE-SPaM la configu­
ración debería ser simple.
5. Permitir puntos de extensión: En caso de ser necesario dejar la posibilidad 
de poder extender la solución de forma simple.
6. Transparente para PietQL: Debería desconocer que se está utilizando des­
de la solución.
8.2. In trod u cción
La implementación de esta parte de la tesis consiste una librería diseñada 
desde dos puntos de vista. El primero se basa en crear y ejecutar consultas 
RE-SPaM++ y, el segundo, en integrar dos lenguajes de consultas ya imple- 
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1. Desde el pinito do vista dd uso, la implemeiitadón debo simplificar la 
creación y ejecución de consultas, ocultando el hecho que finalmente las 
consultas se ejecutarán en las librerías que implementen PietQL y RE- 
SPaM.
2. Desde el punto de vista de la integración, la implementación debe mini­
mizar- lo más posible el esfuerzo necesario par a lograr- la adaptación entre 
ambas librerías.
Este capítulo se divide en dos partes, cada una describiendo la implemen­
tación desde los diferentes puntos de vista. La Sección 8.3 se basa en el primer 
punto de vista y la sección 8.4 en el segundo.
8.3 . U so  y  configuración  de R E -S P a M -f+
En esta sección se describe el API de RE-SPaM++ para la creación y 
ejecución de consultas. Se muestran algunos ejemplos y luego se describen las 
interfases más importantes del API.
8.3.1. Ejemplos
8.3.1.1. Ejemplo 1
En este ejemplo se muestra como crear y ejecutar una consulta RE-SPaM++.
Session  s =  ClaseDeMiAplicacion . ob t e n e r S e s s i o n  () ;  
ERSPaMQuery qq =  s . createERSPaMQuery ( 4 4. . .  ’ ’ ); 
Object  r e s u l t  =  q q . e x e c u t e () ;  
s . c l o s e () ;
Explicación
Línea 1 Se obtiene la sesión de trabajo. La sesión es la unidad de trabajo de 
RE-SPaMH—K
Línea 2 Se construye una consulta en el lenguaje extendido RE-SPaM. 
Línea 3 Se ejecuta la consulta y se almacena en resu lt el resultado.
Línea 4 Se cierra la sesión.
8.3.1.2. Ejemplo 2
En este ejemplo se muestra como crear y ejecutar una consulta PietQL 
embebida dentro de una consulta RE-SPaM++.
Session  s = ClaseDeMiAplicacion . o b t e n e r S e s s i o n  () ;  
ERSPaMQuery qq =  s . createERSPaMQuery ( 4 4
WTTH TABLE t i  ( a t l )  AS 
SELECT GIS b e 1 _ c i t y . ñame 
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WHERE b e l . c i t y  IN(
SELECT GIS b e l . c i t y  
FROM b e l . c i t y  , b e l . r i v e r  , b e l . p r o v  
WHERE i n t e r s e c t s  ( b e l .p rov  , b e l . r i v e r  ) AND 
c o n ta in s  ( b e l .p rov  , bel  . c i t y  )
);
[ p r i c e  =  ‘cheap ’ ] . ( [  ID = ‘ E i f f e l  ’ ] | [ ID=‘Zoo’ ] ) . [  p r ic e  = ‘cheap ’ ]
Object  r e s u l t  =  qq . ge tT ab le  ( ‘ ‘ t l  ’ ’ ). runAssoc ia tedQuery  () ;  
s . c lose ();
Explicación
Línea 1 Se obtiene la sesión de trabajo.
Línea 2 Se construye una consulta en el lenguaje extendido RE-SPaM.
Línea 16 Se ejecuta la consulta PietQL definida en la cláusula WITH TABLE 
nombrada como t l  y se almacena en r e s u l t  el resultado de su ejecución.
Línea 17 Se cierra la sesión.
8.3.1.3. Ejem plo 3
En este ejemplo se muestra como crear y ejecutar una consulta PietQL. La 
librería permite ejecutar consultas PietQL directamente.
Session s = 
R e su l tS e t  r
s . c lose ();
ClaseDeMiAplicación . o b t e n e r S e s s i o n  () ;
= ( R e s u l t S e t ) s . c rea teP ie tQ LQuery  ( ‘ ‘SELECT GIS 
. e x e c u t e ();
” )
Explicación
Línea 1 Se obtiene la sesión de trabajo.
Línea 2 Se construye, ejecuta y almacena una consulta PietQL GIS1- Las con­
sultas GIS retornar objetos que implementan la interfaz java.sql .ResultSet2
Línea 4 Se cierra la sesión.
1 En la iuipleruentaciún actual no se soporta consultas que retornen objetos tipo ÜLAP, 
pero su soporte es simple de incorporar como se verá mas adelanLe
2 En la implcmcntación actual de la librería que implcmcnta la ejecución de consultas 
GIS PietQL retorna ja v a .sq l.R e su ltS e t por eso es seguro el castco. El método executeO 
retoma objetos tipo java.lang .O bject, debido a que el tipo de dato que retorna la librería 
está por fuera de la implcmcntación y podría cambiar.
72 CAPÍTULO 8. RE-SPAM++: IMPLEMENTACIÓN
8.3.1.4. Ejemplo 4
En este ejemplo se muestra como crear las sesiones.
S e s s ionF a c to ry  sf  = C o n f i g u r a t io n F a c to r y  . g e tC o n f i g u r a t io n
. con f igu re  () .  b u i l d S e s s i o n F a c t o r y  ();  
Session s =  sf . openSession ();  
s . c ióse () ;  
s f . c ióse () ;
Explicación
Línea 1 Se crea una instancia de SessionFactory. En secciones posteriores 
se describe en detalle como funciona la configuracuón.
Línea 3 Se crea una nueva sesión. No es costosa esta operación.
Línea 4 Se cierra la sesión.
Línea 5 Se cierra la instancia y se liberan los recursos asociados a sf.
8.3.2. Sesiones
En RE-SPaM++, las sesiones permiten crear consultas RE-SPaM-H- como 
también PietQL. Las sesiones son creadas a partir de una instancia 
SessionFactory y abstraen al programador de la manipulación de las conexio­
nes JDBC necesarias para ejecutar las consultas. También abstrae atrapando 
posibles errores ocurridos en las librerías PietQL y RE-SPaM al encapsularlos 
cu excepciones definidas en el AFI de RE-SFaM++.
Una sesión tiene un ciclo de vida determinado explícitamente mediante la 
creación desde el SessionFactory y luego invocando el método cióse sobre la 
misma. El método cióse tiene como objetivo liberar las conexiones y recursos 
utilizados. Una consulta creada puede ejecutarse mientras la sesión no se cierre.
8.3.3. Interfases Query
Las intefases Query representan las consultas. Las más importantes son:
■ PietQLQuery: Esta interfaz representa una consulta PietQL.
■ RESPaMQuery: Esta interfaz representa la parte RE-SPaM de una consulta 
RE-SPaM-H- (ver la Sección 7.2).
■ ERESPaMQuery: Esta interfaz representa una consulta RE-SPaM-f+.
Estos tres tipos de consultas, a excepción de RESPaMQuery, una vez creadas 
pueden ser ejecutadas mediante el método execute. La interfaz más importante 
es ERESPaMQuery, la que permite ejecutar consultas RE-SPaM+-h
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8.3.4. Creación de sesiones
Las sesiones son creadas mediante el método openSession de una instancia 
de SessionFactory. Este método crea y configura la sesión con la información 
necesaria para crear las consultas3. Una instancia de SessionFactory se crea 
una única vez en la aplicación que utiliza RE-SPaM++, ya que la misma es 
una operación costosa a comparación a la de una sesión.
Las instancias de SesionFactory al igual que las sesiones tienen un ciclo de 
vida asociado. Comienza al momento de creación y finaliza cuando se invoca al 
método cióse sobre la misma. Este método libera los recursos utilizados por 
la instancia. Una vez que se invoca cióse, no se pueden crear sesiones y la 
instancia debe ser desechada.
8.3.5. Creación de instancias SessionFactory
Las instancias de SessionFactory se crea de la siguiente forma:
Conf igurati onFactory.getConfigurati on O  
.configure() .buildSessionFactoryO
Mediante esta instrucción se leen archivos de configuración que inicializan 
las librerías que implementan PietQL y RE-SPaM, y si no hubo ningún error 
en ello, crea una instancia de SessionFactory con información necesaria para 
crear las sesiones. Los objetivos de este método modo de configuración son:
1. Garantizar que cuando se creen sesiones a partir de las instancias 
SessionFactory, las librerías que implementan PietQL y RE-SPaM están 
disponibles y configuradas
2. Disponer de un modo de configuración común.
8.3.6. Resum en
Debe notarse la similitud de nuestra solución con el framework Hibemate[hib]. 
La decisión de seguir esta línea se debió prinicipalmente a:
1. La rápida comprensión para los programadores que hayan usado el API 
de Hibernate, la cual es muy utilizada en la comunidad Java.
2. Es un modelo que permite extenderse fácilmente en diferentes áreas, como 
por ejemplo caching, optimización de consultas, etc.
En el apéndice D se profundiza en los detalles de la implementación.
8.4. Integración de RE-SPaM y PietQL
En esta sección se describe los aspectos de la implementación desde el punto 
de vista de la integración.
3Tambicn para la ejecución, ya que en la implementación actual, las sesiones son las 
responsables de la ejecución de las consultas
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8.4.1. Visión general
En la Figura 8.1 se describen los componentes de la implementación de RE- 
SPaM++ (empaquetados en librespam++) y la interacción entre las librerías 
que implementan PietQL (libpql) y RE-SPaM (librespam). como así también 
que componente es visible para quien utilize RE-SPaM++.
Figura 8.1: Diagrama de componentes de la implementation de Re-SPaM++
En el diagrama se muestra que la implementación de librespam+ +  se divide 
en tres componentes:
1. erespam-api: Contiene las interfases Query, Session, SesionFactory, etc.
2. erespam-parser: Implementa el parser del lenguaje RE-SPaM++.
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3. orcspam-corc: Implcunaita las int.erfa.scs díífinidíus ('ii orspam-api y or­
questa la ejecución de las consultas delegando a las binders cuando es 
necesario.
El componente erspam-api provee el API de RE-SPaM++ para quien utilize 
la librería, mientras que erspam-core define un modelo de integración median­
te lo que se denomina binder. Un binder es el mecanismo (una clase) por el 
cual desde librespam++ interactúa con las librerías que implementan PietQL y 
RE-SPaM. En la Figura 8.1 se aprecia que el binder para PietQL se encuentra 
en espam-core y el binder de RE-SPaM se encuentra implementado dentro de 
la misma librería. Implementando el binder de PietQL dentro de erspam-core 
logramos cumplir que la solución sea Transparente para PietQL como se defi­
nió en la Sección 8.1. El binder de RE-SPaM no se implemento en erspam-core 
porque RE-SPaM++ afecta funcionalmente a RESPaM y uno de los objetivos 
de librespam-H- es ocultar la interacción con libpql. Por tal motivo se deja la 
implementación fuera de erspam-core.
8.4.2. M odelo de integración: B in d e rs
Como se menciona en la sección anterior, los binders son el mecanismo 
utilizado para integrar las librerías externas que implementan los lenguajes 
PietQL y RE-SPaM y, hay un binder para cada lenguaje (ver Figura 8.2).
Figura 8.2: Definición de los Binder
El ciclo de vida de un Binder es manejado por erspam-core, de forma que lo 
único que debe hacer un implementador de un binder es indicar a erspam-core 
cuál es el binder de cada lenguaje. El binder se utiliza para:
1. Manejar eventos.
2. Ejecutar consultas.
Los eventos son dos, cuando se está creando una instancia de SessionFactory 
y cuando se está creando una instancia de una sesión. Para mayor detalle ver 
la Sección 8.4.4. A continuación se describe cómo se le indica a erspam-core 
cuál es el binder, el manejo de eventos y por último se describe que información 
recibe el binder al ejecutar las consultas.
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8.4.3. Configuración de los binder





En cada línea se especifica la clase que implementa la interfase correspon­
diente.
8.4.4. Eventos
Los eventos que deben manejar los binder son dos, al momento que se 
está creando una instancia de SessionFactory como se describe en 8.3.5 y cuan­
do se crea una sesión mediante el método openSession de SessionFactory. A 
continuación se describen estos eventos.
8.4.4.1. Creación de SessionFactory
Cuando se crea una instancia de SessionFactory se invoca el método 
ConfigurationBinder configure(P roperties arcbivoDePropiedades)a ca­
da binder. Este método permite a los binder saber que se está creando un 
SessionFactory y que, posiblemente, a continuación se ejecutarán consultas. El 
método devuelve un objeto que luego es pasado al binder cada vez que se eje­
cuta una consulta, como se describe en la Sección 8.4.5.
La idea de proveer este evento es que los binder realicen la configuración 
en el método configure y no al ejecutar las consultas. Si solamente se provee 
el método para ejecutar, cada implementación de los binder debe chequear si 
la configuración necesaria para la ejecución se realizó o no. El uso del método 
configure garantiza que cuando se está ejecutando las consultas, cada librería 
ya fue configurada.
El método configure recibe por parámetro un archivo del tipo clave/valor. 
Cada binder recibe un archivo diferente, definidos en erspam.properties.
p ie tq l-p ro p e r tie s * /p ie t-q l.p ro p e r tie s  
rspam -properties=/rspam -config.p roperties
Este evento es opcional. Cada implementación puede no realizar ninguna 
acción en el método configure y manejar internamente como se configura (en 
que momento).
8.4.4.2. Creación de sesiones
Cuando se crea una sesión, se crea una instancia del binder para PietQL y 
para RE-SPaM y se asocian a la misma. Por este motivo, el ciclo de vida de 
un binder es el mismo que el de una sesión. Al crear una sesión satisfactoria­
mente se invoca al método sessionOpened(object). El parámetro es pasado 
al momento de creación de la sesión.
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SessionFactory sf * ...;
//creamos una sesión 
Object data = . ..;
Session si = sf.openSession(data);
//es lo mismo que sf.openSession(null);
Session s = sf.openSession();
8.4.5. Ejecución de consultas
Cuando una consulta (ERSPaMQuery o PietQLQuery) se ejecuta, interna­
mente se invoca al método
execute (ERSPaMQuery q, ConfigurationBinder c)4 para que finalmente eje­
cute la consulta ó eleve un error si falla. El parámetro conf iguration es el 
objeto creado en el método configure del binder (ver la Sección 8.4.4.1).
8.5. Resumen
En este capítulo se ha presentado el API de RE-SPaM++ y el modelo de 
integración. Tanto el API como el modelo de integración consta de muy pocas 
clases y métodos, y de esta manera cumplimos los requisitos, planteados al 
inicio de este capítulo, de requerir mínimo esfuerzo de configuración y permitir 
pimtos de extensión (vía las binder).
4Si se ejecuta una consulta ERSPaMQuery.
Capítulo 9
Conclusión y temas abiertos
9.1. Conclusiones
La herramienta implementada (Matcher) para la creación de las estructuras 
auxiliares que integra datos espaciales y OLAP, facilita al administrador de Piet 
dicha labor de forma considerable. En los experimentos se demostró que realiza 
dicha tarea en tiempos razonables.
Del análisis de la solución implementada. se desprende que cumple con el 
objetivo inicial de simplificar y automatizar en lo posible la integración de GIS 
y OLAP, al completar la estructura auxiliar en la plataforma Piet reduciendo 
considerablemnte el tiempo y el costo de realizar esta labor manualmente.
La extensión al lenguaje RE-SPaM propuesta, RE-SPaM++, cumple con el 
objetivo inicial de aprovechar la estructura auxiliar y de esta manera permitir 
dentro del lenguaje el uso mediante PietQL de la información GIS/OLAP en 
la definición de reestricciones a los patrones de trayectorias descubiertos por el 
algoritmo de RE-SPaM.
9.2. Trabajo a futuro
En esta sección se describen las extensiones y mejoras que se podrían reali­
zar. A continuacin se listan las más importantes agrupadas en las que concier­
nen a la herramienta de integración y a RE-SPam+-h
9.2.1. M ejoras y extensiones para M atcher
■ Implementar una interfaz gráfica independiente de Jump.
■ Implementar una librería de funciones de comparación de atributos.
■ Soporte transparente a la ejecución en paralelo de la comparación entre 
los registros.
■ Soporte de asignación de pesos a atributos de acuerdo a la frecuencia del 
mismo1.
■ Implementar la asignación automática de pesos a los campos por medio 
del método EM, el lector interesado puede profundizar en [DLR77].
1Vcr sección 2.2.5.
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9.2.2. M ejoras y  extensiones para R E -S P aM + +
■ Unificar la creación de consultas en la plataforma Piet. Ahora se utilizan 
dos métodos: s e ss io n .createERSPaMQueryO y
se ss io n .createPietQLQuery(). Sería mejor tener un sólo método por 
ej. se ss io n .createQuery() que analizando el contenido detecte cómo se 
debe ejecutar.
■ Implementar consultas parametrizadas al estilo JDBC, en donde los paráme­
tros se especifican con el carácter ?. Por ejemplo:
ERSPaMQuery q * s e ss io n .createERSPaMQueryC*‘
WITH TABLE t i  ( a t l )  AS 
SELECT GIS 1cl.name 
FROM
b el_ c ity  l e i ,  
bel.p rov  lp2, 
b e l .r iv e r  lr2  
WHERE
con ta ins(lp2 , l e i )  AND 
in te rse c ts ( lp 2 , lr2 )
AND lr2.name*? FROM [S ales]);
[p rice* ‘cheap’ A sm allD istanceCgeom ,district.the_geom )*‘t r u e ’] . 
[categoryName*?]
q .se tP aram eterC l,‘D i j le ’) .se tP a ra m ete r(2 ,‘to u r i s t  a t t r a c t io n ’)
■ Al igual que consultas JDBC, implementar el soporte a consultas pre­
compiladas2.
■ Implementar métodos que permitan paginar los resultados.
■ Integrar en forma completa PietQL. En esta implementación no se per­
miten ejecutar consultas que devuelvan información de cubos OLAP.
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Apéndice A
Modelo de decisión Fellegi y 
Sunter
A continuación se presenta el modelo de decisión1 planteado en [FS69].
A .l .  In trod u cción
En este modelo, comparar dos registos implica comparar los atributos de 
los registros por separado asignando im valor a cada par que refleje su simili­
tud. Este valor se denomina peso del campo y se calcula a partir del grado de 
fiabilidad de los datos (probabilidad m) y la frecuencia del valor (probabilidad 
u).
A .1.1. Probabilidad m
La probabilidad m es el grado de fiabilidad de los datos y se define como:
m = Pr(los dos campos coinciden \ los registros son un match)
La probabilidad m se puede expresar como: dado dos registros r\ y 7*2 
que son un match, cuál es la probabilida que debido a errores en los campos 
comparados, los registros n  y 7*2 no sean clasificados como un match. Es por 
este motivo que la probabilidad m está esta asociada con la calidad de los datos. 
Esto es:
m = 1 — Pr (los campos no coinciden \ los registros son un match)
Si por ejemplo, se comparan registros que contienen ím campo género, un 
valor de probabilidad m de 0,98 podría ser adecuado ya que es un dato simple 
y podría considerarse fiable. En cambio un campo que contiene la dirección no 
es tan fiable y asignar una probabilidad m de 0.7 sería más adecuado.
1Como clasificar si un par de registros es o no un match.
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A .1.2. Probabilidad u
La probabilidad u es el grado de frecuencia de los datos. Esta probabilidad 
se expresa como la probabilidad de que los valores coincidan pero no sean la 
misma entidad. Es decir:
u = Pr(lo8 dos valores coinciden | los registros no son un match)
Podemos decir que cuanto más frecuente es el valor más probable que dos 
registros no relacionados contengan ese valor. Por lo tanto, la probabilidad u 
es comunmente definida como:
u =  1 /(Número de valores diferentes)
Por ejemplo, el género puede ser tanto masculino como femenino con igual 
probabilidad, de donde se deduce que la probabilidad u es 0,5. Hay 12 meses 
en un año, entonces un campo mes podría tener una probabilidad u de La 
dirección en general no se repite, por lo que un posible valor para la probabi­
lidad u sería 0,01 o menor. Cuando cada valor tiene la misma probabilidad de 
ocurrencia se conoce como probabilidad u global
A .2. C álcu lo  del p eso  del cam po
El peso del campo es el resultado de la comparación entre dos atributos y 
refleja su coincidencia. Si hay coincidencia2 el peso tiene un valor positivo, si 
no, el peso es negativo. El peso se calcula de la siguiente manera:
coincidencia de los valores
no coincidencia de los valores = log2 (£?)
La aplicación de logaritmos se utilizan para simplificar cálculos posteriores 
ya que los pesos de campo3 son aditivos.
A .3. C álcu lo  del p eso  asociad o  al par de reg istros
Una vez calculados los pesos de los campos, se calcula un peso para el par 
de regí tros y se calcula sumando los pesos de cada uno de los campos.




Fecha de nacimiento 23/11/63
Género M
Direccón 112 Hiropi Street
2Pala determinar la coincidencia se utilizan funciones de comparación.
3 Asumiendo independencia de atributos, es decir que un valor de un atributo no depende 




Fecha de nacimiento 23/11/65
Género M
Direccón 89 Molesworth St
Para calcular el peso del par de registros, primero se asignan las probabili­
dad m y u, luego se calcula los pesos de los campos:
Archivo prob. m prob. u valor coinc. v. no coinc.
Nombre 0,95 0,01 6.57 -4,31
Fecha de nacimiento 0,9 0,01 6,49 -3,31
Género 0,95 0,5 0,93 -3,32
Dirección 0,7 0,01 6,13 -1,72
Luego, se comparan los registros
Archivo ¿Hay coincidencia? Peso del cam po
Nombre No -4,31
Fecha de nacimiento No -3,31
Género Sí 0,93
Dirección No -1,72
Finalmente el peso compuesto asignado al par de registros es:
(-4,31) + (-3,31) + (0,93) + (-1,72) =  -8,41
Como el valor es negativo, en el proceso de integración este par es descar­
tado.
En la práctica, el cálculo del peso de los campos puede ser parcial. Es 
decir, el valor del peso del campo cuando hay coincidencia es número real que 
mientras mayor sea ese valor, mayor es la similitud. En el ejemplo anterior, 
cualquier par de registro que coincidan solamente en el género tiene un peso 
asociado de -8.41, mientras que con cálculos de pesos parciales, si el género en 
un caso son idénticos, el peso asociado al par es -8.41. Pero si no son idénticos 
y aún se consideran coincidencia, podría ser de -8.5.
A .4. C lasificación
Los pares se clasifican aplicando un umbral de corte en los pares analizados 
(Figura 2.6). El umbral se define con dos límites, el límite superior (upper 
cut-off) y el límite inferior (lower cutt-off). El límite superior indica el peso 
que un par de registros debe superar para ser considerado un link y el límite 
inferior (lower cutt-off) indica que si el peso de un par de registros es menor, se 
considerará como no link. Si los límites coinciden, divide al conjunto de pares 
de registros en dos. Sin embargo si no coinciden se dividen en tres conjuntos y 
el conjunto de pares definido entre los dos límites, se denomina clerical review. 
Los pares clasificados en este nuevo conjunto se aconsejan revisar manualmente. 
En la Figura A.l se muestra un ejemplo de un umbral de corte.
Número de pares 
comparados
Pesos
Figura A.l: Distribución de los pesos compuestos y los límites del umbral.
En [FS69] se describe como obtener los mejores límites de umbral, pero en 
la práctica es la persona que trabaje en el proceso de integración de datos quien 
decida estos límites [Zea06, p. 44].
A .5. R elac ión  en tre  e l p eso  asociad o  a un  cam p o y  las 
p rob ab ilidad es m  y  u
Para comprender como afecta a los pesos del campo las variaciones de las 
probabilidades m y u se presentan las Figuras A.2 y A.3




Figura A.2: Variación del peso variando m y manteniendo u




Figura A.3: Variación del peso variando u y manteniendo m
Si se mantiene constante u y varia m, el valor de no coincidencia disminuye 




Manual de referencia de Matcher
B . l .  In sta lac ión
Se describe en esta sección como utilizar Matcher desde línea de comandos 
(matcher-cli) y desde Jump (matcher-jump).
B . l . l .  Instalar matcher-cli
La librería matcher-cli no requiere instalación. Es un archivo Jar ejecuta­
ble que necesita que se indique el classpath donde se encuentren las librerías 
externas que necesita. Para más información de como indicar el classpath a un 
archivo Jar puede consultar [jar].
B.l.1.1. Dependencias
+- args4j:args4j:j ar:2.0.10:compile 
+- log4j:log4j:jar:1.2.9:compile
\- edu.unlp.matcher:matcher-core:jar:0.2.1:compile 
















I I \- commons-beanutils:commons-beanutils:jar:1.7.0:compile
I \- commons-beanutils:commons-beanutils-core:jar:1.8.0¡compile





I \- commons-logging:commons-logging-api:j ar:1.1:compile 
\- com.google.code.google-collections:google-collect:jar: 
snapshot-20080530:compile
B .1.2. Instalar m atcher-jump
La librería matcher-jump es un plugin Jump. Para poder utilizar la librería 
instalar Jump y luego el plugin como se indica en [Jum].
B. 1.2.1. Dependencias
+- edu.unlp.matcher:matcher-core:j ar:0.2.1:compile 
I ... ( dependencias de matcher-core )
+- com.vividsolutions:jump-core:jar: 1.2’.provided 
I +- com.vividsolutions:jts:jar:1.6.0¡provided 
I +- com.vividsolutions:jump-workbench:jar:1.2:provided 
I +- jama:jama:jar:1.0.1:provided 
I +- jdom:jdom:jar:0.7¡provided 
I \- bsh:bsh:jar:2.Obi¡provided 
\- log4j:log4j:jar:1.2.9¡compile
B .2 . E jecución  de tareas desd e línea  de com andos
Se provee un archivo Jar ejecutable (matcher-cli.jar). Mediante este Jar se 
puede ejecutar tareas. Ejemplo:
# java -jar mather-cli.jen: -task=TASK_ID -file=PATH
El parámetro task es obligatorio e indica que tarea ejecutar. El parámatro 
file es opcional e indica el path absoluto del archivo XML de configuración de 
tareas descripto en la sección anterior. En caso de no especificarse intenta leer 
el archivo match.xml en el directorio actual.
B .3 . A rch ivo  X M L  de configuración
El archivo de configuración XML permite configurar tareas y componentes 
(beans). Comenzamos describiendo algunos ejemplos sencillos antes de brindar 
la referencia completa de que elementos se pueden incluir en el archivo XML.
B .3.1. Ejemplos
Ejemplo 1: Configuración de funciones Sean las siguientes tablas, sobre 
las cuales se necesita realizar el matching. Por un lado la tabla beLcity y 
por el otro store_city que contienen ciudades. Se quiere encontrar el matching 
utilizando los nombres de las ciudades. Por el lado de beLcity, el nombre se 

















































< i d > c i t i e s < /  id>
< !—  Lado 1 del match. — >
< s o u r c e l>




< v a lu e > b e l g i c a < /v a l u e >
</param >
</params>
< / s o u r c e l >
< !—  Lado 2 del match — >
< s o u r c e l>




< v a lu e > b e l g i c a < /v a l u e >
</parara>
< / params>
< / s o u rc e l>
< f u n c t i o n s >
< fu n c t io n >
< i d > f l < /  id>























< co lu m n2>s to re_c i ty < /co lumn2>
< r e f > j a r o W i n k l e r < /  re f>
< /  columnMap>
< / columnMapping>
< /  f u n c t io n >
< /  f u n c t i o n s >
< / mtask>
< c o n n e c t io n s >
<conFactory>
< i d > b e l g i c a < /  id>
< u s e r > p o s t g r e s < /  user>
< p a s s > p o s tg r e s < / p a s s >
< d r i v e r > o r g  . p o s t g r e s q l  . D r i v e r c /  d r iv e r >  
< u r l > j d b c : p o s t g r e s q l :  / / l o c a l h o s t : 5 4 3 2  / p i e t < / u r l >
< / conF ac tory>
< /  c onnec t ions>
< /m a tc h e r —conf ig>
Dentro del elemento (ó tag) m atcher-config se configura los elementos 
necesarios para poder ejecutar las tareas (procesos de integración). El tag mtask 
define una tarea. En el archivo puede haber uno o más de estos elementos. En 
el ejemplo contiene los siguientes elementos:
■ id: un identificador de la tarea.
■ sourcel: origen de los datos del lado 1.
■ source2: origen de los datos del lado 2.
■ functions: donde se declaran las funciones.
Dentro del tag functions de define una función mediante el tag function. 
A la función se debe asignar un identificador mediante el tag id  y cómo com­
parar los registros. Esto se realiza con el tag re f  en el cuál se asocia un iden­
tificador a un bean que compare registros, ver la sección B.7.
La función individualColumnScorer provista por Matcher, utiliza funcio­
nes de comparación de atributos, ver B.6. Esta necesita mapear columnas con 
funciones atributos. Esto se hace mediante el tag columnMapping, donde se de­
finen uno o más elementos columnMap. Este último, como su nombre lo indica, 
asocia dos columnas, una del sourcel y otra del source2, con una función de 
comparación de atributo, que se define mediante el tag ref.
En columnl ponemos la columna b e l.c i ty  .ñame y en column2 la columna 
s to re -c ity  .sto re_city . En re f  hemos definido la función de comparación 
jaroW inkler. Esta función provista sirve para comparar dos strings.
Ejem plo 2: Configuración de acciones Suponer que el resultado se quiere 








































Donde en g is id  se almacena la colum nabel.city .g is id  y en olapid  la 
columna s to re _ c ity . c ity .id . Para indicar esta acción (y acciones en general), 
se utiliza, dentro del tag mtask el elemento actions. Dentro del mismo se 
indican una o más acciones.
Cmatcher—config>
<m task>
< i d > c i t i e s < / i d >
[ . . . ]
< a c t i o n s >
< a c t io n >
< i d > a c c i o n l < /  id>
< re f > e x p o r tT o T a b le < /  ref>
<param s>
<param>
< k ey>tab le< /key>
< v a l u e > g i s _ o l a p _ c i t i e s < /  value>  "v
< /  param>
<param>
<key>conFactory</key>
< v a lu e > b e l g i c a < /v a l u e >
</param >
<param>
<key> C _g i s i d < / key>




< v a lu e > S 2 _ c i ty  _ id< /va lue >
</param >
<param>
< k e y > t ru n ca t eT ab le < /k e y >
< v a l u e > t r u e < /  value>
< / param>
</params>
< / a c t io n >
< / a c t i o n s >
< / mtask>
< /m a tc h e r —config>
En el ejemplo se ve un solo action. En re f  se puso exportToTable, el cual 
exporta el resultado a la tabla indicada en table, conectándose a la BD con 
conFactory bélgica y en la columna g is id  se pondrá el valor de la columna 






















Ejem plo 3: Incluir funciones y /o  acciones definidas po r el usuario
En el ejemplo anterior tanto las funciones como las acciones se indican con 
el tag ref. En este elemento se indica un identificador de un bean, el cual 
está configurado en archivos dentro de Matcher ó puede ser configurado dentro 
del archivo XML.
Sea fooFunction función de comparación definida por el usuario implemen- 
tada en la clase foo.MiFuncion, el archivo de configuración sería:
Cmatcher—conf ig>
<m task>
< i d > t a s k l < /  id>
[ . . . ]
< f u n c t i o n s >
< fu n c t io n >
< i d > f l < /  id>
< r e f > f o o F u n c t io n < /  r e f>
< /  fu n c t io n >
< /  f u n c t i o n s >
< / mtask>
[ . . . ]
<bean>
< id > f o o F u n c t io n < /  id>
< c la s s > f o o  . MiFuncionC/ c l a s s >
< t y p e>RECORD-FUN CTION< /  type>
</bean>
< / matcher  —con fig>
B.3.2. Elem entos del archivo de configuración
En esta sección se detalla que elementos van en el archivo de configuración.
m atcher-config Elemento raíz del archivo XML.
m task donde se define la tarea. Puede haber 1 ó más. 
connections donde se definen las conexiones. Puede haber 0 ó 1. 
bean  donde se definen los bean. Puede haber 0 ó más.
taskE xecu ter donde se define el componente ejecutador de tareas. Pue­
de haber 0 ó 1. Por defecto taskExecuter.
m task Tarea que realiza un match entre dos conjuntos de datos. Represen­
ta un requerimiento. Se pueden definir varias funciones para resolver el 
matching y acciones que serán ejecutadas secuencialmente al finalizar la 
ejecución (le bis tumis.
id un identificador. Obligatorio, 
sourcel Conjuntos de datos. Obligatorio. 
source2 Conjuntos de datos. Obligatorio.
functions elemento donde se indican las funciones. Obligatorio.
actions elemento donde se escriben uno o más elementos action. Opcio­
nal.
fllter funciones utilizadas por el método de comparación definido en 
blocking-method.
blocking-m ethod método para realizar las comparaciones, 
m atcherld  identificador del bean que garantiza asignación única.
sou rcel/sou rce2  Elemento donde se especifica la fuente de datos desde se 
leen los registros a procesar.
ref identificador del componente. Obligatorio, 
param s parámetros. Opcional.
functions Elemento donde se indican las funciones que ejecutará la tarea de 
manera secuencial.
function donde se define la función. Debe definirse al menos 1 (una) 
función.
function Función utilizada para asociar un peso a la arista que asocia un 
elemento del sidel con otro del side2.
id identificador. Obligatorio.
ref identificador de un bean utilizado para la comparación. El bean debe 
implementar la interfase RecordFunction. Obligatorio.
colum nM apping donde se definen los columnMap. Opcional, 
param s parámetros de la función. Opcional.
colum nM apping Contenedor de elementos columnMap.
colum nM ap Asocia atributos de sidel, side2 con una función de com­
paración.
colum nM ap Asocia mi atributo del sidel con otro del side2 a una función de 
comparación do atributos.
co lum nl nombre del atributo del sidel. Generalmente el nombre de la 
columna. Obligatorio.
colum n2 nombre del atributo del side2. Generalmente el nombre de la 
columna. Obligatorio.
ref identificador del bean función que compara y retorna un valor indi­
cando que probabilidad hay de que tengan el mismo valor. Obliga­
torio. El bean debe implementar la interfase AttributeFunction.
param s parámetros de la función. Opcional.
filter Conjunto de funciones.
functions elemento donde se indican las funciones. Obligatorio.
blocking-method Identificado!' dnl beau (pie realiza las comparaciones apli­
cando filtros silos hubiera.
ref identificador del componente. Obligatorio, 
params parámetros de la acción. Opcional.
actions Elemento donde se definen las acciones de una tarea.
action acción. Debe definirse al menos 1 (una) acción, 
action Acción.
id identificador de la acción dentro de la tarea. Obligatorio.
ref identificador del bean que se ejecutará. Obligatorio. El bean debe 
implementar la interfase Action.
params parámetros de la acción. Opcional.
connections Elemento donde se definen las conexiones.
connection Elemento donde se configura el acceso utilizado conexiones 
a motores de base de datos. Debe definirse al menos 1 (uno).
connection Elemento donde se definen los datos necesarios para conectar se a 
un motor de base de datos.
id un identificador que es utilizado desde los elementos conFactory. Obli­
gatorio.
user nombre del usuario utilizado para conectarse a la base de datos. 
Opcional.
pass contraseña de acceso. Opcional, 
url URL de la base de datos. Obligatorio
driver clase que implements la interfase Driver. Utilizada para obtener 
la conexión. Obligatorio
bean Elemento donde define un bean que luego puede ser referenciado en los 
elementos ref.
id un identificador. Obligatorio
class nombre completo de la clase. Obligatorio
type El tipo del bean bean. Obligatorio. Una opción entre:
RECORD .FUNCTION: Es un bean que implementa la interfase 
RecordFunction.
ATTRIBUTE-FUNCTION: Es un bean que implementa la in­
terfase AttributeFunction.
ACTION: Es un bean que implementa la interfase Action. 
MATCHER: Es un bean que implementa la interfase IMatcher.
params Elemento donde se definen parámetros.
param Parámetro. Se debe definir al menos 1 (un) parámetro.
param  Parámetro. Lo.s parámetros son un i>ai' de elementos del estilo clave/- 
valor.
key clave del parámetro, 
valué valor del parámetro
taskE xecu ter Elemento donde define el componente ejecutador de tareas.
B .4 . A rch ivo  de defin ición  d e com p o n en tes
Matcher es una herramienta de record linkage extensible, es decir que se 
pueden agregar diferentes componentes sin necesidad de modificar las diferentes 
interfases.
Para definir los componentes se utilizan archivos XML:
■ META-INF/components.xmh Archivo XML donde se definen los compo­
nentes de Matcher.
■ plexus.xml: Archivo XML para definir ó redefinir componentes por parte 
del usuario.
■ archivo XML de configuración de tareas: Mediante el tag bean se pueden 
definir componentes.
La precedencia de lectura es:
1. archivo XML de configuración de tai eos
2. plexus.xml
3. META-INF/components.xml
Es decir, si en los tres archivos tiene un componente con el mismo nombre, 
se toma el que se define en el arcliivo de definición de tareas.
B .4 .1 . C onfiguración
Los componentes en el archivo de configuración se definen como se des­
cribió en B.3.2, mientras que en el archivo plexus.xml y componentes.xml los 














Para instanciar los componentes definidos en estos dos últimos archivos se 
utiliza el framework Plexus. para más información ver [pie].
B .5 . F uentes d e d a tos
Se describen en esta sección los componentes Fuente de datos provistos. Un 
componente es Fuente de Datos si implementa la interfase
ar.edu.unlp.matcher.api.DataSource
B .5 .1 . csv
Permite seleccionar un archivo CSV [csv] como fuente de datos. Los paráme­
tros que acepta son:
■ delimiter: Carácter delimitado!' de campos. Por defecto (,).
■ includeHeaders: Indica si el archivo contiene cabecera. Por defecto (true).
Cuando incluye cabecera, el título asociado a los atributos se toma de la
primera fila y además es ignorada en la comparación. Cuando includeHeaders*f alse, 
la primera fila no es ignorada y el título de los campos es creado conca­
tenando el valor del parámetro headerTemplate y un número secuencial 
ascendente a partir de uno. Por ejemplo si headerTemplate=f ield-, la 
primera columna se titula field-1, la segiuida field-2, y así sucesivamente.
■ headerTemplate: Nombre utilizado como título de las columnas cuando 
includeHeaders=false. Por defecto (field-).
N ota: La cantidad de columnas del archivo se toma de la primera fila. Si 
en el archivo alguna fila contiene más o menos columnas es ignorada y logeada 
en el log.
B .5 .2 . d b f
Permite seleccionar un archivo dBase[dba] como fuente de datos. No utiliza 
parámetros.
Precaución: No soporta campos MEMO.
B .5 .3 . sql
Permite leer los registros a partir de una tabla ó de una consulta SQL como 
fuente de datos. Los parámetros que acepta son:
■ conFactory: Identificador del ConnectionFactory de donde debe obtener 
la conexión JDBC para conectarse a la base de datos.
El valor asociado a este bean si comienza con se le c t se toma como una 
consulta, sino el texto ingresado, por ejemplo t i  se transforma en la consulta 
s e le c t * from t i .
Este bean requiere conectarse a la base de datos, para ello utiliza el componente 
conFactory asociado.
Connection Factory este componente contiene la información necesaria pa­
ra conectarse a la base de datos. Los datos asociados son:
■ id: Identificador. Este nombre es el que se indica en el bean sql.
■ user: Nombre del usuario utilizado en la autenticación.
■ pass: Contraseña utilizada en la autenticación.
■ driver: Clase del driver. Por ejemplo para conectarse a un motor Pos- 
treSQL es org .postg resq l.D river.
■ url: URL de la base de datos. Por ejemplo en PostreSQL es de la forma: 
jd b c :p o s tg re sq l: //< h o st> :<port>/<database>
B .6 . F unciones de com paración  en tre  a tr ib u to s
Se describen en esta sección los componentes Función de comparación de 
atributos provistos. Un componente es F. comparación de atributos si imple- 
menta la interfase
a r .edu.unlp.m atcher.a p i .A ttributeFunction
Este tipo de componentes se utilizan dentro de las funciones de comparación 
de registros.
B .6 .1 . jaroW inkler
Punción de comparación de atributos. Es un Adapter [EGV95] a la función 
com.vcohen.ss. JaroWinkler do la librería socondstring [sec][CRF03] versión 
20000015. Esta libería proveo funciones de comparación de strings.
B.6.1.1. Parám etros
m inScore Un número real. Si el resultado de la comparación no supera este 
valor, retorna 0. Opcional.
ignoreA ccents Un valor booleano. f a l s e  por defecto. Indica si existe dife­
rencia entre vocales acentuadas en la comparación. Por ejemplo, si igno­
re Accents=true, la comparación entre camión y camión retoma 1. Esta 
opción reemplaza los carácteres acentuados por el mismo sin acento. Se 
recomienda activar esta opción si se comparan palabras en un idioma en 
el cuál el alfabeto puede contener palabras acentuadas solamente.
ignoreSpaces Un valor booleano. tru e  por defecto. Quita los carácteres es­
pacio de las palabras.
Esta función es útil para nombres cortos y en donde importe el orden de 
las palabras.
B .6.2. jaroW inklerTFID F
Función de comparación de atributos. Es un adapter a la función 
com.vcohen.ss.JaroWinklerTFIDF
de la librería secondstring versión 20060615.
B.6.2.1. Parámetros
minScore Un número real. Si el resultado de la comparación no supera este 
valor, retorna 0. Opcional.
ignoreAccents Un valor booleano. fa lse  por defecto. Indica si existe dife­
rencia entre vocales acentuadas en la comparación. Por ejemplo, si igno- 
roAceeiits=tmo, la comparación entre camión y camión retoma 1. Esta 
opción reemplaza los caracteres acentuados por el mismo sin acento. Se 
recomienda activar esta opción si se comparan palabras en un idioma en 
el cuál el alfabeto puede contener palabras acentuadas solamente.
ignoreSpaces Un valor booleano. fa lse  por defecto. Quita los caracteres es­
pacio de las palabras.
Esta función es útil para nombres y frases en donde no importe el orden de
las palabras.
B.6.2.2. Comparación entre jaroWinkler y jaroWinklerTFIDF
valori valor2 función score
Gardella Juan Juan Gardella j aroW inklerTFIDF 1
Gardella Juan Juan Gardella jaroWinkler 0.7128205128205128
B .6.3. slim
Función de comparación de atributos. Compara palabras ignorando el orden 
de las mismas. Es una función efectiva pero devuelve casi siempre valores altos 
cuando existe pocas coincidencias. Su uso recomendado es para potenciar otra 
función de comparación.
B.6.3.1. Parámetros
minScore Un número real. Si el resultado de la comparación no supera este 
valor, retorna 0. Opcional.
ignoreAccents Un valor booleano. fa lse  por defecto. Indica si existe dife­
rencia entre vocales acentuadas en la comparación. Por ejemplo, si igno- 
reAccents=true, la comparación entre camión y camión retoma 1. Esta 
opción reemplaza los carácteres acentuados por el mismo sin acento. Se 
recomienda activar esta opción si se comparan palabras en un idioma en 
el cuál el alfabeto puede contener palabras acentuadas solamente.
ignoreSpaces Un valor booleano. fa lse  por defecto. Quita los carácteres es­
pacio de las palabras.
Función do comparación do atributos. Compara fonóticamonto palabras uti­
lizando el algoritmo de búsqueda Double Methaponefdme] para realizar la com­
paración.
Esta función es un adapter a la implementación del algoritmo provista en 
la librería commons-codec [coma].
B .6.5. num berDistance
Compara dos números valí y val2 de la siguiente manera:
min(vall, val2 ) 
max(vall, val2 )
Retoma un valor do aproximación útil para datas no exactos como por 
ejemplo población, superficies, etc.
B. 6.5.1. Parám etros
m inScore Un número real. Si el resultado de la comparación no supera este 
valor, retorna 0. Opcional.
B.6.4. dmethapone
B .6.6. numberEqual
Función de comparación de atributos. Esta función compara dos números 
valí y val2 de la siguiente manera:
number Equal(vall,val2) =
-




Esta función es innecesaria si los datos se encuentran en una base de datos 
ya que realiza lo mismo que un join.
B .6.7. exactString
Compara dos strings por exactitud. Si son iguales retorna 1, sino 0.
B.6.7.1. P arám etros
caseSensitive Un valor booleano. f  a lse  por defecto. Indica si la comparación 
debe ignorar o no las diferencias entre mayúsculas y minúsculas.
ignoreA ccents Un valor booleano. fa l so  por defecto. Indica si existe dife­
rencia entre vocales acentuadas en la comparación. Por ejemplo, si igno- 
reAccents=true, la comparación entre camión y camión retoma 1. Esta 
opción reemplaza los caracteres acentuados por el mismo sin acento. Se 
recomienda activar esta opción si se comparan palabras en un idioma en 
el cuál el alfabeto puede contener palabras acentuadas solamente.
ignoreSpaces Un valor booleano. tru e  por defecto. Quita los caracteres es­
pacio de las palabras.
Compara secciones de strings por exactitud. Si son iguales retorna 1 , sino 0. 
Por defecto compara sólo la primera letra. Esta función es útil para utilizarla 
como filtro en los métodos de indexación (blocking).
B. 6.8.1. Parámetros
beginlndex Un valor entero. 0 por defecto. Indica desde que posición comien­
za la sección a comparar.
endlndex Un valor entero. 1  por defecto. Indica hasta que posición se com­
para.
caseSensitive Un valor booleano. fa lsa  por defecto. Indica si la comparación 
debe ignorar o no las diferencias entre mayúsculas y minúsculas.
ignoreAccents Un valor booleano. fa lsa  por defecto. Indica si existe dife­
rencia entre vocales acentuadas en la comparación. Por ejemplo, si igno­
re Accents=true, la comparación entre camión y camión retoma 1 . Esta 
opción reemplaza los caracteres acentuados por el mismo sin acento. Se 
recomienda activar esta opción si se comparan palabras en un idioma en 
el cuál el alfabeto puede contener palabras acentuadas solamente.
ignoreSpaces Un valor booleano. f  a lse por defecto. Quita los caracteres es­
pacio de las palabras.
B .7 . F unciones de com paración  en tre  reg istros
Se describen en esta sección los componentes Función de comparación de 
registros provistos. Un componente es Punción comparación de registros si im- 
plementa la interfase
ar.edu.unlp.matcher.api.RecordFunction
Este tipo de componentes representan al modelo de decisión en el diagrama 




Por lo tanto, una función de comparación de registros es el modelo de 
decisión en el proceso de integración de datos. Como Matcher permite definir 
este tipo de funciones por el usuario, no sigue un modelo específico, sino que 
soporta tantos modelos como funciones se hayan implementado.
B .7.1. IndividualColum nScorer
Función de comparación de registros que utiliza funciones de comparación 





























■ minScore: Un número real. Si el resultado de la comparación no supera 
este valor, el par de registros comparado se clasifica como N0_MATCH. Op­
cional. Por defecto minScore =  0,7.
■ weightJ: Donde i G I..N, N  cantidad de columnas. Un número real entre 
0 y 1. Representa el poso que representa la comparación i dentro del 
resultado total. Opcional, por defecto weightJ = \ /N .
B.7.1.2. Funcionamiento
Sea F  una función IndividualColumnScorer que tiene configurada tres 
funciones de comparación de atributos / 1 , / 2 , y /3 . Suponer que se debe 
realizar la comparación de los registros rq[ai,0 2 , 0 3] y r 2 [&i, &2 >63], donde ai, 
a2 , 0 3 , ¿i, 62 y &3 son los atributos de los registros. Suponer que / 1  compara 
los atributos ai y 6 1 , / 2  los atributos 0 2 y &2 y la función /3  los atributos 0,3 y
63.
F  —  { ( / l í  61), (/2,a2>&2)> ( /3 > ®3 j ^3)}
La correspondiente configuración en XML sería:
< f u n c t io n >
< id > f u n c l < / i d >
< r e f >  in d iv idua l  C o lum nSco re r< /  re f>
<columnMapping>
<columnMap>
<colum nl> a l< /  columnl>
<column2 > bl< /co lum n 2 >
< r e f > f l < /  re f>
</columnMap>
<columnMap>
<columnl>a 2 </co lumnl>
<column2 >b 2 </co lumn 2 >
< r e f > f 2 < /  re f>




< r e f > f 3 < /  ref>
< /  columnMap>
< / columnMapping>
< /  fu n c t io n >
Para comparar los registros rq y rq se envía el mensaje scoreO a F.











Una vez enviado el mensaje, F  utiliza la información del mapeo do co­
lumnas. Suponer la primera configuración que lee es (/i,ai,&i). En este caso 
instancia la función / i 1 y luego obtiene el nombre del atributo del registro 
del lado 1 ai y el nombre del atributo del registro del lado 2 íq. Con esta 
información procede a la comparación de ambos atributos.
El resultado de la comparación es comparado con el valor del parámetro 
minScore, si es mayor o igual a minScare almacena el resultado, sino asume 
que el resultado de la comparación es 0. El proceso se repite para las demás 
funciones de comparación.
Los resultados son almacenados en un arreglo temporal, donde en el primer 
elemento del arreglo se almacena la comparación de la primera función, en el 
segundo elemento el resultado de la segunda comparación y así sucesivamente. 
El resultado retornado por F, es por defecto, el promedio entre los resultados. 
En este caso retorna:
/ l ( a i , & l )  +  /2(Q2>&2) +  
3
B.7.1.3. Peso de las funciones
Puede que el promedio de los resultados no sea conveniente en algunas cir­
cunstancias, por ejemplo cuando haya resultados con mayor “peso” que otros.
Basándose en el ejemplo anterior, se quiere que f \  represente el 80% del 
resultado de la comparación entre r\ y r2. En este caso el resultado de F  debe 
ser:
0,8 * /i(ai, 6i) + 0,1 * /2(a2, k) +  0,1 * /3(a3,63)
Notar que / l ( a i ,  &i) representa el 80 % del resultado, / 2 (a2, y / 3 (a3, &3) 
el 20 % restante, divido el peso entre ambas equitativamente. Se podría querer 
a cada una un peso distinto:
0,5 * / i ( a i , 6i) + 0 ,2 * / 2 (a2 ,f>2 ) + 0,3 * / 3 (a3,&3)
La única restricción es que la suma de los pesos asignados sea 1  para ga­
rantizar que el resultado de la función no quede fuera de rango.
IndividualColumnScorer permite asignar un peso a las funciones de com­
paración mediante el uso del parámetro weight. Por ejemplo en XML se traduce 
el primer ejemplo a:
< fu n c t io n >
< id > f u n c l < / i d >
< re f > in d iv id u a lC o ! u m n S c o r e r< /  re f>
<columnMapping>
<columnMap>
<colum nl> a l< /co lum nl>
<column2 > bl< /co lum n 2 >
< r e f > f l < /  re f>
</columnMap>
<columnMap>














































<coluranl>a 2 </co lumnl>
<column2 >b 2 </co lumn 2 >










<key>weigh t_ l< /key>








< v a lu e > 0 . 1 < /v a l u e >
< /  parara>
< / params>
< /  fu n c t io n >
IndividualColumnScorer calcula el parámetro weight en los mapeos donde 
no se han definido los pesos, siempre que se hayan configurado pesos en el rango 
estipulado. En el caso anterior la distribución equitativa la puede calcular, por 
lo tanto se reduce a:
< f u n c t io n >
< i d > f u n c l < / i d >
< re f > in d i v id u a l C o l u m n S c o r e r < /  re f>
<columnMapping>
<columnMap>
< colum nl> a l< /co lum nl>
<column2 >bl< /co lum n 2 >
< r e f > f l < /  re f>
< /  columnMap>
<columnMap>
<columnl>a 2 < /  columnl>
<column2 >b 2 </co lumn 2 >
< r e f > f 2 < /  re f>




< r e f > f 3 < /  ref>




<key>weigh t_ l< /key>  
< v a lu e > 0 .8 < /  value> 
</param>
< / params>
< /  f u n c t io n >
B.7.2. FellegiSunter
Función de comparación de registros que implementa el modelo de comparar 
ción propuesto en el Apéndice A. Utiliza funciones de comparación de atributos 
para comparar los campos.
B.7.2.1. P arám etros
■ upperLimit: Un número real. Si el resultado de la compar ación supera este 
valor, el par de registras comparado se clasifica como MATCH. Opcional. 
Por defecto 5.
■ lowerLimit: Un número real. Si el resultado de la comparación no su­
pera este valor, el par de registros comparado se clasifica como N0J1ATCH. 
Opcional. Por defecto 1 .
■ partialAgreement: Un boolean, true ó falsa. Si es true se utiliza el peso 
de la comparación de los atributos en el resultado de la comparación 
para que tengan más peso si la función retoma mejor score. Opcional. 
Por defecto true.
■ uprobJ,: Donde i G 1 ..N ,N  cantidad de columnas. Un mímelo reíd. Re­
presenta la probabilidad u2 asociada a la comparaciíon definida en el 
columnMap i  Opcional, por defecto 0.01.
■ mprob.i: Donde i G 1..N, N  cantidad de columnas. Un número real. Re­
presenta la probabilidad m3 asociada a la comparaciíon definida en el 
columnMap i. Opcional, por defecto 0.9.
Si el resultado de la comparación se encuentra entre lowerLimit y upperLi­
mit el par se clasifica como POSSIBLE_MATCH.
B.7.2.2. Funcionamiento
El funcionamiento y fundamento de la función se explican en el Apéndi­
ce A. Para el cálculo del peso de la comparación se partialAgreement=false 
se realiza como se explica en la Sección A.2 y en la Sección A.3. En caso que 
part i al Agre ement=t r ue el peso del campo que se asigna, según sea coinciden­
cia o no, se multiplica por el peso de la comparación de los campo. Es decir, 
partialAgreement afecta como se calcula el peso de los campos y por lo tanto 
el peso asociado al par de registros. En el siguiente seudo-código se ejemplifica 
el cálculo de los campos:
2Ver Sección A .1.2 para más información.
3Vci Sccdón A .1.1 para más información.
a tf  = funcionComparacionAtributosO
//S e  compara los a tr ib u to s  y e l resu ltado  lo  devuelve en score 
score = a t f . s c o r e ( a t l ,  a t 2 )
SI [partialAgreements f a l s e ] :
r e s u l t  = score > 0  ? ag rees[i]  : d isag rees[i]
SINO:
re s u l t  ■ score > 0  ? agrees[i]*score  : d isag rees[i]* sco re
Donde agrees [i] y d isagrees [i] son los pesos asociados a la comparación 
del campo i como se especifica en la Sección A.2.
B .8 . M od os de com paración
En esta sección se describe el componente ful l lndex  que es el finico modo 
de comparación provisto por Matcher. fu llln d ex  implementa la interfase
ar.edu.unlp.matcher.api.ComparationMethod
B.8.1. fulllndex
fu llln d ex  realiza una comparación de todos los registros de sourcel contra 
todos los registros de source2  definidos en una tarea. Si la tarea tiene configu­
rado uno o más filtros los utiliza, sino realiza la comparación con las funciones 
directamente.
B .9 . A ccion es
Se describen en esta sección los componentes Acción provistos. Este tipo 
de componentes implementan la interfase
a r . edu.un lp .matcher.a p i .Action
B .9.1. Parám etros comunes
Todas las acciones provistas en Matcher tienen 3 (tres) parámetros.
function Identificador de función. Opcional. Indica el resultado de que función 
procesar. Si no se especifica, se procesa el resultado de la mejor función.
active true (opción por defecto) ó false. Indica si la acción debe ejecutarse.
ta rg e t Una opción entre: match, pmatch, s ide l ,  s id e 2 . Opcional. Opción 
por defecto match.
m atch Indica que se procesará los registros clasificados como MATCH, 
pm atch  Indica que se procesará los registros clasificados como POSSIBLE_MATCH.
sid e l Indica que se procesará los registros que no obtuvieron coinciden­
cia del sourcel.
side2  Indica que se procesará los registros que no obtuvieron coinciden­
cia del source2 .
Esta acción exporta a una tabla el resultado de la tarea a la cual está aso­
ciada.
B. 9.2.1. P áram etros
tab le  tabla a la cual copiará los resultados.
conFactory nombre de la conexión definida en connections.
truncateT ab le  true ó false. Por defecto false. Indica que previo a la inserción 
debe hacer o no un trúncate a la table.
C-ColumnaX todos los parámetros que comiencen con ’C_’ indican que en 
la columna columnaX de la tabla definida en table se copie el valor de 
la columna columnaY del registro. La columnaY es definido en el valué 
del parámetro, donde también se indica si es de un registro del sidel o 
del sidc2. El valor de esto parámetro varía según el valor del parámetro 
target.
Si target — match el valor debe ser de la forma
S[ll2]-columnaY
Donde si es de la forma Si -columnaY indica que copie el valor de la 
columa columnaY de la tabla definida en sidel. Si es de la forma S2_, 
realice lo mismo pero que copie de la columna de la tabla definida en 
side2 .
Si target = sidel ó target = side2  el valor debe ser de la forma
B.9.2. ExportToTable
columnaY
Donde columnaY indica que copie el valor de la columa columnaY de 
la tabla definida en el side correspondiente a definido en target. El valor 
de este parámetro debe ser de la forma: S[ll2]_columnaY. Donde si es de 
la forma SI-columnaY indica que copie el valor de la columa columnaY 
de la tabla definida en sidel. Si es de la forma S2_columnaZ, realice lo 
mismo pero que copie de la columna de la tabla definida en side2 .
B .9.3. PrinterA ction
Esta acción imprime en pantalla el resultado. Es la acción que se ejecuta 
si no se ha indicado ninguna acción en la tarca. Para modificar la acción por 
defecto debe editar el archivo matcher.properties:
matcher.properties
ar.edu.uba.matcher.defaultAction=printerAction
Esta acción exporta a un archivo el resultado de la tarea a la cual está aso­
ciada. Al momento de escribir este documento soporta sólo exportar a formato 
CSV.
B.9.4.1. P arám etros 
p a th  URI del archivo.
B .1 0 . A sign ación  ú n ica
En esta sección se describen los componentes que garantizan asignación 
única. Este tipo de componentes no requieren parámetros e implementan la 
interfase
B.9.4. ExportToFile
ar.edu. unlp. matcher. api .IMat cher
B .10.1. pqm
El componente pqm (Priority Queue Matcher) implementa el algoritmo 
definido en la Sección 4.3.1.
B .10.2. munkres
El componente munkres implementa el algoritmo definido en 4.3.2.
B . l l .  E jecu tad or d e tareas
En esta sección se describe el componente ejecutador de tareas provisto en 
Matcher.
B . l l . l .  taskExecuter
Este componente ejecuta una tarea en una serie de etapas que permiten ser 
modificadas mediante un archivo de configuración. Las etapas que ejecuta son:
1. i n i t Process Informa mediante el logger4 la tarea a ejecutar e informa­
ción asociada a la misma.
2. readSources Lee los registros de las fuentes de datos y los almacena en 
una lista.
3. compare Compara los registros con el componente correspondiente.
4. c la s s ify  Clasifica los resultados.
5. uniqueAssign Si la tarea tiene asociado un componente para garantizar 
asignación única la ejecuta en esta etapa.
6 . actionExecuter Lee las acciones asociadas a la tarea y las ejecuta.
4 Objeto encargado de enviar mensajes de aplicación a dispositivos de salida, por cj. la 
pantalla, un archivo, etc. Algunos frameworks conocidos para esta tarea son log4j, commons­
logging, etc.
B.11.2. Configuración
Las etapas pueden ser modificadas en el archivo de configuración de compo­
nentes de Matcher (META-INF/components.xml), por ejemplo taskExecuter 






























[ . . . ]
Cada componente se asocia a un orden que representa el orden de ejecución. 
Por ejemplo si se quiere agregar una etapa al final que realize algún tipo de 
medición del resultado, se puede hacer de dos formas:
■ Agregar una etapa a taskExecuter con el orden más alto.
■ Crear un ejecutador de tareas con otro nombre y las etapas de taskExecu­
ter más la nueva. Este opción tener 2 ejecutadores de tarcas. Uno con el 
dofault y el otro con la etapa de medición, el ejecutador do tareas puede 












< c ommand> c ompare </c ommand>
<command>classify</command>
< c ommand>uniqueAss ign</command>
<command>actionExecuter</command>















[ . . . ]
Las etapas son clases que implementan la interfase Command5
public interface Command extends Comparable<Command>{ 
public void execute(Context context);
[ . . . ]
>
El método más importante es execute(Context), que es por el cuál se 
ejecuta una etapa. El parámetro context contiene información relacionada a 
la tarea y sirve también para el pasaje de datos a través de las diferentes tareas.
5La clase Command no pertenece al API de Matcher.
B .1 2 . In ter n acion alización
El soporto a mtornacionalización tiono sentido sólo pina la interfaz matcher- 
jump, el módulo matcher-cli no lo soporta.
Los componentes provistos que soportan internationalization son aquellos 
que en la interfaz tienen el panel descripción:
■ Fuente de datos
■ Función de comparación de atributos.
■ Función de comparación de registros.
■ Acciones
■ Métodos de comparación.
Cada componente es una clase implementando la interfaz correspondiente, 
pero para que tenga soporte a intemacionalización debe:
1. Implementar la interfaz a r . edu. un lp . m atcher. a p i . ClassWithHelp.
2. Escribir el archivo que se utiliza para autocompletar los parámetros.
3. Escribir el archivo de ayuda.
Por ejemplo el componente ar .edu. unlp. matcher .util. CSVDataSource







Donde CSVDataSource. properties se utiliza para autocompletar los paráme­
tros
delimiter=*por defecto ", " . 
includeHeaders=trueI false. 
headerTemplate=field-
CSVDataSource.html es un archivo HTML donde se describe el componen­
te.
Para determinar que archivos se utilizan se busca los archivos con el nom­
bre de la clase seguido del lenguaje seteado en la computadora en donde se 
esté ejecutando6: si el idioma es español los archivos que terminen en _es, si es 
inglés en _en. Más información de iiitornacioualizaeión (il8n) en Java consultar 
[Í18].
La interfase ClassWithHelp que se define en matcher-api, contiene los si­
guientes métodos:
6 En realidad en que Java Virtual Machine (JVM) se ejecuta.
public interface ClassWithHelp { 
public String getDescriptionO;
public Map<String, String> getAutoCompletParametersO;
>
Si se quiere seguir el modelo de los archivos del ejemplo anterior, queda a 
cargo del programador esta tarea (leer los archivos en la ubicación de la clase), 
pero si el componente extiende de la clase
ar.edu.unlp.matcher.api.impl.AbstractParamsHolder
que se encuentra en matcher-core, lo único que debe hacer es escribir los archi­
vos.
B .1 3 . D e ta lle  d e  los com p o n en tes
Se describe en esta sección el conjunto de interfaces más importantes
B.13.1. MTask
Representa la tarea. Contiene métodos de edición y lectura.
B .13.2. RecordFunction
Representa la función de comparación de registros. Cada implementación 
de esta interfase debe definir el método scoreO  que es el que retorna la pro­
babilidad de igualdad.
B .13.3. A ttributeFunction
Representa la función de comparación de atributos. Cada implementación 
do esta intorfaso debo definir ol método scoreO que es el que retorna la pro­
babilidad de igualdad.
B .13.4. Colum nM apping y  ColumnM ap
Representan el componente mapeador de columnas.
B .13.5. IM atcher
Representa el proceso de resolución.
B .13.6. A ction
Representa la acción post-ejecución.
B .13.7. TaskExecuter
Representa el ejecutador de tareas.
+ addAction(ActionHolder) ■ boolean
* addFunctionfRecoidFunctionHoider) boolean 
+ deanActionsO: void
+ cleanResultsO ' void 
+ cleanRFundionsO ' void
* ge(Action(String) . AdionHolder 
+ getActionsO List<AdionHolder>
+ getConnectionFactoryiNameO: String
*  getConnectionFactory2NameO Siring
+ getFu notion (String) : RecordFunctionHolder 
+ getFunctions(): LisHRecordFunctionHolder>
+ getldO String 
+ getMatchertdO: String
*  getResultf) Result
+ getResultForßtnng) Resut 
+ getResultsQ: Map<Stnng Resutt>
*  getSidelO  String 
+ getSide20 String
+ re move Action (String): Actio nHol der 
+ rennveFunctionfString): RecordFunctionHolder 
+ setActions(List<ActonHolder>): void 
+ setConnecVonFactorylName(Stnng): void
*  setConnectionFactory2Name(Stnng): void
+ setFunctions(List<RecordFunctionHotder>): void
* set Id (St rin g ): void
+ setMatcherid(Stnng) void 
+ setResultFor(Strmg R esult): void
* set Si de 1 (Stn ng) void
*  setSide2(String): void
«interface»
_______________ MTask_______________
Figura B.l: Interfase MTask
________ RecordFunction________
+ b e f o r e E x e c u t e f ) . b o o le a n  
+ c l e a n P a r a m s f ) : v o id  
+ g e tP a r a m s Q  M a p < S t n n g ,  O b je c t>
+ s c o re  (R e c o rd . R e c o r d )  f lo a t  
+ s e tP a r a m s ( M a p < S t n n g  O b ]e c t> )  v o id
Figura B.2: Interfase RecordFunction
B.13.8. M atcherConflg
Representa la configuración principal. Contiene las tareas y provee el méto­
do run (task ld ) que permite la ejecución de las tareas.
B.13.9. R esult
Conjunto salida de la ejecución exitosa de la tarea. Representa a Match.
+ c le a n P a r a m s O  v o id  
+ g e tP a r a m s Q  M a p < S t n n g .  O b < e c t>
+ score (A t tr ib u te  A t t r ib u t e )  : f lo a t  
+ s e t P a r a m s ( M a p < S t r in g r 06;ecf>J v o id
«interface»
________ AttributeFunc don________
Figura B.3: Interfase AttributeFunction
«interface»
C o l u m n M a p p in q
+ a d d C o lu m n M a p ( C o lu m n M a p )  b o o le a n
+ c le a r C o lu m n M a p s l ) . v o id
+ g e t C o lu m n M a p s O  : L t s t< C o lu m n M a p >
+ s e tC o lu m n M a p s ( L is t<  C o lu m n M a p > ) v o id
«interface»
C o lu m n M a p
+ c le a n P a r a m s Q  v o id
+ g e tA F u n c t io n k J O  S tr in g
+ g e t C o l u m n l () S t r in g
+ g e t C o lu r n n 2 ( )  S tn n g
+ g e tP a r a m s Q  M a p < S t r in g  O b ;e c t>
+ s e tA F u n c t io n ld (S t n n g )  : vo id
+ s e t C o l u m n l ( S t r in g )  : v o id
s e tC o lu m n 2 ( S t r in g ) : v o id
Figura B.4: Interfase ColumnMapping
• interface»
I M a t c h e r
+ m a tc h in g (A r r a y L is t< R e c o r d > : A r r a y L is t< R e c o rd > ,  R e c o rd F u n c t to n ,  R e s u lt )  v o id
Figura B.5: Interfase IMatcher
«interface»
_____________ Action_____________
+ b e f o r e E x e c u t e ( M T a s k ) : b o o le a n  
+ c le a n  P a ra m s Q  v o id  
+ e x e c u t e F o r (M a t c h e r C o n f ig ,  M T a s k )  vo id  
+ g e t P a r a m s f )  M a p < S t r in g J O b je c l>
+ s e tP a r a m s ( M a p < S t n n g ,  O b je c t > )  : v o id
Figura B.6 : Interfase Action
♦ r u n (M a t c b e r C o n f ig ,  M T a s k ) . v o id
«interface»
_______TaskExecuter_______
Figura B.7: Interfase TaskExecuter
«interface»
_______________________ M a t c h e r C o n f i o _______________________
+ a d d B e a n ( B e a n H o ld e r )  v o id  
+ a d d C o n n e c t io n F a c t o r y lC o n n e c t io n F a c t o r y ) : v o id  
+ a d d M T a s k ( M T a s k ) : v o id  
+ c le a n C o n n e c t io n F a c to n e s f )  v o id  
+ c le a n M T a s k s f )  vo id  
+ g e t A c t io n s B e a n s ( ) : L is t < B e a n H o ld e r >
+ g e t A t t r ib u t e F u n c t io n s B e a n s Q : L is t < B e a n H o ld e r >
+ g e t A v a h a b le s B e a n s f S t n n g  C la s s * ?  e x te n d s  C b i e c t > ) : L is t< S e a n H o ld e n >  
+ g e t B e a n ( S t r m g )  B e a n H o ld e r  
*  g e t B e a n s ( )  L is t < B e a n H o ld e r >
+ g e t C o n n e c t io n F a c t o n e s f). L is t< C o n n e c t io n F a c to r y >
+ g e t C o n n e c t io n F a c t o r y f S t r in g ) : C o n n e c t io n F a c to r y  
+ g e l F u n c t io n s B e a n s ( ) : L is t < B e a n H o ld e r >
+ g e t M a t c h e r s B e a n s f )  L is t < B e a n H o ld e r >
+ g e t M T a s k ( S t n n g )  M T a s k  
+ g e t M T a s k s Q : L is t < M T a s k >
+ g e t T a s k E x e c u te r Q  S tr in g  
+ r e m o v e B e a n ( S t n n g ) . B e a n H o ld e r  
+ r e m o v e C o n n e c t io n F a c t o r y ( S t n n g ) : C o n n e c t io n F a c to r y  
+ re m o v e M T a s k (S t r in g )  M T a s k  
+ r u n (S t r in g )  v o id  
+ s e tT a s k E x e c u ie r ( S t n n g )  v o id
Figura B.8 : Interfase MatcherConfig
«interface»
________________B§sufl_______________
+ a d d M a t c h ( IP a i r < R e c o r d > )  v o id  
+ a d d R e c o r d O f S i d e l N o M a t c h e d ( R e c o r d ) . v o id  
+ a d d R e c o r d O f S id e 2 N o M a ( c h e d ( R e c o r d )  v o id  
+ c le a n P a r a m s ( )  v o id  
+ g e t F u n c t ic n ld Q  S t r in g  
+ g e t M a t c h Q : L i s t < lP a i r < R e c o r d »
+ g e t M a tc h in g C o u n t Q  in t  
+ g e t P a r a m s ( } :  M a p < S t r in g .  O b je c t>
+ g e t R e c o r d s 0 f S id e 1 N o M a t c h e d ( )  L is t< R e c o r d >  
+ g e t R e c o r d s O f S id e 2 N o M a t c h e d ( )  b s t < R e c o r d >  
+ g e t S u m S c o r e Q : d o u b le  
+ s e t F u n c t io n ld (S t r in g )  v o id  
+ s e t M a t c h ( L is t< IP a i r < R e c o r d > > )  v o id  
+ s e tP a r a m s ( M a p < S t r in g . O b ;e c t> )  v o id
Figura B.9: Interfase Result
Apéndice C
Archivos de configuración 
utilizados en los experimentos de 
Matcher
En este a¡)óiidice se describen los archivos de configuración de Matcher de 
los experimentos descriptas en el Capítulo 5. Para ejecutarlos escribir en la
línea de comando: ^
# java -jar mather-cli.jar -task=TASK_ID -file^PATH
C .l .  A rch ivos d el ex p er im en to  1
C .l . l .  Prueba 1
Se muestra el archivo para el algoritmo PQM y para Munkres.









































































N O T A :  La única diferencia es el valor del elemento matcherld, en los 




















































































































































































































































































<mat cher I d>pqm</mat cher I d>




































































































































































Manual de referencia de 
RE-SPaM++
D .l. Arquitectura
La solución propuesta está construida en tres módulos. Estos módulos y 
relaciones se muestran en la figura D.l.
Figura D.l: Módulos que componen a la implementación de RE-SPaM++
Cada bloque es un archivo JAR[jar] y las líneas son las dependencias. La 
línea punteada significa que no es nesecaria para compilar la librería, sino que 
es necesaria que solamente en tiempo de ejecución.
D.2. API
El API consta de una serie de interfaces Java que se describirán a continua­
ción.
D .2.1. Query
Interfaz común de las consultas.
p u b lic  in te r fa c e  Query {
135
p u b lic  S tr in g  g e tQ u e ry () ;
}
D .2.2. PietQ LQ uery
Interfaz de las consultas PietQL.
p u b lic  in te r f a c e  PietQLQuery e x te n d s  Query { 
p u b lic  O bject ex ecu te  ( ) ;
}
D .2.3. R SPaM Q uery
Interfaz de las consultas que se ejecutan en el entorno RE-SPaM. 
p u b lic  i n te r f a c e  RSPaMQuery e x te n d s  Query{}
D .2.4. ERSPaM Q uery
Interfaz de las consultas RE-SPaM++. El método getRSPaMQueryO retor­
na la consulta RE-SPaM embebida.
p u b lic  i n te r f a c e  ERSPaMQuery e x te n d s  RSPaMQuery{ 
p u b lic  Set<T em poralT able>  g e tT a b le s ( ) ;  
p u b lic  T em poralT able g e tT ab le  ( S tr in g  id ) ;  
p u b lic  RSPaMQuery getRSPaMQuery () ; 
p u b lic  O bject ex ecu te  () ;
p u b lic  vo id  se tM in in g P aram e te rs  (M ap<String , O bject>  params ); 
p u b lic  M ap<String , O bject>  g e tM in in g P aram eters  ( ) ;  
p u b lic  vo id  se tM in in g P aram e te r ( S tr in g  key , O bject v a lu e ) ;  
p u b lic  O bject g e tM in ingP aram eter ( S tr in g  k ey );
}
D .2.5. TemporalTable
Interfax de las consultas PietQL embebidas en las consultas RE-SPaM++.
El método g e tld O  retorna el nombre asociado, el método runAssociatedQueryO 
es un atajo a getQueryO . execute () y get At t r ib u te s  O retorna los atributos 
definidos.
p u b lic  i n te r f a c e  Tem poralT able {
p u b lic  PietQLQuery g e tQ u e ry () ;  
p u b lic  S tr in g  g e t l d ( ) ;  
p u b lic  O bject runA ssocia tedQ uery  ( ) ;  
p u b lic  S e t< A ttr ib u te >  ge t A t t r ib u te s  ( ) ;
}
D .2.6. Session
La unidad de trabajo en RE-SPaM++. Permite construir consultas, 
p u b lic  i n te r f a c e  Session  e x te n d s  S e r ia l iz a b le  {
p u b lic  PietQLQuery crea teP ie tQ L Q uery  ( S tr in g  query  S tr in g  ); 
p u b lic  ERSPaMQuery createERSPaMQuery ( S tr in g  query  S trin g  ); 
p u b lic  vo id  c lo se  (); 
p u b lic  b oo lean  i s C lo s e d ( ) ;
}
D .2.7. SessionEactory
Clase que crea sesiones en base a la configuración dada. El método openSessionO 
crea nueva una instancia de Session.
p u b lic  i n te r f a c e  S e ss io n F a c to ry  e x te n d s  S e r ia l iz a b le  { 
p u b lic  Session  openS ession  ( ) ;
p u b lic  Session  openS ession  ( O bject d a ta ) ;  
p u b lic  vo id  c lo se  () ;  
p u b lic  b oo lean  i s C lo s e d ( ) ;
}
D .2.8. Configuration
Interfaz encargada de construir una nueva instancia de SessionFactory. 
Antes de invocar al método buildSessionFactory O se debe ejecutar configure O .
p u b lic  in te r f a c e  C o n fig u ra tio n  {
p u b lic  S e ss io n F a c to ry  b u ild S e s s io n F a c to ry  () ; 
p u b lic  C o n fig u ra tio n  c o n fig u re  () ;
p u b lic  C o n fig u ra tio n  c o n fig u re  ( S e t t in g s  s e t t i n g s ) ;
}
D .2.9. Settings
Interfaz que se utiliza para configurar las librerías a la cual se delega la 
ejecución de las consultas.
p u b lic  i n te r f a c e  S e t t in g s  {
p u b lic  P ro p e r t ie s  g e tP ie q Q IP ro p e r t ie s  ( ) ; 
p u b lic  P ro p e r t ie s  getR SPA M Properties ( ) ;
}
D .2.10. ConfigurationFactory
Punto de entrada a RE-SPaM++. Es la clase encargada de crear una ins­
tancia que implemente Configuration. En las siguientes secciones se profun­
dizará el funcionamiento.
p u b lic  c la s s  C o n f ig u ra tio n F a c to ry  {
p u b lic  s t a t i c  C o n fig u ra tio n  g e tC o n f ig u ra tio n  ()
}
D .2.11. ParserFacade
Interfaz que debe ser provista por el módulo Parser que se describirá en la 
siguiente sección.
p u b lic  i n te r f a c e  P a rse rF acad e  e x te n d s  S e r ia l iz a b le  {
p u b lic  PietQLQuery parseP ie tQ L  ( S tr in g  query  S tr in g  ) ; 
p u b lic  ERSPaMQuery parseERSPaM ( S tr in g  query  S tr in g  ) ;
p u b lic  RSPaMQuery parseRSPaM ( S tr in g  q u e ry S tr in g  );
}
D .3 . P arser
Este módulo es el encargado de realizar los parseos de los lenguajes y proveer 
mía implementación de ParserFacade.
D .3.1. Gramáticas
Como se definió en la sección D.l. este módulo debe re-usar los parser de 
las otras gramáticas1, pero no se pudo cumplir en su totalidad debido a:
D ependencias Los partiera do cada una do bis gramáticas contienen depen­
dencias a internas propieas de cada implement,ación.
Validaciones sem ánticas Los parsers realizan validaciones que dependen de 
cierta configuración que es realizada en la implementación. Por ejemplo:
1. En el parser incluido en PietQL chequea que las funciones definidas 
en el where1 2 estén definidas en un archivo. Xo se puede incluir ese 
archivo de configuración dentro de esta librería porque no se puede 
asegurar que no se vayan a quitar ó agregar funciones.
2. En el parser incluido en RE-SPaM valida que las jerarquías y los 
atributos de las mismas en base a un archivo de configuración. El 
parser provisto no debe realizar estos chequeos por los mismos mo­
tivos descriptos en el item anterior.
Finalmente, por los motivos descriptos, se tomaron las siguientes medidas:
1. Se valida la solamente la sintaxis del lenguaje piet-ql, y si es correcta se 
valida nuevamente al momento de ejecutar en la librería de piet-ql.
2. El lenguaje respam se acepta en crudo y se delega en su totalidad el 
parseo al parser de la librería respam.
D .3.2. Construcción de los parser
Los parser están construidos con JavaCCpcc]. Esta potente librería permite 
embeber parsers lo que permite una buena modularízación.
Las gramáticas están en la carpeta src/grammars.
N ota El parser de PietQL al ser embebido necesita que se defina un símbo­
lo que indique que deje de parsear, comunmente es el EOF. En este caso el 
EOF es el carácter ;. Esta decisión no debe interferiré si se invoca al méto­
do parsePietQL (String queryString) de la interfaz ParserFacade. Por lo 
tanto en la implementación se añade el carácter ; si no está.
1La gramática PietQL y RE-SPaM
2 Por ejemplo crosseB
D .4 . C ore
Este módulo provee la implementación de las interfaces del módulo API3 y 
el modelo de configuración.
D .4.1. U tilización












| +- commons-lang:commons-lang:j ar:2.4:compile
| +- commons-digester:commons-digester:jar:1.8:compile
I | \- commons-beanutils:commons-beanutils:jar:1.7.0¡compile
I \- commons-beanutils:commons-beanutils-core:jar:1.8.0¡compile
+- libpql¡provided
«DEPENDENCIAS DE PIET-QL» V
«DEPENDENCIAS DE RE-SPAM»








En esta sección se detallan como configurar los adaptadores a las librerías 
PietQL y RE-SPaM.
Binders
Los adaptadores se denominarán de ahora mas Binders. La implementa­
ción delega a los binders la responsabilidad del parseo final y ejecución de las 
consultas. La definición de los mismos se encuentra en la Figura 8.2.
3Menos ParserFacade que sc implements en el módulo Parser.
Definición de los binders
Los binders están configurados en el archivo
/ar/edu/unlp/RE-SPaM++/erspam-binders.p ro p ertie s  




El binder asociado a PietQL es
ar.edu.unlp.erespam.binders.def aults.PietQLBinderDefault
el mismo es totalmente funcional, pero el asociado a RE-SPaM4 no5. Para 
modificar los binders hay que incorporar un archivo p ro p ertie s  con el nombre 
user-b inders .p ro p e rtie s6. Por ejemplo si se quiere que se utilize otro binder 
para RE-SPaM el archivo debería ser:
user-binders.properties
ar.edu.unlp.erespam.binders.RE-SPaMBinder*foo.MiBinder
Notar que no es necesario indicar cual es el binder de PietQL porque si no 
lo encuentra en u se r-b in d e rs .p ro p e rtie s  busca el que se definió en 
erspam -binders.p ro p ertie s
4 ar.edu.unlp.erespam.binders.defaults.RSPaMBinderDefault
5Esto fue porque al momento del desarrollo no se contaba con la librería RE-SPaM
cEn la Sección 8.4.3 se muestra otra forma de realizar lo mismo
Apéndice E
Sintaxis de PietQL, RE-SPaM y 
RE-SPaM++
En el siguiente apéndice se describen las gramáticas mediante Extended Bar 
ckusNaur Form (E-BNF) de los lenguajes PietQL, RE-SPaM y RE-SPaM++.
E .l .  S in tax is  de P ietQ L
En el cuadro E.l se describe la sintaxis de PietQL.
Para más información y ejemplos puede consultar [GVZ08].
E .2 . S in tax is  d e  R E -S P aM
En el Cuadro E.2 se detalla la sintaxis del lenguaje RE-SPaM.
E .3 . S in tax is  d e  R E -S P a M + +
E1 lenguaje RE-SPaM trabaja sobre elementos geométricos y el lenguaje 
PietQL retoma elementos de un cubo u objetos geométricos. Esto significa que 
de las cuatro tipos de consultas sólo se podrán utilizar GIS y GIS-OLAP, donde 
ambas retoman objetos geométricos1.
Sea piet-qlLite la sintaxis que retorna GIS de PietQL y RE-SPaM de 
RE-SPaM definida en la Sección E.2. La sintaxis de RE-SPaM+-1- se describe 
en el Cuadro E.3:
xEn la Sección 6.3 se puede ver en detalle los tipos de consultas de PietQL
query_ ::= SELECT q2_
q2_ ::= GIS gislist_ fromclause_g_ [whereclause_g_] 
q2_ ::= CUBE olaplist_ ON COLUMNS olaplist.
ON ROWS fromclause_o_ [whereclause_o_] [sliceclause_] 
q2_ ::= CUBE olaplist_ ON ROWS olaplist_
ON COLUMNS fromclause_o_ [whereclause_o_] [sliceclause_] 
q2_ ::=CUBE olaplist.ON ROWS fromclauae_o_[whereclause_o_][sliceclause_] 
q2_ ::= CUBE olaplist_ON COLUMNS fromclause_o_ [whereclause_o_] 
[sliceclause.]
single_result_subquery_ ::= SELECT q3_
q3_ GIS attribute_from_g_ fromclause_g_ [whereclause_g_] 
q3_ ::= CUBE attribute_path_o_ fromclause_o_ [wbereclause_o_] 
[sliceclause_]
gislist_ attribute_path_g_ [, gislist_]
attribute_path_g_ ::= attribute_g_.attribute_path_g_
attribute_g_ ::= GIS.ATTRIBUTE I FUNCTION.G
olaplist. ::* attribute_patb_o_ [, olaplist_]
attribute_path_o_ ::= attribute_o_.attribute_path_o_
attribute_o_ ::= OLAP.MEMBER I OLAP_LEVEL$ | FUNCTION.O
fromclause_g_ FROM layerslist_
layerslist_ ::= attribute_from_g_ [, layerslist_]
attribute_from_g_ ::* GIS_LAYER
fromclause_o_ ::= FROM attribute_from_o_
attribute_from_o_ ::= OLAP_CUBE
whereclause_g_ ::= WHERE gis_filter_
gis_filter_ gis_predicate_ AND gis_filter_
gis_filter_ gis_predicate_ OR gis_filter_
gis_filter_ NOT(gis_filter_)
gis_filter_ (gis_filter_)
whereclause_o_ ::= WHERE olap_filter_
olap_filter_ ::= olap_predicate_
olap_filter_ ::= olap_predicate_ OR olap_filter_
olap_fi.lter_ : := NOT(olap_f ilter_)
olap_filter_ ::= (olap_fliter.)
sliceclause. ::= SLICE slicefilterlist.
slicefilterlist. ::=attribute_path_ [, slicefilterlist.]
gis_predicate_ ::= attribute_path_g_ IN (single_result_subquery_)
gis_predicate_ ::= GIS.PREDICATE
olap_predicate_ :: = attribute_path_o_ IN (single_result_subquery_)




reg_exp ::= atom [ kleene.plus I kleene I 
[ ( concatenation I union ) 
atom constraint I "(" reg.exp ")" 
kleene
kleenePlus : " + "  
optional "?"
concatenation ::* "." 
union : "I"
contraint : "[" condition "]•'
condition ::* equality [ condition ] 
equality function value | attribute value 
value : = literal | variable
attribute ::= common.attribute I date.attribute I
time.attribute | timestamp.attribute 
variable "fl" identificador
literal ::= careterea
common.attribute : := ("A"-"Z" |"a"-"z")+
date.attribute ::= "ts\_date" 1 "tf\_date"
time.attribute ::* ''t8\_time" 1 "tf\_time"
timestamp.attribute ::* "ts" | "tf"
function identificador (parametros)
Cuadro E.2: Sintaxis de RE-SPaM.
e-RE-SPaM :=
["WITH" "TABLE" name (attribute_name [, attribute.name]*) "AS" 
piet-qlLite respam
piet-qlLite :* SELECT q2_
q2_ := CIS gislist_ fromclause_g_ [whereclause.g.] 
single_result_subquery_ := SELECT q3_
q3_ := GIS attribute.from.g. fromclause_g_ [whereclause.g.]
q3_ = CUBE attribute_patb_o_ fromclause_o_ [whereclause_o_] [sliceclause_]
gislist_ := attribute_path_g_ [, gislist_]
attribute.path.g. := attribute_g_.attribute_path_g_
attribute.g. := GIS.ATTRIBUTE I FUNCTION.G
olaplist_ := attribute.path.o. [, olaplist.]
attribute.path.o. := attribute_o_.attribute_path_o_
attribute_o_ := OLAP.MEMBER I OLAP_LEVEL$ I FUNCTION.0
fromclause_g_ := FROM layerslist.
layerslist. := attribute.from_g_ [, layerslist.]
attribute.from.g. := GIS.LAYER
fromclause.o. : = FROM attribute.from.o.
attribute.from.o. := OLAP.CUBE
whereclause.g. := WHERE gis.filter.
gis.filter. := gis.predicate. AND gis.filter.
gis.filter. := gis.predicate. OR gis.filter.
gis.filter. := N0T(gis_filter.)
gis.filter. := (gis.filter.)
whereclause.o. := WHERE olap.filter.
olap.filter. := olap.predicate.
olap.filter. := olap.predicate. OR olap.filter.
olap.filter. := NOT(olap.filter.)
olap.filter. : = (olap.filter.)
sliceclause. := SLICE slicefilterlist.
slicefilterlist. :=attribute_path_ [, slicefilterlist.]
gis.predicate. := attribute.path.g. IN (single.result.subquery.)
gis.predicate. := GIS.PREDICATE
olap.predicate. := attribute.path.o_ IN (single.result.subquery.)
Cuadro E.3: Sintaxis de RE-SPaM++.
Apéndice F
Análisis de memoria
Los tiempos (le ejecución del algoritmo Húngaro (Miuikres) son demasiado 
lentos, por ejemplo 5000vs5000 tarda 24hs. Se puede seguir optimizando las 
estructuras de datos para minimizar aún más la escritura a disco (tanto por 
parte de código ó por paginación de memoria a memoria virtual).
Vamos a realizar un análisis en cuanto a las estructuras de datos que se uti­
lizan. Para dar una idea, comparar 20000vs20000 actualmente necesita 6,5Gb 
de memoria, pero como veremos en este análisis, en algunos casos, se podría 
reducir a 560Mb.
F . l .  L ectu ra  d e  las fu en tes  d e d a tos
En primer lugar en el archivo de configuración se definen las dos fuentes de 
datos, en este caso, una consulta a una BD. Esos registros en su totalidad son 
cargados a memoria.
Suponer que records1 son N  registros y records2 son M  registros.
Para saber la memoria ocupada tenemos que calcular cuanto ocupa cada 
elemento de recordsl y de records2 y multiplicarlos por N y M respectivamente.
La estructura donde se almacenan los registros es un HashSet. La estructura 
almacena objetos del tipo Record. Cada puntero a objeto en Java es de 12 bytes. 
Luego:
TM(X) = Tamaño en memoria de X
TM(recordsl) =  N*(12+TM(Record)) =  N*12
Simplificando, si tenemos que N=20000, TM(recordsl) =  240Kb
Podríamos decir que es despreciable la memoria utilizada por las coleccio­
nes en Java que almacenan los registros y asumir que es la estructura más 
conveniente y a su vez más simple de utilizar.
F .2 . A p lican d o  las fu n cion es de com paración
Una vez leídos los registros se procede a aplicar las funciones de comparación 
y guardar los resultados para su posterior procesamiento.
Para meternos en contexto, el proceso que resuelve el match, que imple- 
menta IMatcher tiene el siguiente método:
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p u b lic  a b s t r a c t  L is t< I P a ir < R e c o r d »  m atching
(
A rrayL ist< R ecord>  re c o rd s l  ,
A rrayL ist< R ecord>  reco rds2  ,
R ecordF unction  acore ,
R esu lt r e s u l t
)
Donde score es la función de comparación y result es el objeto donde se 
van a ir almacenando los resultados.
La decisión de optar por ArrayList para pasar los registros es por su lectura 
en 0(1) debido a que los datos son almacenados en back-end por un arreglo. 
Las comparaciones se almacenan en una matriz, siempre y cuando supere el 
valor de minScore.
f l o a t  v =  s c o r e . s c o r e ( r e c o r d s l  . get  ( i ) , r e c o r d s 2 . g e t ( j )) 
i f  (v >= minScore)  
cos tos  [ i , j ] = v
El valor minScore es definido como parámetro en la función. La matriz de 
costos almacena valores del tipo f lo a t y no double debido a que float ocupa 
4 bytes y double 8.
El espacio en disco de la matriz de costos es:
TM(costos) = N  * M  * 4
Si tuviéramos que
s(recordsl) = s(records2) = 20000 —> T M  (costos) =  1600000000 =  1600A/6
F .3 . M atriz  d e  co sto s
Como se aprecia, la matriz de costos utilizándola de manera nativa ocupa 
mucha memoria. Esta estructura para gran volumen de datos debe ser optimi­
zada.
El uso del parámetro minScore es de mucha utilidad. Por ejemplo en ejem­
plos realizados configurándolo en 0.6, donde s(records 1) =  s(records2) = 5000 
en vez de almacenar 5000 * 5000 = 25000000 valores sólo (le utilidad tema 
345952 valores. Por lo tanto información útil es del sólo del 1.3 %.
Hasta aquí se describe el procesamiento común. Las demás estructuras son 
propias de cada algoritmo que implemente el matching, es decir, el proceso de 
resolución.
F .4 . A lg o r itm o  húngaro
La implementación utilizada está descripta en http: //www. public. iastate. 
edu/~ddoty/HungarianAlgorithm.html
Vamos a analizar las estructuras utilizadas por el algoritmo húngaro. Esto 
algoritmo es de 0 (n 4).
El algoritmo redbe como parámetro la matriz de costos y retoma una matriz 
mask con ceros y unos. La interpretación de esta matriz es:
mask[i][j] = 1 =>■ recordal [i], records2[j]esunmatch 
Las estructuras utilizadas en el algoritmo son:
costos’ Una copia de la matriz de costos, 
m ask Una matriz de N  * M.
p a th  Una matriz de N  * M  * 2. Su definición en Java es: path[N*M] [2]
La matriz mask almacena valores tipo byte. La utilización de byte es que 
una parte de el algoritmo escribe valores distintos a 0 o 1 para marcarlos. La 
matriz path almacena in t. Esta matriz se utiliza para ir guardando índices.
Utiliza otras estructuras pero son despreciables en comparación con las 
matrices.
F .4 .1 . C á lcu lo  de  m e m o ria  u til iz a d a
Analicemos ahora cuanto necesita de memoria para el caso de N  * M. El 
cálculo lo realizaremos sumando los espacios de cada estructura utilizada. Las 
estructuras utilizadas son:
costos Utilizada para almacenar los costes y luego leerlos para mostrar los 
resultados.
m ask El algoritmo húngaro está pensado para minimizar la suma total de la 
asignación. Nosotros queremos maximizar. Si la matriz de costes se le 
encuentra el valor máximo largest y a cada elemento hacemos
costos [¿] \j] =  largest — costos[i\[j]
Encontrar la asignación que minimice para esa matriz de costos modifi­
cada (costos’) nos resuelve la asignación máxima para costos.
p a th  Se utiliza en el paso 5 del algoritmo. Ver HungarianAlgorithm
m ask matriz donde se devuelve el resultado
El tamaño requerido para resolver el matching donde s (records 1) =  N  y 
s(records2) = M  es:
TM(ALL) =  TM(costos) +  TM{costosf) +  TM(mask) +  TM{jpath) 
— 2TM(costos) +  TM(mask) -I- TM(jpath)
= 2NM  *4 + N M  + NM 4 * 2 
= 8NM  +  N M  + 8N M  
= 17NM
Luego para s(recordsl)=s(records2)=20000
TM (ALL) = 17* 20000 * 20000 = 68000000006 =  6485M6
TM(costos)=TM(costos’) son matrizes del tipo f lo a t  y en Java ocupan 4 
bytes. La matriz path es una matriz de tipo in t  que en Java ocupa 2 bytes.
F .5 . O p tim ización
En esta sección vamos a ver posibles optimizaciones.
F.5.1. A lm acenam iento en disco
El almacenamiento en disco nos salva del uso excesivo de memoria. Ya se 
realizadon pruebas pero el resultado en los tiempos son muy malos debido a 
la cantidad de loops que realiza el algoritmo húngaro lo que lleva a muchas 
lecturas sobre la matriz y por ende al disco.
Se descarta del uso del disco para ir guardando porciones de la matriz.
F.5.2. N aturaleza de las m atrices
Una matriz podemos catalogarla con respecto a la cantidad de información 
útil como densa ó espaciada.
Las densas contienen mucha más información, es decir cada elemento tiene 
un valor asignado. En cambio las espaciadas tienen muy pocos valores asigna­
dos, la mayoría do los elementos nunca fueron asignados con im valor.
La matriz de costos con ayuda del parámetro minScorc, la podemos ar­
mar como una matriz espaciada. De esta manera podemos reducir de manera 
drástica su espacio.
Si la matriz de costos es espaciada recalculemos el nuevo espacio total ne­
cesario. Se calcula con minScore=0.8. El total asignado es sólo el 1 %.
TM (ALL) = 8N M  * 0,01 + N M  +  8N M  
= 0,08 ATM + 9NM  
= 9,08 ATM
Luego para s(recard,8l) =  s(records2) = 20000
T{ALL) = 9,08 * 20000 * 20000 = 3632M6
Realmente como vamos a utilizar colecciones para implementar las matrices 
(si utilizamos colecciones estándar) son punteros a Float. Los punteros en Java 
ocun 12 bytes. Luego:
TM(ALL) = (12 +  8)N M  * 0,01 + N M  + 8N M  
= 0,2ATM + 9NM  
= 9,2NM
T(ALL) = 9,2 * 20000 * 20000 =  3680M6
Si analizamos en el algoritmo la matriz path por fila y columna sólo un 
dato es útil. Por ello es una matriz espaciada. La matriz mask no es espaciada.
TM (ALL) = 8N M  * 0,01 + N M  + 8N M  * 0,01 
= 0,08ATM + N M  + 0,08 ATM 
=  1,16 N M
T(ALL)  =  1,28 * 20000 * 20000 =  448Mb 
Si utilizamos colecciones estándar para implementarlo:
TM(ALL) = (12 + 8)N M  * 0,01 + N M  + (12 + 8)N M  * 0,01 
=  0,2 N M  +  N M  +  0,2 N M  
= 1,4 N M
T(ALL)  =  1,4 * 20000 * 20000 =  560M6
Hemos analizado y asumiendo que utilizen minScore adecuado y la función 
de comparación retoma valores adecuados (por ejemplo que no retome siempre 
1) y no se están comparando tablas donde todos sus datos son iguales se ha 
reducido el espacio necesario de 6485Mb a 560Mb, un total del 91,36% menos.
F .6 . C onclusión
Como se demuestra en este apartado, es muy performante la utilización de 
matrices espaciadas cuando se está utilizando el algoritmo Húngaro con muchos 
datos.
En casos que no haya demasiados datos es más eficiente la utilización de arreglos 
nativos del lenguaje. Por lo tanto para pocos datos se debe utilizar arreglos 
nativos y para mmuchos datos matrices espaciadas.
Apéndice G
Descripción de los archivos 
utilizados en el caso práctico































5224 BRASIL - (CEARA)
5225 BRASIL - (GOLAS)
5218 BRASIL - (MINAS GERAIS)
5220 BRASIL - (RIO GRANDE DEL NORTE)
























3090 COREA ( N O U S A R )

































































































































2230 PUERTO RICO (ESTADO ASOCIADO)
3220 QATAR
4260 REINO UNIDO











2380 SAN CRISTOBAL Y NEVIS
4280 SAN MARINO
2295 SAN PEDRO Y MIQUELON
2350 SAN VICENTE Y LAS GRANADINAS
1452 SANTA ELENA
2340 SANTA LUCIA
4310 SANTA SEDE (VATICANO)
5211 SANTO DOMINGO
1570 SANTO TOME Y PRINCIPE
1340 SENEGAL
5222 SERBIA

















5070 TERRITORIOS VINCULADOS A AUSTRALIA
2280 TERRITORIOS VINCULADOS A DINAMARCA
1460 TERRITORIOS VINCULADOS A ESPAA
2310 TERRITORIOS VINCULADOS A ESTADOS UNIDOS
5110 TERRITORIOS VINCULADOS A ESTADOS UNIDOS
1470 TERRITORIOS VINCULADOS A FRANCIA
5090 TERRITORIOS VINCULADOS A FRANCIA
2290 TERRITORIOS VINCULADOS A FRANCIA
2300 TERRITORIOS VINCULADOS A LOS PAISES BAJOS
5100 TERRITORIOS VINCULADOS A NUEVA ZELANDA
3440 TERRITORIOS VINCULADOS A PORTUGAL
3410 TERRITORIOS VINCULADOS AL REINO UNIDO
2270 TERRITORIOS VINCULADOS AL REINO UNIDO
5080 TERRITORIOS VINCULADOS AL REINO UNIDO
4330 TERRITORIOS VINCULADOS AL REINO UNIDO




2240 TRINIDAD Y TOBAGO
1453 TRISTAN DA CUNHA
1410 TUNEZ














5093 WILLIS Y FUTUNA
3480 YEMEN

























































120 Corea del Norte
121 Corea del Sur














































































173 Is. Reina Maud




240 Is. Turks & Caicos
28 Is. Vírgenes Británicas
257 Is. Vírgenes USA
255 Is. Wake
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