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aplicación,) relativos) a) la) captura,) procesamiento,) visualización) y) utilización) de)
fotogramas,) que) originalmente) no) disponen) de) precisión) métrica.) La) investigación)
básica) y) aplicada) realizada) confluye) en) la) obtención) de) resultados) de) indudable)
relevancia)científica)y)tecnológica.))
La) investigación) realizada,) incorpora) el) desarrollo) metodológico) para) ) la)
incorporación)de)fotogramas))con)distinta)resolución)espacial,)en)mosaicos)construidos)
con)diversas) fuentes) fotogramétricas) y) ) ) que)abarcan)amplias) áreas)del) territorio.) El)
tratamiento) ) de) imágenes) procedentes) de) UAVs) y) la) optimización) de) los)
procedimientos)para)realizar)correcciones)geométricas)automáticamente,)sin)apoyo)de)
datos) topográficos) de) campo,) constituye) un) avance) digno)de)mencionar,) por) lo) que)
supone)de)aportación)al)conocimiento,)como)por)la)enorme)repercusión)practica)que)
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Resumen
El documento consta de cuatro cap´ıtulos, en el primero se define el marco
en el que se desarrolla el trabajo de investigacio´n, y los objetivos a alcanzar.
El segundo cap´ıtulo presenta el estado del arte sobre la generacio´n de infor-
macio´n geoespacial, y su gestio´n y actualizacio´n. El tercer cap´ıtulo muestra
los materiales y me´todos utilizados: plataformas de vuelo, sensores, software,
zonas de vuelo, etc. En el cuarto cap´ıtulo se presentan los resultados que
resumimos a continuacio´n:
Con el objetivo de integrar y gestionar ortofotograf´ıas con diferentes ca-
racter´ısticas y procedentes de varios or´ıgenes, se ha desarrollado una sis-
tema´tica sustentada en arboles jera´rquicos, que permite gestionar las im-
portantes cantidades de informacio´n espacial disponible y acceder a ella de
forma sencilla y a´gil. La investigacio´n ha incluido, en un territorio de 89.000
Km2, los procedimientos para generar el a´rbol de teselas, los suba´rboles y
un estudio de exactitud posicional.
Se han generado distintas soluciones para incrementar el potencial de
plataformas de vuelo tripuladas remotamente, dotadas con sensores a bordo,
de ellas se destacan:
Integracio´n de los sensores con la plataforma de vuelo, mediante pro-
tocolos de procesamiento de la informacio´n, con soluciones basadas en
hardware y software libre, destacando entre ellos el autopiloto Ardupi-
lot Mega y el protocolo de comunicacio´n inala´mbrica MAVLINK.
Procesamiento automa´tico de la informacio´n suministrada por la plata-
forma y los sensores, utilizando software especializado de procesamiento
de ima´genes y software fotograme´trico, y estableciendo flujos de trabajo
entre ambos. Se ha empleado software de co´digo abierto para favorecer
la interoperatividad y compatibilidad entre las distintas herramientas;
entre las herramientas utilizadas destacan ImageJ y MicMac, as´ı como
la posibilidad de adaptar el software a la naturaleza de las ima´genes a
procesar, lo cual nos ha permitido llevar a cabo una optimizacio´n de
dicho software.
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El proceso de optimizacio´n de los diferentes para´metros para mejorar
la geometr´ıa, para el que se han utilizado las ima´genes capturadas con
dos ca´maras diferentes y dos plataformas de vuelo.
El procedimiento para generar una ortofoto, analizando su funcionali-
dad y la calidad del resultado final.
El documento se completa con las conclusiones del trabajo y con los Anexos
en los que se han recogido las l´ıneas de co´digo correspondientes a los dis-
tintos programas desarrollados para la captura, gestio´n, optimizacio´n de la
geometr´ıa de las ima´genes capturadas y visualizacio´n de las ortofotos.
2
Summary
This document consists of four chapters, the first one contains the fra-
mework in which the present PhD thesis is developed, and describes the
objectives achieved in this thesis. The second chapter provides a literature
review of creation, management and update of geospatial information. The
third chapter describes materials and methods used: aerial platforms, sensors,
software, flight areas, etc. The fourth chapter provides the results, which here
we describe a general view of them:
It has been developed a method based in hierachical trees to integrate and
manage orthophotos from different sources and with different characteristics,
which allows a more efficient access to geospatial information. This research
includes procedures on generating tree tiles and evaluates its positional ac-
curacy in an area of 89.000 Km2.
It has been developed different methodologies to explore the potential for
using unmanned aerial vehicle with sensors:
Sensors integration with aerial platform developing new protocols of
information processing, based in open source software and hardware,
like Ardupilot Mega, an open source unmanned aerial vehicle, and MA-
VLINK, a protocol for communicating with small unmanned vehicle.
Automated processing of information relating to logs generated by sen-
sor and aerial platform, using image processing software and photo-
grammetry tools workflows. It has been used open source software,
which encourages software compatibility and interoperability; we have
used MicMac and ImageJ, and, as they are open-source programs, we
have made optimization of their parameters, accomodating software to
image content.
Two cameras and two aerial platforms have been used to optimize pa-
rameters of the software involved.
It has been designed and developed a workflow to make an orthophoto,
and it has been evaluated its accuracy and usefulness.
Finally, this document ends with conclusions and annexes, which collect
source code developed for tasks of capturing, management and geometry





Segu´n el Instituto Geogra´fico Nacional 1 (IGN), se conoce por informacio´n
geogra´fica o espacial a todo dato vinculado a una posicio´n sobre el terreno.
Debido a la complejidad que presenta la informacio´n geogra´fica (cantidad de
elementos que la componen, propiedades dimensionales, etc), explotar todo su
potencial presenta cierta complejidad, por lo que es necesario almacenarlas de
forma estructurada en bases de datos geogra´ficas, llevando a cabo operaciones
de consulta y modificacio´n a trave´s de un Sistema de Informacio´n Geogra´fica
(SIG).
Un SIG es una tecnolog´ıa que permite analizar y gestionar la informa-
cio´n espacial con el fin de resolver problemas complejos de planificacio´n y
gestio´n (Llopis 2006). Ma´s informalmente, se puede definir un SIG como un
entorno de trabajo automatizado en el que se dispone toda la informacio´n
contenida en un conjunto de mapas necesarios para un determinado estudio,
informacio´n que se puede combinar y relacionar, estando cada elemento espa-
cial identificado individualmente con todas sus caracter´ısticas (Nun˜ez-Alonso
1989).
Los SIGs cada vez gestionan ma´s informacio´n debido a la demanda que
se experimenta en a´mbitos educativos, gestio´n del territorio, medio ambien-
te, urbanismo, registro de la propiedad, etc, a lo que se suma el aumento
del volumen de datos espaciales aportados por diversas fuentes (telepercep-
cio´n, censos, etc), variedad de formatos, diversas escalas, etc. En torno a
esta a´rea existe un amplio y activo campo de investigacio´n, desarrollando e
implantando nuevos me´todos para tratamiento, organizacio´n y compresio´n
de ima´genes (Meaden and Kapetsky 1992); plataformas universales como
1http://www.ign.es/ign/resources/cartografiaEnsenanza/ideeEso/I-IDE/I-
IDE/recursos/I-IDE.pdf, accedido 6 Febrero 2014
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Google Maps 2, Yahoo maps 3 y Bing Maps 4 organizan y estructuran la
informacio´n en mosaicos empleando metodolog´ıas que agilizan el acceso.
Otra importante evolucio´n ha tenido lugar en las te´cnicas empleadas para
generar informacio´n geogra´fica a trave´s de fotogrametr´ıa ae´rea: la introduc-
cio´n de veh´ıculos ae´reos no tripulados (UAVs), las tecnolog´ıas de mapeado
y el uso de ca´maras fotogra´ficas digitales, se emplean hoy d´ıa como herra-
mientas complementarias a sistemas convencionales como aviones tripulados
y teledeteccio´n en la adquisicio´n de informacio´n a pequen˜a o gran escala de
un objeto o feno´meno. Un UAV puede ser controlado de forma remota, o de
forma auto´noma por un dispositivo integrado en el UAV (Jenaro-de Mencos
2013, Eisenbeiss 2004), cuyos para´metros se pueden monitorizar y modificar
desde una estacio´n de control (GCS) a trave´s de un enlace inala´mbrico; en los
u´ltimos an˜os, los mo´dulos xbee se presentan como una opcio´n econo´mica y
eficiente, ampliamente utilizada en redes de sensores basados en el protocolo
802.15.4 Zigbee (Mayalarp et al. 2010); un UAV que incorpore un mo´dulo
xbee puede comunicarse con otros sistemas que integren estos mo´dulos: GCS,
otras redes de sensores, etc (Todd et al. 2007), con enlaces inala´mbricos teo´ri-
cos de 40km utilizando antenas dipolo y visio´n directa5.
Los UAV tienen un amplio abanico de aplicaciones, como elaboracio´n de
modelos digitales, gestio´n del territorio, planificacio´n urbana, evaluacio´n de
cata´strofes, agricultura de precisio´n, inspeccio´n del terreno, etc; segu´n auto-
res como Jenaro-de Mencos and Pin˜eiro-Garc´ıa-de Leo´n (2014), los UAV, y
en especial una variante conocida como NAV (nano UAV), con un peso tan
reducido que no dan˜a a una persona en caso de impacto, ni requiere con-
templar medidas espec´ıficas de coordinacio´n del espacio ae´rea, en la pro´xima
decada estara´n cada vez ma´s presentes en entornos urbanos.
Los datos recopilados por el UAV presentan ciertas caracter´ısticas que
exigen un tratamiento previo a la generacio´n del producto final como pueden
ser una ortofoto de precisio´n, un DTM, DSM, etc. Lograr efectuar este pro-
cesado de forma eficaz y automa´tica es un proceso clave en el uso de UAVs
para teledeteccio´n.
Las nuevas tecnolog´ıas permiten abaratar costes en sensores de captacio´n
de ima´genes, popularizando el uso de ca´maras no profesionales para usos
me´tricos; sin embargo estas ima´genes no poseen me´trica adecuada para fines
precisos y presentan deformaciones geome´tricas, siendo necesario algoritmos
de correccio´n. No obstante, en los u´ltimos an˜os, la visio´n computacional ha
2maps.google.es, accedido 7 Febrero 2014
3http://espanol.maps.yahoo.com/, accedido 7 Febrero 2014
4http://www.bing.com/maps/, accedido 7 Febrero 2014
5http://www.digi.com/products/wireless-wired-embedded-solutions/zigbee-rf-
modules/point-multipoint-rfmodules/xbee-pro-868#specs, accedido 4 Marzo 2014
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trabajado activamente en el procesamiento de este tipo de ima´genes para
aplicar en mu´ltiples a´mbitos, desarrollando algoritmos que permiten detec-
tar caracter´ısticas distintivas en ima´genes (correlacio´n de ima´genes); un alto
porcentaje de estos algoritmos esta´n enfocados al mercado reciente, cada vez
ma´s amplio, de dispositivos mo´viles que integran sensores gene´ricos, dotando
a estos dispositivos de valor an˜adido y proporcionando un enorme potencial.
Uno de los a´mbitos de aplicacio´n es el reconocimiento de patrones, incluso
en condiciones poco favorables: iluminacio´n deficiente, ima´genes borrosas,
cambios en la escena, etc, permitiendo relacionar ima´genes entre s´ı de forma
eficiente. Estos algoritmos permiten que un dispositivo mo´vil detecte ciertos
elementos en ima´genes y efectu´e diversas operaciones (rastrear objetos en
movimiento, fusionar ima´genes, etc).
Las ima´genes obtenidas en condiciones no favorables, como es el caso de
las recogidas desde UAV normalmente con ca´maras no profesionales, una
vez tratadas con te´cnicas de visio´n por computador pueden alcanzar niveles
de precisio´n y calidad suficientes para desarrollar numerosas utilidades. Un
aspecto importante a resaltar es que combinando visio´n por computador y
fotogrametr´ıa, se pueden generar modelos tridimensionales e ima´genes con
me´trica de forma automa´tica a partir de ima´genes, simplificando procesos
manuales (Bejarano et al. 2013). Es por ello que se plantea una tesis con los
siguientes objetivos:
Objetivos
El objetivo general de esta tesis es disen˜ar e implementar una sistema´tica
de generacio´n de ortofotos y procesamiento de ima´genes, de forma automa-
tizada a partir de vuelos UAV realizados con ca´maras sin me´trica precisa,
organizando, estructurando e integrando el resultado en un mosaico compa-
tible con plataformas universales.
Los objetivos espec´ıficos son:
Disen˜ar e implementar un algoritmo que organice y estructure orto-
fotos en mosaicos fa´ciles de usar, sin consumo de grandes recursos y
compatibles con plataforma universales.
Disen˜ar e implementar una sistema´tica para la captura y tratamiento
de ima´genes procedentes de plataformas UAVs.
Optimizar los procedimientos para la generacio´n automa´tica de ima´ge-





2.1. Integracio´n de ortofotograf´ıas proceden-
tes de varios or´ıgenes en un sistema uni-
versal
El ra´pido crecimiento de hardware y software, unido a los requerimientos
de informacio´n geogra´fica por parte de la comunidad de usuarios, ha aumen-
tado el uso de sistemas SIG para analizar, procesar y gestionar informacio´n
geoespacial. El hecho de que Internet se encuentra cada vez ma´s presente en
todos los a´mbitos, facilitando el intercambio de informacio´n, ha ocasionado
una evolucio´n natural de los SIG hacia las llamadas Infraestructuras de Datos
Espaciales (IDE) (Rodr´ıguez-Pascual et al. 2007).
Un IDE permite visualizar, superponer, consultar y analizar la informa-
cio´n geogra´fica publicada en Internet, siguiendo unos esta´ndares establecidos
por la Directiva Inspire (EU 2007) y el Open Geospatial Consortium(OGC);
la informacio´n esta´ compartida en la red, y el usuario accede mediante uno
de los Sistemas de Informacio´n que constituye el IDE, el cual transmite la
informacio´n geogra´fica siguiendo el esta´ndar WMS del OGC a trave´s de un
servicio de mapas (Pascual et al. 2006). La idoneidad del formato de los da-
tos, medios de transmisio´n, y cantidad de informacio´n que se ha de transmitir
desempen˜a un papel fundamental en la percepcio´n de latencia o retraso que
tiene el usuario del sistema, siendo el caso de ima´genes ra´ster el elemento
ma´s representativo. Existen numerosos ejemplos de Sistemas de Informa-
cio´n, como son el Sistema de Informacio´n Geogra´fica de Identificacio´n de
Parcelas Agr´ıcolas (SIGPAC) (Miro´n-Pe´rez 2005), orientado a la gestio´n de
ayudas agrarias; GEOPISTA 1, Sistema de Informacio´n territorial de co´digo
1http://www.geopista.com/, accedido 30 Noviembre 2013
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abierto para los Ayuntamientos que permite georreferenciar tanto la infor-
macio´n como la propia gestio´n municipal; IDEAndaluc´ıa 2, geoportal de la
Infraestructura de Datos Espaciales de Andaluc´ıa para consultar informacio´n
geogra´fica de la Comunidad Auto´noma; IDEE 3, Infraestructura de Datos Es-
paciales de Espan˜a; etc. Elementos de gran importancia que constituyen un
IDE son las ortofotos, cuyo nu´mero puede llegar a ser muy elevado, por lo
que para realizar un uso y gestio´n eficaz de e´stas es necesario estructurarlas
y organizarlas; el Plan Nacional de Ortofotograf´ıa Ae´rea (PNOA) establece
unas directivas para este fin, dividiendo las hojas cartogra´ficas hasta escala
1:5000, aunque en diversas situaciones la divisio´n de las hojas puede llegar a
producirse hasta escala 1:500; Cuadrado et al. (2006) exponen la dificultad
de lograr continuidad geome´trica y homogeneidad entre las series cartogra´fi-
cas y dentro de ellas, analizando diferentes soluciones al problema, pero sin
llegar a ninguna definitiva.
El avance tecnolo´gico y progresivo abaratamiento de sensores contribuye
a que la informacio´n geoespacial generada sea cada vez mayor, llegando a
la cantidad de varios terabytes al d´ıa (Li and Bretschneider 2007). Para
agilizar la transmisio´n de datos, una opcio´n es emplear las nuevas te´cnicas
desarrolladas en transmisio´n de ima´genes. Srinivas et al. (1999) proponen
transmisio´n progresiva de ima´genes ra´ster, comprimiendo y transmitie´ndolas
gradualmente. Una vez las imagenes comprimidas han llegado al cliente, se
reconstruyen.
No obstante, estas te´cnicas no son suficientes por el volumen de datos
espaciales que deben gestionar los servidores, por lo que es necesario recurrir
a otras te´cnicas. Cuando se lleva a cabo una consulta a un servidor de mapas,
e´ste determina cua´l es el a´rea de intere´s a transmitir. Para acelerar el proceso
y no procesar el mapa ra´ster completo, los servidores de mapas implementan
un mecanismo denominado “teselado”: el mapa se divide en regiones ma´s
pequen˜as denominadas teselas, siendo cada una de e´stas la unidad mı´nima de
transmisio´n; se pueden definir varios niveles de detalle y establecer jerarqu´ıas,
constituyendo una estructura piramidal de teselas que es almacenada en una
“cache´” con espacio limitado. Cuando el cliente efectu´a consultas espaciales
al servidor, e´ste determina que´ teselas constituyen la regio´n de intere´s y, en
caso de que no este´n en “cache´”, procede a la generacio´n piramidal de teselas
y su transmisio´n bajo demanda hacia el cliente.
Kang et al. (2001) proponen uso de “cache´” en los clientes para acelerar
el acceso a las teselas, y anticiparse a la peticio´n de nuevas teselas generando
aquellas con mayor probabilidad de ser accedidas en funcio´n del patro´n de
2www.ideandalucia.es, accedido 30 Noviembre 2013
3www.idee.es, accedido 07 Abril 2014
10
Cap´ıtulo 2. Estado del arte
acceso de los usuarios, operacio´n denominada precacheo. Por otro lado, crear
las teselas en la cache´ del servidor presenta el inconveniente de que puede
llegar a crecer exponencialmente al incorporar sucesivamente nuevos niveles
de detalle, por lo que no siempre es posible crear una pira´mide de teselas de un
mapa completo; Quinn and Gahegan (2010) proponen un modelo predictivo
de las a´reas ma´s accedidas de un mapa, precacheando en el servidor pira´mide
de teselas de a´reas concretas de un mapa.
Las plataforma universales tienen como objetivo hacer llegar la informa-
cio´n geogra´fica a colectivos heteroge´neos no especializados, ofreciendo inter-
faces sencillos y polivalentes (Batty et al. 2010). El ejemplo ma´s claro y
conocido es GoogleMaps4, geoportal que tuvo sus comienzos en el an˜o 2005,
cuyo objetivo era organizar la informacio´n mundial y hacerla accesible al
usuario (Metternicht 2006); para permitir a los usuarios desarrollar geopor-
tales a medida, Google publico´ una interfaz de programacio´n de aplicaciones
(API) en Junio de 2005 dando la oportunidad a los usuarios de integrar ma-
pas de Google en aplicaciones propias, desarrollando tecnolog´ıas orientadas
al usuario altamente interactivas, favoreciendo su integracio´n en la Web 2.0.
Otros ejemplos populares de geoportales universales son Bing Maps5, Yahoo
Maps6, OpenStreetMap7.
Estos geoportales estructuran la informacio´n geoespacial de forma di-
ferente a las plataformas tradicionales, ya que la metodolog´ıa anterior de
cacheado no es escalable al volumen de usuarios que soportan los geopor-
tales universales. Implementan una te´cnica similar al teselado, denominada
quadtree, estructura en a´rbol en la que cada nodo tiene 4 hijos (Samet 1984),
siguiendo los mapas una divisio´n espacial recursiva, muy u´til para visualizar
mapas en aplicaciones de tiempo real, por ejemplo servicios web online de
mapas (Bereuter and Weibel 2012). Los nodos representan un mapa con un
determinado nivel de detalle; este mapa se divide en cuatro a´reas, y cada
uno de sus cuatro hijos representa una de estas cuatro a´reas, pero con mayor
nivel de detalle que el nodo padre. De esta forma, a medida que se exploran
los niveles ma´s profundos del a´rbol, los nodos se corresponden con a´reas de
menor extensio´n geogra´fica y mayor resolucio´n de p´ıxel. Cada nodo del a´rbol
recibe el nombre de tesela, y el camino seguido desde la tesela origen o prin-
cipal del arbol, hasta una tesela en particular, define una nomenclatura de
teselado. Los geoportales implementan la jerarqu´ıa de forma similar, siendo
la principal diferencia la nomenclatura de teselado, que se puede consultar
4https://maps.google.es/, accedido 3 Diciembre 2013
5http://www.bing.com/maps/, accedido 3 Diciembre 2013
6http://maps.yahoo.com/, accedido 3 Diciembre 2013
7http://www.openstreetmap.org, accedido 3 Diciembre 2013
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en Google Maps API documentation8, OSGEO Tile Map Service(TMS) Spe-
cification 9, Virtual Earth Tile System de Microsoft 10. El OGC adopta esta
te´cnica a trave´s del esta´ndar Web Map Tile Service(WMTS), mejorando el
rendimiento y escalabilidad de los servicios web de mapas al simplificarse
el procedimiento, ya que recibe directamente peticiones de teselas. La op-
timizacio´n de la sistema´tica de generacio´n del a´rbol es un aspecto crucial,
particularmente importante cuando se pretende incorporar ima´genes de dis-
tinta resolucio´n espacial, procedentes de diversas fuentes, distinta resolucio´n
temporal, etc; variar el orden de generacio´n y recorrido del a´rbol produce
ide´nticos resultados, pero difiere en gran medida en la eficiencia lograda.
2.2. Tratamiento de ima´genes procedentes de
UAVs y optimizacio´n de los procedimien-
tos de generacio´n automa´tica de ima´ge-
nes con me´trica
La te´cnica de correlacio´n de ima´genes se emplea para identificar p´ıxeles
comunes en un conjunto de ima´genes, p´ıxeles que pasan a denominarse puntos
de intere´s. En fotogrametr´ıa, los puntos de intere´s se han venido utilizando
principalmente para aplicaciones de orientacio´n de ima´genes o reconstruccio´n
3D. La eficacia de un detector se establece en funcio´n de la precisio´n con que
identifica el punto, su estabilidad frente a transformaciones geome´tricas, e
invarianza frente a cambios de iluminacio´n y contraste (Remondino 2006).
Se han desarrollado algoritmos de correlacio´n que emplean ima´genes cap-
turadas a partir de ca´maras sin me´trica precisa. Basan su funcionamiento en
la deteccio´n de puntos de intere´s, e identifica una regio´n el´ıptica e invariante
alrededor de cada punto que se define como regio´n de intere´s. Las regio-
nes detectadas son invariantes a transformaciones geome´tricas, iluminacio´n,
contraste, escalado, etc, y han demostrado ser herramientas muy u´tiles para
generar modelos tridimensionales, detectar patrones, detectar objetos, crear
panoramas, etc. (Sima and Buckley 2013). Una aplicacio´n muy popular y
extendida es la creacio´n automa´tica de panoramas (Brown and Lowe 2003),
tarea que antes requer´ıa ir introduciendo de forma interactiva y ordenada
las ima´genes, y ajustar manualmente la unio´n entre ima´genes; sin embargo,
8https://developers.google.com/maps/documentation/javascript/v2/overlays?hl=es-
ES&csw=1#Google Maps Coordinates, accedido 7 Diciembre 2013
9http://wiki.osgeo.org/wiki/Tile Map Service Specification, accedido 7 Diciembre
2013
10http://msdn.microsoft.com/en-us/library/bb259689.aspx, accedido 7 Diciembre 2013
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los algoritmos desarrollados permiten realizar todo el proceso de forma au-
toma´tica y sin necesidad de grandes recursos, actualmente un gran nu´mero de
ca´maras fotogra´ficas digitales generan panoramas de forma auto´noma. Ma´s
ejemplos de aplicacio´n de estos algoritmos los encontramos en un algoritmo
desarrollado por Achantay et al. (2009) para identificar automa´ticamente
objetos que visualmente resaltan sobre el resto de la imagen. Otra a´rea o
disciplina que se esta´ viendo revolucionada es la biome´trica, cuyo a´mbito de
aplicacio´n ma´s popular es la videovigilancia y los sistemas de identificacio´n,
entre otros (Kisku et al. 2007); Bicego et al. (2006) investigan el potencial
de estos detectores para reconocimiento de caras, Alonso-Fernandez et al.
(2009) llevan a cabo ensayos en los que estos algoritmos se emplean en el
reconocimiento de iris, Rattani et al. (2007) los aplican para reconocimiento
facial y huellas dactilares, y Arbab-Zavar et al. (2007) en el reconocimiento
de o´ıdos.
La incorporacio´n de ca´maras en dispositivos mo´viles, unido a la mayor
potencia de ca´lculo de e´stos y su uso cada vez ma´s generalizado, ha converti-
do estos dispositivos en un importante a´mbito de aplicacio´n, en el que el uso
de algoritmos de visio´n por computador proporciona un gran valor an˜adi-
do. Henze et al. (2009) destacan la importancia de los dispositivos mo´viles
como medio de interaccio´n con objetos para obtener informacio´n detallada;
esta interaccio´n requer´ıa el uso de algunos marcas visuales (co´digos QR, co´di-
go de barra bidimensionales) o de radiofrecuencia (RFID, etc), sin embargo,
el uso de regiones de intere´s posibilita la interaccio´n natural con los obje-
tos, sin necesidad de marcas visuales adicionales, ya que el algoritmo detecta
caracter´ısticas inherentes a la propia imagen (Chen et al. 2011), y realiza
una bu´squeda en una base de datos remota (Girod et al. 2011); el dispositivo
mo´vil env´ıa la imagen a un sistema que extrae las regiones y realiza la bu´sque-
da, o extrae las regiones y las env´ıa al sistema para efectuar la bu´squeda, la
eleccio´n de un me´todo u otro viene determinado por el tipo de conexio´n que
posee el dispositivo. Otros autores llevan a cabo seguimiento de objetos en
tiempo real, implementando una versio´n simplificada de los algoritmos debi-
do a la limitacio´n de potencia de ca´lculo de estos dispositivos, imponiendo
ciertas restricciones al sistema (Wagner et al. 2008), y filtrando correlaciones
incorrectas mediante RANSAC (Random Sample Consensus) (Fischler and
Bolles 1981). RANSAC es un algoritmo iterativo no determinista para esti-
mar los para´metros del modelo matema´tico que establece homograf´ıas entre
dos conjunto de datos; la probabilidad de e´xito en su ejecucio´n depende en
gran medida del nu´mero de iteraciones, obteniendo como resultado un con-
junto de inliers o datos que se ajustan al modelo, y outliers o datos que no
se ajustan al modelo.
Otra aplicacio´n de estos algoritmos es la generacio´n de modelos tridimen-
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sionales. Una tarea necesaria en toda operacio´n de reconstruccio´n 3D es la ca-
libracio´n del dispositivo de captura de ima´genes. Con los algoritmos actuales
de visio´n por computador, el proceso se simplifica a trave´s de procedimien-
tos de auto calibracio´n, que dependen u´nicamente de las regiones detectadas
entre ima´genes, logrando mayor flexibilidad y un entorno de trabajo menos
restrictivo (Geng et al. 2013). Kittenberger et al. (2014) muestran un sistema
MAV (micro air vehicle) con una micro ca´mara de 23 gramos, sin necesidad
de disponer de una ca´mara fija y calibrada en el a´rea de vuelo; Papachristou
and Delopoulos (2014) desarrollan un algoritmo capaz de evaluar la calidad
geome´trica de los puntos correlacionados en un escenario del que se posee un
modelo de calibracio´n de´bil.
En fotogrametr´ıa, el desarrollo de nuevas tecnolog´ıas, como el caso de
los UAVs, hace que el procedimiento de adquisicio´n de ima´genes sea diferen-
te y no se haga bajo las condiciones habituales, sino expuestas a mayores
deformaciones geome´tricas y texturizado deficiente, por lo que es necesario
incorporar nuevas metodolog´ıas; Lingua et al. (2009b) exponen que se pue-
den aplicar te´cnicas de visio´n por computador, concretamente detectores de
regiones de intere´s, logrando resultados ma´s eficaces.
Actualmente existen mu´ltiples detectores de regiones de intere´s. Bay
et al. (2006) presentan un detector y descriptor de puntos invariante a cam-
bios de escala y rotacio´n, denominado Speed Up Robust Features(SURF),
mejorando la velocidad respecto a otros detectores, muy u´til para aplicacio-
nes en tiempo real, pero no es eficaz cuando las ima´genes se ven sometidas
a rotaciones considerables (Lingua et al. 2009a). Lowe (2004) propone Scale
Invariant Feature Transform (SIFT), algoritmo que, a trave´s de cuatro fa-
ses, detecta puntos robustos e invariantes a rotaciones y cambios de escala,
iluminacio´n, puntos de vista, y desenfoque de la imagen. Una variante de
SIFT es PCA-SIFT (Ke and Sukthankar 2004), que empleando una repre-
sentacio´n simplificada de regiones de intere´s logra un algoritmo ma´s ra´pido
y con menor consumo de recursos, pero sensible a operaciones de escalado y
desenfoque (Lingua et al. 2009a). SIFT es ma´s lento y no siempre responde
bien ante fuertes cambios de iluminacio´n, pero no se ve afectado por rotacio-
nes, cambios de escala, transformaciones afines, y es robusto ante condiciones
geome´tricas y radiome´tricas adversas (Wessel et al. 2007). Es un detector
muy versa´til para todo tipo de aplicaciones.
Lingua et al. (2009a) aplican SIFT junto con otros algoritmos foto-
grame´tricos tradicionales, obteniendo resultados comparables a los obteni-
dos con la te´cnica fotograme´trica tradicional LSM (Least Squared Mat-
ching). Cuando existen grandes distorsiones no es posible aplicar te´cnicas
fotograme´tricas tradicionales en este escenario, ofreciendo SIFT mejores re-
sultados.
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En fotogrametr´ıa, SIFT se ha empleado mayormente para registrar ima´ge-
nes (De Mat´ıas et al. 2009). Obtener la orientacio´n de las ima´genes es un re-
quisito obligado en todas aquellas tareas que implican algu´n tipo de co´mputo
3D, como generar el modelo digital del terreno (DTM). La orientacio´n de las
ima´genes puede venir dada en diversos modelos de orientacio´n; en un proyec-
to que requiere un resultado en coordenadas geode´sicas se genera en primer
lugar los modelos de orientacio´n interior y relativo, para transformar poste-
riormente el modelo de orientacio´n relativo en absoluto (Horn 1987).
Una vez se obtiene el modelo de orientacio´n absoluto, se debe incorporar
un informe de calidad del resultado. El Comite´ Federal de Datos Geogra´ficos
(FGDC) establece y desarrolla esta´ndares que definen procedimientos de ge-
neracio´n de datos, transferencia, y requisitos de calidad (Federal Geographic
Data Committee 1998a). El FDGC define el Esta´ndar Nacional para la Pre-
cisio´n de Datos Espaciales (NSSDA) (Federal Geographic Data Committee
1998c), me´todo estad´ıstico con el que se estima la exactitud posicional de
ciertos puntos, tanto en mapas como en estructuras geoespaciales, tomando
como referencia puntos georeferenciados con mayor precisio´n (Federal Geo-
graphic Data Committee 1998b).
Obtener el modelo de orientacio´n absoluto es una operacio´n compleja,
clasifica´ndose los me´todos existentes en lineales y no lineales. Los me´todos
lineales son ma´s eficientes computacionalmente, pero menos precisos y robus-
tos; los me´todos no lineales son ma´s precisos y robustos, pero presentan un
mayor costo computacional, y parten de una estimacio´n inicial del resultado.
Una aproximacio´n para resolver el problema es definir un modelo no lineal
de mı´nimos cuadrados, obtener una estimacio´n inicial de la orientacio´n ab-
soluta a trave´s de te´cnicas lineales, transformar el sistema no lineal en lineal
y resolver iterativamente. La adecuacio´n de la estimacio´n inicial es cr´ıtica
para lograr una convergencia correcta y eficiente, dando lugar a propuestas
para obtener anal´ıticamente la orientacio´n absoluta inicial; estas te´cnicas se
conocen en fotogrametr´ıa bajo la denominacio´n DLT (transformacio´n directa
lineal) (Abdel-Aziz and Karara 1971). DLT emplea correspondencias entre
p´ıxeles de la imagen y coordenadas geode´sicas del terreno para obtener la
matriz de transformacio´n.
Los me´todos DLT emplean correspondencia entre 3 puntos (Fischler and
Bolles 1981), 4 puntos (Hung et al. 1985), 6 o´ ma´s puntos (Sutherland 1974).
Son me´todos efectivos y fa´ciles de implementar, aunque no son robustos y
son altamente susceptibles a posibles variaciones en coordenadas 2D de pun-
tos de la imagen, ma´s au´n si se emplean escasos puntos (Wan and Xu 1996).
Haralick et al. (1989) sen˜alan que usando me´todos de mı´nimos cuadrados el
error disminuye aportando ma´s puntos de control, pero es un proceso com-
plejo, costoso, requiere una gran inversio´n de tiempo, adema´s de la dificultad
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de asignar coordenadas 3D a p´ıxeles de la imagen con la precisio´n y exactitud
adecuadas; Haralick et al. (1994) han realizado ensayos con algoritmos DLT
basados en 3 puntos, llegando a la conclusio´n de que el orden en el que se
efectu´an las operaciones, o una inadecuada distribucio´n de puntos de control
sobre el terreno, afecta al resultado final, aspecto de enorme importancia y
au´n no resuelto, por lo que es necesario desarrollar nuevas metodolog´ıas que
permitan obtener un nu´mero adecuado de puntos distribuidos homoge´nea-
mente por todo el terreno.
Otros autores proponen me´todos en los que las correspondencias no se
establecen entre puntos, sino entre figuras, argumentando que se cometen
menos errores, logrando algoritmos ma´s robustos y precisos. Drewniok and
Rohr (1997) presentan un algoritmo basado en la localizacio´n de determina-
dos objetos conocidos para orientar de forma automa´tica ima´genes ae´reas.
Ethrog (1984) emplea l´ıneas paralelas y perpendiculares presentes en obje-
tos de la imagen. Ji et al. (2000) establece correspondencia entre puntos,
l´ıneas, elipses y c´ırculos. No obstante, no siempre es posible localizar figuras
geome´tricas distribuidas de forma homoge´nea.
Segu´n Haralick et al. (1989), la precisio´n de los me´todos que establecen
correspondencias entre puntos se puede mejorar aumentando el nu´mero de
puntos y la precisio´n de las coordenadas 2D y 3D; para simplificar el coste
y complejidad del proceso se establece como objetivo clave su optimizacio´n
y automatizacio´n. Morgado and Dowman (1997) proponen un algoritmo que
detecta puntos correlativos entre ima´genes ae´reas y un mapa georeferenciado
de escala similar, aunque algunos de los puntos de control no se correlacio-
nan correctamente debido a la altura del terreno, y tampoco presentan una
distribucio´n homoge´nea; Heipke (1997) estudio´ una posible automatizacio´n
del proceso, llegando a la conclusio´n de que no era posible lograr un proce-
dimiento general va´lido para cualquier situacio´n, ya que su eficiencia viene
determinada por caracter´ısticas inherentes de la propia imagen y la existen-
cia de objetos identificables, requisito que suelen cumplir las ima´genes ae´reas
de un nucleo urbano, pero de dif´ıcil cumplimiento en otras situaciones, como
por ejemplo parcelas agrarias. Zhao et al. (2008) proponen una metodolog´ıa
que permite generar ortofotos a trave´s de un UAV sin necesidad de puntos de
control; cada vez que el sistema captura una imagen, obtiene la informacio´n
de posicio´n y orientacio´n de los sensores del UAV, y la encapsula junto a la
imagen capturada, pero podemos decir que, aunque la precisio´n de los sen-
sores de posicio´n y orientacio´n es adecuada para localizar y orientar al UAV,
no es suficiente para generar una ortofoto, siendo necesario corregir el error
de los sensores; para ello, partiendo de las coordenadas geode´sicas asignadas
a una imagen, es posible obtener las coordenadas geode´sicas de cada p´ıxel
de la imagen, contrasta´ndolas con las coordenadas obtenidas a trave´s de una
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fuente de mayor precisio´n; tras corregir los errores de los sensores, el autor
llega a la conclusio´n de que el error de localizacio´n y orientacio´n se debe
principalmente a la posicio´n de los sensores en el UAV, y permanece cons-
tante a lo largo de todas las ima´genes, por lo que so´lo es necesario calcular
el error en una de las ima´genes, y aplicar la misma correccio´n al resto. Sin
embargo, aunque este me´todo permite obtener ortofotos en un per´ıodo corto
de tiempo, el error que subyace despue´s de aplicar la correccio´n es de varios
metros; los autores no concretan si el estudio es va´lido para cualquier UAV
y otros sensores de posicio´n y orientacio´n.
Wessel et al. (2007) desarrollan un algoritmo cuyo objetivo es generar,
en tiempo real, ortofotos georeferenciadas a partir de ima´genes SAR (Radar
de Apertura Sinte´tica) tomadas desde sate´lite. Una vez se han obtenido las
ima´genes, para generar la orientacio´n absoluta de e´stas se necesita disponer,
entre otras cosas, de la trayectoria seguida por el sate´lite. Definiendo pun-
tos de control en las ima´genes, se puede calcular la trayectoria seguida por
el sate´lite; identificar y posicionar estos puntos manualmente en las ima´ge-
nes SAR es una tarea compleja. A trave´s de SIFT, Wessel et al. (2007)
correlacionan las ima´genes recientes con otras georeferenciadas existentes,
utilizando los puntos detectados en la imagen georeferenciada como puntos
de control, y a trave´s de la coordenada Z de un modelo digital del terreno
existente (DEM) se obtiene la tercera coordenada del punto sobre el terreno.
A trave´s de varios tests, comprueban que el algoritmo funciona correctamen-
te utilizando ima´genes de diferentes zonas urbanas, escenas capturadas con
diferentes a´ngulos de incidencia, distintas o´rbitas y sensores, etc; no obstan-
te, la eficacia de SIFT presenta una fuerte dependencia del contenido de la
imagen y de una textura adecuada, afectando a la cantidad y precisio´n de
puntos de control detectados, prueba de ello son los resultados obtenidos por
Chureesampant and Susaki (2014), que desarrollan un algoritmo que extrae
de forma automa´tica puntos de control de ima´genes SAR polarime´tricas ob-
tenidas de diferentes sate´lites y distintos puntos de vista, aplicando SIFT
junto con una minimizacio´n del error cuadra´tico medio sobre una imagen
resultante de la combinacio´n de las diferentes imagenes polarizadas; el resul-
tado de la combinacio´n presenta una relacio´n sen˜al ruido (SNR) mayor que
la relacio´n SNR de cada imagen, que contribuye a que la precisio´n obtenida
en los puntos de control sea mayor que aplicando SIFT sobre cada imagen
polarizada.
Una estrategia para hacer ma´s eficiente la automatizacio´n del proceso
de generacio´n del modelo de orientacio´n absoluta es abordar el problema a
trave´s de SIFT, pero aplicando una optimizacio´n que identifique con pre-
cisio´n un nu´mero elevado de puntos al correlacionar ima´genes procedentes
de diferentes fuentes. Lowe (2004) propone una serie de valores por defecto
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para los para´metros de SIFT, pero May et al. (2010) exponen que una op-
timizacio´n de los para´metros en funcio´n de la naturaleza de las ima´genes y
el tipo de aplicacio´n permitir´ıa mejores resultados. SIFT se controla a trave´s
de 17 para´metros (May et al. 2010); determinar el valor o´ptimo para cada
para´metro implicar´ıa millones de pruebas con ima´genes, por lo que los autores
investigan la influencia de los para´metros ma´s representativos en un conjunto
de ima´genes en particular. Se han llevado a cabo numerosos trabajos de in-
vestigacio´n sobre optimizacio´n en diversos campos, Yi et al. (2008) propone
un criterio de restriccio´n de escalas (nScales) para correlacionar puntos clave;
Cheung and Hamarneh (2009) presentan una extensio´n para el caso de ima´ge-
nes multimodales, utilizando histogramas multidimensionales para crear los
descriptores de puntos clave. Jagadish and Sinzinger (2008) trabajan con
ima´genes con alto rango dina´mico (HDR), adaptan el detector a este tipo de
ima´genes y modifican el umbral de rechazo del vecino ma´s pro´ximo (NNDR)
a 0.6, lo que les permite incrementar la precisio´n del algoritmo. Battiato
et al. (2007) y Heipke (1997) prueban varios valores del umbral de rechazo
mediante experimentacio´n, e igualmente comprueban que disminuyendo el
umbral mı´nimo de contraste, se reduce el nu´mero de puntos detectados, pero
son ma´s estables. Park et al. (2008) optimizan los para´metros de SIFT para
identificar huellas dactilares, utilizando 4 octavas con 5 escalas y un valor
sigma de 1.8, comprobando que valores mayores de sigma reduce el nu´mero
de caracter´ısticas. Sima and Buckley (2013) y May et al. (2010) exponen, de
forma general, que los para´metros con mayor influencia en el funcionamiento
del algoritmo son sigma, escalas por octava, umbral de contraste, umbral de
rechazo del vecino ma´s pro´ximo; en el caso de ima´genes ae´reas, estos auto-
res sostienen que el umbral mı´nimo de contraste, escalas por octava y sigma
son los para´metros ma´s significativos, pero son necesarios estudios comple-
mentarios para optimizarlos y contrastar su utilidad frente a diferentes tipos
de ima´genes y aplicaciones. El umbral de contraste influye en la ejecucio´n
del algoritmo SIFT cuando se aplica en ima´genes ae´reas no urbanas, como
pastizales, donde la imagen esta´ ”mal texturizada”; Lingua et al. (2009b)
y Cesetti et al. (2010) proponen me´todos para corregir automa´ticamente el
umbral de contraste. Liu et al. (2008) llevan a cabo una optimizacio´n del
algoritmo para correlacionar ima´genes SAR multitemporales en los que los
p´ıxeles presentan mayor correlacio´n con sus p´ıxeles vecinos que en el caso de
ima´genes o´pticas, modificando los valores por defecto del umbral de rechazo
del vecino ma´s pro´ximo (empleando el valor 1.2 frente a 0.8), el nu´mero de
escalas var´ıa entre 2 y 15 y el taman˜o de la matriz de histogramas entre 2
y 22; los experimentos muestran que aumentar el taman˜o de la matriz de
histogramas no influye significativamente en el resultado, pero aumentar el
nu´mero de escalas s´ı mejora la eficiencia de SIFT en ima´genes SAR multi-
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temporales; el resultado de la optimizacio´n es un incremento en el nu´mero de
correlaciones detectadas, y un algoritmo ma´s robusto a la presencia de ruido
en la imagen.
Tras la revisio´n bibliogra´fica de algoritmos desarrollados en los u´ltimos
an˜os para correlacionar ima´genes o´pticas multitemporales, sin me´trica preci-
sa, tomadas de mu´ltiples fuentes, teniendo como objetivo final la generacio´n
automa´tica de ima´genes con me´trica, los trabajos desarrollados son escasos,





3.1. Integracio´n de ortofotograf´ıas proceden-
tes de varios or´ıgenes en un sistema uni-
versal
3.1.1. Materiales
El a´rea de trabajo seleccionada comprende toda la Comunidad Auto´no-
ma de Andaluc´ıa. Se han empleados dos subconjuntos de ortofotos. Un pri-
mer subconjunto esta´ constituido por 2.744 ortofotos generadas en el an˜o
2004, dentro del espectro visible; la resolucio´n espacial es de 1 metro, di-
mensio´n media de 7.600x5.000 p´ıxeles y georeferenciacio´n European Datum
1950 (ED50) con sistema de proyeccio´n Universal Transversa de Mercator
(UTM). El segundo subconjunto esta´ constituido por una ortofoto generada
en el an˜o 2007, dentro del espectro visible, con el mismo sistema de referencia
y proyeccio´n que la anterior, con resolucio´n espacial de 15 cm y dimensio´n
30.188x17.812 p´ıxeles, ubicada en las coordenadas geogra´ficas 38◦15’42.46”N;
4◦40’46.94”W, en la provincia de Co´rdoba (ver figura 3.1).
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Figura 3.1: Localizacio´n geogra´fica de una ortofoto de 15cm de resolucio´n de un a´rea de
la provincia de Co´rdoba
El equipamiento informa´tico hardware que se empleo´ para este estudio
esta´ constituido por un ordenador de sobremesa convencional Intel Core 2,
1.86 Ghz, 4GB de RAM, con sistema operativo Windows XP.
Las herramientas software empleadas han sido el lenguaje de programa-
cio´n perl 1. Disen˜ado por Larry Wall en 1987, es un lenguaje de propo´sito
general con sintaxis similar a C, awk y sed. Es fa´cil de usar, eficiente y
completo, interpretado, soporta programacio´n estructurada, como la progra-
macio´n orientada a objetos y la programacio´n funcional. Es software libre,
tiene licencia GNU y es multiplataforma.
Para llevar a cabo manipulaciones ma´s espec´ıficas de las ortofotos se
han empleado los paquetes de software multiplataforma y de co´digo abier-
to Imagemagick2, GDAL3 y libgeo-coordinates-utm-perl4. Imagemagick es
un conjunto de utilidades que permite leer y manipular ima´genes a trave´s
de l´ıneas de comandos, permitiendo a trave´s de los mu´ltiples para´metros
combinar operaciones de conversio´n de formato, edicio´n, y composicio´n de
ima´genes. GDAL es una librer´ıa de utilidades de lectura y manipulacio´n de
datos geoespaciales. Libgeo-coordinates-utm-perl es una librer´ıa de perl para
manipular coordenadas UTM. Otra herramienta software empleada es Or-
to pnoa Etrs89 vs Ed50 (Herna´ndez-Lo´pez et al. 2006), desarrollado en la
Universidad de Castilla. Se emplea para convertir de sistema de referencia
ED50 a ETRS89 y viceversa.
1http://www.perl.org/, accedido 26 Noviembre 2013
2http://www.imagemagick.org, accedido 26 Noviembre 2013
3http://www.gdal.org/, accedido 26 Noviembre 2013
4http://packages.ubuntu.com/uk/source/lucid/all/libgeo-coordinates-utm-perl, acce-
dido 10 Abril 2014
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3.1.2. Principio ba´sico de una estructura Quadtree en
Google Maps
Se ha utilizado como elemento de referencia para integrar fotograf´ıas
ae´reas el mosaico creado por Google Maps, que esta´ constituido principalmen-
te por ima´genes sate´lite y fotograf´ıas ae´reas, ambas de actualizacio´n perio´di-
ca; son ima´genes de 256x256 p´ıxeles (Aydin et al. 2008), denominadas teselas,
con proyeccio´n geogra´fica de Mercator y sistema de referencia WGS84.
Las teselas se estructuran en una jerarqu´ıa en a´rbol de cuatro ramas (Elis-
salde 2007, Samet 1984), como se ilustra en la figura 3.2, donde los niveles
inferiores incrementan la resolucio´n espacial, y los niveles superiores la co-
bertura geogra´fica.
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Figura 3.2: A´rbol jera´rquico de teselas
La propia estructura quadtree (cuatro ramas) lleva impl´ıcita un sistema
de georeferenciacio´n que determina las coordenadas centrales de cualquier
tesela del a´rbol; se parte de dos variables x, y que toman valores en el rango
[0,1] sobre la tesela origen del mapa mundial, x toma valores de 0 a 1 de Oeste
a Este, e y toma valores 0 a 1 de Norte a Sur. En funcio´n de la etiqueta de
la tesela, es posible calcular las coordenadas (x,y) de su esquina superior
izquierda, y calcular sus coordenadas geogra´ficas5 aplicando la ecuacio´n 3.1.
latitud = 2 · arctan(e(1−2·y)·pi) · 180
pi
− 90
longitud = 360 · x− 180
(3.1)
3.1.3. Precisio´n geome´trica del a´rbol jera´rquico
Se han utilizado los datos de 588 puntos geode´sicos levantados topogra´fi-
camente, repartidos por la Comunidad Auto´noma de Andaluc´ıa (Romero-
5http://msdn.microsoft.com/en-us/library/bb259689.aspx, accedido 9 Diciembre 2013
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Jime´nez et al. 2011), y se evalu´a la exactitud geome´trica del a´rbol jera´rquico
quadtree aplicando las funciones de la ecuacio´n 3.2, donde Et es el error
total, Ex la exactitud posicional en la coordenada horizontal X, Ey es la
exactitud posicional en la coordenada horizontal Y, (xg, yg) las coordenadas
horizontales de un punto geode´sico g identificado en un mapa, y (x′g, y
′
g) las
coordenadas del punto geode´sico g segu´n otra fuente de mayor precisio´n. Pa-




(x′g − xg)2 + (y′g − yg)2
Ex(g) = x′g − xg
Ey(g) = y′g − yg
(3.2)
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3.2. Tratamiento de ima´genes procedentes de
UAVs y optimizacio´n de los procedimien-
tos de generacio´n automa´tica de ima´ge-
nes con me´trica
3.2.1. Software de correlacio´n de ima´genes: ImageJ
Se ha empleado la aplicacio´n Fiji6, distribucio´n del software libre Ima-
geJ 7 (Abra`moff et al. 2004), junto al plugin Feature Extraction, el cual imple-
menta SIFT con filtrado RANSAC, para detectar puntos claves en ima´genes
y correlacionarlos entre s´ı. La documentacio´n de Feature Extraction se puede
consultar en la web 8.
3.2.2. Plataforma ae´rea, conjunto de ima´genes y ubi-
cacio´n geogra´fica
Se han utilizado dos conjuntos de ima´genes de una misma a´rea geogra´fica,
correspondiendo cada conjunto a an˜os diferentes.
Como plataforma ae´rea se ha utilizado un aeromodelo Skywalker EPO
FPV 9, capaz de realizar vuelos de 30-45 minutos, cuyas especificaciones se
indica en la tabla 3.1.
Tabla 3.1: Especificaciones te´cnicas de la plataforma Skywalker FPV
Envergadura 1.68m
He´lice 9x6





Contiene una placa autopiloto de hardware libre ArduPilot Mega v1.4
6http://fiji.sc/Fiji, accedido 5 Marzo 2014
7http://imagej.nih.gov/ij/index.html, accedido 3 Marzo 2014
8http://fiji.sc/wiki/index.php/Feature Extraction, accedido 3 Marzo 2014
9http://www.skywalker-model.com/, accedido 1 Diciembre 2013
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(APM)10, que proporciona un vuelo seguro, estable y robusto una vez con-
figurada. Se incorpora al sistema una placa de hardware libre On Screen
Display (OSD)11, sensor de velocidad del aire12, sensores de voltaje e in-
tensidad13, un emisor de video inala´mbrico, y una ca´mara boscam HD19
ExplorerHD Full HD 1080p FPV14 para pilotaje manual.
Para maniobrar manualmente el aeromodelo se empleo´ una emisora de
radiocontrol (RC) Futaba FF915 y receptor compatible, operando en la fre-
cuencia de 433Mhz. El GCS que se utilizo´ fue el software de co´digo abierto
Mission Planner 16, que se comunica con el UAV de forma inala´mbrica utili-
zando mo´dulos Xbee 868 Mhz17. Los ficheros de telemetr´ıa generados por el
GCS se filtran y procesan en un entorno linux (Ubuntu 12.04 LTS), a trave´s
de shell scripts y algoritmos implementados en perl.
Las ima´genes ae´reas se tomaron con una ca´mara GoPro YHDC5170 18,
situada en la parte inferior del fuselaje del aeromodelo con orientacio´n ceni-
tal. Es una ca´mara robusta, compacta, bajo peso, universal, bajo coste, alta
definicio´n, con un objetivo de gran angular, lo que da lugar a gran defor-
macio´n de las ima´genes. Las especificaciones de la ca´mara se muestran en la
tabla 3.2.
Este conjunto de ima´genes se adquirio´ en Noviembre de 2011, en la pro-
vincia de Ma´laga (al sur de Andaluc´ıa, Espan˜a), con coordenadas WGS84
36◦39’41”N; 4◦27’55”W (ver figura 3.3).
Figura 3.3: Localizacio´n del a´rea de adquisicio´n de ima´genes obtenidas con ca´mara GoPro
10http://www.ardupilot.co.uk/, http://code.google.com/p/ardupilot-mega/, accedido 1
Diciembre 2013
11http://code.google.com/p/ardupilot-mega/wiki/OSD, accedido 4 Marzo 2014
12http://code.google.com/p/ardupilot-mega/wiki/Airspeed, accedido 4 Marzo 2014
13http://code.google.com/p/ardupilot-mega/wiki/Voltage, accedido 4 Marzo 2014
14http://www.boscamhobby.com/hd19.html#.UxW-pbOd7Lc, accedido 4 Marzo 2014
15http://www.futaba-rc.com/, accedido 3 Marzo 2014
16http://code.google.com/p/ardupilot-mega/wiki/Mission, accedido 6 Diciembre 2013
17http://www.digi.com/products/wireless-wired-embedded-solutions/zigbee-rf-
modules/point-multipoint-rfmodules/xbee-pro-868, accedido 6 Diciembre 2013
18http://es.gopro.com/, accedido 6 Diciembre 2013
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El UAV toma fotos cada dos segundos, variando la altitud y orientacio´n
del aeromodelo con objeto de disponer de ima´genes similares del mismo a´rea
geogra´fica, tomadas desde diversos puntos de vista y a diferente altura. La
tabla 3.2 define unos criterios en base a altitud, cabeceo y alabeo que deben
cumplir las fotograf´ıas. De todas las fotograf´ıas que cumplen los criterios,
se seleccionan 25 aleatoriamente para generar un modelo optimizado de los
para´metros del algoritmo SIFT, y otras 10 para validar el modelo.
Como referencia de imagen fotograme´trica con geometr´ıa conocida se ha
utilizado una ortofotograf´ıa de la Consejer´ıa de Medio Ambiente y Ordena-
cio´n del Territorio19. Las especificaciones de la ortofoto se puede ver en la
tabla 3.2.
Tabla 3.2: Especificaciones te´cnicas del conjunto de ima´genes, criterios, y ca´mara GoPro
Especificacio´n de la ca´mara GoPro
Taman˜o sel sensor 1/2.5”
Campo de Visio´n 170◦
Resolucio´n 2.592px x1.944 px
Distancia focal 5mm
Auto disparo 2 segundos
Criterio a cumplir por las ima´genes ae´reas
Altitud nivel del mar 153m-378m
Cabeceo -3◦ a 15◦
Alabeo -16◦ a 29◦
Ima´genes que cumplen el criterio 25
Ima´genes adicionales (que cumplen el criterio)
para validacio´n 10
Especificaciones de la ortofoto
Nombre 1067-1-1 (an˜o 2010)
Resolucio´n 15.460px x 9.900px
Resolucio´n de pixel 0.5m
Resolucio´n espectral 3 (rojo, verde, azul)
Coordenadas centrales 367.775, 4.056.605
(UTM 30N ETRS 1989)
Extensio´n 7.730m (horizontal), 4.950m (vertical)
19http://www.juntadeandalucia.es/medioambiente/site/rediam, accedido 6 Diciembre
2013
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3.2.3. Ana´lisis estad´ıstico aplicado a la optimizacio´n
de para´metros
Con objeto de cuantificar y contrastar la potencial optimizacio´n de SIFT,
se lleva a cabo un ana´lisis de la varianza de un disen˜o factorial, considerando
3 niveles de nScale y 3 niveles de sigma, y del que se realizo´ el correspondiente
estudio estad´ıstico en el conjunto de validacio´n.
3.3. Contraste de la optimizacio´n de los pro-
cedimientos de generacio´n automa´tica de
ima´genes con me´trica
3.3.1. Plataforma ae´rea, conjunto de ima´genes y ubi-
cacio´n geogra´fica
Se utilizaron dos ortofotograf´ıas de la Consejer´ıa de Medio Ambiente y
Ordenacio´n del Territorio que contienen el a´rea de estudio, cuya especificacio´n
se puede observar en la tabla 3.3; tambie´n se utilizaron 2 modelos digitales
del terreno, uno obtenido de la Consejer´ıa de Medio Ambiente y Ordenacio´n
del Territorio (tabla 3.4), y otro del Instituto Geogra´fico Nacional (IGN)
(tabla 3.5).
Tabla 3.3: Especificaciones te´cnicas de una ortofoto de la Consejer´ıa de Medio Ambiente
y Ordenacio´n del Territorio
Especificaciones de la ortofoto
Nombre 882-3-3, 882-3-4 (an˜o 2010)
Resolucio´n 15.140px x 9.880px
Resolucio´n de pixel 0.5m/p´ıxel
Resolucio´n espectral 3 (rojo, verde, azul)
Coordenadas centrales 385.125, 4.232.060 y
385.055, 4.227.435 y
(UTM 30N ETRS 1989)
Extensio´n 7.570m (horizontal), 4.940m (vertical)
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Tabla 3.4: Especificaciones te´cnicas de un modelo digital del terreno de la Consejer´ıa de
Medio Ambiente y Ordenacio´n del Territorio. Coordenadas en UTM 30N ETRS 1989
Nombre 882-3-3.xyz, 882-3-4.xyz (an˜o 2010-2011)
(formato ASCII)
Coordenadas esquina superior izquierda 381.260, 4.234.540
Coordenadas esquina inferior derecha 388.900, 4.224.980
Paso de malla 10m
Tabla 3.5: Especificaciones te´cnicas del modelo digital del terreno del IGN. Coordenadas
en UTM 30N ETRS 1989
Nombre MDT05-0882-H30.asc (an˜o 2010-2011)
(formato ASCII Grid)
Coordenadas esquina superior izquierda 366.397, 4.244.202
Coordenadas esquina inferior derecha 396.602, 4.224.597
Paso de malla 5m
Se ha utilizado una plataforma ae´rea Skywalker X820, cuyas especifica-
ciones te´cnicas se pueden ver en la tabla 3.6
Tabla 3.6: Especificaciones te´cnicas de la plataforma Skywalker X8
Envergadura 2.12m
He´lice 12x6 - 13x8
Bater´ıa 4S 3000mah - 6S 5000 mah
Variador 40 - 70A
Carga Ma´xima 3.000g
Servomotores 4
Esta plataforma es capaz de realizar vuelos de 40-45 minutos con una
carga de 3.000g. Contiene una placa autopiloto APM, ya descrita en la seccio´n
3.2.2, al igual que sistemas y sensores para control del UAV (emisora de
radiocontrol, estacio´n GCS, sensor de velocidad del aire,...).
Las ima´genes ae´reas se tomaron con una ca´mara Canon IXUS 220HS 21,
cuyas especificaciones te´cnicas se muestran en la tabla 3.7. Como firmware
20http://www.skywalker-model.com/, accedido 4 Enero 2014
21http://www.canon.es/, accedido 4 Enero 2013
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se utilizo´ CHDK 22 (canon hack development Kit), kit de desarrollo que
permite acceder a mu´ltiples funciones de la ca´mara e implementar funciones
adicionales.
Tabla 3.7: Especificaciones te´cnicas de una ca´mara Canon IXUS 220HS
Resolucio´n 4.000x3.000 p´ıxeles
Taman˜o del sensor 6.17 x 4.55 mm
Distancia focal 4.3 - 21.5 mm
Velocidad de obturacio´n 15-1/2000 seg
Estas ima´genes fueron adquiridas el 23 de Julio de 2013 en la finca de
Santa Clotilde, en el te´rmino municipal de Carden˜a (Co´rdoba), pol´ıgono 63
(parcela 5) y 64 (parcela 1), 255.6319 ha segu´n el SIGPAC, con coordenadas
38◦12’10.29”N; 4◦17’11.79”W(ver figura 3.4).
Figura 3.4: Ubicacio´n geogra´fica de la finca Santa Clotilde en Carden˜a(Co´rdoba)
3.3.2. Para´metros del vuelo
Se deseaba una resolucio´n aproximada de 12cm/p´ıxel. El terreno de la
finca presenta desniveles, por lo que la cota no es constante, el punto de
mayor altura esta´ a 757 metros, y el punto de menor altura 650 metros.
22http://chdk.wikia.com/wiki/CHDK, accedido 4 Enero 2013
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3.3.3. Validacio´n del algoritmo SIFT optimizado
Se extraen regiones de la ortofoto de la Consejer´ıa de Medio Ambiente
y Ordenacio´n del Territorio, y utilizando ImageJ se correlacionan con las
ima´genes ae´reas, con objeto de validar el modelo de optimizacio´n generado.
3.3.4. Software libre de creacio´n de ortofotograf´ıa: Mic-
Mac
MicMac23 es un conjunto de utilidades fotograme´tricas que se pueden
emplear en contextos heteroge´neos, por lo que ofrece mu´ltiples posibilidades
y opciones fotograme´tricas; en el anexo D.7 se describen las utilidades ma´s
caracter´ısticas y que se han empleado para generar ortofotos en el desarrollo
de esta tesis.
3.3.5. Equipamiento Hardware y Herramientas Soft-
ware
Se ha utilizado un servidor con 40GB de memoria RAM, 2 CPUs Intel
Xeon E5620 2.40GHz 64bits, disco duro 5TB y Ubuntu 10.10, y se ha creado
una ma´quina virtual espec´ıfica de 16GB de memoria RAM, con disco duro
de 1.8TB, CPU Intel Xeon E5620 2.40Ghz 64 bits, sistema operativo Ubuntu
12.04 LTS, en la que se han ejecutado los procesos necesarios para generar
la ortofoto; tambie´n se ha probado satisfactoriamente en MacOSX 10.7.5.
3.3.6. Precisio´n geome´trica de la ortofoto
Se ha utilizado el test de calidad posicional NSSDA (Federal Geographic
Data Committee 1998c) en la ortofoto resultante, tanto de la componente
horizontal como vertical.





4.1. Integracio´n de ortofotograf´ıas proceden-
tes de varios or´ıgenes en un sistema uni-
versal
4.1.1. Generacio´n del a´rbol de teselas
Partiendo de 2.744 ortofotos generadas en el an˜o 2004 y resolucio´n 1m,
formato jpg y archivo world file jgw asociado, se han generado 12 suba´rboles
jera´rquicos de teselas compatibles con plataformas universales, concretamen-
te con Google Maps, desde el nivel 8 hasta el nivel 15 del a´rbol jera´rquico
mundial. Dos suba´rboles se actualizaron con una ortofoto ma´s reciente del
an˜o 2007 y resolucio´n 15cm, an˜adiendo ma´s niveles en algunas de sus ramas.
Para ello, se definieron varias fases o etapas de tratamiento de la infor-
macio´n espacial, disen˜ando y desarrollando los algoritmos necesarios para
completar cada etapa.
4.1.1.1. Pasos previos. Sistema de proyeccio´n y coordenadas
Se propone una sistema´tica de transformacio´n al sistema de referencia
ETRS89, y una transformacio´n del sistema de proyeccio´n UTM a proyeccio´n
geogra´fica de Mercator para cada ortofoto, a trave´s de un archivo por lotes,
obtenie´ndose un conjunto de ficheros tif con sus correspondientes ficheros
world file tfw, a los que se realiza una conversio´n de formato tif a jpg, y un
renombrado del fichero world file tfw a jgw.
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4.1.1.2. Generacio´n de un suba´rbol
Partiendo del a´rbol general que presenta al mapa del mundo como tesela
origen, se define que´ suba´rbol S se desea generar; para ello, se debe especificar
el identificador “a” del nodo ra´ız del suba´rbol S y el nu´mero de niveles N a
generar (es decir, la profundidad del a´rbol), como ilustra la figura 4.1.
t
tq tr ts tt
a
S
Figura 4.1: Subrama del a´rbol general de teselas
El orden de insercio´n de las teselas en el a´rbol no influye en la estructura
y organizacio´n del a´rbol final (Bereuter and Weibel 2012). En esta tesis, se
ha propuesto un modelo de abajo hacia arriba que ha consistido en generar
en primer lugar todas las teselas hoja del a´rbol.
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Generacio´n de los identificadores de las teselas hoja. Se han gene-
rado los identificadores de las 4N teselas del nivel N utilizando un algoritmo
recursivo disen˜ado “ad hoc”; el diagrama de flujo que proponemos se puede
observar en la figura 4.2.
Figura 4.2: Diagrama de flujo del algoritmo generador de identificadores de teselas
El algoritmo comprueba si el nivel en el que se encuentra actualmente
(n actual) coincide con la profundidad ma´xima que se requiere (n fin), en
caso afirmativo se ha llegado al nodo hoja del suba´rbol a generar; en caso
contrario, se realizan cuatro llamadas recursivas al algoritmo para recorrer las
ramas hijas q-r-s-t, pasando como para´metros el nivel actual incrementado en
uno, el identificador actual concatenando la letra correspondiente en funcio´n
de la rama a recorrer, y el nivel ma´ximo requerido. Ba´sicamente, el algoritmo
hace un recorrido preorden del a´rbol hasta llegar a la profundidad requerida.
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Generacio´n de teselas hoja. En la figura 4.3 se puede observar el dia-
grama de flujo del algoritmo que proponemos para generar las teselas hoja.
Figura 4.3: Diagrama de flujo del algoritmo de generacio´n de teselas hoja
En esta fase ya se habra´n generado los identificadores de todas las te-
selas hoja a generar, nuestra propuesta permite calcular las coordenadas de
la esquina superior izquierda siguiendo la metodolog´ıa descrita en el apar-
tado 3.1.2. Para generar las coordenadas de la esquina inferior derecha, se
disen˜a e implementa una funcio´n recursiva que obtiene el identificador de
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la tesela adyacente del mismo nivel con ubicacio´n geogra´fica abajo y a la
derecha de la tesela actual, cuyo pseudoco´digo se muestra a continuacio´n en
la funcio´n AbaDer, que a su vez hace uso de las funciones auxiliares recur-
sivas Der y Aba para obtener el identificador de las teselas adyacentes del
mismo nivel, cuya ubicacio´n geogra´fica esta´ a la derecha, en el caso de Der,
y abajo en el caso de Aba; una vez se obtiene el identificador, se obtienen las
coordenadas geogra´ficas aplicando lo comentado en el apartado 3.1.2.
Funcion AbaDer (id tesela)
Quitar ultima letra del identificador de la tesela, y guardar el resultado en la variable id2 tesela
Si la ultima letra es “q”, Devolver id2 tesela, an˜adiendo “s” al final
Si la ultima letra es “r”, Devolver Der(id2 tesela), an˜adiendo “t” al final
Si la ultima letra es “s”, Devolver AbaDer(id2 tesela), an˜adiendo “q” al final
Si la ultima letra es “t”, Devolver Aba(id2 tesela), an˜adiendo “r” al final
Funcion Der (id tesela)
Quitar ultima letra del identificador de la tesela, y guardar el resultado en la variable id2 tesela
Si la ultima letra es “q”, Devolver id2 tesela, an˜adiendo “r” al final
Si la ultima letra es “r”, Devolver Der(id2 tesela), an˜adiendo “q” al final
Si la ultima letra es “s”, Devolver Der(id2 tesela), an˜adiendo “t” al final
Si la ultima letra es “t”, Devolver id2 tesela, an˜adiendo “s” al final
Funcion Aba (id tesela)
Quitar ultima letra del identificador de la tesela, y guardar el resultado en la variable id2 tesela
Si la ultima letra es “q”, Devolver id2 tesela, an˜adiendo “t” al final
Si la ultima letra es “r”, Devolver id2 tesela, an˜adiendo “s” al final
Si la ultima letra es “s”, Devolver Aba(id2 tesela), an˜adiendo “r” al final
Si la ultima letra es “t”, Devolver Aba(id2 tesela), an˜adiendo “q” al final
Conociendo la regio´n geogra´fica definida por las coordenadas de las dos
esquinas de una tesela, proponemos una metodolog´ıa de localizacio´n y ex-
traccio´n de las ortofotos que la contengan, ya sea parcial o totalmente, redi-
mensionando a 256x256 p´ıxeles y generando la tesela. En caso de que ninguna
ortofoto contenga la regio´n, se genera una tesela negra.
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La figura 4.4 es un ejemplo ilustrado de aplicacio´n del algoritmo, en la









Figura 4.4: Generacio´n de la tesela hoja “tqssrrrtqstqssqs”
Generacio´n de las teselas del resto de niveles . Una vez generadas
todas las teselas hoja, se procede a generar las teselas de los niveles supe-
riores del a´rbol. El primer paso del algoritmo propuesto es marcar todas las
teselas hoja del nivel N como no procesadas. A continuacio´n, el algoritmo
busca un cuarteto de teselas no procesadas de un nivel cualquiera M≤N (en
la primera iteracio´n del algoritmo todas las teselas son del nivel N, y esta´n
sin procesar), que tengan identificadores IDq, IDr, IDs, IDt, siendo ID un
prefijo comu´n a estas cuatro formado por combinacio´n de las letras “q,r,s,t”;
se combinan entre s´ı generando una tesela intermedia de resolucio´n 512x512
p´ıxeles. Esta tesela intermedia se redimensiona a 256x256 p´ıxeles generando
una tesela del nivel M-1 con identificador ID, y las cuatro teselas se marcan
como procesadas; se repite todo el proceso con otro cuarteto de teselas ID’q,
ID’r, ID’s, ID’t, y as´ı sucesivamente. En las primeras iteraciones del algo-
ritmo, existira´n teselas hoja del nivel N no procesadas, teselas del nivel N
procesadas, teselas del nivel N-1 procesadas y no procesadas; a medida que
el algoritmo siga iterando, llegara´ un momento que no existan ma´s cuartetos
de teselas del nivel N por procesar, por lo que se habra´ generado el nivel N-1
por completo. El algoritmo termina cuando no quedan cuartetos de teselas
por procesar. En la figura 4.5 se muestra un diagrama de flujo del algoritmo
descrito.
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Figura 4.5: Diagrama de flujo del algoritmo de generacio´n de teselas de niveles superiores
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En la figura 4.6 se muestra un ejemplo del resultado obtenido al aplicar
el algoritmo propuesto sobre un cuarteto de teselas, en el que se detallan los




(512 x 512 píxeles)
qssrrrtqstqssq
(256 x 256 píxeles)
Figura 4.6: Ejemplo de generacio´n de una tesela tqssrrrtqstqssq a partir de sus teselas
hijas
Actualizacio´n del mosaico. Se proporciona un conjunto “O” de ortofotos
con el que llevar a cabo una actualizacio´n del a´rbol jera´rquico, siendo “S” el
a´rea cubierta por estas ortofotos, y n1,n2 los niveles superior e inferior del
a´rbol que se va a actualizar. El primer paso es localizar el conjunto de nodos
“p” del nivel n1 que contenga parte del a´rea “S” y que se deseen actualizar.
Una vez localizados, para cada nodo “p” se define un suba´rbol “A”, siendo
“p” el nodo ra´ız, y del que cuelgan sus nodos hijos hasta un total de |n2-n1|
niveles por debajo. La figura 4.7 muestra un ejemplo en el que hay un so´lo
nodo “p” y un so´lo a´rbol “A” a actualizar.
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Figura 4.7: A´rbol jera´rquico global y suba´rbol a actualizar. En color azul se muestra el
suba´rbol a actualizar, en verde se muestran las teselas hoja
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Una vez definido el suba´rbol “A”, se define “H” como el conjunto formado
por todas las teselas hoja de “A”. Para cada tesela h ∈ H, si existe alguna
ortofoto o ∈ O con una regio´n s comu´n con parte de la tesela h, se actualiza
la tesela h con la regio´n s de o. Una vez actualizadas todas las teselas hoja,
se procede a generar los niveles superiores del suba´rbol, sin superar el nivel
n1 del a´rbol jera´rquico global. La figura 4.8 presenta un diagrama de flujo
del algoritmo.
Figura 4.8: Diagrama de flujo del algoritmo de actualizacio´n del a´rbol
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Optimizacio´n del algoritmo de generacio´n de hojas/generacio´n de
niveles superiores/actualizacio´n del a´rbol. Para hacer ma´s eficaces
las operaciones sobre el a´rbol, se implemento´ un algoritmo que lleva a cabo
los procedimientos de generacio´n de hojas y niveles superiores en el caso
de creacio´n del a´rbol, o actualizacio´n de hojas y niveles superiores en el
caso de actualizacio´n. En los apartados anteriores, hemos descrito la primera
aproximacio´n efectuada para generar el a´rbol, que comprende dos fases, una
en la que se actu´a sobre las hojas, y otra en la que se actu´a sobre los niveles
superiores, por lo que requerir´ıa recorrer el a´rbol dos veces. Se unificaron las
operaciones en un algoritmo recursivo que recorre en preorden cada una de
las cuatro ramas del a´rbol, cuyo caso base es la generacio´n de una tesela hoja.
Una vez llega al caso base, genera/actualiza la tesela hoja y vuelve al punto
de ejecucio´n de la penu´ltima llamada. Cuando se han recorrido en preorden
las cuatro ramas, se genera la tesela padre de las cuatro ramas. La figura 4.9
muestra el diagrama de flujo del algoritmo.
Figura 4.9: Diagrama de flujo del algoritmo optimizado generador/actualizador del a´rbol
jera´rquico
La figura 4.10 muestra un esquema de recorrido de una de las ramas de un
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Figura 4.10: Recorrido optimizado del a´rbol, mostrando en que´ orden se genera cada tesela.
Algunos autores proponen un algoritmo dividido en dos fases para gene-
rar el a´rbol: una primera fase en la que se generan las teselas hoja, y una
segunda fase en la que se generan los niveles superiores (Sample and Ioup
2010); esta divisio´n implica una ejecucio´n ma´s ineficiente que la que hemos
propuesto al ser necesario recorrer el a´rbol ma´s de una vez. Otros autores
emplean sistemas que permiten generar la jerarqu´ıa de forma paralela (ar-
quitecturas con mu´ltiples unidades de ejecucio´n, sistemas distribuidos, ... ),
creando varias subtareas que se ejecutan simulta´neamente (Guan et al. 2012,
Sample and Ioup 2010); en nuestro caso, el algoritmo que hemos propuesto
permite hacer uso de este tipo de arquitecturas sin requerir para ello grandes
modificaciones, definiendo una cola de tareas que se inicializa recorriendo el
a´rbol recursivamente e insertando las tareas de creacio´n de teselas hoja y
niveles superiores, para asignar posteriormente las tareas a cada unidad de
ejecucio´n disponible.
44
Cap´ıtulo 4. Resultados y discusio´n
4.1.1.3. Resultado de la generacio´n de los suba´rboles
Se generaron los niveles comprendidos entre 8 y 15 de 12 suba´rboles
jera´rquicos correspondiente a la regio´n de Andaluc´ıa, con una resolucio´n es-
pacial ma´xima de un metro en las teselas del nivel 15. Las teselas origen
de estos suba´rboles son: tqssrrqsq, tqssrrqst, tqssrrqsr, tqssrrqss, tqssrrtrr,
tqssrrrtq, tqssrrrtt, tqssrrsqq, tqssrrrtr, tqssrrrts, tqssrrrsq, tqssrrrst, como
se muestra en la figura 4.11. Una vez optimizado el proceso, se generaron un
total de 136.593 teselas con proyeccio´n geogra´fica de Mercator y sistema de
referencia WGS84, para lo cual se necesitaron tres d´ıas y seis horas en un
equipo Intel Core 2 a 1.86Ghz, con 4GB de RAM.
tqssrrqsq tqssrrqsr tqssrrrtq tqssrrrtr tqssrrrsq
tqssrrqst tqssrrqss tqssrrrtt tqssrrrts tqssrrrst
tqssrrtrr tqssrrsqq
Figura 4.11: Cobertura geogra´fica de nodos origen de varios suba´rboles en la regio´n de
Andaluc´ıa
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Una muestra de las teselas que se generaron se presenta en la figura 4.12,
que presenta las teselas del camino seguido desde el nodo origen del suba´rbol
tqssrrrtq hasta la tesela tqssrrrtqstqssqs.
tqssrrrtqstqssqstqssrrrtqstqssqtqssrrrtqstqsstqssrrrtqstqs
tqssrrrtqstq tqssrrrtqst tqssrrrtqtqssrrrtqs
Figura 4.12: Teselas de la rama con tesela origen “tqssrrrtq” y tesela final “tqss-
rrrtqstqssqs”
Una vez generados los suba´rboles, se ha corroborado que el sistema pro-
puesto verifica conclusiones de autores como Xu et al. (2012), que sostienen
que el uso de jerarqu´ıas de teselas optimiza el tiempo de respuesta de servido-
res de mapas, ofrecie´ndose como una alternativa para almacenar y gestionar
eficientemente volumenes elevados de datos espaciales con mu´ltiple resolu-
cio´n espacial y temporal, ya que las herramientas SIG tradicionales no son
las ma´s indicadas, como Yuan et al. (2011) exponen.
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4.1.1.4. Resultado de la actualizacio´n del suba´rbol tqssrrrtq
Como se ha descrito anteriormente en la seccio´n 3.1.1, se dispone de
una ortofoto de 0.15m/p´ıxel, proyeccio´n UTM y ED50, que se transformo´ al
sistema de proyeccio´n geogra´fica de Mercator y WGS84, cuyo resultado se
muestra en la figura 4.13. Concretamente, se desea actualizar las teselas hoja
de nivel 15 que contengan el a´rea geogra´fica de la nueva ortofoto, y an˜adir 5
niveles adicionales.
Figura 4.13: Ortofoto a incorporar en el a´rbol jera´rquico
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Aplicando la ecuacio´n 3.1 y los algoritmos expuestos a lo largo de esta
seccio´n, se obtiene la cobertura geogra´fica de cada uno de los 12 suba´rboles,
siendo tqssrrrtq el suba´rbol que contiene el a´rea geogra´fica cubierta por la
nueva ortofoto; descendiendo por las ramas del suba´rbol a las diferentes te-
selas de cada nivel, se calcula la cobertura geogra´fica de cada una de ellas y
se obtiene que las teselas de nivel 15 a actualizar son tqssrrrtqsqrqrqs y tqss-
rrrtqsqrqrrt, que se muestran en la figura 4.14. Se an˜aden 5 niveles adicionales
por debajo de estas dos teselas, siendo el nivel 20 el de mayor profundidad;
de esta situacio´n se deduce que actualizar el a´rbol, a partir de ortofotos de
mayor resolucio´n espacial con cobertura geogra´fica de zonas de mayor intere´s,
hace que que no todas las ramas tengan la misma profundidad.
Figura 4.14: Teselas tqssrrrtqsqrqrqs (izquierda) y tqssrrrtqsqrqrrt (derecha), ra´ıces de los
dos suba´rboles a actualizar
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La figura 4.15 muestra los dos suba´rboles una vez actualizados, mostran-
do las ramas recorridas desde el nodo origen del a´rbol global hasta los dos
suba´rboles, mostrando con detalle ciertas ramas del suba´rbol con nodo raiz
tqssrrrtqsqrqrrt. No se muestran ma´s ramas ni otros detalles para no an˜adir











Figura 4.15: A´rbol jera´rquico global actualizado a partir de una nueva ortofoto
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La figura 4.16 muestra las dos teselas del nivel 15 una vez actualizadas.
Figura 4.16: Teselas tqssrrrtqsqrqrqs (izquierda) y tqssrrrtqsqrqrrt (derecha) actualizadas
El algoritmo que hemos propuesto actualiza parcialmente la jerarqu´ıa,
actuando sobre aquellas ramas y niveles ma´s caracter´ısticos, ya que actuali-
zar todos los niveles de las ramas implicadas requerir´ıa una gran inversio´n de
tiempo, adema´s de cargar considerablemente al sistema. Esta metodolog´ıa
tambie´n ha sido adoptada por otros autores (Garc´ıa Mart´ın et al. 2013, Ke-
faloukos et al. 2012), que sostienen que actualizar parcialmente es la opcio´n
ma´s indicada, especialmente cuando la renovacio´n de ortofotos es frecuente.
La propuesta que realizamos es compatible con las soluciones sugeridas
por otros autores, como la propuesta por Zhang and You (2010), que genera
la jerarqu´ıa al solicitar regiones concretas, o Kefaloukos et al. (2012), que
en funcio´n de las teselas ma´s demandadas, se anticipa a futuras peticiones
y genera los niveles y ramas con mayor probabilidad de ser accedidos en los
intervalos de tiempo en los que el sistema presente menor carga de trabajo;
en ambos casos, la generacio´n de la jerarqu´ıa se puede llevar a cabo con
nuestra propuesta. La generacio´n parcial del a´rbol esta´ justificada en casos
de jerarqu´ıas de numerosos niveles en los que no es eficiente ni necesario
generar la jerarqu´ıa completa.
Existen otras aplicaciones en la que es necesario llevar a cabo tareas de
procesamiento en un a´rea determinada, lo cual supone un uso intensivo de
recursos mediante te´cnicas tradicionales; una alternativa ma´s eficiente es em-
plear sistemas de procesamiento paralelo (Wallis et al. 2009), siendo necesario
descomponer la tarea principal en mu´ltiples subtareas que actu´an sobre a´reas
diferentes, procedimiento que se ve facilitado al representar la informacio´n
mediante un a´rbol generado con el algoritmo que hemos propuesto.
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4.1.2. Estudio estad´ıstico de la exactitud posicional
Para cada uno de las 588 puntos geode´sicos levantados topogra´ficamente,
se llevo´ a cabo un estudio de la exactitud posicional, simplificando y norma-
lizando los resultados mediante distribuciones normales de las funciones Et,
Ex, Ey (Castillo-Carrion et al. 2012). Para ello, en primer lugar se calculo´ el
valor de las siguientes variables:
Mı´nimo: Valor mı´nimo de la muestra, en metros.
Ma´ximo: Valor ma´ximo de la muestra, en metros.
Rango: Intervalo de menor taman˜o que contiene los datos de la muestra,
en metros.
N: Nu´mero de datos de la muestra.
N Sturges: Divisio´n de la muestra en intervalos aplicando la regla de
Sturges, 1 + log2N ≈ 10
Amplitud: Redondeo con dos decimales de la divisio´n entre el rango y
el nu´mero de intervalos.
El resultado del ana´lisis estad´ıstico se muestra en la tabla 4.1, las unidades
esta´n expresadas en metros; la tabla 4.2 muestra otras variables estad´ısticas
complementarias.
Tabla 4.1: Variables estad´ısticas para el estudio de la exactitud posicional del a´rbol
jera´rquico generado.
Funcio´n Ex Ey Et
Mı´nimo -2.6201 -4.5524 0
Ma´ximo 3.5802 4.1636 6.7834039
Rango 6.2003 8.716 6.7834039
N 588 588 588
Tabla 4.2: Variables estad´ısticas complementarias expresadas en metros
Funcio´n Ex Ey Et
N Sturges 10 10 10
Amplitud 0.63 0.88 0.68
N Sturges · Amplitud 6.3 8.8 6.8
N Sturges · Amplitud-rango 0.0997 0.084 0.0165961
(N Sturges · Amplitud-rango)/2 0.04985 0.042 0.0082981
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Ex, Ey y Et poseen una amplitud de 0.63, 0.88 y 0.68, respectivamente.
N Sturges · Amplitud muestra el nuevo rango de valores de cada intervalo,
que excede en 0.0997, 0.084 y 0.0165961 el rango de valores original de Ex,
Ey, Et, respectivamente, por lo que el valor mı´nimo y ma´ximo se debe in-
crementar y decrementar por la mitad de tal cantidad en cada funcio´n, es
decir, 0.04985, 0.042 y 0.0082981 respectivamente. A partir de las variables
calculadas, se obtiene para cada intervalo:
Extremo inferior: Extremo inferior del intervalo.
Extremo superior: Extremo superior del intervalo.
Media: Punto medio de cada uno de los intervalos.
Frecuencia: Nu´mero de datos que pertenece al intervalo, es decir, nu´me-
ro de puntos geode´sicas cuya exactitud posicional esta´ dentro del in-
tervalo.
Cuyo resultado para Et, Ex, Ey se presentan en las tablas 4.3, 4.4, 4.5.
Los valores se expresan en metros.
Tabla 4.3: Ex(m) para cada intervalo
Extremo Inferior Extremo Superior Media Frecuencia
-2.67 -2.04 -2.355 18
-2.04 -1.41 -1.725 28
-1.41 -0.78 -1.095 50
-0.78 -0.15 -0.465 89
-0.15 0.48 0.165 122
0.48 1.11 0.795 122
1.11 1.74 1.425 70
1.74 2.37 2.055 53
2.37 3 2.685 22
3 3.63 3.315 14
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Tabla 4.4: Ey(m) para cada intervalo
Extremo Inferior Extremo Superior Media Frecuencia
-4.6 -3.72 -4.16 13
-3.72 -2.84 -3.28 19
-2.84 -1.96 -2.4 36
-1.96 -1.08 -1.52 68
-1.08 -0.2 -0.64 106
-0.2 0.68 0.24 190
0.68 1.56 1.12 95
1.56 2.44 2 50
2.44 3.32 2.88 16
3.32 4.2 3.76 11
Tabla 4.5: Et(m) para cada intervalo
Extremo Inferior Extremo Superior Media Frecuencia
-0.01 0.67 0.33 78
0.67 1.35 1.01 155
1.35 2.03 1.69 151
2.03 2.71 2.37 85
2.71 3.39 3.05 45
3.39 4.07 3.73 35
4.07 4.75 4.41 17
4.75 5.43 5.09 15
5.43 6.11 5.77 13
6.11 6.79 6.45 6
A partir de las tablas 4.3, 4.4, 4.5, y con objeto de estudiar la distribucio´n
normal de las muestras, se calcula la media y desviacio´n esta´ndar, como se
puede apreciar en la tabla 4.6.
Tabla 4.6: Media y desviacio´n esta´ndar
Ex Ey Et
Media 0.4215279 -0.057037 1.9313265
Desviacio´n esta´ndar 1.2453233 1.536878 0.0828783
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Las figuras 4.17, 4.18, 4.19 muestran en diagrama de barras la frecuen-
cia de las muestras para cada intervalo de Ex, Ey y Et, respectivamente,
y de forma superpuesta la tendencia segu´n la distribucio´n normal Prob · N
asociada. El eje X representa el valor del error medio de cada intervalo, y
el eje Y el nu´mero de puntos cuya exactitud posicional esta´ dentro de ese
intervalo.
Figura 4.17: Exactitud posicional del a´rbol jera´rquico generado. Diagrama de barras y
distribucio´n normal de Ex
Figura 4.18: Exactitud posicional del a´rbol jera´rquico generado. Diagrama de barras y
distribucio´n normal de Ey
54
Cap´ıtulo 4. Resultados y discusio´n
Figura 4.19: Exactitud posicional del a´rbol jera´rquico generado. Diagrama de barras y
distribucio´n normal de RMSE
Ex y Ey presentan una media inferior a 0.5m con una desviacio´n t´ıpica
alrededor de 1.5m, Et presenta una media inferior a 2m con una desviacio´n
t´ıpica inferior a 0.1m.
Potere (2008) realiza un estudio de la calidad posicional de las ima´genes
de Google Earth. Para ello, hace uso de ima´genes Landsat con exactitud
posicional de 50m, e identifica y obtiene las coordenadas de 436 elementos
bien definidos visualmente (cruce de carreteras, etc.) en ima´genes Landsat y
en ima´genes Google Earth; posteriormente, compara las coordenadas de esos
elementos en las ima´genes de Google Earth con respecto a sus coordenadas
en las ima´genes Landsat, obteniendo un error de 39.7m, a lo que suma el error
que de por s´ı poseen las propias ima´genes Landsat, y obtiene una exactitud
posicional con RMSE (error cuadra´tico medio) igual a 89.7m, no presentando
la precisio´n adecuada para ciertas aplicaciones.
Otros autores como Chang et al. (2009) utilizan ima´genes de Google Earth
para crear un mosaico georeferenciado de un a´rea de Nicaragua, aplicando
una metodolog´ıa que permite reducir el error posicional de 39.7m de Google
Earth a 5-6m. Para ello, descargan ima´genes no georeferenciadas de Google
Earth, disponen las ima´genes de forma que entre ellas presenten una alinea-
cio´n adecuada, y crean un mosaico utilizando la funcio´n rectificar de Erdas;
una vez creado el mosaico, identifican visualmente 4 puntos, obtienen sus
coordenadas con un dispositivo GPS que presenta un error de 5-6m, y llevan
a cabo una georeferenciacio´n del mosaico; no obstante, ello implica despla-
zarse a los diferentes puntos y anotar sus coordenadas manualmente, sin
embargo, el algoritmo que proponemos nosotros ha generado una jerarqu´ıa
de teselas compatible con Google Maps con un error posicional significativa-
mente inferior de forma automa´tica.
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4.2. Tratamiento de ima´genes procedentes de
UAVs y optimizacio´n de los procedimien-
tos de generacio´n automa´tica de ima´ge-
nes con me´trica
4.2.1. Configuracio´n del sensor y me´todos de captura
Hemos ensayado diferentes me´todos de adquisicio´n de ima´genes emplean-
do la ca´mara GoPro YHDC5170. Un primer me´todo ha sido grabar video
durante el vuelo, para posteriormente extraer fotogramas de ese video; sin
embargo, los fotogramas no poseen calidad adecuada, y no agregan etique-
tas de metadatos, necesarios para poder utilizar parte de las herramientas y
algoritmos descritos en esta tesis. Otro me´todo que hemos probado ha sido
capturar ima´genes de forma cont´ınua, con una pausa entre captura y captu-
ra; hemos comprobado que esta opcio´n permite agregar etiquetas, y que el
intervalo de pausa entre adquisicio´n y adquisicio´n no afecta a la calidad del
resultado, por lo que para obtener la mayor cantidad de ima´genes posibles,
hemos decidido definir el intervalo de adquisicio´n con el valor mı´nimo posi-
ble de dos segundos. Esta metodolog´ıa coincide con la propuesta por Neitzel
and Klonowski (2011), que propone un sistema UAV con una ca´mara Canon
IXUS 110 IS que adquiere ima´genes de forma cont´ınua.
Se han realizado diferentes vuelos controlando manualmente el UAV, mo-
dificando la altura para generar ima´genes con diferentes niveles de escala,
y realizando giros y modificaciones de la orientacio´n, con objeto de tener
ima´genes de una escena tomada desde distintos puntos de vista. Hemos ad-
quirido un total de 500 ima´genes, a las que les hemos aplicado un tratamiento
que se explica un apartados posteriores.
4.2.2. Conexio´n inala´mbrica UAV-GCS
Hemos realizado vuelos configurando conexiones inala´mbricas con veloci-
dades de transmisio´n de 56kbps y 9.6kbps; teo´ricamente, una velocidad de
transmisio´n menor supone mayor alcance, pero tambie´n mayor latencia. En
los ensayos realizados, la ma´xima distancia a recorrer es inferior a 3km; hemos
comprobado que ambas configuraciones permiten alcanzar esta distancia, pe-
ro la latencia introducida por la conexio´n de 9.6kbps es muy elevada, por lo
que hemos optado por la configuracio´n de 56kbps.
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4.2.3. Establecimiento de correspondencias entre el fi-
chero de telemetr´ıa y las ima´genes ae´reas
El dispositivo APM, a trave´s del enlace inala´mbrico GCS-UAV, almacena
en el GCS un fichero que registra, entre otras variables, los datos de navega-
cio´n, ofreciendo la posibilidad de asignar una georeferenciacio´n aproximada
a las ima´genes; para alcanzar una precisio´n adecuada ha sido necesario desa-
rrollar un algoritmo cuyo digrama de flujo se muestra en la figura 4.20, con
una primera fase que se implementa mediante shell scripts que se ejecutan
en Ubuntu 12.04; y una segunda y tercera fase que se implementa mediante
perl e igualmente se ejecutan en Ubuntu 12.04.
Figura 4.20: Correspondencia entre la telemetr´ıa del UAV y las ima´genes
La primera fase realiza una lectura de los metadatos de las ima´genes
accediendo a la informacio´n exiv21, y realiza un filtrado para identificar en
que´ instante se adquiere cada una; se genera un fichero F1 con la informacio´n
resultante.
La segunda fase toma el fichero de telemetr´ıa, y filtra su contenido para
mostrar, en cada instante, los datos de navegacio´n del UAV, y genera un
1http://www.exiv2.org, accedido 10 Marzo 2014
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fichero F2 con el resultado del filtrado.
La tercera fase toma los ficheros F1, F2, y un para´metro d que indica el
desfase temporal que existe entre cada l´ınea i del fichero F1 y su correspon-
diente l´ınea j del fichero F2, algo similar a la “marca de evento” empleada
por Sullivan and Brown (2002). Un procedimiento sencillo para obtener el
valor d emp´ıricamente es tomar una foto de la pantalla del GCS en la que se
muestra el tiempo actual, de modo que la diferencia entre el tiempo mostrado
en la imagen y el tiempo registrado en el metadato exiv2 proporciona este
valor.
Sullivan and Brown (2002) utilizan una sistema´tica similar. Emplean
ca´maras digitales, de mayores prestaciones que las que proponemos en esta
tesis, que generan una sen˜al de sincronismo la cual es env´ıada al receptor
GPS; e´ste, a trave´s de una “marca de evento”, registra la sen˜al y la asocia
a los datos de navegacio´n, permitiendo conocer de forma exacta los datos de
navegacio´n de cada imagen.
4.2.4. Extraccio´n de regiones de intere´s de una ortofo-
to
Del conjunto de ima´genes ae´reas I capturadas por el UAV, a priori selec-
cionamos aleatoriamente 25 ima´genes imgi, que cumplen el criterio estable-
cido en la tabla 3.2. Como primera aproximacio´n al proceso de optimizacio´n,
se correlaciona cada imgi ∈ I, i ≤ 25, con la ortofoto O de la Consejer´ıa
de Medio Ambiente y Ordenacio´n del Territorio, cuyas especificaciones he-
mos descrito en la tabla 3.2; no obstante, hemos constatado que la extensio´n
geogra´fica de la ortofoto O es mucho mayor que la que presenta cada ima-
gen imgi, de modo que O proporciona ma´s informacio´n de la necesaria y
an˜ade complejidad al proceso. Con objeto de simplificar el proceso, hemos
optado por disen˜ar e implementar un algoritmo que, para cada imgi, extrae
una regio´n Oi de la ortofoto O con una cobertura geogra´fica similar a imgi,
cuyo diagrama de flujo se aprecia en la figura 4.21; como resultado de aplicar
este algoritmo se han obtenido 25 regiones Oi ⊂ O cuyas especificaciones se
muestran en la tabla 4.7.
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Figura 4.21: Diagrama de flujo del algoritmo de extraccion de regiones de una ortofoto
Tabla 4.7: Especificaciones de cada regio´n extra´ıda de una ortofoto de la Consejer´ıa de
Medio Ambiente y Ordenacio´n del Territorio
Especificaciones para
cada regio´n de la ortofoto
Resolucio´n 2.000px x 2.000px
Resolucio´n de pixel 0.5m
Resolucio´n espectral 3 (rojo, verde, azul)
Extensio´n 1.000m (vertical) x 1.000m (horizontal)
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La parte superior de la figura 4.22 muestra tres ima´genes ae´reas del con-
junto de 25 fotograf´ıas que cumplen los criterios establecidos, y la parte infe-
rior las regiones extraidas de la ortofoto de la Consejer´ıa de Medio Ambiente
y Ordenacio´n del Territorio para cada imagen; se puede apreciar co´mo la len-
te de la ca´mara introduce una gran distorsio´n en la imagen, y la orientacio´n
de cada imagen difiere en gran medida respecto a las regiones extraidas.
REGIÓN-GOPR0061.JPG REGIÓN-GOPR0039.JPG REGIÓN-GOPR0259.JPG
GOPR0061.JPG GOPR0039.JPG GOPR0259.JPG
Figura 4.22: Tres ima´genes ae´reas tomadas con una ca´mara Gopro (parte superior), y sus
correspondientes regiones (parte inferior) extra´ıdas de una ortofoto de la Consejer´ıa de
Medio Ambiente y Ordenacio´n del Territorio.
4.2.5. Preparacio´n del entorno software
Hemos seleccionado ImageJ como herramienta de correlacio´n basada en
SIFT, aunque tambie´n hemos explorado otras herramientas como: vlfeat 2,
opencv 3, OpenSIFT 4.
Tradicionalmente ImageJ se ha utilizado en el a´mbito de la medicina,
tratamiento de ima´genes radiolo´gicas, ima´genes celulares, etc., pero sus ca-
racter´ısticas y sobretodo la comunidad de desarrolladores y usuarios, nos han
2www.vlfeat.org, accedido 20 Abril 2014
3opencv.org, accedido 20 Abril 2014
4http://robwhess.github.io/opensift/, accedido 20 Abril 2014
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decidido a seleccionar ImageJ. A trave´s del complemento Feature Extraction
- Extract SIFT Correspondences de ImageJ, hemos identificado puntos ca-
racter´ısticos en pares de ima´genes aplicando el algoritmo SIFT, y hemos
filtrado los resultados con RANSAC, proporcionando en nuestro caso una
solucio´n operativa que permite modificar y optimizar los para´metros, y guar-
dar los resultados fa´cilmente, todo ello sin necesidad de desarrollar co´digo
alguno, constituyendo e´sto su principal atractivo frente a otras herramientas
y librer´ıas que s´ı requieren un desarrollo de co´digo ma´s amplio.
Por ello, hemos utilizado ImageJ para correlacionar cada ima´gen ae´rea
con sus correspondiente regio´n extra´ıda de la ortofoto, y hemos desarrollado
una macro para automatizar y ejecutar esta correlacio´n con cada una de las
25 ima´genes, cuyo diagrama de flujo se muestra en la figura 4.23.
Instalar ImageJ y los plugins necesarios no es una operacio´n trivial, ya
que es necesario resolver dependencias, instalar plugins, etc. Fiji5 es una dis-
tribucio´n de ImageJ que incluye la aplicacio´n, el motor de ejecucio´n de Java,
documentacio´n, y un conjunto de plugins, con el objetivo de facilitar el uso
e instalacio´n de la aplicacio´n por parte del usuario; se actualiza automa´tica-
mente, incluye documentacio´n, tutoriales, y ofrece un repositorio de co´digo
fuente con control de versiones a los desarrolladores. Permite an˜adir funcio-
nalidad mediante scripts en Javascript, Jython, JRuby, Clojure, BeanShell.
Los sistemas operativos en los que se ha instalado y ejecutado esta aplicacio´n
han sido Ubuntu 12.04 LTS, Ubuntu 12.10 LTS, MacOSX 10.7.5.
5http://fiji.sc/Fiji, accedido 24 Diciembre 2013
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Figura 4.23: Diagrama de flujo de una macro implementada en ImageJ para correlacionar
mu´ltiples ima´genes
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4.2.6. Optimizacio´n de para´metros
Se ha llevado a cabo una optimizacio´n del algoritmo SIFT asignando
diferentes valores a sus para´metros, estudiando la eficiencia del algoritmo
a trave´s del nu´mero de puntos detectados (SM), y el porcentaje de puntos
correctamente detectados (CMR).
Considerando las recomendaciones de Sima and Buckley (2013) y May
et al. (2010), se han estudiado diferentes niveles de los para´metros ma´s signifi-
cativos en ima´genes ae´reas, sigma y nScales; el para´metro umbral de contraste
ha sido ampliamente investigado por algunos autores (Lingua et al. 2009b,
Cesetti et al. 2010), por lo que obviamos su estudio. De forma similar, tampo-
co hemos profundizado en la influencia que ejerce el nu´mero de octavas sobre
la eficiencia del procedimiento, tomando los valores por defecto de ImageJ de
1024px y 64px como resolucio´n ma´xima y mı´nima, respectivamente, ya que
los puntos que se detectan en estas octavas se corresponden con las estructu-
ras de mayor taman˜o, ma´s robustos y estables frente a cambios geome´tricos y
cambios del paisaje debido al transcurso del tiempo. Tras este razonamiento,
los para´metros que hemos decidido optimizar son sigma y nScales.
Hemos comprobado que la asignacio´n inicial de restricciones en el res-
to de para´metros condiciona notablemente los resultados y convergencia de
la optimizacio´n, por lo que hemos realizado un estudio de las restricciones
iniciales ma´s adecuadas, correlacionando un reducido nu´mero de ima´genes se-
leccionadas aleatoriamente. La tabla 4.8 muestra el resultado para diferentes
valores de NNDR y FDS; podemos observar que la asignacio´n NNDR=0.92 y
FDS=8x8 proporciona los valores ma´s elevados de SM y CMR, coincidiendo
con la propuesta de Sima and Buckley (2013) e ImageJ.
Tabla 4.8: SM (normal) y CMR (cursiva) para diferentes valores de FDS y NNDR en el
proceso de optimizacio´n de SIFT
FDS NNDR GOPR0039 GOPR0061 GOPR0198 GOPR0259
4x4 0.8 9 88.89 5 100 6 100 3 66.67
4x4 0.92 15 86.67 1 0 1 0 1 0
6x6 0.8 8 75 3 100 4 100 3 100
6x6 0.92 9 66.67 12 100 11 100 1 0
8x8 0.8 6 83.33 4 75 2 50 2 50
8x8 0.92 14 85.71 12 91.67 12 100 8 62.5
9x9 0.8 6 66.67 3 100 5 100 3 66.67
9x9 0.92 10 40 12 83.33 9 100 8 75
Otras restricciones a tener en cuenta son las establecidas en el filtrado
RANSAC. Un aspecto importante es el grado de deformacio´n que introduce
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la lente, ya que en funcio´n de e´sta podemos ser ma´s o menos restrictivos. En
nuestro caso, el grado de deformacio´n es elevado, por lo que hemos empleado
una tolerancia de 10 p´ıxeles.
A continuacio´n, tras haber establecido las restricciones, hemos optimizado
sigma y nScales de forma conjunta modificando sus valores y correlacionan-
do las 25 ima´genes ae´reas con las correspondientes regiones de la ortofoto,
cuyos resultados se muestran en las figuras 4.24 y 4.25, en las que el eje X
representa las 25 ima´genes ae´reas, y el eje Y representa SM en el caso de la
figura 4.24, y CMR en el caso de la figura 4.25, cuyo valor ma´ximo es 100
y valor mı´nimo 0; los mejores resultados se obtienen con nScales=9 y sig-
ma=2.6, valores o´ptimos que podemos utilizar en el caso de ima´genes muy
diferentes y deformadas, presentando importantes diferencias con los valores
propuestos por Lowe (2004).
Figura 4.24: SM para diferentes valores de nScales y sigma asignados en el procedimiento
de optimizacio´n de SIFT.
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Figura 4.25: CMR para diferentes valores de nScales y sigma asignados en el procedimiento
de optimizacio´n de SIFT.
Los resultados obtenidos por nosotros coinciden con los presentados por
Lowe (2004); la figura 4.24 presenta que incrementar nScales afecta a la repe-
tibilidad de los puntos detectados, pero tambie´n hay que an˜adir que, el uso
de ima´genes con diferente orientacio´n y escalado, unido a la fuerte distorsio´n
creada por la lente en algunas a´reas, ocasiona que los puntos detectados en la
correlacio´n entre ima´genes ae´reas y las regiones de las ortofotos no presenten
siempre la misma localizacio´n ni el mismo nu´mero; tambie´n se observa que
modificar los para´metros sigma y nScales produce un incremento/decremen-
to proporcional de SM, por ello la forma de la gra´fica es similar en todos los
casos.
Incrementar el valor de sigma decrementa el valor de SM, efecto observado
por otros autores como Park et al. (2008), y que debemos evitar por razones
que se ponen de manifiesto en el apartado 4.3. Para reducir este efecto,
podemos disminuir sigma, haciendo que el algoritmo actu´e sobre niveles de
mayor detalle, opcio´n poco adecuada por la naturaleza de multitemporalidad
de la ima´genes; otra opcio´n ma´s conveniente es seguir las indicaciones de Lowe
(2004) e incrementar nScales, ocasionando un incremento de SM, sin llegar
a nScales > 10 tal como Fiji aconseja; sin embargo, Lowe (2004) advierte
que incrementar nScales ocasiona un decremento de CMR, pero en nuestro
caso lo hemos evitado aplicando un filtro RANSAC, al igual que Wagner
et al. (2008). Asignar sigma > 2,6 implicar´ıa nScales > 10 para obtener un
valor SM adecuado, por lo que no hemos probado valores mayores. Hemos
comprobado que valores de sigma inferiores a 1.6 tampoco logran una mejor
optimizacio´n.
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En la figura 4.26 se muestra un ejemplo de correlaciones, tras aplicar la
propuesta de optimizacio´n detallada anteriormente, entre la imagen ae´rea
GOPR0061 (izquierda) y su regio´n correspondiente de la ortofoto de la Con-
sejer´ıa de Medio Ambiente y Ordenacio´n del Territorio (derecha), cuyas es-
pecificaciones se muestran en la tabla 3.2. Presenta 46 correlaciones con un
CMR de 95.35 %.
Figura 4.26: Correlaciones entre los puntos clave de la imagen ae´rea GOPR0061 y su
regio´n correspondiente en una ortofoto de la Consejer´ıa de Medio Ambiente y Ordenacio´n
del Territorio.
4.2.7. Estudio estad´ıstico aplicado a la optimizacio´n de
para´metros
La tabla 4.9 muestra el resultado de un ana´lisis de varianza que hemos
realizado, utilizando como factores sigma y nScale, y CMR como variable
dependiente; podemos decir que el factor nScale influye significativamente en
la variable CMR no influyendo significativamente sigma ni sigma x nScales.
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Tabla 4.9: Ana´lis de varianza de la variable dependiente CMR frente a los factores sigma
y nScales en el procedimiento de optimizacio´n de SIFT
Source Type III Sum of squares df Mean Square F Sig.
Corrected model 8770.331a 8 1096.291 2.307 .022
Intercept 1399421.18 1 1399421.18 2945.418 .000
sigma 1019.329 2 509.665 1.073 .344
nScales 5806.261 2 2903.131 6.110 .003
sigma*nScales 1944.740 4 486.185 1.023 .396
Error 102625.499 216 475.118
Total 1510817.01 225
Corrected Total 111395.830 224
a. R Squared = ,079 (Adjusted R Squared = ,045)
Hemos realizado un estudio estad´ıstico para comprobar si las medias de
sigma y nScales son diferentes, cuyos resultados se pueden apreciar en la ta-
bla 4.10. De este estudio hemos deducido que las medias son diferentes en el
caso de nScales=3 con respecto a nScales=6 y nScales=9; sin embargo, las
diferencias de media entre 6 y 9 no son estad´ısticamente significativas. Co-
rroboramos por tanto parte de las conclusiones de Sima and Buckley (2013)
y May et al. (2010), ya que hemos comprobado que nScales es un para´metro
significativo, aunque no podemos afirmar lo mismo de sigma. Segu´n este es-
tudio estad´ıstico, asignar un valor u otro a sigma no influir´ıa en el resultado,
al igual que asignar 6 o´ 9 a nScales; no obstante, recomendamos sigma=2.6,
favoreciendo que el algoritmo se centre en aquellos elementos con ma´s posi-
bilidades de no verse alterados por la variedad de resolucio´n temporal en los
conjuntos de ima´genes, y nScales=9 para incrementar el nu´mero de puntos
detectados, aspecto clave que se comenta en apartados posteriores.
Tabla 4.10: Test de medias de la variable dependiente CMR respecto a sigma y nScales en
el procedimiento de optimizacio´n de SIFT. Intervalo de confianza al 95 %
sigma Media nScales Media
1.6 80.66a 3 71.93a
2 75.88a 6 80.72b
2.6 80.06a 9 83.95b
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La tabla 4.11 muestra la media y la desviacio´n esta´ndar tras aplicar SIFT
sobre el conjunto de validacio´n con sigma=2.6 y nScales=6,9, verificando que
sigma=2.6 and nScales=9 son los valores o´ptimos.
Tabla 4.11: Media y desviacio´n esta´ndar del conjunto de validacio´n
Sigma nScales Media Desviacio´n esta´ndar
2.6 6 86.10a 4.02
2.6 9 93.20b 3.61
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4.3. Contraste de la optimizacio´n de los pro-
cedimientos de generacio´n automa´tica de
ima´genes con me´trica
La propuesta de optimizacio´n del proceso de generacio´n automa´tica de
ima´genes con me´trica, realizada en el caso de ima´genes obtenidas con la pla-
taforma Skywalker (cuyas especificaciones se pueden observar en la tabla 3.1),
una ca´mara GoPro que produc´ıa una alta deformacio´n geome´trica, y unas
condiciones particulares en cuanto al nu´mero y tipo de puntos de referencia,
y a pesar de la robustez del modelo obtenido y de la precisio´n de los resul-
tados, era conveniente contrastar la operatividad y precisio´n en condiciones
muy diferentes, por lo que se ha contrastado el procedimiento en otra zona
de estudio, con plataforma Skywalker X8 y sensor Canon IXUS 220HS, cuyas
especificaciones se muestran en las tablas 3.6 y 3.7, respectivamente.
4.3.1. Configuracio´n del sensor
Por las mismas razones que hemos descrito en el apartado 4.2.1, hemos
empleado una sistema´tica de captura constante de ima´genes de forma auto´no-
ma. En este caso, se ha utilizado una ca´mara Canon IXUS 220HS, cuyas
especificaciones se muestran en la tabla 3.7; sin embargo, esta ca´mara no
soporta esta funcionalidad de forma nativa en su firmware. Hemos localiza-
do otro firmware ma´s flexible denominado CHDK 6, compatible con nuestro
sensor, y que permite agregar nuevas funcionalidades; hemos desarrollado un
script que agregamos a la ca´mara, y cuyo diagrama de flujo se muestra en la
figura 4.27.
6http://chdk.wikia.com/wiki/CHDK, accedido 14 Marzo 2014
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Figura 4.27: Algoritmo de adquisicio´n de ima´genes para ca´mara Canon con firmware
CHDK.
Este script permite tomar ima´genes de forma cont´ınua, definiendo el inter-
valo de pausa entre imagen e imagen, y transcurrido un tiempo especificado,
el objetivo se oculta y el sensor se apaga, quedando e´ste protegido frente
a posibles vibraciones durante el aterrizaje, lo que supone una mejora sus-
tancial frente a la sistema´tica descrita en el apartado 4.2.1; con objeto de
capturar el mayor nu´mero de ima´genes posibles, despue´s de un proceso de
optimizacio´n se ha programado un intervalo de 3 segundos, tiempo mı´nimo de
espera entre adquisicio´n y adquisicio´n; la sistema´tica descrita coincide con la
propuesta por Toeppen and Sykes (2009) para capturar ima´genes, en la que
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el autor utiliza el mismo firmware que nosotros, agregando una funcionalidad
similar. Se han seguido las recomendaciones de DeChant and Kinney (2012),
que sen˜alan que los fabricantes de ca´maras con distancia focal variable no
proporcionan con suficiente precisio´n los valores de las distancias focales in-
termedias, por lo que se ha seleccionado la distancia focal mı´nima de 4.3mm
para obtener mayor recubrimiento transversal y longitudinal; la ca´mara se
apaga transcurridos 45 minutos, u otro tiempo definido por el usuario.
Para disminuir el efecto de desenfoque al capturar ima´genes desde la
plataforma en movimiento, se ha reducido el tiempo de exposicio´n a 1/2000
seg, con la consiguiente menor captacio´n de luz, por lo que se ha desactivado
el filtro ND para asegurar que el sensor reciba la ma´xima cantidad de luz
posible. Wright et al. (2003) sen˜alan que el espacio recorrido por la plataforma
en el tiempo de adquisicio´n no debe ser mayor que la mitad de la resolucio´n;
teniendo en cuenta que la velocidad media del UAV ha sido 23m/s, lo que
supone un recorrido de 2cm en el tiempo de exposicio´n (hemos redondeado
al entero superior), se establece como requisito que la resolucio´n de p´ıxel no
sea inferior a 4cm.
Una caracter´ıstica deseada en toda plataforma UAV con fines fotograme´tri-
cos similares a los propuestos en esta tesis, es la captura de ima´genes ceni-
tales; el firmware de la placa que utilizamos permite esta funcionalidad en
sus versiones ma´s modernas; sin embargo, nos hemos visto obligados a uti-
lizar la versio´n 1.4, sin memoria suficiente para cargar estas versiones. Para
resolver esta restriccio´n hemos disen˜ado y construido un dispositivo consti-
tuido por dos servomotores que actu´an sobre una placa de aluminio, sobre la
que se situ´a la ca´mara, y hemos obtenido y modificado el co´digo fuente de
APM, implementando una versio´n simplificada del algoritmo que compensa
los movimientos de cabeceo y giro del aeromodelo, leyendo los valores de los
sensores inerciales de APM y actuando sobre los servomotores, con objeto
de mantener la placa de aluminio paralela al horizonte; se puede observar
un diagrama de flujo del algoritmo disen˜ado en la figura 4.28. A trave´s de
diferentes vuelos en los que hemos capturado ima´genes, hemos comprobado
que el sistema resultante es capaz de estabilizar el sistema de captura de for-
ma similar a la versio´n oficial de APM empleada por otros autores (Sargeant
2012), y que puede ser utilizado en versiones ma´s antiguas de la placa APM,
opcio´n no posible en caso de emplear el firmware oficial de APM.
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Figura 4.28: Diagrama de flujo del algoritmo que estabiliza el dispositivo de adquisicio´n
de ima´genes
Au´n habiendo disen˜ado e implementado esta solucio´n para la estabilidad
de la plataforma, consideramos que son numerosos los aspectos a tener cuen-
ta para hacer operativa una plataforma de vuelo; en nuestro caso el empleo
de un sistema que estabilice el dispositivo de captura hace necesario incor-
porar otros elementos auxiliares, que a su vez imponen ciertas restricciones
a la plataforma, por lo que hemos decidido capturar ima´genes prescindiendo
del sistema estabilizador. Para ello, hemos alojado la ca´mara en el interior
del UAV, practicando una abertura en la parte central inferior del fuselaje,
por la que asoma el objetivo cuando e´ste no esta´ oculto, se han an˜adido dos
bloques de corcho de 5cm x 5cm en la inmediaciones exteriores de la abertu-
ra, a modo de proteccio´n, y se ha programado un apagado automa´tico para
ocultar el objetivo. Con esta configuracio´n, hemos comprobado que el ate-
rrizaje es menos complejo, la plataforma y el sensor no sufren desperfectos,
y con un adecuado plan de vuelo, la plataforma realiza un vuelo estable y
cenital en el que no es necesario el uso de autoestabilizador para captura
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de ima´genes, logrando una plataforma ma´s sencilla, ligera y polivalente, lo
cual contrasta con las soluciones de otros autores que incorporan sistemas
estabilizadores, an˜adiendo complejidad en el aterrizaje y restricciones en el
uso de la plataforma; por ejemplo, Hu et al. (2004) proponen el uso de tren
de aterrizaje, elemento que hemos probado, pero restringe el uso del UAV a
espacios amplios y despejados en los que exista una pista de aterrizaje asfal-
tada; otro variante propuesta por Hirokawa et al. (2007), Wyllie (2001) es
el uso de paraca´ıdas, pero presenta el inconveniente de no poder controlar en
que´ a´rea aterrizara´ el UAV, situacio´n especialmente agravada en presencia
de viento.
4.3.2. Para´metros del vuelo
Para el desarrollo de las utilidades asociadas a las ima´genes tomadas por
la plataforma UAV, se establecio´ como meta recomendada una resolucio´n de
12cm/p´ıxel. Una resolucio´n de 12cm/p´ıxel requiere como ma´ximo una altura
relativa de 334m con respecto al terreno. El terreno presenta desniveles y la
cota no es constante, el punto de mayor altura esta´ a 757 metros, suponiendo
una altura absoluta del UAV de 1091m, y el punto de menor altura 650
metros, suponiendo una altura absoluta del UAV de 984m.
Se propone mantener una altura constante de vuelo, ya que incremen-
tar la altura absoluta de vuelo para mantener constante la altura relativa
produce mayor consumo de energ´ıa (Bradley et al. 2007), adema´s de an˜adir
complejidad al sitema. Una altura absoluta de vuelo de 984m garantizar´ıa
una resolucio´n mı´nima de 12 p´ıxeles en cualquier a´rea de la finca.
Considerando que los datos de navegacio´n en mini-UAVs con APM de
la gama para la que se esta´n implementando estas prestaciones, ofrecen una
precisio´n de 3m (Sevaldson 2012), que unido a la sensibilidad que presentan
ante pequen˜os cambios meteorolo´gicos (corrientes de aire te´rmico, rachas de
viento, etc), hace dif´ıcil mantener con precisio´n una altura de vuelo (Schmale
et al. 2008), teniendo lugar pequen˜as fluctuaciones, que emp´ıricamente se han
estimado alrededor de 15m, todo ello nos llevo´ a proponer una altura absoluta
de vuelo en 970m, asegurando as´ı un taman˜o de pixel ≤ 12cm.
El lado transversal en el terreno oscila entre 305-459m. Una distancia de
150 metros entre cada par de pasadas supone doce pasadas con un recubri-
miento transversal que oscila entre 50 %-67 %.
Las maniobras de aproximacio´n se han realizado a 500m del inicio de
la ruta, ya que hemos comprobado emp´ıricamente que 500m son suficientes
para que el UAV se estabilice en la ruta tras la maniobra; cuando el UAV
se posiciona al inicio de la ruta, se encuentra alineado con e´sta, apenas exis-
ten movimientos de alabeo y cabeceo, y pra´cticamente la totalidad de las
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ima´genes ae´reas son cenitales.
No se definen centros de proyeccio´n en los que adquirir ima´genes, la pla-
taforma toma tantas ima´genes como sea posible, ya que al ser el UAV un
aeromodelo de ala fija y no un multirotor, resulta ma´s complejo lograr que
la imagen se adquiera en las coordenadas requeridas; posteriormente, se rea-
liza un control de calidad en el que se descartan las ima´genes no deseadas
(fuera de ruta, orientacio´n no deseada, imagen borrosa, etc). Esta estrate-
gia coincide con la seguida por otros autores, como es el caso de Primicerio
et al. (2012), que capturan tantas ima´genes sea posible, para posteriormente
seleccionar aquellas que resulten ser ma´s adecuadas.
4.3.3. Ejecucio´n del vuelo
Se ha optimizado y contrastado un procedimiento basado en una cone-
xio´n inala´mbrica APM-GCS, carga del plan de vuelo en la plataforma, y el
sistema de comunicacio´n inala´mbrica basado en el protocolo MAVLINK 7,
con licencia LGPL. El uso de esta´ndares y protocolos abiertos da lugar a una
plataforma interoperable y fa´cilmente integrable con otros sistemas, por lo
que, tal como exponen Lim et al. (2012), un GCS que haga uso de este pro-
tocolo se puede comunicar con APM. Se han contrastado diversos sistemas,
Qgroundcontrol 8 y Mission Planner, en te´rminos de operatividad, comple-
jidad, consumo de recursos, etc, y finalmente hemos seleccionado Mission
Planner.
7http://qgroundcontrol.org/mavlink/start, accedido 16 Marzo 2014
8http://qgroundcontrol.org/, accedido 16 Marzo 2014
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En la figura 4.29 se muestra la ruta de vuelo definida en Mission Plan-
ner. Se pueden observar 24 puntos de ruta, con 12 pasadas paralelas entre
s´ı recorriendo la finca al completo; el UAV hace una pasada partiendo de un
punto de ruta impar hacia un punto de ruta par, realiza una maniobra de
aproximacio´n a la siguiente pasada partiendo del punto de ruta par hacia el
siguiente punto de ruta impar, y ejecuta la siguiente pasada partiendo del
punto de ruta impar al siguiente punto de ruta par.
Figura 4.29: Definicio´n de una ruta de vuelo en Mission Planner
La protocolizacio´n de la preparacio´n del vuelo es un aspecto esencial; fru-
to de los numerosos ensayos que hemos realizado, proponemos 970m como
altura de vuelo absoluta y definimos el plan de vuelo. Es crucial asegurar la
integridad del UAV y la seguridad del vuelo, por lo que se procede a la com-
probacio´n del correcto funcionamiento de todos los dispositivos, por lo que
se comprueba el nivel de bater´ıa, dispositivos de control (motor, servos, etc),
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transmisiones inala´mbricas (APM-GCS, emisora de radiocontrol, emisor de
video), correcto funcionamiento del sensor, etc. Tras las comprobaciones, y
con un control manual inicial del UAV por razones de seguridad, se proce-
de a dar potencia al motor y se lanza el UAV con el brazo, sin necesidad
de pista de despegue ni infraestructuras adicionales, lo cual es una mues-
tra de la adaptabilidad de nuestra plataforma, como ya menciona´bamos en
la seccio´n 4.3.1; una vez alcanzada altura suficiente (80m sobre el terreno
aproximadamente), se cede el control del UAV a APM, que ejecuta la ruta
de vuelo de forma auto´noma. Cuando la ruta de vuelo se ha completado, el
UAV regresa de forma auto´noma al punto de lanzamiento y se aterriza con
control visual desde la emisora.
Durante el vuelo, hemos verificado la importancia de disponer de una co-
nexio´n inala´mbrica GCS-APM que permite ajustar para´metros de control en
tiempo real, adema´s de otros mecanismos de control del UAV operando en
diferentes frecuencias por seguridad: 868Mhz para el GCS, 434Mhz para la
emisora de radiocontrol, 1.4Ghz para el emisor de video; en ciertas ocasiones,
estando el UAV a 3Km de distancia, la presencia de obsta´culos (una loma)
interrump´ıa la emisio´n de video; el UAV dispone de un mecanismo de segu-
ridad de vuelta al punto de lanzamiento, que se activa manualmente, o de
forma automa´tica ante pe´rdidas de conexio´n graves. No obstante, otros sis-
temas de conexio´n no se vieron interrumpidos, por lo que se pudo completar
el plan de vuelo satisfactoriamente, corroborando lo expuesto por Dimc and
Magister (2006), referente a que el uso de sistemas de control redundantes
operando en diferentes frecuencias permiten no abortar el vuelo en caso de
que uno de los sistemas no sea operativo.
Se adquirieron 564 ima´genes y se georeferenciaron segu´n el procedimiento
descrito en el apartado 4.2.3, seleccionando 314 tras el control de calidad
(puntos fuera de ruta, ima´genes borrosas, etc), cuya distribucio´n se aprecia
en la figura 4.30.
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Figura 4.30: Rutas de la plataforma. Cada toma fotogra´fica y su orientacio´n se representa
con un icono de aeromodelo.
Analizando el fichero de telemetr´ıa se han verificado las hipo´tesis anterio-
res y las conclusiones de Schmale et al. (2008), la altura del UAV ha fluctuado
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durante todo el vuelo entre los valores 918m-985m, frente a los 970m especi-
ficados en el plan de vuelo; la altura mı´nima presenta una fluctuacio´n mayor,
esto se debe a la presencia de viento especialmente racheado en los dos u´lti-
mos tramos del vuelo, y al bajo nivel de la bater´ıa en ese tramo, por lo que la
potencia del motor era menor. La altura relativa sobre el terreno presenta el
valor mı´nimo 215m y ma´ximo de 319m, dando lugar a un lado transversal so-
bre el terreno que oscila entre 308m-457m, con un recubrimiento transversal
que oscila entre 51 %-67 %, dando lugar a una resolucio´n espacial que oscila
entre 8-11 cm/p´ıxel.
La velocidad media de la plataforma ha sido 23m/s. El lado longitudinal
del fotograma ha oscilado entre 227m-337m; con una velocidad de 23m/s,
tomando fotos cada 3 segundos, la distancia que ha recorrido la plataforma
entre foto y foto ha sido 69 metros, con un recubrimiento longitudinal que
ha oscilado entre 69 %-79 %.
4.3.4. Validacio´n del algoritmo SIFT optimizado
En el total de 314 ima´genes va´lidas, se ha verificado el correcto funcio-
namiento del algoritmo SIFT optimizado. Se han seleccionado al azar 24
ima´genes distribuidas de forma homoge´nea por la finca, su distribucio´n se
observa en la figura 4.31.
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Figura 4.31: Seleccio´n de 24 ima´genes aleatorias en la finca de Santa Clotilde.
Para cada una de las 24 ima´genes ae´reas, se ha aplicado el procedimiento
propuesto en el apartado 4.2.4; se ha extra´ıdo de una ortofoto de la Consejer´ıa
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de Medio Ambiente y Ordenacio´n del Territorio, cuyas especificaciones se
pueden observar en la tabla 3.3, una regio´n centrada en las coordenadas de
la imagen ae´rea, extensio´n similar, y orientacio´n norte, cuyas especificaciones
se muestran en la tabla 4.12
Tabla 4.12: Especificaciones te´cnicas de las regiones extraidas de la ortofoto especificada
en la tabla 3.3
Resolucio´n 688px x 680px
Resolucio´n de pixel 0.5m/p´ıxel
Resolucio´n espectral 3 (rojo, verde, azul)
Extensio´n 344m (horizontal) x 340m (vertical)
Se ha aplicado el algoritmo SIFT con la propuesta de optimizacio´n des-
crita en el apartado 4.2. Debido al elevado nu´mero de SM que se ha obtenido,
se ha tomado una muestra de 50 correlaciones aleatorias en cada imagen con
respecto a su regio´n correspondiente en la ortofoto existente y se ha estudiado
el valor de CMR, tal como muestra la figura 4.32 (derecha).
Figura 4.32: SM (izquierda), y CMR (derecha) sobre una muestra aleatoria de 50 correla-
ciones, aplicando RANSAC con error ma´ximo de alineacio´n=10 p´ıxeles
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El elevado valor de SM, y la menor deformacio´n de la lente de la ca´mara
con respecto a los ensayos realizados en la seccio´n 4.2, permite volver a eje-
cutar el algoritmo sobre las 24 ima´genes ae´reas aplicando un filtro RANSAC
con un valor ma´s restrictivo del para´metro error ma´ximo de alineacio´n, de 10
p´ıxeles, de la figura 4.32; se probaron diferentes valores, y el valor ma´s res-
trictivo posible es 1.1 p´ıxeles. La figura 4.33 muestra SM (izquierda) y CMR
(derecha) para este valor. Al no ser SM tan elevado como el caso anterior,
la muestra sobre la que se calcula CMR comprende todas las correlaciones
detectadas.
Figura 4.33: SM (izquierda) y CMR (derecha) utilizando RANSAC con error ma´ximo de
alineacio´n=1.1 p´ıxeles
En la tabla 4.13 se muestra la media y desviacio´n t´ıpica de CMR en
cada uno de estos casos; se deduce que reducir el ma´ximo error de alineacio´n
optimiza los resultados.
Tabla 4.13: Media y desviacio´n t´ıpica de CMR frente a diferentes errores de alineacio´n
Ma´ximo error alineacio´n Media Desviacio´n t´ıpica
10 p´ıxeles 92.58 3.09
1.1 p´ıxeles 96.84 3.64
4.3.5. Generacio´n de ortofotograf´ıa asignando puntos
de control automa´ticamente
Se ha disen˜ado e implementado un algoritmo que detecta de forma au-
toma´tica puntos de control y sus coordenadas geogra´ficas. Consta de las
siguientes fases:
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4.3.5.1. Identificacio´n de puntos correlativos entre ima´genes ae´reas
y regiones de una ortofoto ya georeferenciada
Hemos identificado elementos diferenciables en cada ima´gen ae´rea, y he-
mos asignado a cada uno coordenadas geogra´ficas utilizando la ortofoto geo-
referenciada cuyas especificaciones se muestran en la tabla 3.3; para asegurar
la homogeneidad en la distribucio´n de puntos hemos impuesto como restric-
cio´n que todos los puntos esta´n separados entre s´ı por una distancia mı´nima
d gcps. Para ello, hemos disen˜ado e implementado un algoritmo en perl, cuyo
diagrama de flujo se muestra en la figura 4.34, que se basa en los procedimien-
tos descritos a lo largo de la seccio´n 4.2. La naturaleza del sensor utilizado
en este caso, que introduce menor deformacio´n que el sensor utilizado en la
seccio´n 4.2, nos ha permitido ser ma´s restrictivos con la tolerancia del error
al aplicar el filtro RANSAC, por lo que hemos asignado ma´ximo error de
alineacio´n=1.1
Figura 4.34: Extraccio´n automa´tica de puntos de control sobre el terreno
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4.3.5.2. Correlacio´n automa´tica de puntos de control entre ima´ge-
nes ae´reas
A partir de
una imagen ae´rea imgi,
gcpi el conjunto de los puntos de control identificados en imgi segu´n el
algoritmo descrito en el apartado 4.3.5.1,
Pastisij el conjunto de puntos correlativos identificados entre las ima´ge-
nes imgi, imgj a trave´s del comando Tapioca de MicMac,
Se ha disen˜ado e implementado un algoritmo que ∀(gcpX, gcpY, long, lat) ∈
gcpi, identifica (pxiX, pxiY, pxjX, pxjY ) ∈ Pastisij que minimiza la funcio´n
| ~gcp − ~pxi|; si el valor de la funcio´n es mayor que un umbral preestableci-
do dmaxgcp px (valor por defecto 2), situ´a de forma automa´tica el punto de
control gcpi en el p´ıxel (pxjX, pxjY ) de la imagen imgj, con coordenadas
geogra´ficas (long, lat). Para la obtencio´n del valor de Z, se propone utilizar
el correspondiente al modelo digital obtenido a partir de los fotogramas uti-
lizados para generar la correspondiente ortofoto de la Consejer´ıa de Medio
Ambiente y Ordenacio´n del Territorio.
Posteriormente, se han identificado aquellos puntos de control que cum-
plen num(gcpi) ≥ min img, siendo min img un para´metro que puede espe-
cificar el usuario, tomando 2 como valor por defecto, y num(gcpi) el nu´mero
de ima´genes en las que se ha detectado el punto de control gcpi. Se genera de
forma automa´tica un fichero con informacio´n de estos puntos de control, en
un formato compatible con el utilizado por el conjunto de utilidades MicMac.
Esto permite incorporar este algoritmo al flujo de trabajo de MicMac, lo que
nos ha permitido automatizar esta fase.
En la figura 4.35 se muestra un diagrama de flujo de funcionamiento del
algoritmo.
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Figura 4.35: Correlacio´n automa´tica de puntos de control entre ima´genes ae´reas
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Se han realizado 3 ensayos asignando diferentes valores a la variable
min img, y posteriormente se ha realizado un test de calidad posicional.
Segu´n Haralick et al. (1994), los puntos de control han de estar distribui-
dos homoge´neamente; en el algoritmo que se ha desarrollado, d gcps indi-
ca la distancia mı´nima que debe haber entre punto y punto, a trave´s del
cual se controla el grado de homogeneidad. Se ha comprobado que asignar
d gcps=0 detecta puntos de control distribuidos homoge´neamente por el a´rea
de observacio´n, siendo el nu´mero de puntos generados mayor al ser menos
restrictivo este para´metro. Se ha asignado dmaxgcp px = 2px, implicando un
error posicional ≤ 22cm sobre la ortofoto; asignar un valor mayor detectar´ıa
ma´s puntos de control, pero el error posicional para cada punto de control
ser´ıa mayor, y segu´n Wan and Xu (1996) influye negativamente en la cali-
dad posicional de la ortofoto final; asignar valores inferiores reducir´ıa el error
posicional para cada punto, no obstante, el nu´mero de puntos detectados
disminuir´ıa, afectando al resultado, tal como indican Fischler and Bolles
(1981), Hung et al. (1985), Sutherland (1974).
Realizamos un estudio estad´ıstico utilizando como factor min img, y co-
mo variable dependiente los puntos de control detectados en cada imagen;
deducimos que las medias son diferentes entre s´ı, y el factor min img influ-
ye significativamente en el nu´mero de puntos de control detectados en cada
imagen ae´rea. En la tabla 4.14 se puede observar la media de puntos de con-
trol por imagen y su desviacio´n, adema´s de una disminucio´n dra´stica de los
puntos de control en cada imagen al incrementar min img. El nu´mero de
puntos de control detectados en el mosaico final han sido 1.278, 495 y 146
para los valores 2, 3 y 4 de min img, respectivamente.
Tabla 4.14: Puntos de control detectados automa´ticamente.
Ensayo 1 Ensayo 2 Ensayo 3
min img 2 3 4
Media puntos control/img 10.42a 5.50b 2.36c
Desviacio´n puntos control/img 6.08 4.13 2.03
Medias con letras diferentes son significativas con p ≺ 0,05
4.3.6. Tests de calidad posicional
Se ha generado una ortofoto y un modelo digital del terreno para cada
uno de los ensayos del apartado 4.3.5.2, y se ha comprobado su exactitud
posicional a trave´s de tests de calidad posicional NSSDA. De forma previa,
se ha realizado una calibracio´n de la ca´mara utilizando varias ima´genes ad-
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quiridas expresamente para ello; se ha utilizado el modelo Fraser por ser el
modelo radial que posee ma´s grados de libertad (12 grados) en MicMac 9.
Se ha tomado como fuente de referencia una ortofoto ya georeferencia-
da(especificaciones en la tabla 3.3), y dos modelos digitales del terreno, uno
del IGN con paso de malla 5m (especificaciones en la tabla 3.5), y otro de
la Consejer´ıa de Medio Ambiente y Ordenacio´n del Territorio, con paso de
malla 10m (especificaciones en la tabla 3.4). Se han identificado elementos
distinguibles visualmente y de reducidas dimensiones, para que el test sea lo
ma´s exacto posible.
En la figura 4.36 se muestra la distribucio´n de los puntos de la fuente de
referencia.
9http://logiciels.ign.fr/IMG/pdf/docmicmac.pdf, accedido 22 Enero 2014
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Figura 4.36: Distribucio´n de puntos de mayor precisio´n.
La tabla 4.15 muestra la exactitud posicional horizontal al nivel del 95 %
de confianza, y la exactitud posicional vertical al nivel del 95 % de confianza
del test NSSDA con cada modelo digital del terreno.
Tabla 4.15: Tests NSSDA en varios ensayos
Ensayo 1 Ensayo 2 Ensayo 3
Exactitud horizontal 1.04m 1.50m 2.36m
Exactitud vertical MDT 05m 2.00m 3.01m 4.67m
Exactitud vertical MDT 10m 1.80m 2.91m 4.57m
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Estos resultados esta´n de acuerdo con los propuestos por Fischler and
Bolles (1981), Hung et al. (1985), Sutherland (1974), Wan and Xu (1996),
Haralick et al. (1989), que sostienen que utilizar un nu´mero escaso de puntos
georeferenciados influye en la calidad posicional del resultado; se observa en
la tabla 4.15 un decremento de la calidad posicional debido a verse reducido
en un 50 % el nu´mero de puntos por imagen, que a su vez es consecuencia de
una mayor restriccio´n en el nu´mero de ima´genes en las que estos deben ser
detectados.
En la figura 4.37 se puede apreciar la distribucio´n de los puntos de control
del ensayo 1. Las figuras 4.38 y 4.39 muestran la ortofoto y el modelo digital
del terreno generados, y las tablas 4.16 y 4.17 sus especificaciones te´cnicas,
respectivamente.
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Figura 4.37: Distribucio´n de puntos de control del ensayo 1
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Figura 4.38: Ortofoto generada en el ensayo 1
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Figura 4.39: Modelo digital del terreno generado en el ensayo 1
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Tabla 4.16: Especificaciones te´cnicas de la ortofoto generada en el ensayo 1
Nombre ensayo1.tif
Resolucio´n 20.480px x 38.264px
Resolucio´n de pixel 9cm/p´ıxel
Resolucio´n espectral 3 (rojo, verde, azul)
Coordenadas centrales 387.267, 4.228.999
(UTM 30N ETRS 1989)
Extensio´n 1.843m (horizontal), 3.443m (vertical)
Comprobado para 1.04 metros de exactitud horizontal y 2.00 metros de
exactitud vertical al 95 % de nivel de confianza utilizando el
Esta´ndar Nacional para la Precisio´n de Datos Espaciales (NSSDA)
(Federal Geographic Data Committee 1998c).
Tabla 4.17: Especificaciones te´cnicas del modelo digital del terreno generado en el ensayo 1
Nombre ensayo1 mdt.tif
Resolucio´n 14.435px x 18.137px
Resolucio´n de pixel 53.8954 cm/p´ıxel
Precisio´n altime´trica 18cm
Resolucio´n espectral 1
Coordenadas centrales 385.087, 4.229.749
(UTM 30N ETRS 1989)




1. El desarrollo de sensores, as´ı como el nacimiento de nuevas herramientas
y plataformas que los soportan y transportan han dado lugar a un
crecimiento exponencial en cuanto a la disponibilidad y cantidad de
informacio´n geoespacial generada.
2. Es necesario recurrir a nuevos modelos de representacio´n de informacio´n
espacial para poder analizar, procesar, transmitir y gestionar ingentes
cantidades de informacio´n disponible. La metodolog´ıa propuesta para
generar un a´rbol jera´rquico ha demostrado ser un modelo adecuado,
sencillo y a´gil para llevar a cabo estas tareas.
3. Las plataformas UAV y el software de control mu´ltiple que hemos pro-
puesto han demostrado ser herramientas u´tiles, robustas y seguras, en
los casos de necesidad de: mayor resolucio´n espacial, restricciones para
el despegue y aterrizaje, soluciones de bajo coste, etc.
4. Las plataformas empleadas basadas en hardware y software libre, fa-
cilitan su integracio´n con otros sistemas y el desarrollo de utilidades
complementarias. Especial mencio´n merece el autopiloto APM, solu-
cio´n de bajo coste y un enorme potencial; el protocolo MAVLINK, que
podemos considerar las bases de un esta´ndar abierto para comunicar
estaciones GCS con plataformas UAV; y los mo´dulos de transmisio´n
inala´mbrica de largo alcance xbee, con los que se ha probado que es
posible modificar en tiempo real y en pleno vuelo para´metros del UAV,
au´n cuando e´ste se encuentra a una distancia de hasta 3 km.
5. Los sensores propuestos y los algoritmos desarrollados han permitido
obtener ima´genes mediante el uso de ca´maras sin precisio´n me´trica,
como las ca´maras GoPro YHDC5170 y Canon IXUS 220HS. Hemos
93
Correccio´n automa´tica de la geometr´ıa de fotogramas capturados desde plataformas
ae´reas no tripuladas
comprobado que la sistema´tica de captura cont´ınua con un intervalo
definido entre adquisicio´n genera un conjunto de ima´genes adecuados
para los estudios de optimizacio´n y generacio´n de ima´genes con me´trica.
6. Los algoritmos que hemos desarrollado permiten incorporar a las ima´ge-
nes adquiridas la informacio´n generada por el UAV, va´lidos para cual-
quier sensor y cualquier mecanismo de adquisicio´n de ima´genes.
7. Las ima´genes obtenidas con ca´maras sin me´trica precisa, deben ser tra-
tadas con te´cnicas de visio´n por computador y fotograme´tricas, siendo
fundamental el papel desempen˜ado por el algoritmo SIFT y herramien-
tas que lo incorporan, como es el programa MicMac, herramienta de
software libre que permite generar modelos tridimensionales e ima´genes
con me´trica a partir de ima´genes sin me´trica.
8. La optimizacio´n de los para´metros de SIFT en funcio´n de los contenidos
de las ima´genes y el uso del software “ImageJ”, permiten obtener un
modelo de optimizacio´n y mejorar sustancialmente la correlacio´n entre
ima´genes tomadas con dos ca´maras muy diferentes, como las ca´maras
GoPro YHDC5170 y Canon IXUS 220HS.
9. La existencia de ima´genes georeferenciadas, obtenidas de distintas fuen-
tes, el modelo de optimizacio´n del algoritmo SIFT, y la facilidad de
integracio´n de sistemas basado en co´digo abierto, facilitan establecer
un flujo de trabajo entre MicMac e ImageJ, permitiendo asignar orien-
tacio´n absoluta a las ima´genes sin necesidad de intervencio´n manual,
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En Anexos describimos brevemente aquellos documentos que hemos ela-
borado y algoritmos que hemos desarrollado, referenciando su localizacio´n en
el soporte de almacenamiento que acompan˜a la tesis. En aquellos casos en





integrar ortofotograf´ıas en un
sistema universal
Los ficheros de este apartado esta´n localizados en el directorio Anexos/A 1
del soporte de almacenamiento que acompan˜a esta tesis.
A.1. JA2Google.pl
Fichero que implementa los algoritmos descritos en el apartado 4.1.1.2
de la tesis, referentes a generacio´n de teselas hoja y niveles superiores. Las
funciones que se implementan en este fichero son:
nombre2Orto: Funcio´n recursiva principal que genera teselas hoja y las
combina para generar los niveles superiores.
GenerarBlank: Genera una tesela blanca en caso de que no exista in-
formacio´n geoespacial en el a´rea.
Fusionar: Funcio´n recursiva ejecutada por nombre2Orto que realiza las
operaciones de combinacio´n de teselas para generar niveles superiores.
AbaDer, Der, Aba: Funciones recursivas que devuelven el nombre de
las teselas situadas abajo y a la derecha, a la derecha, y abajo de la
tesela actual respectivamente.
GenCoor: Funcio´n que implementa la ecuacio´n 3.1.
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CalcCoordCorte: Recibe una ortofoto que contiene parte de la tesela a
generar, y las coordenadas del a´rea que se desea generar, y devuelve
las coordenadas que define la interseccio´n de la ortofoto con el a´rea a
generar.
ProcesaG: Recibe las coordenadas x,y UTM y las dimensiones de la
tesela que se debe generar, y la genera.
CargarLOrto: Lee el contenido del repositorio de ortofotos en el sistema
de ficheros y lo carga en memoria.
A.2. blank.tif, blank.jpg
Ficheros que representan regiones de las que no se posee informacio´n
geoespacial.
A.3. Orto.pm
Define la estructura de datos empleada para almacenar informacio´n en
memoria del repositorio de archivos de ortofotos. Atributos:
nombre: nombre de la ortofoto.
x1,y1: coordenada superior izquierda de la ortofoto.
x2,y2: coordenada inferior derecha de la ortofoto.
tam pixel: resolucio´n de pixel.
Me´todos:
new: crea la instancia.
AsignarSinDim: inicializa la instancia recibiendo como para´metros el
valor de todos los atributos.
Asignar0: Igual que AsignarSinDim, pero recibe como para´metros una
instancia a partir de la cual se inicializan los atributos de la nueva
instancia.
Asignar: inicializa la instancia recibiendo como para´metros x1,y1,tam pixel,
y resolucio´n en p´ıxeles de la ortofoto. En funcio´n de la resolucio´n en
p´ıxeles, y el valor del resto de atributos, calcula x2,y2.
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Imprimir: imprime por pantalla informacio´n de la instancia.
PContiene: Devuelve 1 si la coordenada que recibe como para´metro
esta´ contenida en la ortofoto.
PDer: devuelve 1 si la coordenada x1 de la ortofoto es menor o igual
que la coordenada x2 de la regio´n que recibe como para´metro
PArr: devuelve 1 si la coordenada y2 de la ortofoto es superior que la
coordenada y1 de la regio´n que recibe como para´metro.
PDown: devuelve 1 si la coordenada y1 de la ortofoto es inferior a la
coordenada y2 de la regio´n que recibe como para´metro.
A.4. params.pl
Archivo de configuracio´n que define:
Directorio origen del repositorio de ortofotos. Las ortofotos deben estar
en formato jpg, con archivos de georeferenciacio´n jgw y sistemas de
coordenadas epsg:4326.
Extensio´n utilizada por las ortofotos en el sistema de ficheros.
Directorio temporal en el que efectuar las operaciones.
Directorio destino en el que generar el a´rbol jera´rquico.
Resolucio´n en p´ıxeles de cada tesela del a´rbol.
Resolucio´n espacial del p´ıxel de cada tesela hoja del a´rbol.
Nombre de la tesela ra´ız del a´rbol a generar.
Nu´mero de niveles a generar.
Comandos a utilizar para actuar sobre los ficheros en funcio´n del siste-
ma operativo utilizado. En este caso, esta´ configurado para ejecutarse





control y tratamiento de datos
de APM
Los ficheros de este apartado esta´n localizados en el directorio Anexos/A 2
del soporte de almacenamiento que acompan˜a esta tesis.
B.1. ard pos att.pl
Recibe un fichero de telemetr´ıa generado por APM, y filtra su contenido
para mostrar u´nicamente datos de navegacio´n. Previamente al tratamiento,
en el fichero de telemetr´ıa se debe sustituir todas las “,” por “.”, y sustituir
espacios en blanco consecutivos por un so´lo espacio en blanco.
B.2. Cambio de formato temporal
El siguiente comando ejecutado desde una shell de linux toma una fichero
generado con ard pos att.pl, y an˜ade una nueva columna formateando cada
marca de tiempo como el nu´mero de segundos transcurridos desde las 00:00:00
hasta el momento de la captura:
cat f i c h e r o . txt | awk ’BEGIN{FS=” | : ” } { pr in t $0” ”$2∗3600+$3
∗60+$4} ’ > f i c h e r o s e g . txt
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B.3. Listado de ima´genes y marca temporal
de adquisicio´n
El siguiente comando ejecutado desde una shell de linux genera un lis-
tado con las ima´genes del directorio, y para cada una de ellas los segundos
transcurridos desde las 00:00:00 hasta el momento de adquisicio´n.
l s ∗ .JPG −1|awk ’ {cmd=” e x i f ”$1” | grep 2013 | head −n 1” ;
cmd | g e t l i n e r e s ; p r i n t $1” ” r e s } ’ | awk ’BEGIN{FS=”
”}{ pr in t $1” ”$6} ’ | awk ’BEGIN{FS=” | : ” } { pr in t $1” ”$2
∗3600+$3∗60+$4} ’>img seg . txt
B.4. ard img.pl
Recibe un fichero de ima´genes y telemetr´ıa de APM, formateadas tempo-
ralmente utilizando los algoritmos anteriores, y genera un listado con infor-
macio´n de navegacio´n para cada ima´gen ae´rea adquirida.
B.5. Cam Movement.pde
Optimizacio´n del co´digo de APM que actu´a sobre un dispositivo de estabi-
lizacio´n, generando un co´digo que consume una cantidad menor de memoria.
void c a m s t a b i l i s a t i o n ( )
{
APM RC. OutputCh (TILT SERVO, 1325 + ( ( ahrs .
p i t c h s e n s o r /100) ∗ −TILT RATIO ∗ TILT REV) ) ;
// middle servo va lue + ( p i t c h ang l e ∗ ms
/deg ∗ r e v e r s e )
APM RC. OutputCh (ROLL SERVO, 1450 + ( ( ahrs .
r o l l s e n s o r /100) ∗ −ROLL RATIO ∗ ROLL REV) ) ; //
middle servo va lue + ( r o l l ang l e ∗ ms/deg ∗
r e v e r s e )
}
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B.6. script de control automa´tico de ca´maras
con firmware CHDK
Se desarrolla un script para implementar la metodolog´ıa de captura au-
toma´tica mencionada en la seccio´n 4.3.1, cuyo co´digo se muestra a continua-
cio´n:
@ t i t l e Captura Imagenes
@param a = i n t e r v a l ( s e c )
@default a 3
@param c Time a c t i v e (m)
@default c 45
@param j Zoom−s tep
@default j −100 rem step 30 i s equ iva l en t to 50 mm SLR
f o c a l l ength
@param z Star t de lay ( s )
@default z 5
rem e tiempo en mi l i s egundos que se e j e c u t a e l s c r i p t
e=c ∗60000
rem Primer d i sparo
rem set zoom j
rem di sparo
rem Pausa
for n=0 to z
p r in t ”Comienzo Captura en : ” ; z−n ; ” s ”
s l e e p 1000
next n
rem g es tiempo t ranscur r ido , f tiempom de comienzo y p l a s
capturas
g=0




s = g e t t i c k c o u n t
shoot
s l e e p a∗1000 − ( g e t t i c k c o u n t − s )
g=s−f
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rem t es e l tiempo que queda en mi l i s egundos
t=(e−g ) /1000
p=p+1
pr in t ” S c r i p t Ejecutandose . . . ”
p r i n t ” I n t e r v a l o : ” ; a ; ” s ; Zoom : ” ; j
p r i n t ”Tiempo r e s t a n t e : ” ; t ; ” s ( ” ; c ∗60 ; ” s ) ”
p r i n t ”Capturas tomadas : ” ; p ; ” ( ” ; c ∗60/a ; ” ) ”
p r i n t ” ( Pres iona d i sparo para qu i t a r ) ”
i f g>e then shut down
u n t i l ( 0 )
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Anexo C
Ficheros y co´digo desarrollado
en el estudio de la optimizacio´n
de para´metros del algoritmo
SIFT
Los ficheros de este apartado esta´n localizados en el directorio Anexos/A 3
del soporte de almacenamiento que acompan˜a esta tesis.
C.1. crear ortobase.sh + img.txt
Script que dada una ortofoto georeferenciada, una lista de ima´genes, coor-
denadas y para´metros definidos en img.txt, para cada ima´gen extrae una
regio´n de la ortofoto centrada en las coordenadas de la imagen, con una
extensio´n especificada en img.txt.
C.2. siftGCP.ijm + img.txt
Macro que se ejecuta en ImageJ. Correlaciona por lotes ima´genes ae´reas
con sus repectivas regiones de ortofoto. El fichero img.txt especifica la opti-
mizacio´n a emplear en los para´metros de SIFT.
C.3. Experimento1.pdf-Experimento12.pdf
Tablas que muestran de forma detallada los resultados del proceso de op-
timizacio´n. Experimento12.pdf y la tabla C.1 muestran de forma simplificada
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la informacio´n contenida en Experimento1-Experimento10, que optimizan los
para´metros sigma y nScales. Experimento11.pdf estudia la optimizacio´n de
NNDR y FDS.





































































































































0.5 3 1 20 39 55 90 69 40 35 59 55 57
1.6 3 5 8 18 29 40 27 17 18 25 26 27
1.6 6 1 21 37 65 89 70 44 30 53 72 68
1.6 9 1 56 122 255 296 215 157 165 177 253 194
2 3 3 5 9 18 20 20 13 11 15 17 10
2 6 1 21 45 58 77 57 43 33 53 62 56
2 9 1 18 28 54 85 57 34 37 53 58 53
2.6 3 2 5 6 8 10 9 10 5 9 10 12
2.6 6 3 9 13 25 45 33 22 15 29 39 24
2.6 9 7 22 48 77 120 93 78 64 95 94 83
CMR
0.5 3 0.00 85.00 82.05 85.45 94.44 86.96 75.00 91.43 93.22 87.27 78.95
1.6 3 80.00 87.50 88.89 100.00 92.50 85.19 88.24 83.33 80.00 73.08 77.78
1.6 6 0.00 80.95 81.08 89.23 88.76 91.43 79.55 86.67 83.02 88.89 86.76
1.6 9 0.00 83.93 88.52 93.33 93.24 92.09 85.99 96.36 94.92 96.84 94.33
2.0 3 0.00 80.00 55.56 77.78 85.00 85.00 76.92 72.73 73.33 70.59 90.00
2.0 6 0.00 85.71 84.44 84.48 85.71 89.47 90.70 87.88 96.23 88.71 89.29
2.0 9 0.00 66.67 82.14 92.59 91.76 85.96 94.12 81.08 96.23 84.48 90.57
2.6 3 0.00 80.00 100.00 87.50 90.00 88.89 90.00 80.00 88.89 80.00 75.00
2.6 6 33.33 77.78 92.31 92.00 91.11 84.85 90.91 80.00 79.31 92.31 87.50




































































































































0.5 3 43 1 21 30 34 43 21 28 1 1 16
1.6 3 9 5 10 11 14 18 13 12 1 8 12
1.6 6 34 23 21 35 25 42 18 33 1 13 17
1.6 9 111 67 63 110 93 158 57 99 42 47 63
2 3 8 3 6 12 8 13 4 7 4 1 8
2 6 26 14 20 29 33 48 18 28 8 10 19
2 9 24 14 17 29 23 30 14 20 10 11 17
2.6 3 6 3 4 6 3 3 4 4 3 4 5
2.6 6 14 8 12 13 11 22 11 14 6 5 14
2.6 9 50 15 24 38 42 55 28 44 13 21 30
CMR
0.5 3 86.05 0.00 85.71 90.00 82.35 95.35 71.43 89.29 0.00 0.00 93.75
1.6 3 88.89 20.00 90.00 63.64 85.71 77.78 92.31 91.67 0.00 62.50 83.33
1.6 6 79.41 73.91 85.71 82.86 92.00 83.33 66.67 81.82 0.00 84.62 94.12
1.6 9 89.19 80.60 93.65 92.73 87.10 90.51 77.19 91.92 73.81 89.36 80.95
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2.0 3 100.00 33.33 50.00 75.00 75.00 61.54 75.00 71.43 75.00 0.00 75.00
2.0 6 80.77 57.14 80.00 79.31 78.79 87.50 88.89 85.71 75.00 50.00 94.74
2.0 9 91.67 35.71 88.24 82.76 78.26 76.67 92.86 85.00 70.00 72.73 88.24
2.6 3 83.33 0.00 0.00 100.00 33.33 66.67 75.00 100.00 0.00 75.00 80.00
2.6 6 85.71 100.00 91.67 92.31 72.73 86.36 72.73 85.71 66.67 80.00 92.86












































0.5 3 41 66 30
1.6 3 19 27 12
1.6 6 42 61 29
1.6 9 158 203 113
2 3 13 18 10
2 6 42 52 31
2 9 39 50 20
2.6 3 8 6 5
2.6 6 28 30 20
2.6 9 64 105 43
CMR
0.5 3 87.80 87.88 96.67
1.6 3 89.47 92.59 91.67
1.6 6 88.10 88.52 89.66
1.6 9 89.87 91.63 88.50
2.0 3 84.62 77.78 80.00
2.0 6 83.33 88.46 87.10
2.0 9 76.92 86.00 100.00
2.6 3 87.50 66.67 100.00
2.6 6 92.86 96.67 90.00
2.6 9 93.75 94.29 95.35
C.4. Experimento13.pdf
La tabla C.2 y este fichero muestran de forma detallada el resultado del
proceso de validacio´n que se ilustro´ en la tabla 4.11.
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2.6 6 19 20 19 23 17 19 25 34 39 29
2.6 9 50 35 38 41 43 62 87 80 67 74
CMR
2.6 6 84.21 80.00 89.47 86.96 82.35 84.21 92.00 82.35 89.74 89.66
2.6 9 92.00 94.29 94.74 97.56 90.70 87.10 95.40 92.50 98.51 89.19
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Anexo D
Ficheros y co´digo desarrollado
para generacio´n automa´tica de
ima´genes con me´trica
Los ficheros de este apartado esta´n localizados en el directorio Anexos/A 4
del soporte de almacenamiento que acompan˜a esta tesis.
D.1. Validacio´n de la optimizacio´n en un vue-
lo programado
En la tabla D.1 se puede apreciar de forma ma´s detallada la informa-
cio´n proporcionada en la tabla 4.13. Los valores CMR para inliers=10 se
han calculado para una muestra de 50 correlaciones aleatorias en cada par
imagen ae´rea-regio´n de ortofoto, debido al elevado nu´mero de correlaciones



































Tabla D.1: Optimizacio´n del filtrado RANSAC. Valores de SM y
CMR asignando diferentes errores de alineacio´n
Imagenes Ae´reas
7175 7185 7195 7205 6955 6965 6975 7224 7234 7244 7312 7322
SM
Inliers=1.1 21 25 27 19 18 26 26 27 23 31 22 28
Inliers=10 183 194 169 123 152 180 185 241 168 282 173 266
CMR
Inliers=1.1 100.00 96.00 100.00 100.00 94.44 96.15 92.31 100.00 100.00 100.00 100.00 100.00
Inliers=10 94.00 94.00 86.00 90.00 88.00 98.00 96.00 94.00 94.00 90.00 92.00 94.00
Imagenes Ae´reas
7346 7356 7366 7409 7414 7039 7049 7059 7082 7092 7102 7112
SM
Inliers=1.1 8 37 18 15 10 14 38 43 29 55 18 21
Inliers=10 58 273 119 90 73 122 292 352 210 435 185 152
CMR
Inliers=1.1 87.50 94.59 94.44 93.33 90.00 100.00 97.37 95.35 100.00 98.18 94.44 100.00
Inliers=10 90.00 92.00 90.00 94.00 92.00 92.00 92.00 96.00 96.00 92.00 98.00 88.00
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D.2. Identificacio´n de GCPs
Tras aplicar el algoritmo comentado en C.2 a cada par ima´gen ae´rea-
regio´n ortofoto, se filtra el resultado para asignar a cada ima´gen un conjunto
de coordenadas p´ıxeles - coordenadas geogra´ficas segu´n el siguiente co´digo:
# A\˜nade coordenadas g e o g r a f i c a s a l o s keys detec tados img
<−> orto
ac tua l=$ (pwd)
cd $1
for f in r−∗.JPG XY. txt
do
img=$ ( echo $ f | sed ’ s / XY . txt //g ’ )
max=$ (wc − l $img” XY . txt ” | sed ’ s /\ //g ’ | sed ’ s / ’ $img ’ XY .
txt //g ’ )
for ( ( n=1; n<=$max ; n++ ) )
do
coord img=$ ( head −n $n $img” XY . txt ” | t a i l −n 1)
coo rd or to=$ ( head −n $n $img” 882−3−3y4 . t i f XY . txt ” |
t a i l −n 1)
gcp=$ ( echo $coord or to | gda l t rans form −s s r s epsg :25830
− t s r s epsg :4326 . . / subortobase1 /$img” 882−3−3y4 . t i f
” | cut −d ’ ’ −f1 , 2 )
gcp 25830=$ ( echo $coord or to | gda l t rans form −s s r s epsg
:25830 − t s r s epsg :25830 . . / subortobase1 /$img” 882
−3−3y4 . t i f ” | cut −d ’ ’ −f1 , 2 )
a l t=$ ( g d a l l o c a t i o n i n f o −geo l o c / Users / scc /DATOS/uco/FPV
/PruebasCampo/882−3−3y4/ a l t 882 . t i f $gcp 25830 | grep
Value | cut −d ’ ’ −f 6 )





Implementacio´n del algoritmo del apartado 4.3.5.2. Utilizando los pun-
tos de control detectados en el apartado D.2, y el resultado del proceso de
matching del comando Tapioca de MicMac, se an˜aden aquellos puntos de
control de las ima´genes adyacentes que hayan sido detectados tambie´n con el
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comando Tapioca, y se crea un fichero compatible con el formato de MicMac
para calcular el modelo de orientacio´n absoluta automa´ticamente.
Adicionalmente, se generan dos archivos con fines estad´ısticos: log exp y
gcp exp.
D.4. Rutina auxiliar para el ca´lculo estad´ısti-
co
Se desarrolla una rutina auxiliar que procesa el resultado de aplicar el
algoritmo de la seccio´n D.3 a cada ensayo:
l og=” log exp ” ; for f i l e in ‘ l s ∗JPG ‘ ; do f=$ ( echo $ f i l e | cut
−d ’ . ’ −f 1) ; count=$ ( grep $ f ’ ) \? ; ’ $ log |wc − l ) ; echo $ f ”
” $count ; done
Aplicando la rutina a cada ensayo, se obtiene la siguiente tabla que mues-
tra el nu´mero de puntos de control que hay en cada imagen, a partir de la
cual se obtiene la tabla 4.14 mencionada anteriormente.
Tabla D.2: Puntos de control detectados en cada imagen para cada
ensayo
Ensayo 1 Ensayo 2 Ensayo 3
MEDIA 10,4217252396 5,5015974441 2,3642172524
DESVIACIO´N 6,0881169114 4,1309685651 2,0384754494
Puntos de control por imagen
r-1-2-IMG 6955.JPG 7 2 1
r-1-2-IMG 6956.JPG 12 3 2
r-1-2-IMG 6957.JPG 11 3 1
r-1-2-IMG 6958.JPG 17 3 1
r-1-2-IMG 6959.JPG 21 6 3
r-1-2-IMG 6960.JPG 12 6 2
r-1-2-IMG 6961.JPG 15 9 4
r-1-2-IMG 6962.JPG 14 10 2
r-1-2-IMG 6963.JPG 9 5 1
r-1-2-IMG 6964.JPG 9 5 1
r-1-2-IMG 6965.JPG 9 2 1
r-1-2-IMG 6966.JPG 12 2 1
r-1-2-IMG 6967.JPG 9 4 1
r-1-2-IMG 6968.JPG 7 2 1
r-1-2-IMG 6969.JPG 10 3 1
r-1-2-IMG 6970.JPG 4 2 1
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r-1-2-IMG 6971.JPG 1 1 1
r-1-2-IMG 6972.JPG 3 1 1
r-1-2-IMG 6973.JPG 6 2 1
r-1-2-IMG 6974.JPG 12 7 2
r-1-2-IMG 6975.JPG 11 5 1
r-1-2-IMG 6976.JPG 14 7 1
r-1-2-IMG 6977.JPG 15 7 2
r-1-2-IMG 6978.JPG 9 5 2
r-11-12-IMG 7175.JPG 4 3 1
r-11-12-IMG 7176.JPG 10 4 2
r-11-12-IMG 7177.JPG 7 2 2
r-11-12-IMG 7178.JPG 5 4 3
r-11-12-IMG 7179.JPG 5 1 1
r-11-12-IMG 7180.JPG 13 6 3
r-11-12-IMG 7181.JPG 17 6 4
r-11-12-IMG 7182.JPG 22 14 5
r-11-12-IMG 7183.JPG 23 13 3
r-11-12-IMG 7184.JPG 24 11 4
r-11-12-IMG 7185.JPG 24 16 6
r-11-12-IMG 7186.JPG 18 9 6
r-11-12-IMG 7187.JPG 9 6 3
r-11-12-IMG 7188.JPG 16 10 5
r-11-12-IMG 7189.JPG 16 12 6
r-11-12-IMG 7190.JPG 24 15 8
r-11-12-IMG 7191.JPG 26 20 12
r-11-12-IMG 7192.JPG 25 16 9
r-11-12-IMG 7193.JPG 23 11 5
r-11-12-IMG 7194.JPG 18 12 6
r-11-12-IMG 7195.JPG 11 8 5
r-11-12-IMG 7196.JPG 9 8 3
r-11-12-IMG 7197.JPG 10 9 2
r-11-12-IMG 7198.JPG 10 6 2
r-11-12-IMG 7199.JPG 10 6 2
r-11-12-IMG 7200.JPG 9 6 1
r-11-12-IMG 7201.JPG 9 5 2
r-11-12-IMG 7202.JPG 6 6 1
r-11-12-IMG 7203.JPG 11 6 1
r-11-12-IMG 7204.JPG 8 3 1
r-11-12-IMG 7205.JPG 4 3 1
r-11-12-IMG 7206.JPG 6 4 1
r-11-12-IMG 7207.JPG 8 4 1
r-11-12-IMG 7208.JPG 13 5 2
r-11-12-IMG 7209.JPG 7 3 1
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r-11-12-IMG 7210.JPG 10 6 2
r-13-14-IMG 7224.JPG 9 4 1
r-13-14-IMG 7225.JPG 18 6 2
r-13-14-IMG 7226.JPG 19 8 2
r-13-14-IMG 7227.JPG 10 6 1
r-13-14-IMG 7228.JPG 8 3 1
r-13-14-IMG 7229.JPG 8 3 1
r-13-14-IMG 7230.JPG 7 3 1
r-13-14-IMG 7231.JPG 6 1 1
r-13-14-IMG 7232.JPG 4 1 1
r-13-14-IMG 7233.JPG 6 4 2
r-13-14-IMG 7234.JPG 8 4 1
r-13-14-IMG 7235.JPG 12 6 1
r-13-14-IMG 7236.JPG 13 8 2
r-13-14-IMG 7237.JPG 11 8 4
r-13-14-IMG 7238.JPG 7 3 1
r-13-14-IMG 7239.JPG 16 7 5
r-13-14-IMG 7240.JPG 16 9 4
r-13-14-IMG 7241.JPG 20 9 7
r-13-14-IMG 7242.JPG 21 11 6
r-13-14-IMG 7243.JPG 15 10 5
r-13-14-IMG 7244.JPG 21 14 7
r-13-14-IMG 7245.JPG 25 18 8
r-13-14-IMG 7246.JPG 33 24 14
r-13-14-IMG 7247.JPG 13 9 5
r-13-14-IMG 7248.JPG 25 19 10
r-13-14-IMG 7249.JPG 21 16 7
r-13-14-IMG 7250.JPG 4 3 2
r-13-14-IMG 7251.JPG 4 3 2
r-15-16-IMG 7265.JPG 8 3 2
r-15-16-IMG 7266.JPG 21 15 4
r-15-16-IMG 7267.JPG 24 21 10
r-15-16-IMG 7268.JPG 26 22 8
r-15-16-IMG 7269.JPG 18 10 3
r-15-16-IMG 7270.JPG 25 8 4
r-15-16-IMG 7271.JPG 21 11 2
r-15-16-IMG 7272.JPG 15 9 3
r-15-16-IMG 7273.JPG 19 12 5
r-15-16-IMG 7274.JPG 13 10 7
r-15-16-IMG 7275.JPG 15 10 5
r-15-16-IMG 7276.JPG 9 6 1
r-15-16-IMG 7277.JPG 8 6 2
r-15-16-IMG 7278.JPG 10 7 3
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r-15-16-IMG 7279.JPG 9 5 2
r-15-16-IMG 7280.JPG 15 7 2
r-15-16-IMG 7281.JPG 15 10 5
r-15-16-IMG 7282.JPG 14 10 4
r-15-16-IMG 7283.JPG 8 4 1
r-15-16-IMG 7284.JPG 7 6 2
r-15-16-IMG 7285.JPG 3 2 1
r-15-16-IMG 7286.JPG 7 5 3
r-15-16-IMG 7287.JPG 8 4 3
r-15-16-IMG 7288.JPG 8 4 1
r-15-16-IMG 7289.JPG 7 3 1
r-15-16-IMG 7290.JPG 4 1 1
r-15-16-IMG 7291.JPG 4 1 1
r-15-16-IMG 7292.JPG 3 1 1
r-15-16-IMG 7293.JPG 3 3 2
r-15-16-IMG 7294.JPG 7 5 2
r-15-16-IMG 7295.JPG 6 5 3
r-15-16-IMG 7296.JPG 8 3 2
r-15-16-IMG 7297.JPG 10 3 1
r-15-16-IMG 7298.JPG 4 1 1
r-17-18-IMG 7312.JPG 3 2 1
r-17-18-IMG 7313.JPG 10 4 1
r-17-18-IMG 7314.JPG 12 4 2
r-17-18-IMG 7315.JPG 8 5 4
r-17-18-IMG 7316.JPG 10 7 4
r-17-18-IMG 7317.JPG 10 5 4
r-17-18-IMG 7318.JPG 7 3 1
r-17-18-IMG 7319.JPG 5 1 1
r-17-18-IMG 7320.JPG 4 2 1
r-17-18-IMG 7321.JPG 5 4 2
r-17-18-IMG 7322.JPG 7 4 1
r-17-18-IMG 7323.JPG 7 5 3
r-17-18-IMG 7324.JPG 2 2 1
r-17-18-IMG 7325.JPG 11 6 2
r-17-18-IMG 7326.JPG 15 9 2
r-17-18-IMG 7327.JPG 13 7 2
r-17-18-IMG 7328.JPG 13 7 2
r-17-18-IMG 7329.JPG 5 2 1
r-17-18-IMG 7330.JPG 8 4 1
r-17-18-IMG 7331.JPG 4 2 1
r-19-20-IMG 7346.JPG 1 1 1
r-19-20-IMG 7347.JPG 3 3 1
r-19-20-IMG 7348.JPG 3 1 1
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r-19-20-IMG 7349.JPG 10 6 2
r-19-20-IMG 7350.JPG 8 4 1
r-19-20-IMG 7351.JPG 9 4 1
r-19-20-IMG 7352.JPG 11 6 1
r-19-20-IMG 7353.JPG 10 6 3
r-19-20-IMG 7354.JPG 17 7 4
r-19-20-IMG 7355.JPG 8 2 1
r-19-20-IMG 7356.JPG 17 9 4
r-19-20-IMG 7357.JPG 5 4 1
r-19-20-IMG 7358.JPG 9 3 1
r-19-20-IMG 7359.JPG 7 3 1
r-19-20-IMG 7360.JPG 2 2 1
r-19-20-IMG 7361.JPG 5 3 1
r-19-20-IMG 7362.JPG 10 3 1
r-19-20-IMG 7363.JPG 4 1 1
r-19-20-IMG 7364.JPG 9 7 3
r-19-20-IMG 7365.JPG 10 5 1
r-19-20-IMG 7366.JPG 5 1 1
r-19-20-IMG 7367.JPG 2 1 1
r-19-20-IMG 7368.JPG 4 1 1
r-19-20-IMG 7369.JPG 3 1 1
r-19-20-IMG 7370.JPG 1 1 1
r-21-22-IMG 7383.JPG 2 1 1
r-21-22-IMG 7384.JPG 2 1 1
r-21-22-IMG 7385.JPG 5 1 1
r-21-22-IMG 7386.JPG 6 1 1
r-21-22-IMG 7387.JPG 5 3 3
r-21-22-IMG 7388.JPG 3 1 1
r-21-22-IMG 7389.JPG 1 1 1
r-21-22-IMG 7390.JPG 2 1 1
r-21-22-IMG 7391.JPG 1 1 1
r-23-24-IMG 7409.JPG 5 1 1
r-23-24-IMG 7410.JPG 5 1 1
r-23-24-IMG 7411.JPG 5 2 1
r-23-24-IMG 7412.JPG 4 2 1
r-23-24-IMG 7413.JPG 4 1 1
r-23-24-IMG 7414.JPG 5 1 1
r-23-24-IMG 7415.JPG 2 1 1
r-23-24-IMG 7416.JPG 1 1 1
r-23-24-IMG 7417.JPG 1 1 1
r-3-4-IMG 6991.JPG 1 1 1
r-3-4-IMG 6992.JPG 4 2 1
r-3-4-IMG 6993.JPG 9 6 2
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r-3-4-IMG 6994.JPG 8 6 2
r-3-4-IMG 6995.JPG 2 1 1
r-3-4-IMG 6996.JPG 9 5 1
r-3-4-IMG 6997.JPG 6 4 1
r-3-4-IMG 6998.JPG 16 4 1
r-3-4-IMG 6999.JPG 16 6 2
r-3-4-IMG 7000.JPG 5 1 1
r-3-4-IMG 7001.JPG 8 1 1
r-3-4-IMG 7002.JPG 10 3 1
r-3-4-IMG 7003.JPG 10 3 1
r-3-4-IMG 7004.JPG 12 5 2
r-3-4-IMG 7005.JPG 12 4 1
r-3-4-IMG 7006.JPG 4 2 1
r-3-4-IMG 7007.JPG 5 3 1
r-3-4-IMG 7009.JPG 9 7 1
r-3-4-IMG 7010.JPG 14 8 3
r-3-4-IMG 7011.JPG 14 9 2
r-3-4-IMG 7012.JPG 5 3 2
r-3-4-IMG 7013.JPG 5 2 1
r-3-4-IMG 7014.JPG 6 4 1
r-3-4-IMG 7015.JPG 11 6 1
r-3-4-IMG 7016.JPG 9 5 2
r-3-4-IMG 7017.JPG 6 5 2
r-3-4-IMG 7018.JPG 3 3 4
r-3-4-IMG 7019.JPG 6 2 2
r-3-4-IMG 7020.JPG 5 1 1
r-3-4-IMG 7021.JPG 8 6 1
r-3-4-IMG 7022.JPG 8 3 4
r-3-4-IMG 7023.JPG 11 6 2
r-3-4-IMG 7024.JPG 17 10 3
r-3-4-IMG 7025.JPG 10 7 2
r-3-4-IMG 7026.JPG 6 5 1
r-5-6-IMG 7039.JPG 5 1 1
r-5-6-IMG 7040.JPG 7 3 1
r-5-6-IMG 7041.JPG 16 8 1
r-5-6-IMG 7042.JPG 3 2 3
r-5-6-IMG 7043.JPG 8 7 1
r-5-6-IMG 7044.JPG 1 1 5
r-5-6-IMG 7045.JPG 9 5 1
r-5-6-IMG 7046.JPG 6 6 3
r-5-6-IMG 7047.JPG 16 12 3
r-5-6-IMG 7048.JPG 25 20 5
r-5-6-IMG 7049.JPG 19 15 10
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r-5-6-IMG 7050.JPG 14 11 8
r-5-6-IMG 7051.JPG 16 9 5
r-5-6-IMG 7052.JPG 11 6 2
r-5-6-IMG 7053.JPG 10 4 3
r-5-6-IMG 7054.JPG 10 3 2
r-5-6-IMG 7055.JPG 7 1 1
r-5-6-IMG 7056.JPG 4 3 1
r-5-6-IMG 7057.JPG 11 6 2
r-5-6-IMG 7058.JPG 17 7 3
r-5-6-IMG 7059.JPG 21 9 4
r-5-6-IMG 7060.JPG 16 8 3
r-5-6-IMG 7061.JPG 5 1 1
r-5-6-IMG 7062.JPG 13 5 1
r-5-6-IMG 7063.JPG 8 2 1
r-5-6-IMG 7064.JPG 7 4 1
r-5-6-IMG 7065.JPG 7 1 3
r-5-6-IMG 7066.JPG 8 2 1
r-5-6-IMG 7067.JPG 2 1 1
r-7-8-IMG 7082.JPG 3 1 1
r-7-8-IMG 7083.JPG 7 3 1
r-7-8-IMG 7084.JPG 4 3 1
r-7-8-IMG 7085.JPG 9 5 1
r-7-8-IMG 7086.JPG 15 8 2
r-7-8-IMG 7087.JPG 15 5 2
r-7-8-IMG 7088.JPG 11 3 2
r-7-8-IMG 7089.JPG 16 8 1
r-7-8-IMG 7090.JPG 17 10 1
r-7-8-IMG 7091.JPG 29 14 3
r-7-8-IMG 7092.JPG 23 11 3
r-7-8-IMG 7093.JPG 8 5 6
r-7-8-IMG 7094.JPG 16 9 2
r-7-8-IMG 7095.JPG 17 9 3
r-7-8-IMG 7096.JPG 16 6 1
r-7-8-IMG 7097.JPG 13 3 1
r-7-8-IMG 7098.JPG 14 6 1
r-7-8-IMG 7099.JPG 11 3 1
r-7-8-IMG 7100.JPG 16 8 1
r-7-8-IMG 7101.JPG 13 5 1
r-7-8-IMG 7102.JPG 16 8 1
r-7-8-IMG 7103.JPG 17 8 4
r-7-8-IMG 7104.JPG 14 7 5
r-7-8-IMG 7105.JPG 15 9 3
r-7-8-IMG 7106.JPG 13 7 6
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r-7-8-IMG 7107.JPG 10 4 2
r-7-8-IMG 7108.JPG 8 2 1
r-7-8-IMG 7109.JPG 6 2 1
r-7-8-IMG 7110.JPG 12 5 1
r-7-8-IMG 7111.JPG 11 5 4
r-7-8-IMG 7112.JPG 9 3 3
r-7-8-IMG 7113.JPG 13 6 2
r-7-8-IMG 7114.JPG 12 4 2
r-7-8-IMG 7115.JPG 5 1 1
r-9-10-IMG 7130.JPG 9 5 1
r-9-10-IMG 7131.JPG 17 9 2
r-9-10-IMG 7132.JPG 22 13 3
r-9-10-IMG 7133.JPG 15 7 4
r-9-10-IMG 7134.JPG 10 5 2
r-9-10-IMG 7135.JPG 8 4 1
r-9-10-IMG 7136.JPG 5 1 2
r-9-10-IMG 7137.JPG 10 5 1
r-9-10-IMG 7138.JPG 10 6 2
r-9-10-IMG 7139.JPG 12 6 3
r-9-10-IMG 7140.JPG 5 4 1
r-9-10-IMG 7141.JPG 13 8 2
r-9-10-IMG 7142.JPG 13 7 3
r-9-10-IMG 7143.JPG 16 10 5
r-9-10-IMG 7144.JPG 17 12 6
r-9-10-IMG 7145.JPG 12 8 9
r-9-10-IMG 7146.JPG 12 8 6
r-9-10-IMG 7147.JPG 10 5 4
r-9-10-IMG 7148.JPG 18 9 3
r-9-10-IMG 7149.JPG 12 6 4
r-9-10-IMG 7150.JPG 18 6 3
r-9-10-IMG 7151.JPG 19 7 1
r-9-10-IMG 7152.JPG 25 13 3
r-9-10-IMG 7153.JPG 19 13 4
r-9-10-IMG 7154.JPG 7 3 4
r-9-10-IMG 7155.JPG 4 1 1
r-9-10-IMG 7156.JPG 7 1 1
r-9-10-IMG 7157.JPG 10 2 1
r-9-10-IMG 7158.JPG 6 2 1
r-9-10-IMG 7159.JPG 3 2 1
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D.5. Tests NSSDA de cada ensayo en la finca
de Santa Clotilde
Se ampl´ıa informacio´n sobre el resultado de aplicar el test NSSDA a cada
uno de los ensayos realizados en el apartado 4.3.6. Para cada test, se aprecian
las coordenadas de los puntos segu´n una fuente de mayor precisio´n (JA), y las

































Tabla D.3: Test NSSDA. Ensayo1, MDT05m
Muestras 79.0000 RMSEr 0.6405
RMSEx 0.2821 EXACTr 1.1085 siRMSEx=RMSEy
RMSEy 0.5750 EXACTr 1.0490 siRMSEx!=RMSEy
RMSEz 1.0251 EXACTr z 2.0093
SumX diff2 SumY diff2 SumZ diff2
6.2880 26.1185 83.0206
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.7910 387413.9917 4230464.6809 754.2042 -0.3345 -0.1726 -0.5869 0.1119 0.0298 0.3444
P10 387488.7415 4229935.2042 737.3330 387488.8075 4229935.2419 736.1500 0.0660 0.0377 -1.1830 0.0043 0.0014 1.3995
P11 387696.2428 4229995.6397 743.1340 387696.2523 4229995.8093 742.8483 0.0094 0.1696 -0.2856 0.0001 0.0288 0.0816
P12 387305.8457 4229911.5717 739.0840 387305.1202 4229911.8732 737.9749 -0.7255 0.3015 -1.1091 0.5263 0.0909 1.2300
P13 387113.7813 4229846.0229 736.0320 387113.6588 4229846.7578 736.0000 -0.1225 0.7349 -0.0320 0.0150 0.5400 0.0010
P14 387818.6352 4229603.3380 721.4860 387818.3620 4229603.6772 720.1710 -0.2732 0.3392 -1.3151 0.0747 0.1150 1.7294
P15 387698.1018 4229683.0148 724.3970 387698.1112 4229683.2409 722.6085 0.0094 0.2261 -1.7885 0.0001 0.0511 3.1988
P16 387707.6477 4229872.4063 736.2770 387707.4687 4229872.8020 736.5353 -0.1790 0.3957 0.2583 0.0320 0.1566 0.0667
P17 387558.2219 4229747.3545 729.9150 387558.1748 4229747.8067 729.8928 -0.0471 0.4522 -0.0222 0.0022 0.2045 0.0005
P18 387312.3821 4229767.1464 737.8590 387312.2031 4229767.4290 737.1647 -0.1790 0.2826 -0.6943 0.0320 0.0799 0.4821
P19 387164.2533 4229644.4100 743.0040 387164.1119 4229644.9376 742.4745 -0.1413 0.5276 -0.5295 0.0200 0.2784 0.2804
P2 387412.7230 4230274.0240 745.9830 387412.7136 4230274.0617 745.8618 -0.0094 0.0377 -0.1212 0.0001 0.0014 0.0147
P20 386991.8287 4229625.8917 726.3850 386992.1396 4229626.1743 725.9794 0.3109 0.2826 -0.4056 0.0967 0.0799 0.1645
P21 386832.1961 4229620.1539 716.9870 386832.2055 4229620.4554 716.5663 0.0094 0.3015 -0.4207 0.0001 0.0909 0.1770
P22 387398.9215 4229370.9259 723.4430 387398.4410 4229371.3216 722.9025 -0.4805 0.3957 -0.5405 0.2309 0.1566 0.2922
P23 387223.4004 4229321.6689 723.0190 387223.1271 4229322.0646 722.9281 -0.2732 0.3957 -0.0909 0.0747 0.1566 0.0083
P24 387016.7497 4229315.3796 718.4390 387016.2503 4229315.4738 717.1613 -0.4993 0.0942 -1.2777 0.2493 0.0089 1.6325
P25 386785.0624 4229301.9567 703.9890 386785.3922 4229302.1263 703.0628 0.3298 0.1696 -0.9262 0.1087 0.0288 0.8578
P26 387785.0601 4229464.7546 708.1200 387785.0696 4229464.8488 706.7980 0.0094 0.0942 -1.3220 0.0001 0.0089 1.7476
P27 387642.7353 4229524.5840 721.0910 387642.7212 4229524.6782 720.6326 -0.0141 0.0942 -0.4584 0.0002 0.0089 0.2102
P28 387482.5226 4229588.0645 727.3370 387482.1740 4229588.3801 726.1788 -0.3486 0.3156 -1.1582 0.1215 0.0996 1.3413
P29 387277.2530 4229537.4710 732.2870 387277.1753 4229537.7725 731.1683 -0.0777 0.3015 -1.1187 0.0060 0.0909 1.2515
P3 387251.4415 4230259.7542 742.4840 387251.4320 4230259.7919 741.9252 -0.0094 0.0377 -0.5588 0.0001 0.0014 0.3122
P30 387088.3070 4229448.6301 727.0800 387088.3800 4229448.9458 726.3906 0.0730 0.3156 -0.6895 0.0053 0.0996 0.4754
P31 386949.5727 4229461.1035 728.5370 386949.2311 4229461.2354 727.8267 -0.3415 0.1319 -0.7103 0.1166 0.0174 0.5045
P32 386816.4704 4229491.1414 711.9720 386816.5670 4229491.6643 711.9431 0.0966 0.5229 -0.0289 0.0093 0.2734 0.0008
P33 387848.3724 4229334.8521 716.3040 387848.9071 4229335.0123 715.0634 0.5347 0.1602 -1.2407 0.2859 0.0257 1.5393
P34 387695.9787 4229358.0940 700.0720 387696.1223 4229358.2212 698.5236 0.1437 0.1272 -1.5485 0.0206 0.0162 2.3977
P35 387549.6092 4229412.0050 710.7660 387549.4184 4229412.3913 710.1415 -0.1908 0.3863 -0.6245 0.0364 0.1492 0.3900
P36 387302.5914 4229220.4318 707.0700 387302.2640 4229220.6861 706.2136 -0.3274 0.2544 -0.8564 0.1072 0.0647 0.7334
P37 387113.0526 4229145.3165 703.2130 387113.4177 4229145.4107 702.4678 0.3651 0.0942 -0.7452 0.1333 0.0089 0.5554
P38 386905.4851 4229131.0384 716.8290 386905.2284 4229131.6602 716.8215 -0.2567 0.6218 -0.0074 0.0659 0.3867 0.0001
P39 386738.8214 4229155.9806 697.1330 386739.0993 4229156.0089 696.4713 0.2779 0.0283 -0.6617 0.0772 0.0008 0.4378
P4 387104.2084 4230190.2859 735.8790 387104.4628 4230190.7570 735.1583 0.2544 0.4711 -0.7208 0.0647 0.2219 0.5195
P40 387795.0903 4229133.2385 719.7290 387794.9442 4229133.7661 719.4042 -0.1460 0.5276 -0.3248 0.0213 0.2784 0.1055
P41 387637.5571 4229199.8542 706.7170 387637.2509 4229200.2593 705.8932 -0.3062 0.4051 -0.8238 0.0938 0.1641 0.6786
P42 387481.8465 4229264.5029 704.5620 387481.6675 4229263.9376 703.7037 -0.1790 -0.5653 -0.8583 0.0320 0.3196 0.7367
P43 387845.5498 4228893.8751 727.8060 387845.4273 4228894.1389 727.2317 -0.1225 0.2638 -0.5743 0.0150 0.0696 0.3299
P44 387578.7997 4228853.0308 706.7000 387578.8656 4228851.6364 705.6262 0.0660 -1.3944 -1.0738 0.0043 1.9443 1.1530
P45 387430.6788 4228839.9592 718.5410 387430.4810 4228840.8071 717.3902 -0.1979 0.8479 -1.1508 0.0391 0.7190 1.3244
P46 387217.2358 4228825.2402 714.4850 387216.9248 4228826.5404 713.7206 -0.3109 1.3002 -0.7644 0.0967 1.6904 0.5842
P47 387049.6328 4228839.6011 695.8250 387049.5857 4228841.6267 695.5559 -0.0471 2.0256 -0.2692 0.0022 4.1031 0.0724
P48 386878.5847 4228800.5703 669.6310 386878.8956 4228802.1720 667.2673 0.3109 1.6016 -2.3637 0.0967 2.5653 5.5868
P49 386720.6740 4228788.0331 665.9200 386720.9095 4228787.2982 662.5602 0.2355 -0.7349 -3.3598 0.0555 0.5400 11.2883
P5 387032.3739 4230019.1332 730.3670 387032.4964 4230019.3593 729.5051 0.1225 0.2261 -0.8619 0.0150 0.0511 0.7428


































P51 387577.4558 4229043.6051 715.8920 387576.9941 4229043.2282 714.4606 -0.4617 -0.3769 -1.4314 0.2131 0.1420 2.0489
P52 387405.1670 4229033.6591 711.4890 387404.9692 4229033.7534 710.4897 -0.1979 0.0942 -0.9993 0.0391 0.0089 0.9986
P53 387211.9355 4229012.5091 680.0850 387211.4550 4229012.2830 679.8552 -0.4805 -0.2261 -0.2298 0.2309 0.0511 0.0528
P54 387019.4590 4229015.5692 674.0190 387019.3554 4229015.6823 673.0349 -0.1036 0.1131 -0.9841 0.0107 0.0128 0.9685
P55 386842.5300 4228970.9503 692.0360 386842.4829 4228970.9692 691.4247 -0.0471 0.0188 -0.6113 0.0022 0.0004 0.3737
P56 386713.5433 4229006.8001 701.6820 386714.0238 4229006.6870 700.5452 0.4805 -0.1131 -1.1368 0.2309 0.0128 1.2923
P57 387655.2616 4227629.3342 734.6990 387654.9507 4227629.5980 734.3267 -0.3109 0.2638 -0.3723 0.0967 0.0696 0.1386
P58 387720.4979 4227771.0740 740.1940 387719.9420 4227771.1116 739.4214 -0.5559 0.0377 -0.7726 0.3090 0.0014 0.5969
P59 387490.4578 4227855.4441 728.9210 387490.7869 4227856.6525 728.1929 0.3291 1.2084 -0.7281 0.1083 1.4602 0.5301
P6 387429.5421 4230139.6278 742.4080 387428.9674 4230139.6655 742.0168 -0.5747 0.0377 -0.3912 0.3303 0.0014 0.1531
P60 387715.1131 4227998.9958 741.9510 387714.4226 4228000.0639 742.0053 -0.6905 1.0681 0.0543 0.4768 1.1409 0.0030
P61 387560.3324 4228006.2053 740.0610 387560.3270 4228006.2161 739.4992 -0.0054 0.0108 -0.5618 0.0000 0.0001 0.3156
P62 387370.0020 4228036.1917 732.3780 387370.1800 4228036.6880 731.9998 0.1780 0.4963 -0.3782 0.0317 0.2463 0.1430
P63 387216.7972 4228082.3643 717.2390 387216.8026 4228082.4614 717.2147 0.0054 0.0971 -0.0243 0.0000 0.0094 0.0006
P64 387690.4784 4228228.0592 737.8190 387690.7643 4228228.0269 738.8583 0.2859 -0.0324 1.0394 0.0817 0.0010 1.0803
P65 387510.0380 4228214.2390 738.5110 387509.7899 4228214.6490 737.6224 -0.2481 0.4100 -0.8886 0.0616 0.1681 0.7895
P66 387310.1306 4228238.2192 735.4810 387310.1198 4228237.7230 733.9987 -0.0108 -0.4963 -1.4824 0.0001 0.2463 2.1974
P67 387108.0476 4228282.7355 716.1120 387108.4899 4228281.6350 713.5909 0.4423 -1.1005 -2.5211 0.1957 1.2111 6.3557
P68 387619.9088 4228407.4685 732.8970 387619.4665 4228407.4253 731.7061 -0.4423 -0.0432 -1.1908 0.1957 0.0019 1.4181
P69 387410.9859 4228421.6936 734.1900 387411.0182 4228421.8230 732.6376 0.0324 0.1295 -1.5524 0.0010 0.0168 2.4099
P7 387604.1957 4230148.8111 750.0750 387603.9601 4230148.9430 749.4816 -0.2355 0.1319 -0.5934 0.0555 0.0174 0.3521
P70 387204.5462 4228442.8558 730.3700 387204.6002 4228443.9563 729.4746 0.0539 1.1005 -0.8954 0.0029 1.2111 0.8017
P71 387055.7089 4228436.1886 722.1010 387055.9570 4228436.7065 722.0591 0.2481 0.5179 -0.0419 0.0616 0.2682 0.0018
P72 386901.5269 4228451.7094 708.0300 386901.5161 4228452.6157 706.9995 -0.0108 0.9063 -1.0306 0.0001 0.8213 1.0621
P73 387744.2594 4228582.1693 732.1210 387744.4212 4228582.3203 730.9775 0.1618 0.1510 -1.1434 0.0262 0.0228 1.3074
P74 387497.1239 4228577.3196 732.0580 387497.0268 4228577.1038 731.0355 -0.0971 -0.2158 -1.0225 0.0094 0.0466 1.0454
P75 387308.4319 4228555.0507 733.2590 387308.5505 4228554.7486 732.4042 0.1187 -0.3021 -0.8548 0.0141 0.0913 0.7307
P76 387127.9546 4228618.2944 727.0600 387128.3107 4228618.9417 726.0492 0.3560 0.6473 -1.0108 0.1268 0.4190 1.0217
P77 386924.4499 4228610.7497 720.6500 386924.5902 4228611.3754 719.9536 0.1403 0.6258 -0.6965 0.0197 0.3916 0.4851
P78 386772.7478 4228621.9948 675.7360 386772.8880 4228623.1816 673.2523 0.1403 1.1868 -2.4837 0.0197 1.4085 6.1688
P79 386924.7398 4229751.9000 728.0090 386925.0131 4229752.4841 727.6551 0.2732 0.5841 -0.3539 0.0747 0.3412 0.1252
P8 387145.2424 4230058.8410 741.9480 387145.3460 4230058.9729 741.4522 0.1036 0.1319 -0.4958 0.0107 0.0174 0.2458

































Tabla D.4: Test NSSDA. Ensayo1, MDT10m
Muestras 79.0000 RMSEr 0.6405
RMSEx 0.2821 EXACTr 1.1085 siRMSEx=RMSEy
RMSEy 0.5750 EXACTr 1.0490 siRMSEx!=RMSEy
RMSEz 0.9190 EXACTr z 1.8012
SumX diff2 SumY diff2 SumZ diff2
6.2880 26.1185 66.7195
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.1644 387413.9917 4230464.6809 754.2042 -0.3345 -0.1726 0.0398 0.1119 0.0298 0.0016
P10 387488.7415 4229935.2042 737.5070 387488.8075 4229935.2419 736.1500 0.0660 0.0377 -1.3570 0.0043 0.0014 1.8414
P11 387696.2428 4229995.6397 743.0800 387696.2523 4229995.8093 742.8483 0.0094 0.1696 -0.2317 0.0000 0.0288 0.0537
P12 387305.8457 4229911.5717 739.1705 387305.1202 4229911.8732 737.9749 -0.7255 0.3015 -1.1956 0.5263 0.0909 1.4294
P13 387113.7813 4229846.0229 736.0010 387113.6588 4229846.7578 736.0000 -0.1225 0.7349 -0.0010 0.0150 0.5400 0.0000
P14 387818.6352 4229603.3380 720.9655 387818.3620 4229603.6772 720.1710 -0.2732 0.3392 -0.7946 0.0747 0.1150 0.6313
P15 387698.1018 4229683.0148 724.1770 387698.1112 4229683.2409 722.6085 0.0094 0.2261 -1.5685 0.0000 0.0511 2.4603
P16 387707.6477 4229872.4063 736.7600 387707.4687 4229872.8020 736.5353 -0.1790 0.3957 -0.2247 0.0320 0.1566 0.0505
P17 387558.2219 4229747.3545 730.2205 387558.1748 4229747.8067 729.8928 -0.0471 0.4522 -0.3277 0.0022 0.2045 0.1074
P18 387312.3821 4229767.1464 738.0200 387312.2031 4229767.4290 737.1647 -0.1790 0.2826 -0.8554 0.0320 0.0799 0.7316
P19 387164.2533 4229644.4100 742.7610 387164.1119 4229644.9376 742.4745 -0.1413 0.5276 -0.2865 0.0200 0.2784 0.0821
P2 387412.7230 4230274.0240 745.9970 387412.7136 4230274.0617 745.8618 -0.0094 0.0377 -0.1352 0.0000 0.0014 0.0183
P20 386991.8287 4229625.8917 726.5600 386992.1396 4229626.1743 725.9794 0.3109 0.2826 -0.5806 0.0967 0.0799 0.3371
P21 386832.1961 4229620.1539 717.0830 386832.2055 4229620.4554 716.5663 0.0094 0.3015 -0.5167 0.0000 0.0909 0.2670
P22 387398.9215 4229370.9259 723.5435 387398.4410 4229371.3216 722.9025 -0.4805 0.3957 -0.6411 0.2309 0.1566 0.4109
P23 387223.4004 4229321.6689 723.4865 387223.1271 4229322.0646 722.9281 -0.2732 0.3957 -0.5584 0.0747 0.1566 0.3118
P24 387016.7497 4229315.3796 718.2120 387016.2503 4229315.4738 717.1613 -0.4993 0.0942 -1.0507 0.2493 0.0089 1.1039
P25 386785.0624 4229301.9567 703.6410 386785.3922 4229302.1263 703.0628 0.3298 0.1696 -0.5782 0.1087 0.0288 0.3343
P26 387785.0601 4229464.7546 707.6735 387785.0696 4229464.8488 706.7980 0.0094 0.0942 -0.8755 0.0000 0.0089 0.7665
P27 387642.7353 4229524.5840 721.7755 387642.7212 4229524.6782 720.6326 -0.0141 0.0942 -1.1429 0.0002 0.0089 1.3063
P28 387482.5226 4229588.0645 727.0625 387482.1740 4229588.3801 726.1788 -0.3486 0.3156 -0.8837 0.1215 0.0996 0.7809
P29 387277.2530 4229537.4710 732.1900 387277.1753 4229537.7725 731.1683 -0.0777 0.3015 -1.0217 0.0060 0.0909 1.0439
P3 387251.4415 4230259.7542 742.3765 387251.4320 4230259.7919 741.9252 -0.0094 0.0377 -0.4513 0.0000 0.0014 0.2037
P30 387088.3070 4229448.6301 726.8775 387088.3800 4229448.9458 726.3906 0.0730 0.3156 -0.4869 0.0053 0.0996 0.2371
P31 386949.5727 4229461.1035 728.3580 386949.2311 4229461.2354 727.8267 -0.3415 0.1319 -0.5313 0.1166 0.0174 0.2822
P32 386816.4704 4229491.1414 712.3500 386816.5670 4229491.6643 711.9431 0.0966 0.5229 -0.4069 0.0093 0.2734 0.1656
P33 387848.3724 4229334.8521 715.9420 387848.9071 4229335.0123 715.0634 0.5347 0.1602 -0.8787 0.2859 0.0257 0.7721
P34 387695.9787 4229358.0940 700.0280 387696.1223 4229358.2212 698.5236 0.1437 0.1272 -1.5045 0.0206 0.0162 2.2634
P35 387549.6092 4229412.0050 711.4155 387549.4184 4229412.3913 710.1415 -0.1908 0.3863 -1.2741 0.0364 0.1492 1.6232
P36 387302.5914 4229220.4318 707.5570 387302.2640 4229220.6861 706.2136 -0.3274 0.2544 -1.3434 0.1072 0.0647 1.8047
P37 387113.0526 4229145.3165 703.1880 387113.4177 4229145.4107 702.4678 0.3651 0.0942 -0.7202 0.1333 0.0089 0.5187
P38 386905.4851 4229131.0384 716.8790 386905.2284 4229131.6602 716.8215 -0.2567 0.6218 -0.0575 0.0659 0.3867 0.0033
P39 386738.8214 4229155.9806 697.2345 386739.0993 4229156.0089 696.4713 0.2779 0.0283 -0.7632 0.0772 0.0008 0.5825
P4 387104.2084 4230190.2859 735.7955 387104.4628 4230190.7570 735.1583 0.2544 0.4711 -0.6372 0.0647 0.2219 0.4060
P40 387795.0903 4229133.2385 719.7990 387794.9442 4229133.7661 719.4042 -0.1460 0.5276 -0.3948 0.0213 0.2784 0.1558
P41 387637.5571 4229199.8542 706.2470 387637.2509 4229200.2593 705.8932 -0.3062 0.4051 -0.3538 0.0938 0.1641 0.1252
P42 387481.8465 4229264.5029 704.8325 387481.6675 4229263.9376 703.7037 -0.1790 -0.5653 -1.1289 0.0320 0.3196 1.2743
P43 387845.5498 4228893.8751 727.5760 387845.4273 4228894.1389 727.2317 -0.1225 0.2638 -0.3443 0.0150 0.0696 0.1185
P44 387578.7997 4228853.0308 706.7165 387578.8656 4228851.6364 705.6262 0.0660 -1.3944 -1.0903 0.0043 1.9443 1.1887
P45 387430.6788 4228839.9592 718.5745 387430.4810 4228840.8071 717.3902 -0.1979 0.8479 -1.1843 0.0391 0.7190 1.4026
P46 387217.2358 4228825.2402 714.2220 387216.9248 4228826.5404 713.7206 -0.3109 1.3002 -0.5013 0.0967 1.6904 0.2513
P47 387049.6328 4228839.6011 695.9880 387049.5857 4228841.6267 695.5559 -0.0471 2.0256 -0.4321 0.0022 4.1031 0.1867
P48 386878.5847 4228800.5703 669.0695 386878.8956 4228802.1720 667.2673 0.3109 1.6016 -1.8022 0.0967 2.5653 3.2479
P49 386720.6740 4228788.0331 665.4085 386720.9095 4228787.2982 662.5602 0.2355 -0.7349 -2.8483 0.0555 0.5400 8.1130
P5 387032.3739 4230019.1332 730.4485 387032.4964 4230019.3593 729.5051 0.1225 0.2261 -0.9434 0.0150 0.0511 0.8899


































P51 387577.4558 4229043.6051 715.1860 387576.9941 4229043.2282 714.4606 -0.4617 -0.3769 -0.7253 0.2131 0.1420 0.5261
P52 387405.1670 4229033.6591 711.0410 387404.9692 4229033.7534 710.4897 -0.1979 0.0942 -0.5513 0.0391 0.0089 0.3040
P53 387211.9355 4229012.5091 680.1065 387211.4550 4229012.2830 679.8552 -0.4805 -0.2261 -0.2513 0.2309 0.0511 0.0631
P54 387019.4590 4229015.5692 674.2800 387019.3554 4229015.6823 673.0349 -0.1036 0.1131 -1.2452 0.0107 0.0128 1.5505
P55 386842.5300 4228970.9503 692.6110 386842.4829 4228970.9692 691.4247 -0.0471 0.0188 -1.1863 0.0022 0.0004 1.4074
P56 386713.5433 4229006.8001 701.0350 386714.0238 4229006.6870 700.5452 0.4805 -0.1131 -0.4897 0.2309 0.0128 0.2398
P57 387655.2616 4227629.3342 734.7500 387654.9507 4227629.5980 734.3267 -0.3109 0.2638 -0.4233 0.0967 0.0696 0.1792
P58 387720.4979 4227771.0740 740.1185 387719.9420 4227771.1116 739.4214 -0.5559 0.0377 -0.6971 0.3090 0.0014 0.4860
P59 387490.4578 4227855.4441 728.9125 387490.7869 4227856.6525 728.1929 0.3291 1.2084 -0.7196 0.1083 1.4602 0.5178
P6 387429.5421 4230139.6278 742.3990 387428.9674 4230139.6655 742.0168 -0.5747 0.0377 -0.3822 0.3303 0.0014 0.1461
P60 387715.1131 4227998.9958 741.8990 387714.4226 4228000.0639 742.0053 -0.6905 1.0681 0.1063 0.4768 1.1409 0.0113
P61 387560.3324 4228006.2053 740.1650 387560.3270 4228006.2161 739.4992 -0.0054 0.0108 -0.6658 0.0000 0.0001 0.4432
P62 387370.0020 4228036.1917 732.5195 387370.1800 4228036.6880 731.9998 0.1780 0.4963 -0.5197 0.0317 0.2463 0.2700
P63 387216.7972 4228082.3643 718.0640 387216.8026 4228082.4614 717.2147 0.0054 0.0971 -0.8493 0.0000 0.0094 0.7213
P64 387690.4784 4228228.0592 737.9510 387690.7643 4228228.0269 738.8583 0.2859 -0.0324 0.9074 0.0817 0.0010 0.8233
P65 387510.0380 4228214.2390 738.5445 387509.7899 4228214.6490 737.6224 -0.2481 0.4100 -0.9221 0.0616 0.1681 0.8502
P66 387310.1306 4228238.2192 735.4015 387310.1198 4228237.7230 733.9987 -0.0108 -0.4963 -1.4028 0.0001 0.2463 1.9679
P67 387108.0476 4228282.7355 715.5165 387108.4899 4228281.6350 713.5909 0.4423 -1.1005 -1.9255 0.1957 1.2111 3.7077
P68 387619.9088 4228407.4685 732.5940 387619.4665 4228407.4253 731.7061 -0.4423 -0.0432 -0.8879 0.1957 0.0019 0.7883
P69 387410.9859 4228421.6936 734.0695 387411.0182 4228421.8230 732.6376 0.0324 0.1295 -1.4319 0.0010 0.0168 2.0503
P7 387604.1957 4230148.8111 749.9805 387603.9601 4230148.9430 749.4816 -0.2355 0.1319 -0.4989 0.0555 0.0174 0.2489
P70 387204.5462 4228442.8558 730.3475 387204.6002 4228443.9563 729.4746 0.0539 1.1005 -0.8729 0.0029 1.2111 0.7619
P71 387055.7089 4228436.1886 722.4075 387055.9570 4228436.7065 722.0591 0.2481 0.5179 -0.3483 0.0616 0.2682 0.1213
P72 386901.5269 4228451.7094 708.2460 386901.5161 4228452.6157 706.9995 -0.0108 0.9063 -1.2465 0.0001 0.8213 1.5538
P73 387744.2594 4228582.1693 732.0695 387744.4212 4228582.3203 730.9775 0.1618 0.1510 -1.0920 0.0262 0.0228 1.1924
P74 387497.1239 4228577.3196 731.7600 387497.0268 4228577.1038 731.0355 -0.0971 -0.2158 -0.7245 0.0094 0.0466 0.5249
P75 387308.4319 4228555.0507 733.3535 387308.5505 4228554.7486 732.4042 0.1187 -0.3021 -0.9494 0.0141 0.0913 0.9013
P76 387127.9546 4228618.2944 726.9555 387128.3107 4228618.9417 726.0492 0.3560 0.6473 -0.9063 0.1268 0.4190 0.8214
P77 386924.4499 4228610.7497 720.5870 386924.5902 4228611.3754 719.9536 0.1403 0.6258 -0.6334 0.0197 0.3916 0.4012
P78 386772.7478 4228621.9948 674.7315 386772.8880 4228623.1816 673.2523 0.1403 1.1868 -1.4792 0.0197 1.4085 2.1880
P79 386924.7398 4229751.9000 728.1145 386925.0131 4229752.4841 727.6551 0.2732 0.5841 -0.4594 0.0747 0.3412 0.2111
P8 387145.2424 4230058.8410 741.8125 387145.3460 4230058.9729 741.4522 0.1036 0.1319 -0.3603 0.0107 0.0174 0.1298

































Tabla D.5: Test NSSDA. Ensayo2, MDT05m
Muestras 79.0000 RMSEr 0.8702
RMSEx 0.5855 EXACTr 1.5061 siRMSEx=RMSEy
RMSEy 0.6437 EXACTr 1.5044 siRMSEx!=RMSEy
RMSEz 1.5370 EXACTr z 3.0125
SumX diff2 SumY diff2 SumZ diff2
27.0866 32.7309 186.6269
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.7910 387413.6625 4230464.6279 756.3657 -0.6636 -0.2256 1.5747 0.4404 0.0509 2.4797
P10 387488.7415 4229935.2042 737.3330 387488.6862 4229935.0198 736.4058 -0.0553 -0.1844 -0.9272 0.0031 0.0340 0.8597
P11 387696.2428 4229995.6397 743.1340 387696.1234 4229995.5600 743.7573 -0.1195 -0.0796 0.6233 0.0143 0.0063 0.3885
P12 387305.8457 4229911.5717 739.0840 387305.1422 4229911.6514 737.9966 -0.7034 0.0796 -1.0873 0.4948 0.0063 1.1823
P13 387113.7813 4229846.0229 736.0320 387113.7306 4229846.4286 735.1900 -0.0507 0.4056 -0.8420 0.0026 0.1645 0.7089
P14 387818.6352 4229603.3380 721.4860 387818.4508 4229603.4487 720.3257 -0.1844 0.1106 -1.1603 0.0340 0.0122 1.3462
P15 387698.1018 4229683.0148 724.3970 387698.0949 4229682.9733 722.8436 -0.0069 -0.0415 -1.5533 0.0000 0.0017 2.4129
P16 387707.6477 4229872.4063 736.2770 387707.4944 4229872.4793 737.0353 -0.1533 0.0730 0.7583 0.0235 0.0053 0.5750
P17 387558.2219 4229747.3545 729.9150 387558.1854 4229747.5541 729.9115 -0.0365 0.1996 -0.0035 0.0013 0.0398 0.0000
P18 387312.3821 4229767.1464 737.8590 387312.2482 4229767.0685 737.2012 -0.1339 -0.0779 -0.6578 0.0179 0.0061 0.4327
P19 387164.2533 4229644.4100 743.0040 387164.1024 4229644.6388 742.8464 -0.1509 0.2288 -0.1576 0.0228 0.0523 0.0248
P2 387412.7230 4230274.0240 745.9830 387412.6301 4230273.8116 746.7406 -0.0929 -0.2124 0.7576 0.0086 0.0451 0.5740
P20 386991.8287 4229625.8917 726.3850 386992.1767 4229625.7846 726.3961 0.3481 -0.1071 0.0111 0.1211 0.0115 0.0001
P21 386832.1961 4229620.1539 716.9870 386832.1985 4229620.1101 717.1669 0.0024 -0.0438 0.1799 0.0000 0.0019 0.0324
P22 387398.9215 4229370.9259 723.4430 387398.4614 4229371.1352 722.9646 -0.4600 0.2093 -0.4784 0.2116 0.0438 0.2289
P23 387223.4004 4229321.6689 723.0190 387223.0572 4229321.5569 722.7979 -0.3432 -0.1120 -0.2211 0.1178 0.0125 0.0489
P24 387016.7497 4229315.3796 718.4390 387016.2507 4229315.1605 717.2585 -0.4990 -0.2191 -1.1806 0.2490 0.0480 1.3937
P25 386785.0624 4229301.9567 703.9890 386785.3180 4229301.8058 703.3071 0.2556 -0.1509 -0.6819 0.0653 0.0228 0.4650
P26 387785.0601 4229464.7546 708.1200 387785.1259 4229464.6767 706.8020 0.0657 -0.0779 -1.3180 0.0043 0.0061 1.7371
P27 387642.7353 4229524.5840 721.0910 387642.7231 4229524.4136 720.5928 -0.0122 -0.1704 -0.4982 0.0001 0.0290 0.2482
P28 387482.5226 4229588.0645 727.3370 387482.1794 4229588.1108 726.1397 -0.3432 0.0462 -1.1973 0.1178 0.0021 1.4335
P29 387277.2530 4229537.4710 732.2870 387277.1970 4229537.4321 731.3129 -0.0560 -0.0389 -0.9741 0.0031 0.0015 0.9489
P3 387251.4415 4230259.7542 742.4840 387251.3751 4230259.6480 742.2027 -0.0664 -0.1062 -0.2813 0.0044 0.0113 0.0791
P30 387088.3070 4229448.6301 727.0800 387088.2803 4229448.5766 726.6243 -0.0268 -0.0535 -0.4558 0.0007 0.0029 0.2077
P31 386949.5727 4229461.1035 728.5370 386949.1485 4229461.0058 728.1998 -0.4241 -0.0977 -0.3372 0.1799 0.0095 0.1137
P32 386816.4704 4229491.1414 711.9720 386816.4704 4229491.3470 712.4058 0.0000 0.2056 0.4338 0.0000 0.0423 0.1882
P33 387848.3724 4229334.8521 716.3040 387848.9798 4229334.8076 715.0748 0.6074 -0.0445 -1.2293 0.3690 0.0020 1.5111
P34 387695.9787 4229358.0940 700.0720 387696.1861 4229358.0551 698.4507 0.2074 -0.0389 -1.6213 0.0430 0.0015 2.6287
P35 387549.6092 4229412.0050 710.7660 387549.4393 4229412.0883 710.1005 -0.1700 0.0832 -0.6655 0.0289 0.0069 0.4429
P36 387302.5914 4229220.4318 707.0700 387302.1648 4229220.3208 706.0562 -0.4266 -0.1110 -1.0138 0.1820 0.0123 1.0278
P37 387113.0526 4229145.3165 703.2130 387113.4723 4229145.0321 702.3420 0.4197 -0.2844 -0.8710 0.1761 0.0809 0.7587
P38 386905.4851 4229131.0384 716.8290 386905.1695 4229131.2881 716.8923 -0.3156 0.2497 0.0633 0.0996 0.0624 0.0040
P39 386738.8214 4229155.9806 697.1330 386739.0884 4229155.7325 696.8845 0.2670 -0.2481 -0.2485 0.0713 0.0616 0.0618
P4 387104.2084 4230190.2859 735.8790 387104.3743 4230190.5381 735.4330 0.1659 0.2522 -0.4461 0.0275 0.0636 0.1990
P40 387795.0903 4229133.2385 719.7290 387794.9851 4229133.5083 719.4102 -0.1052 0.2697 -0.3188 0.0111 0.0728 0.1017
P41 387637.5571 4229199.8542 706.7170 387637.2496 4229200.0592 705.9128 -0.3075 0.2050 -0.8042 0.0945 0.0420 0.6467
P42 387481.8465 4229264.5029 704.5620 387481.6900 4229263.5967 703.7382 -0.1564 -0.9063 -0.8238 0.0245 0.8213 0.6786
P43 387845.5498 4228893.8751 727.8060 387845.6253 4228893.9128 727.2842 0.0755 0.0378 -0.5218 0.0057 0.0014 0.2723
P44 387578.7997 4228853.0308 706.7000 387578.9885 4228851.4664 705.6304 0.1888 -1.5644 -1.0696 0.0356 2.4474 1.1440
P45 387430.6788 4228839.9592 718.5410 387430.5979 4228840.9086 717.2585 -0.0809 0.9494 -1.2825 0.0065 0.9014 1.6449
P46 387217.2358 4228825.2402 714.4850 387217.0901 4228826.6428 713.4130 -0.1457 1.4026 -1.0720 0.0212 1.9672 1.1491
P47 387049.6328 4228839.6011 695.8250 387049.4629 4228841.3165 694.6815 -0.1699 1.7155 -1.1435 0.0289 2.9428 1.3076
P48 386878.5847 4228800.5703 669.6310 386878.8598 4228802.0592 667.2671 0.2751 1.4889 -2.3639 0.0757 2.2168 5.5880
P49 386720.6740 4228788.0331 665.9200 386720.9599 4228787.0297 662.7349 0.2859 -1.0034 -3.1851 0.0817 1.0068 10.1446


































P50 387760.2616 4229049.1240 722.4910 387760.2346 4229049.3613 722.0349 -0.0270 0.2374 -0.4562 0.0007 0.0563 0.2081
P51 387577.4558 4229043.6051 715.8920 387577.0835 4229043.1195 714.4812 -0.3722 -0.4855 -1.4108 0.1385 0.2357 1.9904
P52 387405.1670 4229033.6591 711.4890 387405.0106 4229033.4865 710.5289 -0.1564 -0.1726 -0.9601 0.0245 0.0298 0.9219
P53 387211.9355 4229012.5091 680.0850 387211.5093 4229011.7862 680.7645 -0.4262 -0.7229 0.6795 0.1816 0.5225 0.4617
P54 387019.4590 4229015.5692 674.0190 387019.2594 4229015.5045 672.8446 -0.1996 -0.0647 -1.1744 0.0398 0.0042 1.3792
P55 386842.5300 4228970.9503 692.0360 386842.4815 4228970.8317 691.4846 -0.0486 -0.1187 -0.5515 0.0024 0.0141 0.3041
P56 386713.5433 4229006.8001 701.6820 386714.0342 4229006.1312 700.9289 0.4909 -0.6689 -0.7531 0.2410 0.4475 0.5672
P57 387655.2616 4227629.3342 734.6990 387659.0755 4227629.8952 730.0768 3.8139 0.5610 -4.6222 14.5459 0.3148 21.3646
P58 387720.4979 4227771.0740 740.1940 387722.4399 4227770.7287 732.8463 1.9420 -0.3452 -7.3477 3.7714 0.1192 53.9890
P59 387490.4578 4227855.4441 728.9210 387490.9919 4227857.9148 726.9638 0.5341 2.4707 -1.9573 0.2852 6.1043 3.8309
P6 387429.5421 4230139.6278 742.4080 387428.9249 4230139.3624 742.5861 -0.6172 -0.2654 0.1780 0.3809 0.0705 0.0317
P60 387715.1131 4227998.9958 741.9510 387713.7645 4228000.6034 739.2491 -1.3486 1.6076 -2.7019 1.8188 2.5843 7.3003
P61 387560.3324 4228006.2053 740.0610 387560.1976 4228006.7555 738.3095 -0.1349 0.5502 -1.7515 0.0182 0.3028 3.0676
P62 387370.0020 4228036.1917 732.3780 387370.5145 4228037.1195 731.2327 0.5125 0.9279 -1.1453 0.2626 0.8609 1.3116
P63 387216.7972 4228082.3643 717.2390 387217.1263 4228082.6880 716.7549 0.3291 0.3237 -0.4841 0.1083 0.1048 0.2344
P64 387690.4784 4228228.0592 737.8190 387690.3975 4228228.0700 737.5847 -0.0809 0.0108 -0.2343 0.0065 0.0001 0.0549
P65 387510.0380 4228214.2390 738.5110 387509.5525 4228214.9511 736.5851 -0.4855 0.7121 -1.9259 0.2357 0.5070 3.7089
P66 387310.1306 4228238.2192 735.4810 387310.3356 4228237.8524 733.1670 0.2050 -0.3668 -2.3140 0.0420 0.1346 5.3547
P67 387108.0476 4228282.7355 716.1120 387108.5331 4228281.9587 713.5961 0.4855 -0.7768 -2.5159 0.2357 0.6034 6.3296
P68 387619.9088 4228407.4685 732.8970 387619.2939 4228407.8137 730.8856 -0.6150 0.3452 -2.0114 0.3782 0.1192 4.0458
P69 387410.9859 4228421.6936 734.1900 387410.9535 4228421.9741 732.0453 -0.0324 0.2805 -2.1447 0.0010 0.0787 4.5998
P7 387604.1957 4230148.8111 750.0750 387603.8904 4230148.7845 750.8561 -0.3053 -0.0265 0.7811 0.0932 0.0007 0.6102
P70 387204.5462 4228442.8558 730.3700 387204.7081 4228444.1936 728.8942 0.1618 1.3378 -1.4758 0.0262 1.7898 2.1781
P71 387055.7089 4228436.1886 722.1010 387055.9570 4228436.8791 721.7144 0.2481 0.6905 -0.3867 0.0616 0.4768 0.1495
P72 386901.5269 4228451.7094 708.0300 386901.6240 4228452.7883 706.7292 0.0971 1.0789 -1.3008 0.0094 1.1640 1.6922
P73 387744.2594 4228582.1693 732.1210 387744.3781 4228582.3203 730.7177 0.1187 0.1510 -1.4033 0.0141 0.0228 1.9691
P74 387497.1239 4228577.3196 732.0580 387497.0915 4228577.3196 730.6834 -0.0324 0.0000 -1.3746 0.0010 0.0000 1.8896
P75 387308.4319 4228555.0507 733.2590 387308.6153 4228554.8780 732.3200 0.1834 -0.1726 -0.9390 0.0336 0.0298 0.8816
P76 387127.9546 4228618.2944 727.0600 387128.4186 4228619.1144 725.8193 0.4639 0.8200 -1.2407 0.2152 0.6723 1.5394
P77 386924.4499 4228610.7497 720.6500 386924.6765 4228611.3323 719.8221 0.2266 0.5826 -0.8279 0.0513 0.3394 0.6854
P78 386772.7478 4228621.9948 675.7360 386772.9527 4228623.1816 673.3101 0.2050 1.1868 -2.4260 0.0420 1.4085 5.8853
P79 386924.7398 4229751.9000 728.0090 386925.1639 4229752.1950 728.3295 0.4241 0.2950 0.3206 0.1798 0.0870 0.1028
P8 387145.2424 4230058.8410 741.9480 387145.4315 4230058.5159 741.7827 0.1891 -0.3252 -0.1654 0.0358 0.1057 0.0273

































Tabla D.6: Test NSSDA. Ensayo2, MDT10m
Muestras 79.0000 RMSEr 0.8702
RMSEx 0.5855 EXACTr 1.5061 siRMSEx=RMSEy
RMSEy 0.6437 EXACTr 1.5044 siRMSEx!=RMSEy
RMSEz 1.4854 EXACTr z 2.9114
SumX diff2 SumY diff2 SumZ diff2
27.0866 32.7309 174.3122
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.1644 387413.6625 4230464.6279 756.3657 -0.6636 -0.2256 2.2014 0.4404 0.0509 4.8459
P10 387488.7415 4229935.2042 737.5070 387488.6862 4229935.0198 736.4058 -0.0553 -0.1844 -1.1012 0.0031 0.0340 1.2126
P11 387696.2428 4229995.6397 743.0800 387696.1234 4229995.5600 743.7573 -0.1195 -0.0796 0.6772 0.0143 0.0063 0.4587
P12 387305.8457 4229911.5717 739.1705 387305.1422 4229911.6514 737.9966 -0.7034 0.0796 -1.1738 0.4948 0.0063 1.3779
P13 387113.7813 4229846.0229 736.0010 387113.7306 4229846.4286 735.1900 -0.0507 0.4056 -0.8110 0.0026 0.1645 0.6577
P14 387818.6352 4229603.3380 720.9655 387818.4508 4229603.4487 720.3257 -0.1844 0.1106 -0.6398 0.0340 0.0122 0.4093
P15 387698.1018 4229683.0148 724.1770 387698.0949 4229682.9733 722.8436 -0.0069 -0.0415 -1.3334 0 0.0017 1.7779
P16 387707.6477 4229872.4063 736.7600 387707.4944 4229872.4793 737.0353 -0.1533 0.0730 0.2753 0.0235 0.0053 0.0758
P17 387558.2219 4229747.3545 730.2205 387558.1854 4229747.5541 729.9115 -0.0365 0.1996 -0.3090 0.0013 0.0398 0.0955
P18 387312.3821 4229767.1464 738.0200 387312.2482 4229767.0685 737.2012 -0.1339 -0.0779 -0.8188 0.0179 0.0061 0.6704
P19 387164.2533 4229644.4100 742.7610 387164.1024 4229644.6388 742.8464 -0.1509 0.2288 0.0855 0.0228 0.0523 0.0073
P2 387412.7230 4230274.0240 745.9970 387412.6301 4230273.8116 746.7406 -0.0929 -0.2124 0.7436 0.0086 0.0451 0.5529
P20 386991.8287 4229625.8917 726.5600 386992.1767 4229625.7846 726.3961 0.3481 -0.1071 -0.1639 0.1211 0.0115 0.0269
P21 386832.1961 4229620.1539 717.0830 386832.1985 4229620.1101 717.1669 0.0024 -0.0438 0.0839 0 0.0019 0.0070
P22 387398.9215 4229370.9259 723.5435 387398.4614 4229371.1352 722.9646 -0.4600 0.2093 -0.5789 0.2116 0.0438 0.3351
P23 387223.4004 4229321.6689 723.4865 387223.0572 4229321.5569 722.7979 -0.3432 -0.1120 -0.6887 0.1178 0.0125 0.4743
P24 387016.7497 4229315.3796 718.2120 387016.2507 4229315.1605 717.2585 -0.4990 -0.2191 -0.9535 0.2490 0.0480 0.9092
P25 386785.0624 4229301.9567 703.6410 386785.3180 4229301.8058 703.3071 0.2556 -0.1509 -0.3339 0.0653 0.0228 0.1115
P26 387785.0601 4229464.7546 707.6735 387785.1259 4229464.6767 706.8020 0.0657 -0.0779 -0.8715 0.0043 0.0061 0.7595
P27 387642.7353 4229524.5840 721.7755 387642.7231 4229524.4136 720.5928 -0.0122 -0.1704 -1.1827 0.0001 0.0290 1.3989
P28 387482.5226 4229588.0645 727.0625 387482.1794 4229588.1108 726.1397 -0.3432 0.0462 -0.9228 0.1178 0.0021 0.8515
P29 387277.2530 4229537.4710 732.1900 387277.1970 4229537.4321 731.3129 -0.0560 -0.0389 -0.8771 0.0031 0.0015 0.7694
P3 387251.4415 4230259.7542 742.3765 387251.3751 4230259.6480 742.2027 -0.0664 -0.1062 -0.1738 0.0044 0.0113 0.0302
P30 387088.3070 4229448.6301 726.8775 387088.2803 4229448.5766 726.6243 -0.0268 -0.0535 -0.2532 0.0007 0.0029 0.0641
P31 386949.5727 4229461.1035 728.3580 386949.1485 4229461.0058 728.1998 -0.4241 -0.0977 -0.1581 0.1799 0.0095 0.0250
P32 386816.4704 4229491.1414 712.3500 386816.4704 4229491.3470 712.4058 0.0000 0.2056 0.0558 0.0000 0.0423 0.0031
P33 387848.3724 4229334.8521 715.9420 387848.9798 4229334.8076 715.0748 0.6074 -0.0445 -0.8673 0.3690 0.0020 0.7521
P34 387695.9787 4229358.0940 700.0280 387696.1861 4229358.0551 698.4507 0.2074 -0.0389 -1.5773 0.0430 0.0015 2.4880
P35 387549.6092 4229412.0050 711.4155 387549.4393 4229412.0883 710.1005 -0.1700 0.0832 -1.3150 0.0289 0.0069 1.7293
P36 387302.5914 4229220.4318 707.5570 387302.1648 4229220.3208 706.0562 -0.4266 -0.1110 -1.5008 0.1820 0.0123 2.2524
P37 387113.0526 4229145.3165 703.1880 387113.4723 4229145.0321 702.3420 0.4197 -0.2844 -0.8460 0.1761 0.0809 0.7157
P38 386905.4851 4229131.0384 716.8790 386905.1695 4229131.2881 716.8923 -0.3156 0.2497 0.0132 0.0996 0.0624 0.0002
P39 386738.8214 4229155.9806 697.2345 386739.0884 4229155.7325 696.8845 0.2670 -0.2481 -0.3500 0.0713 0.0616 0.1225
P4 387104.2084 4230190.2859 735.7955 387104.3743 4230190.5381 735.4330 0.1659 0.2522 -0.3625 0.0275 0.0636 0.1314
P40 387795.0903 4229133.2385 719.7990 387794.9851 4229133.5083 719.4102 -0.1052 0.2697 -0.3889 0.0111 0.0728 0.1512
P41 387637.5571 4229199.8542 706.2470 387637.2496 4229200.0592 705.9128 -0.3075 0.2050 -0.3342 0.0945 0.0420 0.1117
P42 387481.8465 4229264.5029 704.8325 387481.6900 4229263.5967 703.7382 -0.1564 -0.9063 -1.0943 0.0245 0.8213 1.1975
P43 387845.5498 4228893.8751 727.5760 387845.6253 4228893.9128 727.2842 0.0755 0.0378 -0.2918 0.0057 0.0014 0.0851
P44 387578.7997 4228853.0308 706.7165 387578.9885 4228851.4664 705.6304 0.1888 -1.5644 -1.0861 0.0356 2.4474 1.1795
P45 387430.6788 4228839.9592 718.5745 387430.5979 4228840.9086 717.2585 -0.0809 0.9494 -1.3160 0.0065 0.9014 1.7320
P46 387217.2358 4228825.2402 714.2220 387217.0901 4228826.6428 713.4130 -0.1457 1.4026 -0.8090 0.0212 1.9672 0.6544
P47 387049.6328 4228839.6011 695.9880 387049.4629 4228841.3165 694.6815 -0.1699 1.7155 -1.3065 0.0289 2.9428 1.7068
P48 386878.5847 4228800.5703 669.0695 386878.8598 4228802.0592 667.2671 0.2751 1.4889 -1.8024 0.0757 2.2168 3.2488
P49 386720.6740 4228788.0331 665.4085 386720.9599 4228787.0297 662.7349 0.2859 -1.0034 -2.6736 0.0817 1.0068 7.1481
P5 387032.3739 4230019.1332 730.4485 387032.4071 4230019.0402 729.9395 0.0332 -0.0929 -0.5090 0.0011 0.0086 0.2591


































P51 387577.4558 4229043.6051 715.1860 387577.0835 4229043.1195 714.4812 -0.3722 -0.4855 -0.7048 0.1385 0.2357 0.4967
P52 387405.1670 4229033.6591 711.0410 387405.0106 4229033.4865 710.5289 -0.1564 -0.1726 -0.5122 0.0245 0.0298 0.2623
P53 387211.9355 4229012.5091 680.1065 387211.5093 4229011.7862 680.7645 -0.4262 -0.7229 0.6580 0.1816 0.5225 0.4329
P54 387019.4590 4229015.5692 674.2800 387019.2594 4229015.5045 672.8446 -0.1996 -0.0647 -1.4354 0.0398 0.0042 2.0605
P55 386842.5300 4228970.9503 692.6110 386842.4815 4228970.8317 691.4846 -0.0486 -0.1187 -1.1265 0.0024 0.0141 1.2689
P56 386713.5433 4229006.8001 701.0350 386714.0342 4229006.1312 700.9289 0.4909 -0.6689 -0.1061 0.2410 0.4475 0.0113
P57 387655.2616 4227629.3342 734.7500 387659.0755 4227629.8952 730.0768 3.8139 0.5610 -4.6732 14.5459 0.3148 21.8390
P58 387720.4979 4227771.0740 740.1185 387722.4399 4227770.7287 732.8463 1.9420 -0.3452 -7.2723 3.7714 0.1192 52.8861
P59 387490.4578 4227855.4441 728.9125 387490.9919 4227857.9148 726.9638 0.5341 2.4707 -1.9487 0.2852 6.1043 3.7975
P6 387429.5421 4230139.6278 742.3990 387428.9249 4230139.3624 742.5861 -0.6172 -0.2654 0.1871 0.3809 0.0705 0.0350
P60 387715.1131 4227998.9958 741.8990 387713.7645 4228000.6034 739.2491 -1.3486 1.6076 -2.6499 1.8188 2.5843 7.0220
P61 387560.3324 4228006.2053 740.1650 387560.1976 4228006.7555 738.3095 -0.1349 0.5502 -1.8555 0.0182 0.3028 3.4428
P62 387370.0020 4228036.1917 732.5195 387370.5145 4228037.1195 731.2327 0.5125 0.9279 -1.2867 0.2626 0.8609 1.6557
P63 387216.7972 4228082.3643 718.0640 387217.1263 4228082.6880 716.7549 0.3291 0.3237 -1.3092 0.1083 0.1048 1.7139
P64 387690.4784 4228228.0592 737.9510 387690.3975 4228228.0700 737.5847 -0.0809 0.0108 -0.3663 0.0065 0.0001 0.1342
P65 387510.0380 4228214.2390 738.5445 387509.5525 4228214.9511 736.5851 -0.4855 0.7121 -1.9594 0.2357 0.5070 3.8391
P66 387310.1306 4228238.2192 735.4015 387310.3356 4228237.8524 733.1670 0.2050 -0.3668 -2.2345 0.0420 0.1346 4.9930
P67 387108.0476 4228282.7355 715.5165 387108.5331 4228281.9587 713.5961 0.4855 -0.7768 -1.9204 0.2357 0.6034 3.6877
P68 387619.9088 4228407.4685 732.5940 387619.2939 4228407.8137 730.8856 -0.6150 0.3452 -1.7084 0.3782 0.1192 2.9187
P69 387410.9859 4228421.6936 734.0695 387410.9535 4228421.9741 732.0453 -0.0324 0.2805 -2.0242 0.0010 0.0787 4.0975
P7 387604.1957 4230148.8111 749.9805 387603.8904 4230148.7845 750.8561 -0.3053 -0.0265 0.8756 0.0932 0.0007 0.7667
P70 387204.5462 4228442.8558 730.3475 387204.7081 4228444.1936 728.8942 0.1618 1.3378 -1.4533 0.0262 1.7898 2.1121
P71 387055.7089 4228436.1886 722.4075 387055.9570 4228436.8791 721.7144 0.2481 0.6905 -0.6931 0.0616 0.4768 0.4804
P72 386901.5269 4228451.7094 708.2460 386901.6240 4228452.7883 706.7292 0.0971 1.0789 -1.5168 0.0094 1.1640 2.3006
P73 387744.2594 4228582.1693 732.0695 387744.3781 4228582.3203 730.7177 0.1187 0.1510 -1.3518 0.0141 0.0228 1.8274
P74 387497.1239 4228577.3196 731.7600 387497.0915 4228577.3196 730.6834 -0.0324 0.0000 -1.0767 0.0010 0.0000 1.1592
P75 387308.4319 4228555.0507 733.3535 387308.6153 4228554.8780 732.3200 0.1834 -0.1726 -1.0335 0.0336 0.0298 1.0681
P76 387127.9546 4228618.2944 726.9555 387128.4186 4228619.1144 725.8193 0.4639 0.8200 -1.1362 0.2152 0.6723 1.2910
P77 386924.4499 4228610.7497 720.5870 386924.6765 4228611.3323 719.8221 0.2266 0.5826 -0.7648 0.0513 0.3394 0.5850
P78 386772.7478 4228621.9948 674.7315 386772.9527 4228623.1816 673.3101 0.2050 1.1868 -1.4215 0.0420 1.4085 2.0205
P79 386924.7398 4229751.9000 728.1145 386925.1639 4229752.1950 728.3295 0.4241 0.2950 0.2150 0.1798 0.0870 0.0462
P8 387145.2424 4230058.8410 741.8125 387145.4315 4230058.5159 741.7827 0.1891 -0.3252 -0.0299 0.0358 0.1057 0.0009

































Tabla D.7: Test NSSDA. Ensayo3, MDT05m
Muestras 79.0000 RMSEr 1.3932
RMSEx 0.7778 EXACTr 2.4114 siRMSEx=RMSEy
RMSEy 1.1559 EXACTr 2.3665 siRMSEx!=RMSEy
RMSEz 2.3844 EXACTr z 4.6734
SumX diff2 SumY diff2 SumZ diff2
47.7893 105.5527 449.1407
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.7910 387412.4402 4230463.8635 754.2590 -1.8859 -0.9901 -0.5321 3.5566 0.9803 0.2831
P10 387488.7415 4229935.2042 737.3330 387488.0186 4229934.6542 736.3691 -0.7229 -0.5501 -0.9639 0.5226 0.3026 0.9290
P11 387696.2428 4229995.6397 743.1340 387695.5828 4229995.8125 742.9217 -0.6601 0.1729 -0.2123 0.4357 0.0299 0.0451
P12 387305.8457 4229911.5717 739.0840 387304.1955 4229911.3124 737.9198 -1.6502 -0.2593 -1.1642 2.7230 0.0672 1.3553
P13 387113.7813 4229846.0229 736.0320 387112.7755 4229845.9444 735.7800 -1.0058 -0.0786 -0.2520 1.0116 0.0062 0.0635
P14 387818.6352 4229603.3380 721.4860 387818.2894 4229603.4480 720.4981 -0.3457 0.1100 -0.9879 0.1195 0.0121 0.9760
P15 387698.1018 4229683.0148 724.3970 387697.6932 4229682.9677 723.3557 -0.4086 -0.0471 -1.0413 0.1670 0.0022 1.0843
P16 387707.6477 4229872.4063 736.2770 387707.0819 4229872.7049 736.6591 -0.5658 0.2986 0.3821 0.3201 0.0892 0.1460
P17 387558.2219 4229747.3545 729.9150 387557.6876 4229747.4330 730.1220 -0.5343 0.0786 0.2070 0.2855 0.0062 0.0428
P18 387312.3821 4229767.1464 737.8590 387311.5963 4229766.7221 737.2274 -0.7858 -0.4243 -0.6317 0.6175 0.1801 0.3990
P19 387164.2533 4229644.4100 743.0040 387163.4360 4229644.1114 742.7761 -0.8172 -0.2986 -0.2280 0.6678 0.0892 0.0520
P2 387412.7230 4230274.0240 745.9830 387411.4186 4230273.5918 745.9301 -1.3044 -0.4322 -0.0529 1.7015 0.1868 0.0028
P20 386991.8287 4229625.8917 726.3850 386991.5143 4229625.1530 725.9499 -0.3143 -0.7386 -0.4351 0.0988 0.5456 0.1893
P21 386832.1961 4229620.1539 716.9870 386831.7246 4229619.2581 715.7550 -0.4715 -0.8958 -1.2320 0.2223 0.8025 1.5178
P22 387398.9215 4229370.9259 723.4430 387398.1357 4229370.7216 723.6378 -0.7858 -0.2043 0.1948 0.6175 0.0417 0.0380
P23 387223.4004 4229321.6689 723.0190 387222.8032 4229321.1503 723.6743 -0.5972 -0.5186 0.6553 0.3566 0.2690 0.4294
P24 387016.7497 4229315.3796 718.4390 387015.9010 4229314.5467 717.4845 -0.8486 -0.8329 -0.9545 0.7202 0.6938 0.9111
P25 386785.0624 4229301.9567 703.9890 386785.3139 4229301.1866 702.3400 0.2515 -0.7701 -1.6490 0.0632 0.5930 2.7191
P26 387785.0601 4229464.7546 708.1200 387784.8401 4229464.5189 707.2327 -0.2200 -0.2357 -0.8873 0.0484 0.0556 0.7874
P27 387642.7353 4229524.5840 721.0910 387642.3896 4229524.3168 721.1256 -0.3457 -0.2672 0.0346 0.1195 0.0714 0.0012
P28 387482.5226 4229588.0645 727.3370 387481.7682 4229587.7974 726.5416 -0.7544 -0.2672 -0.7954 0.5691 0.0714 0.6327
P29 387277.2530 4229537.4710 732.2870 387276.6873 4229537.0781 731.7463 -0.5658 -0.3929 -0.5407 0.3201 0.1544 0.2923
P3 387251.4415 4230259.7542 742.4840 387250.2785 4230258.9841 741.1922 -1.1630 -0.7701 -1.2918 1.3525 0.5930 1.6688
P30 387088.3070 4229448.6301 727.0800 387087.8356 4229448.1115 726.9323 -0.4715 -0.5186 -0.1478 0.2223 0.2690 0.0218
P31 386949.5727 4229461.1035 728.5370 386948.6926 4229460.3334 727.8159 -0.8801 -0.7701 -0.7211 0.7745 0.5930 0.5199
P32 386816.4704 4229491.1414 711.9720 386816.1247 4229490.5285 711.1582 -0.3457 -0.6129 -0.8138 0.1195 0.3757 0.6622
P33 387848.3724 4229334.8521 716.3040 387848.7810 4229334.4907 715.3074 0.4086 -0.3615 -0.9966 0.1670 0.1307 0.9932
P34 387695.9787 4229358.0940 700.0720 387695.9472 4229357.8269 698.8621 -0.0314 -0.2672 -1.2099 0.0010 0.0714 1.4639
P35 387549.6092 4229412.0050 710.7660 387549.1692 4229411.7379 710.6398 -0.4400 -0.2672 -0.1262 0.1936 0.0714 0.0159
P36 387302.5914 4229220.4318 707.0700 387301.9314 4229220.0074 706.9255 -0.6601 -0.4243 -0.1445 0.4357 0.1801 0.0209
P37 387113.0526 4229145.3165 703.2130 387113.1469 4229144.6093 703.1479 0.0943 -0.7072 -0.0651 0.0089 0.5001 0.0042
P38 386905.4851 4229131.0384 716.8290 386905.0451 4229130.8341 716.6112 -0.4400 -0.2043 -0.2178 0.1936 0.0417 0.0474
P39 386738.8214 4229155.9806 697.1330 386739.0728 4229155.1791 695.4562 0.2515 -0.8015 -1.6768 0.0632 0.6424 2.8115
P4 387104.2084 4230190.2859 735.8790 387103.2969 4230190.1759 733.5506 -0.9115 -0.1100 -2.3284 0.8309 0.0121 5.4216
P40 387795.0903 4229133.2385 719.7290 387794.7445 4229133.2857 719.4871 -0.3457 0.0471 -0.2419 0.1195 0.0022 0.0585
P41 387637.5571 4229199.8542 706.7170 387636.9913 4229199.6813 706.1973 -0.5658 -0.1729 -0.5197 0.3201 0.0299 0.2701
P42 387481.8465 4229264.5029 704.5620 387481.4379 4229263.4185 704.2250 -0.4086 -1.0844 -0.3370 0.1670 1.1759 0.1135
P43 387845.5498 4228893.8751 727.8060 387845.3926 4228893.8594 726.7805 -0.1572 -0.0157 -1.0255 0.0247 0.0002 1.0517
P44 387578.7997 4228853.0308 706.7000 387578.6425 4228851.5064 705.6967 -0.1572 -1.5244 -1.0034 0.0247 2.3239 1.0067
P45 387430.6788 4228839.9592 718.5410 387430.4588 4228840.9807 717.2285 -0.2200 1.0215 -1.3126 0.0484 1.0435 1.7228
P46 387217.2358 4228825.2402 714.4850 387216.9214 4228826.6075 713.5248 -0.3143 1.3673 -0.9602 0.0988 1.8694 0.9219
P47 387049.6328 4228839.6011 695.8250 387049.4442 4228841.3770 695.0011 -0.1886 1.7759 -0.8239 0.0356 3.1537 0.6788
P48 386878.5847 4228800.5703 669.6310 386879.1505 4228801.8747 667.2837 0.5658 1.3044 -2.3473 0.3201 1.7015 5.5098
P49 386720.6740 4228788.0331 665.9200 386721.3341 4228787.1058 661.6856 0.6601 -0.9272 -4.2344 0.4357 0.8598 17.9299
P5 387032.3739 4230019.1332 730.3670 387031.5252 4230018.5517 727.9851 -0.8486 -0.5815 -2.3820 0.7202 0.3381 5.6737


































P51 387577.4558 4229043.6051 715.8920 387576.8900 4229042.9607 714.6945 -0.5658 -0.6443 -1.1975 0.3201 0.4152 1.4340
P52 387405.1670 4229033.6591 711.4890 387404.7270 4229033.4863 710.7410 -0.4400 -0.1729 -0.7480 0.1936 0.0299 0.5596
P53 387211.9355 4229012.5091 680.0850 387211.5583 4229011.7390 681.0741 -0.3772 -0.7701 0.9891 0.1423 0.5930 0.9783
P54 387019.4590 4229015.5692 674.0190 387019.1761 4229015.0506 673.3369 -0.2829 -0.5186 -0.6821 0.0800 0.2690 0.4652
P55 386842.5300 4228970.9503 692.0360 386842.6243 4228970.4317 690.9504 0.0943 -0.5186 -1.0856 0.0089 0.2690 1.1785
P56 386713.5433 4229006.8001 701.6820 386714.0147 4229005.7157 699.4158 0.4715 -1.0844 -2.2662 0.2223 1.1759 5.1356
P57 387655.2616 4227629.3342 734.6990 387653.7214 4227634.9447 724.2189 -1.5401 5.6105 -10.4801 2.3720 31.4779 109.8325
P58 387720.4979 4227771.0740 740.1940 387717.8891 4227775.0186 732.4962 -2.6088 3.9446 -7.6978 6.8059 15.5603 59.2554
P59 387490.4578 4227855.4441 728.9210 387490.6778 4227858.9801 724.5011 0.2200 3.5360 -4.4199 0.0484 12.5036 19.5357
P6 387429.5421 4230139.6278 742.4080 387427.9234 4230139.0699 742.1844 -1.6187 -0.5579 -0.2236 2.6203 0.3113 0.0500
P60 387715.1131 4227998.9958 741.9510 387713.1643 4228001.3060 736.9641 -1.9488 2.3102 -4.9869 3.7976 5.3371 24.8696
P61 387560.3324 4228006.2053 740.0610 387559.7981 4228007.3840 737.1916 -0.5343 1.1787 -2.8694 0.2855 1.3893 8.2333
P62 387370.0020 4228036.1917 732.3780 387370.3792 4228037.6532 729.7275 0.3772 1.4616 -2.6505 0.1423 2.1362 7.0252
P63 387216.7972 4228082.3643 717.2390 387217.2687 4228082.5057 713.9481 0.4715 0.1414 -3.2909 0.2223 0.0200 10.8300
P64 387690.4784 4228228.0592 737.8190 387690.0069 4228228.2950 735.5001 -0.4715 0.2357 -2.3189 0.2223 0.0556 5.3773
P65 387510.0380 4228214.2390 738.5110 387509.1580 4228215.4805 735.4621 -0.8801 1.2415 -3.0489 0.7745 1.5414 9.2957
P66 387310.1306 4228238.2192 735.4810 387310.0363 4228238.2664 731.0929 -0.0943 0.0471 -4.3881 0.0089 0.0022 19.2556
P67 387108.0476 4228282.7355 716.1120 387108.2362 4228282.5312 710.8851 0.1886 -0.2043 -5.2269 0.0356 0.0417 27.3202
P68 387619.9088 4228407.4685 732.8970 387618.8087 4228408.3642 729.8185 -1.1001 0.8958 -3.0785 1.2102 0.8025 9.4771
P69 387410.9859 4228421.6936 734.1900 387410.7973 4228422.2122 731.0929 -0.1886 0.5186 -3.0971 0.0356 0.2690 9.5920
P7 387604.1957 4230148.8111 750.0750 387602.5612 4230149.1332 749.7532 -1.6344 0.3222 -0.3218 2.6714 0.1038 0.1036
P70 387204.5462 4228442.8558 730.3700 387204.4834 4228444.4116 727.9980 -0.0629 1.5559 -2.3720 0.0040 2.4207 5.6264
P71 387055.7089 4228436.1886 722.1010 387055.8031 4228437.0844 720.4428 0.0943 0.8958 -1.6582 0.0089 0.8025 2.7496
P72 386901.5269 4228451.7094 708.0300 386901.4955 4228453.1709 704.9343 -0.0314 1.4616 -3.0958 0.0010 2.1362 9.5837
P73 387744.2594 4228582.1693 732.1210 387744.1651 4228582.4679 729.7275 -0.0943 0.2986 -2.3935 0.0089 0.0892 5.7288
P74 387497.1239 4228577.3196 732.0580 387496.8095 4228577.5868 730.0006 -0.3143 0.2672 -2.0574 0.0988 0.0714 4.2330
P75 387308.4319 4228555.0507 733.2590 387308.4004 4228555.1607 731.4570 -0.0314 0.1100 -1.8020 0.0010 0.0121 3.2472
P76 387127.9546 4228618.2944 727.0600 387128.1747 4228619.3474 725.3582 0.2200 1.0530 -1.7018 0.0484 1.1087 2.8961
P77 386924.4499 4228610.7497 720.6500 386924.5128 4228611.7398 719.0319 0.0629 0.9901 -1.6181 0.0040 0.9803 2.6182
P78 386772.7478 4228621.9948 675.7360 386773.3450 4228623.3307 671.6984 0.5972 1.3358 -4.0376 0.3566 1.7845 16.3021
P79 386924.7398 4229751.9000 728.0090 386924.2684 4229751.4442 726.8146 -0.4715 -0.4558 -1.1943 0.2223 0.2077 1.4264
P8 387145.2424 4230058.8410 741.9480 387144.5195 4230058.3774 740.5217 -0.7229 -0.4636 -1.4263 0.5226 0.2149 2.0344

































Tabla D.8: Test NSSDA. Ensayo3, MDT10m
Muestras 79.0000 RMSEr 1.3932
RMSEx 0.7778 EXACTr 2.4114 siRMSEx=RMSEy
RMSEy 1.1559 EXACTr 2.3665 siRMSEx!=RMSEy
RMSEz 2.3332 EXACTr z 4.5731
SumX diff2 SumY diff2 SumZ diff2
47.7893 105.5527 430.0643
ID X JA Y JA Z JA X ORTO Y ORTO Z ORTO X dif Y dif Z dif X diff2 Y diff2 Z diff2
P1 387414.3261 4230464.8536 754.1644 387412.4402 4230463.8635 754.2590 -1.8859 -0.9901 0.0946 3.5566 0.9803 0.0089
P10 387488.7415 4229935.2042 737.5070 387488.0186 4229934.6542 736.3691 -0.7229 -0.5501 -1.1379 0.5226 0.3026 1.2948
P11 387696.2428 4229995.6397 743.0800 387695.5828 4229995.8125 742.9217 -0.6601 0.1729 -0.1583 0.4357 0.0299 0.0251
P12 387305.8457 4229911.5717 739.1705 387304.1955 4229911.3124 737.9198 -1.6502 -0.2593 -1.2507 2.7230 0.0672 1.5642
P13 387113.7813 4229846.0229 736.0010 387112.7755 4229845.9444 735.7800 -1.0058 -0.0786 -0.2210 1.0116 0.0062 0.0488
P14 387818.6352 4229603.3380 720.9655 387818.2894 4229603.4480 720.4981 -0.3457 0.1100 -0.4674 0.1195 0.0121 0.2185
P15 387698.1018 4229683.0148 724.1770 387697.6932 4229682.9677 723.3557 -0.4086 -0.0471 -0.8214 0.1670 0.0022 0.6746
P16 387707.6477 4229872.4063 736.7600 387707.0819 4229872.7049 736.6591 -0.5658 0.2986 -0.1009 0.3201 0.0892 0.0102
P17 387558.2219 4229747.3545 730.2205 387557.6876 4229747.4330 730.1220 -0.5343 0.0786 -0.0986 0.2855 0.0062 0.0097
P18 387312.3821 4229767.1464 738.0200 387311.5963 4229766.7221 737.2274 -0.7858 -0.4243 -0.7927 0.6175 0.1801 0.6283
P19 387164.2533 4229644.4100 742.7610 387163.4360 4229644.1114 742.7761 -0.8172 -0.2986 0.0151 0.6678 0.0892 0.0002
P2 387412.7230 4230274.0240 745.9970 387411.4186 4230273.5918 745.9301 -1.3044 -0.4322 -0.0669 1.7015 0.1868 0.0045
P20 386991.8287 4229625.8917 726.5600 386991.5143 4229625.1530 725.9499 -0.3143 -0.7386 -0.6101 0.0988 0.5456 0.3722
P21 386832.1961 4229620.1539 717.0830 386831.7246 4229619.2581 715.7550 -0.4715 -0.8958 -1.3280 0.2223 0.8025 1.7636
P22 387398.9215 4229370.9259 723.5435 387398.1357 4229370.7216 723.6378 -0.7858 -0.2043 0.0943 0.6175 0.0417 0.0089
P23 387223.4004 4229321.6689 723.4865 387222.8032 4229321.1503 723.6743 -0.5972 -0.5186 0.1878 0.3566 0.2690 0.0353
P24 387016.7497 4229315.3796 718.2120 387015.9010 4229314.5467 717.4845 -0.8486 -0.8329 -0.7275 0.7202 0.6938 0.5292
P25 386785.0624 4229301.9567 703.6410 386785.3139 4229301.1866 702.3400 0.2515 -0.7701 -1.3010 0.0632 0.5930 1.6925
P26 387785.0601 4229464.7546 707.6735 387784.8401 4229464.5189 707.2327 -0.2200 -0.2357 -0.4409 0.0484 0.0556 0.1943
P27 387642.7353 4229524.5840 721.7755 387642.3896 4229524.3168 721.1256 -0.3457 -0.2672 -0.6500 0.1195 0.0714 0.4224
P28 387482.5226 4229588.0645 727.0625 387481.7682 4229587.7974 726.5416 -0.7544 -0.2672 -0.5209 0.5691 0.0714 0.2714
P29 387277.2530 4229537.4710 732.1900 387276.6873 4229537.0781 731.7463 -0.5658 -0.3929 -0.4437 0.3201 0.1544 0.1968
P3 387251.4415 4230259.7542 742.3765 387250.2785 4230258.9841 741.1922 -1.1630 -0.7701 -1.1843 1.3525 0.5930 1.4026
P30 387088.3070 4229448.6301 726.8775 387087.8356 4229448.1115 726.9323 -0.4715 -0.5186 0.0548 0.2223 0.2690 0.0030
P31 386949.5727 4229461.1035 728.3580 386948.6926 4229460.3334 727.8159 -0.8801 -0.7701 -0.5421 0.7745 0.5930 0.2938
P32 386816.4704 4229491.1414 712.3500 386816.1247 4229490.5285 711.1582 -0.3457 -0.6129 -1.1918 0.1195 0.3757 1.4203
P33 387848.3724 4229334.8521 715.9420 387848.7810 4229334.4907 715.3074 0.4086 -0.3615 -0.6346 0.1670 0.1307 0.4027
P34 387695.9787 4229358.0940 700.0280 387695.9472 4229357.8269 698.8621 -0.0314 -0.2672 -1.1659 0.0010 0.0714 1.3593
P35 387549.6092 4229412.0050 711.4155 387549.1692 4229411.7379 710.6398 -0.4400 -0.2672 -0.7757 0.1936 0.0714 0.6017
P36 387302.5914 4229220.4318 707.5570 387301.9314 4229220.0074 706.9255 -0.6601 -0.4243 -0.6315 0.4357 0.1801 0.3988
P37 387113.0526 4229145.3165 703.1880 387113.1469 4229144.6093 703.1479 0.0943 -0.7072 -0.0401 0.0089 0.5001 0.0016
P38 386905.4851 4229131.0384 716.8790 386905.0451 4229130.8341 716.6112 -0.4400 -0.2043 -0.2679 0.1936 0.0417 0.0718
P39 386738.8214 4229155.9806 697.2345 386739.0728 4229155.1791 695.4562 0.2515 -0.8015 -1.7783 0.0632 0.6424 3.1622
P4 387104.2084 4230190.2859 735.7955 387103.2969 4230190.1759 733.5506 -0.9115 -0.1100 -2.2449 0.8309 0.0121 5.0394
P40 387795.0903 4229133.2385 719.7990 387794.7445 4229133.2857 719.4871 -0.3457 0.0471 -0.3120 0.1195 0.0022 0.0973
P41 387637.5571 4229199.8542 706.2470 387636.9913 4229199.6813 706.1973 -0.5658 -0.1729 -0.0497 0.3201 0.0299 0.0025
P42 387481.8465 4229264.5029 704.8325 387481.4379 4229263.4185 704.2250 -0.4086 -1.0844 -0.6075 0.1670 1.1759 0.3690
P43 387845.5498 4228893.8751 727.5760 387845.3926 4228893.8594 726.7805 -0.1572 -0.0157 -0.7955 0.0247 0.0002 0.6328
P44 387578.7997 4228853.0308 706.7165 387578.6425 4228851.5064 705.6967 -0.1572 -1.5244 -1.0198 0.0247 2.3239 1.0401
P45 387430.6788 4228839.9592 718.5745 387430.4588 4228840.9807 717.2285 -0.2200 1.0215 -1.3461 0.0484 1.0435 1.8119
P46 387217.2358 4228825.2402 714.2220 387216.9214 4228826.6075 713.5248 -0.3143 1.3673 -0.6971 0.0988 1.8694 0.4860
P47 387049.6328 4228839.6011 695.9880 387049.4442 4228841.3770 695.0011 -0.1886 1.7759 -0.9869 0.0356 3.1537 0.9739
P48 386878.5847 4228800.5703 669.0695 386879.1505 4228801.8747 667.2837 0.5658 1.3044 -1.7858 0.3201 1.7015 3.1892
P49 386720.6740 4228788.0331 665.4085 386721.3341 4228787.1058 661.6856 0.6601 -0.9272 -3.7229 0.4357 0.8598 13.8600


































P50 387760.2616 4229049.1240 722.5205 387759.9473 4229049.1711 721.9903 -0.3143 0.0471 -0.5302 0.0988 0.0022 0.2811
P51 387577.4558 4229043.6051 715.1860 387576.8900 4229042.9607 714.6945 -0.5658 -0.6443 -0.4915 0.3201 0.4152 0.2415
P52 387405.1670 4229033.6591 711.0410 387404.7270 4229033.4863 710.7410 -0.4400 -0.1729 -0.3001 0.1936 0.0299 0.0900
P53 387211.9355 4229012.5091 680.1065 387211.5583 4229011.7390 681.0741 -0.3772 -0.7701 0.9676 0.1423 0.5930 0.9362
P54 387019.4590 4229015.5692 674.2800 387019.1761 4229015.0506 673.3369 -0.2829 -0.5186 -0.9431 0.0800 0.2690 0.8895
P55 386842.5300 4228970.9503 692.6110 386842.6243 4228970.4317 690.9504 0.0943 -0.5186 -1.6606 0.0089 0.2690 2.7575
P56 386713.5433 4229006.8001 701.0350 386714.0147 4229005.7157 699.4158 0.4715 -1.0844 -1.6191 0.2223 1.1759 2.6216
P57 387655.2616 4227629.3342 734.7500 387653.7214 4227634.9447 724.2189 -1.5401 5.6105 -10.5311 2.3720 31.4779 110.9047
P58 387720.4979 4227771.0740 740.1185 387717.8891 4227775.0186 732.4962 -2.6088 3.9446 -7.6223 6.8059 15.5603 58.0996
P59 387490.4578 4227855.4441 728.9125 387490.6778 4227858.9801 724.5011 0.2200 3.5360 -4.4114 0.0484 12.5036 19.4603
P6 387429.5421 4230139.6278 742.3990 387427.9234 4230139.0699 742.1844 -1.6187 -0.5579 -0.2146 2.6203 0.3113 0.0461
P60 387715.1131 4227998.9958 741.8990 387713.1643 4228001.3060 736.9641 -1.9488 2.3102 -4.9349 3.7976 5.3371 24.3536
P61 387560.3324 4228006.2053 740.1650 387559.7981 4228007.3840 737.1916 -0.5343 1.1787 -2.9734 0.2855 1.3893 8.8410
P62 387370.0020 4228036.1917 732.5195 387370.3792 4228037.6532 729.7275 0.3772 1.4616 -2.7920 0.1423 2.1362 7.7952
P63 387216.7972 4228082.3643 718.0640 387217.2687 4228082.5057 713.9481 0.4715 0.1414 -4.1159 0.2223 0.0200 16.9407
P64 387690.4784 4228228.0592 737.9510 387690.0069 4228228.2950 735.5001 -0.4715 0.2357 -2.4509 0.2223 0.0556 6.0071
P65 387510.0380 4228214.2390 738.5445 387509.1580 4228215.4805 735.4621 -0.8801 1.2415 -3.0824 0.7745 1.5414 9.5011
P66 387310.1306 4228238.2192 735.4015 387310.0363 4228238.2664 731.0929 -0.0943 0.0471 -4.3086 0.0089 0.0022 18.5639
P67 387108.0476 4228282.7355 715.5165 387108.2362 4228282.5312 710.8851 0.1886 -0.2043 -4.6314 0.0356 0.0417 21.4494
P68 387619.9088 4228407.4685 732.5940 387618.8087 4228408.3642 729.8185 -1.1001 0.8958 -2.7755 1.2102 0.8025 7.7035
P69 387410.9859 4228421.6936 734.0695 387410.7973 4228422.2122 731.0929 -0.1886 0.5186 -2.9766 0.0356 0.2690 8.8603
P7 387604.1957 4230148.8111 749.9805 387602.5612 4230149.1332 749.7532 -1.6344 0.3222 -0.2274 2.6714 0.1038 0.0517
P70 387204.5462 4228442.8558 730.3475 387204.4834 4228444.4116 727.9980 -0.0629 1.5559 -2.3495 0.0040 2.4207 5.5201
P71 387055.7089 4228436.1886 722.4075 387055.8031 4228437.0844 720.4428 0.0943 0.8958 -1.9647 0.0089 0.8025 3.8599
P72 386901.5269 4228451.7094 708.2460 386901.4955 4228453.1709 704.9343 -0.0314 1.4616 -3.3117 0.0010 2.1362 10.9674
P73 387744.2594 4228582.1693 732.0695 387744.1651 4228582.4679 729.7275 -0.0943 0.2986 -2.3420 0.0089 0.0892 5.4852
P74 387497.1239 4228577.3196 731.7600 387496.8095 4228577.5868 730.0006 -0.3143 0.2672 -1.7595 0.0988 0.0714 3.0957
P75 387308.4319 4228555.0507 733.3535 387308.4004 4228555.1607 731.4570 -0.0314 0.1100 -1.8966 0.0010 0.0121 3.5969
P76 387127.9546 4228618.2944 726.9555 387128.1747 4228619.3474 725.3582 0.2200 1.0530 -1.5973 0.0484 1.1087 2.5513
P77 386924.4499 4228610.7497 720.5870 386924.5128 4228611.7398 719.0319 0.0629 0.9901 -1.5551 0.0040 0.9803 2.4182
P78 386772.7478 4228621.9948 674.7315 386773.3450 4228623.3307 671.6984 0.5972 1.3358 -3.0331 0.3566 1.7845 9.1996
P79 386924.7398 4229751.9000 728.1145 386924.2684 4229751.4442 726.8146 -0.4715 -0.4558 -1.2999 0.2223 0.2077 1.6896
P8 387145.2424 4230058.8410 741.8125 387144.5195 4230058.3774 740.5217 -0.7229 -0.4636 -1.2908 0.5226 0.2149 1.6662
P9 387306.6634 4230051.7295 744.7685 387305.1626 4230051.2934 743.7910 -1.5009 -0.4361 -0.9775 2.2526 0.1902 0.9554
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D.6. Ortofoto y modelo digital del terreno
del Ensayo1
Se incluye la ortofoto ensayo1.tif, y el modelo digital del terreno ensa-
yo1 mdt.tif, ambos con sistema UTM 30N ETRS 1989 (EPSG 25830).
D.7. Herramientas MicMac utilizadas para ela-
boracio´n de ortofotos
Ba´sicamente consisten en comandos simplificados que se invocan desde
una shell, especificando a trave´s de expresiones regulares los ficheros que el
comando debe utilizar, y con para´metros adicionales la forma de operar del
comando; estos comandos generan ficheros xml y realizan llamadas a otros
comandos a su vez ma´s complejos. Los desarrolladores esta´n trabajando en
un interfaz gra´fico, pero au´n se encuentra en una etapa temprana. El uso
de comandos permite concatenar operaciones entre s´ı y establecer flujos de
trabajo, permitiendo un mayor control sobre el entorno de ejecucio´n. No se
explica en detalle el modo de funcionamiento y para´metros de control de
cada comando, so´lo los aspectos ma´s relevantes o caracter´ısticos; para mayor
informacio´n, consulte la documentacio´n de MicMac1.
D.7.1. Comandos simplificados
Tapioca .
Es un interfaz simplificado a la utilidad Pastis, que a su vez es otro inter-
faz al algoritmo sift++ implementado por vlfeat 2. La funcio´n principal de
este interfaz es adecuar los resultados de sift++ al formato utilizado por las
utilidades MicMac.
La sintaxis del comando es:
Tapioca Mode Files Arg1 Arg2 ... Opt1=Val Opt2=Val ...
Mode. Puede tomar valores All, Line, MulScale, File. En esta tesis se ha
empleado el modo MulScale, que hace uso de dos escalas de resolucio´n
de las ima´genes para identificar puntos correlativos. Es el modo ma´s
ido´neo cuando se trabaja con extensas colecciones de ima´genes. Hace
un primer ca´lculo de puntos correlativos a muy baja resolucio´n (prime-
ra escala), y posteriormente se vuelven a detectar puntos correlativos
1http://logiciels.ign.fr/IMG/pdf/docmicmac.pdf, accedido 22 Enero 2014
2http://www.robots.ox.ac.uk/ vedaldi/code/siftpp.html, accedido 22 Enero 2014
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a la segunda resolucio´n especificada, pero u´nicamente sobre aquellas
ima´genes que han resultado ser correlativas en el primer ca´lculo.
Files. Expresio´n regular que identifica las ima´genes sobre las que de-
tectar puntos correlativos.
Ejemplo: Tapioca MulScale ”.*JPG”1000 2000
Tapas .
Es un interfaz simplificado a la utilidad Apero, utilidad ma´s compleja que
permite calcular la orientacio´n relativa del conjunto de ima´genes.
La sintaxis del comando es:
Tapas ModeCalib PatternImage
ModeCalib. Especifica el modelo de calibracio´n de la ca´mara. En fun-
cio´n del tipo de distorsio´n y grados de libertad, el modelo puede ser:
Fraser, FraserBasic, RadialExtended, RadialBasic, FishEyeEqui, Hemi-
Equi, AutoCal, Figee. En esta tesis se ha utilizado el modelo Fraser,
que posee 12 grados de libertad: 1 para distancia focal, 2 para el punto
principal, 2 para centro de distorsio´n, 3 para los coeficientes de distor-
sio´n radial, 2 para para´metros dece´ntricos, 2 para para´metros afines.
PatternImage. Expresio´n regular que especifica el conjunto de ima´genes
a orientar.
Para calibrar la ca´mara, antes/despue´s del vuelo se toman varias fotos de
un objeto en condiciones controladas, y se calcula un modelo de calibracio´n
fcalib; posteriormente se vuelve a calibrar el modelo con las ima´genes del
vuelo, pero tomando fcalib como modelo inicial.
Ejemplo:
Tapas Fraser “calib.*JPG” Out=fcalib; Tapas Fraser “imagen-aerea.*JPG”
InCal=fcalib Out=orientacion-relativa.
GCPConvert Utilidad para convertir un conjunto de puntos de control
sobre el terreno expresados WGS84 a un sistema local de coordenadas eucli-
deas, sistema empleado internamente por las utilidades MicMac para resolver
ecuaciones. Este para´metro recibe un fichero de texto plano con el siguiente
formato:
identificador - longitud - latitud - altura sobre el nivel del mar
La sintaxis del comando es:
mm3d GCPConvert “#F=N X Y Z” gcp.csv ChSys=DegreeWGS84@SysCoRTL.xml
Out=AppRTL.xml
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gcp.csv. Fichero con los puntos de control sobre el terreno, siguiendo el
formato descrito anteriormente.
SysCoRTL.xml. Fichero que contiene la coordenada geogra´fica que se
tomara´ como coordenada origen en en el nuevo sistema. Se recomienda
utilizar una coordenada ubicada en la regio´n central del mosaico.
AppRTL.xml. Fichero en el que se guarda el resultado.
SaisieAppuisInit Utilidad para situar con precisio´n los puntos de control
en las ima´genes. La sintaxis es:
SaisieAppuisInit Imagen Orientacion Puntos Resultado
Imagen. Patro´n que especifica las ima´genes sobre las que queremos
situar el punto.
Orientacio´n. Identifica el directorio en el que se puede encontrar la
orientacio´n relativa de las ima´genes.
Puntos. Fichero de texto plano que contiene una lista de identificadores,
subconjunto de los identificadores de los puntos de control mencionados
anteriormente.
Resultado. Se crean dos ficheros con sufijos S2D y S3D, que contie-
nen las coordenadas de los puntos en cada imagen y en el sistema de
coordenadas euclideo local, respectivamente.
Ejemplo:
SaisieAppuisInit ‘Imagen(1—2—3).jpg” orientacion-relativa Identificado-
res.txt MesureInit.xml
GCPBascule Transforma las orientacio´n relativa proporcionada por Tapas
en el sistema de coordenadas euclideo, empleando las coordenadas 2D y 3D
calculadas a trave´s de SaisieAppuIsInit.
Sintaxis y ejemplo:
GCPBascule “*.JPG” orientacion-relativa rtl-init AppRTL.xml MesureInit-
S2D.xml
.*JPG, patro´n que especifica las ima´genes a procesar.
orientacion-relativa, directorio que contiene la orientacio´n de las ima´ge-
nes.
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rtl-init, directorio en el que se almacenara´ la nueva orientacio´n tras
aplicar el cambio de sistema.
AppRTL.xml, explicado en apartados anteriores.
MesureInit-S2D.xml, coordenadas bidimensionales que localiza los pun-
tos de control en cada imagen.
SaisieAppuisPredic Muestra los puntos de control restantes del fichero
AppRTL.xml no posicionados con SaisieAppuisInit, con los que se realiza un
ajuste y validacio´n manual. Sintaxis y ejemplo:
SaisieAppuisPredic “imagen(1—2—3).*JPG” rtl-init AppRTL.xml Me-
sureFinale.xml
imagen[1—2—3].*JPG, patro´n de ima´genes sobre las que se van a posi-
cionar puntos de control. Este comando debera´ ejecutarse varias veces
pasando como para´metro diferentes ima´genes hasta situar todos los
puntos de control en todas las ima´genes en las que aparecen.
rtl-init, directorio que contiene la orientacio´n de las ima´genes.
AppRTL.xml, explicado en apartados anteriores.
MesureFinale.xml, donde se guarda el resultado. Se generara´n dos fi-
cheros con sufijos S2D y S3D, al igual que en los casos explicados an-
teriormente.
Posteriormente, se vuelve a utilizar el comando GCPBascule, que al con-
tar esta vez con ma´s puntos de control, la transformacio´n del sistema de
coordenadas sera´ ma´s precisa:
GCPBascule “*.JPG” orientacion-relativa rtl-bascule AppRTL.xml MesureFinale-
S2D.xml
Campari Lleva a cabo un ajuste utilizando de forma conjunta los puntos
de control y los puntos correlativos calculados con sift++. Sintaxis y Ejemplo:
Campari “*.JPG” rtl-bascule rtl-compense GCP=[AppRTL.xml,0.1,MesureFinale-
S2D.xml,0.5]
.*JPG, patro´n que especifica ima´genes sobre las que llevar a cabo el
procesamiento.
rtl-bascule, directorio que contiene la orientacio´n de partida.
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rtl-compense, directorio en el que se almacenara´ la nueva orientacio´n
como resultado de la operacio´n.
0.1, especifica el error de posicionamiento GPS en los puntos de control.
0.5, especifica el posible error cometido al posicionar manualmente los
puntos de control en las ima´genes.
ChgSysCo Se utiliza para convertir las coordenadas del sistema euclideo
a coordenadas geogra´ficas. Sintaxis y ejemplo:
mm3d ChgSysCo “.*JPG” rtl-compense SysCoRTL.xml@Sys25830.xml Ori-
Geografica
.*JPG es el patro´n que especifica las ima´genes a procesar.
rtl-compense, orientacio´n de las ima´genes. En este caso, la orientacio´n
a utilizar es la generada por el anterior comando Campari.
SysCoRTL.xml, explicado en comandos anteriores.
Sys25830.xml, especifica el tipo de proyeccio´n a aplicar.
OriGeografica, resultado de la operacio´n.
Tarama Realiza un mosaico preeliminar. Sintaxis y ejemplo:
Tarama “.*JPG” OriGeografica Out=ResultadoTarama
“.*JPG”, patro´n que especifica las ima´genes sobre las que se ejecuta el
procesamiento.
OriGeografica, Orientacio´n de las ima´genes.
Out=ResultadoTarama, el resultado de la operacio´n se guarda en Re-
sultadoTarama
Malt Lleva a cabo una correlacio´n densa entre las ima´genes. Sintaxis y
ejemplo:
Malt Ortho “.*JPG” OriGeografica DirMEC=MEC-OriGeografica
Ortho, especifica que haga el procesamiento en modo Ortho, ya que el
siguiente paso sera´ la generacio´n de la ortofoto.
.*JPG, especifica el conjunto de ima´genes sobre el que se lleva a cabo
el procesamiento.
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DirMEC=MEC-OriGeografica, directorio en el que se guarda el resul-
tado. Tambie´n se crea un directorio Ortho-MEC-OriGeografica en el
que se guardan ortoima´genes individuales, ma´scara a aplicar en cada
imagen, etc, a utilizar posteriormente por el comando Tawny.
Tawny Utilidad para generar ortofotos. Es un interfaz a la utilidad Porto.
Sintaxis y ejemplo:
Tawny Ortho-MEC-OriGeografica
Ortho-MEC-OriGeografica, directorio donde los datos han sido alma-
cenados tras la ejecucio´n de Malt. En este mismo directorio se genera
el mosaico.
D.7.2. Flujo de trabajo
Una vez se han explicado todos los comandos, se muestra a continua-
cio´n, a modo de esquema, una posible secuenciacio´n de comandos. Los co-
mandos SaisieAppuisInit y SaisieAppuisPredic debera´n ejecutarse sucesivas
veces utilizando cada vez ima´genes diferentes. NamePointInit.txt, gcp.csv,
SysCoRTL.xml, Sys25830.xml son ficheros que deben existir previamente.
Tapioca MulScale “.*JPG” 1000 2000
mm3d GCPConvert “#F=N X Y Z” gcp.csv ChSys=DegreeWGS84@SysCoRTL.xml
Out=AppRTL.xml
SaisieAppuisInit “imagen[1—2].JPG” all NamePointInit.txt MesureInit.xml
SzW=[800,700]
GCPBascule“.*JPG” all RTL-Init AppRTL.xml MesureInit-S2D.xml
SaisieAppuisPredic “imagen[1—2].JPG” RTL-Init AppRTL.xml Mesure-
Final.xml
GCPBascule “.*JPG” all RTL-Bascule AppRTL.xml MesureFinal-S2D.xml
Campari “.*JPG” RTL-Bascule RTL-Compense GCP=[AppRTL.xml,0.1,MesureFinal-
S2D.xml,0.5]
mm3d ChgSysCo “.*JPG” RTL-Compense SysCoRTL.xml@Sys25830.xml
epsg25830
Tarama .*JPG epsg25830 Out=TA-25830
Malt Ortho “.*JPG” epsg25830 DirMEC=MEC-epsg25830
Tawny Ortho-MEC-epsg25830/
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