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Abstract
We derive a local criterion for a plane near-triangulated graph to be perfect. It is shown that a plane
near-triangulated graph is perfect if and only if it does not contain either a vertex, an edge or a triangle, the
neighbourhood of which has an odd hole as its boundary. The characterization leads to an O(n2) algorithm
for checking perfectness of plane near-triangulations.
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1. Introduction
A plane embedding of a planar graph G is said to be a plane near-triangulation if all its faces, except
possibly the exterior face, are triangles. It was known even before the strong perfect graph theorem (Chud-
novsky et al. [2]) that a planar graph is not perfect if and only if it contains an induced odd hole (Tucker
[8]). Algorithmic recognition of planar perfect graphs was subsequently studied by Hsu [4] who discovered a
method to determine whether a given planar graph of n vertices is perfect in O(n3) time. Later, Cornue´jols
et al. [3] discovered an algorithm to recognize perfect graphs in O(n9) time, using the strong perfect graph
theorem.
Though structural characterizations for perfect plane triangulations were attempted in the literature (see
for example, Benchetrit and Bruhn [1]), a local characterization for perfect plane triangulations (or plane
near-triangulations) does not seem to be known. An attempt in this direction was initiated by Salam et al.
[6]. In this work, we extend their results to obtain a local characterization for a plane (near-) triangulated
graph to be perfect. The characterization leads to an O(n2) algorithm for checking perfectness of a plane
near-triangulation. No quadratic time algorithm seems to be known in the literature for testing perfectness
of plane triangulations.
If a plane near-triangulation G contains a cut vertex or an edge separator, we can split G into two induced
subgraphs such that G is perfect if and only if each of the induced subgraphs is perfect. Consequently, it
suffices to consider plane triangulations that are both 2-connected and have no edge separators.
A triangle ∆ in G consisting of vertices x, y, z, is a separating triangle in G if the interior of ∆ as well
as the exterior of ∆ contain at least one vertex. Let Int(∆) and Ext(∆) denote the set of vertices in the
interior and exterior of ∆. It is not hard to see that G is perfect if and only if the subgraphs induced by
Int(∆) ∪ {x, y, z} and Ext(∆) ∪ {x, y, z} are perfect. Thus, a separating triangle in G splits G into two
induced subgraphs such that G is perfect if and only if both the induced subgraphs are perfect. Consequently,
we assume hereafter that G does not contain any separating triangles as well.
A W-triangulation is a 2-connected plane near-triangulation that does not contain any edge separator
or a separating triangle [6]. It is easy to see that the closed neighbourhood N [x] of any internal vertex x in
a W-triangulation G will induce a wheel; for otherwise G will contain a separating triangle. It was shown
by Salam et al. [6] that a plane W-triangulation that does not contain any induced wheel on five vertices is
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not perfect if and only if it contains either a vertex or a face, the boundary of the exterior face of the closed
neighbourhood of which, induces an odd hole. However, their proof strategy was crucially dependent on the
graph being free of induced wheels on five vertices.
Let X be a set of vertices in a graph G. The local neighbourhood of X is defined as the subgraph G[N [X]]
induced by X and its neighbours in G. Given a W-triangulation G, our objective is to show that if G is
not perfect, then there exists a small connected induced subgraph X in G whose local neighbourhood has
an odd hole as the boundary of its exterior face. We will show that X will either be a vertex, an edge or a
facial triangle of G.
First, observe that if an internal vertex x of G has odd degree, then the local neighbourhood of X = {x}
is a wheel, whose exterior boundary is an odd hole. Thus, the non-trivial graphs to consider are W-
triangulations in which all internal vertices are of even degree. An even W-triangulation is a W-triangulation
in which every internal vertex has even degree [6].
Figure 1 shows an even W-triangulation G that is not perfect [6]. Here, the local neighbourhood of the
facial triangle consisting of vertices x, y and z has an odd hole as its exterior boundary, and hence we can
choose X = {x, y, z}. Note that, for this particular graph, no smaller substructure (a vertex or an edge)
exists, whose local neighbourhood has an odd hole as its exterior boundary.
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Figure 1: The local neighbourhood of the facial triangle ∆ = {x, y, z} has an odd hole in its boundary.
In Section 2, we prove that every non-perfect even W-triangulation G contains a subset of vertices X,
which consists of either the endpoints of an edge or a facial triangle, such that the induced subgraph G[N [X]]
has an odd hole as the boundary of its exterior face. This yields:
Theorem 1.1. Let G = (V,E) be a plane near-triangulated graph. G is not perfect if and only if there
exists a vertex, an edge or a triangle, the exterior boundary of the local neighbourhood of which, is an odd
hole.
In Section 3, we describe an O(n2) algorithm that uses Theorem 1.1 to check whether a plane near-
triangulation G of n vertices is perfect.
2. Perfect plane near-triangulations
Let G = (V,E) be an even non-perfect W-near-triangulated graph. A minimal odd hole C in G is defined
as an odd hole such that there is no other odd hole in C ∪ Int(C). Let C be a minimal odd hole in G and
let S = {a0, a1, . . . , as} be the set of vertices in C, listed in clockwise order. To avoid cumbersome notation,
hereafter a reference to a vertex ai ∈ S for i > s may be inferred as reference to the vertex ai mod (s+1).
With this notation, we have aiai+1 ∈ E(G), for 0 ≤ i ≤ s. Since C is an odd hole, s must be even and
s ≥ 4. Throughout the paper, the length of a path (respectively, cycle) will be the number of edges in the
path (respectively, cycle).
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Let H be the subgraph of G induced by the vertices in Int(C). We study the structure of H in detail,
in order to derive our perfectness characterization. Since G is a plane near-triangulation, H is non-empty.
We show next that H is a 2-connected plane near-triangulation.
Claim 2.1. H has at least 3 vertices. Moreover, for any vertex b ∈ V (H), the neighbours of b on C (if any)
are consecutive vertices of C.
Proof. Since G is an even W-triangulation, H cannot be a single vertex as otherwise the degree of that
vertex would be |S|, which is odd. The number of vertices in H cannot be two, as in that case the two
vertices must be adjacent, with even degree and having exactly two common neighbours on C. However,
this will contradict the parity of the number of vertices in C. Thus, H has at least 3 vertices. (Note that it
is possible for H to have exactly three vertices as in Figure 1).
Let b be a vertex of H with at least one neighbour on C. Without loss of generality, we may assume
that a0 is adjacent to b. For contradiction, assume that the neighbours of b on C are not consecutive. That
is, for some 0 < i < j < k < l ≤ s + 1, we have {a0, a1, . . . ai−1} ⊆ N(b), {aj , aj+1, . . . , ak−1} ⊆ N(b) and
al mod (s+1) ∈ N(b); but {ai, ai+1, . . . , aj−1} ∩N(b) = ∅ and {ak, ak+1, . . . , al−1} ∩N(b) = ∅ (see Figure 2).
Note that, it is possible to have al mod (s+1) = a0.
Let P1, P2, P3, P4 and P5 be subpaths of C defined as follows: P1 = a0a1 . . . ai−1, P2 = ai−1aiai+1 . . . aj ,
P3 = ajaj+1 . . . ak−1, P4 = ak−1akak+1 . . . al and P5 = alal+1 . . . asa0. Note that, the union of these
five paths is C. We know that the closed neighbourhood of b induces a wheel. Let R denote the cycle
forming the exterior boundary of this wheel. Since G is an even W-triangulation, R is of even length.
Let Q1 = x1x2 . . . xp, Q2 = y1y2 . . . yq be subpaths of R that are vertex disjoint from C, such that the
concatenation of the paths P1, ai−1x1, Q1, xpaj , P3, ak−1y1, Q2, yqal (in that order) forms a subpath of R.
The path P2 has at least two edges, because i < j. It is easy to see that bai−1P2ajb is an induced cycle in
G and since C is assumed to be a minimal odd hole, P2 must be of even length. Similarly, the path P4 also
has at least two edges and is of even length. Note that, the edge set (E(C)\E(P2))∪E(Q1)∪{ai−1x1, xpaj}
is another induced cycle in G. Hence, the path Q1 must be of odd length. Similarly, the path Q2 is also
of odd length. But, this implies that the induced cycle formed by the edge set (E(C) \ (E(P2) ∪ E(P4))) ∪
E(Q1)∪E(Q2)∪{ai−1x1, xpaj , ak−1y1, yqal} is an odd hole. This contradicts the minimality of C and hence
we can conclude that the neighbours of b on C must be consecutive.
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Figure 2: b is a vertex with non consecutive neighbours in C
Lemma 2.2. H is a 2-connected near-triangulation with at least three vertices.
Proof. Since G is a plane near-triangulation, it is easy to see that H is a plane near-triangulation. Hence,
by Claim 2.1, it only remains to prove that H has no cut vertices.
For contradiction, suppose b is a cut vertex in H. Since H is a near-triangulation, b must be a vertex
on the exterior face of H. (Any internal vertex v of H has the property that each pair of its neighbours lie
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on a cycle. Thus v cannot be a cut vertex of H.) Moreover, as H is the subgraph induced by the vertices
in Int(C) and as G is a near-triangulation, every vertex on the exterior boundary of H must be adjacent to
some vertex in C. Hence b must have at least one neighbour on C By Claim 2.1, neighbours of b on C are
consecutive. Without loss of generality, let N(b)∩ V (C) = {a0, a1, . . . , ai}, for some 0 ≤ i < s. Since G is a
W-triangulation, the neighbourhood of b induces a wheel with b as the center. Let R be the induced cycle
formed by the neighbours of b in G. Since G has no separating triangles, a0, a1, . . . , ai should be consecutive
vertices in R as well. Let H1 and H2 be two connected components of H \b. Let v1 be a neighbour of b in H1
and v2 be a neighbour of b in H2. Both v1 and v2 are vertices that belong to the cycle R and they cannot be
consecutive on R. Let P1 and P2 denote the two edge disjoint paths between v1 and v2 in R such that their
union is R. As v1 and v2 are not connected in H \ b, both P1 and P2 must intersect C. These intersections
happen on vertices in V (C)∩V (R) ⊆ N(b). Hence there exist 0 ≤ j, k ≤ i such that aj ∈ V (P1)∩V (C) and
ak ∈ V (P2) ∩ V (C). Note that, if we delete v1 and v2 from R, aj and ak get disconnected from each other.
However, this is impossible, since vertices N(b) ∩ V (C) = {a0, a1, . . . , ai} are known to be consecutive on
R. Hence, H is 2-connected.
Consequently from Lemma 2.2 we have:
Corollary 2.3. The boundary of the exterior face of H has at least three vertices.
Let C ′ be the cycle forming the boundary of the exterior face of H. If C ′ is a triangle, then it must be a
facial triangle in G, as G is assumed to contain no separating triangles. In this case, the exterior face of the
closed neighbourhood of C ′ is the odd hole C, and Theorem 1.1 is immediate. Hence, we assume hereafter
that C ′ is not a triangle.
Let T = {b0, b1, . . . , bt}, t ≥ 3 be the vertices of C ′, listed in clockwise order. To simplify the notation,
reference to a vertex bj ∈ T for j > t may be inferred as reference to the vertex bj mod (t+1). It is easy to see
that every vertex in T is a neighbour of at least one vertex in S and vice versa. Let G′ = (V ′, E′) be the
subgraph of G with V ′ = S ∪ T and E′ = {uv : u ∈ S, v ∈ T} ∪ E(C) ∪ E(C ′). Note that, bibi+1 ∈ E′, for
all 0 ≤ i ≤ t; but E′ excludes chords in C ′. Since G is a plane near-triangulation, the following observation
is immediate.
Observation 2.4. For every 0 ≤ i ≤ s and 0 ≤ j ≤ t:
1. The neighbours of ai in C
′ must be bl, bl+1 . . . bm for some consecutive integers l, l + 1 . . .m.
2. The neighbours of bj in C must be ak, ak+1 . . . ar for some consecutive integers k, k + 1 . . . r.
3. ai and ai+1 must have a common neighbour in C
′.
4. bj and bj+1 must have a common neighbour in C.
5. The minimum degree of any vertex of G′ is at least 3.
Consider a vertex ai ∈ S. Suppose bl, bl+1, . . . bm are the neighbours of ai in C ′. If there is an edge
between some non-consecutive vertices bp and bq for some l ≤ p, q ≤ m, then ai, bp and bq will form a
separating triangle in G, a contradiction. Hence we have:
Observation 2.5. For any ai ∈ S, there exists an edge between two neighbours of ai in C ′ if and only if
they are consecutive in C ′.
Lemma 2.6. For any vertex bj ∈ T , degG′(bj) is either 3 or an even number greater than 3.
Proof. Let degG′(bj) 6= 3 and be odd. Since degC′(bj) = 2, the neighbours of bj in C form a path (say Z) of
even length (≥ 2). Let the neighbours of bj in C be ai, ai+1, . . . , ak in the clockwise order (see Figure 3(a)).
Note that akai /∈ E(G). Further, since C is an odd hole, the length of the subpath Y of C from ak to ai
in clockwise direction, must be an odd number ≥ 3. Hence the cycle formed by replacing the path Z in C
with the edges aibj , bjak will be an odd hole, distinct from C, with vertices chosen only from S and Int(C).
This contradicts the minimality of C.
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Figure 3: (a) The degree of vertex bi is odd. (b) The degree of vertex ai is odd
Lemma 2.7. For any vertex ai ∈ S, degG′(ai) is either 3 or an even number greater than 3.
Proof. Suppose degG′(ai) > 3. With no loss of generality, let the neighbours of ai in C
′ be b0, b1, . . . , bl,
l ≥ 1 in the clockwise order (see Figure 3(b)). For contradiction, suppose l is even. Then, the length of the
path b0, b1 . . . , bl is even. Let the neighbours of b0 in the clockwise direction in C be aj , aj+1, . . . , ai and the
neighbours of bl in the clockwise direction in C be ai, ai+1, . . . , ak. Vertices b0 and bl cannot be adjacent
in G′, as otherwise aib0bl would be a separating triangle in G which is a contradiction. Hence, bl 6= bt and
bl+1 6= b0. Now, by Observation 2.3, bl and bl+1 have a common neighbor in C. This common neighbor is
different from ai, since bl+1 is not a neighbour of ai. Thus, degG′(bl) > 3. Similarly, degG′(b0) > 3. Hence,
we may assume without loss of generality that j < i.
Let P be the path in C from aj to ak through ai. As degG′(b0) and degG′(bl) are even (by Lemma 2.6),
the length of path P is even, ≥ 2. Let X be the path ajb0b1 . . . blak. Since l is assumed to be even, degG′(ai)
is odd, and hence X must be of even length. Note that, ak 6= aj , as in that case the path P will be the
whole (odd) cycle C which is impossible as P has even length. Thus, the edges ajbl and akb0 cannot be
present in G′ as otherwise we would have ak = aj . Hence, unless akaj is an edge in G′, then X is an induced
path in G. However, akaj cannot be an edge in G
′ as otherwise X along with the edge akaj induces an odd
hole, distinct from C, with vertices chosen only from S and Int(C), which is impossible. Thus, we conclude
that X is an induced path in G′. Consequently, the cycle formed by replacing even length path P in C with
the even length induced path X will be an odd hole, distinct from C, with vertices chosen only from S and
Int(C). This contradicts the choice of C.
We introduce some notation. A vertex ai ∈ S with degG′(ai) = 4 (respectively degG′(ai) > 4) will
be called an α vertex (respectively α′ vertex). Similarly a vertex bj ∈ T with degG′(bj) = 4 (respectively
degG′(bj) > 4) will be called an β vertex (respectively β
′ vertex). Every degree three vertex in S (respec-
tively T ) will be called a γ vertex (respectively δ vertex). Let Vα, Vα′ , Vβ , Vβ′ , Vγ and Vδ denote the set of
α, α′, β, β′, γ and δ vertices respectively and Nα, Nα′ , Nβ , Nβ′ , Nγ and Nδ denote the number of α, α′, β, β′, γ
and δ vertices respectively (See Figure 4).
With the above notation, the following observation is immediate.
Observation 2.8.
1. Every α and α′ vertex (respectively β and β′ vertex) has exactly two neighbours in T (respectively S)
that are not δ vertices (respectively γ vertices).
2. Every γ vertex (respectively δ vertex) must have exactly one neighbour in T (respectively S). Moreover
the neighbour must be a β′ vertex (respectively α′ vertex).
Lemma 2.9. Nγ and Nδ are even.
Proof. Let G′′ be the bipartite subgraph of G′ with vertex set V ′′ = Vδ ∪ Vα′ and edge set E′′ = {aibj : ai ∈
Vα′ , bj ∈ Vδ}. Consider any vertex ai ∈ Vα′ . We know that in G′, ai has exactly two neighbours in S. Since
by Lemma 2.7, degG′(ai) is even, it follows that in G
′, ai has an even number of neighbours from T . From
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Vα = {a1, a2, a3, a9}
Vα′ = {a6}
Vβ = {b1, b2}
Vβ′ = {b0, b3, b6}
Vδ = {b4, b5}
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S = {a0, a1, . . . , a10}
T = {b0, b1, . . . , b6}
Figure 4: An illustration of the notation.
Observation 2.8, ai has exactly two neighbours in T that are not in Vδ. Hence, the number of edges from ai
to Vδ in G
′ must be even. Therefore, in the bipartite graph G′′, every vertex in Vα′ has an even degree. By
Observation 2.8, degG′′(bj) = 1, for each bj ∈ Vδ. Consequently, Nδ = |Vδ| =
∑
ai∈Vα′ degG′′(ai) is an even
number.
The proof for the claim that Nγ is even is similar.
Note that |S| = Nγ +Nα +Nα′ . By Lemma 2.9, Nγ is even. As C is an odd hole, we have:
Corollary 2.10. Nα +Nα′ is odd.
Lemma 2.11.
1. Every vertex in S is a neighbour of a β or a β′ vertex.
2. Every vertex in T is a neighbour of a α or a α′ vertex.
3. Nα +Nα′ = Nβ +Nβ′ .
Proof. The first two parts are easy to see. To prove the third part, consider the bipartite subgraph G′′ =
(V ′′, E′′) of G′ with vertex set V ′′ = Vα∪Vα′∪Vβ∪Vβ′ and edge set E′′ = {aibj : ai ∈ Vα∪Vα′ , bj ∈ Vβ∪Vβ′}.
By Observation 2.8, every α and α′ vertex has exactly two neighbours in T that are either β vertices or β′
vertices. Similarly, each β and β′ vertex have exactly two neighbours in S which are either α or α′ vertices.
Thus, G′′ is a 2-regular bipartite graph. Hence, Nα +Nα′ = Nβ +Nβ′ .
Combining Lemma 2.9, Corollary 2.10 and Lemma 2.11, we see that |T | = Nδ +Nβ +Nβ′ is odd. This
means that C ′ is an odd cycle. As C ′ cannot be an odd hole and we have assumed that it is not a triangle,
we have:
Observation 2.12. C ′ is an odd cycle with at least one chord in G connecting vertices in C ′.
The following lemma shows that any chord in C ′ must have a δ vertex as one of its end points.
Lemma 2.13. If bibj is a chord in C
′ then {bi, bj} ∩ Vδ 6= ∅.
Proof. Suppose {bi, bj} ∩ Vδ = ∅ and i < j. Let ak, ak+1, . . . , al be the neighbours of bi in C and let
ax, ax+1, . . . , ay be the neighbours of bj in C, both taken in clockwise order (see Figure 5). As bibj is a
chord, there exists at least one vertex between bi and bj in C
′ (in both directions). Hence al 6= ax (otherwise
the vertices ax, bi, bj will form a separating triangle). Similarly, ak 6= ay. As bi and bj have even number of
neighbours in C, it is easy to see that either the clockwise path P from al to ax or the clockwise path Q
from ay to ak in C must be even, for otherwise C cannot be an odd hole. With no loss of generality, assume
that the length of P is even. Then the vertices in the path P along with the edges {axbj , bjbi, bial} forms
an odd hole consisting of vertices chosen only from S and Int(C), a contradiction.
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Figure 5: bi ∈ Vβ′ and bj ∈ Vβ .
By Lemma 2.13, C ′ contains at least one chord connecting a vertex bj ∈ Vδ to some other vertex in C ′.
By Observation 2.8, the neighbour of bj in C must be an α
′ vertex. Hence,
Corollary 2.14. There exists at least one α′ vertex in C.
The next lemma shows that if a chord in C ′ connects two δ vertices, then their neighbours in C will be
adjacent.
Lemma 2.15. Let {bi, bj} ⊆ Vδ. Let ax and ay be the neighbours of bi and bj respectively in C. If bibj is
a chord in C ′ (in G), then axay is an edge in C.
Proof. Let {bi, bj} ⊆ Vδ and suppose bibj is a chord in G connecting vertices of C ′. Let ax and ay be the
unique neighbours of bi and bj respectively in C (Observation 2.8). It follows that ax 6= ay, as otherwise
the vertices bi, ax, bj will form a separating triangle in G (See Figure 6(a)). Since C is an odd hole, exactly
one of the two paths from ax to ay through vertices in C must be of even length. With no loss of generality,
assume that the path P from ay to ax in the clockwise direction is even (see Figure 6(b)). Then if axay is
not an edge in C, the edges in the path P together with the edges axbi, bibj and bjay forms an odd hole
consisting of vertices chosen only from S and Int(C) (see Figure 6(b), (c)), a contradiction.
bj
ay
bi
ax = ay
bi
bj
bj
aybi
ax
ax
(b)(a) (c)
PP
Figure 6: (a) ax = ay (b) axay is not an edge in G (c) axay is an edge
Next we bound the number of α and α′ vertices in C. A bound on the number of β and β′ vertices
follows from this.
Lemma 2.16. Nα +Nα′ ≤ 3
Proof. Suppose Nα +Nα′ > 3. As Nα +Nα′ is odd (by Corollary 2.10), Nα +Nα′ ≥ 5. By Corollary 2.14,
an α′ vertex ai must exist in C. By the definition of an α′ vertex and by Lemma 2.7, we know that ai has
an an even number (≥ 6) of neighbours in G′, of which exactly two are on C. Without loss of generality, let
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bq, bq+1, . . . , br (r ≥ q+ 3) be the neighbours of ai in T (see Figure 7(a)). Let the neighbours of bq and br in
C in clockwise order be ax, ax+1 . . . , ai and ai, ai+1, . . . , ay respectively. Clearly, ax and ay are in Vα ∪ Vα′ .
If x = y, then Vα ∪ Vα′ = {ax, ai}, contradicting our assumption that Nα + Nα′ ≥ 5. Further, since ax, ai
and ay are the only vertices in Vα ∪ Vα′ in the clockwise subpath of C from ax to ay, at least two internal
vertices of the clockwise subpath of C from ay to ax must belong to Vα ∪ Vα′ , since Nα +Nα′ ≥ 5.
Let bp, bp+1, . . . , bq and br, br+1, . . . , bs be the neighbours of ax and ay in C
′ respectively in clockwise order.
Note that bp and bs are distinct, non-adjacent vertices in C
′. This is because Nβ + Nβ′ = Nα + Nα′ ≥ 5
(part (3) of Lemma 2.11). Let the neighbours of bp and bs in C be ag, ag+1, . . . , ax and ay, ay+1, . . . , ah
respectively. As Nα +Nα′ ≥ 5, ag 6= ah. Since bp, bq, br and bs are elements of Vβ ∪ Vβ′ , their degrees must
be even (by Lemma 2.6). Hence the path from ag to ah through ax, ai and ay along vertices in C is of even
length. Consequently, as C is an odd hole, the (chordless) path L from ah to ag in clockwise order in C (as
shown in Figure 7(a)) must be of odd length (≥ 1). We will show that there exists another odd hole in G,
consisting of vertices chosen only from S and Int(C), contradicting the choice of C.
Consider the path P = agbpbp+1 . . . bqaibrbr+1 . . . bsah. Since ax and ay are of even degree (by Lemma 2.7),
P is of even length (see Figure 7(a)). This path, together with the with the path L, form an odd cycle of
length at least seven. If we prove that this cycle is chordless, it will be an odd hole, consisting of vertices
chosen only from S and Int(C), a contradiction to the choice of C as desired.
Hence we analyze the possible chords in G for the cycle formed by edges of P and the edges of L. By
Observation 2.5, there cannot be any chord in P connecting any two vertices in the set {bp, bp+1, . . . bq} or
any two vertices in the set {br, br+1, . . . , bs}. For the same reason, a bqbr chord also cannot exist. Moreover,
since as bq, bp, br and bs are elements in V (β) ∪ V (β′), by Lemma 2.13, there will not be a chord between
them. Further, as there is no edge connecting ax and ay, no chord exists between a vertex in the set
{bp+1, . . . bq−1} and a vertex in the set {br+1 . . . bs−1} (by Lemma 2.15). Hence, chords in P can exist only
between a vertex in the set {bp, bq} and a vertex in the set {br+1, . . . , bs−1} or between a vertex in the set
{br, bs} and a vertex in the set {bp+1, . . . , bq−1}. We systematically rule out these possibilities below.
• Case 1 There exists a bpbk chord in C ′ for some bk ∈ {br+1 . . . , bs−1} (Figure 7(b)): Let L′ be
the (chordless) path from ay to ag in the clockwise direction in C. Since bs is of even degree (by
Lemma 2.6), and L′ is obtained by combining the path from ay to ah along C with the odd length
path L, path L′ should be of even length. Consequently, the path L′ along with the edges agbp, bpbk
and bkay will induce an odd hole consisting of vertices chosen only from S and Int(C), a contradiction.
• Case 2 There exists a bsbk chord in C ′ for some bk ∈ {bp+1 . . . , bq−1}: This case is symmetric to Case
1.
• Case 3 There exists a bqbk chord in C ′ for some bk ∈ {br+1 . . . , bs−1} (Figure 7(c)): Let the neighbours
of ah in C
′ be bs, bs+1, . . . , bm and the neighbours of bm on C be ah, ah+1, . . . , aj . Note that since
Nα + Nα′ ≥ 5, by part (3) of Lemma 2.11, Vβ ∪ Vβ′ should contain at least five vertices. Hence we
see that bm 6= bp. Consider the path Q = axbqbq+1 . . . braybs . . . bmaj . As ai and ah are of even degree
(by Lemma 2.7), the path Q is of even length. As bq, br, bs and bm are elements in V (β)∪ V (β′), they
have even number of neighbours in C (by Lemma 2.6). Hence the path from ax to aj in clockwise
direction in C is of even length. Consequently, as C is an odd hole, the path M from aj to ax in C in
clockwise order is of odd length. Suppose that the path Q is chordless. Then combining the path Q
with M yields an odd hole (see Figure 7(c)) consisting of vertices chosen only from S and Int(C), a
contradiction. Note that this is true even if aj = ag (i.e., Nα +Nα′ = 5).
Thus it suffices to prove that the path Q is chordless. We rule out each of the following possible cases
of chords appearing in Q.
(a) There exists a chord connecting a vertex in the set {bq+1, . . . , br} and a vertex in the set
{bs, . . . , bm} in C ′: As bqbk is a chord in C ′, this is impossible, as otherwise G cannot be planar.
(b) There exists a bqbm chord or a bqbs chord: This possibility is ruled out by Lemma 2.13.
(c) There exists a chord bqbl such that bl ∈ {bs+1, . . . , bm−1} (Figure 7(d)): Let bqbl be a chord in C ′
. Let M ′ be the path from ah to ax in clockwise direction in C. Since bq, br and bs are elements in
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V (β) ∪ V (β′), they have even number of neighbours in C (by Lemma 2.6). Hence the path from
ax to ah in clockwise direction in C is of odd length. Consequently, as C is an odd hole, the path
M ′ must have even length (≥ 2). Hence the path M ′ along with the edges axbq, bqbl and blah
will induce an odd hole consisting of vertices chosen only from S and Int(C), a contradiction.
Thus we conclude that the path Q is chordless, as required.
• Case 4 There exists a brbk chord in C ′ for some bk ∈ {bp+1 . . . , bq−1}: This case is symmetric to the
Case 3.
Hence we conclude that Nα +Nα′ ≤ 3.
bp
bq
br
ag
ai
ay
ah
ag
ay
ah
bp
bq
br
bm
aj
(a)
bk
L
M
ax
ax
bp
bq
br
bs
bm
ag
ax
ai
ay
ah
aj
bl
M ′
bs
ag
ax
ai
ay
ah
bp
bq
br bk
bs
L′
(b)
(c)
(d)
bk
ai
bs
Figure 7: Nα +Nα′ ≥ 5.
By part (3) of Lemma 2.11, We have:
Corollary 2.17. Nβ +Nβ′ ≤ 3.
Since Nα +Nα′ ≤ 3 and C is an odd hole, C contains at least one γ vertex which must be adjacent to a
β′ vertex in C ′ (by part 2 of Observation 2.8). Consequently we have:
Corollary 2.18. There exists at least one β′ vertex in C ′. That is, Nβ′ ≥ 1.
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Lemma 2.19. Let aj be an α
′ vertex in C. Let bx, bx+1, . . . , by be the neighbours of aj in C ′ in clockwise
order. Then at least one among bx and by must be a β vertex.
Proof. Suppose that bx and by are β
′ vertices. Let ai, ai+1 . . . , aj and aj , aj+1 . . . , ak (j ≥ i+ 3, k ≥ j + 3)
be the neighbours of bx and by respectively in C, considered in clockwise order (see Figure 8(a)). As bx and
by have even number (≥ 4) of neighbours in C (by Lemma 2.6), the path P from ai to ak through aj in C
is chordless and has even length (≥ 6). Since C is an odd hole, we see that ai 6= ak. By Lemma 2.13, there
is no chord connecting bx and by in G. Replacing the path P in C by the edges aibx, bxaj , ajby and byak
induces an odd hole in G consisting of vertices chosen only from S and Int(C), a contradiction. Hence at
least one among bx and by must be a β vertex.
aj
ak
ai
bx by
bz
P aj
by
bz
bx
akai
(b)(a)
Figure 8: (a) Nβ′ = 3 and Nδ 6= 0 (b) bx is a β′ vertex and both ai and aj are α′ vertices.
Since there exists at least one α′ vertex in C (by Corollary 2.14), we have:
Corollary 2.20. Nβ ≥ 1.
As Nβ ≥ 1 and Nβ′ ≥ 1 (by Corollary 2.20 and Corollary 2.17), we have Nβ+Nβ′ ≥ 2. Moreover, by part
(3) of Lemma 2.11 and Corollary 2.10, Nβ +Nβ′(= Nα +Nα′) is odd and by Corollary 2.17, Nβ +Nβ′ ≤ 3.
Thus we have:
Observation 2.21. Nα +Nα′ = Nβ +Nβ′ = 3.
Lemma 2.22. Let bx be a β
′ vertex in C ′ and ai, ai+1, . . . , aj be the neighbours of bx in C in clockwise
order. If Nα 6= 0 then at least one among ai and aj must be an α vertex.
Proof. For the sake of contradiction assume that ai and aj are α
′ vertices (see Figure 8(b)). Let bz, bz+1 . . . bx
and bx, bx+1, . . . , by be the neighbours of ai and aj in C respectively in clockwise order. Let ak be an α
vertex in C. By Observation 2.21, ai, aj and ak must be the only vertices in C that are not γ vertices.
Hence by and bz must be neighbours of ak and bybz must be an edge in C
′.
As ai has two neighbours in C
′ which are not δ vertices (bx and bz), we conclude using part (1) of
Observation 2.8 that by cannot be a neighbour of ai. Similarly, bz cannot be a neighbour of aj . Moreover,
there cannot be a chord between bx and by or between bz and bx (by Lemma 2.13). Consequently, the vertices
ai, bx, aj , by, bz should induce an odd hole which contains vertices only in C and Int(C), a contradiction.
Hence at least one among ai and aj must be an α vertex.
Lemma 2.23. If Nα = 0, then there exist a β
′ vertex bi and a δ vertex bx satisfying the following:
(a) bi is the unique β
′ vertex in C ′.
(b) bibx is a chord in C
′.
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(c) Every vertex in C is adjacent to either bi or bx.
Proof. (a) By Corollary 2.18, there exists at least one β′ vertex in C ′. Also by Corollary 2.20, there exists
at least one β vertex in C ′. As Nβ+Nβ′ = 3 (by Observation 2.21), it is enough to prove that Nβ′ 6= 2.
Assume that Nβ′ = 2. Let bi and bj be two consecutive β
′ vertices in clockwise order in C. Then bi
and bj must have a common neighbour (say ak) in C. As Nα = 0 and Nα + Nα′ > 0, ak must be an
α′ vertex. But this is not possible by Lemma 2.19. Therefore, Nβ′ = 1.
(b) By Observation 2.21 and part (a), Nβ = 2. Let bj and bk be the β vertices and bi be the β
′ vertex
in C ′. Let ap, ap+1, . . . , aq (q ≥ p + 3) be the neighbours of bi in C arranged in clockwise order (see
figure 9(a)). Let aq and ar be the neighbours of bj and let ar and ap be the neighbours of bk in C in
clockwise order. Note that ap, aq and ar are α
′ vertices by assumption. Hence no two vertices from
the set {bi, bj , bk} are consecutive on C ′. Note that bj , bj+1, . . . , bk are the neighbours of ar in C ′
Then the vertices ap, bi, aq, bj , bj+1, . . . , bk, ap forms an odd cycle (say C
′′). Since C ′′ contains vertices
only in C and Int(C), it cannot be an odd hole. Hence, there must be at least one chord inside
C ′′. However, there is no chord between any two vertices in {bi, bj , bk} and between any two vertices
in {bj , bj+1, . . . , bk} (by Observation 2.5). Hence the only possibility for the chord is bibx such that
x ∈ {j + 1, . . . , k − 1} (see Figure 9(b)).
(c) By Part (a), since bi is the unique β
′ vertex in C ′, every γ vertex in C must be adjacent to bi (part
2 of Observation 2.8). Moreover as Nα = 0, bi must have two α
′ vertices (say ap and aq) in C as
neighbours. Consequently, as Nα′ = 3 (Observation 2.21), the only one vertex that is not a neighbour
of bi in C is an α
′ vertex, say ar (see Figure 9(b)). By part (b) there exists a chord bibx between the
β′ vertex bi and a δ vertex bx in C ′. As bx is a δ vertex, it has exactly one neighbour on C. This
neighbour cannot be ap (or aq) as otherwise the vertices bi, bx and ap (respectively bi, bx and aq) will
form a separating triangle in G. Hence ar is the neighbour of bx in C.
Corollary 2.24. If Nα = 0, then there exist a chord bibx in C
′ such that the boundary of the exterior face
of the local neighbourhood of bibx is the odd hole C.
Note that Corollary 2.24 gives a local characterization for the odd hole C when Nα = 0. That is, there
exists an edge in G, the exterior boundary of its local neighbourhood is the hole C. Our goal is to obtain a
similar local characterization when Nα > 0.
bj
bk
ap
aq
ar
bi
bj
bk
ap
aq
ar
bx
(a) (b)
bi
Figure 9: Nα′ = 3
For the rest of the paper, we use the following notation. Let A be the set of all vertices in C of type α or
α′ and let B be the set of all vertices in C ′ of type β or β′. By Observation 2.21, |A| = |B| = 3. Let ai, aj
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bz
by
ai
ajak
(a)
ai
ak
bx
aj
bz
bx by
(b)
Figure 10: (a)Nβ = 1, Nα′ = 1 (b)Nβ = 2, Nα′ = 2 and bxbz is not an edge in C
′
and ak (respectively bx, by and bz) be the vertices of A (respectively B) listed in clockwise order in G
′. There
exists at least one β vertex in B (by Corollary 2.20) and at least one α′ vertex in A (by Corollary 2.14). We
fix by to be a β vertex in B and ai to be an α
′ vertex in A. The next lemma shows that every vertex in C
must be a neighbour of either bx or bz (or both).
Lemma 2.25. Let by ∈ B be a β vertex. Then the boundary of the exterior face of the subgraph induced by
the closed neighbourhood of B \ {by} in G is the odd hole C.
Proof. Since by is a β vertex, by must have exactly two neighbours in C - say ai and aj in clockwise order.
Further, we have j = i+1 and aiaj will be an edge in C. (See Figure 10(a)). Moreover, ai and aj cannot have
another common neighbour bt for any t ∈ {x, z} as otherwise bt, ai and aj will form a separating triangle with
by in the interior. As each of ai and aj must have a neighbour in B distinct from by (by Observation 2.8),
we may assume without loss of generality that bx is a neighbour of ai and bz is a neighbour of aj . Thus,
each neighbour of by in C is either a neighbour of bx or a neighbour of bz. Since every vertex in C must be
a neighbour bx or by or bz (Lemma 2.11), it follows that every vertex in C is a neighbour of bx or bz. The
lemma follows since C is assumed to be the boundary of the exterior face of the subgraph induced by the
closed neighbourhood of B.
Since Corollary 2.18 guarantees that C ′ contains a β vertex, we now have a local characterization for the
odd hole C in the sense that C will be the exterior boundary of the local neighbourhood of the two element
set {bx, bz}. We now strengthen Lemma 2.25 by showing that there exists an edge in G (connecting two
vertices in C ′) whose local neighbourhood has C as its exterior boundary.
Lemma 2.26. There exists two vertices bp and bq in C
′ such that:
• bpbq is an edge in G.
• The boundary of the exterior face of the closed neighbourhood of bpbq is the odd hole C.
Proof. If Nα = 0, then the result follows by Corollary 2.24. Hence, assume that Nα > 0.
Recall that we have assumed by to be a β vertex. Therefore, if bx and bz are adjacent in C
′, setting
bpbq = bxbz suffices (by Lemma 2.25).
If bxbz are not adjacent in C
′, the common neighbour of bx and bz on C must be an α′ vertex. By
Lemma 2.19, either bx or bz is a β vertex and by Corollary 2.18, at least one of them must be a β
′ vertex.
Hence, without loss of generality, we may assume that bx is a β vertex and bz is a β
′ vertex. By Lemma 2.22,
at least one of the neighbours of bz must be an α vertex. Therefore, the common neighbour of bz and by in
C must be an α vertex. This implies that bzby is an edge of C
′ (see Figure 10(b)). Since bx is a β vertex,
every neighbour of bx in C must be a neighbour of by or bz. Hence, by Lemma 2.25, setting bpbq = bzby
suffices to complete the proof.
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Let us now consolidate our observations so far. Recall that our objective was to prove Theorem 1.1,
to obtain a local characterization for a plane near-triangulation to be perfect. Since the graph can be de-
composed into induced 2-connected subgraphs containing no separating triangles or edge separators without
affecting the perfectness of the graph, it was sufficient to limit the attention to W-triangulations. We noted
that if any internal vertex x in a W-triangulation has on odd degree, the result was immediate because
the exterior face of the closed neighbourhood of x would have been an odd hole. Consequently, the core of
the problem was to characterize odd holes in even W-near-triangulated (induced) subgraphs of the original
plane near-triangulation. If an even W-near-triangulation G is non-perfect, we considered a minimal odd
hole C in G such that there is no other odd hole in C ∪ Int(C). Then we considered the cycle C ′ forming
the boundary of the subgraph H induced by the vertices in Int(C). We showed that either (i) C ′ is a
(non-separating) triangle, the exterior face of the closed neighbourhood of which is the odd hole C or (ii)
there exists an edge bpbq connecting vertices in C
′ such that the boundary of the exterior face of the closed
neighbourhood of the edge bpbq is the odd hole C (Lemma 2.26). Thus we have:
Corollary 2.27. A W-triangulation G is not-perfect if and only if G contains at least one among the
following:
• a vertex x (of odd degree), the exterior boundary of the local neighbourhood of which, is an odd hole.
• an edge xy, the exterior boundary of the local neighbourhood of which, is an odd hole.
• a facial triangle xyz, the exterior boundary of the local neighbourhood of which, is an odd hole.
From this, Theorem 1.1 is immediate.
We make note of a few details about Theorem 1.1 which are of significance while translating Theorem 1.1
into an algorithm for checking whether a plane near-triangulation is perfect. Let G be a plane near-
triangulation that is not perfect. Let X = xyz be a facial triangle in an induced even W-near-triangulated
subgraph G′ of G, such that exterior boundary of the local neighbourhood of X induces an odd hole in
G. It must be noted that X need not necessarily be a facial triangle in the original graph G, but could
be a separating triangle in G. Hence, identification of the separating triangles in G becomes a significant
algorithmic consideration. It turns out this task is easy due to the algorithm by Kant [5] that identifies the
separating triangles and the W-triangulated subgraphs of G in linear time.
The second point to note is the following. We cannot conclude from Theorem 1.1 that in a non-perfect
near-triangulation G, we can find an induced subgraph X which is either a vertex, an edge or a triangle, such
that the neighbours of X induces an odd hole in G. That is, it is necessary to inspect the exterior boundary
of the local neighbourhood of each vertex, edge and face to detect an odd hole. Figure 11 gives an example
of a graph illustrating this fact. In this example, the exterior boundary of the local neighbourhood of the
edge ip induces the odd hole abcde. However, the subgraph induced by the neighbours of the edge ip (or any
other edge or face) does not induce an odd hole. The requirement to check the exterior boundary of the local
neighbourhood of each edge and each face results in quadratic time complexity for the algorithm described
in the next section. If a W-near-triangulation G does not contain any induced wheel on five vertices, then it
is known that G is not perfect if and only if it contains a vertex or a face whose neighbours induce an odd
hole [6]. Consequently, for this restricted class of graphs, checking perfectness requires only sub-quadratic
time.
3. Recognition of perfect plane near-triangulations
In this section, we describe an O(n2) algorithm to determine whether a given plane near-triangulation
G of n vertices is perfect. The algorithm essentially checks the conditions of Theorem 1.1, using well known
techniques for handling planar graphs. For the sake of clarity, the steps of the algorithm and its analysis
are presented in detail.
Initially, we assume that G is a plane triangulation. Later, we will describe how to handle near-
triangulations as well.
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Figure 11: The neighbours of the edge ip does not induce an odd hole though the boundary of its local neighbourhood induces
an odd hole.
Given a plane triangulation G, using the linear time algorithm of Kant [5] for identifying separating
triangles in a plane triangulation, G can be split into its 4-connected blocks. It is well known that a plane
triangulation is 4-connected if and only if it is free of separating triangles. Consequently, the 4-connected
blocks identified by Kant’s algorithm are precisely the maximal induced W-triangulations in G. We will call
each such 4-connected block a W-component of G [6]. We have already seen that G is perfect if and only
if all its W-components are perfect. Hence, our task reduces to the problem of finding a quadratic time
algorithm for checking whether a given plane triangulation without separating triangles is perfect. We split
our task into four stages, as described below.
3.1. Preprocessing
Let H be a plane triangulation on n vertices, without separating triangles. Suppose we are given the
adjacency list of H as input. We will first compute a planar straight line embedding of H on a n× n grid,
using the linear time algorithm of Schnyder [7]. This essentially gives us the (x, y) coordinates of each vertex
of H. Using these coordinates, the slopes of all the edges of H can be computed in O(m) time, where m is
the number of edges of H. Note that, for a planar graph, m = O(n). It would be useful to preprocess the
adjacency list of H at this point, so that for each vertex v, its neighbours are arranged in the descending
order of the slopes of edges incident at v. This preprocessing can be done in O(m log n) time. The next
three stages involve verifying the conditions of perfectness mentioned in Theorem 1.1 one by one.
3.2. Checking vertex degrees
If any vertex u of H is of odd degree, the open neighbourhood NH(u) induces an odd hole and H is not
perfect. Checking the degrees of all vertices can be easily done in time linear in n. If every vertex of H is
of even degree, we need to check the remaining conditions to verify the perfectness of H.
3.3. Checking the boundary of the local neighbourhood of each edge
The next step is to check if the boundary of the local neighbourhood of any edge of H is an odd hole.
For each edge uv of H, define Suv = N(u) ∪N(v) ∪ {u, v} and construct an indicator array Auv of length
n, where Auv[i] = 1 if vertex vi ∈ Suv and zero otherwise. The construction of these arrays can be done in
O(mn) = O(n2) time in total.
Now, we construct m plane subgraphs of H, one corresponding to each edge of H. The graph Huv will
be the induced subgraph of H on the vertex set Suv. We store the coordinate position information of each
vertex of Huv, by copying the same from H. To get the sorted adjacency list of Huv, we start with a copy
of the sorted adjacency list of H. Then, mark the lists of vertices not in Suv as deleted. For each vertex x
in Suv, go through the adjacency list x in order, and when an edge xvi such that Auv[i] = 0 is encountered,
then mark the edge as deleted. It takes only O(m+ n) time for obtaining the sorted adjacency list of Huv,
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in this manner. The construction of subgraphs Huv corresponding to each edge uv of H along with the
information mentioned above, takes only O(m(m+ n)) = O(n2) time in total.
Now, we describe a procedure to check if the exterior boundary of an induced subgraph Huv constructed
above is an odd hole. It is easy to see that the exterior boundary of Huv is an induced cycle. So, it suffices to
identify the vertices on the exterior boundary and check the parity of their count. Since we have coordinates
of vertices from a straight line drawing, this is easy. First, identify the left most vertex of Huv in the straight
line embedding. This only involves identifying a vertex of Huv with the smallest x coordinate. Clearly, this
vertex is on the exterior face of Huv. Let this vertex be l. Recall that the adjacency list of each vertex is
sorted in the decreasing order of slopes. The edge with the largest slope incident at vertex l must be on
the exterior boundary of Huv. The other endpoint of this edge can be identified as the next vertex on the
boundary of Huv. After identifying a new vertex x on the boundary, it is easy to identify the next one.
Suppose W is the vertex identified before x. If y is the vertex that succeeds W (in the cyclic order) in the
adjacency list of x, then y is the next vertex on the boundary of Huv. When this procedure encounters the
initial vertex l again, we would have identified all the vertices on the boundary of H. Thus, identifying the
exterior boundary of Huv and checking whether it is an odd hole, can be done in O(m+n) time. For checking
the boundaries of all subgraphs Huv we constructed, total time required is only O(m(m+ n)) = O(n
2).
If this check fails to find an odd hole, we have to check the boundary of the local neighbourhood of each
triangle, as described below.
3.4. Checking the boundary of the local neighbourhood of each triangle
Since H is free of separating triangles, triangles of H are precisely its faces. A listing of all the faces of
H can be done in linear time, by traversing the adjacency list of every vertex once. Checking whether the
exterior boundary of the closed neighbourhood of a triangle uvw forms an odd hole can be done in a way
very similar to the method we discussed in the previous subsection. For each triangle uvw, we will define a
set Suvw = N(u) ∪N(v) ∪N(w) ∪ {u, v, w} and an indicator array Auvw for Suvw. Then, we can construct
plane subgraphs Huvw, the induced subgraph of H on the vertex set Suvw. The method of checking whether
the boundary of Huvw is an odd hole or not, is the same as the method described earlier for Huv. The
number of subgraphs to be processed is the number of faces of H, which is linear in n. Hence, the time
required for checking the boundaries of each such subgraph is again O(n2) only.
3.5. Handling plane near-triangulations
The method described above for recognizing planar perfect graphs can be extended to recognize perfect
plane near-triangulations by the simple modifications described below, without affecting the complexity of
the algorithm. The strategy is to triangulate the plane near-triangulation; use the algorithm of Kant [5] to
identify the W-components of the triangulated graph; and retrieve the W-components of the original plane
near-triangulation.
Let G(V,E) be a plane near-triangulation. If G is not 2-connected, in linear time we can find the
2-connected components of G using depth first search, and work on each component. Hence, we assume
without loss of generality that G is 2-connected.
We can embed G into an n × n grid using the algorithm of Schnyder [7] in O(n) time, preprocess the
adjacency list ofG as described in Subsection 3.1 in O(m log n) time and identify the vertices on the boundary
of exterior face of G by using the method discussed in Subsection 3.3 in O(n) time. Let v1, v2, . . . , vk, v1
be the cycle forming the the boundary of exterior face of G. Construct a plane triangulation G′ from G by
adding a new vertex v0 on the exterior face of G and adding edges from v0 to vi for every i ∈ {1, 2, . . . , k}.
The adjacency list of G can be modified to get the adjacency list of G′ in linear time. Note that, as G′ is a
triangulation, it contains no edge separators. We can use the linear time algorithm of Kant [5] for identifying
separating triangles in the plane triangulation G′ and decompose G′ into W-components.
Note that vivj is an edge separator of G if and only if it is a chord connecting two vertices on the external
face of G, forming a separating triangle vivjv0 in G
′. Conversely, a separating triangle in G′ containing v0
must be of the form v0vivj for some i, j ∈ {1, 2, . . . , k}, with vivj forming a chord connecting two vertices
on the exterior face of G. Moreover, every separating triangle in G will be a separating triangle in G′ and
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every separating triangle in G′ that does not contain v0 is a separating triangle in G. Hence, we have the
following observation.
Observation 3.1. Let G′1, G
′
2, . . . , G
′
r be the W-components of G
′. Let Gi = G′i if v0 /∈ V (G′i) and Gi =
G′i \ {v0} otherwise. Then, G1, G2, . . . , Gr are precisely the W-components of G.
As a consequence of Observation 3.1, it suffices to decompose G′ into its W-components and remove
the vertex v0 from each W-component to recover the W-components of G. Removing v0 from all the W-
components of G′ requires only traversing the adjacency lists of all the graphs once and hence possible in
O(n) time. It is easy to verify that the O(n2) method described earlier for checking perfectness of the W-
components of a plane triangulation suffices for handling the W-components of the plane near-triangulation
G as well. Thus, it follows that checking the perfectness of plane near-triangulations requires only O(n2)
time.
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