With the advances of IMU-based human motion tracking, joint angle tracking in an home environment has become a realistic goal. Achieving it, could enable novel applications in rehabilitation and sports medicine. However, in existing systems the process of aligning the mounted sensors with the body coordinate system is either not robust enough or to complicated for fully unsupervised usage. In this publication the performance of a promising existing algorithm is evaluated with a range of different calibration motions. Further, an extension to this implementation is proposed, aiming to improve its stability when only non-ideal calibration data is available. It could be validated that the modification of the algorithm can increase the stability and reduce the dependency of the calibration on specific calibration motions. Based on these results, we recommend the proposed extension of the algorithm as a drop-in replacement for the existing implementation
Introduction
In the past years IMU based joint angle measurements have become a stable in the field of human motion analysis. Compared to optical measurement arrays, these wearable systems are cheaper and easier to set-up. However, they are only rarely used outside a clinical or research context. One of the issue, which limits broader adoption, is that for a successful estimation of a joint angle, informations about the orientation of the individual sensor units relative to the considered joint are required [1] . Common methods to obtain this information are either inaccurate, require the knowledge of anatomical landmarks, or have the user perform a precise set of calibration motions and postures (see e.g. [2] for a listing of common *Corresponding author: Arne Küderle, Machine Learning and Data Analytics Lab, University of Erlangen-Nürnberg (FAU), Carl-Thiersch-Strasse 2b, Erlangen, Germany, e-mail: arne.kuederle@fau.de Sebastian Becker, Catherine Disselhorst-Klug, Department of Rehabilitation and Prevention Engineering, Institute of Applied Medical Engineering, RWTH Aachen University, Aachen, Germany techniques). This inhibits untrained individuals without professional supervision from using such devices.
To overcome this limitation, Seel et al. propose a calibration algorithm for a system capable of monitoring the knee kinematics based on two IMUs units per leg (one connected to the upper leg and the lower leg, respectively) [1] . It can be used with "arbitrary" calibration movements (a combination of walking and leg rotation is shown in the publication). Furthermore, the implementation does not restrict the placement or orientation of the sensor units on the respective leg segment and hence, should enable untrained individuals to use such a system after a brief introduction. Given these specifications the algorithms appears to be a promising basis for developing a robust unsupervised system for home-use.
First efforts in this directions were taken as part of the prior work of this publication. However, during these initial experiments the proposed calibration process appeared to be unreliable with certain combinations of calibration motions. Therefore, research into the limitations of the algorithm by Seel et al. are conducted as part of this publication. Further, a possible extension is proposed, which aims to improve the stability and robustness of the process. This modified implementation is validated against the original version using a range of different calibration motions.
Algorithmic Description

Description of the original algorithm
The original algorithm by Seel et al. consists of two parts: First, the calculation of the knee joint axis and second, the calculation of the knee position vector. This publication only focuses on the first part and hence, only it will be explained in the following.
The knee joint axes is the most important calibration information when the flexion extension angle is of interest and can be used to directly calculate the angular value [2] . It describes the axes perpendicular to the knee joint plane, in which, by definition, the flexion/extension movement occurs. For a successful calibration, the orientation of this axes needs to be obtained in the coordinate systems of both IMU sensors. This information can be calculated from the recorded angular velocity by minimizing the following constrain [1] :
where g i describes the measured angular velocity and j i the knee joint axis in the respective coordinate system of sensor 1 and 2. Briefly, this constraint describes that all motion which is not linked to a change in the actual knee angle should be measured equally by both sensors. As the joint axis are unit vectors, the optimization can be most effectively performed in spherical coordinates. This change of coordinate systems reduces the number of parameters per joint axes from three euclidean coordinates to two angular values per sensor unit (ϕ 1 , ϕ 2 , θ 1 , and θ 2 ).
It is to note, that because eq. 1 is only able to take into account the norms of the vector quantities, it is possible that a mirrored joint axes (−j 1 or −j 2 ) is found in one of the sensor units. These cases can be detected using either prior knowledge about the approximated mounting orientation or by comparing the projections of the angular velocity into the joint plane [1] . When detected, the alignment can be corrected by simply rotating the mis-calculated vector by 180°.
The proposed extension of the algorithm
The original algorithms assumes fully random orientation of the sensor units. However, utilizing the available accelerometers, information about their relative orientation can be gathered beforehand. By determining the direction of the gravitational axes during a short static period, a global vector, known in both sensor frames, is obtained. Because the knee joint axes also describes a global direction, their relative orientation, namely the 3D angle between the two vectors (eq. 2), needs to be identical in both sensor frames.
where G 1,2 are the measured gravitational vectors in the respective sensor frame. This geometrical constraint is enforced during the calibration by transforming all sensor data into a respective coordinate systems in which the z-axis aligns with the direction of G i . By choosing the spherical coordinates, so that θ i describes the angle between the joint axes and the z-axis in each sensor frame, it follows that the angle θ 1 and θ 2 must be identical in these rotated coordinate systems. This reduces the parameters of the optimization problem to ϕ 1 , ϕ 2 , and a single value of θ. However, in contrast to the original algorithm, mirrored joint axis can not be corrected easily. In the modified version, a pair of misaligned joint axis does not describe a correct solution, as this would require different values of θ for the two sensors (unless θ is exactly 90°). Therefore, in theory, the minimization should not return misaligned joint axis pairs. However, for values of θ close to 90°the "opposite" signed solution still describes a local minimum in the parameter space and is reached for certain initial conditions. Because such a solutions can not be corrected, the minimization is rerun for these cases. The initial values for the second run are calculated by rotating one of the two axis vectors by 180°. These new initial conditions are expected to be close to an aligned solution. If no aligned vector pair is found after the second run, the solution is rejected entirely, concluding that no reliable knee joint axis can be found for the given dataset.
Experimental Validation
Setup
To compare the two algorithms against each other, their performance is measured using combinations of five different movements (see tab. 1) performed by six healthy subjects. For the experiment two cable bound IMU units (sensor model: BMX055, Gyro.: ± 1000°, Acc.: ± 8 G, sampling rate: 200 Hz) are fixed on the lateral side of the participants' upper and lower leg using medical tape without enforcing an exact orientation or position. The participants are then asked to perform the five motions to the best of their abilities for around 30 s each. In addition, a 5 s segment with each subject standing upright is recorded. The data from the latter measurement is used to calculate the gravitational vectors G 1 and G 2 . From the recorded movement data, the calibration is performed for all possible combinations of the 5 motions (31 combinations). This procedure is repeated 50 times with different initial conditions and different sub samples of the data. For each run approx. 2/3 of the data points of each movement are randomly sampled.
The results are compared based on internal parameters, because no external reference is available for the measurement. As a measure of robustness and numeric stability, the mean angular deviation (MAD) between two of the 50 axis of a set is introduced:
where N is the number joint axis which are compared and jn the n'th joint axis calculated either for the upper or the lower leg sensor. Similarly, two different sets of joint axis (e.g. the joint axis computed with different movements) are compared by calculating their mean angular difference (MA):
where j i,n and j j,m are the different joint axis of a two sets I and J with N and M axis, respectively. For the original algorithm the Δα value (eq. 2) is used as a third quality metric. While the value is enforced to be zero in the extended version, in the original implementation the Δα might deviate from this expected value, which indicates a deviation from the correct joint axis in at least one of the two sensors.
Tab. 1:
The calibration movements used in the validation experiment. The abbreviations are used to refer to the specific movements or combinations of movements (e.g. RD refers to rotation, dangling). 
Abbr. Description
Results
To first assure that the extension of the algorithm is able to reproduce the results of the original version when using a sufficient data set, the two implementations are compared using a single combination of movements. For this the SRD (squats, rotation, dangling) combination is chosen, as it resulted in the lowest MAD score (eq. 3) of all movements for both methods, as well as, the lowest mean Δα values for the original algorithm. The results are compared using the MA metric (eq. 4) per subject. The mean MA over all subjects was 0.5°and 1.6°f or the lower and the upper sensor, respectively. This is viewed as a negligible deviation, considering the required precision of potential home monitoring systems. Given the good performance of the SRD movement it is also chosen as reference for all other movements. The correctness of a calibration judged by calculating the MA score of a set of joint axis relative to the set of axis derived from the SRD movement. This metric is referred to as the MA SRD . The derived values, as well as, the respective MAD values and the Δα for the original algorithm are shown in fig. 1 . It is to note, that the W, I, D, S, and SI movement combinations are excluded from the figure and the rest of the analysis, as the modified algorithm did not converge at all for some subjects with these movements and the original algorithm showed extremely large error values (upwards 60
• of MAD). The performance of the algorithms based on the MA SRD and the MAD metrics roughly match for the lower leg sensor. However, the modified version beats the original algorithm for the upper leg sensor for nearly all movement combinations. This observation is supported by the Δα, which appears to correlate with the MA SRD of the upper leg sensor. Hence, it is assumed that correcting the Δα error, as done in the modified algorithm, directly reduces the error in the upper leg sensor caused by "not-ideal" calibration information. Overall, it can be reported that the error values for the upper leg sensor are significantly larger than the once for the lower leg sensor. Furthermore, both algorithms are not able to converge to a single unambiguous solution for most movements, which is reflected in the MAD score.
For the worst movement combinations MA SRD values of the upper leg sensor of around 20°were observed for the original algorithms and 10°for the modified version. When calculating the knee angle based on simple integration of the angular velocity (as explained in [2] ) the error per time step caused by each sensor unit is approximately proportionally to 1 − cos(MA SRD ) under ideal conditions. Based on this approximation, the modified version would reduce the accumulated error per time-step by a factor of ∼ 4 for the values given above. However, the exact influence on a final angle estimation will depend on the utilized sensor fusion algorithm and the monitored movement.
Discussion
Using the introduced metrics it could be shown that proposed modification to the algorithm by Seel et al. is able to reduce the negative influence of insufficient data and further, is able to increase the stability of the algorithm for a given calibration motion.
While it could be shown that the proposed method can improve the quality of the sensor alignment, it can not be concluded based on the provided data how large the influence on the final angle estimation is. This will also heavily depend on the used sensor fusion method and the actual monitored movements.
Compared to the original study [1] , it could not be confirmed that the walking & rotation motion (RW) is suitable for either of the two algorithms. Based on the collected data, it performed as one of the worst movement combinations. This reason for this discrepancy could not be found, and would need to be further investigated. Overall the inclusion of walking data into the calibration seems to lead to inferior results. It is assumed that this is due to an increased amount of soft tissue movement caused by the harder floor impacts during walking compared to the other tested motions.
Conclusion and Future Work
In this work an extension to a promising algorithm for the functional alignment of IMUs based on arbitrary movements is proposed. It could be shown that the introduced modifications can improve the performance of the calibration process. With no significant disadvantage compared to the original algorithm, the modified version is suggested as a drop-in replacement.
An immediate next step, is the validation of the algorithms as part of a full pipeline. Potential future work is focused on further improving the robustness of the algorithm addressing the issue of soft tissue movement, as well as, the integration of the algorithm into a wearable system, which would allow to test its performance under realistic in-home conditions.
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