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Abst ract - -LU  decomposition is intensively used in various cientific and engineering compu- 
tations. A parallel algorithm for dense matrix LU decomposition with pivoting on hypercubes i
presented. Using n processors, the presented algorithm can finish LU decomposition f an n x n 
matrix in 0(n2/3 + O(n~/'~log 2 n)) steps, including computations a  well as communications, and 
its efficiency is 1 asymptotically when n becomes large. The algorithm employs row- column- as 
well as block-parallelisms interchangeably so that the n processors are used efficiently in the whole 
computation process. Using the rich connectivity, allthe data alignment requirements can be realized 
in O(log 2 n) steps. The algorithm proposed here not only is suitable for systems with small numbers 
of processors, but also is suitable for systems with large numbers of processors. 
Keywords- -L inear  systems of equations, LU decomposition, Partial pivoting, Parallel processing, 
Efficiency of parallel algorithms, Hypercubes. 
1. INTRODUCTION 
Linear systems of equations are used intensively in various scientific and engineering compu- 
tations. As parallel processing systems advance, various parallel processing strategies for LU 
decompositions have been developed. Partitioned algorithms are given in [1,2], which are effi- 
cient for VLSI implementation. Optimal schedule strategies for LU decompositions on MIMD 
systems are given in [3-5]. The effect of the order of parallelization of the indices "i," "j," "k" 
in connection with different storage schemes (row or column interleaved storage of the matrix) 
is analyzed in [6,7] for both vector and parallel computer systems. The effects that data stor- 
age schemes and pivoting (row or column) strategies have the etticiency of LU decomposition on 
distributed memory systems are analyzed in [8]. Gallivan eL al. give a review, and provide an 
overall perspective of parallel algorithms for various linear algebra computations on both shared 
and distributed memory systems in [9]. Some techniques are given to reduce communication 
overheads for LU decomposition on message passing multicomputers in [10]. 
Sequential LU decomposition for a dense n x n matrix needs ns/3 + O(n 2) time steps, where 
a time steps is the time needed to execute an addition and a multiplication operation [3,11]. The 
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algorithm for multiprocessors given in [3], using n/2 processors, can be completed in n 2 - 1 steps 
with the efficiency of 2/3. When n processors are used, the algorithms given in [8], known as 
RSRP, CSRP, can be completed in n2/2 steps, which have the same efficiency as the algorithm 
in [3]. The above algorithms for distributed memory systems use as many processors as possible 
to process each row (or column) in the updating process. However, as the decomposition pro- 
ceeds, there are not enough matrix elements to be updated in a row (or column). Thus, some 
computation resources are lost. Note that the BLAS-3 LU decomposition algorithms, as de- 
scribed in [9] for shared memory systems have the potential to reach the optimal linear speed-up 
for a system with n processors. It depends how the n processors are scheduled. It is pointed out 
in [10] that with the row or column wrap scheme, the sequential BLAS-3 computations in some 
stages contributes some O(n 2) time, and this can be a bottleneck for the whole computation. 
Computation and communication time complexities on multiprocessor ring connected by local 
link and broadcast bus for various task mapping strategies are analyzed in [12]. 
Blocked LU decomposition algorithms are given in [13,14] for mesh connected multiprocessors. 
The presented algorithms can balance the workload on the available processors. In the algorithm 
given in [14], not only data distribution is in a blocked fashion so that workload can be balanced, 
but the tasks are also scheduled in a blocked fashion and systolic algorithm is used for the 
submatrices multiplications, thus data reuse ratio is high. 
For hypercube connected multiprocessors, different algorithms are given in [15-17]. Various 
strategies for load balancing, communication a d computation overlapping, including row or 
column wrapped, row or column blocked data distribution with corresponding pivoting strategies, 
and various parallelization forms (fik, jki, and kji), are discussed there thoroughly. A task 
partition scheme different from the one pre~ented in [3] is presented in [5], which can reduce 
the length of the critical task path in the scheme given in [3], but it then cannot use the task 
schedule strategy in [3] to complete the computation using n/2 processors, it's efficiency is 2/3 
when n processors are used. The algorithm is implemented on hypercube. 
When systems with large numbers of processors are used, especially when the number of pro- 
cessors is comparable to the number of the equations of the linear system (e.g., is of O(n)), row 
or column oriented ata distribution and task schedule is not efficient because the workload be- 
comes imbalanced as the computation progresses. This is because, once the size of the submatrix 
becomes much smaller than n, then the number of processors that will be involved in each step 
of the computation will be much smaller than n. Therefore, algorithms designed for hypercubes, 
not only efficient for systems with small number of processors, but also efficient for systems with 
large number of processors, are needed. 
Our goal here is to develop an algorithm whose efficiency can reach 1 asymptotically even 
when the number of processors used is comparable with the number of equations. Notice that it 
is easy to keep high efficiency when the number of processors i much smaller than the matrix 
size; however, it may not be easy to keep high efficiency when the number of processors i as 
large as the size of the matrix. The proposed algorithm LU_RCB strives to achieve this goal. 
We will propose a parallel LU decomposition algorithm with pivoting, named LU_RCB, for 
hypercube systems, and we will mainly describe it for an MIMD distributed memory hypercube 
system in this paper; a modification is straightforward for an implementation SIMD hyper- 
cubes, but we will omit its description for SIMD hypercube systems. The algorithm exploits 
parallelisms inherent in rows, columns, and blocks interchangeably. The techniques in some par- 
allel storage schemes, e.g., the one that we have developed in [18] are applied here for both data 
distribution and task scheduling, so that the matrix elements and the computational tasks are 
distributed among all the processors evenly. An optimal algorithm for matrix multiplication on 
hypercube from [19,20] are adopted here as the basic building block for submatrix modification. 
When a hypercube with n nodes is used for an n x n matrix decomposition, its efficiency can 
be 1 asymptotically asn becomes large. 
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In short, the special features of LU_RCB are as follows. 
(1) The data and workload are distributed evenly among all the processors in the whole 
decomposition process so that it does not have the efficiency problem resulted from load 
imbalance. 
(2) It adapts an optimal matrix multiplication algorithm proposed for hypercubes in [19], and 
its data reuse ratio is high (O(v~) for one memory access). 
(3) Data movements can be realized efficiently using existing routing algorithms on both 
SIMD and MIMD hypercube systems. 
This paper is organized as follows. Section 2 will give some preliminary knowledge. A parallel 
algorithm for LU decomposition with partial pivoting will be described in Section 3. In Section 4, 
we will analyze time complexity of the algorithm briefly, and discuss ome implementation issue, 
especially the implementation method of data alignment requirements. Section 5 will give some 
conclusions. 
2. PREL IMINARIES  
A linear system of equations Ax = b, where A is a n x n matrix, and x and b are vectors of 
size n with x being the unknown, can be solved in two stages. First, decomposing A into a lower 
triangular matrix L and an upper triangular matrix U (such that A = L x U). Second, solving 
the two triangular systems by substitutions, i.e., solving Ly = b by substitutions and solution for 
the vector y is obtained, then solving Ux = y by substitutions, and the solution for x is obtained. 
In the whole computation process, the decomposition stage is the dominant part, which needs 
n3/3 + O(n 2) time steps when executed sequentially. Sequential LU decomposition algorithms 
based on Ganssian elimination can be found in literature, e.g., in [10]. Various parallel algorithms 
have been developed to speed up the decomposition process [1-5,7,9,11,13-16,21-23]. The reader 
is referred to [9] for a review. 
Let the n rows (and n columns) of A be numbered from 0 to n - 1, from top to bottom (from 
left to right). Let A (k) denote the submatrix which includes only the elements ai,j with k < i, 
j < n - 1. In iteration k of the LU decomposition algorithm, only the submatrix A (~) is still 
active (need to be further updated), the other part of the matrix has reached its final form. This 
is shown in Figure 1. 
Figure 1. The wavefront in step k. 
Each iteration of the computation of LU decomposition, usually called an elimination step, 
mainly consists of three basic parts. The first, pivoting is referred to as partial pivoting when 
only the elements of the first column (or row) of A (k) are searched for pivoting. The second, a 
division of each element in the first column of A (k) by ak,k. The third, updating the remaining 
elements of A (k). Parallelisms exist in all the three parts. In particular, in the updating phase, 
the elements in both different rows and columns can be updated simultaneously. The question is, 
however, how to schedule the elements to be processed simultaneously such that the workloads 
are distributed to the available processors as evenly as possible in the whole computation process. 
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As different strategies are used to organize the computations for LU decomposition, the wave- 
front of the decomposition may have different shapes, which are described in detail in [9,14,17]. 
3. AN LU DECOMPOSIT ION ALGORITHM 
We first consider using a hypercube with n processors to decompose an n x n matrix, then 
extend the basic idea to the case in which the matrix size is larger than the number of processors 
without a degradation of efficiency. 
3.1. Data  D is t r ibut ion  Scheme---Balancing the Work load 
Since our objective is to exploit parallelisms inherent in rows, columns, as well as blocks, we 
need data distribution schemes to distribute the matrix elements over the processors uch that 
no processor would hold more than one matrix element in each row, column, and block, while 
some other processor holds no element in the same submatrix. Our approach is to use some 
strategy in parallel storage schemes (where their objective is to avoid memory conflicts) for data 
and task distribution to balance workloads. A simple scheme proposed in our previous work [18] 
for parallel memory systems, called EE (Exchange-Expansion) scheme, is adopted in LU_RCB. 
According to the EE scheme, an element ai,j will be distributed to processor p, where p is the 
bitwise exclusive-or of the index j and the bit-reversal of the index i (thus, it is easy to be 
implemented). An example, for n = 16 is shown in Figure 2. The number shown in the figure is 
the processor number to which the matrix element is distributed. 
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Figure 2. Data distribution for n -- 16. 
With this data distribution scheme, the matrix elements are evenly distributed in rows, col- 
umns, various blocks, and some other data patterns. But in our context in this paper, only the 
even distribution in rows, columns, and ~ x ~ blocks are of interest. This can guarantee 
that the computation tasks will always be evenly distributed on the n processors as the LU 
decomposition proceeds. 
3.2. Task Schedule: Row-Co lumn-B lock  Schedule 
Partial pivoting requires a selection of a maximum element in the first column (or first row) 
of the submatrix A (k) at step k. Also, the division a~,~/ak,~ works only on one column of the 
submatrix A (k). The data distribution scheme above provides parallelism for a column schedule, 
since only one element in the column is distributed to one processor. Thus, only one step 
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of computation is needed to complete the division of the elements in the column. No other 
computation can be carried out before this step completes due to data dependency. Thus, this 
operation is scheduled in a column manner. 
Two possible schedules can be used in the updating phase. 
First, the plain method, i.e., after the division step is completed, all the elements remaining 
in the submatrix A(k) are updated (column by column, or row by row), and each processor is 
responsible for updating the elements residing on itself. From load balancing point of view, this 
schedule will not cause a performance degradation since the elements are evenly distributed to 
the processors. But this schedule will not be able to make use of block operation, and data reuse 
ratio for each memory access will be very low. 
Second, blocked method, i.e., after the decomposition f v~ columns, the remaining part of A (k) 
are modified by using block matrix multiplications. Optimal matrix multiplication algorithms 
specifically designed for hypercube systems have been given in [19,20]. For two n x n matrices, 
an algorithm given in [19] using n 2 processors can finish the multiplication i n steps, and needs 
only log 2 n steps for the initial data alignment. The richer connectivity of hypercube topology 
can be utilized in this algorithm. In this paper, we will refer to this algorithm as Multsquare 
(since a procedure Multsquare is used to describe the algorithm in [20]). Note that the algorithm 
is designed for SIMD hypercube systems, however, it is not difficult to be adapted in MIMD 
hypercube systems. The algorithm Multsquare will be adopted as a building block in the updating 
phase of our algorithm LU_RCB to carry out multiplication oftwo v ~ x v ~ submatrices (using n 
processors). 
One may embed a mesh on hypercube and use some systolic matrix multiplication algorithm to 
update A (k). But the initial data alignment phase will need as many steps as the multiplication 
phase due to the limited connectivity of mesh topology. More importantly, when a mesh is 
embedded onto hypercube, for example, using the Gray code embedding, one may not be able to 
implement the systolic algorithm for matrix multiplication on an SIMD hypercube system due to 
the dimension usage restriction of SIMD hypercube. This difficulty arises in the shift-multiply- 
add stage, because ashift to the nearest neighbour operation requires different processors to send 
their data along different dimensions ofthe hypercube ineach step, but only along one dimension 
can the processors send their data on an SIMD hypercube in each step [20]. As a result, each 
simultaneous shift of all the processors on a mesh may need as many as log 2 n steps on the 
embedded hypercube, and its efficiency will be as low as O(1/log sn). 
3.3. The Algor i thm LU_RCB 
With the discussion explained in the above subsections, we describe the LU decomposition 
algorithm LU_RCB as follows. In the following description, p(i, j) is the bitwise exclusive- or of 
the j and the bit-reversal of i, i.e., p(i, j) holds ai,j according to the EE data distribution scheme, 
where 0 <_ i, j < n - 1. Furthermore, the n x n matrix A is divided into n equal submatrices A~j, 
where 0 < i, j < ~ - 1 and A~j is a v ~ x v ~ submatrix. The two variables, BASE and LMT, 
define two stripes, i.e., a block of V ~ rows and a block of ~ columns. The following pseudo 
code is for MIMD and distributed memory system. 
Algorithm 
1, 
2, 
3, 
4, 
5, 
6, 
7, 
8, 
LU_RCB; 
BEGIN 
FORI := 0 TO v~-  1 DO 
BEGIN 
BASE:= ! x v~; / ,  Block lower boundary */ 
LMT := BASE + ~ - 1;/* Block upper boundary , /  
FOR k' = 0 TO v ~-  1 DO 
BEGIN 
k := BASE + k';/, Forward one column , /  
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, 
10, 
11, 
12, 
13, 
14, 
15, 
16, 
17, 
18, 
19, 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3O 
31 
32 
33 
34 
35, 
36, 
37 
38 
Pivoting(k);/,  Pivoting , /  
FOR (all j ,  k <_ j < LMT)  DO 
/ ,  Broadcast part of the pivot row */ 
IF (myid=p(k, j)) 
THEN broaxicast(ak,j) 
ELSE receive(akd); 
FOR Call i, k + 1 < i < n - 1) DO/ ,  Division and Broadcast , /  
IF (myid=p(i, k)) 
THEN {a~,k := ai,k/ak,k; 
broadcast(ai,k);} 
FOR (a l l i , j , ( k+ l< i<n-1)  and(k+l<j<LMT) )DO 
/* Modify the block column , /  
IF (myid=p(i, j)  ) 
THEN {receive(ai,k); 
aid := ai,j -- ai,kak,j;} 
FOR (all j ,  LMT + 1 <_ j <_ n - 1) DO 
IF (myid=p(k, j))  
THEN broadcast(aks); 
FOR (all i, j, (k + 1 < i < LMT)  and (LMT + 1 < j <_ n - 1)) DO 
/* Modify the block row */ 
IF (myid=p(i, j)) 
THEN {receive(ak,j); 
ai, j  :---- ai, j  -- a i ,kak , j ;}  
END; 
END; 
END; 
FORi  := l + 1 TO v ~-  1 DO 
FOR j := l+  1 TO v ~-  1 DO 
/ ,  Modify A (k) block by block , /  
A~,j := A~,j - A~,~ x At,~; 
4. ANALYSIS AND SOME IMPLEMENTATION ISSUES 
4.1. The  Model  for Analysis 
The following analysis is based on the assumption that n, the size of the hypercube is the 
same as the size of the matrix, and it is an even power of two (so that v~ is an integer). This 
assumption is for the convenience of analysis. We will use 'time steps" to analyze the execution 
time. For computation, a time step is the time needed for one multiply-add operation, or for a 
division. For communication, a time step is the time needed to forward the message one step 
on the hypercube. Because this is a theoretical analysis, we just suppose that these two kinds 
of steps are of the same length. Since we are interested in how many time steps the parallel 
algorithm needs to complete, all the operations which can be executed simultaneously will be 
counted in the same time step; and when the computations and communications are overlapping, 
they will be counted only once; if they cannot be overlapped, then they will be counted separately. 
Although in practice, the matrix size is usually greater than the system size, and we hardly have 
a machine where a communication step is as short as an arithmetic instruction step, this model 
has its practical application. In practice, the matrix is partitioned so that an element here 
corresponds to a block of the matrix ( a block of contiguous or scattered elements) in a particular 
implementation, such that a time step is the time needed to compute the whole block in the 
particular implementation. Thus, a computation step is comparable to a communication step. 
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4.2. Time Steps 
Since the elements of each column are evenly distributed on n processors, it needs O(log 2 n) 
steps on a hypereube to find the maximum in the column. Thus, using the fan-in and fan-out, 
the pivoting process and the broadcast process of the pivot elements (lines 9-14) need O(log 2 n) 
steps of computations a well as O(log 2 n) steps of communications. 
The division process of each column needs one step of computation, because no processor 
contains more than one element of any column in the EE distribution scheme. 
In the block column modification phase, lines 19-23, after the elements of each column k are 
divided, it needs at most ~ - k steps of computations, and O(log 2 n) steps of communications 
for the broadcast of the elements needed for the computations. Similar analysis can be applied 
to the modification of the block row. Thus, it needs n + O(v~log 2n) steps of computations, and 
communications, forthe two blocks of rows and columns to reach their final form. 
The modification phase of the vrn × v/n square blocks, lines 33-36 in the algorithm, is carried 
out by using the Multsquare algorithm given in [19] mentioned above. Here n processors are used 
for the multiplication of two v/n × V ~ matrices. Thus, each multiplication of two such matrices 
needs ~ steps of computations, and O(log 2 n) of communications forthe initial data alignment. 
Thus, it needs (x/~ - l) 2 x (v/-n + O(log 2 n)) steps to modify the (v/n - l) 2 square submatrices. 
The above process repeats ~ times and n2/3 + O(nv~log 2 n) steps, including computations 
and communications, are needed for the execution of the algorithm. When the system becomes 
large, its speed up becomes n, and its efficiency becomes 1, asymptotically. 
4.3. Data Al ignments for Submatr ix Multipl ications 
Note that in the optimal algorithm Multsquare given in [19], which uses n 2 processors for the 
multiplication of two n × n matrices, a normal distribution of the elements of the two matrices 
on hypercube is required, then only log 2 n steps are needed for the data alignment, and n steps 
of shift-multiply-add are needed for the multiplication. But in algorithm LU_RCB, when the 
multiplication algorithm Multsquare is to be used as building block for two V ~ x v~ matrices, 
the elements are not distributed in that normal way. We need to prove that it needs no more 
than log 2 n steps for the data alignment requirement. 
A normal distribution of an V ~ x ~ submatrix of an n x n matrix is such that element a~,j 
is distributed to processor q(u, v), where q(u, v) = Uv/-n + v, 0 <_ i, j <_ n - 1, 0 < u, v < ~ - 1, 
and u = i mod ~ and v = j mod v/-n. 
For example, a 4 x 4 submatrix of a 16 x 16 matrix is distributed as shown in Figure 3a. 
0 1 2 3 9 8 11 10 
4 5 6 7 1 0 3 2 
8 9 l0 11 13 12 15 14 
12 13 14 15 5 4 7 6 
(a) The  normal (b) EE distr ibution 
distr ibution, of a submatr ix .  
Figure 3. Normal and EE data  distr ibutions of a submatr ix .  
In the following, we will prove that the distribution of a submatrix in EE  scheme is an LC  
(Linear Complement) permutation, in particular, it is a BPC (Bit Permute Complement) per- 
mutation, of the normal distribution, thus it can be aligned to the distribution i  log 2 n steps on 
hypercube, and then prove that all the initial data alignments required by the shift-multiply-add 
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process of the algorithm Multsquare of Dekel, Nassimi, and Sahni can be realized directly in 
log 2 n steps. 
Let d = log s n. An LC permutation is of the form that D = T x S ~/3, where D, S, and/3 
are binary d-vectors, and T is a nonsingular d x d binary matrix, $ is the bitwise exclusive-or 
operation. The x and + are all in GF(2). If there is only one "1" in each column (or row) of T, 
then it is a BPC permutation. LC and BPC permutations can be realized in log s n steps on 
hypercubes [24-26]. 
THEOREM 1. The normal distribution of any vfn x ~ submatrix is a BPC permutation of the 
same submatrix distributed by EE scheme. 
PROOF. We show that q(u,v) can be expressed as q(u,v) = Q x p(i,j) ~/3 for any element ai,j 
in an vfn x ~f~ submatrix of A, and Q is nonsingular and f~ is a constant binary &vector. 
According to the above definitions, q(u, v) can be expressed in its binary form as 
id/S-1...iOjd/S-1...jO. 
Let Rd be a d x d matrix such that all the elements on its backward iagonal are 1, and other 
elements are 0. Let Ed be the unity matrix o fd  x d. According to [18], p(i,j) = Rd x i + j .  
Let re be the c th column vector Of Rd, and ec of the c th column vector of Ed, where 0 < c _< d-1.  
We construct a d x d matrix Q such that Q = (rd/2-1,rd/2-2,... ,ro, ed/2-1,ed/s-2,... ,eo), 
i.e., Q is of the form 
0 Edl 2 
It is obvious that Q is nonsingular. Let/3! = ( jd - l jd -2 . . . Jd /S id /S id /2+l  . .  - id -1 )  ~'. Then it 
is easy to show that Q x (p(i,j) (gff) = q(u,v). Thus, q(u,v) can be expressed as q(u,v) = 
Q x p(i, j) ~/3, where/3 = Q x ft. Considering that the permutation is for the elements of a 
v/n x ~ submatrix of A, thus/3 is constant for any element in the same submatrix. 
Therefore, the permutation is an LC permutation. In particular, we notice that each row (or 
each column) of Q has and only has one "1", thus the permutation is also a BPC permuta- 
tion. I 
For example, for n = 16, the Q matrix is 010 ) 
1 0 0  
Q= 0 0 1  " 
0 0 0  
Figure 3a is the normal distribution, and Figure 3b is the EE  distribution of a submatrix. 
When each processor p sends its data to Q x p ~/3, the elements of the submatrix shown in (b) 
will be distributed in the normal form shown in (a). According to the construction method in 
the proof of Theorem 1, Q x p and/3 simply have the following form: 
Q × p = and /3 = 
Here, for n = 16, Q x p is simply (p2psplpo) ~, and/3 for (b) is simply (0101) r. 
For example, for processor 9: 
(~ ---- , 
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thus, processor 9 should send its data to processor 0; and, at the same time, for processor 6: 
(9 ---- , 
thus, processor 6 should send its data to processor 15. 
The above theorem shows that a normal distribution is a BPC permutation of the EE distri- 
bution for any v ~ × v~ submatrix. Thus, the submatrix to be modified can be arranged into 
normal distribution by using the existing routing algorithm in log 2 n steps. 
In the following, we show that, with the use of EE data distribution scheme, the data alignment 
requirements in the matrix multiplication algorithm Multsquare given in [19] can be realized 
directly on hypercube in log 2 n steps, i.e., it does not need to arrange the submatrix into normal 
distribution, and then use the data alignment process in [19] to rearrange them into the final 
form. Note that in the following theorem, 'the aligned ata distribution" means the distribution 
resulted from the initial data alignment process of the matrix multiplication algorithm Multsquare 
given in [19]. 
THEOREM 2. The aligned data distribution of any vfn x v/~ submatrix is an LC permutation of 
the same submatrix distributed by EE scheme. 
PROOF. The element initially in q(u, v) needed to be transmitted into q(u, u (9 v) for the first 
matrix to be multiplied according to the requirement of the matrix multiplication algorithm 
given in [19]. Its destination can be expressed as q(u, u (9 v) = T1 x q(u, v), where T1 is a d x d 
nonsingular binary matrix of the form 
Ed/2 Edl2 
According to Theorem 1, q( u, v) = Q x p( i, j ) (9 /3. Thus, q( u, u (g v ) = T1 x Q x p( i, j)(9 T1 x/~. 
Let Q1 = T1 x Q and ~1 = T1 x fL Then the element aid in processor p(i, j)  need to be sent to 
q(u,u(gv)  = Q1 x p(i , j)  (9/91, and Q1 is of the form 
Q1 = ( Rd/2 
\ Rd/2 
0) 
£,dl2 
Obviously, QI is nonsingular, and ~I is a constant, for any square submatrix. 
Similar to the above, it can be shown that data alignment for the second matrix is q(u(gv, v) = 
Q2 x p(i, j) (9 ~,  Q2 is of the form 
. ,2 
and also, Q~ is nonsingular, and ~ is constant. I I  
From the above, we can see that all the data alignment requirements are BPC and LC permu- 
tations, and can be realized irectly in log 2 n steps using the algorithms given in [24-26]. 
An example isshown in Figure 4. It shows the data alignment for two submatrices, correspond- 
ing to A201 x AI,2 of the matrix shown in Figure 2. Figure 4a shows the original data distribution 
of the two submatrices (please refer to Figure 2), and Figure 4b shows the data distribution 
after aligning data according to the relations given in Theorem 2. The resulted istribution is
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(a) Original 
5 4 7 6 10 11 8 9 
(0,0) (0,1)(0,2) (0,3) (0,0) (0,1)(0,2) (0,3) 
13 12 15 14 2 3 0 1 
(!,0) (1,1) (1,2)(1,3) V (1,0) (1,1) (1,2) (1,3) 
1 0 3 2 / \  14 15 12 13 
(2,0) (2,1)(2,2) (2,3) (2,0) (2,1)(2,2) (2,3) 
9 8 11 10 6 7 4 5 
(3,0) (3,1)(3,2) (3,3) (3,0) (3,1) (3,2) (3,3) 
P.SendS. data 10..QI.. *P + bet'.~ .... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~  P sen.~ dat.a.t° Q2. ~P. + b¢~... 
• 0 1 2 3 0 1 2 3 
(0,0) (0,1) (0,2) (0,3) (0,0) (1,1)(2,2) (3,3) 
4 5 6 7 4 5 6 7 
(b)Aligned (1,1) (1,0) (1,3) (1,2) (1,0) (0,1) (3,2) (2,3) 
8 9 10 11 8 9 10 11 
(2,2) (2,3) (2,0)(2,1) (2,0) (3,1) (0,2) (1,3) 
12 13 14 15 12 13 14 15 
i (3,3) (3,2) (3,1) (3,0) (3,0) (2,1) (1,2) (0,3) 
Figure 4. Data alignment. 
the same as the one required by the multiplication algorithm Multsquare of Dekel, Nassimi, and 
Sahni in [19,20]. 
REMARK. Note that although in the figure we have put a note "p sends data to Q*p ÷ beta," its 
purpose is only to show the relation between (a) and (b), as what have been given in Theorem 2. 
In implementation, the processors do not need to know the relations given in Theorem 2. What 
a processor needs to do is to compute where to send the data element when the initial data 
alignment is needed for multiplication of the two submatrices, i.e., q(u, v), or q(u, u ~ v), or 
q(u ~ v, v), required by algorithm Multsquare of Dekel, Nassimi, and Sahni. This is very simple 
to be implemented, since it only needs the bitwise exclusive-or of lower half bits of i and j (recall 
that u = i mod ~ and v = j mod v/-n), and the computation is needed only once for the whole 
multiplication of two submatrices. 
Another method to implement the block submatrix multiplications is that each processor stores 
the corresponding elements for the modification of an element, this needs additional storage of 
2v/~ elements, but all the data movements for the initial data alignment and for the shift-multiply- 
add phase can be avoided. There is a trade off between the required communication time and 
the amount of storage. 
We have analyzed the complexity of algorithm LU_RCB for the case that an n x n matrix 
decomposition using a hypercube with n processors. In practice, the matrix size is not the same 
as the size of the hypercube, and the time needed for one step of communication is much longer 
than that for a multiplication and an addition instruction in general purpose hypercube systems. 
Let n be the size of the hypercube system, which is a power of two (but not necessarily an even 
power of two), m is the size of the matrix. In this case, one can partition the matrix into (rain) ~ 
submatrices of size n x n, and use the EE data distribution scheme for each of these n x n 
matrices, i.e., use (re~n) 2 data distribution matrices of Figure 2 to tessellate the m x m matrix. 
Then communication is needed only after the computations are completed for all the O(rn/n) 2 
elements. With this method, the data elements and workloads are also evenly distributed among 
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the processors. The above analysis for speed up and efficiency is still valid. But this will reduce 
the ratio of the communication overhead to the computation overhead. 
4.4. Character i s t i cs  o f  the  A lgor i thm LU_RCB 
Existing parallel LU decomposition algorithms for hypercubes are mainly row- and column- 
oriented. When the number of processors available is comparable to the size of the matrix, the 
efficiency of row- or column- oriented parallel algorithms will be low due to their imbalanced task 
distribution. Algorithm LU_RCB is the first square-block-oriented algorithm specifically designed 
for hypercube systems. The main features of the algorithm are balanced ata distribution and 
flexible task scheduling. These features guarantee fficient processor utilization--no matter how 
the computations are scheduled (in column, row, or square block), the tasks are always evenly 
distributed to all the processors. Thus, efficiency of the algorithm can be 1 asymptotically. 
In the updating phase, which consumes most of the computation time, the optimal matrix 
multiplication algorithm Multsquare of Dekel, Nassimi, and Sahni for hypercubes i adapted 
such that both the efficiency of computation and data reuse ratio are high. We have proved 
the feasibility of the adaptation of the Multsquare algorithm in combination with our balanced 
data distribution scheme, and have presented a simple scheme for a direct implementation f the 
initial data alignment requirements of the Multsquare algorithm. 
One may suggest o embed a mesh structure onto a hypercube, e.g., using the Gray code 
embedding, and directly adapt existing square grid mapping and systolic matrix multiplication 
algorithms for mesh to solve the updating phase. On MIMD hypercubes, this scheme can be 
implemented, but the initial data alignment needs as many steps as the shift-multiply-add stage, 
thus this makes it less desirable. More importantly, as we have mentioned, this scheme cannot 
be implemented on SIMD hypercubes because the shift to its neighbour operation in the shift- 
multiply-add stage cannot be realized in one step due to the dimension usage restriction of the 
hypercube [20], or the efficiency can be as low as O(1/log 2 n). 
In the process of solving a linear system of equations, LU decomposition is a "preprocessing 
stage" for the two substitution phases. The n-vector b should be distributed such that bi is in 
the same processor as a~,i. With the EE data distribution scheme, it is easy to see that only 
one computation step is needed for each modification of the b vector. This is another superior 
feature of the LU_RCB scheme when the whole solving process of a linear system of equations 
is considered consistently. In contrast, if only O(1/v/-~) processors can be utilized in parallel 
in each column modification (this will be the case if some existing Cartesian-clustering blocked 
schemes are used for data distribution), the execution time will be of O(v/~). Data redistribution 
could be used to tackle this problem (e.g., one may redistribute the data from blocked scheme to 
row scheme between the decomposition phase and the triangular system solving phase), though 
additional communication is needed for the data redistribution operation. 
5. CONCLUSIONS 
We have developed an algorithm for dense matrix decomposition for hypercube systems. In- 
corporated with a data distribution scheme, the algorithm works on columns, rows, and blocks 
interchangeably. Matrix elements and workloads are distributed on the processors evenly, so 
the processors are used efficiently. Using the rich connectivity of hypercube topology, all data 
alignments can be realized in O(log 2 n) steps. The algorithm completes LU decomposition of an 
n x n dense matrix with pivoting in n2/3 + O(nv/'nlog 2 n) parallel steps, including computations 
as well as communications. When n becomes large, its efficiency can be 1 asymptotically. Using 
an optimal matrix multiplication algorithm, proposed by Dekel and Nassimi and Sahni in [19] as 
building block, the algorithm updates the matrix block by block, data reuse ratio can be O(v~,  
thus the memory accesses are reduced. Using the same data distribution scheme, parallelism can 
be exploited to its up limit in the substitution phase in solving a linear system equations. The 
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algorithm is suitable not only for systems with small number of processors, but also for systems 
with large number of processors. It can be implemented in both SIMD and MIMD hypercube 
systems. 
Note that it is possible to replace the EE data distribution scheme in LU_RCB by other schemes, 
the resulted algorithm will be of similarly high efficiency as LU_RCB, provided that the elements 
are evenly distributed, and that the optimal matrix multiplication algorithm can be applied in 
the updating phase. 
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