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DIFFERENTIAL TOPOLOGY OF GAUSSIAN RANDOM FIELDS
ANTONIO LERARIO AND MICHELE STECCONI
Abstract. Motivated by numerous questions in random geometry, given a smooth
manifold M , we approach a systematic study of the differential topology of Gaussian
Random Fields (GRF) X : M → Rk, i.e. random variables with values in C∞(M,Rk)
inducing on it a Gaussian measure. We endow the set of GRFs with the narrow
topology and we prove a results relating the convergence in the Whitney C∞ topology
of the covariance structure of X and the random variable X ∈ C∞(M,Rk) itself. When
dealing with a convergent family {Xd}d∈N of GRFs, these results allow to compute
the limit probabilities of a family of events in terms of the probability distribution of
the limit GRF.
We complement this study by proving an important technical tools: an infinite di-
mensional, probabilistic version of Thom Transversality Theorem, which ensures that,
under some conditions, a GRF is almost surely transversal to any given submanifold
of the jet space.
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1. Introduction
1.1. Overview. The subject of Gaussian Random Fields is classical and largely devel-
oped (see for instance1 [1, 4, 5, 8]). Motivated by problems in differential topology, in
this paper we adopt a point of view which complements the classical one and we view
Gaussian Random Fields as random variables in the space of smooth maps. Inside this
space there is a rich structure coming from the geometric conditions that we can impose
on the maps we are studying. There are some natural events, described by differential
properties of the maps under consideration (e.g. being transversal to a given subman-
ifold; having a certain number of critical points; having a fixed homotopy type for the
set of points satisfying some regular equation written in term of the field...), which are
of specific interest to differential topology and it is desirable to have a verifiable notion
of convergence of Gaussian Random Fields which ensures the convergence of the proba-
bility of these natural events. At the same time, once the space of functions is endowed
with a probability distribution, it is natural to investigate the stability of these proper-
ties using the probabilistic language (replacing the notion of “generic” from differential
topology with the notion of “probability one”).
The purpose of this paper is precisely to produce a general framework for investi-
gating this type of questions. Specifically, Theorem 4 below allows to study the limit
probabilities of these natural events for a family of Gaussian Random Fields (the needed
notion of convergence is “verifiable” because it is written in terms of the convergence of
the covariance functions of these fields). Theorem 3 relates this notion to the conver-
gence of the fields in an appropriate topology: we achieve this by proving that there is
a topological embedding of the set of smooth Gaussian Random Fields into the space
of covariance functions. The switch from “generic” to “probability one” happens with
Theorem 6, which gives a probabilistic version of Thom’s Transversality Theorem (again
the needed conditions for this to hold can be checked using the covariance function of
the field). This is actually a corollary of the more general Theorem 7, which provides an
infinite dimensional, probabilistic version, of the Parametric Transversality Theorem.
1This list is by no means complete!
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1.2. Topology of random maps. Let M be a smooth m-dimensional manifold (pos-
sibly with boundary). We denote by Er = Cr(M,Rk) the space of differentiable maps
endowed with the weak Whitney topology, where r ∈ N ∪ {∞}, and we call P(Er) the
set of probability measures on Cr(M,Rk), endowed with the narrow topology.
In this paper we are interested in a special subset of P(Er), namely the set G (Er)
of Gaussian measures: these are probability measures with the property that for every
finite set of points p1, . . . , pj ∈ M the evaluation map ϕ : Cr(M,Rk) → Rjk at these
points induces (by pushforward) a Gaussian measure on Rjk. 2 We denote by Gr(M,Rk)
the set of Cr gaussian random fields (GRF) i.e. random variables with values in Er that
induce a Gaussian measure (see Definition 9 below).
Remark 1. One can define a gaussian random section of a vector bundle E → M in
an analogous way (the evaluation map here takes values in the finite dimensional vector
space Ep1 ⊕ · · · ⊕ Epj ). We choose to discuss only the case of trivial vector bundles to
avoid a complicated notation, besides any vector bundle can be linearly embedded in a
trivial one, so that any gaussian random section can be viewed as a gaussian random
field. For this reason the results we are going to present regarding GRFs are true,
mutatis mutandis, for gaussian random sections of general vector bundles.
We have the following sequence of continuous injections:
G (E∞) ⊂ · · · ⊂ G (Er) ⊂ · · · ⊂ G (E0) ⊂P(E0),
with the topologies induced by the inclusion G (Er) ⊂P(Er) as a closed subset.
A gaussian random field X induces itself a gaussian measure on Cr(M,Rk), measure
that we denote by [X]. Two fields are called equivalent if they induce the same measures.
A gaussian measure µ = [X] ∈ G (Er) gives rise to a differentiable function Kµ ∈
Cr(M ×M,Rk×k) called the covariance function and defined for p, q ∈M by:
Kµ(p, q) = E
{
X(p)X(q)T
}
=
∫
Er
f(p)f(q)Tdµ(f).
Equivalent fields give rise to the same covariance function, and to every covariance
function there corresponds a unique (up to equivalence) gaussian field.
Remark 2. In this paper we are interested in fields up to equivalence, this is the
reason why we choose to focus on the narrow topology. Indeed the notion of narrow
convergence of a family {Xd}d∈N of GRFs corresponds to the notion of convergence
in law of random elements in a topological space and it regards only the probability
measures [Xd]. By Skorohod Theorem (see [3, Theorem 6.7]) this notion corresponds
to almost sure convergence up to equivalence of GRFs. In case one is interested in the
almost sure convergence or in the convergence in probability of a particular sequence
of GRFs one should be aware that these two notions take into account also the joint
probabilities, for example convergence in probability is equivalent to narrow convergence
of the couple (Xd, X)⇒ (X,X) (see Theorem 16).
2In remark 13 we explain how this definition is equivalent to that of a Gaussian measure on the
topological vector space Er.
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Our first theorem translates convergence in G (Er) of gaussian measures with respect
to the narrow topology in terms of the corresponding sequence of covariance functions
in the space Cr(M ×M,Rk×k), endowed with the weak Whitney topology.
Theorem 3 (Measure-Covariance). The natural map
(1.1) Kr : G (Er)→ Cr(M ×M,Rk×k),
given by Kr : µ 7→ Kµ, is injective and continuous for all r ∈ N ∪ {∞}; when r = ∞
this map is also a closed topological embedding3.
We observe at this point that the condition r =∞ in the second part of the statement
of Theorem 3 is necessary: as Example 29 and Theorem 30 show, it is possible to build
a family of Cr (r 6= ∞) GRFs with covariance structures which are Cr converging but
such that the family of GRFs does not converge narrowly to the GRF corresponding to
the limit covariance.
Theorem 3 is especially useful when one has to deal with a family of gaussian fields
depending on some parameters, as it allows to infer asymptotic properties of probabil-
ities on C∞(M,Rk) from the convergence of the covariance functions (notice that this
“implication” goes the opposite way of the arrow in (1.1)).
Theorem 4 (Limit probabilities). Let {Xd}d∈N ⊂ G∞(M,Rk) be a sequence of gaussian
fields such that the sequence {Kd}d∈N of the associated covariance functions converges
to K in C∞(M ×M,Rk×k). Then there exists X ∈ G∞(M,Rk) with KX = K such that
for every Borel set A ⊂ E∞ we have
(1.2) P(X ∈ int(A)) ≤ lim inf
d→∞
P(Xd ∈ A) ≤ lim sup
d→∞
P(Xd ∈ A) ≤ P(X ∈ A).
1.3. The support of a gaussian random field. The previous Theorem 4 raises two
natural questions:
(1) when is the leftmost probability in (1.2) strictly positive?
(2) For which sets A ⊂ E∞ do we have equality of all the terms in (1.2)?
Answering question (1) for a given gaussian random field X ∈ Gr(M,Rk), amounts to
determine its topological support:
supp(X) = {f ∈ Er such that P(U) > 0 for every neighborhood U of f}.
We provide a description of the support of a gaussian field X = (X1, . . . , Xk) ∈
Gr(M,Rk) in terms of its covariance function KX .
Theorem 5. Let X ∈ Gr(M,Rk), consider all functions hjp ∈ Er of the form
(1.3) hjp(q) =
KX(q, p)
1j
...
KX(q, p)
kj
 , for p ∈M and j ∈ {1, . . . , k}.
then
supp(X) = span{hjp : p ∈M, j = 1 . . . k}
Er
.
3A continuous injective map that is an homeomorphism onto its image.
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In particular, note that the support of a GRF is always a vector space, thus any
neighbourhood of 0 has positive probability.
1.4. Differential topology from the random point of view. Addressing question
(2) above, let us observe that the probabilities in (1.2) are equal if and only if P(∂A) = 0,
and the study of this condition naturally leads us to the world of Differential Topology.
When studying smooth maps, most relevant sets are given imposing some conditions
on their jets (this is what happens, for example, when studying a given singularity class).
For example, let us take for A ⊂ E∞ in Theorem 4 a set defined by a condition on the
r-th jet of X:
A = {f ∈ E∞ such that jrxf ∈ V ⊆ Jr(M,Rk) for all x ∈M}.
One can show that if V is an open set with smooth boundary ∂V , then there is no map
f ∈ ∂A satisfying jrf t ∂V . This is a frequent situation, indeed in most cases, the
boundary of A consists of functions whoose jet is not transversal to a given submanifold
W ⊂ Jr(M,Rk), and then the problem of having the equality in (1.2) reduces to P(jrX t
W ) = 1. Motivated by this, we prove the following.
Theorem 6. Let X ∈ G∞(M,Rk) and denote F = supp(X). Let r ∈ N. Assume that
for every p ∈M we have
(1.4) supp(jrpX) = J
r
p (M,Rk)
Then for any submanifold W ⊂ Jr(M,Rk), we have P(jrX tW ) = 1.
Let us explain condition (1.4) better. Given X ∈ Gr(M,Rk) and p ∈ M one can
consider the random vector jrpX ∈ Jrp (M,Rk): this is a Gaussian variable and (1.4) is
the condition that the support of this gaussian variable is the whole Jrp (M,Rk). For
example, if the support of a Cr-gaussian field X equals the whole Er, then for every
W ⊂ Jr(M,Rk) we have X tW with probability one.
We will actually prove Theorem 6 as a corollary of the following more general theo-
rem, that gives an infinite dimensional version of the classical Parametric Transversality
Theorem (see Theorem 34).
Theorem 7 (Probabilistic transversality). Let X ∈ Gr(M,Rk) and denote F = supp(X).
Let P,N be smooth manifolds and W ⊂ N a submanifold. Assume that Φ: P × F → N
is a smooth map such that Φ tW . Then
P{φ(X) tW} = 1,
where φ(f) : p 7→ Φ(p, f).
2. Preliminaries
2.1. Space of smooth functions. Let M be a smooth manifold of dimension m. We
will always implicitely assume that M is Hausdorff and second countable, possibly with
boundary. Let k ∈ N and r ∈ N ∪ {+∞}. We will refer at the set of Cr functions
Er = Cr(M,Rk)
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as a topological space with the weak Whitney topology as in [6, 8]. Let Q : D ↪→ M be
an embedding of a compact set D ⊂ Rn, we define for any f ∈ Cr(M,Rk),
‖f‖Q,r .= sup
{∣∣∂α(f ◦Q)(x)∣∣ : α ∈ Nm, |α| ≤ r, x ∈ int(D)}.
Then for r ∈ N finite, the weak topology on Cr(M,Rk) is defined by the family of
seminorms {‖·‖Q,r}Q, while the topology on C∞(M,Rk) is defined by the whole family
{‖·‖Q,r}Q,r. We recall that for any r ∈ N ∪ {∞}, the topological space Cr(M,Rk) is a
Polish space: it is separable and homeomorphic to a complete metric space (indeed it is
a Fre´chet space). We will also need to consider the space Cr,r(M ×M,Rk) consisting of
those functions that have continuous partial derivatives of order at least r with respect
to both the product variables. The topology on this space is defined by the seminorms
‖f‖Q,(r,r) .= sup
{∣∣∂(α,β)(f ◦Q)(x, y)∣∣ : α, β ∈ Nm, |α|, |β| ≤ r, x, y ∈ int(D)},
where now Q(x, y) = (Q1(x), Q2(y)) ∈M ×M and Q1, Q2 are embeddings.
Lemma 8. Let f, fn ∈ Cr(M,Rk). fn → f in Cr(M,Rk) if and only if for any convergent
sequence pn → p in M ,
jrpnfn → jrpf in Jr(M,Rk).
Proof. See [6, Chapter 2, Section 4]. 
Given an open cover {U`}`∈L of M , the restriction maps define a topological embed-
ding Cr(M,Rk) ↪→ ∏`∈L Cr(U`,Rk), indeed any converging sequence pn → p belongs to
some U` eventually. In particular suppose that Q` : Dm ↪→ M are a countable family
of embeddings of the unit m−disk Dm such that int(Q`(D)) = U` is a covering of M4.
Then the maps Q∗` : f 7→ f ◦Q` define a topological embedding
(2.1) {Q∗`}` : Cr(M,Rk) ↪→
(
Cr(D,Rk)
)L
We refer to the book [6] for the details about topologies on spaces of differentiable
functions.
2.2. Gaussian Random Fields. Most of the material in this section, can be found in
the book [1] and in the paper [8]; we develop the language in a slightly different way so
that it suits our point of view focused on measure theory.
Recall that a real random variable γ on a probability space (Ω,S,P) is said to be
Gaussian if there are real numbers µ ∈ R and σ ≥ 0, such that γ ∼ N(µ, σ2), meaning
that it induces the N(µ, σ2) measure on the real numbers, which is δµ if σ = 0, and for
σ ≥ 0 it has density
ρ(t) =
1√
2piσ2
e−
(t−µ)2
2σ2 .
4This is always possible in a smooth manifold without boundary, by definition, and it is still true
if the manifold has boundary: if p ∈ ∂M , take an embedding of the unit disk Q : D ↪→ M such that
Q(∂D) intersects ∂M in an open neighbourhood of p, then the interior of Q(D), viewed as a subset of
M , contains p.
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In this paper, unless otherwise specified, all gaussian variables and vectors are meant to
be centered, namely with µ = 0.
A (centered) gaussian random vector ξ in Rk is a random variable on Rk s.t. for any
covector λ ∈ (Rk)∗, the real random variable λξ is (centered) gaussian. In this case
we write ξ ∼ N(0,K) where K = E[ξξT ] is the so called covariance matrix. If ξ is
a gaussian random vector in Rk, there is a random vector γ ∼ N(0,1j) in Rj and an
injective k × j matrix A s.t.
ξ = Aγ.
In this case K = AAT and the support of ξ is the image of A5, that is
supp(ξ) = {p ∈ Rk : P{Up} > 0 for all neighborhoods Up 3 p } = ImA,
indeed ξ ∈ ImA with P = 1. If A is invertible, ξ is said to be nondegenerate, this happens
if and only if detK 6= 0, if and only if supp(ξ) = Rn if and only if the probability induced
by ξ admits a density, which is given by the formula
(2.2) P{ξ ∈ U} = 1
(2pi)
n
2 detK
1
2
∫
U
e−
1
2
WTK−1WdWn.
Definition 9 (Gaussian Random Field). Let M be a smooth manifold. Let (Ω,S,P)
be a probability space. An Rk-valued Random Field (RF) on M is a measurable map
X : Ω→ (Rk)M ,
with respect to the product σ−algebra on the codomain. An R-valued RF is called a
Random Function.
Let r ∈ N ∪ {∞}. We say that X is a Cr field, if Xω ∈ Cr(M,Rk) for P-almost every
ω ∈ Ω. We say that X is a Gaussian Random Field (GRF) if for any finite collection
of points p1, . . . , pj ∈ M , the random vector in Rjk defined by (X(p1), . . . , X(pj)) is
gaussian. We denote by Gr(M,Rk) the set of Cr gaussian fields.
When dealing with random fields X : Ω → (Rk)M , we will most often use the short-
ened notation of omitting the dependence from the variable ω. In this way X : M → Rk
is a random map, i.e. a random element6 of (Rk)M .
Remark 10. In the above definition, the sentence:
“Xω ∈ Cr(M,Rk) for P-almost every ω ∈ Ω”
means that the set {ω ∈ Ω: Xω ∈ Cr(M,Rk)} contains a measurable set Ω0 which has
probability one. We make this remark because the subset Cr(M,Rk) doesn’t belong to
the product σ−algebra of (Rk)M .
5This is the finite dimensional version of Theorem 5
6Recall that, given a measurable space (S,A), a measurable map from a probability space (Ω,S,P)
to S is also called a Random Element of S (see [3]). Random variables and random vectors are random
elements of R and Rk, respectively.
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Lemma 11. For all r ∈ N ∪ {+∞} the Borel σ-algebra B
(
Cr(M,Rk)
)
is generated by
the sets
{f ∈ Cr(M,Rk) : f(p) ∈ A}
with p ∈M and A ⊂ Rk open. Moreover Cr(M,Rk) is a Borel subset of C0(M,Rk), for
all r ∈ N ∪ {+∞}.
Proof. See [8, p. 43,44] or [4, p. 374]. 
As a consequence we have that the Borel σ-algebra B(Cr(M,Rk)) is the restriction to
Cr(M,Rk) of the product σ-algebra of (Rk)M . It follows that X is a Cr RF on M if and
only if it is P−almost surely equal to a random element of Cr(M,Rk).
A second consequence is that if X is a Cr RF, then the associated map X˜ : Ω×M → Rk
is measurable, being the composition e ◦ (X × id), where e : Cr(M,Rk)×M → Rk is the
continous map defined by e(f, p) = f(p).
If X is a Cr-RF, then it induces a probability measure X∗P on Cr(M,Rk), or equiva-
lently (because of Lemma 11) a probability measure on C0(M,Rk) supported on Cr(M,Rk).
We say that two RFs are equivalent if they induce the same measure; note that this can
happen also if they are defined on different probability spaces.
It is easy to see that every probability measure µ on Cr(M,Rk) is induced by some RF
(just take Ω = Cr(M,Rk), µ = P and the identity field). This means that the study of Cr
random fields up to equivalence corresponds to the study of Borel probability measures
on Cr(M,Rk).
Note that, as a consequence of Lemma 11, a Borel measure µ on Cr(M,Rk) is uniquely
determined by its finite dimensional distributions, which are the measures induced on
Rkj by evaluation on j points.
We will write µ = [X] to say that the probability measure µ is induced by a random
field X. In particular we define Gaussian Measures on Cr(M,Rk) to be those measures
that are induced by a Cr-GRF, equivalently we give the following measure-theoretic
definition.
Definition 12 (Gaussian measure). Let M be a smooth manifold and let r ∈ N∪{∞},
k ∈ N. A Gaussian Measure on Cr(M,Rk) is a probability measure on the topological
space Cr(M,Rk), with the property that for any finite set of points p1, . . . pj ∈ M , the
measure induced on Rjk by the map f 7→ (f(p1), . . . , f(pj)) is gaussian (centered and
possibly degenerate). We denote by G (Er) the set of gaussian probability measures on
Er = Cr(M,Rk).
Remark 13. In general a Gaussian measure on a topological vector space W is defined
as a Borel measure on W such that all the elements in W ∗ are Gaussian random variables
(see [4]). In the case W = Cr(M,Rk), this is equivalent to Definition 12, because the set
of functionals f 7→ a1f(p1)+ · · ·+ajf(pj)) is dense in the topological dual W ∗ (Theorem
43 of Appendix A) and an almost sure limit of gaussian variables is gaussian.
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2.3. The topology of Random Fields. We denote by P(Er), the set of all Borel
probability measures on Er. We shall endow the spaceP(Er) with the narrow topology,
defined as follows. Let Cb(Er) be the Banach space of all bounded continuous functions
from Er to R.
Definition 14 (Narrow topology). The narrow topology on P(Er) is defined as the
coarsest topology such that for every ϕ ∈ Cb(Er) the map evϕ : P(Er)→ R given by:
evϕ : P 7→
∫
Er
ϕdP
is continuous.
In other words, the narrow topology is the topology induced by the weak-∗ topology
of Cb(Er)∗, via the inclusion
P(Er) ↪→ Cb(Er)∗
P 7→ E{·}
Remark 15. The narrow topology is also classically refered to as the weak topology (see
[9], [4] or [3]). We avoid the latter terminology to prevent confusion with the topology
induced by the weak topology of Cb(Er)∗, which is strictly finer. Indeed if a sequence of
probability measures µn converges to a probability measure µ in the weak topology of
Cb(Er)∗, then for any measurable set A ∈ Er, it holds limn→∞ µn(A) = µ(A). This is a
strictly stronger condition than narrow convergence, see Portmanteau’s theorem [3].
∗ ∗ ∗
Convergence of a sequence of probability measures µn ∈P(Er) in the narrow topol-
ogy is denoted as µn ⇒ µ. From the point of view of random fields, [Xn] ⇒ [X] in
P(Er), if and only if
lim
n→∞E{ϕ(Xn)} = E{ϕ(X)} ∀ϕ ∈ Cb(E
r)
and in this case we will simply write Xn ⇒ X. This notion of convergence of random
variables is also called convergence in law or in distribution.
To understand the notion of narrow convergence it is important to recall Skorohod’s
theorem (see [3, Theorem 6.7]), which states that µn ⇒ µ0 in P(Er) if and only if there
is a sequence Xn of random elements of E
r, such that µn = [Xn] and Xn → X0 almost
surely.
Moreover the notion of narrow convergence is also weaker than that of convergence
in probability. The subtle difference, as showed in Lemma 16 below, is that the latter
takes into account the joint distributions.
Lemma 16. Let Xd, X ∈ Gr(M,Rk). The sequence Xd convergese to X in probability
if and only if (Xd, X)⇒ (X,X).
Proof. First, note that if Xd → X in probability, then (Xd, X)→ (X,X) in probability
and therefore (Xd, X) ⇒ (X,X). For the converse, let d be any metric on Cr(M,Rk).
Since d is a continuous function, if (Xd, X) ⇒ (X,X) then d(Xd, X) ⇒ 0, which is
equivalent to convergence in probability, by definition. 
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We recall the following useful fact relating properties of the topology of E to properties
of the narrow topology on P(E); for the proof the reader is referred to [9, p. 42-46].
Proposition 17. The following properties are true:
(1) E is separable and metrizable if and only if P(E) is separable and metrizable.
In this case, the map E ↪→ P(E), defined by f 7→ δf , is a closed topological
embedding and the convex hull of its image is dense in P(E).
(2) E is compact if and only if P(E) is compact.
(3) E is Polish if and only if P(E) is Polish.
The following corollary will be useful for us.
Corollary 18. Let E1 and E2 be two separable metric spaces. Let pi : E1 → E2 be
continuous. Then the induced map pi∗ : P(E1) → P(E2) is continuous. If moreover pi
is a topological embedding, then pi∗ is a topological embedding as well.
Proof. If pi is continuous, then for any bounded and continuous real function ϕ ∈ Cb(E2),
the composition ϕ ◦ pi is in Cb(E1). Hence the function
∫
E1
(ϕ ◦ pi) : P(E1)→ R defined
as P 7→ ∫E1(ϕ ◦ pi)dP is continuous. Observe that for any P ∈P(E1)∫
E1
(ϕ ◦ pi)dP =
∫
E2
ϕd(pi∗P) =
(∫
E2
ϕ
)
◦ pi∗(P),
thus the composition (
∫
E2
ϕ) ◦ pi∗ : P(E1)→ R is continuous for any ϕ ∈ Cb(E2). From
the definition of the topology on P(E2), it follows that pi∗ is continuous.
Assume now that pi is a topological embedding. This is equivalent to say that any open
set U ⊂ E1 is of the form pi−1(V ) for some open subset V ⊂ E2 and the same for Borel
sets. It follows that pi∗ is injective, indeed if two probability measures P1,P2 ∈P(E1),
have equal induced measures pi∗P1 = pi∗P2, then
P1{pi−1(V )} = P2{pi−1(V )}
for any Borel subset V ⊂ E2, thus P1{U} = P2{U} for any Borel subset U ⊂ E1 and
P1 = P2.
It remains to prove that pi−1∗ is continuous on the image of pi∗. Let Pn ∈ P(E1) be
such that pi∗Pn ⇒ pi∗P0. Let U ⊂ E1 be open, then there is some V ⊂ E2 open such
that pi−1(V ) = U and, by Portmanteau’s theorem (see [9, p. 40]), we get
lim inf
n
Pn{U} = lim inf
n
pi∗Pn{V } ≥ pi∗P0{V } = P0{U}.
This implies that Pn ⇒ P0. We conclude using point (1) of Proposition 17,and the fact
that on metric spaces, sequential continuity is equivalent to continuity. 
Example 19. Let φ : M → N be a Cr maps between smooth manifolds, then the map
φ∗ : Cr(N,W )→ Cr(M,W ) defined as φ∗(f) = f ◦φ is continuous, therefore the induced
map between the spaces of probabilities, which we still denote as φ∗, is continuous. The
same holds for the map φ∗ : Cr(W,M)→ Cr(W,N), such that φ∗(f) = φ ◦ f .
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Note that Cr narrow convergence implies Cs narrow convergence, for every s ≤ r, but
not vice versa. Indeed there are continuous injections
G (E∞) ⊂ · · · ⊂ G (Er) ⊂ · · · ⊂ G (E0) ⊂P(E0).
Proposition 20. G (Er) is closed in P(Er).
Proof. Let Xn ∈ Gr(M,Rk) s.t. Xn ⇒ X ∈ P(Er). Then for any p1 . . . , pj ∈ M we
have
(Xn(p1), . . . , Xn(pj))⇒ (X(p1), . . . , X(pj))
in P(Rjk). Therefore the latter is a gaussian random vector and [X] ∈ G (Er). 
2.4. The covariance function. Given a gaussian random vector ξ, it is clear by equa-
tion (2.2) that the corresponding measure µξ on Rm is determined by the covariance
matrix K = E{ξξT }. Similarly, if X ∈ Gr(M,Rk), then [X] is a measure on C0(M,Rk)
and it is uniquely determined by its finite dimensional distributions, which are the gauss-
ian measures induced on Rkj by evaluation on j points. It follows that [X] is uniquely
determined by the collection of all the covariances of the evaluations at couples of points
in M , which we call covariance function.
Definition 21 (covariance function). Given X ∈ Gr(M,Rk), we define its covariance
function as:
KX : M ×M → Rk×k
KX(p, q) = E{X(p)X(q)T }.
The function KX is symmetric: KX(p, q)
T = KX(q, p) and non-negative definite,
which means that for any p1, . . . , pj ∈M and λ1, . . . , λj ∈ Rk,
∑j
i=1 λ
T
j KX(pi, pi)λj ≥ 0.
If X is a gaussian random function on M , defined on a probability space (Ω,S,P),
then it is also defined a map
γX : M → L2(Ω,S,P)k
such that γX(p) = X(p).
The fact that X is gaussian is equivalent to say that span{γX(M)} is a gaussian
subspace of L2(Ω,S,P)k, namely a vector subspace whose elements are gaussian random
vectors. Next proposition from [8] will be instrumental for us.
Proposition 22 (Lemma A.3 from [8]). Let X ∈ Gr(M,Rk), then the map γX : M →
L2(Ω,S,P) is Cr. Moreover if x, y are any two coordinate charts on M , then
E
{
∂αX(x) (∂βX(y))
T
}
= ∂(α,β)KX(x, y).
for any multi-indices |α|, |β| ≤ r.
We prove now a simple Lemma that will be needed in the following. Given a differ-
entiable map f ∈ Cr(M,Rk) with r ≥ 1, and a smooth vector field v on M , we denote
by vf the derivative of f in the direction of v.
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Lemma 23. Let X ∈ Gr(M,Rk) and let v be a smooth vector field on M . Then vX ∈
Gr−1(M,Rk). (Notice that, as a consequence, the r-jet of a Cr GRF is a C0 GRF.)
Proof. Since X ∈ Cr(M,Rk) almost surely, then vX ∈ Cr−1(M,Rk) almost surely, thus
vX defines a probability measure supported on Cr−1(M,Rk). To prove that it is a
gaussian measure, note that vX(p) is either a N(0, 0) gaussian, if vp = 0, or an almost
sure limit of gaussian vectors, indeed passing to a coordinate chart x1, . . . , xm centered
at p s.t. vp =
∂
∂x1
, we have
vX(p) = lim
t→0
X(t, 0, . . . , 0)−X(0, 0, . . . , 0)
t
a.s.
therefore it is gaussian. The analogous argument can be applied when we consider a
finite number of points in M . 
2.5. A gaussian inequality. The scope of this section is to prove Theorem 26, which
contains a key technical inequality. This result follows from a general inequality valid
for GRFs, not necessarily continuous.
We define for all ε > 0 the quantity N(ε), to be the minimum number of L2-balls of
radius ε needed to cover γX(M). This number is always finite if γX(M) is relatively
compact in L2. We will need the following Theorem from [1].
Theorem 24 (Theorem 1.3.3 from [1]). Let γX(M) be compact in L
2(Ω,S,P). Let
∆X = diam(γX(M)). There exists a universal constant C such that
E
{
sup
x∈M
X(t)
}
≤ C
∫ ∆X
0
√
lnN(ε)dε
As a corollary, in our setting we can derive the following.
Lemma 25. Let X ∈ G1(M,R) and consider an embedding Q : D ↪→ M of a compact
disk D ⊂ Rm. There is a constant CQ > 0 such that
E{‖X‖Q,0} ≤ CQ
√
‖KX‖Q×Q,1
Proof. It is not restrictive to assume that M = D and Q = id. Notice that since the map
γX is continuous, by Proposition 22, it follows that γX(D) is compact in L
2(Ω,S,P), so
that we can apply Theorem 24 to get that
E{‖X‖D,0} ≤ 2C
∫ ∆X
0
√
lnN(ε)dε
Moreover, for any q, p ∈ D, we have that
‖X(p)−X(q)‖2L2 = K(p, p) +K(q, q)− 2K(p, q)
≤ |K(p, p)−K(q, p)|+ |K(q, q)−K(p, q)|
≤ 2 sup
x,y∈D
∣∣∣∣∂K∂x (x, y)
∣∣∣∣ |p− q|,
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where K = KX . Thus, denoting Λ
2 = 2‖K‖Q×Q,1, we obtain that
(2.3) ‖X(p)−X(q)‖L2 ≤ Λ|q − p|
1
2 .
Let now N˜(ρ) be the minimum number of standard balls in Rm with radius ρ, required
to cover D. A consequence of (2.3) is that every ball of radius ρ in D is contained in the
preimage via γX of a ball of radius Λρ
1
2 in L2, therefore N(ε) ≤ N˜( ε2
Λ2
) and ∆X ≤ Λ
√
R,
where R is the diameter of D, so that
E{‖X‖D,0} ≤ 2C
∫ ∆X
0
√
ln N˜
(
ε2
Λ2
)
dε ≤ 2CΛ
∫ √R
0
√
ln N˜ (s2)ds.
Now since D ⊂ Rm, there is a constant cm such that N˜(ρ) ≤ cm
(
R
ρ
)m
, therefore∫ √R
0
√
ln N˜ (s2)ds ≤
∫ √R
0
√
ln cm
(
R
s2
)m
ds <∞,

We are now able to prove the required gaussian inequality.
Theorem 26. Let X ∈ Gr(M,Rk) and consider an embedding Q : D ↪→M of a compact
disk D ⊂ Rm. Then
E{‖X‖Q,r−1} ≤ C
√
‖KX‖Q×Q,(r,r),
Where C is a constant depending only on Q, r and k.
Proof. A repeated application of Lemma 23 proves that ∂αX
i is gaussian, so that we
can use Lemma 25 as follows.
E{‖X‖Q,r−1} ≤
∑
|α|<r,i≤k
E{‖∂αXi‖Q,0}
≤
∑
|α|<r,i≤k
CQ
√
‖K∂αXi‖Q×Q,1
=
∑
|α|<r,i≤k
CQ
√
‖∂(α,α)Ki,iX ‖Q×Q,1
≤ C(Q, r, k)
√
‖KX‖Q×Q,(r,r) .

3. Proof of Theorem 3 and Theorem 4
3.1. Proof that Kr is injective and continuous. We already noted that KX de-
termines [X], and this is equivalent to say that K0 is injective. It follows that Kr is
injective for every r, since Kr is just the restriction of K0 to G (Er).
Let us prove continuity. Since both the domain and the codomain are metrizable
topological spaces, it will be sufficient to prove sequential continuity. Let µn ⇒ µ ∈
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G (Er). Let X ∈ Gr(M,Rk) be a GRF such that µ = [X] and for every n ∈ N let
Xn ∈ Gr(M,Rk) be such that µn = [Xn]. By Skorohod’s representation Theorem (see [3,
Theorem 6.7]) we can assume that the Xn are GRFs defined on a common probability
space (Ω,S,P) and that Xn → X almost surely in the topological space Cr(M,Rk).
To prove Cr,r convergence of Kn = KXn to K = KX , it is sufficient (and necessary)
to show that given coordinate charts (x, y) on M ×M , a sequence (xn, yn) → (x0, y0),
a couple of indices |α|, |β| ≤ r and two indices i, j ∈ {1, . . . , k}, then
(3.1) ∂(α,β)K
i,j
n (xn, yn)→ ∂(α,β)Ki,j(x0, y0).
Let γn = ∂αX
i
n(xn) and ξn = ∂βX
j
n(yn). By Lemma 23, these two random vectors are
gaussian; moreover γn → γ and ξn → ξ almost surely. It follows that the convergence
holds also in L2(Ω,S,P), so that
E{γnξn} → E{γξ},
which is exactly (3.1).
3.2. Relative compactness. As we will see in Theorem 30 the map Kr is not proper
when r is finite. However, we have the following partial result.
Theorem 27. Let r ∈ N and consider [Xn] ∈ G (Er+2) be such that for every Q : D ↪→
M embedding of a compact set D ⊂ Rm,
sup
n
‖KXn‖Q×Q,(r+2,r+2) <∞.
Then the sequence {[Xn]}n∈N is relatively compact in G (Er).
An analogous result holds also when r =∞.
Theorem 28. Let [Xn] ∈ G (E∞) be such that for every Q : D ↪→ M embedding of a
compact set D ⊂ Rm and every r ∈ N:
sup
n
‖KXn‖Q×Q,r <∞.
Then the sequence {[Xn]}n∈N is relatively compact in G (E∞).
Before proving this Theorem, recall that Cr(M,Rk) has the product topology with
respect to the countable family of maps {Q∗`}`∈N, defined like in (2.1). It follows that a
subset A ⊂ Cr(M,Rk) is relatively compact if and only if Q∗`A ⊂ Cr(D,Rk) is relatively
compact for all `. In particular, if r <∞, given constants A` > 0, the set
A r =
{
f ∈ Cr(M,Rk) : ‖f‖Q`,r+1 ≤ A` ∀`
}
is compact in Cr(M,Rk). Similarly, given Ar` > 0 for all r, ` ∈ N, the set
A∞ =
{
f ∈ C∞(M,Rk) : ‖f‖Q`,r ≤ Ar` ∀r, `
}
is compact in C∞(M,Rk). An important thing to note here is that every compact set in
C∞(M,Rk) is contained in a set of the form A∞, while the analogous fact is not true
when r is finite.
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The proof of Theorem 27 is essentially the same than that of Theorem 28, hence we
give only the latter.
Proof of theorem 28. By Prohorov’s Theorem (see [3, Theorem 5.2]), it is sufficient to
prove that {[Xn]}n is tight in G (E∞), i.e. that if for every ε > 0 there is a compact set
A ⊂ E∞, such that P(Xn ∈ A ) ≥ 1− ε for any n ∈ N.
Fix ε > 0, and let Q` as above. By Theorem 26 we have the inequality
E {‖Xn‖Q`,r} ≤ Cr`
√
sup
n
‖KXn‖Q`×Q`,(r+1,r+1) ≤ Br`
for some positive constants Br` , C
r
` > 0. By assumption, the constants B
r
` exist finite.
Define Ar` = (B
r
` )
−12r+`+2 and consider the compact set
A =
{
f ∈ C∞(M,Rk) : ‖f‖Q`,r ≤
1
ε
Ar` ∀r, `
}
.
By subadditivity and Markov’s inequality we have that for all n ∈ N:
P{Xn /∈ A } ≤
∑
r,`∈N
P
{
‖Xn‖Qi,r >
1
ε
Ar`
}
≤
∑
r,`∈N
Br`
Ar`
ε
=
∑
r,`∈N
2−(r+`+2)ε = ε.
We conclude that {[Xn]}n is tight. 
3.3. Proof that K∞ is a closed topological embedding. We already know that
K∞ is injective and continuous. To prove that it is a closed topological embedding it is
sufficient to show that K∞ is proper: both G (E∞) ⊂ P(E∞) and E∞ are metrizable
spaces, and a proper map between metrizable spaces is closed.
Let A ⊂ C∞(M ×M,Rk×k) be a compact set; then for any Q : D ↪→ M embedding
of a compact subset D ⊂ Rm and for every r ∈ N, it holds
sup
K∈A
‖K‖Q×Q,r <∞.
Therefore Theorem 28 implies that the closed set (K∞)−1(A ) is also relatively compact,
hence compact in G (E∞).
3.4. Proof of Theorem 4. By Theorem 3, if Kd
C∞−−→ K then µd ⇒ µ. Observe also
that, by definition for every A ⊂ E∞:
P(X ∈ A) = µ(A) and P(Xd ∈ A) = µd(A).
Consequently (1.2) follows from Portmanteau’s theorem (see [3, Theorem 2.1]).
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Figure 1. The function ϕ
(n)
i from Example 29 is supported on the in-
terval I
(n)
i = (y
(n)
i , z
(n)
i ) and takes value 1 at x
(n)
i .
3.5. Addendum: a “counter-theorem”. It is possible to improve Theorem 26 in
order to control E{‖X‖Q,r} with a (r+α, r+α) Holder norm of the covariance function,
if the latter is finite for some α ∈ (0, 1). But there is no way to get such an estimate
with α = 0, as the following example shows.
Example 29. Let D ⊂ Rm compact with non empty interior. We now construct a
sequence of smooth GRFs Xn ∈ G0(D,R), with ‖KXn‖D,0 → 0, such that
lim inf
n→∞ E{‖Xn‖D,0} ≥ 1.
Let I
(n)
1 , . . . , I
(n)
n2
be disjoint open sets in D, containing points x
(n)
1 , . . . , x
(n)
n2
. Let
ϕ
(n)
1 , . . . , ϕ
(n)
n2
be smooth functions ϕ
(n)
i : D → [0, 1] such that ϕ(n)i is supported in I(n)i
and ϕ
(n)
i (x
(n)
i ) = 1 (see Figure 1). Let γi be a countable family of independent standard
gaussian random variables. Let an ∈ R be the real number such that P{|γ| > an} = 1n ,
for any γ ∼ N(0, 1), hence an → +∞. Define
Xn =
1
an
n2∑
i=1
γiϕ
(n)
i ∈ G0(D,R).
Then KXn(x, y) =
1
an
ϕ
(n)
i (x)ϕ
(n)
j (y) for some i = ix, j = jx, thus ‖KXn‖D,0 → 0.
We can now estimate the probability that the C0-norm of Xn is small by
P{‖Xn‖D,0 < 1} ≤ P
{
max
i=1,...,n2
|Xn(x(n)i )| < 1
}
= P{|γ| < an}n2
=
(
1− 1
n
)n2
−−−→
n→∞ 0.
Consequently, by Markov’s inequality
(3.2) lim inf
n→∞ E {‖Xn‖D,0} ≥ limn→∞P {‖Xn‖D,0 ≥ 1} = 1.
DIFFERENTIAL TOPOLOGY OF GAUSSIAN RANDOM FIELDS 17
Note that the function K(x, y) = 0 is the covariance function of a GRF X0, which
corresponds to the probability measure δ0 ∈ G (E0) concentrated on the zero function
0 ∈ C0(D,R). Since P {‖X0‖D,0 ≥ 1} = 0, equation (3.2) proves also that [Xn] does not
converge to [X0] in G (E0), even if KXn → KX0 in C0(D,R).
The previous Example 29 can be generalized to prove the following result, which shows
the condition r =∞ in the second part of the statement of Theorem 3 is necessary.
Theorem 30. If r is finite, the map (Kr)−1 is not continuous.
Proof. Let Xn ∈ G0(D,R) as in Example 29. Since Xn is a sum of functions with
compact support, we can as well consider Xn as a random element of C0(R,R). So that
KXn → 0 in C0(R× R,R), because their support is contained in D ×D, but Xn 6⇒ 0.
Let now Yn be the GRF defined as
Yn(·) =
∫ (·)
c
∫ sr
c
· · ·
∫ s2
c
Xn(s1)ds1 . . . dsr
for some c /∈ D. then Yn ∈ Gr(R,R), and drdxrYn = Xn. Moreover
d2r
dxrdyr
KYn = KXn → 0
in C0(R × R,R) and KYn = 0 in a neighbourhood of (c, c), therefore KYn → 0 in
Cr,r(R× R,R).
Define a function ρ : Rm−1 → [0, 1] supported inside the unit ball and such that
ρ(0) = 1. Let j : Rm →M be any embedding. Denoting (t, x) ∈ R×Rm−1 = Rm, define
the transformation T : C∞c (R,R)→ C∞(M,Rk) such that y 7→ z = Ty, where
z(j(t, x)) = ρ(x)y(t)v
z(p) = 0 if p /∈ j(Rm)
for some v ∈ Rk. Since ρ has compact support, T is continuous; moreover Yn ∈ C∞c (R,R)
almost surely, so that Zn = TYn is a well defined GRF of class Cr on M . Thanks to
the continuity of T , we have that KZn → 0 in Cr,r(M,Rk×k), but Zn 6⇒ 0 in Gr(M,Rk)
because Zn ◦ j(·, 0) = Xn. 
4. Proof of Theorem 5
Given a gaussian field X = (X1, . . . , Xk) ∈ Gr(M,Rk) defined on a probability space
(Ω,S,P), we consider the Hilbert space ΓX defined by:
ΓX = span{Xj(p), p ∈M, j = 1, . . . , k}L
2(Ω,S,P)
.
There is a linear map ρX : ΓX → Er given by:
ρX(γ) = E (X(·)γ) =
(
〈X1(·), γ〉L2(Ω,S,P), . . . , 〈Xk(·), γ〉L2(Ω,S,P)
)
Proposition 31. The map ρX is a linear, continuous injection.
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Proof. Let γ ∈ ΓX and assume that ρX(γ) = 0. Then 〈γ,Xj(p)〉L2 = 0 for all p ∈ M
and j = 1, . . . , k, so that γ ∈ Γ⊥X , thus γ = 0.
By linearity it is sufficient to check continuity at γ = 0. Let Q : D ↪→ M be the
embedding of a compact set D ⊂ Rm. If r is finite, we have
‖ρX(γ)‖Q,r = sup
|α|≤r,x∈D
|E {∂α(X ◦Q)(x)γ} |
≤ sup
|α|≤r,x∈D
E
{|∂α(X ◦Q)(x)|2} 12 ‖γ‖L2
= sup
|α|≤r,x∈D
 k∑
j=1
∂(α,α)(K
j,j
X ◦Q×Q)(x, x)
 12 ‖γ‖L2
≤ (k‖KX‖Q×Q,(r,r)) 12 ‖γ‖L2 .
Therefore limγ→0 ‖ρX(γ)‖Q,r = 0 for every Q, hence ρX is continuous. For the case
r = ∞, it is sufficient to note that continuity with respect to Er for every r, implies
continuity with respect to E∞. 
Proposition 32. The image of ρX coincides with the Cameron-Martin space (see [4, p.
44, 59]) of the measure [X] and we denote it by HX .
Proof. According to [4, Lemma 2.4.1] HX is the set of those h ∈ Er for which there
exists a T ∈ (Er)∗ such that
L(h) = E{T (X)L(X)}, for all L ∈ (Er)∗
Observe that (Er)∗ ∼= ΓX via the map T 7→ T (X) because of Theorem 43. For the same
reason, condition 4 is equivalent to the existence of γ ∈ ΓX such that
hj(p) = E{γXj(p)}}, for all p ∈M and j = 1, . . . , k
that is, by definition, h = ρX(γ). Thus HX = ρX(ΓX). 
Observe that HX contains all functions hjp = ρX(Xj(p)) having the wanted form
(1.3). Moreover it carries the Hilbert structure induced by the map ρX , which makes it
isomorphic to ΓX . It follows that HX is the Hilbert completion of span{hjp : p ∈M, j =
1, . . . , k}, endowed with the scalar product
〈hjp, h`q〉HX .=
〈
Xj(p), X`(q)
〉
L2
= Kj,`X (p, q).
Now, Theorem 5 follows from [4, Theorem 3.6.1]:
(4.1) supp(X) = HXC
r(M,Rk)
.
In Appendix B (equation (B.2)) the reader can find a proof of (4.1) adapted to our
language.
Remark 33. Note that the Hilbert space HX depends only on KX , or equivalently on
[X].
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5. Proof of Theorems 6 and 7
5.1. Transversality. We want to prove some results analogous to Thom’s Transver-
sality Theorem (see [6, Section 3, Theorem 2.8]) in our probabilistic setting. We first
recall the so called parametric transversality theorem. Let f : M → N be a smooth map,
W ⊂ N a submanifold and K ⊂M be any subset. Then we say that f is transverse to
W on K and write f −tK W , if and only if for every x ∈ K ∩ f−1(W ) we have:
dfx(TxM) + Tf(x)W = Tf(x)N.
We recall the following classical tool, usually called the Parametric Transversality The-
orem.
Theorem 34 (Section 3, Theorem 2.7 from [6]). Let g : P × F → N be a smooth map
between smooth manifolds of finite dimension. Let W ⊂ N be a smooth submanifold and
K ⊂M be any subset. If g −tK×F W , then g(·, f)−tK W for almost every f ∈ F .
In our context we prove the following infinite-dimensional, probablistic version of
Theorem 34.
Theorem 35. Let F ⊂ Er such that F = supp(X) for some X ∈ Gr(M,Rk). Let P,N
be smooth manifolds and W ⊂ N a submanifold. Assume that Φ: P × F → N is a
“smooth”7 map such that Φ−tW . Then
P{Φ(·, X)−tW} = 1.
A particular case in which we can apply Theorem 35 is when P = M , N = Jr =
Jr(M,Rk), r =∞ and Φ is the jet-evaluation map
jr : M × E∞ → Jr, (p, f) 7→ jrpf.
It is not difficult to show that this map is “smooth” in the sense of the statement of
Theorem 35.
Proof. (In order to simplify the notations, we denote by φ(X) the map p 7→ Φ(p,X).)
First we show that we can assume W to be compact (possibly with boundary). Indeed
let W = ∪k∈NWk, such that Wk is compact. Then Φ|P×F −tWk for any k, and
P{φ(X)−tW} ≥ 1−
∑
k∈N
(1− P{φ(X)−tWk}) .
Moreover we claim that it is sufficient to prove the following weaker statement.
(∗). For all p ∈ P and x ∈ F there are neighbourhoods Qp of p in P and Nx of x in Er
such that:
P
{
φ(X)−tQ¯p W
∣∣X ∈ Nx} = P
(
{φ(X)−tQ¯p W} ∩ {X ∈ Nx}
)
P ({X ∈ Nx}) = 1.
7Here by “smooth” we mean that:
(1) the map Φ is smooth when restricted to finite dimensional subspaces;
(2) the linear map (p, f, v) 7→ D(p,f)Φv = D(p,f)
(
Φ|span{f,v}
)
v is continuous in all its arguments.
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Assume that (∗) is true, then there exists a countable open cover of P × F of the
form Qk×Nl such that P{φ(X)−tQ¯k W |X ∈ Nl} = 1, equivalently P{φ(X) 6−tQ¯k W,X ∈
Nl} = 0. Thus
P{φ(X) 6−tW} ≤
∑
l,k
P
{
φ(X) 6−tQ¯k W,X ∈ Nl
}
= 0,
so the claim is true.
Let’s prove (∗). Let p ∈ P and x ∈ F . Since W ⊂ N is closed, if φp(x) /∈ W , then
φq(x˜) /∈ W for all q in a compact neighbourhood Q of p and x˜ in some neighbourhood
Nx of x in E
r, so that, in particular P{φ(X) −tQ W |X ∈ Nx} = 1. Assume that
φp(x) = θ ∈W , then by hypothesis we have that
D(p,x)Φ(TpP + F ) + TθW = TθJ
r,
hence there is a finite dimensional space F0 = span{f1, . . . , fa} ⊂ F such that
D(p,x)Φ (TpP + F0) + TθW = TθN.
Note that F0 = TxFx, where Fx = x+span{f1, . . . , fa}. Therefore Φ|P×Fx −t(p,x) W (here
we are in a finite dimensional setting), moreover there are a compact neighbourhood
p ∈ Q ⊂ P and ε > 0 such that
(5.1) Φ|P×Fx −tQ×Dε W.
where Dε = Dε(x, f) = {x+fu : u ∈ Ra, |u| ≤ ε}. Observe that the set of (a+1)−tuples
(x, f) = (x, f1, . . . , fa) ∈ F × F a for which (5.1) holds (with fixed ε), form an open set,
indeed the map
τ : F × F a → C∞(P × Ra, N), τ(x, f) : (p, u) 7→ Φ(p, x+ fu)
is continuous and the set Θ = {θ : θ −tQ×Dε W} is open in the codomain because Q×Dε
is compact and W is closed (check [6, p. 74]); therefore
τ−1(Θ) = {(x, f) ∈ F × F a : (5.1) holds}
is open. It follows that there is an open neighbourhood Vx of x and an h ∈ (HX)a such
that (5.1) holds with (x˜, h) for any x˜ ∈ Vx.
Define Λ = {e ∈ Er : φ(e) −tQ W}. By Theorem 34 we get that if x˜ ∈ Vx, then
φ(x˜ + hu) −tQ W , equivalently (x˜ + hu) ∈ Λ, for almost every |u| ≤ ε. Using Fubini-
Tonelli, we have
0 =
∫
Vx
(∫
Dε
P{x˜+ hu /∈ Λ}du
)
d[X](x˜) =
∫
Dε
P{X + hu /∈ Λ, X ∈ Vx}du.
hence P{X + hu ∈ (Vx + hu)\Λ} = 0 for almost every |u| ≤ ε. Let u be also so small
that x ∈ Vx + hu, then, taking Nx = Vx + hu, we have that P{X + hu ∈ Nx\Λ} = 0.
Since hu ∈ HX , the Cameron-Martin theorem (see [4, Theorem 2.4.5]) implies that [X]
is absolutely continuous with respect to [X + hu] and consequently P{X ∈ Nx\Λ} = 0.
In other words P{φ(X)−tQ W |X ∈ Nx} = 1, that proves (∗). 
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We give know a criteria to check the validity of the hypothesis of Theorem 35, without
necessarily knowing the support of X. Before that, let’s observe that the canonical map
Jr → M is a smooth vector bundle over M with fiber Jrp , so that TθJrp is canonically
identified with Jrp itself, for all θ ∈ Jrp .
Proposition 36. Let X ∈ Gr(M,Rk) and F = supp(X). Let W ⊂ Jr be a smooth
manifold and fix a point p ∈M . Consider the following conditions.
(A) jr|M×F −tW along {p} × F ;
(B) the vector space supp(jrpX) is transversal to (TθW ∩TθJrp ) in Jrp , for all θ ∈ jrp(F )∩
W ;
(C) supp(jrpX) = J
r
p ;
(D) Given a chart of M around p, the matrix
(5.2)
(
∂(α,β)KX(p, p)
)
|α|,|β|≤r
has maximal rank.
Then
(D) ⇐⇒ (C), (C) =⇒ (B) and (B) =⇒ (A).
Proof. ((B) =⇒ (A)) Let f ∈ F such that θ = jrpf ∈ W . Under the identification
TθJ
r
p = J
r
p , mentioned above, we have
D(p,f)j
r(0, g) =
d
dt
∣∣∣
0
jrp(f + tg) = j
r
pg,
so that D(p,f)j
r(TxF ) = j
r
p(F ) = supp(j
r
pX). Then for all (p, f) ∈ (jr)−1(W ) ∩M × F ,
we have
D(p,f)j
r(T(p,f)M × F ) + TθW ⊃ D(p,f)jr(TpM) + supp(jrpX) + TθW ∩ Jrp =
= D(p,f)j
r(TpM) + J
r
p =
= TθJ
r
The last equality follows from the fact that the map jrf is a section of the bundle
Jr →M .
((C) =⇒ (B)) Obvious.
((D) ⇐⇒ (C)) Any chart around p defines a linear isomorphism
Jrp → R{α : |α|≤r}, jrpf 7→ (∂af(p))α .
With this coordiante system, the covariance matrix of the gaussian random vector jrpX,
is exactly the one in (5.2), hence the jrpf is nondegenerate and the result follows. 
Given X ∈ G∞(M,Rk), we can also consider it as an element of Gr(M,Rk) such that
P{X ∈ C∞(M,Rk)} = 1. We use the notation suppCr(X) ⊂ Er to denote the support
of the latter, namely
suppCr(X) = HXC
r
.
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Corollary 37. Let X ∈ G∞(M,Rk), such that suppCr(X) = Cr(M,Rk). Then for every
submanifold W ⊂ Jr(M,Rk), one has
P{jrX −tW} = 1.
Proof. Clearly X satisfies for every p ∈M condition (C) of the proposition above, hence
the hypothesis of Theorem 35 are satisfied for every W . 
Appendix A. The dual of Er
Let Er = Cr(M,Rk). Let (Er)∗ be the set of all linear and continuous functions
T : Er → R, endowed with the weak-∗ topology, namely the topology induced by the
inclusion (Er)∗ ⊂ REr , when the latter is given the product topology.
Remark 38. When M is an open subset M ⊂ Rm and k = 1, the elements of (E∞)∗
are exactly the distributions with compact support.
Lemma 39. Let T ∈ (Er)∗. There exists a finite set Q of embeddings Q : D ↪→ M , a
constant C > 0 and a finite natural number s ≤ r, such that
|T (f)| ≤ C max
Q∈Q
‖f‖Q,s
for all f ∈ Er. As a consequence, denoting K = ∪Q∈QQ(D), there is a unique Tˆ ∈
(Cs(K,Rk))∗ such that T (f) = Tˆ (f |K) for all f ∈ Er.
Remark 40. Denote by Ω = int(K) ⊂M . The space Cs(K,Rk) is well defined whenever
K = Ω and is homeomorphic to the image of the restriction map
Cs(M,Rk)→ Cs(Ω,Rk), f 7→ f |Ω.
Moreover it is a Banach space with the norm (depending on Q)
(A.1) ‖f‖K,s = max
Q∈Q
‖f‖Q,s.
Note that in this case ‖f‖K,s depends only on f |Ω.
Proof. Let Qn : D ↪→M be a countable family of embeddings such that gN → 0 in Er if
and only if ‖gN‖Qn,s → 0 for all n ∈ N and s ≤ r.
Assume that for all N ∈ N there is a function fN ∈ Er, such that
(A.2) |T (fN )| > N max
n≤N
‖fN‖Qn,N .
Then the sequence
gN =
fN
N maxn≤N ‖fN‖Qn,N
converges to 0 in Er, indeed ‖gN‖Qn,s ≤ 1N . Therefore by the continuity of T , we get
that T (gN ) → 0, but |T (gN )| > 1 according to (A.2), so we get a contradiction. It
follows that there exists N such that
|T (f)| ≤ N max
n≤N
‖f‖Q,N .
DIFFERENTIAL TOPOLOGY OF GAUSSIAN RANDOM FIELDS 23
for all f ∈ Er.
Note that Ω ⊃ Q(int(D)), thus if p ∈ K\Ω, then p ∈ Q(∂D) for some Q ∈ Q and
therefore p ∈ Q(int(D)) ⊂ Ω. This proves that K = Ω.
Let f, g ∈ Er be such that f |Ω = g|Ω, then
|T (f)− T (g)| = |T (f − g)| ≤ C max
Q∈Q
‖f − g‖Q,s = C‖f |K − g|K‖K,s = 0.
It follows that the function L : Cr(K,Rk)→ R such that L(f |Ω) = T (f) for all f ∈ Er,
is well defined and continuous with respect to the norm ‖ · ‖K,s. Since Cr(K,Rk) is
dense in Cs(K,Rk), there is a unique way to extend L to a bounded linear functional on
Cs(K,Rk), that we call Tˆ . 
We recall the following classical theorem from functional analysis (see [2, Theorem
1.54]), which we can use to give a more explicit description of (Er)∗.
Theorem 41 (Riesz’s representation theorem). Let K be a compact metrizable space.
Let M(K) be the Banach space of Radon measures on K (on a compact set they all are
finite Borel signed measures), endowed with the total variation norm. Then the map
M(K)→ (C(K))∗, µ 7→
∫
K
(·)dµ
is a linear isometry of Banach spaces.
Theorem 42. Let Mrloc be the set of all T ∈ (Er)∗ of the form
T (f) =
∫
D
∂α(f
j ◦Q)dµ,
for some embedding Q : D ↪→ M , some finite multiindex |α| ≤ r, some j ∈ {1, . . . , k}
and some µ ∈M(D). Then (Er)∗ = span{Mrloc}.
Proof. Let T ∈ (Er)∗ and let Q, s, K, C and Tˆ defined as in lemma 39. Consider the
topological space
D = D×Q × {α ∈ Nm : |α| ≤ s} × {1, . . . , k}.
D is a finite union of disjoint copies of the closed disk, therefore it is compact and
metrizable. There is a continuous linear embedding with closed image
J s : Cs(K,Rk) ↪→ C(D), J sf(u,Q, α, j) = ∂α(f j ◦Q)(u).
Indeed ‖J sf‖C(D) ≤ ‖f‖K,s ≤
√
k‖J sf‖C(D), if ‖ · ‖K,s is defined as in (A.1). By
identifying Cs(K,Rk) with its image under J s, we can extend Tˆ to the whole C(D),
using Hahn-Banach theorem and the extension can thus be represented by a Radon
measure µ ∈M(D).
Denote by µQ,α,j ∈M(D) the restriction of µ to the connected component D×{Q}×
{α} × {j}. Let TQ,α,j be the element of Mrloc associated with Q, α, j and µQ,α,j . Then
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we have
T (f) = Tˆ (f |K)
=
∫
D
J sfdµ
=
∑
Q∈Q,|α|≤s,j=1,...,k
∫
D×{Q}×{α}×{j}
J sfdµ
=
∑
Q∈Q,|α|≤s,j=1,...,k
∫
D
∂α(f
j ◦Q)dµQ,α,j
=
∑
Q∈Q,|α|≤s,j=1,...,k
TQ,α,j(f),
for all f ∈ Er. Therefore T ∈ span{Mrloc}. 
The manifold M is topologically embedded in (Er)∗, via the natural association p 7→
δp. We denote by δM ⊂ (Er)∗ the image of the latter map (it is a closed subset).
Corollary 43. (Er)∗ = span{δM}.
Proof. It is sufficient to prove that Mrloc ⊂ span{δM}, moreover we can clearly restrict
to the case M = D and Q =id.
Observe that any functional of the type δp ◦ ∂α belongs to span{δM}. This can be
proved by induction on the order of differentiation |α|: if |α| = 0 there is nothing to
prove, otherwise we have
δu ◦ ∂
∂uj
◦ ∂α = lim
n→∞n
(
δu+ 1
n
ej
◦ ∂α − δu ◦ ∂α
)
∈ span{δM}.
Note also that any T r ∈ Mrloc is of the form T 0 ◦ ∂α for some T 0 ∈ M0loc and |α| ≤ r
and, along with the previous consideration, this implies that it is sufficient to prove the
theorem in the case for r = 0 and we can conclude with the following lemma
Lemma 44. Let K be a compact metric space. The subspace span{δK} is sequentially
dense (and therefore dense) in M(K), with respect to the weak-∗ topology on M(K) =
C(K)∗.
Let µ be a Radon measure on K. Define for any n ∈ N a partition {Ani }i∈In of K in
Borel subsets of diameter smaller that 1n and let a
n
i ∈ Ani . Define
tn =
∑
i∈In
µ(Ani )δani .
Given f ∈ C(K), we have
(A.3)
|
∫
K
fdµ− tn(f)| ≤
∑
i∈In
∫
Ani
|f − f(ani )|d|µ|
≤ |µ|(K) sup
|x−y|≤ 1
n
|f(x)− f(y)|.
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By the Heine-Cantor theorem, f is uniformly continuous on K, hence the last term in
(A.3) goes to zero as n → ∞. Therefore for every f ∈ C(K) we have that tn(f) →∫
K fdµ, equivalently tn → µ in the weak-∗ topology. 
We conclude with an observation on the case r =∞.
Proposition 45. Let T ∈ M∞loc. Then the associated measure µ can be assumed to be
of the form ρdu for some ρ ∈ L∞(D).
Proof. Let T0 be associated with Q, α, µ. It is not restrictive to assume M = D and
Q = id.
Let us consider the linear functional T on C∞c (Rn) given by
T (φ) = T0(ϕ|D) =
∫
D
∂αϕdµ
Note that for all ϕ ∈ C∞c
max
Rm
‖∂αf‖ ≤
∫
Rm
|∂α+ef | du,
where e = (1, . . . , 1). Define V ⊂ L1 as V = {∂α+eϕ : ϕ ∈ C∞c }, and let λ : V → R
defined by λ(∂α+eϕ) = T (ϕ). Then λ is a (well defined) linear and bounded functional
on (V, ‖ · ‖L1), since
|λ(∂α+eϕ)| = |T (ϕ)|
= |
∫
D
∂αϕdµ|
≤ |µ|(D) max
Ω
‖∂αϕ‖
≤ |µ|(D)‖∂α+eϕ‖L1 .
The Hahn-Banach theorem, implies that λ can be extended to a continuous linear func-
tional Λ on the whole space  L1(Ω) and hence it can be represented by a ρ ∈ L∞(Ω) =
L1(Ω)∗.
In particular for all ϕ ∈ C∞c we have that
T (ϕ) = λ(∂α+eϕ)
=
∫
Rn
∂α+eϕρdu.

Appendix B. The representation of Gaussian Random Fields
The easiest example of GRF is a field of the type X = ξ1f1 + · · · + ξnfn, where for
i = 1, . . . , n each ξi a real gaussian variables, fi ∈ Cr(M,Rk) and the ξi are independent.
A slightly more general example is a series
X =
∞∑
n=0
ξnfn
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which is narrowly convergent (i.e. such that sn =
∑
j≤n ξjXj ⇒ X for some X ∈
Gr(M,Rk)).
The scope of this section is to prove that every GRF is of this kind. This fact is
well-known in the general theory of gaussian measures on Fre´chet spaces (see [4]) as
Karhunen-Loe`ve expansion. However here we present and give a proof of these results
adapted to our language, with the scope of making the exposition more complete and
self-contained.
Given a gaussian random field X ∈ Gr(M,Rk), recall the definition given in section
(4) of the Cameron-Martin Hilbert space HX ⊂ Er as image of the map ρX :
ρX : ΓX = span{Xj(p), p ∈M}L
2(Ω,S,P) → Er
ρX(γ) = E (X(·)γ) =
(
〈X1(·), γ〉L2(Ω,S,P), . . . , 〈Xk(·), γ〉L2(Ω,S,P)
)
.
Note that HX is separable, since M is, hence it has a countable Hilbert orthonormal
basis {hn}n∈N, corresponding via ρX to a Hilbert orthonormal basis {ξn}n∈N in ΓX .
This means that for any p and j, one has hjn(p) = 〈Xj(p), γn〉, namely that hjn(p) is
precisely the nth coordinate of Xj(p) with respect to the basis {ξn}n∈N. In other words:
X(p) = lim
n→∞
∑
m≤n
ξmhm(p),
where the limit is taken in L2(Ω,S,P). In particular, since L2 convergence of random
variables implies convergence in probability:
(B.1) lim
n→∞P
{∣∣∣∣∣∑
m>n
ξmhm(p)
∣∣∣∣∣ > ε
}
= 0.
Theorem 46 (Representation theorem). Let X ∈ Gr(M,Rk). For every Hilbert or-
thonormal basis {hn}n∈N of HX , there exists a sequence {ξn}n∈N of independent, stan-
dard gaussians such that the series
∑
n∈N ξnhn converges
8 in Er to X almost surely.
We will need the following convergence criterion for a random series. It essentially
follows from Ito-Nisio theorem, which we recall for the reader’s convenience.
Theorem 47 (Ito-Nisio). Let E be a separable real Banach space. Let M ⊂ E∗ be such
that the family of sets of the form {f ∈ E | 〈p, f〉 ∈ A}, with A ∈ B(R), generates the
Borel σ-algebra of E. Let {xn}n∈N be independent symmetric random elements of E,
define
Xn =
∑
m≤n
xm.
Then the following statements are equivalent:
(1) Xn converges almost surely;
8Given a sequence {xn}n∈N ⊂ E, the sentence “the series ∑n∈N xn converges in E to x” means that
sN =
∑
n≤N xn converges in E to x as N →∞.
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(2) {Xn}n∈N is tight in P(E);
(3) There is a random variable X with values in E such that 〈p,Xn〉 → 〈p,X〉 in
probability for all p ∈M .
Remark 48. In the original paper [7], the theorem is stated with the hypothesis that
M = E∗, but the same proof still works in the slightly weaker assumptions of Theorem
47.
Theorem 49. Let xn ∈ Gr(M,Rk) with the xn independent GRFs and consider the
GRF
Xn =
∑
j≤n
xj .
The following conditions are equivalent.
(1) Xn converges in Cr(M,Rk) almost surely.
(2) Denoting by µn the measure associated to Xn, we have that {µn}n∈N is relatively
compact in G (Er).
(3) There is a random field X such that for all p ∈ M the sequence {Xn(p)}n∈N
converges in probability to X(p).
Proof. We prove both that (1) ⇐⇒ (2) and (3) ⇐⇒ (1). We repeatedly use the
fact that a.s. convergence implies convergence in probability, which in turn implies
convergence in distribution (narrow convergence).
(1) ⇒ (2) This descends directly from the fact that almost sure convergence implies
narrow convergence.
(1) ⇒ (3) This step is also clear, since the almost sure convergence of Xn to some
random field X implies that for any p ∈ M the sequence of random vectors Xn(p)
converges to X(p) almost surely and hence also in probability.
(3) ⇒ (1) and (2) ⇒ (1) Let Q` : D ↪→ M , be a countable family of embeddings
of the compact disk, as in (2.1). Note that if {Xn}n is tight in Gr(M,Rk) (i.e. µn is
tight in G (Er)), then {Xn ◦Q`}n is tight in Gr(D,Rk). Moreover, if Xn ◦Q` → X ◦Q`
almost surely in Cr(D,Rk), for every i ∈ N, then Xn → X almost surely in Cr(M,Rk).
Therefore it is sufficient to prove the theorem in the case M = D. For analogous reasons,
we can assume that r is finite.
The topological vector space E = Cr(D,Rk) has the topology of a separable real
Banach space, with norm
‖ · ‖E = ‖ · ‖idD,r.
Since the σ-algebra B(Cr(M,Rk)) is generated by sets of the form {f : f(p) ∈ A}, where
p ∈M and A ⊂ Rk is open and since gaussian variables are symmetric, we can conclude
applying the Ito-Nisio Theorem 47 to the sequence Xn of random elements of E
r. 
Proof of Theorem 46. Let {hn}n∈N be a Hilbert orthonormal basis for HX and set ξn =
ρ−1X (hn) (it is a family of independent, real gaussian variables). From equation (B.1) we
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get that for every p ∈ M and j = 1, . . . , k we have convergence in probability for the
series:
X(p) = lim
n→∞
∑
m≤n
hn(p)ξn,
so that the a.s. convergence of the series in Cr(M,Rk) follows from point (1) of Theorem
49. 
B.1. The support of a Gaussian Random Field. Note that, by definition, the
support of X ∈ Gr(M,Rk) has the property that if it intersects an open set U , then
P{X ∈ U} > 0. The following proposition guarantees that the converse is also true,
namely if P{X ∈ U} > 0, then U ∩ supp(X) 6= ∅.
Proposition 50. The support of X ∈ Gr(M,Rk) is the smallest closed set C ⊂ Er such
that P{X ∈ C} = 1.
Proof. By definition we can write the complement of supp(X) as
(supp(X))c =
⋃
{U ⊂ Cr(M,Rk) open such that P{X ∈ U} = 0}.
Consequently supp(X) equals the intersection of all closed sets C ⊂ Cr(M,Rk) such
that P{X ∈ C} = 1, hence it is closed. Since Cr(M,Rk) is second countable the
union and the intersection above can be taken over a countable family, hence P{X ∈
supp(X)} = 1. 
Remark 51. Assume that Xn ⇒ X ∈ Gr(M,Rk), then for any open set U ⊂ Cr(M,Rk)
such that U ∩ supp(X) 6= ∅, there is a constant pU = P{X ∈ U} > 0 such that for every
 > 0 and n big enough, one has
P{Xn ∈ U} ≥ pU − .
In particular, it implies that
supp(X) ⊂
⋃
n0
⋂
n≥n0
supp(Xn) = lim inf
n→∞ supp(XN ).
Theorem 52 (The support of a gaussian random map). Let X ∈ Gr(M,Rk). Let
{fn}n∈N ⊂ Er and consider a sequence {ξn}n∈N of independent, standard gaussians.
Assume that the series
∑
n∈N ξnfn converges in E
r to X almost surely. Then
supp(X) = span{fn}n∈NC
r(M,Rk)
.
Proof. We start by observing that X ∈ span{fn}n with P = 1, thus the first inclusion
“⊂” is proved. Let now c = ∑N0n=0 anfn and let Uc ⊂ Cr(M,Rk) be an open neighbour-
hood of c of the form
Uc =
{
f ∈ Cr(M,Rk) : ‖f − c‖Q,r < ε
}
.
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for some embedding Q. Denote by SN =
∑
n≤N ξnfn. Observe that if N ≥ N0, then
SN−c ∈ span{f1 . . . fN}, which is a finite dimensional vector space, hence there is a con-
stant AN > 0 such that ‖
∑N
n=0 anfn‖Q,r ≤ AN max{|a0| . . . |aN |}. By the convergence
in probability of SN toX, there isN > N0 big enough such that P
{‖X − SN‖Q,r ≥ 2} <
1
2 , so that, setting an = 0 for n > N0, we have:
P{X ∈ Uc} ≥ P
{
‖X − SN‖Q,r < ε
2
, ‖SN − c‖Q,r < ε
2
}
≥ P
{
‖SN − c‖Q,r < ε
2
} 1
2
≥
(
N∏
n=0
P
{
|ξn − an| < ε
2AN
})
1
2
> 0.
Every open neighbourhood of c in Cr(M,Rk) contains a subset of the form of Uc,
therefore c ∈ supp(X). Since supp(X) is closed, we conclude. 
A consequence of Theorems 46 and 52 is that
(B.2) supp(X) = HX .
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