Abstract. We study homeomorphisms of a Cantor set with k (k < +∞) minimal invariant closed (but not open) subsets; we also study crossed product C*-algebras associated to these Cantor systems and their certain orbit-cut sub-C*-algebras. In the case that k ≥ 2, the crossed product C*-algebra has stable rank 2 and real rank zero. The image of the index map is connected to certain directed graphs arising from the Bratteli-Vershik-Kakutani models of the Cantor systems. Using this, it is shown that the image of the index map actually has rank k − 1, and it must consist of elements vanishing under all traces (infinitesimal elements).
To connect the index map with the ordered Bratteli diagram B, we introduce a sequence of finite directed graphs (transition graphs, see Definition 7.1) for the diagram B representing (X, σ). It turns out that the index map can be recovered by these transition graphs (Theorem 7.5). Using this result as a bridge, we show that elements in the image of the index map must be infinitesimals (Corollary 7.8). The transition graphs are also used in Section 8 to characterize the (unordered) Bratteli diagrams which appear in the Bratteli-Vershik-Kakutani construction for (X, σ) (Theorem 8.1 and Theorem 8.2 ). Relative results on graphs associated to Bratteli diagrams can be found in [5, 6] .
The paper is organized as follows. In Section 2, we include several definitions and facts from K-theory and Cantor dynamics that are used in the main part of the paper. In Section 3, we discuss basic properties of the cross product C*-algebras, generated by homeomorphisms σ with finitely many minimal components. The used technique is based on the Pimsner-Voiculescu six term exact sequence applied to the cross product C*-algebras constructed by (X, σ). The main results of this section are contained in Subsection 3.3. It is proved that the index map is nonzero if the Cantor system (X, σ) contains more than one minimal component. The K-theory of approximate finite-dimensional C*-algebras A Y , where Y = i Y i , is considered in Section 4, and a description of K 0 (A Y ), which uses the corresponding dynamical system, is given (Theorem 4.4).
In Section 5, k-simple ordered Bratteli diagrams are introduced. They are Bratteli diagrams with k simple quotients, but with more compatibility conditions on the order structure (see Definition 5.3) . With these conditions, the Bratteli-Vershik map is then continuous, and the induced Cantor system is indecomposable and has k minimal components. Then, in Section 6, one also shows that these k-simple ordered Bratteli diagrams (with the Vershik maps) are exactly the concrete realizations of arbitrary indecomposable Cantor systems with k minimal components.
The compatibility conditions on the k-simple ordered Bratteli diagram actually are very rigid on the underlining (unordered) Bratteli diagram, and it has a deep connection to the index map of the C*-extension associated with the Cantor system. In Section 7, we build this bridge by transition graphs (Definition 7.1). It is a sequence of finite directed graphs produced from the given k-simple ordered Bratteli diagram, and it actually provides a combinatorial description of the index map (Theorem 7.5). As consequences, when k ≥ 2, the K-group of the canonical ideal of C(X) ⋊ Z must contain infinitesimal elements, and the C*-algebra C(X) ⋊ Z is stably finite, etc.
Transition graphs are used again in Section 8 to describe the Bratteli diagram that can carry a Cantor system with k minimal components. With help of Euler walk, this question can be answered in a special case (Theorem 8.2) .
In Section 9, we consider the Cantor systems with only one minimal component. In this case, the crossed product C*-algebra is an AT algebra, and hence the K 0 -group is a (not necessarily simple) dimension group. We study the connection between its order structure and the boundedness of the invariant measures concentrated on the complement of the minimal components.
In Section 10, we focus on topological properties of Cantor dynamical systems with finitely many minimal components. We discuss the notions of chain transitive and moving homeomorphisms (the later was introduced in [7] ). We give a necessary and sufficient condition for a non-minimal homeomorphism to be chain transitive, see Theorem 10.15 . In particular, we show that any k-minimal homeomorphism is chain transitive (Corollary 10.16).
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Preliminaries and Notation
2.1. Ordered Bratteli diagrams. Let X be a Cantor space, and let σ : X → X be a homeomorphism. In this paper, we always assume that σ is not minimal and has exactly k minimal components, unless other properties of σ are explicitly specified.
We recall here the definition of a Bratteli diagram which is a crucial notion in Cantor dynamics for construction of models of transformations. The literature about Bratteli diagrams contains many sources, some of them have been mentioned in the introduction, we additionally refer to some recent surveys on this subject. We refer to [2, 11, 12] where various combinatorial and dynamical properties of simple and non-simple Bratteli diagrams are discussed. Definition 2.1. A Bratteli diagram is an infinite graph B = (V, E) such that the vertex set V = n≥0 V n and the edge set E = n≥0 E n are partitioned into disjoint subsets V n and E n where (i) V 0 = {v 0 } is a single point; (ii) V n and E n are finite sets, ∀n ≥ 0; (iii) there exist r : E → V (range map r) and s : E → V (source map s), both from E to V , such that r(E n ) = V n+1 , s(E n ) = V n (in particular, s −1 (v) = Ø and r −1 (v ′ ) = Ø for all v ∈ V and v ′ ∈ V \ V 0 ).
The structure of every Bratteli diagram B is completely determined by the sequence of incidence matrices (F n ). By definition, the incidence matrix F n has entries f (n) v,w = |{e ∈ E n : s(e) = w, r(e) = v}|, v ∈ V n+1 , w ∈ V n . A Bratteli diagram B is called stationary if F n = F 1 for all n, and B is of finite rank if there exist d ∈ N such that |V n | ≤ d.
In what follows, we will constantly use the telescoping procedure. A telescoped Bratteli diagram preserves all properties of the initial diagram so that it does not change its dynamical properties.
Definition 2.2. Let B be a Bratteli diagram, and n 0 = 0 < n 1 < n 2 < · · · be a strictly increasing sequence of integers. The telescoping of B to (n k ) is the Bratteli diagram B ′ , with i-level vertex set (V ′ ) i to be V n i and the edges between (V ′ ) i and (V ′ ) i+1 to be finite paths of the Bratteli diagram B between n i -level vertices and n i+1 -level vertices.
For a Bratteli diagram B, the tail (cofinal) equivalence relation E on the path space X B is defined as follows: xEy if there exists m ∈ N such that x n = y n for all n ≥ m, where x = (x n ), y = (y n ).
A Bratteli diagram B is called aperiodic if every E-orbit is countably infinite. 
Remark 2.4. Given an aperiodic dynamical system (X, σ), a Bratteli diagram is constructed by a sequence of refining Kakutani-Rokhlin partitions generated by (X, σ) (for details, see [18, 23] ).
The n-th level of the diagram, (V n , E n ), corresponds to the n-th Kakutani-Rokhlin partition, and the cardinality of the set E(v 0 , v) of all finite paths between the top v 0 and a vertex v ∈ V n is the height of the σ-tower labeled by the symbol v from that partition. We will give more details of this construction in Section 6.
We use ω to denote the corresponding partial order on E and write (B, ω) when we consider B with the order ω.
Every order ω defines the lexicographic ordering on the set E(k, l) of finite paths between vertices of levels V k and V l : it is said that (e k+1 , ..., e l ) > (f k+1 , ..., f l ) if and only if there is i with k + 1 ≤ i ≤ l, e j = f j for i < j ≤ l and e i > f i . It follows that, given ω, any two paths from E(v 0 , v) are comparable with respect to the lexicographic ordering generated by ω. If two infinite paths are tail equivalent, and agree from the vertex v onwards, then we can compare them by comparing their initial segments in E(v 0 , v). Thus ω defines a partial order on X B , where two infinite paths are comparable if and only if they are tail equivalent. With every Bratteli diagram B, one can associate the dimension group K B . This is defined as the direct limit of groups Z |Vn| with a sequence of positive homomorphisms generated by incidence matrices F n :
Then K B is an abelian partially order group with the distinguished order unit corresponding to V 0 . These groups play a prominent role in classification of AF algebras and Bratteli diagrams, see, e.g., [8, 14, 15] .
In particular, it is well known that, for Bratteli diagrams B 1 and B 2 , if K B 1 ∼ = K B 2 (as orderunit groups), then there is a Bratteli diagram B such that both B 1 and B 2 can be obtained from B by the telescoping operations.
2.2.
Pimsner-Voiculescu six-term exact sequence. Let C(X) be the C*-algebra of complexvalued continuous functions on X. Then σ induces an automorphism of C(X) by f → f • σ −1 = σ(f ), which is still denoted by σ. The crossed product C*-algebra C(X) ⋊ σ Z is defined to be the universal C*-algebra generated by C(X) and a canonical unitary u satisfying
In other words, the crossed product C*-algebra is defined by
This concept is defined and studied in many books on operator algebras, see, for instance, Chapter VIII of [10] . For the crossed product C*-algebra C(X) ⋊ σ Z, one has the associated Pimsner-Voiculescu six-term exact sequence:
where K 0 (A) and K 1 (A) are K 0 -group and K 1 -group of a C*-algebra A respectively. In (2.1),
[σ] 0 and [σ] 1 denote the maps between K 0 -groups and K 1 -groups induced by σ, respectively. For more information about the K-theory of a C*-algebras, see, for instance, [29] .
In the case when X is a Cantor set, one has that K 1 (C(X)) = {0}; hence, it follows from (2.1) that
and the group
consists of σ-invariant functions. A closed two-sided ideal of a C*-algebra A is a norm closed self-adjoint sub-C*-algebra I ⊆ A such that IA ⊆ I and
In more general settings, for any C*-algebra extension
one has the six-term exact sequence
Here, the map K 1 (A/I) → K 0 (I) is called the index map, and the map K 0 (A/I) → K 1 (I) is called the exponential map.
3. Cantor system with finitely many minimal subsets 3.1. Crossed product C*-algebra associated to σ. Recall that, for a topological dynamical system (X, σ) (X is not necessarily a Cantor set), a closed subset Y is minimal if Y is a closed invariant nonempty subset and Y is minimal among these subsets. Minimal subsets always exist, and each pair of them are disjoint. Let (X, σ) be a topological dynamical system with only k minimal subsets Y 1 , ..., Y k . We then have the short exact sequence
The fact that σ has finitely many minimal components can be used for clarification of properties of C(X) ⋊ σ Z.
Proof. We first note that if an open set V intersects a minimal set Y , then the orbit of V contains Y . Consider the open invariant subset
If Z were a proper subset of X, then X \ Z would be a nonempty invariant closed subset of X, and hence it must contains a minimal subset Y . But this minimal subset is disjoint with every set Y 1 , ..., Y k . This contradicts the the condition of the lemma. Therefore, Z = X, as desired. Hence Y is open in X, which contradicts to the assumption.
Proposition 3.5. Let α be an action of Z on a C*-algebra A, and let I be an invariant ideal.
Proof. Consider the conditional expectation
where α * t is the dual action of α. Note that E is faithful. Let a be a positive element in A ⋊ α Z with a(I ⋊ α Z) = {0}. Then, for any b ∈ I, one has that ab = 0. Since b ∈ I ⊆ A, one also has that E(ab) = E(a)b = 0. Since E(a) ∈ A and b is arbitrary, one has that E(a) = 0. Since E is faithful, one has that a = 0, as desired.
3.2. AF sub-C*-algebras. We return to the case when the compact topological space X is a Cantor set. Then each minimal subset Y i , i = 1, ..., k, is a Cantor set or consists of a periodic orbit. Indeed, to see this suppose that a minimal set, say Y 1 , contains an isolated point x. Then Orbit(x) is an open set, and therefore Orbit(x) \ Orbit(x) is an invariant closed subset of Y 1 . Since Y 1 is minimal, one has that Y 1 = Orbit(x), and then a standard compactness argument shows that Y 1 consists of a periodic orbit.
Let Y ⊆ X be a closed subset with Y ∩ Y i = Ø, i = 1, ..., k. By Lemma 3.1, one has that for any clopen set U ⊇ Y , and therefore
is approximately finite (AF) dimensional. In particular, fix y i ∈ Y i , i = 1, 2, ..., k, and denote by
The C*-algebra A y 1 ,...,y k is AF, and hence the ideal
3.3. Index maps. The six-term exact sequence associated to (3.1) is
Since the restriction of σ to each Y i is minimal, it follows from (2.3) that
Recall that (X, σ) is indecomposible, that is, the only clopen σ-invariant subsets are X and Ø. Then, the only invariant Z-valued continuous functions on X are constant functions, and then, by (2.3) again, we obtain that
Moreover, one can deduce from this facts that the following theorem holds.
Under the assumptions about (X, σ) made above, the index map Ind is not zero if k ≥ 2.
Proof. By the six-term exact sequence (3.2), one has
Recall that an abelian group G is said to have Q-rank r if the vector space G⊗Q has dimension r over Q. Then, one more consequence of the six-term exact sequence is the following theorem.
Remark 3.9. The lower bound of the Q-rank of K 0 (C 0 (X \ i Y i ) ⋊ σ Z) will be be improved to k in Corollary 7.9.
Remark 3.10. It can be shown that, in fact, the map
We note that, for every two disjoint closed subsets Z and Z ′ of a Cantor set X, there exist disjoint clopen sets U and U ′ such that Z ⊂ U and Z ′ ⊂ U ′ . For a clopen set U ⊂ X, we denote by χ U the characteristic function of the set U; then χ U ∈ C(X). 
and the sum of any proper subset of
Proof. Consider
where u is the canonical unitary. Then, it is a lifting of the canonical unitary of C(
Hence, the theorem follows from the six-term exact sequence (3.2).
Corollary 3.12. The C*-algebra C(X) ⋊ σ Z is an AT-algebra (i.e., it is the inductive limit of Remark 3.13. For the case k ≥ 2, we will show below (see Corollary 7.10) that the C*-algebra C(X) ⋊ σ Z has real rank 0, stable rank 2, and is stably finite.
The K-theory of A Y
Let (X, σ) be a Cantor system, and let Y ⊆ X be a closed subset of X which satisfies the property: for any clopen subset U containing Y , one has n∈Z σ n (U) = X.
(Such sets are called basic in [23] .) In particular, in the case that X has k minimal subsets Y 1 , ..., Y k , the set Y can be any closed subset with Y ∩ Y i = Ø, i = 1, ..., k. Then A Y is an AF-algebra by [26, Theorem 2.3] . We will calculate the K 0 -group of A Y in this section, and show that it can be identified with a certain ordered group related to the dynamical system (X, σ). First, let us recall the following result. 
is the group of σ-invariant integer-valued continuous functions on X, α is the restriction map, and
for some g ∈ C(X, Z) with g| Y = f . In particular, if (X, σ) is indecomposible, i.e., any σ-invariant clopen subset is trivial, then C σ (X, Z) ∼ = Z, and (4.1) is transformed to
Let us define an ordered group from the dynamical system setting.
Definition 4.2. Let (X, σ) be a Cantor system, and let Y ⊆ X be a closed subset. Define
as ordered groups (with positive cone of C(X, Z) consists of positive functions). Then, the embedding C(X) ⊆ A Y induces a map θ :
Moreover, a direct calculation shows that if f ∈ C(X, Z) with f | Y = 0, then
By (2.2), one has
and therefore, there is an exact sequence
where
.
to be the restriction of f to Y . This induces an isomorphism from H to C(Y, Z)/α(C σ (X, Z)), which is still denoted by η.
That is, f − g ∈ C σ (X, Z), and hence θ is well defined. It is also clear that η is a bijection, and thus an isomorphism. 
. In particular, the map θ is an isomorphism.
Proof. To prove this, one only has to verify the commutativity for the first square. Pick any
, and
as desired. Since the map η is an isomorphism, by the Five-Lemma, the map θ is also an isomorphism.
Moreover, the map θ is in fact an order isomorphism:
Theorem 4.4. The map θ induces an order isomorphism
On the other hand, using the AF-decomposition of A Y , it is clear that any positive element in K 0 (A Y ) comes from a positive integer function on X.
Assume that (X, σ) is indecomposible. Let W 1 ⊆ W 2 be closed subsets of X. Then one has
Note that this map is well defined. One also defines
Then, we can prove the following statement.
Lemma 4.5. If (X, σ) is indecomposible and W 1 = Ø, the map η induces an isomorphism
Proof. Let us first check that the map η is well defined. Indeed, if
Since (X, σ) is indecomposible, there is no invariant clopen subset of X, and hence f − g − h is a constant function. Since W 1 = Ø and the restrictions of f, g, h to W 1 are zero, one has that
The condition h| W 2 = 0 implies that
that is, the map η is well defined. It s clear that η is surjective.
; that is, the map η is also injective, and hence it is an isomorphism.
Thus, the exact sequence (4.4) can be written as 
k-simple Bratteli diagrams and Bratteli-Vershik models
In this section, we shall introduce certain ordered Bratteli diagrams which will be used to model Cantor system with finitely many minimal subsets.
k-simple Bratteli diagrams.
Let us now introduce a special class of Bratteli diagram. This class of Bratteli diagram will serve as models for Cantor systems with finitely many minimal sets.
, one has that s(r An ordered Bratteli diagram B = (V, E, ≥) is a Bratteli diagram with partial order ≤ on E so that two edges e and e ′ are comparable if and only if r(e) = r(e ′ ), see Definition 2.5. Denote by E max and E min the sets of maximal edges and minimal edges, respectively. This partial order induces a lexicographical partial order on paths (infinite or finite). Denote by X max and X min the set of maximal infinite paths and the set of minimal infinite paths respectively. Also note that if B ′ is the Bratteli diagram obtained by telescoping on B, the lexicographic order on B ′ make it into an ordered Bratteli diagram canonically.
is called k-simple (with a slight abusing of notation) if it satisfies the following conditions:
There are infinite paths z 1,max , ..., z k,max and z 1,min , ..., z k,min such that for any level n and
and X max = {z 1,max , ..., z k,max },
By this condition and Lemma 5.5 below, there is L such that for all n ≥ L and any v ∈ V n o , the maximal edge (or minimal edge) starting with v backwards to V 1 will end up in
, one has (a) if e is an edge with s(e) = v, one has
(if e ∈ E max , the vertex s(e+ 1) is understood as s(e ′ + 1) with e ′ a non-maximal edge starting with e and ending at some level m > n-such edge exists and m − (s(e + 1)) is well defined, by Condition 2), and (b) if e is an edge with e / ∈ E max , r(e) = v and s(e) ∈ V n−1 i with n ≥ 3, one has m − (s(e + 1)) = i.
If, in additional, the unordered Bratteli diagram (V, E) is strongly k-simple, then B is said to be a strongly k-simple ordered Bratteli diagram.
Remark 5.4. Note that if k = 1, then Condition 3 is redundant. Moreover, Condition 3 is preserved under telescoping. Proof. The proof is similar to that of Proposition 2.8 of [18] . Let T denote the graph obtained from E max by deleting z 1,max , ..., z k,max . By Condition (2), each connected component of T is finite. Let n 0 = 0. Having defined n k , choose n k+1 so that no vertex in V n k is connected to all vertices of V n k+1 . Contract the diagram to the subsequence {n k ; k ≥ 0}. Then, this diagram satisfies the lemma.
Recall that two ordered Bratelli diagrams B 1 and B 2 are equivalent if there is an ordered Bratteli diagram B such that B 1 and B 2 can be obtained by telescoping on B.
satisfying the following conditions: 
} where the vertices v 
The map from V n →Ṽ n is defined as the identity if restricted to w 
It is clear that the resulting diagram is strongly k-simple, and it is straightforward to put an order on it so that its telescoping into the levels V n is exactly the original ordered Bratteli diagram B. Denote by B ′ the telescoping of this diagram into the levelsṼ n . Then B ′ is a k-simple ordered Bratteli diagram satisfying Condition 3. Then it follows from Lemma 5.5 that Condition 1 and Condition 2 can also be satisfied by a further telescoping.
Remark 5.7. In the rest of the paper, we always assume that strong k-simple Bratteli diagrams satisfy Conditions 1, 2, and 3 of Lemma 5.6. 5.2. Bratteli-Vershik map. Let B be a non-elementary ordered k-simple Bratteli diagram, and denote by X B the space of infinite paths of B. For each finite path ξ, we will denote by χ ξ the cylinder set consisting of all paths starting with ξ. Then X B is a Cantor set with topology generated by these cylinder sets because the cylinder sets are clopen X B . Let us adapt the well-known construction of the Vershik map σ : X B → X B of the simple case to the case of k-simple Bratteli diagrams.
and for any vertex v at level n, set r min (v) ∈ E 1,n min the minimal edge with range v. Then define
and for any vertex v at level n, set r max (v) ∈ E 1,n max the maximal edge with range v. Then define
Then it is straightforward to calculation that σ • τ = τ • σ = id, and thus the σ is one-to-one and onto.
Since X B is a compact metrizable space, to show that σ is a homeomorphism, it is enough to show that σ is continuous. It is clear that σ is continuous at any ξ ∈ X B \ X max . Consider z i,max and a sequence ξ j → z i,max with ξ j / ∈ X max . Let N ∈ N. Then there is J so that for any j > J, one has
Pick an arbitrary ξ j with j > N, and put
, then one has
and ξ j (M + 1) ∈ E max . By Condition 3a, one has that
and ξ j (M + 1) / ∈ E max . By Condition 3b, one still has that
Since M ≥ N, one has that σ(ξ j ) is in the N − 1 neighbourhood of z i,min for any j ≥ J, and hence the map σ is continuous at z i,max , as desired. Let U be any minimal invariant closed nonempty subset of X B . Pick any point x = (x 1 , x 2 , ...) ∈ U, and fix n ∈ N such that the n neighbourhoods of each z i,max are pairwise disjoint. The finite path (x 1 , ..., x n+1 ) has finitely many successors in P 0,n+1 . In particular, its ith successor is maximal in P 0,n+1 for some i, and therefore σ i (x) = (f 1 , ..., f n+1 ) with (f 1 , ..., f n+1 ) maximal. Since the diagram satisfies Lemma 5.5, the finite path (f 1 , ..., f n ) is in X max , and hence in the n neighbourhood of z i,max for some i.
Therefore, at least one of {z 1,max , ..., z k,max } is in the closure of the orbit of x, and hence U has to contain one of {Y 1 , ..., Y k }. Since U is also minimal, it has to be one of {Y 1 , ..., Y k }, as desired.
Consider the C*-algebra A y 1 ,...,y k , and write
the finite paths ending at v i (they form a total-ordered set). Consider
Lemma 5.11. The sub-C*-algebras {F n } have the following properties
is the same as the multiplicities between V n and V n+1 .
Proof. Property (1) is clear and Property (3) is standard (for instance, see [26] ). Let us only show Property (2) and Property (4). Let f be a minimal finite path with end point v. Assume that v is sent to v 1 , ..., v l with multiplicity m 1 , ..., m l at level n + 1. Consider χ f u l with l strict smaller than the number of paths ending at v, and denote the edges between v and v i by f
Thus, F n ⊆ F n+1 . Let us calculate the K 0 -map. Applying the equation above for l = 0, one has
Since the standard generators of K 0 (F n ) are [χ f ], the K 0 -map agrees with the multiplicity map between V n and V n+1 , as desired.
As a straightforward corollary, one has Theorem 5.12. Denote by K B is dimension group associated with B. One then has that
as ordered groups.
From Cantor systems to Bratteli-Vershik models
In this section, we shall show that any aperiodic Cantor system (X, σ) with finitely many minimal subset can be modelled by the Bratteli-Vershik map on an ordered k-simple Bratteli diagram which was introduced in the previous section (see Theorem 6 .5, Theorem 6.7 below). Results of this kind, based on sequences of Kakutani-Rokhlin partitions, have been discussed in a number of papers, see e.g. [18, 23, 3] . Nevertheless, we find it useful for the reader to see a complete proof where all details are clarified.
We first show that if, for a given Cantor system (X, σ), a sequence of Kakutani-Rokhlin partitions satisfies certain conditions, then it determines an ordered Bratteli diagram B. Then we prove that if (X, σ) has k minimal subsets, then B is a k-simple Bratteli diagram, described in Section 5. 
Proof. By Lemma 3.1, one has that X = N i=−N σ i (Z) for some N. Applying σ −N on both sides, one has that
For each x ∈ Z, define r(x) = min{i ≥ 1; σ i (x) ∈ Z}.
By (6.1), the map r : Z → N is well defined. Moreover, the map r is continuous. Write
and define
It is clear that the sets {Z(l, j)} are clopen, and satisfy Condition ??. Show that they form a partition of X. If x ∈ Z(l 1 , j 1 ) ∩ Z(l 2 , j 2 ), then there are y 1 ∈ r −1 (J(l 1 )) and
If j 1 > j 2 , then one has
which contradicts to y 1 ∈ r −1 (J(l 1 )). If j 1 < j 2 , the same argument leads to a contradiction. If j 1 = j 2 , then one has that y 1 = y 2 and hence l 1 = l 2 . Thus , the collection of sets {Z(l, j)} consists of pairwise disjoint.
For any x ∈ X \ Z, consider
By Lemma 3.1, such n and m exist. Note that m, n ≥ 1 and
Therefore, x ∈ Z(l, n) with J(l) = m + n + 1.
For any x ∈ Z, consider n = min{i ≥ 1;
. Then one has that r(σ −n (x)) = n and
for l with J(l) = n. Hence {Z(l, j)} s a partition of X, and they form a Kakutani-Rokhlin partition of X with respect to σ. It is clear that l Z(l, J(l)) ⊆ Z for any 1 ≤ l ≤ L by the construction. On the other hand, it follows from (6.2) that l Z(l, J(l)) ⊇ Z and hence one has l Z(l, J(l)) = Z.
Once we have a Kakutani-Rokhlin partition of X with respect to σ, a similar argument as that of [27, Lemma 3.1] shows that {Z(l, j)} always can be modified further so that {Z(l, j)} is finer than the given partition P. 
l=1 Z(n, l, J(n, l))) is a decreasing sequence of clopen sets with intersection {y 1 , y 2 , ..., y k }, where the points {y 1 , y 2 , ..., y k } are chosen in minimal components Y 1 , ..., Y k respectively, (2) the partition P n+1 is finer than the partition P n , (3) n P n generates the topology of X.
Proof. Choose a sequence of clopen sets Z 1 ⊇ Z 2 ⊇ · · · with n Z n = {y 1 , y 2 , ..., y k }, and a sequence of finite partitions (P ′ n ) such that P ′ n generates the topology of X. By Lemma 6.3, there is a Kakutani-Rokhlin partition
Assume that the Kakutani-Rokhlin partition P 1 , ..., P n−1 are constructed. Then, by Lemma 6.3, there is a Kakutani-Rokhlin partition P n := {Z(n, l, j); 1 ≤ l ≤ L(n), 1 ≤ j ≤ J(n, l)} such that l Z(n, l, J(n, l)) = Z n and P n is finer than P ′ n ∨P n−1 . Then (P n ) is the desired sequence of Kakutani-Rokhlin partition.
Based on the sequence of Kakutani-Rokhlin partitions, one is able to construct an ordered Bratteli diagram B = (V, E, ≥) following the procedure described in Section 4 of [18] .
For convenience, we may assume that L(0) = 1, J(0, 1) = 1, and Z(0, 1, 1) = X. The set of vertices V n of the diagram B is formed by the towers in the Kakutani-Rokhlin partition P n . To define the set of edges, we say that there is an edge between a tower (vertex) ξ
Then the source and range maps are
The order on the edges comes from the natural order on each tower {Z(n, l, j); j = 1, ..., J(n, l)}. That is, (n, Proof. For each n and 1 ≤ i ≤ k, set
Since Y i are pairwise disjoint, by choosing n sufficiently large, one has that {V Consider an edge (n, l, l ′ , j ′ ) with its range (n, l ′ ) ∈ V n i . One then has that Z(n, l ′ , j) ∩ Y i = Ø for all 1 ≤ j ≤ J(n, l ′ ), and thus
. Hence the Bratelli diagram satisfies Condition 1 of Definition 5.1.
Note that the restriction of σ to Y i is minimal. Thus, Condition 2 of Definition 5.1 also holds. That is, the unordered diagram (V, E) is k-simple, and this verified Condition 1 of 5.3.
Let ((n, l n , l ′ n , j ′ n )) be an infinite path in E min . Since it is an infinite path, one has that l ′ n−1 = l n . Since (n, l n , l ′ n , j ′ n ) is minimal, one has that j ′ n = 0. Hence Z(n, l n , 1) ⊆ Z(n − 1, l n−1 , 1) for any n, and thus
Z(n, l, 1)) = {σ(y 1 ), σ(y 2 ), ..., σ(y k )}.
By the construction of Z(n, l, j), it is finer than any given partition P ′ . Therefore the intersection ∞ n=1 Z(n, l n , 1) is a single point, and there is 1
This uniquely determines l n , and thus there are at most k infinite minimal paths. On the other hand, for each y i , the infinite sequence ((Z(n, l n , 1))) with σ(y i ) ∈ Z(n, l n , 1) clearly form a minimal path. Thus, there are k minimal paths.
A similar argument show that there are also k maximum paths. Therefore, the ordered Bratteli diagram (V, E, ≥) satisfies Condition 2 of Definition 5.3.
For each 1 ≤ i ≤ k and each n ≥ 1, define
Then each N n,i is a clopen neighbourhood of Y i , and N n,1 , ..., N n,k are pairwise disjoint. Consider a vertex (a tower) (n, l) ∈ V n \ (V Then, by the definition, one has m − ((n, l)) = i and m + ((n, l)) = j.
be an edge such that
Note that there is Z(n, l ′′ ) such that
and
If Z(n, l, J(n, l)) ⊆ N n−1,s and Z(n, l, J(n, l) + 1) ⊆ N n−1,t for some 1 ≤ s, t ≤ k, then
and this forces s = t, that is,
This shows Condition 3a of Definition 5.3. Condition 3b of Definition 5.3 can also be proved in a similar way.
Applying the same argument as that of [18, Theorem 4.4] , one can prove the following statement.
Theorem 6.6. Given (X, σ) and the points y 1 , ..., y n , the equivalent class of the ordered Bratteli diagram B constructed in Theorem 6.5 does not depend on the choice of Kakutani-Rohklin partitions.
Theorem 6.7. There is a bijection correspondence between the equivalence classes of k-simple ordered Bratteli diagrams and the pointed topological conjugacy classes of aperiodic Cantor systems with k minimal invariant subsets.
7. transition graphs of a k-simple ordered Bratteli diagram and the index maps 7.1. Transition graphs associated to Bratteli diagrams. Consider a k-simple ordered Bratteli diagram B = (V, E, ≥). Condition 3 of Definition 5.3 is necessary for the continuity of the associated Bratteli-Vershik map. Based on this continuity condition, we will introduce a sequence of directed graphs for B, and it turns out that these graphs are closely related to the index map of the short exact sequence (3.1) associated to the Bratteli-Vershik system (X B , σ) (see Theorem 7.5). Moreover, we will be able to obtain certain combinatorial properties of these graphs and the Bratteli diagram B from the information on the index map.
In the next definition, we use the word "vertex" for a Bratteli diagram and for a transition graph. It should be clear from the context which vertex is considered. Example 7.2. For the diagram considered in Example 5.8, we obtain the transition graph at level n as follows:
and let e ∈ E min with r(e) = v and s(e) ∈ V 
1 , ..., e
with each e ′′′ ∈ E min and r(e ′′′ ) = s(e ′′ ), (4) there are edges g 1 , ..., g s connecting v s to v ′ respectively such that
Then each group G s represents an edge in 
This can be illustrated by the diagram 
Proof. Without loss of continuity, assume that the vertex Y 1 is a source point. Then there is
and e ∈ E min such that r(e) = v and s(e) ∈ V n−1 1
. Since the diagram is non-elementary, by Condition 2, there is
Pick e ′ , e ′′ ∈ E v,v ′ with e ′ < e ′′ . Then, by Lemma 7.3, there is a path in L n staring at Y 1 and ending at Y m − (v) = Y 1 . Hence it is the desired loop. 7.2. Index maps and transition graphs. In this subsection, we shall give a description of the images of the index maps (see Theorem 3.11) using the transition graphs. 
where e v stands for (0, ..., 0, 1, 0, ..., 0)) ∈ V n o Z with entry 1 at the position v.
Proof. Consider the set U ⊆ X B consisting of all infinite paths which are in Y i up to level n − 1. It is clear that U is a clopen set containing Y i . By Theorem 3.11, the element d i is given by
Denote by v 1 , ..., v h the vertices in V n o connecting to Y i ; and for each 1 ≤ l ≤ h, define E l := {e ∈ E; r(e) = v l , s(e) ∈ V n−1 i };
and {f
Since the number of edges jumping into E l is the same as the number of edges being pushed out of E l , one has
For each e ∈ E l , define χ − (e) to be the cylinder set consisting all infinite path starting with we with w the minimal finite path ending at s(e). Note that for any e 1 , e 2 ∈ E l , one has
where 1 is at the position v l . One then asserts that
In fact,
Then the assertion follows from the equations
which can be verified straightforwardly.
Then, by Equation (7.1) and Equation (7.2), one has
as desired. In general, k − 1 can be attained. For example, consider the following stationary diagram
This diagram can be easily ordered so that it becomes an ordered 3-simple Bratteli diagram. Its transition graph at each level has 2 edges. However, if the Bratteli diagram is non-elementary, that is, if the path space is a Cantor set, then L n has at least k edges.
The transition graph L n has at least k edges. In particular, one has that
Proof. It follows from Corollary 7.6 that the transition graph L n is connected, and it follows from Corollary 7.4 that L n contains loops. Since L n has k vertices, it must has at least k edges, as desired. Assuming further that B is strongly k-simple, one then has that I B is a non-cyclic simple dimension group. Let us show that d i is an infinitesimal element for each 1 ≤ i ≤ k. By Theorem 7.5, the element d i has multiplicity at most 1 in V n o for all n ≥ 2. Since I B is noncyclic and simple, one has that −h < md i < h for all m ∈ N and h ∈ I + B \ {0}, and hence it is an infinitesimal element, as desired. Proof. By Corollary 7.8, the image of the index in I B is contained in the subgroup of infinitesimal elements of I B . By Theorem 3.11, the image of the index map has Q-rank k − 1, and hence Inf(I B ) ⊗ Q) has dimension at least k − 1. Note that (Q is flat)
Hence the dimension of I B ⊗ Q is at least k, and this shows the first part of the statement. For the second part, note that the cone of positive linear functionals on I B is isomorphic to the cone of positive linear functional on (I B /Inf(I B )) ⊗ Q, which has dimension at most r − k + 1, and the statement follows.
Corollary 7.10. Let (X, σ) be a indecomposible Cantor system with k minimal subsets. Then the C*-algebra C(X) ⋊ σ Z is stably finite. Therefore, if k ≥ 2, it is a stably finite C*-algebra with stable rank 2 and real rank 0.
Proof. The C*-algebra C(X) ⋊ σ Z always as real rank zero because it is an extension of two real rank zero C*-algebras with zero exponential map. Moreover, if k ≥ 2, it follows from Corollary 2.6 of [25] that C(X) ⋊ σ Z has stable rank 2. Hence we only have to show that C(X) ⋊ σ Z is always stably finite.
Let us prove the following general statement instead: Consider an extension of C*-algebras
with A and D unital. Assume that D is stably finite, I has the property that [p] 0 = 0 ∈ K 0 (I) for any nonzero projection p ∈ I, and
One only has to show that A is finite (for matrix algebras over A, one can tensor the extension above with a matrix algebra, and proceed with the same argument). Let v be an isometry in A. Since D is finite, the image π(v) has to be an unitary. Then
Therefore [1 − vv * ] 0 = 0 and hence 1 − vv * = 0 (since 1 − vv * is a projection on A). So v must be a unitary, and A is finite.
Consider the extension (3.1). It follows from Corollary 7.8 that Equation (7.4) always holds, and I is an AF-algebra. Hence the statement follows.
Realizability of a Bratteli diagram
Let B = (V, E) be an unordered k-simple Bratteli diagram. In this section, let us consider the question when there is an order ≥ on B so that (V, E, ≥) is an ordered k-simple Bratteli diagram.
Suppose that there is an order ≥ on B so that (V, E, ≥) is k-simple. Without loss of generality, let us also assume that (V, E, ≥) satisfies the conditions of Lemma 5.6.
Denote by L n the transition graphs of (V, E, ≥) at the level n. Proof. Let w be any edge of L n+1 . By abusing of notation, let w also denote the vertex in V n+1 o which corresponds to this directed edge of L n+1 . Since the edges r −1 (w) ∈ E n of the Bratteli diagram are totally ordered, write them as
Remove all the edges with the source points not in V n o , and write the remaining edges as e 1 < e 2 < · · · < e l .
Put v i = s(e i ), i = 1, ..., l. Then it is a direct calculation to show that (v 1 , v 2 , ..., v l ) is a path in L n and satisfies Conditions 1, 2, 3 and 4. We leave it to readers. Now, assume that there are directed graphs {L n ; n = 2, 3, ...} and a k-simple (unordered) Bratteli diagram (V, E) which are compatible. Let us show that there is an order ≥ on (V, E) so that (V, E, ≥) it is a k-simple ordered Bratteli diagram.
For each 1 ≤ i ≤ k and n ≥ 1, choose a pair of vertices (z and w to between e(v j ) and e(v j+1 ) in an arbitrary order, and then one obtains a total order on r −1 (w). Note that it follows from the construction above that
Assert that the resulting ordered Bratteli diagram (V, E, ≥) is k-simple. Since (V, E) is a k-simple unordered Bratteli diagram, Condition 1 of Definition 5.3 is automatic.
By the choices of the ordering, it is easy to see that (z 
Consider the edge e + 1. By the construction of the order on r −1 (w), the vertex s(e + 1) is
which verifies Condition 3a of Definition 5.3. Now, let e be an edge with e / ∈ E max , r(e) = v and s(e) ∈ V n−1 i with n ≥ 3. Write the path in
If j < s, then one has that either s(e + 1) = u j+1 , in which case,
. So, in both cases, one has that m − (s(e + 1)) = Y i . If j = s, since e / ∈ E max , one has that s(e + 1) ∈ V 
It turns out the these conditions are also sufficient for the existence of a k-simple order on (V, E) if (V, E) is strongly k-simple. Before we prove the theorem, let us recall several facts from graph theory. Definition 8.3. Let G = (V, E) be a directed graph (there might be multiple edges between two vertices, and loops are also allowed). Let v be a vertex of G. The indegree and outdegree of v, denote by deg − (v) and deg + (v) respectively, are the numbers of directed edges leading into and leading away from v respectively. The degree of v is defined by
A (directed) Euler walk in G is a walk (in the directed sense) in G that covers each directed edge exactly once.
The following is a criterion for the existence of an Euler walk in a directed graph. Denote by the resulting directed graph to be L n , and one asserts that {L 2 , L 3 , ...} are compatible to (V, E) in the sense of Theorem 8.1.
Theorem 8.4. A directed (multi)graph has an Euler walk if and only if it is connected, and
First, note that for each n ≥ 2 and v ∈ V 
Consider any vertex
and therefore Remark 8.5. It would be interesting to know that for which (strongly) k-simple dimension group G, there is a (strongly) k-simple ordered Bratteli diagram B = (V, E, ≥) such that G is isomorphic to the dimension group of (V, E).
Cantor system with one minimal subset
Assume that k = 1, and denote the unique minimal set Y 1 by Y . Then the index map is zero, since the generator of K 1 (C(Y ) ⋊ σ Z) is induced by the canonical unitary, and it is the image of the canonical unitary of C(X) ⋊ σ Z.
Note that the C*-algebra C(Y ) ⋊ σ Z is an AT-algebra of real rank zero, and the index map is zero. Hence, by [22, Theorem 5] , we have Theorem 9.1. If k = 1, the C*-algebra C(X) ⋊ σ Z is an AT-algebra of real rank zero.
As in Section 3, we have the following exact sequence 
then the extension above is an extension of the dimension group with order-units in the sense of [17, page 295] . Since K 0 (C(Y ) ⋊ σ Z) is simple, it follows from [17, Theorem 17.9 ] that the extension is lexicographic, namely, 
is not necessary a simple ordered group. For example, let (X 1 , σ 1 ) and (X 2 , σ 2 ) be two almost simple Cantor system with fixed point x 1 and x 2 . Attaching X 1 to X 2 by identifying x 1 and x 2 , we have a new Cantor set X and an action σ on it with a fixed point {x}. It is clear that the only nontrivial closed invariant subset is {x} (although the system is not almost simple, which requires that every orbit other than {x} is dense). However, K 0 (C 0 (X \ {x}) ⋊ σ Z) is not simple. One can expands the fixed point to an odometer system to get an aperiodic example. For instance, consider the stationary Bratteli diagram with incidence matrix Let A be a stably finite C*-algebras. Denote by , then for any projection p ∈ A, there is a projection q ∈ A which is Murrayvon Neumann equivalent to p ⊕ p. Since A has stable rank one, there is a unitary u ∈Ã such that p is a subprojection of uqu * . Moreover, A has the cancelation of projections since A has stable rank one, and then we have that uqu * − p is Murray-von Neumann equivalent to p. By [19] , the C*-algebra A is stable, as desired.
The following result deals with the case of an AF-algebra. Proof. If A is stable, then any nonzero trace is unbounded.
If A is not stable, we construct a nonzero bounded trace on A. Write
Then there is a projection p ∈ A (one may assume that p ∈ A 1 ) such that for any n, there exists 1 ≤ i ≤ l n , such that
as, otherwise, for any projection p, one can find a projection q such that p ⊥ q and p ∼ q. Then, it follows from [19] that A is stable, which contradicts to the assumption. Set
It is clear that τ n is a tracial state on A n , and τ n (p) > 1/2. Extend τ n to a linear functional on A with norm one, and still denote it by τ n . Pick an accumulation point of {τ n ; n = 1, ..., ∞}, and denote it by τ . It is clear that τ is a trace on A with norm at most one. Moreover, τ n (p) > 1/2, we have that τ (p) ≥ 1/2, and thus τ is nonzero. Therefore A has a bounded trace, as desired. 
Proof. If (X \Y, σ) has a finite invariant measure, then it induces a finite trace τ on C 0 (X \Y )⋊ σ Z, and hence it can not be stable.
On the other hand, if C 0 (X \ Y ) ⋊ σ Z is not stable, then by Lemma 9.4, there is a bounded nonzero trace on C 0 (X \ Y ) ⋊ σ Z. The restriction of this trace to C 0 (X \ Y ) induces a finite nonzero invariant measure.
Denote by u the standard order-unit of K 0 (C(X) ⋊ σ Z), and set the generating set
is then a generating interval in sense that it is a convex upward-directed subset which generates the whole ordered group, see [17, Lemma 17.8] .
We have the following:
, one has that a < u in K + 0 (C(X) ⋊ σ Z). Then, for any projection p in a matrix algebra of C 0 (X \ Y ) ⋊ σ Z, there is a partial isometry v in a matrix algebra of C(X) ⋊ σ Z such that vv * = p and v
Corollary 9.7. The restriction of σ on X \ Y has no nonzero finite invariant measure if and
, and if and only if the extension is lexicographic.
Chain transitivity
10.1. Topologies on the group of homeomorphisms. Let X be a Cantor set, and let H(X) denote the group of all homeomorphisms of a Cantor set X. Since all Cantor sets are homeomorphic, we do not need to specify a particular Cantor set while studying the group H(X). In particular, the Cantor set can be represented as the path space of a non-simple Bratteli diagram.
We recall that by an aperiodic Cantor dynamical system (X, σ), we mean a homeomorphism σ of a Cantor set X such that for any x ∈ X the orbit Orbit σ (x) = {σ i (x) : i ∈ Z} is infinite. The set Ap of aperiodic homeomorphism was studied in [1] , [7] , [23] , [24] from various points of view. We recall here a few results that will be used below.
Fix a metric d on X compatible with the clopen topology on X. There are several natural topologies defined on H(X), see [7] , [16] , [20] . The most popular one is the topology of uniform convergence, τ w , that turns H(X) into a Polish group. This topology can be defined in several equivalent ways, for instance, by the metric
Equivalently, the topology τ w is generated by the base of neighborhoods W = {W (ψ; E 1 , ..., E n )} where
Here ψ ∈ H(X), and E 1 , ..., E n are any clopen sets. Without loss of generality, we can assume that (E 1 , ..., E n ) forms a clopen partition of X. If D(σ n , σ) → 0, we say that σ is approximated by a sequence of homeomorphisms (σ n ). We first remark that any homeomorphism of X is approximated by aperiodic homeomorphism. (H(X), τ w ) .
Lemma 10.1 ([7]). The set Ap is dense in
We introduce the notations for some classes of homeomorphisms of a Cantor set X: Min denotes the set of all minimal homeomorphisms (a homeomorphism σ is minimal if every σ-orbit is dense in X); T t denotes the set of all topologically transitive homeomorphisms (σ is topologically transitive if there exists a dense orbit); Mov is the set of all moving homeomorphisms (a homeomorphism σ ∈ H(X) is called moving if, for any nontrivial clopen set E ⊂ X σ(E) \ E = Ø and E \ σ(E) = Ø The notion of moving homeomorphisms was defined in [7] . 
10.2.
Chain transitive homeomorphisms. Let (X, σ) be an aperiodic Cantor dynamical system. We now recall several notions related to chains in X defined by σ. A finite set {x 0 , x 1 , ..., x n }, where σ(x i ) = x i+1 , i = 0, ..., n − 1, is called a σ-chain (or simply a chain). Given ε > 0 and x, y ∈ X, an ε-chain from x to y is a finite sequence {x 0 , x 1 , ..., x n } such that x 0 = x, x n = y and d(σ(x i ), x i+1 ) < ε, i = 0, ..., n − 1. In symbols, an ε-chain from x to y will be denoted by x ε y.
Given an aperiodic Cantor system (X, σ), it is said that σ is chain transitive if for any two points x, y ∈ X there exists an ε-chain from x to y.
The following result is a new characterization of moving homeomorphisms as chain transitive ones. Proof. (=⇒) If σ is not moving then there is a nontrivial clopen set E such that σ(E) ⊂ E, and F = E \ σ(E) is a nonempty clopen subset (the case when E ⊂ σ(E) is considered similarly). Let x 0 , y 0 be any distinct points from F with d(x 0 , y 0 ) = δ > 0. We note that σ i (x) ∈ σ i (E) ⊂ σ(E), i > 0 for any x ∈ E. Take 0 < ε < min{δ, d(y 0 , σ(E)), d(x 0 , σ(E))} (we denote the distance between closed subsets of X by the same letter d; it will be clear from the context what metric space is meant). Then there is no ε-chain from x 0 to y 0 and from y 0 to x 0 as well. Hence, σ is not chain transitive.
(⇐=) Conversely, let σ be a moving homeomorphism of a Cantor set X, and let ε be a positive number. Take a partition of X into a finite collection of clopen sets C(i) such that diam(C(i)) < ε for any i = 1, ..., N. We are going to show that, for any x, y ∈ X, there is a finite ε-chain for σ from x to y. Suppose x ∈ C(i 0 ) and σ(x) ∈ C(i 1 ). Then any z from C(i 1 ) can be considered as the target of ε-chain {x, z} of length 1. So, if y ∈ C(i 1 ) we are done. If not, we consider X \ B(1) where B(1) = C(i 0 ). Because σ is moving, the set σ(B(1)) intersects X \ B(1). Let B(2) = j∈I 1
C(j)
where j ∈ I 1 if C(j) ∩ σ(B(1)) = Ø. If z is a point from B(2), then there exists an ε-chain from x to z of length 2. Indeed, if z ∈ C(j), j ∈ I 1 , take the ε-chain {x, x 1 , z} where x 1 ∈ B(1) such that σ(x 1 ) ∈ C(j). If y ∈ B(2), we are done. Otherwise, we apply the same argument to the set X \ (B(1) ∪ B(2)). In view of compactness of X, this procedure terminates in a finite number of steps. This means there exists B(k) such that y ∈ B(k), that is the point y is the final point of an ε-chain of length k.
Remark 10.4. We observe that the proof of Theorem 10.3 uses essentially the topological structure of Cantor sets, namely, the existence of partitions of Cantor sets into clopen sets of arbitrary small diameter. Below we give another proof of the implication "moving" =⇒ "chain transitivity" that is based on Lemma 10.2 Proof. Suppose σ ∈ H(X) is moving. By Lemma 10.2, for any fixed ε > 0, there exists a minimal homeomorphism f = f ε such that D(σ, f ) < ε. Take any two points x, y ∈ X. By minimality of f , find the smallest positive k such that d(f k x, y) < ε. Consider the following set I = {x = x 0 , x 1 = f (x), x 2 = f 2 (x)), ..., x k = f k (x)}. We claim that I is an ε-chain for σ from x to y. Indeed, Since the proof of the fact that any moving homeomorphism is chain transitive, given in Remark 10.4 does not use explicitly the fact that X is a Cantor set, we immediately deduce the following corollary. point z ∈ Z (in fact, z can be any point from Z) such that v 1 ε z and v 2 ε z. The result then follows Definition 10.9.
Proposition 10.11. Suppose Z is a unique minimal set for an aperiodic homeomorphism σ of a Cantor set X. Then E(Z) = X × X. In other words, any two points in X are chain equivalent with respect to Z. Moreover, σ is chain transitive.
Proof. The fact that E(Z) = X × X follows directly from Lemmas 10.7 and 10.10 because the σ-orbit of any clopen neighborhood of Z covers X after finitely many iterations. Take any two points x, y in X. Let ε > 0, and let V ε be an ε-neighborhood of Z. We consider the case when x, y ∈ X \ Z; the other possible cases are considered similarly with obvious simplifications. By Corollary 10.8, we find positive integers K + and K − such that
Let i be the smallest number from the set (0, 1, ..., K − ) such that x ∈ σ −i (V ε ), and let j be the smallest number from the set (0, 1, ..., K + ) such that y ∈ σ j (V ε ). To construct a chain C from x to y, we find first two points w ∈ Z and z ∈ Z such that d(w, σ −j (y)) < ε and d(σ i (x), z) < ε. Then we take the set C = (x, σ(x), ..., σ i (x), z, σ(z), ..., σ m (z), σ −j (y), σ −j+1 (y), ..., y),
where m is the smallest positive integer such that d(σ m (z), w) < ε. Then C is a 2ε-chain for σ. This proves the chain transitivity of σ.
Remark 10.12.
(1) It follows from Theorem 10.3 that if (X, σ) is an aperiodic Cantor system with a unique minimal set, then σ is a moving homeomorphism.
(2) Another simple observation from the proved result consists of the following fact: any aperiodic homeomorphism with a unique minimal set is the limit of a sequence of minimal homeomorphisms in the topology of uniform convergence τ w .
Dynamical properties of an aperiodic Cantor system (X, σ) become more complicated when the system has several minimal sets Y 1 , ..., Y k .
Let E i be the subset of X defined as follows: (10. 3) E i = {x ∈ X : ∀ε > 0 ∃ x ε z for some z ∈ Y i }, i = 1, ..., k.
We observe that E i contains Y i , and moreover, E i is the E(Y i )-saturation of the set Y i . The latter means that E i is the minimal E(Y i )-invariant set such that every E(Y i )-orbit meets Z at least once.
Lemma 10.13. In the above notation, each E i is a clopen subset of X, i = 1, ..., k.
Proof. First we show that E i is open. For x ∈ E i and ε > 0, take an ε-chain (x = x 0 , x 1 , ..., x n = z) from x to z ∈ /Y i . We prove that there exists a neighborhood V of x such that V ⊂ E i . Choose δ > 0 such that d(σ(x), σ(y)) < ε/2 when y ∈ V := {u : d(x, u) < δ}. Then for any y ∈ V , we see that (y, x 1 , ..., x n ) is an ε-chain from y to z.
Next, let (u(n)) be a sequence from E i that converges to some point x. Suppose that for each u(n) there is an ε-chain (u(n), x 1 (n), ..., z(n)) from u(n) to Y i . Choose n 0 such that d(σ(u(n 0 ), σ(x)) < ε/2. Then (x, x 1 (n), ..., z(n)) is an ε-chain from x to Y i . Hence, E i is closed.
Consider an aperiodic Cantor system (X, σ) with finitely many minimal sets Y 1 , ..., Y k , and let E 1 , ..., E k be the clopen sets defined by minimal sets according to (10.3) . Then, by Proposition 10.11, we have
Lemma 10.14. In the above notation, E i ∩ E j = Ø =⇒ E i = E j , i, j = 1, ..., k.
Proof. It follows from Proposition 10.11 that, for any ε > 0, each set E i , and any two points x, y ∈ E i , there exists an ε-chain from x to y. Thus, if x i ∈ E i , x j ∈ E j are arbitrary points and y ∈ E i ∩ E j , then there are ε-chains x i ε z j and x j ε z i where z i ∈ Y i and z j ∈ Y j . Proof. Let σ be a chain transitive homeomorphism. Fix E i and take any point x ∈ E i . Then, for any ε > 0 and y j ∈ E j , there exists an ε-chain from x to y j , j = 1, ..., k. Hence, x ∈ E j for all j = 1, ..., k. This proves the first statement. The converse statement follows from Lemma 10.14.
The properties of homeomorphisms with finitely many minimal sets are clearly seen for Vershik maps defined on k-minimal Bratteli diagrams. We obtain the following result from Theorem 10.15. 
