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Abstract 
RATIONALE: The global ocean constitutes the largest heat buffer in the global climate 
system, but little is known about its past changes. The isotopic and elemental ratios of heavy 
noble gases (krypton and xenon), together with argon and nitrogen in trapped air from ice 
cores can be used to reconstruct past mean ocean temperatures (MOTs). Here we introduce 
two successively developed methods to measure these parameters with a sufficient precision 
to provide new constraints on past MOT changes. 
METHODS: The air from an 800g ice sample – containing roughly 80 ml STP air – was 
extracted and processed to be analyzed on two independent dual inlet isotope ratio mass 
spectrometers. The primary isotope ratios (15N, 40Ar and 86Kr values) were obtained with 
precisions in the range of 1 per meg (0.001‰) per mass unit. The three elemental ratio values 
Kr/N2, Xe/N2 and Xe/Kr were obtained using sequential (non-simultaneous) peak-
jumping, reaching precisions in the range of 0.1 - 0.3‰. 
RESULTS: The latest version of the method achieves a 30% to 50% better precision on the 
elemental ratios and a twofold better sample throughput than the previous one. The method 
development uncovered an unexpected source of artefactual gas fractionation in a closed 
system that is caused by adiabatic cooling and warming of gases (termed adiabatic 
fractionation) – a potential source of measurement artifacts in other methods. 
CONCLUSIONS: The precisions of the three elemental ratios Kr/N2, Xe/N2 and Xe/Kr – 
which all contain the same MOT information – suggest smaller uncertainties for 
reconstructed MOTs (+/-0.3-0.1°C) than previous studies have attained. Due to different 
sensitivities of the noble gases to MOT changes, Xe/N2 provides the best constraints on the 
MOT under the given precisions followed by Xe/Kr, and Kr/N2; however, using all of them 
helps to detect methodological artifacts and issues with ice quality. 
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1 Introduction 
Global ocean temperatures play a fundamental role in the Earth’s climate system, but existing 
constraints on past changes and natural variability are weak. This is mainly due to the 
heterogeneity of ocean temperatures, which makes it difficult to retrieve a globally integrated 
signal. In a pioneering work, Headly and Severinghaus [1] have shown the feasibility of 
reconstructing past atmospheric krypton (Kr) to nitrogen ratios (Kr/N2) based on ice core 
measurements, and the potential of this parameter to be a truly integrative proxy of global 
mean ocean temperatures (MOTs). The precision of Kr/N2 reached in that study, however, 
was not enough to improve the existing constraints on MOTs given mainly by ocean sediment 
proxies (i.e. Elderfield et al [2]). The primary goal of the method used in Headly and 
Severinghaus [1] was to test the basic concept of the proxy and the feasibility of 
reconstructing heavy noble gas mixing ratios from ice core samples. Here we present two 
advanced methods (denoted Method 1 and Method 2) that aim for high precision of these 
parameters and we also add Kr isotope ratios to the suite of analytes. With these 
methodological advances the potential of past noble gas mixing ratios from ice cores as a 
proxy for MOT can be further exploited. 
The atmosphere contains only traces of heavy noble gases, with 1.1 ppm of Kr and 0.087 
ppm of Xe. Even the relatively large ocean temperature variations associated with glacial-
interglacial cycles affect these concentrations only in the per mil range [1,3]. Therefore, to 
achieve adequate precision a certain sample volume is required; however, sample air from ice 
cores is limited by the nature of the archive (ice core samples are precious and they only 
contain around 100 cm3 STP of air per kg of ice). The explorative method of Headly and 
Severinghaus [1] used a sample size of only 50g of ice (resulting in about 4cm3 STP sample 
air in their case) which was enough to measure Kr with adequate precision, but not enough 
for the less abundant Xe. Therefore, the follow-up methods described here were developed to 
process about 800g ice samples (providing about 80 cm3 STP sample air), which enable 
measurement of the Xe/N2 ratio with adequate precision and also  provide enough sample to 
measure Kr-isotope ratios. While the Xe/N2 ratio can serve as a MOT proxy in a similar way 
to Kr/N2 [1], Kr-isotopes do not change in the atmosphere and so provide additional 
constraints on the air fractionation processes in the firn column [4] that need to be taken into 
account for correcting the raw ice core sample data [1]. 
With the first generation of the follow-up methods (Method 1, see also Headly [5]) the main 
goals of obtaining Xe/N2 and Kr-isotopes with adequate precision were achieved. However, 
the main weakness of this Method is the need for overnight equilibration of the sample in a 
water bath, which limits the sample throughput to one sample per day, with a minimum of 
three days from the start of the sampling to obtain results. Combined with the very delicate 
mass spectrometry needed for a measurement campaign, as well as the complex labor 
required for this method, it is not a suitable method for larger campaigns. We therefore 
developed a second method, Method 2, with the aim of speeding up the sample throughput 
and also simplifying the labor involved, while at the same time improving the precision 
compared with Method 1. The primary innovation of Method 2 is a low-pressure 
equilibration chamber that takes advantage of the faster molecular diffusion at low pressure, 
to speed up the equilibration and splitting step (4 hours instead of overnight). 
The main objective of this work is to describe the two new Methods. A first version of 
Method 1 is also found in the dissertation of Headly [5]. To avoid future referencing of non-
peer-reviewed literature , we describe Method 1 in full detail here, while we also include the 
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most recent adaptations to this method and an extensive performance test that is not part of 
Headly [5]. The work here focuses on the technical aspects and the best practices (to our 
knowledge) to reach the highest precision to date in this type of measurement. At the end we 
assess the constraint on MOT based on the new improved precision gained with the new 
methods. In addition, we show that good quality ice and its identification form the basis for 
reliable paleoatmospheric data. For further application of the data derived here for MOT 
reconstructions and other scientific goals, the reader is referred to Headly and Severinghaus, 
Ritz et al, Kawamura et al, Headly, Buizert and Severinghaus, and Bereiter et al. [1,3–7] 
 
2 Sample Processing 
The basic principle of the methods to measure heavy noble gas elemental ratios in ice 
samples is shown in Figure 1. The details of each part of the method are explained in the 
following subsections. Here we give a short summary. In a first step, the air trapped in the ice 
sample is extracted by melting the ice under vacuum. Roughly 80 mL STP of sample air is 
required for this analysis, corresponding to roughly 800 g of ice. In a second step, the 
extracted air is split into two subsamples: a whole air sample and a noble gas sample. The 
latter is obtained by gettering all the non-noble gases on a Zr/Al getter material. The reason 
for the split is that the precision of the noble gas measurements is greatly improved by the 
gettering; but the Kr/Ar and Xe/Ar ratios are not well preserved in ice core samples due to 
leakage of Ar out of the bubbles [8]. Therefore, the Ar/N2 ratio is also needed for post-
measurement computation of the Kr/N2 and Xe/N2 ratios, which are well-preserved [9]. 
The two subsamples are measured on separate dual-inlet isotope ratio mass spectrometers, 
both of which have secondary (SS) and tertiary working standards (TS) containing a gas that 
has been adjusted to approximately match the samples (whole air and noble gases). The SS is 
used as the reference gas for each subsample measurement. The TS is occasionally compared 
with the SS to track possible mass spectrometer instabilities, changes in zero enrichments, 
and/or drifts of the SS. The SSs are referenced to our absolute primary standard, which is 
modern atmospheric air. This primary standard - which we call La Jolla Air (LJA) - is air 
sampled via a non-fractionating method at the Scripps Pier in La Jolla (CA, USA) [10]. All the 
results given here are expressed as a difference of ratios relative to  LJA (-notation) 
following Coplen [11]: 
 𝛿(𝑥) =
𝑅𝑠𝑎𝑚𝑝𝑙𝑒
𝑥
𝑅𝐿𝐽𝐴
𝑥 − 1, (1) 
 
where Rx denotes the number ratio of elements x obtained in the sample and LJA, 
respectively. Note that -values are usually small numbers and are therefore given in per mil 
(‰, 10-3), or in our case mostly in per meg (10-6). 
The sample processing comprises the sample extraction, sample splitting and sample 
gettering part. In Method 1, the extraction and gettering parts are combined on one processing 
line (see Figure 2) and the splitting in the isothermal water bath is done in an external line 
attached to the main line when needed. In Method 2, the main line of Method 1 is only used 
for sample extraction and a second vacuum line is used for splitting and gettering (Figure 2). 
This allows parallel sample processing with Method 2 and, hence, speeds up the sample 
throughput. 
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2.1 Extraction (common to both Methods) 
The extraction of the air from the ice follows closely the prior protocols of Kawamura et al, 
Headly and Severinghaus, and Battle [4,5,8]. In a -25°C freezer room, an ice sample with 
roughly 800g weight is prepared. The effective sample size varies from core to core because 
of the different air content, which varies primarily due to the elevation of the ice deposition 
site [12]. For samples with high air content as from the WAIS Divide ice core (110 ml STP/kg) 
about 700g are enough. For samples with low air content such as from the Taylor Glacier (90 
ml STP/kg) about 900g are needed. The maximum sample size that was processed with the 
current method is around 1.2 kg of ice. This is limited by the melting vessel dimensions. 
Cracks in the ice are avoided as much as possible or cut out of the sample, and a minimum of 
about 2 millimeters of ice is shaved from each surface of the sample ice to limit potential 
contamination  caused by gas diffusion through the ice lattice [13]. The sample is placed in a 
stainless steel melting vessel of roughly 2.5 liters in volume together with a glass 
encapsulated stir bar and sealed with a ConFlat® flange. The sample is then transported to 
the laboratory in a box and placed in a freezer to avoid warming of the vessel. 
In the laboratory, the vessel is attached to the extraction line using an Ultra-Torr® connection 
and kept cool with an ethanol bath at -20°C. The vessel is then evacuated through water trap 
1 using the vacuum pumps (a turbo-molecular pump and an oil-free roughing pump in series). 
Water trap 1 is a double trap cooled with liquid nitrogen to protect the pumps from water 
vapor and to keep the vacuum lines dry. 
Once the majority of the air in the melting vessel is pumped out, we evacuate the freshly 
attached vacuum lines, the melting vessel surfaces, and the ice sample surfaces via 
sublimation for 20 minutes. A leak check is performed during this phase to make sure that the 
new connections and the melting vessel are leak tight (criterion for passing a leak check is 
that the pressure on P1 does not rise more than 1−4 torr in 30 seconds when the pump is 
closed off). 
After this pump down period, the valves are switched such that the evacuation passes through 
water trap 2 instead of water trap 1 (closing V3, V4 and V5; opening V2, V6 and V7). Water 
trap 2 is a glass bead trap, which in Method 1 was cooled with an ethanol bath at roughly -
80°C [5]. It was difficult to control the ethanol bath temperature, so we replaced it with an 
automated PID-regulated liquid nitrogen nozzle for Method 2. This device is able to stabilize 
the trap temperature at -100 +/- 1°C (note that Xe starts to be trapped below -110°C). The 
nozzle introduces liquid nitrogen into a Dewar in which a small fan mixes the cold nitrogen 
gas. 
After the switch to water trap 2, the cryo-trapping of the sample air at 4K is started (closing 
V10, opening V9) and the ethanol bath (at the melting vessel) is removed and replaced with a 
warm water bath at roughly 40°C such that the water just touches the bottom of the vessel. 
This marks the start of the effective extraction phase which takes about 60 min. 
During the first 20-30 min of this phase the ice is melted, and the air extraction rate must be 
controlled to not exceed a level that would cause water vapor to break through water trap 2. 
From experience the break-through can occur when P1 (capacitive pressure gauge) reads 
above 2 torr, so the pressure is kept below this level by manually controlling the water bath 
temperature and its level. We keep the water temperature above 30°C by adding hot water as 
needed, and slowly raise the water level from the bottom of the vessel to the top, while 
constantly stirring the water bath and measuring its temperature. At the beginning, the 
melting is slow because a water layer has not yet formed between the ice and the vessel floor, 
which conducts heat to the ice. Once the layer has formed, melting is rapid. To minimize 
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surface degassing from the inner walls of the vessel, the water bath level is kept below the 
inner water level so as to only warm the water in which the ice is sitting. Because we cannot 
observe the inner water level, some experience is required for this process. 
After 20-30 min the pressure reading on P1 shows a quick drop below the 0.1 torr level. This 
marks the end of the melting phase and the point in time that the water bath is removed. 
Again, some experience is needed to recognize the end of the melting and it is important not 
to wait too long as this could cause warming of the water and a clogging of the water trap, 
due to the strong vapor pressure dependence on temperature. Now the glass-encapsulated 
magnetic stir bar inside the vessel is actuated to help degas the melt water. This degassing 
phase comprises the rest of the 60 minutes extraction phase, which is critical for the complete 
extraction of xenon. During this phase the dip tube is lowered into the liquid helium in about 
2 steps to expose fresh stainless steel surface area in order to keep the cryo-trapping efficient 
for the remaining gases. 
Towards the end, a stable pressure of a few millibar should be reached at P1, which is due to 
the helium in the ice sample that cannot be cryo-trapped. Now the sample dip tube is closed 
(V9) and removed from the liquid helium tank. 
 
2.2 Splitting and Gettering (Method 1) 
The dip tube with the sample air is attached to two leak-tight stainless steel expansion 
volumes of 180 cm3 and 4 cm3, respectively [5]. To ensure a minimal leak rate, only VCR® 
connections are used in this assembly. The 4 cm3 volume can be separated from the rest with 
a valve. The sample air is expanded into the expansion volumes and the whole assembly is 
submerged in a water bath. The water bath ensures a highly homogenized temperature field 
within the assembly, which otherwise would degrade the measurement due to thermal 
fractionation of the gases. The assembly is left in the isothermal bath for at least 12 hours to 
homogenize the gases within the assembly. Afterwards, the valve between the two expansion 
volumes is closed while still in the water bath, completing the non-fractionating split of the 
sample air. 
The two subsamples are now transferred into separate dip tubes via cryo-trapping at 4K, as in 
section 2.1. Here our standard transfer procedure consisting of 10 minutes of cryo-trapping in 
total is applied [8,14]. For the transfer of the whole air subsample (4 cm3), a CO2 trap 
consisting of a 3/8 inch OD Pyrex U-trap at 77 K is interposed (equal to trap in Figure 2, 
bottom). After this step, processing of the whole air subsample is finished and the 
corresponding dip tube is placed in the queue for analysis (see section 2.4). 
The dip tube containing the large volume subsample (180 cm3) is attached to the extraction 
line (V13 in Figure 2, top) for gettering. The getter oven (a 1/2 inch OD quartz glass tube 
wrapped with heating wire) is filled with 36 Zr/Al getter sheets and connected to the vacuum 
pumps. In an initial 10-min cleaning and activation phase, the getter oven is heated to 100°C, 
followed by a second such phase for which the oven is heated to 900°C. After this, the pumps 
are closed off (closing V12) and the sample air is expanded into the 900°C hot getter oven 
and the 80 cm3 volume (opening V13 and V15). The 80 cm3 volume is needed to pull the 
bulk of the sample air out of the dip tube and bring it into proximity to the getter for efficient 
gettering. The 900°C Zr/Al now starts to absorb all gases except the noble gases. 
After 10 minutes, the sample dip tube is closed (V13) while gettering is continued for another 
10 minutes. The oven temperature is then lowered to 300°C to let the getter absorb H2 for the 
next 5 minutes before it is switched off. The first portion of the gettered sample is then 
transferred into a fresh dip tube using the standard transfer procedure, except that the dip tube 
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is not removed from the liquid helium after closing the dip tube valve. The gettering is now 
repeated for the portion of the sample left in the dip tube, for 20 minutes at 900°C followed 
by 5 minutes at 300°C. This portion is then transferred into the same dip tube as the first one. 
This technique reduces the background pressure of Ar in the second gettering step to ensure 
fast molecular diffusion and complete removal of N2. After this step processing of the second 
subsample (noble gas sample) is finished and the dip tube is placed in the queue for analysis 
(see section 2.4). 
 
2.3 Splitting and Gettering (Method 2) 
Method 2 employs a large (1060 cm3) stainless steel bellows to permit the creation of 
temporary low gas pressures which increase the diffusive homogenization and, hence, speed 
up the splitting process. The bellows also permit efficient gettering and cryo-trapping after 
the split is complete, by compressing the bellows to reduce the system volume. The required 
isothermal state during the splitting is achieved by an air temperature homogenizing system 
instead of the water bath. The sample processing for this new method proceeds as follows. 
The dip tube with the sample air is attached to the new splitting and gettering line at V1 
(Figure 2, bottom). First, the sample air is expanded into the fully extended bellows (V4, V5 
closed; V1, V2, V3 open). Our standard routine consists of one cycle of pumping with the 
bellows, which means that V2 is closed, the bellows compressed to its minimum, V2 opened 
and closed again and the bellows extended again to its maximum, and V2 opened again. The 
idea of this pumping sequence is to reduce the initial gas fractionation inherited from the dip 
tube by mixing via induced turbulence (the gases in the dip tube are highly fractionated due 
to cryo-trapping). We carry out only one of these sequences because more such sequences 
were found to increase the fractionation (see section 3.2). 
Now, the temperature insulation box (see Figure 2) is closed and the air mixing fan in that 
box turned on. Depending on whether the sample air has been extracted on the same day or 
on the day before, we leave the system in this configuration for a minimum of 6 and 4 hours, 
respectively. This time is needed to homogenize the sample air completely in the system by 
molecular diffusion (see section 3.1 for more details). After the equilibration time is over the 
temperature difference between two distant spots in the box is recorded (usually below 
0.05°C) and the sample is split (closing V1). 
Now the getter oven is prepared and cleaned/activated in the same way as in Method 1 (see 
2.2). The gettering is then started (closing V7; opening V5) and the bellows is compressed to 
its minimum. In contrast to Method 1, no two-step gettering is needed here, due to improved 
gas diffusion arising from the shorter path length for the gases to diffuse to the getter 
material, and the larger-diameter tubing leading to the getter oven. All non-noble gases are 
removed in a single run of 55 minutes of gettering at 900°C followed by 5 minutes at 300°C 
(to absorb H2). Now this noble gas subsample is transferred into a new dip tube, which will 
be put in the queue for IRMS analysis (see section 2.4).  Afterwards, the whole air subsample 
remaining in the line is also transferred into a new dip tube for analysis through the same type 
of CO2 trap as in Method 1. 
 
2.4 Mass Spectrometry 
The mass spectrometry protocol builds on the work of Headly and Severinghaus, Headly, 
Severinghaus et al, and Orsi [1,5,8,10]. The noble gas subsample is analyzed on a MAT 253 
isotope ratio mass spectrometer from Thermo Fisher Scientific (Bremen, Germany) that 
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contains8 Faraday cups/measurement channels. The whole air sample is analyzed on a Delta-
V Plus isotope ratio mass spectrometer from Thermo Fisher Scientific that contains 6 Faraday 
cups/measurement channels. Both spectrometers are specifically configured for the needs of 
the method described here (see Table 1 for details). These dedicated spectrometers provide 
better ion current statistics and more measurement channels/parameters than Headly and 
Severinghaus [1] had available, providing better control over potential artifacts. Following the 
previous work, we also apply a "pressure imbalance correction" (PIC) and "chemical slope 
correction" (CSC) on both machines. The PIC factor is subject to changes on weekly 
timescales and is calibrated at least once a week during a measurement campaign. The CSC 
factor is more stable/smaller and is usually calibrated once per measurement campaign. 
For both mass spectrometers the sample tubes are connected to the corresponding instrument 
using VCR® connections (sample side), while the secondary standards (SSs) are attached to 
the standard sides. The SSs (and TSs) are contained in a 2-liter stainless steel welded 
cylindrical can with a small pipette volume (1.3 cm3) at the exit for removal of an 
unfractionated aliquot. The same gas inlet procedure is undertaken on both machines: First, 
the evacuated pipette volume is closed towards the spectrometer and opened towards the SS 
and equilibrated with the SS for 10 minutes. During this time both bellows of the dual inlet 
system (40 cm3) are cleaned from the previous sample and expanded eventually to their 
maximum. After the 10 minutes, the SS pipette volume is separated from the main volume, 
and both the sample and the SS aliquot are then expanded into the corresponding bellows. 
The gases are then equilibrated with the bellows for another 10 minutes, after which the 
bellows are closed to the inlets and the corresponding measurement sequences are started. In 
early the stages of Method 1 the two equilibration phases were only 3 minutes long [5]; it was 
subsequently found that the precision could be improved using a 10-minutes equilibration. 
The Delta-V Plus mass spectrometer allows the simultaneous collection of 6 ion beams 
between masses 28 and 44, thus producing 15N, 18O, O2/N2, Ar/N2 and CO2/N2 values 
simultaneously (see details in Table 1). The main target ratios of this measurement are the 
15N and Ar/N2 values. The CO2/N2 values are only used for quality control (due to the 
isobaric interference with the 15N value of CO+ produced in the mass spectrometer ion 
source from CO2 that might have escaped removal and/or leaked into the sample). Depending 
on whether we target 18O values, a more extensive pretreatment of the dip tubes with pure 
O2 to passivate the metal surfaces may be carried out before a measurement campaign. This is 
due to oxidation processes in the dip tubes that can raise 18O values and reduce O2/N2 
values. 
On the MAT 253 mass spectrometer several different measurement sequences are run in 
series (see Table 1) to obtain 40Ar, 86Kr, Kr/Ar and Xe/Ar values. The latter two are 
measured using a "peak-jumping" method in which the spectrometer magnet setting is 
changed sequentially between argon and krypton, or argon and xenon (we amended the peak-
jumping method to collect 40Ar instead of 36Ar as was done in Headly [5]). One changeover 
cycle in these peak-jumping methods contains a standard and sample comparison in the first 
magnet setting followed by a similar comparison in the second magnet setting. We run 6 (12) 
cycles for Kr/Ar (Xe/Ar) ratios, calculate a -value for each cycle, and use the average 
over these -values as our reported value. In another amendment to the Ar-Xe peak-jumping 
method, 129Xe was collected simultaneously with 132Xe in the xenon magnet setting to get a 
rough estimate of the 132Xe value. As expected, this ratio shows much larger uncertainty 
than the other isotope ratios due to the inherently low precision of the peak-jumping method. 
For most parameters from Method 2 (Flasks 1-9, Table 2), the overall machine error 
(obtained by measuring the two working standards SS and TS against each other) is very 
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similar to the total method error (including artifacts introduced by the sample processing). 
This shows that for these parameters Method 2 reaches the limit given by the mass 
spectrometry and it is not limited by the sample processing (extraction and splitting/gettering) 
as for Method 1. The exceptions are the 18O and O2/N2 values (machine precisions of 4 per 
meg and 16 per meg, respectively), which are altered due to the oxidation effects in the dip 
tubes. These effects, however, can be controlled by pretreatment of the dip tubes. In 
summary, the most recent changes included in Method 2 have significantly improved the 
precision. To further enhance the precision of these types of measurements the mass 
spectrometer analysis would need to be improved. 
 
3 Tests and Evaluation 
As mentioned above, the main goal of Method 2 was to increase the sample throughput. The 
limiting factor in Method 1 is the equilibration time (TE) of a minimum of 12 hours (see 
section 2.2). By introducing the large volume bellows into the system (see Figure 2, bottom) 
we reduced the pressure during the equilibration roughly by a factor of 5, which in principle 
reduces the equilibration time by a factor of 5. However, TE is also dependent on other factors 
such as the geometry of the system or the fractionation condition in the dip tube at the 
beginning. Therefore, we measured TE for the new system under realistic conditions that 
apply to our routine procedure.  
 
3.1 Sample Equilibration and Splitting 
The target of the experiments described here was to derive the minimum equilibration time TE 
required in the new system. To test this we cryo-trapped about 80 mL STP of dry LJA in a dip 
tube. The tube was attached to V1/V2 at the new splitting line (Figure 2) followed by the 
equilibration procedure described in section 2.3, with the negligible difference that the air 
was expanded with open V5, but closed V6 and V7 (the added volume  to the standard 
equilibration procedure is about 2%). After a certain time, we closed V1 and V5 and analyzed 
the air trapped in the volume V5-V6-V7 and in the dip tube on the Delta-V Plus. The 
difference between the two sections of the system is used as a measure of the progress of the 
equilibration (see Figure 3). We carried out these experiments for samples that were cryo-
trapped just before the experiments (no pre-equilibration), and for samples that were cryo-
trapped on the day before (overnight pre-equilibration). 
The results in Figure 3 (top panels) show an exponentially (log y-axis) decreasing difference 
of  the 15N and Ar/N2 values between the two sampled volumes. This is expected from a 
purely molecular diffusion-driven equilibration process following the release of a highly 
inhomogeneous gas mixture. Due to the cryo-trapping in the dip tube, gases apparently 
become highly fractionated owing to their different sublimation temperatures. Since the 
sublimation temperatures of different elements (here N2 and Ar) are much more different than 
between isotopologues of the same element, the initial fractionation of Ar/N2 value is much 
stronger (1-2 orders of magnitude) than that of the 15N value. 
The initial positive  Ar/N2 values and negative 15N values in the tube relative to the other 
volume is not straightforward to understand (note, that Figure 3 show standard deviations, 
which are positive by definition). We explain this by two different effects related to the 
thawing of the gases in the tube after it is removed from the liquid helium tank. For the 
Ar/N2 value, Ar sublimates after N2 due to its higher sublimation temperature. ALthough Ar 
is probably frozen higher up in the tube and closer to the inlet of the tube due to the higher 
  
This article is protected by copyright. All rights reserved. 
freezing temperature, N2 sublimates before Ar and passes the still-frozen Ar, filling up the 
area near the tube outlet/valve. In this way a concentrated N2 plume fills up the volume near 
the tube outlet and will leave the tube first when it is expanded into the system, leaving Ar-
enriched air behind in the dip tube. For 15N values (29N2/28N2), we speculate that the effect is 
a consequence of the faster diffusivity in air of the lighter isotopologue than the heavier one. 
During the cryo-trapping process, the gases have to diffuse towards the cold dip tube which 
leads to an enrichment of the heavier isotopologues in the gas frozen out last. When the tube 
is warmed up, the layers frozen out last will thaw first and, hence, the tube will be filled first 
with gas enriched in the heavy isotopologue. Because N2 is frozen out near the dead end of 
the dip tube which is bathed in the cold liquid helium, the gas enriched in heavy 
isotopologues becomes concentrated near the tube exit, and follows the same logic as for the 
Ar/N2 values. 
The dip tube will equilibrate slower than the rest of the volume due to the long (1 m), thin 
(1/4 inch) geometry of the tube and its low-conductance valve. Therefore, the equilibration of 
the Ar/N2 value in the tube that we measured in this experiment is a conservative indicator 
for the total equilibration of the gases in the system. Since Kr and Xe also have higher 
sublimation temperatures than N2, the enrichment of these gases in the dip tube is probably 
comparable. Based on the lower gas diffusivities of these heavier gases, Kr and Xe probably 
equilibrate slower within the system. However, due to the larger measurement uncertainty 
associated with these gases and the fact that we actually measure them at the larger portion of 
the splitting volume, we think that the equilibration time indicated by the Ar/N2 value is also 
a good estimate for the heavier gases. In any case, we measure LJA through the same 
procedure and equipment as the unknowns, so any small bias will also occur in LJA air and 
thus be canceled out when we normalize to LJA. 
Without pre-equilibration, a minimum of about 6 hours is required to equilibrate the sample 
in the new system. The comparison between the results using a three-cycle mixing procedure 
at the beginning of the equilibration (see section 2.3) and the one without mixing (empty vs 
solid data points in Figure 3, top panels), shows a tendency toward smaller gas fractionation 
for the mixed ones. We think that this is a real and beneficial effect of the mixing procedure 
on the equilibration, and three cycles are still below the number at which adiabatic 
fractionation becomes dominant (see section 3.2). However, for our standard routine 
described in section 2.3 we adopt a conservative approach and apply only one mixing cycle. 
For tubes that have been pre-equilibrated, a minimum of 4 hours equilibration time is found 
to be necessary. This shorter equilibration time allows us to increase the sample throughput to 
two samples per day. To make this possible, the first sample extracted on a specific day is 
equilibrated over the following night with enough time to reach the minimum of 6 hours 
while the second sample from the same day can be equilibrated the next day, only needing a 
minimum of 4 hours. 
Compared with Method 1, these equilibration timescales are about a factor two longer than 
expected from first-order approximations (see section 3). The 12 hours for Method 1 derived 
by Headly [15] was based only on the measured 15N value, which needs less time to 
equilibrate than the Ar/N2 value (see Figure 3) and could in fact explain the factor-of-two 
discrepancy. Headly[15] mentions that the Ar/N2 values still suggested a small disequilibrium 
after 12 hours, but regarding the overall method precision at that time, this was not 
considered as critical. The first order approximation, however, could also be too simplistic 
and secondary effects related to the geometry and adsorption/desorption effects in the 
equilibration unit could also play a role. Note that for practical reasons the equilibration in 
Method 1 is typically done overnight, for  which reason the effective equilibration time in this 
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method is usually 18 hours or more; however, this might still a bit too short and a reason why 
Method 1 shows a slightly worse performance than Method 2. 
 
3.2 Adiabatic Cooling- and Warming-Induced gas Fractionation (Adiabatic 
Fractionation) 
The reason that the equilibration takes several hours is that concentration gradients within the 
gas have to be homogenized by the slow molecular diffusion process. If it were possible to 
"stir" the gas, the equilibration step could go much faster. It is, however, not straightforward 
to stir gas in a closed vacuum system without contaminating it. During our equilibration tests 
we considered "stirring" the gas by quickly pumping the gas back and forth in the system via 
compression of the metal bellows. We reasoned that these fast gas movements would create 
turbulence at small features in the tubing and, hence, mix the gases. 
The results (Figure 3, bottom panel) show that the fractionation between the two sampled 
volumes increased with number of pumping cycles, contrary to the expectation of induced 
mixing by turbulences. The pumping cycles that we carried out are characterized by a factor 
of 10 volume change and a repetition time of around 10-30 seconds. Considering the 
relatively long repetition time, we expect a significant temperature buffering with the tubing 
walls and, hence, the process is only partly adiabatic. However, in the idealized purely 
adiabatic case the temperature change is about 450°C. Even if the effective warming is only a 
fraction of this due to the non-adiabatic share/heat buffering of the walls, this still creates 
adequate leverage for severe thermal fractionation [15]. We hypothesize that the effect is 
caused by this adiabatic heating and cooling of the gas in the following way: During the 
compression, the gas temperature adiabatically increases and becomes higher than that of the 
surrounding tubing. This drives an enrichment of heavy molecules towards the cold walls of 
the tubing. During expansion, the gas temperature becomes lower than that of the 
surrounding walls and the effect reverses, but because the pumping system consists of two 
sections with very different surface-to-volume ratios and conductance for the gas flow 
(bellow vs dip tube), the effects do not cancel out.  
Interestingly, we observe an opposite thermal signal in the 15N and Ar/N2 values (note that 
the standard deviations shown in Figure 3 are positive by definition), which indicates that 
other processes are also at work. For example, pressure fractionation which might occur at 
the bellow-tube transition during the fast compression/expansion could also play a role [15]. In 
addition, surface adsorption effects in the thin tube might be relevant and could explain why 
the elemental ratio Ar/N2 behaves differently from the isotope ratio 15N, because 
adsorption characteristics usually differ between elements, but not (so much) between 
isotopologues. It is known, for example, that Ar adsorbs preferentially relative to N2 in 
response to gas pressure increases in the stainless steel capillaries of the mass spectrometer.  
For a deeper understanding of the relevant processes and their magnitudes a numerical model 
using the true geometry of the system seems necessary. The large temperature changes and 
the corresponding thermal fractionation potential during the pumping experiments seem to be 
the logical driving element for the fractionation that we observe, but the geometry and other 
processes also seem to play an important role. Despite our incomplete understanding of the 
fractionation process that we observe here, the adiabatic-like pumping with the bellows, as 
was done here, increases the fractionation in our system after each cycle (Figure 3).The 
underlying mechanism is clearly related to the adiabatic warming and cooling in the process 
and is therefore distinct from “thermal fractionation”, which is usually understood as a 
isobaric process or “kinetic fractionation” and “barometric pumping”, which are isothermal 
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processes [4,6]. Due to the strongly undesirable effect of adiabatic fractionation on the 
homogenization of our sample, we reduced the pumping cycle to one stroke in our standard 
processing procedure (see section 2.3). 
 
3.3 La Jolla Air (LJA) Reference Measurements 
As in Headly and Severinghaus [1], our measurements are referenced to the modern 
atmosphere using direct atmospheric samples taken from the Scripps pier in La Jolla (called 
La Jolla Air (LJA)). The same non-fractionating procedure as described in Headly and 
Severinghaus [1] to collect LJA is used, with the difference that the series of 4 cm3 volumes 
was replaced with one 2-liter glass flask [10]. From such a 2-liter flask up to 5 LJA aliquots of 
80 cm3 STP can be taken, as shown by the fact that none of the parameters have a systematic 
trend over the course of 5 such aliquots (see Figure 4). This suggests that there is no 
significant fractionation in the taking of an aliquot. 
To capture the impact of small artifacts that may be induced by the method, these LJA 
samples are processed on the principle of equal treatment to ice samples. For practical 
reasons we do not, however, mimic the slow ice extraction process and the water vapor 
transport into the water trap occurring during air extractions from ice samples (some prior 
experiments by Severinghaus et al [8] have used degassed ice with LJA to improve the realism 
of the procedure; these did not find any significant effects). Our LJA aliquots are transferred 
within 10 minutes under dry conditions through the cold water trap 2 (see Figure 2, top) into 
a dip tube. Any subsequent processing is identical to that of the air from ice samples (see 
section 2). 
The results of repeated LJA measurements (Figure 4) represent the long term stability of 
Method 2. The parameters derived with the Delta-V Plus (crosses) do not show any 
significant trends and biases over this long period, demonstrating the long term stability of 
these parameters. The results are expressed as the deviation from the SS, as they are derived 
from the raw data from the mass spectrometers. In particular the SS of the MAT 253 is mixed 
from commercially obtained pure gases such that it approximately matches the expected 
mixing ratios from the samples, which are gravitationally enriched in the heavy noble gases. 
This is why the LJA values are negative relative to the SS for most cases. 
For the data obtained with the MAT 253 (triangles), significant shifts for all elemental ratios 
(Kr/Ar, Xe/Ar, Xe/Kr) and 40Ar values are found over the course of the period shown in 
Figure 4. Note that Xe/Kr ratios are not independently analyzed on the MAT 253, but rather 
calculated from the Kr/Ar and Xe/Ar values. However, by comparing the Kr/Ar, Xe/Ar 
and Xe/Kr values, it is possible to identify which ion beam was responsible for a certain 
shift. For example, the Kr/Ar and Xe/Ar values are lower for the January 2015 set than for 
the surrounding sets, which is not the case for the Xe/Kr values. This shows that the shift is 
probably caused by a change in the Ar beam. 
An ice sample measurement campaign is started and ended by a set of LJA samples as shown 
in Figure 4. In order to reference the ice sample results to the modern atmosphere, LJA 
reference values for each parameter and point in time are required. In normal cases, the 
means of the two bracketing sets are used for this reference LJA value, and the standard 
deviation of these data is taken as the analytical uncertainty for each individual sample (ice 
samples are too large, and ice too precious, to allow the taking of replicates for uncertainty 
estimates). In cases where there is a clear indication of a trend or shift in these reference 
values from the SS vs TS measurements, which are obtained on a regular basis, a linear 
interpolation between the two sets is used or each set is used separately up to  a certain point 
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in the bracketed campaign. 
The latter case applies to the shift of 40Ar values between sets in January and April 2015. 
During the measurement campaign between these sets we had to change the ion source 
filament in the MAT 253. This clearly caused a corresponding shift of the 40Ar values as 
identified by the surrounding SS vs TS measurements (not shown here). Therefore, for the 
sampling campaign between the two LJA sets, the January 2015 set is used as the reference 
for the 40Ar values before the filament change, and the April 2015 set for the values 
afterwards. For all other parameters no such separation is done to the LJA reference value. 
The standard deviations given in Table 2 for the 40Ar value and Flasks 1-6 show the effect of 
this LJA value separation on the derived precision. The value in the brackets shows the 
standard approach if we were to use both sets together. The other two values show what the 
value would be if we were to accept the filament effect and use the first and second set 
individually. It clearly shows that the standard approach would lead to larger uncertainties 
than can be expected from a stable mass spectrometer. 
In general, the approach to deal with system instabilities and uncertainties described here 
provides an objective measure of the analytical performance of the method for the period it 
has been used. The performance can slightly change over time mainly because the mass 
spectrometers do not always perform at the same level of stability (as seen in Figure 4). Also, 
it is important to include all the observed parameters in the assessment of method 
performance, as not all parameters react equally to a certain disturbance (as seen for example 
by the effect of filament change on the 40Ar value in Figure 4). With regard to an objective 
reconstruction of heavy noble gas ratios in the atmosphere and their application for mean 
ocean temperature reconstructions, a similar concept is recommended. By using all three 
noble gas ratios (Kr/N2, Xe/N2 and Xe/Kr) for ocean temperature reconstructions, an 
artifact introduced by a methodological problem is likely to fractionate the three ratios 
differently, such that the inferred ocean temperatures from the three ratios would diverge 
from each other. The disagreement of the three proxies thus serves as a quality control flag. 
 
4 Constraint on Global Mean Ocean Temperatures (MOT) 
As shown in Headly and Severinghaus [1] and Ritz et al [3], changes in atmospheric Kr/N2, 
Xe/N2 and Xe/Kr values can be used as a direct measure of changes in the MOT based on 
the solubility of these gases in ocean water. We use a two-box model consisting of one ocean 
and one atmosphere box to derive the uncertainty to be expected in the MOT based on the 
analytical uncertainties that we derived here. Ritz et al [3] showed that such a simple model is 
sufficient to describe the link between the MOT and noble gas mixing ratios (unless 
equilibration with the ocean is not changed i.e. by sea-ice as modeled in Ritz et al [3]). 
To infer MOT changes (relative to today) from a given Kr/N2, Xe/N2 or Xe/Kr value, we 
use the box model in a forward mode and infer MOT values by iterating the input MOT until 
the given atmospheric  value is reached within 1 per meg (0.001 ‰). In detail, the model 
works as follows: the total amount (moles) of dissolved gas x in the ocean (MOx) is 
calculated by 
 𝑀𝑂𝑥(𝑇 ) = 𝑠𝑜𝑙𝑥(𝑇 , 𝑆) ∙ 𝑉𝑂 ∙ 𝜌, (2) 
 
where solx(T,S) is the equilibrium gas solubility function providing the dissolved amount of 
the gas x in seawater at 1-atm pressure of air (mol/kg) which depends on the seawater 
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temperature T and salinity S. In the case described here with a single ocean box, T 
corresponds to MOT and S to the average global ocean salinity (34.72 PSS [16]). The solx(T,S) 
functions are taken from Headly et al [1]  which use the parameters of Hamme and 
Emerson[17] for N2  and Xe and of Weiss and Kyser [18] for Kr. VO is the total ocean volume of 
1.335x1018 m3 (ETOPO1) and  the average density of seawater of 1027.51 kg/m3 [16]. Note 
that the solx(T,S) functions have been derived for a moist atmospheric air mixture and, hence, 
already include the partial pressures of the corresponding gases. 
Our measurement is by definition relative to the current atmospheric composition. Due to 
mass conservation of noble gases in the ocean-atmosphere system [1,3], an observed deviation 
from the  current atmospheric composition corresponds to the change in dissolved moles of 
gas in the ocean relative to today. For today (t = 0) the dissolved amount is defined by the 
current MOT (T0) = 3.53°C [16]. The difference of MOx(T0) - MOx (T1) represents the change 
in total dissolved moles in the ocean due to the corresponding change in MOT of period t=0 
relative to period t=1. This change in dissolved moles has to be provided by the atmosphere 
due to mass conservation in the ocean-atmosphere system. Using the total amount of moles in 
the atmosphere M A: 
 𝑀𝐴 =
𝑉𝑎
𝑉𝑠𝑡
, (3) 
 
with Va being the total dry atmosphere volume of 3.97e18 m3 [3] and Vst the standard volume 
of one mol of gas (0.02241 m3/mol), we can calculate the change in molar fraction in the 
atmosphere of gas x ∆MAx as follows: 
 ∆𝑀𝐴𝑥(𝑇𝑡) =
𝑀𝑂𝑥(𝑇0) − 𝑀𝑂𝑥(𝑇𝑡)
𝑀𝐴
. (4) 
 
Based on this, the change in atmospheric mixing ratio of gas x1 relative to x2 for a given 
change in MOT (Tt) is calculated as follows (-notation, see Eq. (1)): 
 𝛿𝑥1/𝑥2(𝑇𝑡) = (
(𝐹𝐴𝑥1
0 + ∆𝑀𝐴𝑥1(𝑇𝑡)) (𝐹𝐴𝑥2
0 + ∆𝑀𝐴𝑥2(𝑇𝑡))⁄
𝐹𝐴𝑥1
0 𝐹𝐴𝑥2
0⁄
− 1), (5) 
 
 
where FA0 denotes the molar fraction of gas x in the current atmosphere. The results of this 
model are basically identical to those obtained with the corresponding box model of Ritz et 
al. [3]. Note that the definition of the solubility function in Ritz et al [3] (denoted as ) is per 1-
atm pressure of gas x, and not per 1-atm pressure of air, for which reason the partial pressure 
appears in their formulae. 
We can now derive the expected constraints on MOT based on the measurement uncertainties 
of the Kr/N2, Xe/N2 and Xe/Kr values given in Table 2. For this a Monte Carlo simulation 
is performed in which for each parameter 1,000 -values of each parameter are generated 
with a distribution around zero corresponding to the given uncertainties. For each of these 
values the box model is iteratively run forward to find the MOT that fits the -value within 1 
per meg (0.001 ‰). The standard deviation of the output MOT for each species is given in 
Table 2 (bottom) and represents the constraint on MOT as limited by the analytical 
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uncertainties of the Kr/N2, Xe/N2 and Xe/Kr values in the atmospheric samples presented 
in section 3.3.  
This, however, does not necessarily have to be equal to the uncertainty obtained for trapped 
air in ice samples due to 1) gas fractionation effects during the extraction process which can 
be difficult to control, and 2) effective variations in the trapped air between 
neighboring/replicate samples. The second point can occur e.g. when gas loss after ice core 
drilling has significantly altered the trapped air [8]. These gas loss effects depend strongly on 
the storage temperature and duration [13], for which reason ice that has been drilled not too 
long ago and which has been stored carefully at low temperatures is preferred. The data 
shown in Figure 5 (see section 5) are obtained from such well-preserved ice (WAIS Divide). 
The data from above and below the BCTZ – which cover a period where MOT is expected to 
be stable and which therefore can be considered as first-order replicates – show variability 
consistent with the uncertainty derived from the atmospheric samples. This suggests that the 
potential additional sources of noise are not substantial. Furthermore, a recent extensive study 
on ice samples [7] shows that the data variability is consistent with the uncertainty from 
atmospheric samples throughout the whole record.  Nevertheless, as shown in section 5 the 
quality of the ice and its history since the drilling are essential for a successful retrieval of 
unaltered atmospheric heavy noble gas ratios from ice core samples. 
 
5 Detecting Bad Ice Quality: The Bubble to Clathrate Transition Zone (BCTZ) 
In order to reconstruct ocean temperatures following Headly et al [1], the trapped gas must be 
well preserved in the ice. In any deeper ice core there exists the so called Bubble-to-
Clathrate-Transition-Zone (BCTZ) (or Brittle Ice Zone) [19] in which the preservation of 
trapped gases is problematic due to post-coring fractionation processes (i.e. gas loss) [20] and 
fractionation between the co-existing gas enclosures [21]. The effects of the BCTZ on the solid 
ice quality (brittleness) and on the trapped gas quality do not necessarily overlap with each 
other. The effects in the gas records are usually not found in the top half of the BCTZ, but 
instead are pronounced towards the lower end with a "tailing-off" behavior below the BCTZ 
[20–22]. Nevertheless, the final alteration in the trapped gases is a complex combination of the 
different effects and is difficult to quantify/model. Therefore, the best practice in the ice core 
gas research community to identify the "BCTZ-affected" depth range is currently to measure 
the target parameters within and around the BCTZ, and put the results into the context of the 
expected climatic variations over the covered time period. This has not yet been done for the 
heavy noble gas ratios obtained here. 
One sensitive indicator for (BCTZ) alterations in the trapped gases is the Ar/N2 value. After 
correction for firn fractionation processes, in "good" ice this parameter is slightly negative 
due to preferential loss of Ar during bubble close-off [9], but shows strong positive excursions 
around the BCTZ due to preferential loss of N2 after coring [20]. We therefore use firn-
fractionation-corrected Ar/N2 values as the primary BCTZ detection parameter. Figures 5 
and 6 show such data from the WAIS Divide and NEEM ice cores, respectively, in the top 
panels. In the WAIS Divide core the BCTZ/Brittle Ice Zone covers the 650m to 1300m depth 
range (corresponding to 2,700 to 6,000 years BP). In the NEEM ice core the BCTZ/Brittle Ice 
Zone covers the depth/time range from 609m to 1281m (3,000 to 9,000 years BP) [19]. 
For our purpose here it is sufficient to correct the data only for gravitational firn fractionation, 
because the BCTZ alterations are fairly strong and the time windows involved are not our 
primary interest, as they lie within the Holocene during which time surface 
temperatures/thermal fractionation were fairly constant/small [23]. For the WAIS Divide data 
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we use 40Ar values for gravitational correction following Headly and Severinghaus [1] while 
for the NEEM data we use 86Kr values accordingly. The NEEM ice has experienced 
significant warming during storage (up to -5°C), potentially causing fractionation due to gas 
loss, in particular for species with a small collision diameter. In fact, if 40Ar values are used 
for gravitational correction in the NEEM data, the noble gas ratios in the undisturbed/shallow 
part (Figure 6 (bottom)) lie around -1‰, whereas they are expected to be around 0‰ (which 
is the case if 86Kr values are used). This could be explained by increased gas-loss 
fractionation during the warm storage period, as found by Severinghaus et al[8],  which 
depends on the collision diameter of the individual species as shown by Huber et al. [24] If 
true this would suggest preferential loss of 36Ar with respect to 40Ar during this warm core 
handling episode, and explain why Kr-isotopes (with a bigger collision diameter) are more 
suitable for gravitational correction in this case. 
The data from the WAIS Divide core (Figure 5) are better suited to identify the effects of the 
BCTZ because 1) they cover a wider range around the BCTZ, 2) all data is well within the 
"stable" Holocene period, and 3) the ice has not suffered from warm storage (in fact, this ice 
has been stored with extraordinary care at cold temperature (-50°C) for most of the time). 
Using Ar/N2 values as a BCTZ indicator in this data set, the depth range between 1,120 and 
1,370 meters (two samples marked by the gray bar) show the expected positive 
anomalies/excursions characteristic of the BCTZ. For these two samples, the heavy noble gas 
ratios show a much larger spread than that found for the first two and last three samples of the 
record (which should not be affected by the BCTZ). This indicates selective loss for heavy 
noble gases within and below the BCTZ (the "spread" is independent of the isotope ratio used 
for gravitational correction); however, this "spread" pattern is also seen in the two following 
samples below the ones identified by the Ar/N2 values. This suggests that the problematic 
depth range for noble gas ratios reaches down to 1,510 meters and, hence, has a longer "tail" 
than can be identified with the Ar/N2 values. The isotope ratios (Figure 5, bottom panel) 
show only abnormal patterns for one data point, showing that isotope ratios are not affected 
by the BCTZ as strongly as elemental ratios. Note that this is a fairly qualitative identification 
of the BCTZ and depends on the assumption of stable ocean temperatures and firn 
fractionation processes over the observed period. 
If the BCTZ-affected range found for the WAIS Divide ice core is also applicable for the 
NEEM ice core, the samples that we analyzed between 1,200m to 1,400m depth in this core 
should also be altered by the BCTZ. The Ar/N2 values only show one clear positive 
excursion in the suspected depth range, but the heavy noble gas ratios indicate BCTZ effects 
in all samples of this range. Due to the sparse data from the NEEM core and the fact that this 
core was warmed significantly in the field, the interpretation of this data is ambiguous. As 
more data becomes available in the future, however, it might be possible to rule out some of 
the issues associated with bad ice quality and ice around the BCTZ. 
Nevertheless, the data from the WAIS Divide and NEEM ice cores indicate that the heavy 
noble gas ratios are more sensitive to bad ice quality/BCTZ than other parameters, requiring a 
careful investigation of such effects, in particular if samples are taken within a few hundred 
meters below the conventionally-determined BCTZ. Those samples not identified by positive 
excursions in Ar/N2 values but only by a spread in the noble gas ratios tend also to exhibit 
negative excursions in O2/N2 values, suggesting that this parameter could play an important 
role in future outlier detection. 
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6 Conclusions 
The two methods that we describe here enable the determination of (heavy) noble gas 
elemental ratios, and their isotope ratios, in trapped air from ice samples. For the three 
elemental ratios Kr/N2, Xe/N2 and Xe/Kr, which are obtained via peak-jumping, 
precisions of 130-200, 130-310 and 110-210 per meg are reached, respectively. This is 
sufficient to provide a constraint on mean ocean temperatures on glacial-interglacial 
timescales [1]. The expected uncertainties (standard deviations) on ocean temperature 
reconstructions are 0.32-0.21°C for Kr/N2, 0.18-0.08°C for Xe/N2, and 0.2-0.1°C for 
Xe/Kr. For the primary isotope ratios, 15N, 40Ar and 86Kr, precisions of 0.7-3.3, 3-7 and 
15 per meg are reached, respectively.  This allows precise reconstructions of the firn 
fractionation processes [4] that have to be taken into account to reconstruct the true changes in 
the atmosphere [1]. 
Both successively-developed methods presented here allow measurement of the targeted 
parameters with reasonable precision; however, the latest method (Method 2) has the 
following advantages with respect to the earlier Method 1: 
 
1. It can be run twice as fast (two samples per day). 
2. It is less labor-intensive and therefore less prone to operator-induced artifacts and 
errors. 
3. Several key components (water trap 2 temperature, isothermal status during splitting, 
equilibration time and process) are better controlled and/or investigated. 
4. The precision of the 15N values is at least 30% better. 
5. The precision of the Kr/N2, Xe/N2 and Xe/Kr values is 30% to 60% better. 
 
In particular, the increased sample throughput is important if a larger measurement campaign 
is planned (with several tens to one hundred samples). The main reason for the improvements 
in precision is probably the more complete gas equilibration in Method 2, which was a key 
target in the development of this method. Because the different heavy noble gas ratios are 
differently sensitive to artifacts such as 1) thermal fractionation during the processing, 2) 
fractionation in bad quality ice, and 3) probably also incomplete equilibration, it is suggested 
that all three ratios in combination are used as a proxy for ocean temperature, as they all 
should contain the same ocean temperature signal [1,3]. 
In addition, an unexpected source of gas fractionation during the sample processing was 
observed called "adiabatic fractionation" (in contrast to thermal fractionation), which is new 
to us and might be of importance for other gas processing/analytical applications. The effect 
occurs when gas is compressed and expanded in a closed system. We hypothesize that the 
warming and cooling of the gas due to the adiabatic compression and expansion lead to local 
thermal fractionation in the assembly, causing the fractionation that we observe. 
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Measurement Sequence Air Argon Krypton Ar-Kr Ar-Xe 
Mass Spectrometer Model Delta-V Plus MAT 253 MAT 253 MAT 253 MAT 253 
Observed Masses 28/29/32/34/40/4
4 
36/38/40 82/83/84/86 40/84 40/132(129) 
Faraday Cups 1/2/3/4/5/6 1/2/6 3/4/5/7 6/5 6/6(4) 
Amplification Resistors [Ω] 
3e8/3e10/1e9/ 
3e11/1e10/1e12 
1e11/1e12/3e
8 
1e12 for all 3e8/1e12 
3e8/1e12(1e1
2) 
PB Mass/Beam Intensity [V] 28/4 36/5.5 84/4.0 36/5.5 36/5.5 
Integration Time [s] 8 8 16 8/16 8/16 
Idle Time [s] 8 8 16 8/16 8/16 
Change Over Cycles 16 16 25 6 12 
Block Repetitions 4-8 3-4 4 3 2 
 
Table 1: Characteristics of measurement sequences run on the two dual inlet isotope ratio 
mass spectrometers. The content of line two to four (masses, cups and resistors) is following 
the same order from left to right and characterizes each measurement channel of the 
instrument in the corresponding measurement mode. The fifth line describes the parameters 
that are used for the pressure balancing (PB), which is done at the beginning of each block. 
One block is defined as a set of changeover cycles (sample-standard change over) following a 
single pressure balancing and peak centering step. On the MAT 253 the methods are run in 
sequence from left to right of the Table. The final result of a sample is given by the mean of 
the pressure-corrected and chemical slope-corrected block means and its uncertainty by the 
standard deviation of that mean, taking into account the low number of blocks with an inverse 
t-function. 
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Parameter 
 
Mass 
ratio 
Method 1 
Method 2 
Flasks 1-6 
Method 2 
Flasks 7-9 
m - 4 6 3 
n - 11-13 27-28 9-14 
15N 29/28 3.3 2.2 0.7 
18O 34/32 7 16 7 
40Ar 40/36 4 6/7 (14) 3 
40Ar(38) 40/38 7 8 8 
86Kr 86/82 16 15 15 
86Kr(84) 86/84 12 13 23 
86Kr(83) 86/83 25 25 26 
132Xe 132/129 - - 140 
O2/N2 32/28 140 680 200 
Ar/N2 40/28 105 24 17 
Kr/N2 84/28      200 150 130 
Xe/N2 132/28 310 240 130 
Xe/Kr 132/84 210 180 110 
MOT 
[°C] 
Kr/N2 0.32 0.24 0.21 
Xe/N2 0.18 0.14 0.08 
Xe/Kr 0.2 0.17 0.1 
 
Table 2: Top section: Comparison of the total method precisions for Method 1 and Method 2 
(Flasks 1-9, see also Figure 4). The primary target parameters are underlined. The secondary 
parameters are mainly for quality control purposes (see also section 5). The data show 
standard deviations in per meg units (0.001‰) of a total of n repeated LJA samples taken 
from m different flasks. The ratios Kr/N2 and Xe/N2 are derived by combining Ar/N2 
measured by the Delta-V Plus with the Kr/Ar and Xe/Ar ratios obtained by the MAT 253 
mass spectrometer. Bottom section: Corresponding uncertainties in reconstructed Mean 
Ocean Temperatures (MOTs) based on the analytical uncertainties of the Kr/N2, Xe/N2 and 
Xe/Kr values using the box model as described in section 4. 
  
  
This article is protected by copyright. All rights reserved. 
 
Figure 1: Overview of sample processing and analysis. Sample processing goes from left to right. CSC = 
chemical slope correction; PIC = pressure imbalance correction; TS = tertiary standard; SS = secondary 
standard. See section 2 for details about the first two steps and section 2.4 for the other elements of the 
process. 
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Figure 2: Sample processing lines used in the two methods described here. Top: Extraction line used in 
both methods to extract the trapped air from the ice sample and collect the air in the dip tube to the 
right via cryo-trapping. This is the main working line for Method 1 for which the getter section is at-
tached to V12 as shown. In Method 2 this part is not used. All tubing including the dip tube is made of 
stainless steel with the exception of the traps and getter, which are made of glass. The outer diameter 
(OD) size is 1/2 inch for the main lines, 3/8 inch around the traps, and 1/4 inch for the dip tube. Bot-
tom: The Splitting and Gettering line is used only for Method 2. The collected air from the extraction 
line, contained in a dip tube, is attached to V2 for introduction. All tubing is also made of stainless steel 
(except for the CO2 trap and getter, which are glass) and uses VCR® connections. Between the bellows, 
V1, trap and the vacuum pumps the tubing size is 1/2 inch OD. The dip tubes and the section around V8 
are 1/4 inch OD, while the trap is 3/8 inch OD. The temperature-homogenized section is in a plywood 
box in which a small air fan circulates the air. The tubing in this section is not directly mounted to the 
metallic hanger assembly but only touches wood, in order to isolate the tubing from the lab tempera-
ture. With this approach the temperature in the box is homogenized usually within 0.05°C as observed 
with two temperature sensors attached to the tubing at distant spots in the box. 
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Figure 3: Top panels: Gas fractionation in the new splitting line (Figure 2) dependence on different equi-
libration times. The data show standard deviations of the results from the two volumes (see text). The 
dip tube volume shows in all cases initially negative values in δ15N and positive values in δAr/N2 com-
pared to the other volume (note that the plotted standard deviation is positive by definition). Open sym-
bols: no mixing cycles (see section 2.3) applied prior to equilibration. Solid symbols: 3 mixing cycles 
applied prior to equilibration. Left: sample is equilibrated shortly after cryo-trapping. Right: sample is 
equilibrated the day after cryo-trapping. Bottom panel: Gas fractionation in the new splitting line relative 
to the number of pumping cycles with the bellows. The anomalous values in δ15N and in δAr/N2 of the 
tube volume compared to the other volume become larger with the number of pumping cycles. The data 
were obtained after 30 min of equilibration. The bellows pumping procedure is described in section 2.3. 
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Figure 4: Repeated LJA measurements over the course of a year using Method 2. Data show the mean 
values of the sequences (see Table 1) run on the two mass spectrometers (crosses = Delta-V; triangles 
= MAT 253) for one LJA sample relative to the SS. Data are organized in sets of consecutive measure-
ments,  which are used to determine the LJA reference value for the ice sample measurements in be-
tween these sets. Note that the filament had to be replaced between Jan. 2015 and Apr. 2015, which 
caused the corresponding shift in δ40Ar values. 
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Figure 5: Parameters of trapped gases in ice samples from the WAIS Divide ice core obtained with Meth-
od 2, covering the last roughly 10,000 years (Holocene). All parameters are corrected for gravitational 
enrichment of the heavy isotopologues in the bottom of the stagnant firn column using measured δ40Ar 
values [1]. The data are indicative of the negative effects of the BCTZ by the abnormal patterns seen in 
the parameters relative to surrounding parameters. Top panel: δAr/N2 and δO2/N2 with the positive ex-
cursions in δAr/N2 caused by the BCTZ, as seen in Kobashi et al. [22]. Middle Panel: Noble gas elemental 
ratios δKr/N2, δXe/N2 and δXe/Kr, showing that the BCTZ causes a spread among different ratios, and 
suggesting that this effect occurs in a wider depth range than previously recognized. Bottom panel: 
Isotope ratios,  which show clear anomalies for only one data point. 
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Figure 6: Parameters of trapped gases in ice samples from the NEEM ice core obtained with Method 1,  
covering roughly the last 10,000 years (Holocene).Similar to the data shown in Figure 5, the data shown 
here are corrected for gravitational fractionation in the firn column. Here, however, the measured δ86Kr 
values are used instead of δ40Ar values for this correction (see text for more details). Top panel: δAr/N2 
and δO2/N2 with one clear positive excursion in δAr/N2 at 1285m depth. Bottom Panel: Noble gas ele-
mental ratios δKr/N2, δXe/N2 and δXe/Kr, suggesting that the BCTZ effects on these parameters (large 
spread)  have affected all samples in the deep section (1,285m – 1,370m). Note that the BCTZ identifi-
cation made based on these data is more uncertain than for the data in Figure 5 because of the sparse 
data coverage and the fact that the samples also warmed significantly in the field. 
 
 
