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Abstract
We demonstrate that Wan’s alternate description of Dwork’s unit root L-function in the rank one case may be modified
to give a proof of meromorphy that is classical, eliminating the need to study sequences of uniform meromorphic functions.
1 Introduction
To define the unit root L-function, we recall some notation from [9]. Let Fq be the finite field with q = p
a elements. Let
K be a finite extension field of Qp with uniformizer π, ring of integers R, and residue field Fq. For u = (u1, . . . , un) ∈ Z
n,
define |u| := |u1|+ · · ·+ |un|. Let
A0 := {
∑
u∈Zn
≥0
aux
u | au ∈ R, au → 0 as |u| → ∞},
a Banach algebra with sup-norm |
∑
aux
u| := sup |au|. Let σ be the R-linear map on A0 defined by σ(x
u) = xqu. Define
the Banach A0-module with formal basis {ei}
∞
i=0:
M := {
∞∑
i=0
aiei | ai ∈ A0}
with sup-norm |
∑
aiei| := sup |ai|. A nuclear σ-module over A0 is a pair (M,φ) where φ is a σ-linear map, φ(
∑
aiei) =∑
σ(ai)φ(ei), satisfying limi→∞ |φ(ei)| = 0.
For a geometric point x¯ of Gnm/Fq of degree d(x¯) := deg(x¯) := [Fq(x¯) : Fq], denote by xˆ the Teichmu¨ller lifting of x¯.
The fibre Mxˆ at x¯ is a Banach R[xˆ]-module with formal basis {ei}
∞
i=0, where R[xˆ] is the ring obtained by adjoining the
coordinates of xˆ and
Mxˆ := {
∑
i≥0
biei | bi ∈ R[xˆ]},
and σ acts on R[xˆ] by σ(xˆ) = xˆq. The d(x¯)-th iterate of the fibre map φ
d(x¯)
xˆ :Mxˆ →Mxˆ is an R[xˆ]-linear map defined over
R whose characteristic function det(1−φ
d(x¯)
xˆ T ) is p-adic entire and independent of the geometric point x¯ (but dependent
on the closed point over Fq containing x¯).
Let B(x) be the matrix of φ with respect to the basis {ei}
∞
i=0, where B(x) acts on column vectors. The nuclear
condition on φ implies that the columns of B(x) become increasingly divisible by π, and so we may write
B(x) = (C0, πC1, π
2C2, . . .)
1
where Ci consists of hi number of columns with entries in A0, and hi is maximal in the sense that the last column in Ci
has an entry which is not divisible by πi+1. We say (M,φ) is ordinary at slope zero if at every fiber x¯, det(1− φ
d(x¯)
xˆ T )
has precisely h0 unit roots.
In this paper, we will assume (M,φ) is ordinary at slope zero, and h0 = 1. In this case, we may factorize
det(1− φ
d(x¯)
xˆ T ) =
∞∏
i=0
(1− πi(x¯)T ) (1)
and order the roots such that ordpπ0(x¯) = 0 and ordpπi(x¯) > 0 for i ≥ 1. As explained in Section 3, classical exponential
sums defined over the torus give rise to such σ-modules, with the additional property that φe0 ≡ e0 mod(π); that is, the
unique unit root π0 is a 1-unit. Thus, it is natural to assume the normalization condition:
φe0 ≡ e0 mod(π) and φei ≡ 0 mod(π) for all i ≥ 1. (2)
It is this extra property that makes the following theory work. The general case, when the unit roots on the fibers are
not 1-units, may be reduced to a twist of a σ-module which satisfies (2); see [9, Section 6] for details on this reduction.
Let κ ∈ Zp. Define the κ-moment unit root L-function
Lunit(κ, φ, T ) :=
∏
x¯∈|Gnm/Fq |
1
1− π0(x¯)κT deg(x¯)
∈ 1 + TR[[T ]].
The definition makes sense since π0(x¯) is a 1-unit by the normalization condition. For c ∈ R, we say (M,φ) is
c log-convergent if, writing B(x) =
∑
u∈Zn Bux
u, we have
lim
|u|→∞
inf
ordpi(Bu)
logq |u|
≥ c,
where ordpi(Bu) is the minimal order of π in all entries of the matrix Bu. The main result of Wan [9] is the following,
adapted to the case when π0(x¯) is a 1-unit on each fiber:
Theorem 1.1. [9, Unit Root Theorem, p. 893] Let (M,φ) be a c log-convergent, nuclear σ-module, ordinary at slope
zero of rank one (h0 = 1). Assume it satisfies the normalization condition (2). Then Lunit(κ, φ, T ) is p-adic meromorphic
in |T | < pc and continuous for κ ∈ Zp.
Wan’s proof breaks down into two steps. First, he shows that Lunit(κ, φ, T ) is a limit of a sequence of auxiliary
L-functions coming from symmetric and exterior powers of φ. The second step is to show that this sequence consists of
uniformly p-adic meromorphic functions in a certain sense, and so the limit Lunit(κ, φ, T ) is meromorphic as desired.
In [9, Section 8] and [10, Section 7], Wan gives an outline of an alternate method using “limiting σ-modules”. The
main result of this paper is to modify this alternate method in a way such that the proof of Theorem 1.1 is classical,
meaning it uses only the classical Dwork trace formula and elementary operator theory. The use of uniform sequences of
meromorphic functions is avoided, simplifying the proof.
While the proof uses only classical techniques, we emphasize a distinguishing feature that sets it apart from the
classical theory of L-functions of exponential sums over finite fields. To describe this, we first need to recall the p-adic
structure of the latter L-function. Let f be a Laurent polynomial in Fq[x
±
1 , . . . , x
±
n ]. Associated to the sequence of
2
exponential sums
Sm(f) :=
∑
x¯∈(F∗
qm
)n
ζ
TrFqm/Fp
(f(x¯))
p ,
where ζp is a primitive p-th root of unity, is the L-function
L(f,Gn/Fq, T ) := exp
(
∞∑
m=1
Sm(f)
Tm
m
)
.
Dwork’s theory, as shown by Bombieri [1], defines an operator α on a p-adic Banach space whose Fredholm determinant
satisfies
L(f,Gn/Fq, T )
(−1)n+1 = det(1− αT )δ
n
.
Here, δ is defined by g(T )δ := g(T )/g(qT ). Since the Fredholm determinant is p-adic entire, the L-function is p-adic
meromorphic. Returning to the topic at hand, using (1), define
L(0)(κ, φ, T ) :=
∏
x¯∈|Gnm/Fq |
∏ 1
1− π0(x¯)κ−rπi1(x¯) · · ·πir (x¯)T
deg(x¯)
,
where the second product runs over all r ≥ 0 and 1 ≤ i1 ≤ i2 ≤ · · · . Intuitively, we think of this L-function as the
κ-symmetric power of φ. The central point of Section 2, and the proof of Theorem 1.1, is that this L-function has the
same δ-structure:
L(0)(κ, φ, T )(−1)
n+1
= det(1− FB[κ]T )
δn , (3)
making it also p-adic meromorphic (in the appropriate disc). Its relation to the unit root L-function is given in Lemma 2.1,
and as a consequence of this lemma, Lunit(κ, φ, T )/L
(0)(κ, φ, T ) is a nowhere zero p-adic analytic function on |T |p < 1+ ǫ
for some ǫ > 0. In particular, by (3), the zeros and poles of the unit root L-function have the same type of δ-structure
as the classical L-function of exponential sums on a disk |T |p < 1+ ǫ, but no further due to multiplicities (−1)
s−1(s− 1)
(from Lemma 2.1). This may explain why Dwork and Sperber [2] were only able to analytically continue the unit root
L-function to a disk slightly larger than the unit disk, and why Emerton and Kisin [4] were able to describe the zeros
and poles of the unit root L-function on the closed unit disk.
Some additional remarks are given in Section 3.
2 Meromorphy
We continue the notation from the introduction. Let (M,φ) be a nuclear, c log-convergent σ-module, ordinary at slope
zero of rank one (h0 = 1). We will assume the normalization condition (2). It follows that the fiber map φ
d(x¯)
xˆ also
satisfies φ
d(x¯)
xˆ e0 ≡ e0 mod(π) and φ
d(x¯)
xˆ ei ≡ 0 mod(π) for all i ≥ 1, and thus the eigenvalues
det(1− φ
d(x¯)
xˆ T ) =
∞∏
i=0
(1− πi(x¯)T ), πi(x¯)→ 0 as i→∞, (4)
satisfy: π0(x¯) ≡ 1 mod(π), and πi(x¯) ≡ 0 mod(π) for all i ≥ 1.
To p-adic analytically continue Lunit(κ, φ, T ) we relate it to the following L-functions. For each s ≥ 0, define
L(s)(κ, φ, T ) :=
∏
x¯∈|Gnm/Fq |
∏ 1
1− π0(x¯)κ−r−sπi1(x¯) · · · πir (x¯) · πj1(x¯) · · ·πjs (x¯)T
deg(x¯)
,
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where the second product runs over all r ≥ 0, 1 ≤ i1 ≤ i2 ≤ · · · and 0 ≤ j1 < j2 < · · · < js. Observe that this product
makes sense since there are only finitely many x¯ of bounded degree, and |πi1(x¯) · · ·πir (x¯) · πj1(x¯) · · ·πjs (x¯)| → 0 as
i1 + · · ·+ ir + j1 + · · ·+ js →∞. Intuitively, L
(s)(κ, φ, T ) is the L-function of Symκ−sφ⊗ ∧sφ.
Lemma 2.1.
Lunit(κ, φ, T ) =
∞∏
s=0
L(s)(κ, φ, T )(−1)
s−1(s−1). (5)
Proof. For convenience, we ignore the x¯ and write πi for πi(x¯). Also, we will write π˜i := π
−1
0 πi. Thus, (5) is a product
of terms with coefficients of the form π˜i1 · · · π˜ir · π˜j1 · · · π˜js = π˜
e1
i1
· · · π˜emim , where we have ignored the factor π
κ
0 . In this
form, either the product π˜e1i1 · · · π˜
em
im
equals 1 (which occurs when each ij = 0), else i1 ≥ 1. It is the latter case which we
wish to show vanishes from the right-hand side of (5). Thus, assume i1 ≥ 1, and thus m ≥ 1.
Observe that π˜e1i1 · · · π˜
em
im
does not appear in L(s)(κ, φ, T ) unless m ≥ s− 1. Suppose m > s− 1. In this case, the term
π˜e1i1 · · · π˜
em
im
can appear in L(s) by either having j1 = 0, or j1 > 0. If j1 = 0, then the term appears
(
m
s−1
)
times, whereas
if j1 > 0, then the term appears
(
m
s
)
times. This means the term appears in L(s) a total number of
(
m
s−1
)
+
(
m
s
)
=
(
m+1
s
)
times. Next, if m = s− 1, then π˜e1i1 · · · π˜
em
im
appears in L(s) a total of
(
m
s−1
)
=
(
m
m
)
times. Thus, taking the exponents into
account in (2.1), we see that π˜e1i1 · · · π˜
em
im
appears on the right hand side of (5) a total number of
m∑
s=0
(−1)s−1(s− 1)
(
m+ 1
s
)
+ (−1)mm
(
m
m
)
=
m+1∑
s=0
(−1)s−1(s− 1)
(
m+ 1
s
)
= 0,
where the last equality is a binomial coefficient identity. This shows that π˜e1i1 · · · π˜
em
im
vanishes from the right-hand side
of (5), which leaves only terms coming from s = 0 and m = 0. This proves (5).
A more conceptual proof using eigenvalues is given in [9, Lemma 4.8].
The normalization condition (2) implies that L(s)(κ, φ, T ) ≡ 1 mod(πs−1), since, in the definition of L(s), the
πj1 , . . . , πjs are distinct. Thus, if we demonstrate that L
(s)(κ, φ, T ) is p-adic meromorphic for |T | < pc, then by (5),
Lunit(κ, φ, T ) is p-adic meromorphic in the same region. We will first focus on the case s = 0.
Let Sxˆ := R[xˆ][[ei : i ≥ 1]] be the formal power series ring over R[xˆ] with formal basis B := {1} ∪ {ei := ei1 · · · eir |
r ≥ 1, 1 ≤ i1 ≤ · · · ≤ ir}, equipped with the sup-norm. (Note the exclusion of e0. We think of 1 as e0, as we will see in
the definition of Υ.) We may view Mxˆ as a subspace of Sxˆ by defining the map Υ :Mxˆ → Sxˆ via Υ(ei) := ei if i ≥ 1, else
Υ(e0) := 1. By (2), we may write Υ(φxˆe0) = 1 + η(xˆ) for some η(xˆ) ∈ Υ(Mxˆ) ⊂ Sxˆ satisfying |η(xˆ)| < 1. Consequently,
(Υ ◦ φxˆe0)
κ =
∑∞
i=0
(
κ
i
)
η(xˆ)i ∈ Sxˆ. Define the map [φxˆ]κ : Sxˆ → Sxˆ by
[φxˆ]κ(ei1 · · · eir ) := (Υ ◦ φxˆe0)
κ−r(Υ ◦ φxˆei1) · · · (Υ ◦ φxˆeir ).
Define the length of ei := ei1 · · · eir by length(ei) := r. For ξ ∈ Sxˆ, define length(ξ) as the supremum of the length of
its individual terms. In most cases, the length of ξ will be infinite. Write κ =
∑∞
i=0 aip
i with ai ∈ {0, 1, . . . , p− 1}, and
define km :=
∑m
i=0 aip
i. For each m ∈ Z≥0, define the restriction map [φxˆ]κ;m : Sxˆ → Sxˆ by
[φxˆ]κ;m(ei) :=


[φxˆ]km (ei) if length(ei) ≤ km
0 otherwise.
Lemma 2.2. As operators on Sxˆ, limm→∞[φxˆ]κ;m = [φxˆ]κ.
4
Proof. To prove the lemma we will need two estimates. The first is, for each m ≥ 0,
∣∣∣1− (Υ ◦ φxˆe0)κ−km ∣∣∣ ≤ |πpm+1|p. (6)
To see this, we proceed by induction. Write κ − km = p
m+1α with α ∈ Zp, and set ξ := (Υ ◦ φxˆe0)
α. Then we wish
to show |1 − ξp
m+1
| ≤ |πpm+1| for every m ≥ 0. Now, the normalization condition Υ(φxˆe0) ≡ 1 mod(π) implies ξ ≡ 1
mod(π). Thus, the case m = 0 follows by writing
1− ξp = (1− ξ)(1 + ξ + · · ·+ ξp−1)
and observing that 1 + ξ + · · ·+ ξp−1 ≡ p mod(π). The general case follows similarly by writing
1− ξp
m+1
= (1− ξ) ·
m∏
i=0
(1 + ξp
i
+ (ξp
i
)2 + · · ·+ (ξp
i
)p−1).
The second estimate we need is,
|[φxˆ]κei1 · · · eir | ≤ |π
r|,
which follows quickly since φxˆei ≡ 0 mod(π) for i ≥ 1.
We may now prove the lemma. For ei1 · · · eir ∈ B, suppose r ≤ km, then
([φxˆ]κ;m − [φxˆ]κ) ei1 · · · eir =
(
(Υ ◦ φxˆe0)
km−r − (Υ ◦ φxˆe0)
κ−r
)
(Υ ◦ φxˆei1) · · · (Υ ◦ φxˆeir )
=
(
1− (Υ ◦ φxˆe0)
κ−km
)
· [φxˆ]κ;mei1 · · · eir .
Thus, writing ei := ei1 · · · eir ,
|([φxˆ]κ;m − [φxˆ]κ) ei| ≤
∣∣∣1− (Υ ◦ φxˆe0)κ−km ∣∣∣ · |[φxˆ]κ;mei| ,
which tends to zero as m→∞ by (6).
Next, if length(ei) = r > km then by definition, [φxˆ]κ;mei = 0. Hence,
|([φxˆ]κ;m − [φxˆ]κ) ei| = |[φxˆ]kei| ≤ |π
r|,
which tends to zero as m grows since r > km.
Lemma 2.3. We have the following properties:
1. As operators on Sxˆ, for each positive integer j, ([φxˆ]κ;m)
j = [φjxˆ]κ;m. Consequently,
(
[φ
d(x¯)
xˆ ]κ;m
)j
= [φ
jd(x¯)
xˆ ]κ;m.
2. det(1 − [φ
d(x¯)
xˆ ]κ;mT | Sxˆ) =
∏
(1 − π0(x¯)
km−rπi1(x¯) · · ·πir (x¯)T ), where the product runs over all 0 ≤ r ≤ km,
1 ≤ i1 ≤ i2 ≤ · · · .
Proof. We first make the identification {ξ ∈ Sxˆ | length(ξ) ≤ km} ∼= Sym
kmMxˆ by sending
ei1 · · · eir 7−→ e
km−r
0 ei1 · · · eir .
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Using this identification, we have
[φxˆ]κ;m(ei1 · · · eir ) = (Υ ◦ φxˆe0)
km−r(Υ ◦ φxˆei1) · · · (Υ ◦ φxˆeir ))
∼=
(
Symkmφxˆ
)
(ekm−r0 ei1 · · · eir ),
and so [φxˆ]κ;m ∼= Sym
kmφxˆ. Thus, for any j a positive integer,
([φxˆ]κ;m)
j ∼=
(
Symkmφxˆ
)j
= Symkmφjxˆ
∼= [φ
j
xˆ]κ;m,
which proves the first part of the lemma. Setting j = d(x¯) proves the second part of the lemma using (1).
Corollary 2.4. We have the following properties:
1. As operators on Sxˆ, for each positive integer j, ([φxˆ]κ)
j = [φjxˆ]κ. Consequently,
(
[φ
d(x¯)
xˆ ]κ
)j
= [φ
jd(x¯)
xˆ ]κ.
2. det(1−[φ
d(x¯)
xˆ ]κT | Sxˆ) =
∏
(1−π0(x¯)
κ−rπi1(x¯) · · ·πir (x¯)T ), where the product runs over all r ≥ 0, 1 ≤ i1 ≤ i2 ≤ · · · .
Proof. From Lemma 2.3, [φjxˆ]κ;m = ([φxˆ]κ;m)
j for every m ≥ 0. From Lemma 2.2, we have
[φjxˆ]κ = limm→∞
[φjxˆ]κ;m = limm→∞
([φxˆ]κ;m)
j = ([φxˆ]κ)
j ,
since φj also satisfies the normalization condition. This proves the first part of the lemma.
The second part follows by
∏
r≥0,1≤i1≤i2≤···
(1− π0(x¯)
κ−rπi1(x¯) · · ·πir (x¯)T ) = lim
m→∞
∏
1≤i1≤i2≤···
such that 0≤r≤km
(1− π0(x¯)
km−rπi1(x¯) · · ·πir (x¯)T )
= lim
m→∞
det(1− [φ
d(x¯)
xˆ ]κ;mT | Sxˆ)
= det(1− [φ
d(x¯)
xˆ ]κT | Sxˆ) by Lemma 2.2,
where the above limits mean convergence of coefficients.
Consequently,
L(0)(κ, φ, T ) =
∏
x¯∈|Gnm/Fq |
1
det(1− [φ
d(x¯)
xˆ ]κT
deg(x¯) | Sxˆ)
. (7)
We now switch to working with the family rather than its fibers. Denote by S := A0[[ei : i ≥ 1]] the formal power
series ring over A0 with formal basis B, equipped with the sup-norm. We may viewM as a subspace of S by the following
map. Abusing notation, define Υ : M → S by Υ(ei) := ei if i ≥ 1 and Υ(e0) := 1. By (2), we may write Υ(φe0) = 1 + η
for some η ∈ Υ(M) ⊂ S satisfying |η| < 1. Consequently, (Υ ◦ φe0)
κ =
∑∞
i=0
(
κ
i
)
ηi ∈ S . Define the map [φ]κ : S → S by
[φ]κ(ei1 · · · eir ) := (Υ ◦ φe0)
κ−r(Υ ◦ φei1) · · · (Υ ◦ φeir ).
Notice that (S , [φ]κ) is a nuclear c log-convergent σ-module.
To make use of the Dwork trace formula, we need to momentarily switch to matrices. Let B[κ] denote the matrix of
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[φ]κ with respect to the basis B (acting on column vectors), and observe that
matrix of ([φ]κ)
m = B[κ](xq
m−1
) · · ·B[κ](xq)B[κ](x).
Write
B[κ](x) =
∑
u∈Zn
B[κ]u x
u,
where B
[κ]
u is a matrix with entries in R. Define the block matrix FB[κ] := (B
[κ]
qu−v)u,v∈Zn . Now, for every m ≥ 1,
(qm − 1)nTr(FmB[κ]) =
∑
x¯∈(F∗qm )
n
xˆ=Teich(x¯)
Tr(B[κ](xˆq
m−1
) · · ·B[κ](xˆq)B[κ](xˆ)) by the Dwork trace formula [8, Lemma 4.1]
=
∑
x¯∈(F∗qm )
n
xˆ=Teich(x¯)
Tr ([φxˆ]κ)
m . (8)
For g(T ) any function, define δ by g(T )δ := g(T )/g(qT ). Then we calculate:
det(1− FB[κ]T )
δn·(−1)n+1 = exp
(
∞∑
m=1
(qm − 1)nTr(FmB[κ])
Tm
m
)
= exp

 ∞∑
m=1
∑
xˆq
m−1=1
Tr([φxˆ]κ)
m T
m
m

 by (8)
= exp


∞∑
r=1
∑
x¯∈(F
∗
q)
n
deg(x¯)=r
∞∑
s=1
Tr([φrxˆ]κ)
s T
rs
rs

 by Corollary 2.4, part 1
=
∏
x¯∈(F
∗
q )
n
exp
(
∞∑
s=1
Tr
(
[φ
d(x¯)
xˆ ]κ
)s T sd(x¯)
s · d(x¯)
)
=
∏
x¯∈(F
∗
q )
n
(
1
det(1− [φ
d(x¯)
xˆ ]κT
deg(t¯))
)1/d(x¯)
=
∏
x¯∈|Gnm/Fq |
1
det(1− [φ
d(x¯)
xˆ ]κT
deg(x¯))
= L(0)(κ, φ, T ) by (7).
Since (S , [φ]κ) is c log-convergent, by [8, Proposition 3.6], det(1−FB[κ]T ) converges for |T | < p
c, and hence, L(0)(κ, φ, T )
is p-adic meromorphic in |T | < pc.
A completely analogous argument shows, for s ≥ 2,
L(s)(κ, φ, T ) =
∏
x¯∈|Gnm/Fq |
1
det
(
1− [φ
d(x¯)
xˆ ]κ−s ⊗ ∧
sφ
d(x¯)
xˆ T
deg(x¯) | Sxˆ ⊗ ∧sMxˆ
) ,
and
L(s)(κ, φ, T )(−1)
n+1
= det(1− FB[κ−s]⊗∧sBT )
δn ,
where B[κ−s]⊗∧sB is the matrix of [φ]κ−s⊗∧
sφ. Since [φ]κ−s⊗∧
sφ is c log-convergent, L(s)(κ, φ, T ) is p-adic meromorphic
on |T | < pc. This proves the meromorphy portion of Theorem 1.1 by the paragraph after Lemma 2.1.
Let us now show continuity in κ. Observe that we may write [φ]κ = (Υ ◦ φe0)
κ ◦ [φ]0, where the map (Υ ◦ φe0)
κ acts
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on S via multiplication. Writing Υ ◦ φe0 = 1+ η for some η ∈ Υ(M) ⊂ S with |η| < 1, we see that [φ]κ is continuous for
κ ∈ Zp, and thus L
(0)(κ, φ, T ) is continuous for κ ∈ Zp. Similarly,
[φ]κ−s ⊗ ∧
sφ = ((Υ ◦ φe0)
κ ◦ [φ]−s)⊗∧
sφ.
It follows that Lunit(κ, φ, T ) is continuous in κ ∈ Zp. We note that Gross-Klon¨ne [5] has shown that κ may be extended
outside the unit disk via characters. This completes the proof of Theorem 1.1.
3 Remarks
Remark 1. One of the most common, non-trivial unit root L-functions is the classical L-function associated to expo-
nential sums defined over a torus. That is, associated to the Laurent polynomial f(x) =
∑
u∈Zn aux
u ∈ Fq[x
±
1 , . . . , x
±
n ]
is its L-function
L(f,Gn/Fq, T ) :=
∏
x¯∈|Gnm/Fq |
1
1− ζ
TrF
qd(x¯)
/Fp
(f(x¯))
p T deg(x¯)
(9)
= exp
(
∞∑
m=1
Sm(f)
Tm
m
)
,
where ζp is a primitive p-th root of unity and
Sm(f) :=
∑
x¯∈(F∗
qm
)n
ζ
TrFqm/Fp
(f(x¯))
p .
The σ-module attached to this is defined as follows.
Let E(z) := exp
(∑∞
i=0 z
pi/pi
)
be the Artin-Hasse exponential. Fix a root π of
∑∞
i=0 z
pi/pi such that ordp(π) =
−1/(p − 1), and define Dwork’s splitting function by θ(z) := E(πz). Three properties are satisfied: θ(z) converges for
|z|p < 1 + ǫ, θ(1) is a primitive p-th root of unity, and the splitting property, for t¯ ∈ Fpa and tˆ ∈ Qp its Teichmu¨ller
lift, then θ(1)
TrFpa/Fp
(t¯)
= θ(tˆ)θ(tˆp) . . . θ(tˆp
a−1
). The last property implies t¯ 7→ θ(tˆ)θ(tˆp) · · · θ(tˆp
a−1
) is a p-adic analytic
lifting of an additive character on Fpa .
With q = pa, denote by Qq the unique unramified extension of degree a over Qp, and let Zq be its ring of integers.
Using notation from the introduction, set R = Zq[π] and M = A0e0 where e0 is a formal basis element, and define
φ :M →M by e0 7→ Fa(x)e0, where
F (x) :=
∏
u∈Supp(f)
θ(aˆux
u) and Fa(x) :=
a−1∏
i=0
F τ
i
(xp
i
),
and τ ∈ Gal(Qq/Qp) is the lifting of the Frobenius generator of Gal(Fq/Fp), and aˆu is the Teichmu¨ller lifting of au.
Here, σ is τ -linear on A0 defined by σ(cux
u) = τ (cu)x
qu. Observe that φ satisfies the normalization condition (2) with
uniformizer π. Then
det(1− φ
d(x¯)
xˆ T ) = 1− Fa(xˆ)Fa(xˆ
q) · · ·Fa(xˆ
qd(x¯)−1)T
= 1− ζ
TrF
qd(x¯)
/Fp
(f(x¯))
p T.
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Hence, using notation from the previous section, setting κ = 1 we have L(0)(1, φ, T ) = L(f,Gnm/Fq , T ). Further,
since M is rank one, L(s)(1, φ, T ) = 1 for all s ≥ 2, and thus Lunit(1, φ, T ) = L
(0)(1, φ, T ) = L(f,Gnm/Fq , T ) and
L(f,Gnm/Fq, T )
(−1)n+1 = det(1− F
[1]
B T )
δn . Of course, it is well-known that this is a rational function.
Remark 2. The previous remark suggests replacing the 1-unit ζp with any other 1-unit to get a similar result. That is,
let α ∈ Qp be a 1-unit. Let f ∈ Zq[x
±
1 , . . . , x
±
n ], and define
L(f, α, T ) :=
∏
x¯∈|Gnm/Fq |
1
1− α
TrQ
qd(x¯)
/Qp
(f(xˆ))
T deg(x¯)
.
In this case, Dwork shows us how to define a splitting function for this in [3, Equation (2)] (or [6, Ch. V, Sec. 2]) as
follows. Write α = 1 + η, with ordp(η) > 0. Define
F (X,Y ) := (1 + Y )X ·
∞∏
j=1
(1 + Y p
j
)(X
pj−Xp
j−1
)/pj ,
and set θ(z) := F (z, η). Then θ(z) is a splitting function satisfying the three properties: θ(z) converges for |z|p < 1 + ǫ,
θ(1) = α, and the splitting property, for t¯ ∈ Fpa and tˆ ∈ Qp its Teichmu¨ller lift, then α
TrQpa/Qp
(tˆ)
= θ(tˆ)θ(tˆp) . . . θ(tˆp
a−1
).
Defining M and φ as in the previous remark, then Lunit(1, φ, T ) = L(f, α, T ). Viewing α generically by replacing α with
1 + Z where Z is an indeterminant has been investigated in [7].
References
[1] Enrico Bombieri, On exponential sums in finite fields, Amer. J. Math. 88 (1966), 71–105.
[2] B. Dwork and S. Sperber, Logarithmic decay and overconvergence of the unit root and associated zeta functions,
Ann. Sci. E´cole Norm. Sup. (4) 24 (1991), no. 5, 575–604.
[3] Bernard Dwork, On the rationality of the zeta function of an algebraic variety, Amer. J. Math. 82 (1960), 631–648.
[4] Matthew Emerton and Mark Kisin, Unit L-functions and a conjecture of Katz, Ann. of Math. (2) 153 (2001), no. 2,
329–354.
[5] Elmar Grosse-Klo¨nne, On families of pure slope L-functions, Doc. Math. 8 (2003), 1–42 (electronic). MR 2029158
(2004k:11100)
[6] Neal Koblitz, p-adic numbers, p-adic analysis, and zeta-functions, second ed., Graduate Texts in Mathematics,
vol. 58, Springer-Verlag, New York, 1984.
[7] Chunlei Liu and Daqing Wan, T -adic exponential sums over finite fields, Algebra Number Theory 3 (2009), no. 5,
489–509.
[8] D. Wan, Meromorphic continuation of L-functions of p-adic representations, Ann. of Math. (2) 143 (1996), no. 3,
469–498.
[9] , Dwork’s conjecture on unit root zeta functions, Ann. Math. 150 (1999), 867–927.
[10] , Rank one case of Dwork’s conjecture, J. Amer. Math. Soc. 13 (2000), 853–908.
9
