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We derive a rigorous, quantum mechanical map of fermionic creation and annihilation operators to continuous
Cartesian variables that exactly reproduces the matrix structure of the many-fermion problem. We show how
our scheme can be used to map a general many-fermion Hamiltonian and then consider two specific models
that encode the fundamental physics of many fermionic systems, the Anderson impurity and Hubbard models.
We use these models to demonstrate how efficient mappings of these Hamiltonians can be constructed using
a judicious choice of index ordering of the fermions. This development provides an alternative exact route to
calculate the static and dynamical properties of fermionic systems and sets the stage to exploit the quantum-
classical and semiclassical hierarchies to systematically derive methods offering a range of accuracies, thus
enabling the study of problems where the fermionic degrees of freedom are coupled to complex anharmonic
nuclear motion and spins which lie beyond the reach of most currently available methods.
The Meyer-Miller-Stock-Thoss (MMST) approach pro-
vides an exact prescription to map a Hamiltonian con-
sisting of discrete states to one in terms of continu-
ous Cartesian phase space variables (positions and mo-
menta). Originally introduced as the “classical electron”
model,1 this approach was later generalized and shown to
be a rigorous quantum mechanical representation.2 The
ability to represent the Hamiltonian in terms of contin-
uous Cartesian phase space variables facilitates the use
of classical-like trajectories to obtain quantum mechan-
ical information via exact path integral approaches as
well as quantum-classical and semiclassical approxima-
tions. In particular, the MMST mapping has provided
the cornerstone for the development and application of a
large family of nonadiabatic methods based on quantum-
classical3–9 and semiclassical10–26 approximations to the
mapped propagator. However, while the MMST proto-
col provides a route to map Hamiltonians containing dis-
crete states, for those that include fermionic creation and
annihilation operators an exact Cartesian mapping has
remained elusive. The lack of a mapping approach for
fermionic operators has thus prevented the application
of similar approaches to many-fermion problems where
the discrete energy levels are so numerous as to create
continua, as is the case for processes near metallic and
semiconducting interfaces.
In principle, one could apply the MMST approach
to problems containing fermionic creation and annihila-
tion operators by expressing the second-quantized oper-
ators in terms of outer products of the many-body basis.
However, the Hilbert space constructed using M single-
particle orbitals contains 2M many-body states, which,
upon mapping, results in twice this number of phase
space variables (2M+1). This exponential scaling with
the number of single-particle orbitals is mildly amelio-
rated in cases involving a fixed number of fermions, N ,
where the 2M dimensional Hilbert space can be limited
to the M !/N !(M − N)! dimensional Fock space, but in
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practice this still renders the MMST treatment infeasible
in most cases.
To obviate this highly unfavorable scaling with the
number of single-particle orbitals, one could instead con-
sider directly mapping the fermionic creation and anni-
hilation operators, which naturally encode the antisym-
metry of the fermionic wavefunction by virtue of their
anticommutivity. Since this would allow linear scaling
in the number of orbitals, a number of continuous map-
pings have been suggested based either on fermion co-
herent states27–32 or heuristic connections in the classical
limit.33–36
Here, we derive a rigorous mapping that provides a
general approach to represent fermionic creation and
annihilation operators as continuous Cartesian phase
space variables. Our map thus provides an exact start-
ing point for the application of the entire arsenal of
quantum-classical and semiclassical techniques to investi-
gate the statics and dynamics of problems involving many
fermions. These methods can be used to elucidate phys-
ical processes in systems ranging from electrochemical
interfaces to nanojunctions and strongly correlated ma-
terials.
Our objective is to map a general many-fermion Hamil-
tonian of the form
Hˆ =
∑
j,k
hj,k(Γ)cˆ
†
j cˆk +
1
2
∑
j,k,l,m
Ujk,lm(Γ)cˆ
†
j cˆ
†
k cˆmcˆl, (1)
where cˆ†j and cˆj are the fermionic creation and an-
nihilation operators for the jth single-particle orbital,
hj,k(Γ) are the matrix elements of the single-particle
part of the Hamiltonian and Ujk,lm(Γ) are those of
the two-body component. In the general case, these
matrix elements could themselves depend on an addi-
tional set of continuous or discrete degrees of freedom,
Γ ≡ {P,Q, |r〉 〈s|}. This type of Hamiltonian encom-
passes a broad class of systems, including those where
the fermionic dynamics are coupled to complex atomistic
or spin degrees of freedom. For example, Eq. (1) en-
compasses the Hubbard,37–39 Anderson impurity,40 and
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2Holstein41 models, which form the basis of our descrip-
tion of processes such as superconductivity in corre-
lated materials,42–45 charge conduction in nanoscopic
junctions,46–48 and polaron formation.49,50
To introduce an exact continuous mapping of Eq. (1),
we first express the fermionic operators in terms of two
level system (spin 1/2) operators. While spins can de-
scribe the occupied and unoccupied states of a single-
particle orbital, spins on different sites do not naturally
anticommute with each other. Hence, it is necessary
to encode the fermionic anticommutivity, which can be
done formally by employing the Jordan-Wigner (JW)
transformation.51,52 This transformation has previously
been used to enable the solution of fundamental prob-
lems in magnetism52 and, more recently, the quantum
simulation of fermionic Hamiltonians.53–57 By using the
JW transformation, one can exactly map a set of M sec-
ond quantized fermionic operators corresponding to the
creation or annihilation of a fermion in a single-particle
orbital to M spins arranged in a one-dimensional (1D)
lattice,
cˆj 7→ Fˆ (0, j)σ−j , (2a)
cˆ†j 7→ Fˆ (0, j)σ+j , (2b)
where
Fˆ (j, k) ≡
max[j−1,k−1]∏
l=min[j+1,k+1]
f(σzl ) (3)
is the nonlocal operator that imposes the fermionic anti-
commutivity, j, k ∈ {1, ...,M}, and the operators for the
jth spin are
σ+j = |1j〉 〈0j | , (4a)
σ−j = |0j〉 〈1j | , (4b)
σzj = |1j〉 〈1j | − |0j〉 〈0j | . (4c)
It is often convenient to set f(σzl ) = −σzl ,53 which
trivially yields the correct behavior when the problem
is treated quantum mechanically. However, the func-
tion f(σzl ) in Eq. (3) can be shown to give the ex-
act quantum mechanical solution as long as it outputs
−1 when the lth single-particle orbital is occupied and
+1 otherwise. This is important to note since a dif-
ferent functional form may prove more advantageous if
one were to treat the mapped many-fermion Hamilto-
nian using quantum-classical or semiclassical theories,
where σzl could take values different from ±1. How-
ever, as long as f(σzl ) satisfies the above requirement,
it is simple to confirm that the JW transformation ex-
actly reproduces the fermionic anticommutation rela-
tions, {cˆj , cˆ†k} = {Fˆ (0, j)σ−j , Fˆ (0, k)σ+k } = δj,k.52
It is insightful to briefly consider how the JW trans-
formation encodes the fermionic anticommutivity via the
ordering of spins along a 1D chain. By arranging the
fermionic single-particle orbitals used to construct the
many-body Hilbert space along a 1D chain, the JW trans-
formation keeps a record of the normal ordering of the
many-body basis. By additionally including the opera-
tor, Fˆ (j, k), which exploits the normal ordering of the
many body-basis mirrored in the 1D chain arrangement,
the JW transformation imposes anticommutivity on the
spins, which otherwise commute. This allows the mapped
operators to act on the many-body basis in the same way
as the original fermionic creation and annihilation oper-
ators.
We now express the discrete spin states resulting from
the JW transformation in terms of bosonic degrees of
freedom. To achieve this, we employ the Schwinger the-
ory of angular momentum58 to express spin operators
as coupled bosons. This map was initially developed
to easily obtain rotation matrices and Clebsch-Gordan
coefficients58 and subsequently exploited in the semiclas-
sical theories of magnetism.59,60 The Schwinger transfor-
mation maps a single spin labelled by index j to two
coupled bosons, to which we refer as the α and β modes,
σ+j “ 7→ ” bˆ†jβ bˆjα, (5a)
σ−j “ 7→ ” bˆ†jαbˆjβ , (5b)
σzj “ 7→ ” bˆ†jβ bˆjβ − bˆ†jαbˆjα. (5c)
Here the quotation marks indicate, as shown in Supple-
mental Material, Sec. I, that the Schwinger transforma-
tion is not exact on an operator level. However, as shown
in the Supplemental Material, Sec. I, the map becomes
exact when one restricts it to the physical basis, i.e., the
joint single-excitation subspace consisting of the states
for which the α mode is in its first excited state and
the β mode is in its ground state, and vice versa, for
every j. Hence, while the Schwinger theory of angular
momentum does not constitute an isomorphism on the
operator level, it is an exact isomorphism on the matrix
element level when they are evaluated using the basis
consisting of only the single-excitation manifold for each
j. Indeed, this can be confirmed by using the mapped
spin ladder operators, σ+j and σ
−
j , to construct the spin
polarization and unit operators, σzj = σ
−
j σ
+
j −σ+j σ−j and
1j = σ
−
j σ
+
j + σ
+
j σ
−
j and noting that the correct form of
the latter can be recovered when excitations outside the
single-excitation manifold are eliminated. We are now in
a position to combine the Schwinger map with the JW
transformation to yield an exact bosonic representation
of fermionic matrix elements.
As we demonstrate in the Supplemental Material,
Sec. II, using Eqs. (2), (3) and (5), one can derive an
exact isomorphic representation of fermionic matrix ele-
ments in terms of bosonic ones,
〈n˜| Oˆ({cˆj , cˆ†j}) |n˜′〉 7→ 〈n| Oˆ({bˆ†jγ , bˆjγ}) |n′〉 . (6)
Here, the ordered fermionic occupation number
basis, n˜ ≡ {n˜1, n˜2, ..., n˜M} where n˜j ∈ {0, 1},
is mapped to its bosonic counterpart, n˜ ≡
3{n1α, n1β , n2α, n2β , ..., nMα, nMβ}, where njβ = n˜j
and njβ = 1 − n˜j . An arbitrary fermionic operator
Oˆ({cˆj , cˆ†j}) can then be written in terms of bosonic
operators Oˆ({bˆ†jγ , bˆjγ}), where γ ∈ {α, β}, using,
cˆj “ 7→ ” Fˆ (0, j)bˆ†jαbˆjβ , (7a)
cˆ†j “ 7→ ” Fˆ (0, j)bˆ†jβ bˆjα, (7b)
where
Fˆ (j, k) “ 7→ ”
max[j−1,k−1]∏
l=min[j+1,k+1]
f(bˆ†jβ bˆjβ − bˆ†jαbˆjα). (8)
Here the quotation marks around the map symbol em-
phasize that the transformation in Eqs. (7)-(8) only
works on the operator level if one eliminates all the ex-
citations that lie outside of the physical subspace of the
α and β modes, which one can exactly enforce by us-
ing the physical basis (Supplemental Material, Sec. II).
Equations (6)-(8) thus provide a formal prescription to
exactly obtain the matrix elements of fermionic operators
from an isomorphic bosonic representation.
Finally, it is worth noting that, while not our primary
focus, fermion-to-boson maps are themselves of interest
for both practical and fundamental reasons.61,62 The cur-
rent map achieves this in a simple form that exactly re-
covers the correct matrix structure of the many-fermion
problem and avoids the issues in some previous ones
that result in infinite expansions of fermion operators
in terms of bosonic ones.61,62 We also note that other
spin-to-boson maps are possible, such as the Holstein-
Primakoff63 and Matsubara-Matsuda64 transformations.
In the Supplemental Material, Sec. III, we derive the
Cartesian maps of fermionic operators that would be ob-
tained using these transformations. We show that the
former can also be used to obtain a phase space map
that exactly recovers the matrix structure of the many-
fermion problem, albeit at the price of cumbersome non-
linearities in the form of square roots of occupation num-
ber operators. For the latter, while we provide the Carte-
sian map that could be generated from it, we also show
that this map is unable to yield an exact Cartesian rep-
resentation of fermionic operators or their matrix ele-
ments. However, we suggest how it could be used in a
controlled manner in a path integral treatment of many-
fermion problems.
We are now in a position to map the fermionic opera-
tors {cˆj , cˆ†j} to Cartesian phase space variables {qˆjγ , pˆjγ}.
We achieve this by expressing the bosonic operators
{bˆjγ , bˆ†jγ} in Eqs. (7) and (8) in their phase space rep-
resentation,
bˆ = (qˆ + ipˆ)/
√
2, (9a)
bˆ† = (qˆ − ipˆ)/
√
2. (9b)
This yields,
cˆj “ 7→ ” 1
2
Fˆ (0, j)(qˆjα − ipˆjα)(qˆjβ + ipˆjβ), (10a)
cˆ†j “ 7→ ”
1
2
Fˆ (0, j)(qˆjβ − ipˆjβ)(qˆjα + ipˆjα), (10b)
where
Fˆ (j, k) “ 7→ ”
max[j−1,k−1]∏
l=min[j+1,k+1]
f(mˆlβ − mˆlα), (11)
and
mˆjγ =
1
2
(
qˆ2jγ + pˆ
2
jγ − 1
)
(12)
can be recognized as the occupation number operator
corresponding to the γ ∈ {α, β} boson labelled by in-
dex j. Equations (10) and (11) then allow us to map Hˆ
in Eq. (1) to a Cartesian representation, Hˆ({cˆ†j , cˆj}) 7→
Hˆ({qˆjγ , pˆjγ}), expressed in terms of the continuous co-
ordinates and momenta of fictitious particles,
Hˆ =
1
2
∑
j,k
hj,k(Γ)Fˆ (j, k)(qˆjβ − ipˆjβ)(qˆjα + ipˆjα)(qˆkβ + ipˆkβ)(qˆkα − ipˆkα)
+
1
23
∑
j,k,l,m
Ujk,lm(Γ)sgn(k − j)sgn(m− l)Fˆ (j, k, l,m)(qˆjβ − ipˆjβ)(qˆjα + ipˆjα)(qˆkβ − ipˆkβ)(qˆkα + ipˆkα)
× (qˆmβ + ipˆmβ)(qˆmα − ipˆmα)(qˆlβ + ipˆlβ)(qˆlα − ipˆlα),
(13)
where
Fˆ (r) ≡ Fˆ (s1, s2)Fˆ (s3, s4)× ...× Fˆ (s2N−1, s2N ) (14)
is the many-index generalization of the antisymmetry op-
erator, s = {s1, ..., s2N} corresponds to the 2N members
of r = {r1, ..., r2N} arranged in increasing order, and
sgn(x) returns the sign of its argument, x. As we show
in the Supplemental Material, Sec. II, to obtain Eq. (13),
one transforms the original many-fermion Hamiltonian
to its representation in terms of bosonic creation and an-
nihilation operators, places them in normal ordered form
(where all creation operators lie to the left), and then
4truncates the unphysical excitations. Hence, by starting
from a series of well-defined transformations, we have
obtained a quantum mechanically exact representation
of the fermionic matrix elements that is applicable to
general many-fermion Hamiltonians.
The anticommutivity operator, Fˆ (j, k), clearly plays a
vital role in our map (Eqs. (10)-(11)) since it allows one
to transform fermionic operators to bosonic ones while
avoiding the exponential scaling associated with the map-
ping of the many-body basis. However, since the scaling
reduction comes at the price of introducing this nonlo-
cal operator, it is important to consider how its influence
manifests in mapped operators and systems. For exam-
ple, consider the evaluation of an arbitrary quadratic op-
erator, cˆ†j cˆk, in its mapped form Fˆ (j, k)bˆ
†
jβ bˆjαbˆ
†
kαbˆkβ . In
its mapped form, one can exploit the factorization of the
many-body basis of bosons which allows for the calcula-
tion of the matrix elements of Fˆ (j, k)bˆ†jβ bˆjαbˆ
†
kαbˆkβ with
2|j − k| + 2 single-body inner products: 4 boson modes
corresponding to the 2 indices j and k and the product of
2|j − k| − 2 single-body bosonic operators in Fˆ (j, k). In
contrast, if Fˆ (j, k) were absent, the matrix elements of
the mapped operator would require only 4 single-body in-
ner products. Hence, minimizing the presence of Fˆ (j, k)
in mapped operators and Hamiltonians is advantageous.
Below, we demonstrate how one can exploit the choice of
index ordering in the JW transformation to curb the non-
locality of Fˆ and in some cases eliminate it completely.
To illustrate this, we show how our map can be applied
to the Anderson and Hubbard models, which are repre-
sentative of fermionic systems belonging to the impurity
and lattice families, respectively.
We start with the Anderson model,
HˆAnd =
∑
λ
ελ ˆ˜nλ +
∑
u,λ,a
εu,λ,anˆu,λ,a + U ˆ˜n↑ ˆ˜n↓
+
∑
u,λ,a
tu,λ,a
[
cˆ†u,λ,aˆ˜cλ + ˆ˜c
†
λcˆu,λ,a
]
,
(15)
where an impurity, which can accommodate an interact-
ing pair of spin up and down electrons, is coupled to two
leads per spin at (possibly) different temperatures and/or
chemical potentials. Here, operators with an additional
tilde {ˆ˜c, ˆ˜c†, ˆ˜n} correspond to the impurity, while all others
correspond to the fermions in the leads, nˆu = cˆ
†
ucˆu is the
occupation number operator, u labels the single-particle
orbitals that comprise the leads, λ ∈ {↑, ↓} labels the
spin, and a ∈ {R,L} distinguishes the right (R) from left
(L) spin-dependent leads. The parameters of the Hamil-
tonian include the single-electron terms consisting of the
impurity and lead state energies ελ and εj,λ and the cou-
pling (impurity-lead hybridization) terms, tj,λ, connect-
ing the impurity and lead states, while U is the two-body
Coulomb term.
Using Eqs. (10)-(11), one can map the Anderson
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u = {1, ..., P}, R, "
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FIG. 1. Index ordering options for the Anderson model.
Hamiltonian, Eq. (15), as
HˆAnd 7→
∑
λ
ελ ˆ˜ηλ +
∑
u,λ,a
εu,λ,aηˆu,λ,a + U ˆ˜η↑ ˆ˜η↓
+
1
2
∑
u,λ,a
Fˆλ,a(0, u)tu,λ,a
[
ˆ˜xλxˆu,λ,a + ˆ˜yλyˆu,λ,a
]
,
(16)
where
ηˆu ≡ mˆu,β
(
mˆu,α + 1
)
, (17a)
xˆu ≡
(
qˆuβ qˆuα + pˆuβ pˆuα
)
, (17b)
yˆu ≡
(
qˆuβ pˆuα − qˆuαpˆuβ
)
, (17c)
and mˆj is defined in Eq. (12). We emphasize that,
since every fermionic creation and annihilation operator
is mapped onto two coupled oscillators, quadratic opera-
tors, such as the occupation number operator, nˆu 7→ ηˆu,
result in expressions that are quadratic in the oscillator
occupation operators and quartic in the phase space vari-
ables, i.e., mˆu,β(mˆu,α+1) = (qˆ
2
u,β+pˆ
2
u,β−1)(qˆ2u,α+pˆ2u,α+
1)/4. By using the Matsubara-Matsuda transformation
to map the spins in Eq. (5), one can construct a phase
space representation that yields only quadratic terms in
the phase space variables. However, as we show in the
5Supplemental Material, Sec. III B, such a map would not
be exact. We also note that only the final term in Eq. (16)
contains the nonlocal operator Fˆ , since, for occupation
number operators, the mapped product of creation and
annihilation operators on the same site trivially removes
the nonlocal component, regardless of ordering.
To obtain the mapped version of any Hamiltonian, one
must perform the JW transformation, which maps all the
single-particle states that constitute the system to a 1D
ordered spin chain i.e., with a single index. Hence, in the
context of the Anderson model, it is necessary to choose
an index ordering that both collapses the labels over the
single-particle identifier, fermion spin, and lead label onto
a single index, and minimizes the extent to which the
nonlinear operator Fˆ appears in the mapped Hamilto-
nian. To achieve this, we arrange the single-particle or-
bitals along a chain corresponding first to λ =↑, starting
with the a = R lead states, continuing with the impurity
state, and ending with the a = L lead states. A similar
arrangement is then chosen for the λ =↓ states. In prin-
ciple, the leads correspond to infinitely large sources of
electrons. However, in practice, one discretizes them into
a suitably large number, P , of single-particle orbitals.
This results in the 1D indexing: for the lead states v =
u+δλ,↑δa,R(P +1)+δλ,↓[δa,R(2P +1)+δa,L(3P +2)] and
for the impurity orbitals v = δλ,↑(P + 1) + δλ,↓(3P + 2).
This indexing is depicted in Fig. 1a.
Because there are no spin-flip terms (e.g., cˆ†u,λ,acˆu′,λ′,a′)
in this Hamiltonian, this indexing allows one to separate
the spin chain into two parts which are not connected
by the nonlocal operator Fˆ (v, v′). This ability to sepa-
rate the spin chain means that Fˆ (v, v′) can be written as
simply Fˆ↑,a(0, u) or Fˆ↓,a(0, u) (i.e., containing only con-
nections within a particular lead) without introducing
cross terms.
To illustrate the importance of the choice of index or-
dering, one can consider the effect of instead starting
with λ =↑, going from the impurity to the a = R and
a = L orbitals, and then continuing with the λ =↓ or-
bitals in the same fashion (Fig. 1b). While this choice of
index ordering still provides a formally exact mapping,
it results in the hopping terms connecting the impurity
and left leads being modified by the occupations in the
right leads, i.e., tu,λ,LFˆλ,R(0, P )Fˆλ,L(0, u). Hence, it is
important to consider which ordering leads to the sim-
plest version of the mapped operators.
We now turn to the 1D Hubbard model,
HˆHub =
∑
u
Uunˆ↑,unˆ↓,u
+
∑
u,λ
t
(λ)
u,u+1
[
cˆ†λ,ucˆλ,u+1 + cˆ
†
λ,u+1cˆλ,u
]
,
(18)
which consists of a chain of sites that can accommo-
date interacting spin up and down fermions with nearest
neighbor coupling. Here, λ ∈ {↑, ↓} is the spin index, u
is the spatial index of the sites along the Hubbard chain,
t
(λ)
u,u+1 is the one-electron nearest neighbor hopping term,
v = 1
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FIG. 2. Index ordering options for the 1D Hubbard model.
and Uu is the two-body Coulomb repulsion term, analo-
gous to hj,k and Ujk,lm in Eq. (1), respectively.
Using Eqs. (10)-(11), one can map the Hubbard Hamil-
tonian, Eq. (18), as
HˆHub 7→
∑
u
Uuηˆ↑,uηˆ↓,u
+
1
2
∑
u,λ
t
(λ)
u,u+1
[
xˆλ,uxˆλ,u+1 + yˆλ,uyˆλ,u+1
]
,
(19)
where ηˆλ,u, xˆλ,u and yˆλ,u are defined in Eqs. (17a)-(17c).
In practice, the infinite Hubbard chain is truncated to P
sites.
As for the Anderson model, the first term, which con-
tains only occupation number operators, does not have
nonlocal contributions, Fˆ , regardless of the index order-
ing, while the hopping term generally contains them.
However, one can remove them with a judicious choice
of index ordering. To do this, we choose the fermion
indices as v = u + δλ,↑P , where u ∈ {1, 2, ..., P} labels
the site number along the Hubbard chain. Following this
indexing prescription, shown in Fig. 2a, one can exploit
the nearest neighbor coupling in the 1D Hubbard model
to obtain a mapped Hamiltonian that is completely free
from the influence of the nonlocal operator Fˆ . As for
the Anderson model, we then transform from v to the
original indices u and λ, leading to Eq. (19).
In contrast, if one were to order the chain according
to the scheme shown in Fig. 2b, intercalating the up and
down spins as one sweeps from left to right across the
chain, i.e., v = (2u − 1)δλ,↑ + 2uδλ,↓, one would not be
able to eliminate all the nonlocal terms. Indeed, this
choice would result in a renormalization of the hopping
terms by an operator that tracks the occupation of one
of the two neighboring sites with a fermion of the op-
posite spin, i.e., t
(↑)
u,u+1 7→ t(↑)u,u+1f(mˆ↓,u,β − mˆ↓,u,α) and
t
(↓)
u,u+1 7→ t(↓)u,u+1f(mˆ↓,u+1,β − mˆ↓,u+1,α). It is thus note-
worthy that when the transformation introduced here is
employed with a judicious choice of indexing, one can
rewrite the 1D Hubbard model entirely as a continuous
bosonic Hamiltonian devoid of the nonlocal operator Fˆ ,
6which is consequently free from the complexities arising
from the sign flips associated with fermionic anticommu-
tivity.
In conclusion, we have derived a map that expresses
fermionic creation and annihilation operators in terms
of continuous, Cartesian phase space variables. Im-
portantly, this representation captures the exact matrix
structure of the many-fermion problem. We have then
shown how one can apply the map introduced here to
the Anderson and 1D Hubbard models in a way that
minimizes, and in some cases completely eliminates, the
nonlocal fermionic anticommutivity operator, Fˆ .
Finally, it is worth contrasting this work with previous
approaches that can in principle exactly describe many-
fermion problems in continuous phase space. These fall
into two distinct categories. The first is based on bosonic
coherent states and exploits the variational principle to
describe the dynamics of a many-body antisymmetrized
wavefunction ansatz,65–67 at the price of poor scaling
with system size.67 The second is based on fermionic
coherent states and focuses on second-quantized oper-
ators instead of the wavefunction.27–32 However, when
considering individual fermionic creation or annihilation
operators, it becomes necessary to use Grassmann vari-
ables, which are objects of high computational complex-
ity whose phase space distributions can present interpre-
tational difficulties that require subsequent mapping to a
complex number phase space.29,32,68 In contrast, our ap-
proach is fully compatible with bosonic and spin coher-
ent states,69,70 which circumvents the difficulties posed
by Grassmann variables while also benefiting from the
improved scaling that arises from mapping the individ-
ual fermionic creation and annihilation operators rather
than the many-body wavefunctions.
The exact Cartesian representation of fermionic cre-
ation and annihilation operators introduced here pro-
vides a starting point to employ methods that exploit
classical-like trajectories to calculate static and dynamic
quantum properties of many-fermion systems, includ-
ing exact path integrals and approximate semiclassical
and quantum-classical theories. This mapping enables
the systematic development of a hierarchy of trajectory-
based quantum dynamical methods of varying cost and
accuracy that can be tuned to the scale and requirements
of the physical problem under consideration. By render-
ing the many-fermion problem in a form that is compat-
ible with broadly applicable trajectory-based methods,
our approach thus provides an avenue for the study of
many problems that are currently inaccessible to exist-
ing methods, including those where fermionic degrees of
freedom are coupled to complex and anharmonic nuclear
motion and spins.
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In Sec. I, we briefly review the necessary background of the Schwinger theory of angular momentum and demonstrate
how it is exact at the matrix element level but not the operator level. In Sec. II, we provide a derivation of how
one can use the JW transformation and the Schwinger theory of angular momentum to obtain a fermion-to-boson
map that exactly reproduces the matrix structure of the many-fermion problem. Importantly, in this section, we
demonstrate that all the spurious excitations that arise as a result of the Schwinger mapping are eliminated when the
physical basis is used to evaluate the matrix elements, which ensures that both the forward and backward fermion-
to-spin-to-fermion transformations are well defined. In Sec. III, we show that, for the purpose of obtaining an exact
and practical Cartesian mapping of fermionic operators, two alternative spin-to-boson transformations that one may
consider suffer from serious deficiencies.
I. SCHWINGER THEORY OF ANGULAR MOMENTUM: SPIN-BOSON ISOMORPHISM AT THE MATRIX ELEMENT
LEVEL
In this section we demonstrate and stress how the Schwinger theory of angular momentum provides an isomorphic
representation of the spin algebra at the matrix element level, but not at the operator level. The Schwinger boson
representationS1 expresses spin 1/2 operators in terms of two coupled bosons per spin degree of freedom,
σ+j = |1j〉 〈0j | “
Schwinger7−−−−−−−→ ” bˆ†jβ bˆjα, (S1a)
σ−j = |0j〉 〈1j | “
Schwinger7−−−−−−−→ ” bˆ†jαbˆjβ , (S1b)
1j = |1j〉 〈1j |+ |0j〉 〈0j | “ Schwinger7−−−−−−−→ ” bˆ†jβ bˆjβ + bˆ†jαbˆjα (S1c)
σzj = |1j〉 〈1j | − |0j〉 〈0j | “ Schwinger7−−−−−−−→ ” bˆ†jβ bˆjβ − bˆ†jαbˆjα, (S1d)
where the coupled bosons follow regular bosonic commutation relations,
[bˆjα, bˆ
†
kβ ] = δj,kδα,β , (S2a)
[bˆjα, bˆkβ ] = 0. (S2b)
The quotation marks around the map symbol in Eqs. (S1) connecting the spin operators and the coupled bosons are
used to stress the fact that, on the operator level, this transformation only recovers the correct result when double
and higher-order (joint and individual) excitations of the α and β modes corresponding to a given spin index j are
excluded. To demonstrate this point, consider the commutation and anticommutation relations of spin operators:
similar to bosons, spins on different sites commute,
[σ˜j , σ˜k] = 0, (S3)
where σ˜j ∈ {σ+j , σ−j , σzj } and j 6= k; in contrast, unlike bosons, spins on the same site obey the following commutation
and anticommuation relations,
[σ+j , σ
−
j ] = σ
z
j , (S4a)
[σzj , σ
±
j ] = ±2σ±j , (S4b)
and
{σ+j , σ−j } = 1j . (S5)
a)Electronic mail: tmarkland@stanford.edu
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Using the Schwinger boson representation in Eq. (S1), one can easily recover the spin commutation relations, Eqs. (S3)
and (S4). However, the anticommutation relation in Eq. (S5) is only approximately recovered,
{σ+j , σ−j } “
Schwinger7−−−−−−−→ ” bˆ†jβ bˆjβ + bˆ†jαbˆjα + 2bˆ†jβ bˆ†jαbˆjαbˆjβ = 1j +Oj(2), (S6)
where, Oj(n) denotes terms containing nth order excitations for the jth index. This result is obtained by placing the
boson creation and annihilation operators in a normal-ordered form, i.e., where the creation operators lie to the left.
These high-order excitations could be joint α and β mode excitations, such as the double excitation bˆ†jβ bˆ
†
jαbˆjαbˆjβ ,
or individual mode excitations, such as the second order excitation bˆ†jγ bˆ
†
jγ bˆjγ bˆjγ , where γ ∈ {α, β}. Hence, Eq. (S6)
shows that the Schwinger boson representation only recovers the algebra of spin operators on the joint single-excitation
subspace for the jth bosonic modes (the subspace for the jth coupled bosons consisting of the states where the α mode
is in the ground state while the β mode is in the first excited state, and vice versa). Therefore, the Schwinger boson
representation for spins only represents an exact isomorphism at the level of matrix elements evaluated using the
“physical” single-excitation basis of the bosons corresponding to the j spin.
II. MAPPING FERMIONS TO SCHWINGER-BOSONS: PROOF OF EXACTNESS AT THE MATRIX ELEMENT LEVEL
In this section, we show how one can map fermionic creation and annihilation operators to bosonic ones, and
thereby Cartesian phase space variables, by sequentially exploiting the JW transformation and the Schwinger theory
of angular momentum, and demonstrate that the resulting map constitutes an exact isomorphism that reproduces
the matrix structure of the many-fermion problem.
Using the Schwinger representation in Eq. (S1) to express the JW transformed fermionic creation and annihilation
operators in Eqs. (2)-(3), we map fermionic operators to boson and Cartesian phase space operators,
cˆj “ 7→ ” Fˆ (0, j)bˆ†jαbˆjβ =
1
2
Fˆ (0, j)(qˆjα − ipˆjα)(qˆjβ + ipˆjβ), (S7a)
cˆ†j “ 7→ ” Fˆ (0, j)bˆ†jβ bˆjα =
1
2
Fˆ (0, j)(qˆjβ − ipˆjβ)(qˆjα + ipˆjα), (S7b)
where
Fˆ (j, k) “ 7→ ”
max[j−1,k−1]∏
l=min[j+1,k+1]
f(bˆ†jβ bˆjβ − bˆ†jαbˆjα) =
max[j−1,k−1]∏
l=min[j+1,k+1]
f
(
1
2
[
qˆ2lα + pˆ
2
lα − qˆ2lβ − pˆ2lβ
])
. (S8)
As in case of the Schwinger transformation, we keep the quotation marks around the map symbol connecting the
fermionic operators and the bosonic representation in Eqs. (S7) and (S8) to indicate that this transformation can be
expected to recover the correct fermionic algebra on the joint single excitation subspace of the coupled α and β bosons
per fermionic index j. For more complex operators, Oˆ({cˆ†j , cˆj}), constructed from products of fermionic creation and
annihilation operators, the Schwinger mapped version will in general contain such higher order excitations,
Oˆ({cˆ†j , cˆj}) JW7−−→ Oˆ({σ˜j}) “
Schwinger7−−−−−−−→ ” Oˆ({bˆ†jβ , bˆjβ , bˆ†jα, bˆjα}). (S9)
Equations (S7)-(S9) thus provide the procedure to start from an arbitrary operator composed of fermionic creation and
annihilation operators, transition via the JW transformation to an equivalent expression in terms of spin operators,
and then use the Schwinger representation to render the JW-transformed fermionic operator in a bosonic form (which
can, in turn, be mapped to a Cartesian representation as shown in the main paper).
In the following subsections, we show that the final step of the fermion-to-spin-to-boson transformation in Eq. (S9)
does not introduce spurious terms that would prevent the inverse boson-to-spin-to-fermion transformation. To do
this, we demonstrate that the deviations from the exact fermionic operator-level map that arise due to the Schwinger
representation occur exclusively in the unphysical space of high-lying excitations and are naturally excluded when
using the physical basis.
A. Emergence of unphysical excitations in the fermion-to-boson map
Here, we demonstrate that arbitrary products of spin operators in the Schwinger representation always lead to
the correct mapped spin operators on the single-excitation manifold but that these are generally accompanied with
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spurious additional high-order excitations. In this subsection our goal is not to eliminate these high-lying excitations
(which will be done in Sec. II B by using the physical basis), but rather to show that the Schwinger representation
always leads to the correct spin behavior on the single-excitation manifold and only results in deviations in subspaces
corresponding to higher order excitations. Essential to this is that, in the Schwinger representation, unphysical
excitations are never able to return to the single-excitation manifold. One can understand this by observing that the
Schwinger representation of the basic spin operators (ladder operators), σ+j 7→ bˆ†jβ bˆjα and σ−j 7→ bˆ†jαbˆjβ , requires that
as the α mode is excited, the β mode must be de-excited, and vice versa.
To illustrate this point in more detail, one can start by recognizing that the powers n ≥ 2 of the mapped operators
in Eqs. (S1), take the form
[σ+j ]
n “
Schwinger7−−−−−−−→ ” [bˆ†jβ bˆjα]n = 0 +Oj(n), (S10a)
[σ−j ]
n “
Schwinger7−−−−−−−→ ” [bˆ†jαbˆjβ ]n = 0 +Oj(n), (S10b)
[1j ]
n “
Schwinger7−−−−−−−→ ” [bˆ†jβ bˆjβ + bˆ†jαbˆjα]n = 1j +O(2) + ...+O(n), (S10c)
[σzj ]
n “
Schwinger7−−−−−−−→ ” [bˆ†jβ bˆjβ − bˆ†jαbˆjα]n =
{
1j +O(2) + ...+O(n) for n even
σzj +O(2) + ...+O(n) for n odd
. (S10d)
As Eqs. (S10a)-(S10d) show, powers of the spin operators lead to the correct contribution in the single-excitation
manifold with additional unphysical high-order excitations. Similarly, products of arbitrary powers of the Schwinger-
mapped spin polarization and the spin ladder operators also recover the correct result on the single-excitation manifold
accompanied by additional unphysical higher-order excitations,
[−σzj ]nσ+j “
Schwinger7−−−−−−−→ ” [bˆ†jαbˆjα − bˆ†jβ bˆjβ ]nbˆ†jβ bˆjα = (−1)nσ+j +Oj(2) + ...+Oj(n), (S11a)
σ+j [−σzj ]n “
Schwinger7−−−−−−−→ ” bˆ†jβ bˆjα[bˆ†jαbˆjα − bˆ†jβ bˆjβ ]n = σ+j +Oj(2) + ...+Oj(n), (S11b)
[−σzj ]nσ−j “
Schwinger7−−−−−−−→ ” [bˆ†jαbˆjα − bˆ†jβ bˆjβ ]nbˆ†jαbˆjβ = σ−j +Oj(2) + ...+Oj(n), (S11c)
σ−j [−σzj ]n “
Schwinger7−−−−−−−→ ” bˆ†jαbˆjβ [bˆ†jαbˆjα − bˆ†jβ bˆjβ ]n = (−1)nσ−j +Oj(2) + ...+Oj(n), (S11d)
Equations (S10) and (S11) further demonstrate that the Schwinger representation correctly captures the spin algebra
on the single-excitation manifold and that no operation arising from any product of mapped spin operators can cause
an unphysical excitation to return to the physical single-excitation subspace. In other words, the product of an
unphysical excitation of order n, Oj(n) of the type appearing in Eqs. (S10)-(S11) and any mapped spin operator
σ˜j ∈ {σ+j , σ−j , σzj ,1j} always leads to an excitation of similar order or higher,
σ˜j(bˆ
†
jβ , bˆjβ , bˆ
†
jα, bˆjα)Oj(n) = Oj(n) +Oj(n+ 1),
Oj(n)σ˜j(bˆ†jβ , bˆjβ , bˆ†jα, bˆjα) = Oj(n) +Oj(n+ 1).
(S12)
Thus, as stated above, an unphysical high-order excitation (n ≥ 2) can never return to the physical single-excitation
subspace.
Equations (S10), (S11), and (S12) thus establish that the correct spin structure is always recovered from any
arbitrary product of boson-mapped spin operators, and that the only deviation from the correct spin algebra arises in
the generation of high-order excitations (which are removed upon using the physical basis in the following subsection).
This allows one to show that the backward Schwinger transformation of the boson-mapped fermionic operator in
Eq. (S9) is well defined as long as the higher order excitations are removed, i.e.,
Oˆ({cˆ†j , cˆj}) JW7−−→ Oˆ({σ˜j}) “
Schwinger7−−−−−−−→ ” Oˆ({bˆ†jβ , bˆjβ , bˆ†jα, bˆjα})
Schwinger7−−−−−−−→ Oˆ({σ˜j}) +O(2) + .... (S13)
Equation (S13) demonstrates that the fermion-to-spin-to-boson transformation presented in this section has a well
defined backward transformation, granted that high order excitations are neglected.
A simple example that illustrates this point is the fermionic anticommutation relations after mapping individual
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creation and annihilation operators to the boson representation using Eqs. (7)-(8),
{cˆj , cˆ†k} 7→ {Fˆ (0, j)bˆ†jαbˆjβ , Fˆ (0, k)bˆ†kβ bˆkα}
= δj,kFˆ (0, j)
2
[
bˆ†jαbˆjβ bˆ
†
jβ bˆjα + bˆ
†
jβ bˆjαbˆ
†
jαbˆjβ
]
+ (1− δj,k)Fˆ (0,min[j, k])2Fˆ (j, k)
×
[
bˆ†jαbˆjβ
(
θ(j − k)(bˆ†kαbˆkα − bˆ†kβ bˆkβ) + θ(k − j)(bˆ†jαbˆjα − bˆ†jβ bˆjβ)
)
bˆ†kβ bˆkα
+ bˆ†kβ bˆkα
(
θ(j − k)(bˆ†kαbˆkα − bˆ†kβ bˆkβ) + θ(k − j)(bˆ†jαbˆjα − bˆ†jβ bˆjβ)
)
bˆ†jαbˆjβ
]
= δj,kFˆ (0, j)
2
[
1j +Oj(2)
]
+ (1− δj,k)Fˆ (0,min[j, k])2Fˆ (j, k)
×
[
θ(j − k)
[
bˆ†jαbˆjβ(−bˆ†kβ bˆkα +Ok(2)) + (bˆ†kβ bˆkα +Ok(2))bˆ†jαbˆjβ
]
+ θ(k − j)
[
(−bˆ†jαbˆjβ +Oj(2))bˆ†kβ bˆkα + (bˆ†jαbˆjβ +Oj(2))bˆ†kβ bˆkα
]]
= δj,kFˆ (0, j)
2
[
1j +Oj(2)
]
+ (1− δj,k)Fˆ (0,min[j, k])2Fˆ (j, k)
[
θ(j − k)aˆ†j bˆjOk(2) + θ(k − j)bˆ†kaˆkOj(2)
]
,
(S14)
where, choosing f(σzj ) = −σzj for simplicity and using Eq. (S10d), it is clear that
Fˆ (j, k)2n =
max[j,k]∏
l=min[j,k]
[
1l +Ol(2) + ...+Ol(2n)
]
, (S15a)
Fˆ (j, k)2n+1 =
max[j,k]∏
l=min[j,k]
[
− σzl +Ol(2) + ...+Ol(2n+ 1)
]
. (S15b)
Importantly, the last line of Eq. (S14) reduces to the fermionic anticommutation relations, {cˆj , cˆ†k} = δj,k, in the
single-excitation limit, i.e., when O(n) → 0 for n ≥ 2. Following the same approach shown in this example to
interrogate the bosonic representation of more complex products of fermionic operators, one recovers the correct spin
representation at the single-excitation level with additional high-order excitations. As shown in the next subsection,
these unphysical excitations are eliminated when using the physical basis.
B. Removal of unphysical excitations in the fermion-to-boson map via use of the physical basis
Here we show that the spurious high-order excitation operators generated as a consequence of the fermion-to-boson
transformation in Sec. II A can be rigorously removed by using the physical basis in the evaluation of matrix elements.
Specifically, it is easy to confirm that, while the fermion-to-boson map in Eq. (S9) is not exact on the operator
level due to its generation of unphysical, high-order excitations, use of the physical basis renders the map an exact
isomorphism at the matrix element level,
〈n˜| Oˆ(cˆj , cˆ†j) |n˜′〉 JW7−−→ 〈n¯| Oˆ({σ˜j}) |n¯′〉
Schwinger7−−−−−−−→ 〈n| Oˆ({bˆ†jβ , bˆjβ , bˆ†jα, bˆjα}) |n′〉 , (S16)
where the lack of the quotation marks around the map symbol denotes that the map is exact for the evaluation
of matrix elements. Here the physical basis in the boson representation is determined by the fermionic basis.
To establish this relationship, one can transform the fermionic many-body basis |n˜〉, to the analogous spin basis,
|n¯〉, and finally into the appropriate boson basis |n〉. Here, n˜ ≡ {n˜1, n˜2, ..., n˜M} is the ordered set of fermion
occupation numbers, n¯ ≡ {n¯1, n¯2, ..., n¯M} is the (not necessarily ordered) set of spin “occupation” numbers, and
n ≡ {n1β , n1α, n2β , n2α, ..., nMβ , nMα} is the (not necessarily ordered) set of analogous boson occupation numbers.
Because of the central role that the physical basis plays in the present transformation, its origin merits further
consideration. The physical basis originates from the consideration, first, of the Schwinger representation of spin 1/2
operators as coupled bosons. A spin, like the single-particle orbital in a fermionic problem, has a Hilbert space with
only two states. For simplicity, and because of the intuitive connection to possible states of a fermionic single-particle
S5
orbital, we label these two states as occupied and unoccupied. To identify these two states in the Schwinger boson
representation, which fixes the physical basis, it is sufficient to consider the expression for the unit operator in the
Schwinger representation, Eq. (S1c). Being the unit operator, when one evaluates its diagonal matrix elements in the
physical basis, one must recover the value 1. Hence,
1 = 〈n˜j |1j |n˜j〉 Schwinger7−−−−−−−→ 〈njβ , njα| bˆ†jβ bˆjβ |njβ , njα〉+ 〈njβ , njα| bˆ†jαbˆjα |njβ , njα〉 = 1, (S17)
which must hold whether the spin, and therefore fermionic single-particle orbital, is in its occupied or unoccupied
state, n˜j = 1, 0. Setting n˜j = 1 requires one to choose which of the two boson modes, α or β, should mirror the
fermionic occupation number. Here, we have chosen the β mode to reflect the fermionic occupation number, which
requires that the α mode have the opposite behavior, i.e., that its occupation be anticorrelated to the fermionic
occupation of the single-single orbital. This choice dictates that the relationship between the fermionic and bosonic
occupation numbers corresponding to a single-particle orbital index, j, is given by njβ = n˜j and njα = 1− n˜j , where
n˜j ∈ {0, 1}. Thus, these considerations can be used to clarify the origins of the physical basis in which one obtains
two coupled bosons, α and β, with anticorrelated excitation numbers constrained to the single-excitation subspace.
An important consequence of the physical basis arises when considering the transition to Cartesian phase space.
Once one has obtained the mapped bosonic Hamiltonian using the mapping procedure outlined Eqs. (S7)-(S8), one
can formulate the problem in phase space by replacing the bosonic creation and annihilation operators with their
phase space counterparts given in Eq. (9). For manipulations in Cartesian phase space, it is necessary to use the
resolution of the identity in continuous space to obtain expressions that can be evaluated using trajectories, such as
in path integral, quantum-classical and semiclassical approaches. However, the expression for the resolution of the
identity in phase space for bosons in this transformation needs to be modified to reflect that only the ground and first
excited states are allowed,
1jγ =
∫
dqjγ Pjγ |qjγ〉 〈qjγ | Pjγ , (S18a)
=
∫
dpjγ Pjγ |pjγ〉 〈pjγ | Pjγ , (S18b)
where
Pjγ =
1∑
n=0
|njγ〉 〈njγ | (S19)
is the projection operator onto the physical subspace, consisting of the ground and first excited harmonic oscillator
energy eigenstates, of the jth γ-mode boson and γ ∈ {α, β}. Here it is worth noting the similarity between this
Hilbert space restriction and that which must be imposed when working with spin coherent statesS2 and when using
the MMST transformation to map discrete states for the path integral treatment of nonadiabatic problems.S3,S4 This
constraint on the Hilbert space ensures that use of the resolution of the identity does not introduce errors associated
with excursions into the unphysical space of higher excitations of the mapped bosons.
Since the matrix elements of high-order excitations, i.e., operators that contain multiple creation or annihilation
operators corresponding to the same mode, exactly disappear when using the physical basis defined above, 〈n| O(n ≥
2) |n′〉 = 0, it is clear that Eq. (S16) must be valid. Thus, the fermion-to-boson map in Eqs. (S7) and (S8) is strictly
exact when the basis used for the evaluation of matrix elements and traces is restricted to the single-excitation subspace
per fermion index j.
III. ALTERNATIVE SPIN MAPPING APPROACHES
In this section, we analyze the feasibility of using alternative spin-to-boson maps, namely the Holstein-PrimakoffS5
and Matsubara-MatsudaS6 transformations, for the derivation of fermion-to-Cartesian phase space maps. In particu-
lar, we show that, while the Holstein-Primakoff transformation can generally be used in lieu of the Schwinger theory
of angular momentum, it introduces undesirable nonlinearities in the form of the square root of the shifted occupation
number operator, (1 − bˆ†bˆ)1/2. In the case of the Matsubara-Matsuda transformation, we first demonstrate that,
when applied to the mapping of discrete states, it yields the MMST transformation. However, we then show that the
Matsubara-Matsuda transformation cannot be used to obtain an exact means of mapping fermionic creation and an-
nihilation operators to bosonic ones (and, consequently, to phase space variables, using Eq. (9)) when combined with
the JW transformation. Nevertheless, we demonstrate how it can be used to obtain an approximate fermion-to-boson
map and analyze how such a map could be used with appropriate constraints to investigate the quantum statics and
dynamics of the many-fermion problem.
S6
A. Holstein-Primakoff representation
In the Holstein-Primakoff transformation,S5 one uses a single boson for each spin index j, by expressing the α boson
in the Schwinger mapping in terms of the β bosonS7 by using the completeness relation of the joint Hilbert space,
Eq. (S1c),
σ+j “
HP7−−→ ” bˆ†j(1− bˆ†j bˆj)1/2, (S20a)
σ−j “
HP7−−→ ” (1− bˆ†j bˆj)1/2 bˆj , (S20b)
which implies that
σzj “
HP7−−→ ” 2bˆ†j bˆj − 1, (S21a)
1j “
HP7−−→ ” 1 +Oj(2). (S21b)
It is straightforward to confirm that the Holstein-Primakoff transformation, like the Schwinger representation,
exactly recovers the spin commutation relations, Eq. (S3) on the operator level, but recovers the spin anticommutation
relations, Eq. (S5), accompanied by unphysical excitations. Also similar to the Schwinger representation, the Holstein-
Primakoff transformation recovers the correct spin algebra on the matrix element level when the Hilbert space of the
mapped bosons is restricted to the subspace consisting of the ground and first excited states of each boson. Hence,
following the same argument made in the context of the Schwinger representation in Sec. II B, the fermion-to-boson
(and then to phase space variables) map obtained using the JW transformation followed by the Holstein-Primakoff
transformation is exact on the matrix element level when the physical basis is used to evaluate matrix elements and
traces. Hence, this allows us to derive a fermion-to-boson and therefore Cartesian phase space operator transformation,
which is exact on the matrix element level, that takes the form,
cˆj “ 7→ ” Fˆ (0, j) (1− bˆ†j bˆj)1/2 bˆj =
1
2
Fˆ (0, j)(3− qˆ2j − pˆ2j )1/2 (qˆj + ipˆj), (S22a)
cˆ†j “ 7→ ” Fˆ (0, j) bˆ†j (1− bˆ†j bˆj)1/2 =
1
2
Fˆ (0, j)(3− qˆ2j − pˆ2j )1/2 (qˆj − ipˆj), (S22b)
where
Fˆ (j, k) “ 7→ ”
max[j−1,k−1]∏
l=min[j+1,k+1]
f(2bˆ†j bˆj − 1) =
max[j−1,k−1]∏
l=min[j+1,k+1]
f(qˆ2j + pˆ
2
j − 2). (S23)
In this case, the physical basis in the boson representation corresponds to the physical basis of the β mode in trans-
formation obtained using the Schwinger representation, i.e., n˜j = nj , where n˜j ∈ {0, 1} is the fermionic occupation
number for the jth single-particle orbital. For the Cartesian representation of the transformation in Eqs. (S22)-(S23),
the same considerations regarding the restriction on the Hilbert space arising from the projected resolution of the
identity in Sec. II B apply.
The presence of the square root in the Holstein-Primakoff transformation, however, can lead to complications,
especially when combining it with an approximate treatment of the resulting Hamiltonian. Because of this, the
square root term is often expanded in terms of the bosonic occupation number operator bˆ†j bˆj ,
(1− bˆ†j bˆj)1/2 = 1−
1
2
bˆ†j bˆj −
1
8
[bˆ†j bˆj ]
2 − ..., (S24)
and then truncated at some low order, as in the theory of spin waves.S8 However, truncation of this expansion renders
the resulting transformation approximate. Furthermore, use of the Holstein-Primakoff representation can lead to
difficulties in, for example, semiclassical treatments that require the Wigner transform of the Hamiltonian. Also, as
previously noted in the context of semiclassical and quantum-classical treatments of discrete states mapped using
the Holstein-Primakoff transformation,S9 it is common for the dynamics (whether in real or imaginary time) to move
the system out of the physical subspace, leading to imaginary contributions to the classical limit of the mapped
Hamiltonian. However, despite these possible complications, we do not discount cases where the fermion-to-boson
(and, consequently, to phase space variables) transformation provided in Eqs.(S22)-(S23) may prove advantageous.
S7
B. Matsuda-Matsubara representation
A different representation of spins, called the Matsubara-Matsuda transformation,S6 uses hard-core bosons, whose
Hilbert space is restricted to the zero and one excitation subspace,
σ+j
Mat.−Mat.7−−−−−−−→ Bˆ†j , (S25a)
σ−j
Mat.−Mat.7−−−−−−−→ Bˆj , (S25b)
1j
Mat.−Mat.7−−−−−−−→ Bˆ†j Bˆj + BˆjBˆ†j = 1, (S25c)
σzj
Mat.−Mat.7−−−−−−−→ Bˆ†j Bˆj − BˆjBˆ†j = 2Bˆ†j Bˆj − 1, (S25d)
where the hard-core constraint limits the Hilbert space of a particular mode to the subspace consisting of zero and
one excitations. This restriction of the Hilbert space can be captured via the commutation relation
[Bˆj , Bˆ
†
k] = δj,k(1− 2Bˆ†j Bˆj). (S26)
In other words, in contrast to the Schwinger and Holstein-Primakoff transformations, this transformation is exact at
the operator level, since different bosonic modes commute, while the creation and annhilation operators of a particular
hard-core bosonic mode anticommute {Bˆj , Bˆ†j} = 1.
1. Application to N-level systems: Relation to the MMST transformation
Before we consider its use in the development of a fermionic map, it is informative to consider how the Matsubara-
Matsuda transformation can be understood as the generator of the MMST transformation. To appreciate this, we
note that an arbitrary N -level system outer product, |j〉 〈k|, can be replaced by a two-body product of spin operators
that can then be mapped to hard-core bosons using the Matsubara-Matsuda transformation,
|j〉 〈k| 7→ σ+j σ−k = |1j , 0k〉 〈0j , 1k| , (S27a)
7→ Bˆ†j Bˆk. (S27b)
Thus, the the physical basis for the N -level system can be expressed as a many-body boson basis subject to two
restrictions. The first is that of hard-core bosons themselves, which requires that for each individual hard-core boson,
the physical Hilbert space spans only the zero and one excitation subspace. The second constraint corresponds to the
fact that the physical basis for the N -level system translates to the collective one-excitation manifold of all possible
many-body hard-core boson states, i.e., the set of many-body states where one hard-core boson is in the first excited
state while the rest remain in their ground states.
To obtain a phase space description of N -level systems, one would ideally want to use the relationship between
regular bosonic creation and annihilation operators and continuous position and momentum operators, Eq. (9), for
hard-core boson operators. Such a replacement, however, would yield operators that are unable to recover the hard-
core boson commutation relations, Eq. (S26). While such a replacement is not exact on the operator level, use of the
physical basis leads to an exact isomorphism at the matrix-element level. Thus, one can replace the hard-core bosons
{Bˆ†j , Bˆj} in Eq. (S28) with regular bosons, bˆ†j , bˆj , yielding the MMST transformation,
|j〉 〈k| “ 7→ ” bˆ†j bˆk. (S28)
Here, like in the Schwinger boson representation of spin operators, we emphasize that the map is not exact at the
operator level, as can be confirmed via the anticommutation relation of N -level system outer products,
{|j〉 〈k| , |m〉 〈n|} “ 7→ ” {bˆ†j bˆk, bˆ†mbˆn} = δkmbˆ†j bˆn + δnj bˆ†mbˆk + 2bˆ†j bˆ†mbˆnbˆk
7→ δkm |j〉 〈n|+ δnj |m〉 〈k|+O(2).
(S29)
However, the map becomes exact at the matrix element level when it is used in conjunction with the physical basis
to obtain the matrix elements of, for example, the propagator and, more broadly, of an arbitrary operator,S10
〈n|Oˆ({|j〉 〈k|})|m〉 7→ 〈01, ..., 1n, ..., 0m, ..., 0N |Oˆ({bˆ†j bˆk})|01, ..., 0n, ..., 1m, ..., 0N 〉 . (S30)
Hence, while the MMST map is not exact on an operator level, it exactly reproduces the matrix structure when used
in conjunction with the physical basis.
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2. Application to many-fermion problems
Considering the success of the MMST transformation in the treatment of nonadibatic problems, it is desirable to
consider whether the Matsubara-Matsuda transformationS6 followed by the relaxation of the hard-core constraint can
also be used to obtain an exact fermion-to-boson map.
We begin by substituting the Matsubara-Matsuda expression of spin operators, Eq. (S25) into the JW transformed
expression for fermionic operators, Eqs. (2)-(3), yielding,
cˆj 7→ Fˆ (0, j)Bˆj , (S31a)
cˆ†j 7→ Fˆ (0, j)Bˆ†j , (S31b)
where
Fˆ (j, k) 7→
max[j−1,k−1]∏
l=min[j+1,k+1]
f(2Bˆ†j Bˆj − 1). (S32)
The isomorphism between hard-core bosons and spins establishes the exact nature of the above map. However,
our goal is an expression for fermionic operators in terms of continuous positions and momenta. To that end, it is
desirable to replace the hard-core bosons with regular bosons, whose algebra can be easily connected with that of
phase space variables, and assess the validity of the resulting transformation. Unfortunately, in contrast to the MMST
transformation, we now show that the resulting map is not valid at the operator or matrix element level. In other
words,
Oˆ(cˆj , cˆ
†
j)
JW7−−→ Oˆ({σ˜j}) Mat.−Mat.7−−−−−−−→ Oˆ({Bˆ†j , Bˆj}) 67→ Oˆ({bˆ†j , bˆj}), (S33a)
〈n˜| Oˆ(cˆj , cˆ†j) |n˜′〉 JW7−−→ 〈n¯| Oˆ({σ˜j}) |n¯′〉 Mat.−Mat.7−−−−−−−→ 〈n| Oˆ({Bˆ†j , Bˆj}) |n′〉 67→ 〈n| Oˆ({bˆ†j , bˆj}) |n′〉 . (S33b)
Here, the physical basis of the mapped bosons, {bˆ†j , bˆj}, is equivalent to that of the β boson in the fermion-to-boson
transformation presented in Sec. (II B), where n˜j = nj , where n˜j ∈ {0, 1} is the fermionic occupation number for the
jth single-particle orbital. We illustrate the inability of the resulting transformation to treat the many-fermion case
by considering one of simplest products of mapped fermionic operators. First, we consider the expected fermionic
result,
〈n˜| cˆj cˆ†k |n˜′〉 = 〈n˜| (δj,k − cˆ†k cˆj) |n˜′〉
= δj,kg(n˜, n˜
′)(1− δn˜′j ,1)− (1− δj,k)g(n˜, n˜′|j, k)h(n˜′; j, k),
(S34)
where
g(n˜, n˜′) =
M∏
r=1
δn˜r,n˜′r , (S35)
g(n˜, n˜′|m) =
M∏
r=1
r 6=m1,m2,...
δn˜r,n˜′r , (S36)
h(n˜; j) =
[
s2−1∏
r=s1+1
(−1)n˜r
][
s4−1∏
r=s3+1
(−1)n˜r
]
× ..., (S37)
(S38)
and s1, s2, ... correspond to j1, j2, ... rearranged in order of increasing magnitude.
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Now we consider the matrix elements of the mapped version,
〈n| Fˆ (0, j)bˆjFˆ (0, k)bˆ†k |n′〉 = δj,k 〈n| Fˆ (0, j)2(1 + bˆ†j bˆj) |n′〉+ (1− δj,k) 〈n| Fˆ (0,min[j, k])2Fˆ (j, k)
×
[
θ(j − k)bˆj(1− 2bˆ†k bˆk)bˆ†k + θ(k − j)bˆj(1− 2bˆ†j bˆj)bˆ†k
]
|n′〉
= δj,kg(n,n
′)(1 + δn′j ,1) + (1− δj,k) 〈n| Fˆ (0,min[j, k])2Fˆ (j, k)
×
[
bˆj bˆ
†
k − 2θ(j − k)bˆj bˆ†k bˆk bˆ†k − 2θ(k − j)bˆj bˆ†j bˆj bˆ†k
]
|n′〉
= δj,kg(n,n
′)(1 + δn′j ,1)
+ (1− δj,k) 〈n| Fˆ (0,min[j, k])2Fˆ (j, k)
[
− bˆ†k bˆj +Ok(2) +Oj(2)
]
|n′〉
= δj,kg(n,n
′)(1 + δn′j ,1)− (1− δj,k)g(n,n′|j, k)h(n′; j, k),
(S39)
where we have used the fact that
Fˆ (0, n)2 =
l=n−1∏
l=1
(1− 2bˆ†l bˆl)2
=
l=n−1∏
l=1
(1 + 4bˆ†l bˆ
†
l bˆlbˆl)
= 1 +O(2) + ...+O(2n− 2),
(S40)
and where the physical basis assigned to the bosons n is equivalent to the fermion basis n˜, i.e. {n˜1 = n1, ..., n˜M = nM}.
Hence, Eqs. (S34) and (S39) demonstrate that in general
〈n˜| Oˆ({cˆ†j , cˆj}) |n˜′〉 67→ 〈n| Oˆ({bˆ†j , bˆj}) |n′〉 . (S41)
Hence, the Matsubara-Matsuda mapping, which lies at the heart of the derivation of the MMST transformation for
systems with discrete states, cannot be used to obtain an analogous exact map for fermionic creation and annihilation
operators.
One may understand the failure of the Matubara-Matsuda map combined with the removal of the hard-core con-
straint to properly capture properties of fermion operators by considering its more fundamental failure to capture the
algebra of spins. Effectively, it is impossible to construct the correct expressions for the unit and spin polarization
operators, 1j and σ
z
j , from the ladder operators, σ
+
j and σ
−
j , in the version of the Matusbara-Matsuda transformation
where the hard-core constraint has been removed,
σ+j 7−→ bˆ†j , (S42a)
σ−j 7−→ bˆj , (S42b)
1j 7−→ bˆ†j bˆj + bˆj bˆ†j = 2bˆ†j bˆj + 1 6= 1, (S42c)
σzj 7−→ bˆ†j bˆj − bˆj bˆ†j 6= 2bˆ†j bˆj − 1. (S42d)
In contrast, the Schwinger theory of angular momentum allows both the unit and spin polarization operators, 1j and
σzj , to be constructed from the mapped ladder operators, σ
+
j and σ
−
j , leading to expressions that recover the spin
algebra on the (joint) single-excitation manifold of the α and β modes (see Eqs. (S1)).
3. Controlled use of the fermion-to-boson map in Matsubara-Matsuda representation
While the Matsubara-Matsuda transformation cannot be used to obtain a rigorous map connecting fermionic and
bosonic operators, the resulting transformation can be used safely, granted that certain restrictions are imposed. For
example, we note that for operators that contain a “small-scale” product of fermionic operators, Oˆ({cˆ†j , cˆj}), one can
use the map in Eqs. (S31)-(S32), rearrange the resulting operator product in its normal-ordered form while still in
the hard-core boson representation, and then relax the hard-core boson constraint. The resulting fermionic operator,
expressed entirely in terms of regular bosonic operators, will recover the exact matrix elements as the original fermionic
operator,
〈n˜| Oˆ(cˆj , cˆ†j) |n˜′〉 JW7−−→ 〈n¯| Oˆ({σ˜j}) |n¯′〉 Mat.−Mat.7−−−−−−−→ 〈n| Oˆ({Bˆ†j , Bˆj})ord |n′〉 7→ 〈n| Oˆ({bˆ†j , bˆj})ord |n′〉 . (S43)
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In addition, because it can be expressed exclusively in terms of bosonic operators, it is straightforward to obtain
a phase space formulation by rewriting the operators in terms of continuous positions and momenta using Eq. (9).
Despite the apparent similarity between Eqs. (S33b) and (S43), there is one critical difference: the mapped operator
Oˆ({Bˆ†j , Bˆj})ord is placed in its normal-ordered form (thus the “ord” subscript) before the hard-core boson constraint is
removed. For operators where the functional form requires an infinite expansion of products of fermionic creation and
annihilation operators, such as the real and imaginary time propagators, performing these manipulations term by term
in the expansion is impractical and ultimately amounts to solving the fermionic problem in its original complexity,
which would eliminate the advantages of having a transformation to continuous phase space variables that could be
directly used in path integral, quantum-classical, and semiclassical schemes.
Nevertheless, here we examine the utility of Eq. (S43) for such operators. Because of the central role of the
(imaginary or real time) propagator to most problems of interest, and because its treatment illustrates the concerns
that arise when using the regular bosonic form of the transformation Eqs. (S31)-(S32), we specialize our discussion
to these operators.
We begin by considering the argument of the propagator, the many-fermion Hamiltonian. First, we arrange the
mapped hard-core bosonic Hamiltonian in its normal-ordered form and then relax the hard-core boson constraint,
Hˆord({Bˆ†j , Bˆj}) “ 7→ ” Hˆord({bˆ†j , bˆj}). (S44)
To illustrate this procedure, consider the general many-fermion Hamiltonian in Eq. (1), which we map using to its
hard-core boson representation using Eqs. (S31)-(S32) and arrange in its normal-ordered form,
Hˆord 7→
∑
j,k
hj,k(Γ)Fˆ (j, k)Bˆ
†
j Bˆk +
1
2
∑
j,k,l,m
Ujk,lm(Γ)sgn(j − k)sgn(l −m)Fˆ (j, k, l,m)Bˆ†j Bˆ†kBˆmBˆl. (S45)
Once in this form, it is possible to replace the hard-core boson operators {Bˆj , Bˆ†j} with their regular boson counterparts
{bˆj , bˆ†j} and then with their phase space expressions {qˆj , pˆ†j},
Hˆord “ 7→ ”
∑
j,k
hj,k(Γ)Fˆ (j, k)bˆ
†
j bˆk +
1
2
∑
j,k,l,m
Ujk,lm(Γ)sgn(j − k)sgn(l −m)Fˆ (j, k, l,m)bˆ†j bˆ†k bˆmbˆl
=
∑
j,k
hj,k(Γ)
1
2
Fˆ (j, k)(qˆj − ipˆj)(qˆk + ipˆk)
+
1
23
∑
j,k,l,m
Ujk,lm(Γ)sgn(j − k)sgn(l −m)Fˆ (j, k, l,m)(qˆj − ipˆj)(qˆk − ipˆk)(qˆm + ipˆm)(qˆl + ipˆl).
(S46)
where
Fˆ (j, k) “ 7→ ”
max[j−1,k−1]∏
l=min[j+1,k+1]
f(2bˆ†l bˆl − 1) =
max[j−1,k−1]∏
l=min[j+1,k+1]
f(qˆ2l + pˆ
2
l − 2), (S47)
and its multi-index generalization, Fˆ (s), is given by Eq. (14). We again place quotation marks around the map sign in
Eqs. (S44)-(S47) to emphasize that this action is only valid to obtain the matrix elements of the mapped Hamiltonian,
but not for use in additional manipulations at the operator level. We now consider the propagator and note that while
the normal-ordered hard-core bosonic form of the propagator can be replaced with its regular bosonic counterpart,
the same cannot be said when only the Hamiltonian is in its normal-ordered form
〈n|
(
exp
[
− aHˆ({Bˆ†j , Bˆj})
])
ord
|n′〉 7→ 〈n|
(
exp
[
− aHˆ({bˆ†j , bˆj})
])
ord
|n′〉 , (S48a)
〈n| exp
[
− aHˆord({Bˆ†j , Bˆj})
]
|n′〉 67→ 〈n| exp
[
− aHˆord({bˆ†j , bˆj})
]
|n′〉 , (S48b)
where a ∈ {β,±it}, corresponding to the imaginary and real time propagators, respectively. One can prove that
the mapping in Eq. (S48b) is not exact by noting that the matrix elements of the hard-core and regular bosonic
Hamiltonians raised to a power n ≥ 2 yield different results,
〈n|
[
Hˆord({Bˆ†j , Bˆj})
]n
|n′〉 6= 〈n|
[
Hˆord({bˆ†j , bˆj})
]n
|n′〉 . (S49)
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Therefore, the matrix elements of the expansion of the propagator are only exact up to first order in the Hamiltonian.
However, since this approach has accuracy to first order, when the (real or imaginary) time, a, in the propagator is
sufficiently small,
〈n| exp
[
aHˆ({Bˆ†j , Bˆj})
])
ord
|n′〉 ≈ 〈n|
[
1− aHˆord({bˆ†j , bˆj})
]
|n′〉 (S50)
Given this, it may be possible to use this map by decomposing the propagator in a path integral scheme where one
splits the propagator into P time slices and then inserts the projector corresponding to the mapped physical subspace,
〈n|
(
exp
[
− aHˆ({Bˆ†j , Bˆj})
])
ord
|n′〉 ≈ lim
P→∞
P∏
k=1
〈n|
(
exp
[
− (a/P )Hˆord({bˆ†j , bˆj})
]
P
)P
|n′〉 (S51)
where
P =
M∏
j=1
Pj =
M∏
j=1
1∑
nj=0
|nj〉 〈nj | . (S52)
This way of restricting the physical subspace in a path integral scheme by imposing a constraint on the resolution of
the identity in phase space has been used in the similar problem of deriving path integral expressions for systems with
discrete states mapped using the MMST transformation.S3,S4 Moreover, we emphasize that once the many-fermion
Hamiltonian is written in terms of bosonic creation and annihilation operators, the transformation to Cartesian
positions and momenta only requires substituting these operators with their phase space expressions given in Eq. (9).
Hence, as we have shown above, although the fermion-to-boson transformation that results from using the JW and
regular boson form of the Matusubara-Matsuda transformations does not constitute an isomorphism at the operator
or matrix element levels, could potentially be used in a controlled manner within the path integral framework to derive
expressions in the short timestep limit that can be used to study the statics and dynamics of many-fermion systems.
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