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1	 Summary				
In  the  last  decades,  great  progress  has  been  achieved  in  the  field  of  organic 
semiconductors. While  light emitting diode  technologies based on organic materials 
are  already  on  the  market,  organic  photovoltaics  still  have  to  be  improved.  The 
prospect of  low‐cost  roll‐to‐roll  fabrication of  light,  flexible,  large  area photovoltaic 
modules  brings  polymer  solar  cells  into  the  focus  of  research.  Due  to  their many 
degrees of freedom, conjugated polymer chains adopt many different conformations 
and  spatial  arrangements.  Often  they  show  semicrystalline  behavior  by  forming 
disordered  regions  in  coexistence with  ordered  regions where  the  polymer  chains 
planarize and aggregate.  
This thesis covers the aspect of conformation and aggregation in conjugated polymers 
and their influence on the excited state delocalization and excitonic coupling as well as 
the aspect of controlling the aggregate formation in conjugated polymers to study its 
effect on properties  fundamental  for efficient device performance. These properties 
include  the charge carrier mobility and  the process of exciton dissociation  in hybrid 
heterojunctions.  
In  polymer  solar  cells  and  field‐effect  transistors,  the  extensively  studied  poly(3‐
hexylthiophene)  (P3HT)  demonstrates  the  importance  of  controlling  the  semi‐
crystalline behavior  for  achieving high power  conversion  efficiency  and high  charge 
carrier  mobility.  In  the  first  part  of  this  thesis,  aggregate  formation  in  poly(3‐
hexylthiophene)  is  controlled  by  solvent  quality  and  analyzed  quantitatively  as  a 
function of molecular weight and synthetic method. The influence of these factors on 
the  photophysical  and  electrical  properties  of  P3HT  was  studied  by  means  of 
absorption measurements both, in solution and thin films, and by field‐effect mobility 
measurements  in  transistors.  Fraction  of  aggregates  formed  as  well  as  excitonic 
coupling  and  conjugation  length  within  the  aggregates  were  deduced  from  the 
absorption spectra, all as a function of solvent quality for molecular weights from 5 to 
19  kDa.  As  a  result,  control  of  aggregate  formation  in  solution  leads  to  control  of 
aggregate properties in thin films. In addition, the propensity to aggregation correlates 
with  the  field‐effect  mobility.  Thereby,  the  influence  of  synthetic  method  is  of 
importance  for  low molecular weight  samples  (up  to  11  kDa) where  samples with 
narrow  molecular  weight  distribution  obtained  from  a  well‐defined  synthetic 
approach  reach high  field‐effect mobilities up  to 0.01 cm²/Vs. For samples of higher 
molecular weight, synthetic method is of negligible relevance.  
In  the  second  part,  the  process  of  the  debated  initial  photoconversion  for  the 
generation  of  free  charge  carriers  and  charge  recombination  in  a  hybrid  poly(3‐
hexylthiophene)/silicon  heterojunction  is  studied  using  transient  absorption 
spectroscopy with 40 fs time resolution. Control of aggregate formation  in P3HT thin 
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films  is employed  to  investigate  regioregular  (RR) and  regiorandom  (RRa) P3HT with 
enhanced and suppressed aggregation, respectively. Both, in RR and RRa P3HT, instant 
(<  40  fs)  creation  of  singlet  excitons  is  observed with  subsequent  dissociation  into 
polarons  within  140  fs.  This  dissociation  is  significantly  enhanced  by  adding  the 
electron acceptor silicon (Si). While P3HT/Si films with aggregated RR‐P3HT experience 
losses  in  free charge generation due  to nongeminate  recombination,  in RRa‐P3HT/Si 
films the charge carriers are bound and mainly geminate recombination  is observed. 
In  addition,  site‐selective  excitation  reveals  polymer  structural  order  rather  than 
excess energy to be the key parameter for free charge generation.  
The  aggregated,  red‐phase  of  the  semiconducting  polymer  poly[2‐methoxy‐5‐(2‐
ethylhexyloxy)‐1,4‐phenylenevinylene]  (MEH‐PPV)  is  the  subject  of  consideration  in 
the third part of this thesis. The peak ratio of the 0‐0 to 0‐1 photoluminescence (PL) 
intensity of this phase  is enhanced compared to the disordered blue‐phase MEH‐PPV 
but,  as well  as  the PL  lifetime of  red‐phase MEH‐PPV,  is practically  independent of 
temperature as evidenced by Franck‐Condon analysis. These experimental trends are 
accounted for by successfully modeling the red‐phase as disordered cofacial dimers of 
elongated  chains  by  using  the HJ‐aggregate model  expanded  to  include  site‐energy 
disorder of electrons and holes.  In order to allow 0‐0 emission  in such dimers at  low 
temperatures, disorder  is required to break symmetry. The calculated PL spectra and 
the temperature dependence are  in excellent agreement with the experimental data 
and  demonstrate  that  MEH‐PPV  aggregates  act  J‐like  due  to  a  relatively  large 
intrachain exciton bandwidth of 30 meV that is about one order of magnitude greater 
than the interchain bandwidth.  
The  last  part  of  this  thesis  concerns  the  conjugated  polymer  poly{[4,4‐bis(2‐
ethylhexyl)‐cyclopenta‐(2,1‐b;3,4‐b’)dithiophen]‐2,6‐diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐
4,7‐diyl}  (PCPDTBT)  that  is widely used  in polymer  solar  cells due  to  its  low optical 
band‐gap. Low optical band‐gaps enhance the spectral overlap of the solar spectrum 
with  the  polymer  absorption  spectrum  resulting  in  higher  power  conversion 
efficiencies in solar cells. The photophysical properties of PCPDTBT in solution and thin 
films were extensively studied as a  function of  temperature by means of absorption 
and photoluminescence measurements  combined with  Franck‐Condon  analyses.  For 
PCPDTBT in solution, a phase transition from disordered to aggregated chains with the 
critical temperature at 300 K is demonstrated. Upon cooling the fraction of aggregates 
increases up to a saturation value of about 45% that is reached in PCPDTBT thin films 
at  any  temperature.  In  the  films,  the  presence  of  a  low  percentage  of  thermally 
activated excimer‐like states  is  identified at temperatures above 200 K. These states 
dominate  the  PL  spectra  at  high  temperatures.  Moreover,  the  photophysical 
properties of aggregates in PCPDTBT thin films resemble those in solution highlighting 
the importance of aggregate control for solution processed films and devices.  
Therewith,  the  thesis  comprises  three  relevant  conjugated  polymers  and  their 
immanent aggregation behavior.    
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Zusammenfassung	
In  den  letzten  Jahrzehnten  wurden  im  Bereich  der  organischen  Halbleiter  große 
Fortschritte  erzielt.  Während  die  Leuchtdiodentechnologie  auf  der  Grundlage  von 
organischen Materialien bereits auf dem Markt  ist, muss die organische Photovoltaik 
noch  weiter  verbessert  werden.  Im  Fokus  der  Forschung  stehen  dabei 
Polymersolarzellen,  die  die  kostengünstige  Anfertigung  von  leichten,  flexiblen, 
großflächigen  Solarzellenmodulen  mittels  Rollenvordrucktechnologie  versprechen. 
Aufgrund ihrer vielen Freiheitsgrade können konjugierte Polymere viele verschiedene 
Konformationen  und  räumliche  Anordnungen  einnehmen.  Durch  die  gleichzeitige 
Ausbildung von ungeordneten und geordneten Bereichen, in denen die Polymerketten 
planariziert  und  aggregiert  vorliegen,  zeigen  halbleitende  Polymere  daher  häufig 
semikristallines Verhalten.  
Diese  Arbeit  behandelt  deshalb  zum  einen  die  Aspekte  der  Konformation  und 
Aggregation in konjugierten Polymeren sowie ihren Einfluss auf die Delokalization des 
angeregten Zustands und die exzitonische Kopplung. Zum anderen beleuchtet sie den 
Aspekt der gezielt kontrollierten Aggregatbildung  in konjugierten Polymeren, um die 
damit  verbundenen  Auswirkungen  auf  leistungsbestimmende  Eigenschaften  in 
Solarzellen  oder  Transistoren  zu  untersuchen.  Die  hier  untersuchten  Eigenschaften 
umfassen  die  Ladungsträgerbeweglichkeit  sowie  den  Prozess  der  Exzitonen‐
dissoziation in Hybridheteroübergängen.  
Das  ausführlich  untersuchte  Polymer  Poly(3‐hexylthiophen)  (P3HT)  zeigt  die 
Bedeutung  des  semikristallinen  Verhaltens  für  Polymersolarzellen  und 
Feldeffekttransistoren  auf.  Eine  gezielte  Kontrolle  des  semikristallinen  Verhaltens 
ermöglicht  höhere  Energieeffizienzen  in  Solarzellen  sowie  hohe  Ladungsträger‐
beweglichkeiten.  Im  ersten  Teil  dieser  Arbeit  wird  daher  die  durch  Lösungs‐
mittelqualität kontrollierte Aggregatbildung  in Poly(3‐hexylthiophen)  in Abhängigkeit 
vom  Molekulargewicht  und  der  Synthesemethode  erforscht.  Der  Einfluss  dieser 
Faktoren auf die photophysikalischen und elektrischen Eigenschaften von P3HT wird 
mittels  Absorptionsmessungen  an  Lösungen  und  dünnen  Schichten  sowie  mittels 
Messungen der Ladungsträgerbeweglichkeit in Transistoren untersucht. Der Anteil der 
gebildeten  Aggregate  sowie  die  exzitonische  Kopplung  und  die  Konjugationslänge 
innerhalb  der  Aggregate werden  aus  den  Absorptionsspektren  in  Abhängigkeit  der 
Lösungsmittelqualität und des Molekulargewichtes (5 kDa bis 19 kDa) abgeleitet. Die 
daraus  resultierende  Kontrolle  der  Aggregatbildung  in  Lösung  erlaubt  es,  die 
Aggregateigenschaften  in  dünnen  Schichten  zu  kontrollieren.  Zudem  korreliert  die 
Neigung  der  Proben  zur  Aggregation  mit  ihrer  Ladungsträgerbeweglichkeit.  Dabei 
spielt die Synthesemethode besonders  für kleine Molekulargewichte  (bis  zu 11 kDa) 
eine wichtige  Rolle,  denn  die  Proben mit  schmalen Molekulargewichtsverteilungen, 
die  durch  wohldefinierte  Syntheseansätzen  gewonnen  werden,  erreichen  hohe 
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Ladungsträgerbeweglichkeiten  bis  zu  0,01  cm²/Vs.  Für  Proben  mit  höherem 
Molekulargewicht bringen wohldefinierte Syntheseansätze keine Vorteile mehr.  
Im zweiten Teil der Arbeit wird mittels transienter Absorptionsspektroskopie mit einer 
Zeitauflösung von 40  fs der Prozess der umstrittenen  initialen Photoumwandlung  in 
freie Ladungsträger und deren Rekombination in einem Poly(3‐hexylthiophen)/Silizium 
Hybridheteroübergang untersucht. Dabei wird die Kontrolle über die Aggregatbildung 
in  dünnen  P3HT‐Schichten  benutzt,  um  regioreguläres  (RR)  P3HT  mit  verstärkter 
Aggregation  mit  regioregellosem  (RRa)  P3HT  mit  unterdrückter  Aggregation  zu 
vergleichen.  Beide  P3HT‐Sorten,  RR‐  und  RRa‐P3HT,  zeigen  die  instantane  (<  40  fs) 
Erzeugung  von  Singulettexzitonen  mit  anschließender  Dissoziation  in  Polaronen 
innerhalb der ersten 140 fs. Diese Dissoziation wird durch die Zugabe des Elektronen‐
akzeptors  Silizum  (Si)  deutlich  verstärkt.  Während  in  P3HT/Si‐Schichten  mit  stark 
aggregiertem  RR‐P3HT  freie  Ladungsträger  vorliegen,  die  durch  nichtpaarige 
Rekombination  verloren  gehen,  sind  die  Ladungsträger  in  RRa‐P3HT/Si‐Schichten 
gebunden  und  rekombinieren  hauptsächlich  paarig.  Zudem  zeigen  die  Spektren  bei 
unterschiedlichen  Anregungsenergien,  dass  nicht  die Überschussenergie, wohl  aber 
die Polymerstruktur, der Schlüsselparameter zur Erzeugung freier Ladungsträger ist.  
Im  dritten  Teil  dieser  Arbeit  steht  die  aggregierte,  rote  Phase  des  halbleitenden 
Polymers  Poly[2‐methoxy‐5‐(2‐ethylhexyloxy)‐1,4‐phenylen‐vinylen]  (MEH‐PPV)  im 
Mittelpunkt  der  Betrachtung.  Das  Verhälnis  der  0‐0  zu  0‐1  Peakintensität  in  der 
Photolumineszenz  (PL)  dieser  Phase  ist wesentlich  größer  als  in  der  ungeordneten, 
blauen  Phase  von  MEH‐PPV,  bleibt  aber,  wie  auch  die  PL‐Lebenszeiten,  praktisch 
Temperatur  unabhängig,  wie  mittels  Franck‐Condon‐Analyse  nachgewiesen  wird. 
Diesen  experimentellen  Befunden wird mit  einer Modellierung  der  roten  Phase  als 
ungeordnete  Dimere  bestehend  aus  gesteckten,  sich  gegenüber  liegenden  Ketten 
Rechung getragen. Das dafür benutze verbesserte HJ‐Aggregatmodell beinhalted hier 
auch die energetische  Lageunordnung der  Elektronen und  Löcher. Um  in  solcherart 
Dimeren  bei  tiefen  Temperaturen  eine  0‐0‐Emission  zu  erlauben,  müssen 
Symmetrieverbote  aufgehoben  werden.  Dafür  ist  Unordnung  in  den  Dimeren  von 
Nöten. Die mittels dieser Modellierung berechneten Photolumineszenzspektren und 
deren  Temperaturabhängigkeit  stimmen  exzellent  mit  den  experimentellen  Daten 
überein und zeigen, dass Aggregate  in MEH‐PPV J‐Charakter mit einer relativ großen 
Intrakettenexzitonenbandbreite  von  30  meV  haben.  Obwohl  ihre  Interketten‐
bandbreite  dagegen  eine  Größenordnung  kleiner  ist,  beinflusst  sie  essentiell  die 
Peakverältnisse in den Spektren.  
Der  letzte  Teil  der  Arbeit  behandelt  das  konjugierte  Polymer  Poly{[4,4‐bis(2‐
ethylhexyl)‐cyclopenta‐(2,1‐b;3,4‐b’)dithiophen]‐2,6‐diyl‐alt‐(2,1,3‐benzo‐thiadiazol)‐
4,7‐diyl}  (PCPDTBT), das umfangreich  in Polymersolarzellen aufgrund seiner geringen 
optischen  Bandlücke  benutzt  wird.  Die  geringe  optische  Bandlücke  sorgt  für  eine 
verbesserte  spektrale  Übereinstimmung  des  Sonnenspektrums  mit  dem 
Absorptionsspektrum  des  Polymeres,  woraus  sich  hohe  Energieeffizienzen  in 
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Solarzellen ergeben. Die photophysikalischen  Eigenschaften  von PCPDTBT  in  Lösung 
und in dünnen Schichten werden ausführlich und in Abhängigkeit von der Temperatur 
mittels Absorptions‐ und Photolumineszenzspektroskopie  in Kombination mit Franck‐
Condon‐Analysen unter‐sucht. Für PCPDTBT  in Lösung wird ein Phasenübergang von 
einem  ungeordneten  in  einen  aggregierten  Zustand  aufgezeigt.  Die  kritische 
Temperatur liegt für diesen Übergang bei 300 K. Der Aggregatanteil steigt dabei bis zu 
einem  Sättigungswert  an,  der  auch  in  dünnen  PCPDTBT‐Schichten  bei  jeder 
Temperatur erreicht wird. Zudem wird dargelegt, dass  in den Schichten ein geringer 
Prozentsatz an thermisch aktivierten exzimerähnlichen Zuständen oberhalb von 200 K 
existiert.  Diese  Zustände  dominieren  die  PL‐Spektren  bei  hohen  Temperaturen. 
Darüber hinaus zeigt sich, dass die photophysikalischen Eigenschaften der PCPDTBT‐
Aggregate  in dünnen Schichten denen  in Lösung ähneln, wodurch verdeutlicht wird, 
wie  wichtig  die  Kontrolle  der  Aggregate  in  Lösung  für  aus  Lösung  prozessierte 
Schichten und Geräte ist.  
Damit umfasst diese Arbeit drei relevante, konjugierte Polymere and  ihr  immanentes 
Aggregationsverhalten.  
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2	 Introduction	
2.1	 Motivation	
Sustainable energy supply is one of the most challenging ambitions today’s generation 
is confronted with. One approach  to overcome  the  reduction  in natural  resources  is 
the use of solar energy by photovoltaic modules. In addition to conventional inorganic 
photovoltaic modules that base on silicon, great effort has been made  in the  last 20 
years  to  develop  organic  solar  cells  whose  active  layers  comprise  organic 
semiconductors,  e.g.  conjugated  polymers.  However,  power  conversion  efficiencies 
still  have  to  be  improved  in  order  to  successfully  compete  with  inorganic 
photovoltaics.1 
State‐of‐the‐art  polymer  solar  cells  built  as  triple‐junction  cells  reach  power 
conversion  efficiencies  up  to  11.5%2  whereas  tandem‐junction  and  single‐junction 
cells reach 10.6%3 and above 9%4‐6, respectively. Recent improvements were achieved 
by  inverting  the  device  architecture  to  reduce  oxidation  effects  reaching  a  power 
conversion  efficiency  of  10.3%7  in  a  single‐junction  inverted  polymer  solar  cell. 
However,  the  company  Heliatek®  achieved  the work  record  efficiency  of  12.0%  in 
OPVs using small molecules in 2013.  
Despite  the  low  efficiency  compared  to  inorganic  solar  cells,  organic  photovoltaic 
devices  show  several  key  advantages  that highlight organic photovoltaics  (OPVs)  as 
possible  alternative  to  the  inorganic  photovoltaic  technology.  Among  these 
advantages, especially  the  low weight and  flexibility of  the photovoltaic modules as 
well as the low manufacturing costs are emphasized in the community.8‐10 In addition, 
semitransparency,  short  energy  payback  times  and  possible  large  scale  roll‐to‐roll 
fabrication using state‐of‐the‐art printing techniques apply to OPVs.1, 9, 11, 12 
In contrast to  inorganic solar cells that are built mostly from silicon single crystals or 
polycrystalline materials, semiconducting polymers in OPVs are usually amorphous or 
polycrystalline. This higher degree of disorder within the organic materials drastically 
reduces  both,  the  costs  and  the  energy  required  for  production.13  The  order  and 
crystallinity  of  semiconducting  polymers  correlates  with  the  exciton  and  charge 
transport  properties  of  the  material.11,  14,  15  Hence,  control  on  aggregation  and 
crystallization of the conjugated, electron donating polymer  is a key  issue to achieve 
optimum  polymer  solar  cell  morphology  that  contains  highly  crystalline  polymer 
domains  reasonably  small  to  achieve  high  solar  cell  performances  in  a  blend 
heterojunction  with  an  electron  acceptor  such  as  fullerenes.  Very  recently,  the 
temperature‐dependent  aggregation  and morphology  behavior  of  the  polymer was 
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successfully  used  to  reach  a  power  conversion  efficiency  of  10.8%  in  a  thick‐film 
polymer solar cell.16 
Generally,  semiconducting  polymers  exhibit many  degrees  of  freedom  resulting  in 
many different conformations, spatial arrangements and structures. The concomitant 
structural  disorder  induces  energetic  disorder  that  affects  intermolecular  charge 
transfer  since  charges  experience  an  energy  barrier when moving  from  ordered  to 
amorphous  polymer  regions.17  Moreover,  the  conformational  and  aggregation 
behavior of the conjugated polymer controls the properties of the excited states that 
can  dissociate  into  free  charge  carriers  in  presence  of  an  electron‐donor/electron‐
acceptor interface.18  
The conformational  rearrangement  in conjugated polymers  is often accompanied by 
aggregate  formation  whose  influence  on  the  excited  state  delocalization  and 
intermolecular  coupling  strongly  depends  on  the  polymer.  Optical  spectroscopy 
reveals differences between disordered and ordered polymer domains and differences 
in  intermolecular  couplings.19‐22  Hence,  detailed  investigations  on  excited  state 
characteristics offer insight into aggregate properties that are fundamental for device 
performances.  
The objective of  this  thesis  thus comprises both,  the  influence of conformation and 
aggregate  formation  on  the  excited  state  delocalization  and  excitonic  coupling  in 
semiconducting polymers and the control of the polymer excited state characteristics 
to  study  their  effect  on  properties  essential  for  device  performance.  The  following 
sections of this chapter introduce the theoretical background and summarize the well‐
known  concepts  by  Kasha  and  recent  works  by  F.  C.  Spano,  J.  Gierschner  and 
coworkers on the theoretical model of excitations in organic aggregates. Furthermore, 
the  last  section describes  the  theoretical background of  the Franck‐Condon analysis 
which was used to obtain a major part of the results presented in this thesis.   
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2.2	 Kasha’s	Molecular	Exciton	Model	
The  concept  of  an  exciton  being  a  quasi‐particle  that  accounts  for  the  collective 
response of interacting molecules to an excitation was first introduced by Y. I. Frenkel 
in  1931.23  The  theoretical  classification  of  excitons  by  A.  S.  Davydov  distinguishes 
between  free and  localized excitons. These cases correspond  to  the  strong‐coupling 
and weak‐coupling  classification,  respectively, which was defined by W.  T.  Simpson 
and  D.  L.  Peterson.  Their  practicable  criteria  for  this  classification  compare  the 
strength of  intermolecular electronic  interaction with  the  strength of  intramolecular 
vibronic coupling. In case 2U/Δε << 1 with 2U denoting the exciton bandwidth due to 
intermolecular  interaction  and  Δε  being  the  Franck‐Condon  bandwidth  of  the 
individual  molecule,  the  strong‐coupling  regime  prevails  leading  to  free  excitons. 
Analogously, the weak‐coupling criterion is 2U/Δε >> 1 describing localized excitons.24 
The simplest possible aggregate is a dimer consisting of two interacting molecules. In 
the  strong‐coupling  limit  of Davydov’s  exciton  theory,  Kasha  presented  the  exciton 
band  structure  of  such  a molecular  dimer  and  the  corresponding  selection  rules.25 
Figure 1 shows  the exciton band structure and  the corresponding selection rules  for 
optical  transitions  to  the  exciton  states  for  various  geometrical  arrangements  of 
transition  dipoles  in  a  molecular  dimer.  Regarding  the  transition  dipoles  a  quasi‐
classical  vector  model  was  applied  that  approximates  the  Coulomb  type 
intermolecular  interactions  with  dipole‐dipole  intermolecular  potential  term  of  its 
multipole expansion. For  the vector diagrams  in Figure 1,  the polarization vector  for 
light absorption is assumed to be parallel to the long axis of the planar molecules.  
 
 
Figure 1:  Energy diagrams for exciton band structures and geometrical arrangements 
of transition dipoles (small arrows) in molecular dimers. The dashed line indicates the 
forbidden  exciton  state,  the  solid  line  represents  the  allowed  exciton  state of  each 
dimer. (From Kasha, 1963.24) 
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The exciton state of the dimer  is shifted  in energy relative to the excited state of the 
monomer.  This  energy  shift  depends  on  dipole‐dipole  interaction  that  can  be 
attractive  or  repulsive.  Thus,  in  case  of  a  dimer  with  parallel  and  in‐phase 
arrangement of transition dipoles, the excited state energy is raised compared to the 
monomer excited  state energy. When  the parallel dimer  is arranged with  transition 
dipoles  out‐of‐phase,  the  exciton  energy  is  electrostatically  attractive  resulting  in  a 
lowering  of  energy  in  the  dimer.  In  case  of  head‐to‐tail  dimers  the  dipole‐dipole 
interaction between dipoles with out‐of‐phase direction  is electrostatically  repulsive 
leading  to  increased  excited  state energy whereas  the  in‐phase  arrangement  yields 
reduced excited state energy due to its net attractive character.  
As for the selection rules corresponding to the arrangement of transition dipoles, the 
vector  sum  of  these  transition  dipoles  is  required.  As  expected,  only  in‐phase 
arrangements  yield  non‐zero  total  transition  dipoles.  This  can  easily  be  understood 
since the absorbed light has wavelengths much greater than the molecular dimensions 
resulting in a simultaneous in‐phase perturbation of the molecules. In case of oblique 
arrangement,  the  excited  state  splits  into  two  allowed  states whose  net  transition 
dipole moments show mutually perpendicular polarization. 24  
Applying the selection rules, one finds that the parallel dimer can only be excited into 
the energetically higher state leading to a hypsochromic shift (blue‐shift) compared to 
the  monomer  absorption.  In  case  of  the  head‐to‐tail  arrangement,  the  optically 
transition goes  from  the ground  state  to  the  low energy excited  state  resulting  in a 
bathochromic shift (red‐shift) in the absorption spectrum.  
In addition  to molecular dimers, McRae and Kasha developed  selection  rules  in  the 
exciton  model  as  well  as  interaction  energy  expressions  in  the  nearest‐neighbor 
approximation for linear molecular polymers existing of N identical molecular units or 
chromophores.26 In the following, a short quantum theoretical treatment of the linear 
chain model is presented according to Kasha27.  
Assuming a chain of a very large number N of  identical molecules, the wave function 
of  the  ground  state  can  be written  as  the  product  of  the N  independent molecule 
functions: 
  Ψீ ൌ ߰ଵ߰ଶ߰ଷ …߰ே.  (1)
 
The (non‐symmetry adapted) excited state wave function of the aggregate then is the 
following product:  
  Φ௔ ൌ 	߰ଵ߰ଶ߰ଷ … ෨߰௔ …߰ே,  (2)
with the molecular function of the excited molecule indicated by tilde.  
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A  symmetry‐adapted  linear  combination  of  the Φ௔  yields  the  k‐th  stationary  state 
wave function of the exciton:  
 
Ψ௞ ൌ 1√ܰ෍ܿ௔௞Φ௔
ே
௔ୀଵ
.  (3)
Here, the square of the absolute value of the coefficient ܿ௔௞ describes the probability 
that the a‐th molecule in the chain is excited.  
If  the molecules  are  distributed  uniformly  in  the  chain  and  their  number N  is  very 
large, end effects can be neglected as valid for periodic boundary conditions and each 
molecule will have equal probability to be excited. In this case, the coefficients ܿ௔௞ will 
differ only in their phase factors. Thus, the exciton wave functions can be written as:  
 
Ψ௞ ൌ 1√ܰ෍݁
ଶగ௜௞௔/ேΦ௔
ே
௔ୀଵ
,  (4)
with k = 0, ±1, ±2, … N/2.  
Equations  (3)  and  (4) describe  the  stationary exciton wave  functions  as  a  collective 
excitation  of  the molecules  in  the  chain. Moreover,  they  describe  excitation  nodes 
ranging  from a nodeless  to an N‐noded wave  function and  the equations show  that 
the N stationary states are mutually orthogonal.  
Kasha  and  McRae26  then  calculated  the  exciton  state  energies  by  first‐order 
perturbation  theory  for  the  linear  chain  polymer  using  a  point‐dipole  point‐dipole 
potential Vdi‐di as interaction potential representing the intermolecular perturbation of 
the system. The Hamiltonian for the linear chain polymer is approximated by  
 
࣢ ൌ ෍࣢௔ ൅ ௗܸ௜ିௗ௜ ൌ ࣢଴ ൅ ௗܸ௜ିௗ௜
ே
௔ୀଵ
,  (5)
with ࣢௔ being the Hamiltonian of the isolated molecules within the linear chain.  
In nearest‐neighbor approximation the first‐order exciton state energies are given by  
  ܧ௞ ൌ ܧ௔଴ ൅ 2 ൬ܰ െ 1ܰ ൰ cos ൬
2ߨ݇
ܰ ൰නΦ௔
∗ ௗܸ௜ିௗ௜Φ௔ାଵ݀ݐ,  (6)
with  k  =  0,  ±1,  ±2,  …  N/2.  The  integral  in  Equation  (6)  describes  the  exciton 
displacement term per pair when accounting merely for nearest‐neighbor interactions 
clearly depending on the geometrical arrangement of the molecules within the linear 
chain.  The  electrostatic  perturbation  induced  by  the  intermolecular  dipole‐dipole 
interaction leads to an exciton band consisting of N discrete exciton states.  
For  the  exciton  bandwidth  of  a  translational  chain,  i.e.  a  chain  of  equally  aligned 
molecules resulting in one molecule per unit cell, it turns out that it is exactly twice  
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Figure 2:   Linear chain polymer consisting of equidistant molecules or chromophores 
at angle α. (From Kasha, 1976.27) 
the exciton bandwidth of molecular dimers. This can be understood easily, since in the 
linear chain each molecule has two neighboring molecules and thus the dipole‐diploe 
interactions counts twice  in nearest‐neighbor approximation. However, a summation 
beyond  nearest‐neighbor  interaction  results  in  an  increase  of  the  exciton 
displacement  term,  e.g.  by  a  factor  of  2.39  for  including  eight  neighbors  on  each 
side.27  
The  arrangements  of  the  interacting molecules  in  the  linear  chain  determine  the 
selection  rules  for  the  transitions. When molecules  are  arranged  face‐to‐face  or  in 
card‐pack arrangement with the angle α = 90° (see Figure 2), the molecular aggregate 
is also called H‐aggregate. When the molecules pack at an angle α = 0°, they arrange 
head‐to‐tail like which is also called J‐aggregate.28  
Figure 3 shows the exciton band structure diagrams for the face‐to‐face and the head‐
to‐tail  arrangement of  transition dipoles.  The  exciton band  is  formed by N discrete 
exciton states. The vector representation of the transition dipoles allow the assigning 
of  the  transition  dipole  arrangement  to  allowed  or  forbidden  transitions  as well  as 
their energetic order. In the head‐to‐tail arrangement case, the lowest‐energy exciton 
state  corresponds  to  the  in‐phase  arrangement of  the molecular  transition dipoles. 
 
 
Figure 3:  Energy diagrams for exciton band structure in linear molecular polymers for 
face‐to‐face  and  head‐to‐tail  arrangements  of  the  transition  dipoles  (small  arrows). 
Dashed  lines  indicate  forbidden exciton  states,  the  solid  line  represents  the allowed 
exciton state of the polymer. (From Kasha, 1963.24) 
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Since all transition dipoles are in phase in this case, the exciton wave function of this 
state is nodeless. Thus, this transition becomes optically allowed. The second lowest‐
energy  exciton  state  belongs  to  the  exciton wave  function with  a  single  excitation 
node.  In  this  case,  the  vector  sum  of  the  transition  dipoles  equals  zero  yielding  a 
forbidden  exciton  state.  The  same  is  true  for  all  higher  energy  exciton  state.  The 
highest‐energy exciton state corresponds to an exciton wave function with maximum 
number  of  nodes.  Thus,  the  electrostatically  interaction  is  maximally  repulsive 
comparable with  the head‐to‐tail out‐of‐phase arrangement  in  the molecular dimer. 
Analogous considerations for the face‐to‐face arrangement lead to an allowed exciton 
state with highest energy.24 Here again,  the  face‐to‐face arrangement  (H‐aggregate) 
leads  to a blue‐shift and  the head‐to‐tail arrangement  (J‐aggregate)  results  in a  red‐
shift in the absorption spectrum.  
These  selection  rules  explain  the  often  observed  narrow  absorption  band  at  long 
wavelength (so‐called J‐band) for aggregated dye molecules.29 Here, the absorption is 
shifted to lower energies compared to the absorption of the individual dye molecules 
since  the  transition  to  the  lower‐energy  exciton  states  is  symmetry‐forbidden.  The 
coupling  strength  is  so  high  that  the  excitation  is  fully  delocalized  as  valid  for  free 
excitons  in  the  Davydov  model.  Due  to  this  complete  delocalization,  the  excited 
molecules  experience  only  minor  geometric  reorganization.  On  the  basis  of  the 
Franck‐Condon  principle  (see  section  2.5),  the  exciton  observed  shows  a  pure 
electronic 0‐0 band in absorption.27 
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2.3	 Spectral	Signatures	of	H‐and	J‐Aggregates	(Spano)	
Whereas the considerations on molecular aggregation by M. Kasha include merely the 
purely  electronic  excitation,  F.  C.  Spano  worked  out  the  impact  of  simultaneous 
intermolecular (excitonic) coupling, electron‐vibrational coupling and disorder on the 
spectral signatures of different aggregate  types.  30‐33 The  following section describes 
the ideas and results recently worked out by Spano.  
Spano  considered  H‐  and  J‐aggregates  in  his  work.  The  latter  exhibit  head‐to‐tail 
orientations and their excitonic coupling is negative resulting in a spectral red‐shift. In 
contrast, H‐aggregates consist of molecules in side‐by‐side orientation. Their excitonic 
coupling  is  positive  leading  to  a  blue‐shift  in  the  spectrum. Whereas  H‐aggregates 
show  quenched  fluorescence  compared  to  the  non‐aggregated  molecules,  J‐
aggregates can be superradiant at low temperatures.33, 34 Knowing to which extent the 
Franck‐Condon  progression  is  distorted  by  aggregation  of  molecules,  important 
information  describing  the  molecular  packing  can  be  derived.  This  information 
includes  the  exciton  bandwidth,  the  exciton  coherence  length,  and  a  parameter 
describing disorder.11 
The excitations  in conjugated molecules and polymers are so‐called Frenkel excitons 
which exhibit a correlated electron‐hole pair  that  is  localized on  the  same molecule 
and  that  can  travel  in  this  form  through  the molecular  aggregate  or  crystal.  The 
Frenkel  exciton,  often  called  excitonic  polaron,  comprises  of  a  vibronically  excited 
molecule surrounded by vibrationally, but not electronically, excited molecules.33, 35 
To  account  for  these  excitations,  Spano  modeled  the  excitonic  polaron  using  a 
multiparticle basis  set  allowing  for  single‐particle excitations  as well  as  two‐particle 
excitations  as  depicted  in  Figure  4.  The  single‐particle  excitation  |݊, ߥ෤ۧ  describes  a 
vibronically excited  (ߥ෤ ് 0)  chromophore  at  site ݊  in  the  first electronically excited 
molecular state ( ଵܵ) with all other molecules vibrationally and electronically unexcited.  
 
 
Figure 4:  Scheme of the fundamental excitations in organic molecular aggregates. The 
vibronic exciton  is a  single‐particle excitation. The vibronic/vibrational pair  is a  two‐
particle state. (From Spano, 2010.33)  
Vibronic exciton
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= 1
= 2
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Thus,  the  single‐particle  excitation  is  just  a  vibronic  exciton.  In  contrast,  the  two‐
particle  state  |݊, ߥ෤; ݊ᇱ, ߥ′ۧ  is  a  vibronic/vibrational  pair  consisting  of  the  vibronic 
exciton at site ݊ and of an additional vibrational excitation (ߥ′ ് 0) in the ground state 
(ܵ଴) at a different site ݊′ (݊ ് ݊′). The inclusion of two‐particle states accounts for the 
spatial  extent  of  the  vibrational  distortion  field  surrounding  the  central  excited 
molecule.33 
Generally,  there are  some basic properties of  the optical  response  arising  from  the 
above  described  excitons.  First,  only  one‐particle  states  couple  to  the  vibrationless 
ground  state  and  thus  contribute  to  the  0‐0  emission.  Second,  sideband  emission 
evolves  from both one‐ and  two particle states.  In addition,  the wavenumber ݇  is a 
good  quantum  number  for  disorder‐free  systems.  In  this  case,  only  excitation  of 
nodeless  states with ݇ ൌ 0  is optically allowed  from  the  vibrationless ground  state. 
For  H‐aggregates  this  state  is  at  the  top  of  exciton  band,  for  J‐aggregates  at  the 
bottom. In contrast, the dark exciton with ݇ ൌ ߨ exhibits N‐1 nodes and is at the band 
bottom  for  H‐aggregates,  whereas  for  J‐aggregates  this  state  is  at  the  top  of  the 
exciton band.33 
For his calculations, Spano assumed the ground and the electronically excited state to 
be  harmonic  potentials  coupled  to  a  single  totally  symmetric  intramolecular 
vibrational mode with  frequency ߱଴.  This  vibration  is  assumed  to  be  basically  the 
symmetric  vinyl  stretching  and  ring  breathing mode with ߱଴ ൎ 1400	ܿ݉ିଵ  that  is 
present  in  a  great  number  of  conjugated molecules  and  polymers.  The  shift  of  the 
excited state compared to the ground state is described by the Huang‐Rhys parameter 
ߣଶ (see also section 2.5) which  is close to unity for the 1400	ܿ݉ିଵ mode. Moreover, 
the  calculations were  carried out using  the  two‐particle  approximation  and  limiting 
the excitonic coupling to nearest neighbors with  
  ܬ଴ ≡ ܬ௡,௡േଵ ൌ ܬ௡േଵ,௡,  (7)
where  ܬ௠,௡  denotes  the  excitonic  coupling which  determines  the  resonant  energy 
transfer from an excited molecule at site ݉ to a molecule at site ݊.30, 33  
For  his  work,  Spano  employed  the  following  Holstein‐type  Hamiltonian  with  site‐
energy disorder, ԰ ൌ 1: 
  ܪ ൌ ߱଴ ∑ ܾ௡றܾ௡ ൅௡ ߱଴ߣ∑ ൫ܾ௡ற ൅ ܾ௡൯|݊ۧۦ݊| ൅௡ ∑ ∑ ሺܬ௠௡ ൅ ∆௠ߜ௠௡ሻ|݉ۧۦ݊| ൅௡௠
ܦ ൅ ߱଴ି଴ ൅ ߣଶ߱଴.  
(8)
Here, ܾ௡ற and ܾ௡ denote the creation and destruction operator for vibrational quanta 
in  the  electronic  ground  state,  respectively.  State  |݊ۧ  describes  the  purely 
electronically  excited molecule  at  site  ݊ with  all  other molecules  in  the  electronic 
ground state. ߱଴ି଴ is the transition frequency for the transition between ground state 
and first excited state that is coupled to the intramolecular vibration ߱଴. The first term 
of  the Hamiltonian accounts  for  the phonon energy,  the  second  term describes  the 
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linear exciton‐phonon coupling, and  the  third  term provides  the contribution of  the 
excitonic  coupling  ܬ௠௡  and  the  diagonal  disorder  ∆௠.  The  latter  is  the molecular 
transition frequency offset relative to ሺܦ ൅ ߱଴ି଴ሻ with D being the gas‐to‐crystal shift. 
This disorder ∆௠ is assumed to be Gaussian distributed and accounts for the disorder 
in polymer  aggregates.  Finally,  the  last  term  in  Equation  (8)  represents  the nuclear 
relaxation energy.30 
The further numerical solution of this Hamiltonian shall not be described here. Below, 
I will  focus  on  the  energy  diagrams  of  the  exciton  bands  as well  as  the  resulting 
spectral  signatures of H‐  and  J‐aggregates  in both,  the weak excitonic  coupling  and 
strong excitonic coupling regime.  
The  effect  of  the  aggregation  on  the  exciton  energy  levels  in  the  weak  excitonic 
coupling regime are shown in Figure 5. Here, the weak excitonic coupling leads to the 
excitons  to  split  into  vibronic bands  (ߥ෤ ൌ 0,1, …).  Each ߥ෤th band  is  composed of  all 
one‐particle excitations with ߥ෤ vibrational quanta in the excited state. For sufficiently 
large ܰ,  periodic  boundary  conditions  can  be  assumed.  Then,  the  opically  allowed, 
nodeless (݇ ൌ 0) exciton state |ܣఔ෥ାଵۧ in the ߥ෤th vibronic band is situated at the top of 
the band in H‐aggregates and at the band bottom in J‐aggregates.33 
 
 
Figure 5:  Energy level diagram for the weak excitonic coupling regime in ideal H‐ and 
J‐aggregates.  Nodeless  excitons  (݇ ൌ 0)  are  marked  blue,  while  red  energy  levels 
correspond  to  excitons  with  ݇ ൌ ߨ.  The  label  ܣ௡ାଵ  denotes  the  0 െ ݊  molecular 
transition. Note that not all phonon states of the ground state are shown and that the 
band gap is not to scale. (From Spano, 2010.33) 
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Evidently,  the  splitting  is  relative  small. Thus,  in  the weak excitonic coupling  regime 
the  transition  energies  exhibit merely  slight  blue‐shifts  and  red‐shifts  in  H‐  and  J‐
aggregates,  respectively, when  compared  to  isolated molecules.  In  this  regime,  the 
gas‐to‐crystal  shift may  compensate  or  even  exceed  the  blue‐shift  in H‐aggregates. 
Furthermore,  in polymer H‐aggregates  the  excitonic blue‐shift  is often  smaller  than 
the red‐shift due to enhanced planarization of the polymer chains. Hence, the spectral 
shifts due to aggregation are no reliable measure to determine the H‐ or J‐character of 
the aggregates.33 
In H‐aggregates the emissive state |݁݉ۧ is the exciton state at the bottom of the ߥ෤ ൌ 0 
vibronic band. Since this emissive state has the wavenumber ݇ ൌ ߨ, the emission to 
the vibrationless ground state is optically forbidden. The emission spectrum of ideal H‐
aggregates (disorder‐free) both in the weak and strong excitonic coupling regime thus 
lacks the 0‐0 emission line.33 
In  the  weak  coupling  regime,  the  consequence  of  aggregation  for  the  spectral 
signature  in  absorption  is  a  ratio of  the ܣଵ  and ܣଶ oscillator  strengths, denoted  as 
ܴ௔௕௦, that decreases for H‐aggregates and increases for J‐aggregates compared to the 
isolated  molecule.  The  magnitude  of  ܴ௔௕௦  depends  on  the  first‐order  interband 
coupling between vibronic excitons with ݇ ൌ 0 from different vibronic bands.33 
Spano showed  that  the oscillator strength of  the  first absorption band ܣଵ  in weakly 
interacting aggregates is given by 
 
หൻܩหܯ෡หܣଵൿหଶ ൌ ݁ିఒమߤ∥ଶ อ෍߮௡
௡
อ
ଶ
൭1 െ 2ܬ଴߱଴ ݁
ିఒమ ෍ ߣ
ଶఔ
ߥ! ߥఔவ଴
൱
ଶ
.  (9)
Here, ܯ෡   is the aggregate transition dipole moment operator. The first two factors of 
Equation (9) describe the single‐molecular oscillator strength with ߤ being the single‐
molecule transition dipole moment. The third factor  is the expansion coefficient. For 
cyclic boundary condition,  it  just equals ܰ, the number of aggregated molecules. For 
linear  aggregates,  the  expansion  coefficient  is  approximately  0.81	ܰ  due  to  open 
boundary conditions and finite size effects. Evidently, these first three factors describe 
how the oscillator strength is enhanced due to aggregation. The last factor in Equation 
(9) depends on the excitonic coupling ܬ଴ which is positive in H‐aggregates and negative 
in  J‐aggregates.  For  the  approximate  Huang‐Rhys  parameter  of  ߣଶ ൌ 1,  the  factor 
evolves to ሺ1 െ 0.96 ܬ଴ ߱଴⁄ ሻଶ. Thus,  in H‐aggregates this factor reduces the oscillator 
strength with  increasing coupling, while  in  J‐aggregates ܣଵ  is enhanced by excitonic 
coupling.30, 33 
The oscillator strength of the second absorption band ܣଶ is given by  
 
หൻܩหܯ෡หܣଶൿหଶ ൌ ߣଶ݁ିఒమߤ∥ଶ อ෍߮௡
௡
อ
ଶ
൭1 െ 2ܬ଴߱଴ ݁
ିఒమ ෍ ߣ
ଶఔ
ߥ! ሺߥ െ 1ሻఔஷଵ
൱
ଶ
.  (10)
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For  the  assumption  of  ߣଶ ൌ 1,  the  last  factor  of  the  oscillator  strength  of  ܣଶ  is 
ሺ1 ൅ 0.292 ܬ଴ ߱଴⁄ ሻଶ.  In this case, excitonic coupling enhances the  intensity of the ܣଶ 
band in H‐aggregates and reduces ܣଶ in J‐aggregates in the weakly excitonic coupling 
regime.30, 33  
The ratio of first two absorption bands, ܴ௔௕௦, thus is given by  
 
ܴ௔௕௦ ൌ
൬1 െ 2ܬ଴߱଴ ݁
ିఒమ ∑ ߣଶఔߥ! ߥఔவ଴ ൰
ଶ
ߣଶ ൬1 െ 2ܬ଴߱଴ ݁
ିఒమ ∑ ߣଶఔߥ! ሺߥ െ 1ሻఔஷଵ ൰
ଶ.  (11)
The  ratio  ܴ௔௕௦  decreases  in  case  of  H‐aggregation  and  increases  in  case  of  J‐
aggregation. Hence, the simple measurement of ܴ௔௕௦ is a reliable and powerful tool to 
determine  the  character  of  aggregation  when  compared  to  the  ratio  of  non‐
interacting molecules provided that the Huang‐Rhys parameter of the single‐molecule 
emitter is known or reasonably approximated.  
In  addition,  ܴ௔௕௦  is  a  function  of  ܬ଴  and  thus measuring  ܴ௔௕௦  allows  for  deducing 
information on the excitonic coupling strength as well as the exciton bandwidth within 
the  aggregates.  The  exciton  bandwidth  is ܹ ൌ 4|ܬ଴|  for  cyclic  boundary  conditions 
that  can  be  assumed  for  a  sufficient  large  number  of  molecules  forming  the 
aggregate.33 
As for the photoluminescence spectrum of ideal aggregates at temperature Tൌ 0, only 
emission  from  the  lowest  exciton  state  |݁݉ۧ  is  allowed.  For  nonrigid  molecules 
forming H‐aggregates, e.g. as valid  for polymer aggregates, only  the  transition  from 
|݁݉ۧ  to  the  vibrationless  ground  state  (0‐0)  is  forbidden.  In  contrast,  sideband 
emission is present due to coupling to the ground state with vibrational quanta which 
converses momentum.33 
Since the radiative decay is proportional to the emission spectral area, the lack of 0‐0 
emission  leads  to  fluorescence quenching  in H‐aggregates. Here,  two‐particle  states 
couple  to  vibrationally  excited  ground  state,  but  they  do  not  couple  to  the 
vibrationless ground state. Generally, the emission spectrum provides a good measure 
for the polaron radius.33 
In J‐aggregates, the emitting exciton state is the ܣଵ state which is optically allowed for 
absorption. Thus,  J‐aggregates show a negligible Stokes shift,  i.e.  the emission shifts 
similarly to the red as the absorption upon aggregation. Since the emission from the 
emitting exciton  state  is  allowed,  aggregation enhances  the emission  intensity by  a 
factor  of  ௖ܰ௢௛ when  compared  to  non‐interacting molecules.  Here,  the  coherence 
number  ௖ܰ௢௛ denotes the number of molecules over which the exciton wave function 
spreads  coherently.  The  emission  enhancement  is  due  to  the  concentration  of  the 
oscillator strength in the 0‐0 transition and consequently leads to superradiant decay 
rates. In contrast, the sideband emission is not coherently enhanced. Thus, the ratio of 
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the  first  two  emission  line  strengths, ܴ௘௠,  directly measures  the  coherence  length 
within the J‐aggregate.33 
Consider now briefly  the  strong excitatonic  coupling  regime. When  strong excitonic 
coupling is present, the absorption spectrum shows an intense absorption peak that is 
blue‐shifted  in  H‐aggregates  and  red‐shifted  in  J‐aggregates.  Figure  6  shows  the 
energy level diagrams of H‐and J‐aggregates in the strong excitonic coupling limit.  
The single absorption peak  is due to a concentration of the oscillator strength  in the 
transition  to  the  ݇ ൌ 0  exciton  state which  is  denoted  as  |ܪۧ  and  |ܬۧ  for H‐and  J‐
aggregates,  respectively.  These  excitons  are  nearly  free  assuming  Davydov’s 
classification  (see also section 2.2) and have the approximate energy of ߱଴ି଴ ൅ ܦ ൅
ߣଶ߱଴ ൅ 2ܬ଴. The excitation  in the strong coupling regime exhibits virtually no change 
in  geometry  compared  to  the  ground  state.  In  addition,  vibronic  relaxation  is 
frustrated due to resonant transfer between neighbors. The coupling to vibrations  is 
slightly enhanced by  two‐particle excitations but  still much  lower  than  in  the weak‐
excitonic  coupling  regime.  The  latter  is  also  called  strong  exciton‐phonon  coupling 
regime.30, 33  
 
 
Figure 6: Energy level diagram for the strong excitonic coupling regime in ideal H‐ and 
J‐aggregates.  Nodeless  excitons  (݇ ൌ 0)  are  marked  blue,  while  red  energy  levels 
correspond  to  excitons with  ݇ ൌ ߨ. Note  that  not  all  phonon  states  of  the  ground 
state are shown and that the band gap is not to scale. (From Spano, 2010.33) 
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As  already  described  in  section  2.2,  the  Stokes  shift  between  the  emission  and 
absorption spectrum  is very  large  in case of strongly‐coupled H‐aggregates, since the 
absorbing exciton |ܪۧ and emitting exciton |݁݉ۧ are energetically separated by a large 
exciton  bandwidth.  In  contrast,  no  Stokes  shift  evolves  for  J‐aggregates  since  the 
absorbing exciton state |ܬۧ is also the emitting state.  
So far, only ideal aggregate in absence of disorder were considered. Now the effects of 
disorder  and  temperature  shall  be  incorporated  according  to  Spano.  Generally, 
disorder  leads  to  localization  and  thus  affects  the  coherence  number ௖ܰ௢௛  of  the 
excitons within the aggregates. Thus, the emission in disordered J‐aggregates exhibits 
a  reduced 0‐0  line  strength  that directly measures  ௖ܰ௢௛ when  compared  to  ideal  J‐
aggregates with  ௖ܰ௢௛ ൌ ܰ.33 
Spano  focused entirely on  the effects of  site‐energy disorder Δ௡  and  the effects of 
temperature on the spectral signatures of H‐and J‐aggregates  in the weakly excitonic 
coupling regime. Expectedly, site‐energy disorder leads to a break in symmetry. Thus, 
0‐0  emission  becomes  allowed  in  H‐aggregates,  whereas  in  J‐aggregates  the  0‐0 
emission  is reduced  in  intensity significantly.  In contrast, the sideband  intensities  for 
both aggregate types are only slightly affected by  ௖ܰ௢௛ and thus by disorder.33 
When  assuming  a  Boltzmann  distribution  of  emitting  excitons  to  account  for  the 
influence  of  temperature,  the  essentially  same  effects  result  as  for  disorder  since 
temperature also reduces the coherence size. Equally, the sideband  line strengths do 
not  depend  on  temperature.  Therefore,  the  emission  ratio  ܴ௘௠  still measures  the 
coherence number  ௖ܰ௢௛ even in presence of energy‐site disorder or temperature.  
Interestingly, for extreme values of disorder the spectral signatures of both, H‐and J‐
aggregates,  are  washed‐out  and  resemble  the  emission  features  of  isolated 
molecules.33   
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2.4	 Excitonic	Coupling	as	a	Function	of	Conjugation	Length		
The  excitonic  coupling  within  molecular  assemblies  and  polymer  aggregates  is  a 
function  of  several  parameters  including  the  number  of  aggregated  molecules  or 
polymer  chains,  the  intermolecular  distance,  and  the  conjugation  length  of  the 
chains.36, 37 
Using the point‐dipole approximation (PDA), D. Beljonne and coworkers showed that 
the excitonic coupling is enhanced when the size of interacting units increases. In the 
point‐dipole  approximation,  the  interacting  molecules  are  simply  modeled  as 
transition  dipoles  yielding  correct  excitonic  couplings  when  the  extent  of  the 
interacting chromophores  is much smaller  than  their separation.  In addition  to PDA, 
Beljonne  and  coworkers  also  realized  quantum‐chemical  calculations  indicating,  in 
contrast  to  the  point‐dipole  approximation,  that  an  increasing  conjugation  length 
leads  to  a  decrease  in  excitonic  coupling.36  Indeed,  first  the  excitonic  coupling 
increases with conjugation length for oligomer sizes that do not exceed the interchain 
separation.  For  conjugation  lengths  longer  than  the  intermolecular  distance,  the 
excitonic coupling decreases with increasing chain length. Thus, the excitonic coupling 
exhibits  a  peak  behavior  as  a  function  of  conjugation  length.  Evidently,  for  long 
conjugation lengths the dipole‐dipole interactions along the chain when modeling the 
expanded chain as a series of monomeric transition dipoles cancel each other out and 
lead to a decrease in excitonic coupling.38 
In  the  section  2.3  the  quantum‐mechanical  calculations  of  weakly‐interacting 
molecular assemblies published by  Spano  30  33 were based on  the nearest‐neighbor 
approximation  that  limits  the  intermolecular  interaction  to  adjacent  chains.  In 
contrast,  J. Gierschner and coworkers  37 pointed out  the  importance of non‐nearest 
neighbor interactions and calculated via the quantum‐chemical approach the excitonic 
coupling as a function of conjugation length for a variety of conjugated oligomers and 
polymers.  Here,  their  results  shall  be  shortly  summarized,  since  these  calculations 
allow for determining the actual conjugation  length of the polymer chains within the 
aggregates when knowing their excitonic coupling.  
In consideration of the  intermolecular distance  in of 4 Å polythiophene aggregates39, 
Gierschner  and  coworkers  calculated quantum‐chemically using  single  configuration 
interaction the excitonic coupling in an infinite one‐dimensional stack of thiophenes as 
a function of thiophene rings. The infinite stack of thiophenes was assumed to consist 
of 50 molecules since  the excitonic coupling  is a  function of number comprising  the 
stack.  However,  for  large  numbers  of  molecules  in  the  finite  stack,  the  excitonic 
coupling  approaches  asymptotically  a  saturation  value  that  equals  the  excitonic 
coupling in the infinite stack.37 The molecules in the stacks were modeled as perfectly 
oriented, cofacial oligo‐ and polythiophenes as a function of chain length. Subsequent 
to the quantum‐chemical calculations, Gierschner and coworkers corrected the values 
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Figure 7:   (a) Excitonic coupling  ௦ܸ௧௔௖௞ as a function of thiophene rings for an  infinite 
stack  of  polythiophene  chains with  an  interchain  distance  of  4  Å  calculated  in  the 
quantum‐chemical  approach  with  single  configuration  interaction  and  subsequent 
correction  for  self‐screening.  (From  Gierschner  et  al.37)  (b)  Ratio  ܴ  of  excitonic 
couplings with and without non‐nearest neighbor contributions, ܴ ൌ ௦ܸ௧௔௖௞ ேܸே஺⁄ , as 
a function of number of double bonds ܰ forming the chain backbone. 
of  the  excitonic  coupling  for  effects  of  self‐screening  of  the molecules  within  the 
molecular  assembly  by  applying  a  polarizable  continuum model.  This  self‐screening 
affects  both  the  energetic  position,  also  known  as  gas‐to‐crystal  shift,  and  the 
excitonic coupling.37  
Figure 7(a) shows the result for the excitonic coupling in a quasi‐infinite stack of oligo‐ 
and polythiophenes as a function of 1/thiophene rings. While for oliogothiophenes up 
to  a  length of  four  thiophene  rings  the  excitonic  coupling  increases with molecular 
size, the coupling decreases for longer oligo‐ and polythiophenes with increasing chain 
length.  From  these  results,  the  conjugation  length within polythiophene  aggregates 
can be deduced when knowing the excitonic coupling or the exciton bandwidth which 
can be extracted from the ratio of the first two absorption peaks via Equation (11) by 
Spano (see section 2.3).  
While  Spano’s  calculations  based  on  the  nearest‐neighbor  approximation  (NNA), 
Gierschner  included  long‐range  interactions  to  remote  neighboring molecules  and 
compared the resulting excitonic coupling with values calculated with NNA. Figure 7(b) 
shows the ratio of the excitonic couplings with and without long‐range contributions, 
ܴ ൌ ௦ܸ௧௔௖௞ ேܸே஺⁄ .  Evidently,  interactions  between  remote molecules  become more 
and more important with increasing chain length.  
Gierschner  and  coworkers  investigated  this  ratio  of  several  polymers  including 
phenylene,  pheylenevinylene,  and  phenyleneethynylene  in  addition  to  thiophene. 
They  demonstrated  that  ܴ  is  independent  from  the  chemical  structure.  Thus,  the 
importance  of  non‐nearest‐neighbor  interactions  is  universal  for  conjugated 
polymers.37    
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2.5	 Franck‐Condon	Analysis	
Within  the  Born‐Oppenheimer  approximation,  electron motion  is much  faster  than 
nuclear motion. A typical frequency of electron motion is	3 ∙ 10ଵହݏିଵ, whereas nuclear 
motion  typically  shows  a  frequency  of  3 ∙ 10ଵଷݏିଵ.  Thus,  electrons  are  assumed  to 
adjust  instantly  to changes  in  the positions of  the nuclei, whereas nuclei are  far  too 
slow to follow electronic motion, e.g. as induced by an electric vector of light.40, 41 
Since the nuclei of a molecule are much more massive and of higher  inertia than the 
electrons,  an  electronic  transition  takes  place  while  the  nuclei  remain  essentially 
stationary.  This  is  the  Franck‐Condon  principle.  Thus,  an  electronic  transition  is  a 
vertical  (or Franck‐Condon)  transition  in a potential energy diagram as a  function of 
configuration coordinate ܳ as depicted in Figure 9.41, 42 
After  the  electronic  transition,  the  nuclei  experience  a  new  force  field  from  the 
electrons,  begin  to  adjust  their  geometry  to  that  of  the  excited  state  and  start  to 
vibrate simultaneously. The excited state is represented by  ଵܵ in Figure 9. Generally, a 
transition  between  electronic  states  is most  probable  when  the  wave  function  of 
vibrational states that describe the nuclear motion most closely resemble each other 
in the electronic ground and excited state. In this case, the vibrational overlap integral  
 
 
Figure  8:    Scheme  of  vertical  absorption  ( ଵܵ 	← 	 ܵ଴	݊ െ 0)  and  emission  transitions 
( ଵܵ 	→ 	 ܵ଴	0 െ ݊) between the ground state ܵ଴ and the first excited state  ଵܵ according 
to  the Franck‐Condon principle. ܳ	denotes  the configurational coordinate, ߂ܳ  is  the 
configurational displacement upon electronic excitation. 
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ۦ߯ଵ|߯ଶۧ is close to unity with ߯ଵ and ߯ଶ being the initial and the finial vibrational state, 
respectively.  The  rate  constant  for  the  transition  between  the  electronic  state  is 
proportional to ۦ߯ଵ|߯ଶۧଶ, the so‐called Franck‐Condon (FC) factor. The Franck‐Condon 
factor measures a sort of reorganization energy required for the electronic transition 
to  take  place.  With  increasing  FC  factor,  the  reorganization  energy  of  the  nuclei 
decreases leading to a higher probability of the transition to occur.41  
While for the vibrational quantum number ߭ ൌ 0 the vibrational wave function has its 
maximum at  the equilibrium  coordinate,  for  larger ߭  the vibrational wave  functions 
show  their  maxima  near  the  classical  turning  points.  In  the  classical  picture,  the 
oscillator spends more time near the turning points than at the equilibrium coordinate 
where its velocity is highest.43  
Absorption of a photon starts from the ߭ ൌ 0 level in the ground state which is usually 
the  most  populated  level.  The  electronically  and  vibrationally  excitation  of  the 
molecule  to  an  upper  vibronic  state  (߭ ് 0)  of  the  first  electronically  excited  state 
takes place  in accordance with  the highest  Franck‐Condon  factor. After  this  vertical 
transition,  radiationless  relaxation  to  the  lowest  vibrational  state occurs  that brings 
the nuclei to their equilibrium configuration of the new electronic state. Subsequent 
emission  has  a  longer wavelength  than  the  exciting  light.  The  energy  difference  is 
called the Stokes shift. 41, 42 
The  displacement  in  the  configuration  of  the  nuclei  denoted  as  ߂ܳ  describes  the 
difference between the equilibrium configurations of the ground state ܵ௢ and the first 
excited  state  ଵܵ. Hence, ߂ܳ determines  the wave  functional overlap  ۦ߯ଵ|߯ଶۧ of  the 
vibrational  states  from  both  electronic  states.  For  the  assumption  of  harmonic 
oscillators,  the  normalized  intensities  of  the  according  vibrational  progression  are 
given by 44 
 
ܫ௡ ൌ ܼ
௡݁ି௓
݊! ,   (12)
where ܼ denotes  the Huang‐Rhys parameter  that describes the coupling strength  to 
the single harmonic oscillator. The Huang‐Rhys factor is related to the configurational 
displacement via 44 
 
ܼ ൌ ܯ߱2԰ ሺ∆ܳሻ
ଶ,   (13)
with ܯ being the reduced mass and ߱ being the angular  frequency of the harmonic 
oscillator. Hence, the  intensity distribution of the vibrational progression  is a Poisson 
distribution for the vibrational manifold mapping the overlap between the vibrational 
wavefunctions. The Poissonian  is  strictly valid only  for  zero  temperature due  to  the 
Boltzmann‐like population of the vibrational states in the electronic ground state.42, 44 
However, it is sufficient for the purposes of Franck‐Condon analysis.  
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The Huang‐Rhys parameter can be extracted  from  the  intensities of  the 0‐0 and  the  
0‐1 transition since the ratio of ܫ଴ିଵ/ܫ଴ି଴	evolves to  
  ܫ଴ିଵ
ܫ଴ି଴ ൌ
ܼଵ݁ି௓
1! /
ܼ଴݁ି௓
0! ൌ ܼ.   (14)
 
When  the  two  electronic  states,  ܵ଴  and  ଵܵ,  exhibit  similar  configurations  in  the 
proximity of their equilibrium positions, no displacement of the potential curves along 
the  configuration  coordinate  results,  i.e.  	߂ܳ ൎ 0.  Hence,  the  coupling  to  the 
harmonic  oscillator  vanishes  and  only  the  0‐0  transition will  be  dominant.  On  the 
other hand, when ߂ܳ  increases,  the  vibronic peak position  in  the  spectrum will be 
shifted  to  vibronic  states  of  higher  energy.42  Thus,  the  Huang‐Rhys  parameter 
measures  roughly  the  number  of  vibrations  that  are  created  during  the  relaxation 
process going from the ground state configuration to the equilibrium configuration of 
the new electronic  state. The according  relaxation energy  is given by ܼ԰߱ with ԰߱ 
being the energy of one vibrational quantum.44 
Figure  9  illustrates  this  shift  and  the  effect  of  coupling  strength  on  the  intensity 
distribution  in  the  spectrum  for different values of  the Huang‐Rhys parameter ܼ.  In 
addition, the case of ܼ ൌ 0  is shown representing a single 0‐0 transition  line without 
coupling to vibrational states due to orthogonality reasons.  
 
Figure  9:    Franck‐Condon  intensities  of  vibronic  transitions  for  different  configu‐
rational  displacements  ߂ܳ  and  different  Huang‐Rhys  parameters  ܼ  illustrating  the 
progressional shift to higher energies with increasing ܼ.  
Energy
Energy
Energy
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Note,  that  for  a  transition  involving  spin  change,  the  spin wave  functions must  be 
altered  via  spin‐orbit  coupling  to  overcome  the  orthogonality  of  the  spin  wave 
functions in the ground and excited state.  
The considerations so far regarding the coupling of the electronic transition to a single 
oscillator  can be  generalized  to  involve  two or more  vibrational modes  ݅.  The  total 
Huang‐Rhys  parameter  then  is  the  sum  of  the  individual  Huang‐Rhys  parameters, 
ܼ ൌ ∑ ܼ௜௜ , and  the  total  relaxation energy becomes ܧ௥௘௟ ൌ ∑ ܼ௜԰߱௜௜  with ԰߱௜ being 
the energy of the individual vibrational modes.44 
The intensity distribution of the transition from state  ଵܵሺ0,0, … ሻ to state ܵ଴ሺ݉,݉ଶ,… ሻ 
with ݊௜ being the quantum number of the  ݅‐th vibrational mode  in the ground state 
can be modeled as 45 
 
ܲሺ԰߱ሻ ∝ ݊ଷሺ԰߱ሻଷ෍ෑܼ௜
௠೔݁ି௓೔
݉௜!௜௠೔
ൈ Γߜ ൥԰߱ െ ൭԰߱଴ െ෍݉௜԰߱௜
௜
൱൩,  (15)
where ܲሺ԰߱ሻ is the normalized emission spectrum in photons per energy interval, ݊ is 
the  real part of  the  refractive  index at energy ԰߱. The  factor ݊ଷሺ԰߱ሻଷ accounts  for 
the photon density of states in the medium surrounding the emitter.46 Γ describes the 
Gaussian line width function, ߜ is the Kronecker delta, and ߱଴ is the angular transition 
frequency corresponding to the 0‐0 transition.  
 
In the framework of this thesis, I programed a MATLAB routine for the Franck‐Condon 
analysis of absorption and photoluminescence spectra based on Equation (15) and the 
assumption  that  the potentials of ground and excited state are harmonic potentials, 
and  thus  constant  energy  of  vibrational  quanta  applies.  The  program  allows  for 
modelling  multi‐mode  transitions  that  can  be  used  to  fit  simultaneously  two 
independent polymer phases, e.g. planar and coiled polymer chains.  In addition,  it  is 
possible  to  choose  from  four  different  line  shapes  including  the Gauss  profile,  the 
Lorentz  profile,  the  Voigt  profile  and  an  asymmetric  line  shape.  Furthermore,  the 
possibility  to  vary  the  0‐0  intensity  is  included  to  account  for  suppression  or 
enhancement due  to  aggregation effects.  In  addition,  I wrote  an OriginC  routine  to 
facilitate  the  time consuming  task of  importing  the  fitting data and parameters  into 
Origin.  
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3	 Objective	of	the	Thesis	
The  objective  of  this  thesis  comprises  two  related  aspects  of  excited  states  in 
conjugated,  semiconducting  polymers.  The  first  aspect  regards  the  influence  of 
conformation  and  aggregate  formation  of  the  polymer  chains  on  the  excited  state 
delocalization  and excitonic  coupling,  the  second  aspect  includes  the  control of  the 
excited  state  characteristics  to  study  their  effect  on  properties  directly  related  to 
device performance. Thereby, control of  the excited state characteristics  is achieved 
via control of aggregate formation of the conjugated polymer. The tool of choice for 
controlling  the  aggregate  formation  is  simple  absorption  and  photoluminescence 
measurements  as  they  can  be  carried  out  fast  and  easily  even  with  standard 
spectrometers.  
In the first place, the characterization of the aggregates was always carried out for the 
semiconducting  polymers  in  solution  as  a  function  of  various  parameters  including 
solvent quality, temperature, molecular weight, and synthetic method of the polymer. 
As a  second  step and general aim, polymer  thin  films and  their aggregate behavior 
relevant  for  applications  were  investigated  as  a  function  of  different  processing 
conditions  that  lead  to  aggregates  of  different  natures  meaning  aggregates  with 
different excitonic couplings, conjugation lengths or energetic disorder and/or leading 
to different film morphologies.  
As  for  the  characterization  of  conjugated  polymer  aggregates,  the  first  aim  of  this 
thesis  is  the  spectral  distinction  and  subsequent  separation  of  absorption  and/or 
photoluminescence due to aggregates from those due to the non‐aggregated phase of 
the polymer. In order to separate both spectral parts, an extensive program for multi‐
mode  Franck‐Condon  analyses was developed  including  the option of  simultaneous 
fitting  of  two  phases  as well  as modified  Franck‐Condon  fits with  variable  0‐0  line 
strength  to  account  for  suppressed  or  enhanced  0‐0  radiative  decay  rates  due  to 
aggregation and excitonic coupling. Given the spectral shape of aggregate absorption 
and  photoluminescence,  the  second  aim  is  the  determination  of  the  aggregates’ 
nature and their  inherent excitonic couplings or excitonic bandwidths by comparison 
with  theoretical works  on  excitonic  couplings  and  the  resulting  spectral  properties. 
Here,  the  classification  of  the  aggregates  as  H‐or  J‐aggregates  or  as  mixed  HJ‐
aggregates. Based on  this knowledge,  this  thesis  shall give a  tool  to understand  the 
spectral  signatures  of  the  aggregates  of  the  conjugated  polymers  poly(3‐
hexylthiophene)  (P3HT),  poly[2‐methoxy‐5‐(2‐ethylhexyloxy)‐1,4‐phenylenevinylene] 
(MEH‐PPV),  and  poly{[4,4‐bis(2‐ethylhexyl)‐cyclopenta‐(2,1‐b;3,4‐b’)dithiophen]‐2,6‐
diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐4,7‐diyl}  (PCPDTBT) which  are widely  used  in  solar 
cell and field‐effect transistor applications. 
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The second aspect of  this  thesis  is aimed at  the application of  the knowledge about 
the aggregate behavior of these semiconducting polymers. Strictly speaking, not only 
the  aggregates  themselves  are  characterized  but whole  polymer  samples  and  their 
aggregate  formation  are  controlled  to  investigate  the  resulting  influence  on 
parameters  that  control  and  determine  device  performance.  In  case  of  P3HT  such 
parameters  are  the  charge  carrier mobility  in  field‐effect  transistors  or  the  exciton 
dissociation  in  hybrid  heterojunctions with  the  electron  accepting material  silicon. 
Prerequisite for such fundamental research on the  influence of the elongation of the 
excited  state  on  device  performance  is  the  knowledge  about  the  amount  of 
aggregates  present  and  their  spectral  features  in  absorption  or  photoluminescence 
spectra. Thus, further investigations are aimed at the determination of the fraction of 
aggregates present in solution and in the polymer thin films, respectively.  
Eventually,  the  objective  of  this  thesis  is  the  use  of  spectral  control  by means  of 
absorption  and photoluminescence measurements  to prepare and process different 
types  of  polymer  aggregates  and  samples with  different  amounts  of  aggregates  in 
order  to  support  fundamental  research  on  device  properties  that  are  affected  by 
aggregated polymer chains and the concomitant excited state properties.  
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4	 Overview	of	the	Thesis	
Introduction	
This  thesis  examines  the  role  of  conformational  and  structural  order  in 
semiconducting  polymers  primarily  on  the  excited  state  and  subsequently  on  its 
related properties such as exciton dissociation, charge generation and charge carrier 
mobility.  The  packing  behavior  including  the  conjugation  length  and  intermolecular 
coupling within the polymer aggregates effects significantly the optical and electronic 
properties of the semiconducting polymer. Thus, the way in which the polymer chains 
pack  and  order  is  relevant  for  exciton  migration,  exciton  dissociation  and  charge 
carrier  mobility.  Particularly  with  regard  to  reaching  the  industrial  level  with 
applications in solar cells and field‐effect transistors, a fundamental understanding of 
the  polymer  phase  behavior  and  the  resulting  conjugation  length,  excitonic  and 
electronic coupling as well as the overall fraction of aggregates present in thin films is 
necessary.  
Particularly,  the  thesis  focuses  on  the  relation  between  conformational  order  and 
optoelectronic  properties  in  terms  of  simple  steady‐state  absorption  and 
photoluminescence measurements. These  types of measurement can be carried out 
relatively  fast  and  with  little  effort.  However,  in  combination  with  theoretical 
considerations and analyses they offer valuable information about intrinsic properties 
such as the fraction of aggregates present in the sample, energy transfer, the excitonic 
coupling  or  the  conjugation  length  within  the  aggregates.  The  latter  describe  the 
nature of the aggregates as it is discussed in theory by recent works of F.C. Spano and 
J. Gierschner.  
Furthermore,  emphasis  is  placed  on  the  analysis  of  semiconducting  polymers  in 
solution. In solution, polymer chains are free of spatially constraints thus allowing for 
examination of the almost unconstrained phase behavior. In many cases, the insight in 
the aggregation process  in  solution  is necessary  to understand  the different phases 
present in the polymer thin films relevant for applications.  
The  studied polymers comprise poly(3‐hexylthiophene)  (P3HT), poly[2‐methoxy‐5‐(2‐
ethylhexyloxy)‐1,4‐phenylenevinylene]  (MEH‐PPV)  and  poly{[4,4‐bis(2‐ethylhexyl)‐
cyclopenta‐(2,1‐b;3,4‐b’)dithiophen]‐2,6‐diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐4,7‐diyl} 
(PCPDTBT) which  are  continuously  used  for  photovoltaic  applications  or  field‐effect 
transistors. The chemical structures of these polymers are shown in Figure 10.  
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Figure 10: Abbreviations and chemical structures of the semiconducting polymers 
studied in this thesis.  
In the last decade, the extensively studied polymer P3HT illustrated the importance of 
controlling its semicrystalline behavior for reaching high charge carrier mobilities and 
high  power  conversion  efficiency  in  solar  cells  when  combined  with  an  electron 
accepting material. The control of  the packing behavior and  the  resulting effects on 
the  excited  state  of  P3HT  in  heterojunctions  is  clearly  dependent  on  the  packing 
behavior  in films of the neat polymer. Thus, an understanding of the phases of P3HT 
and  the  excited  state  related  properties  provides  essential  insight  into  the  physical 
situation of the heterojunction. P3HT is still of enormous importance and probably the 
most widely studied polymer in the field of organic solar cell research.  
First,  I  studied  the  aggregation  in  P3HT  upon  reduced  solvent  quality.  This work  is 
shown in chapter 5. There are different approaches to reduce the solvent quality. One 
approach  is to add a poor solvent to the polymer  in solution and thereby forcing the 
polymer  chains  to minimize  the  interaction with  the unfavorable  solvent molecules. 
The  aim  of  the work  presented  in  chapter  5 was  the  controlled  formation  of  the 
aggregated  phase  in  P3HT  in  solution  and  the  characterization  of  the  aggregates 
formed with regard to photophysical properties as a function of solvent quality and in 
addition  as  a  function  of  molecular  weight  and  polydispersity  of  the  polymer. 
Furthermore, P3HT thin films spin‐coated from solutions of different solvent qualities 
were studied in comparison to P3HT in solution. The results arising from applying the 
theories  from  Spano  and Gierschner  to  the  absorption  spectra  of  the H‐aggregates 
formed in solution were compared to P3HT thin films spin‐coated from solutions with 
different solvent qualities. The effect of  the aggregate  formation  in  the  films on  the 
organic  field‐effect  transistor performance was  studied  since  crystallinity, molecular 
weight,  intermolecular coupling and the aggregation of the polymer chains  influence 
the charge carrier mobility within the films.  
In  chapter  6,  I  used my  knowledge  about  the  conjugation  in  P3HT  aggregates  and 
about the formation of specific fractions of aggregates for the fundamental study on 
the  process  of  initial  photoconversion  for  generation  of  free  charge  carriers  in  the 
hybrid P3HT/Si heterojunction. For this study, it was essential to prepare samples with 
significantly  different  aggregate  fractions.  On  the  basis  of  the  solvent  quality 
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dependent  aggregation,  two  kinds  of  planar  hybrid  heterojunctions were  prepared. 
The  first  one  showed  strongly  depressed  aggregation  as  present  in  thin  films  of 
regiorandom  P3HT.  The  second  type  exhibited  considerably  aggregation  with  low 
excitonic coupling and thus long conjugation length within the aggregates as deduced 
from the spectral shape of the absorption (see chapter 5). The fraction of aggregates 
of both  sample  types differed by a  factor of  two. The enhanced aggregation  in  the 
second  type of  samples was prepared by adding a  small amount of poor  solvent  to 
induce pre‐aggregates already  in  solution prior  to  the  spin‐coating process onto  the 
silicon substrates. Basically, the different types of hybrid heterojunctions were used to 
study  the  fundamental  process  of  light  absorption,  the  formation  of  free  charge 
carriers and  their  subsequent  transport  to  the electrodes. The work helps  to  clarify 
controversial questions, e.g. the unresolved question whether free charge carriers or 
excitons,  dissociating  into  free  charge  carriers,  are  initially  generated  by  light 
absorption. Moreover, the role of excess energy and the role of the polymer structural 
order  on  the  charge  generation  in  hybrid  solar  cells were  studied.  In  addition,  the 
work provides  a  correlation between  structure of  the polymer  chains presented by 
different  degrees  of  aggregation  and  the  observed  geminate/nongeminate 
recombination.  
The findings outstanding for the solar cell research community that are presented  in 
chapter  6,  stress  the  importance  of  the  phase  behavior  of  the  semiconducting 
polymers and our knowledge of the underlying properties of the aggregates. Chapter 7 
presents another semiconducting polymer, namely MEH‐PPV, used as well in research 
on  organic  photovoltaics.  The  experimental  part  of  the work  is  based  on  a  second 
approach to reduce the solvent quality in polymer solutions. Recent work showed that 
MEH‐PPV undergoes a phase transition from a coiled state to an aggregated state and 
that the polymer can adopt consequently two different conformations. Here, our work 
focuses  on  the  aggregated,  low‐energy,  phase  of  MEH‐PPV  since  absorption  and 
photoluminescence  spectra  of  this  phase  feature  a  distinctive  asymmetry  as  it was 
observed for J‐aggregates. I studied the photophysical properties of the red phase of 
MEH‐PPV  by  means  of  Franck‐Condon  analyses  as  a  function  of  temperature.  In 
comparison  to  quantum mechanical  calculations  in  the  framework  of  Spano’s  HJ‐
aggregate model, chapter 7 presents the nature of the MEH‐PPV aggregates.  
On the way to efficient solar cells, emphasis is recently laid on low‐bandgap polymers 
whose  absorption  leads  to  photon  collection  in  the  red  part  of  the  solar  spectrum 
resulting  in  higher  power  conversion  efficiencies  compared  to  conventional 
semiconducting  homo‐polymers.  A  prominent  representative  of  this  group  is 
PCPDTBT,  a  co‐polymer  consisting  of  the  alternating  groups  dithiophene  being 
electron donating and benzo‐thiadiazole being electron accepting.  In  chapter 8,  the 
aggregation and structure formation in PCPDTBT and their effect on the excited state 
are studied. The formation of aggregates  in PCPDTBT  is again  induced by cooling the 
solution to reduce continuously the solvent quality. This way, we are able to observe 
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the aggregation process and  the photophysical properties of  the aggregates  formed 
with  the  highest  possible  degree  of  freedom.  The  knowledge  of  the  aggregation 
process  in  solution  is  transferred  to  PCPDTBT  thin  films  relevant  for  photovoltaic 
applications. The absorption and photoluminescence spectra of films with two distinct 
morphologies were  analyzed  by means  of  Franck‐Condon  analyses  as  a  function  of 
temperature.  In this way, we discover  low‐energy emissive trap sites  in the PCPDTBT 
films and trace their possible origin.  
The  following  sections  present  an  overview  of  the  individual works  composing  this 
thesis.  
 
Control	of	Aggregate	Formation	in	Poly(3‐hexylthiophene)	by	
Solvent,	Molecular	Weight,	and	Synthetic	Method	
The  formation  of  aggregates  in  P3HT  in  solution  depends  on  the  solvent,  the 
molecular weight and the synthetic method and thus on the resulting polydispersity of 
the  sample.  Since  the  interplay of  these  factors  controls  the device performance  in 
applications,  our  study  was  aimed  at  a  quantitative  understanding  how  these 
parameters control the resulting electronic properties of the polymer. Therefore, we 
measured  absorption  of P3HT  in  solution  and  in  thin  films  along with  the  resulting 
field‐effect mobility in thin film transistors. The parameter of synthetic method refers, 
on the one hand, to P3HT tailor‐mode to a specific molecular weight. These samples 
were  synthesized according  to  the  catalyst  transfer polymerization  reaction method 
and have thus a very low polydispersity index (< 1.2). In the chapter, they are referred 
to  as  “defined  P3HT”.  The  second  synthetic method we  focused  on was  the  early 
McCullough  route  with  subsequent  fractionation  with  different  solvents  to  obtain 
samples of different molecular weight. The polydispersity  index of  these  samples  is 
much  higher  compared  to  the  defined  P3HT  samples.  They  are  referred  to  as 
“extracted P3HT”.  
The  absorption  was  measured  of  P3HT  in  solution.  The  good  solvent  used  was 
chloroform,  the  poor  solvent  ethyl  acetate  (EtAc)  was  added.  The  spectra  show 
increasing  low‐energy  absorption  with  increasing  fraction  of  poor  solvent  due  to 
aggregate  absorption.  To  determine  the  fraction  of  aggregates  present  in  the 
solutions, we  separated  the part of  the  spectrum arising  from aggregate absorption 
from  the  part  arising  from  coiled  chain  absorption.  In  order  to  subtract  the  coiled 
chain absorption  from  the  spectra  showing  contributions of both phases, we  scaled 
the  absorption  spectrum  of  the  coiled  chains  to  the  high  energy  shoulder  of  the 
absorption spectrum. The calculated fraction of aggregates is based on the fraction of 
aggregate  absorption  and  takes  into  account  that  the  oscillator  strength  changes 
when  going  from  the  coiled  to  the  aggregated  state.  However,  the  fraction  of 
aggregates reflects the propensity to aggregation of the P3HT sample considered.  
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The spectral shape of the aggregate absorption allowed further analysis to extract the 
excitonic coupling between  the polymer chains within  the aggregates. Based on  the 
theoretical  work  for  weakly  interacting  H‐aggregates  by  Spano,  we  extracted  the 
excitonic coupling  from  the  ratio of  the  first  two peaks  in  the aggregate absorption. 
The results are shown  in Figure 11(a). Apparently, the excitonic coupling depends on 
the amount of poor solvent.  
On  the  basis  of  the  theoretical work  by  Gierschner,  the  conjugation  length  of  the 
aggregated P3HT chains can be calculated from the excitonic coupling. The longer the 
conjugation length of the polymer chains, the lower the resulting excitonic coupling. A 
comparison  of  the  derived  conjugation  length  with  the  degree  of  polymerization 
determined  by  matrix‐assisted  laser  desorption  ionization  time  of  flight  mass 
spectroscopy  (MALDI‐TOF  MS)  leads  to  conclusions  about  the  extension  of  the 
conjugation over  the polymer  chain. Whereas  the defined polymer  chains with  low 
molecular weight are fully extend, the conjugation  lengths for polymer samples with 
higher  molecular  weight  are  significantly  below  the  degree  of  polymerization.  In 
combination  with  the  fraction  of  aggregates  present  in  solution,  we  can  derive  a 
scenario  for  the packing behavior of  the polymer  chains  in  aggregates  for different 
molecular weights and different fractions of poor solvent. A scheme of these packing 
behaviors is shown in Figure 11(b). The same method does not apply for the extracted 
P3HT samples, since it is not possible to determine a reliable chain length due to their 
high  polydispersity. Up  to  this  point,  the  results  are  based  solely  on  spectroscopic 
measurements  in  combination  with  the  adequate  theories  of  excitonic  coupling 
provided by Spano and Gierschner.  
 
Figure 11: (a) Excitonic coupling within aggregates of defined and extracted P3HT as a 
function of the  fraction of poor solvent. The molecular weight  increases  from top to 
bottom. (b) Scheme of possible scenarios for the packing behavior of defined P3HT for 
different molecular weights and different fractions of the poor solvent EtAc.  
5 kD 11 kD 19 kD
90 % EtAc
40 % EtAc 25 % EtAc 50 % EtAc
90 % EtAc90 % EtAc
a)  b)
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In addition to the study of P3HT  in solution, we tested whether the results obtained 
for  the  aggregates  in  solution  can  be  transferred  to  P3HT  thin  films  spun  from 
solutions  containing  poor  solvent  fractions  and  thus  already  containing  aggregates. 
We measured  the  absorption  of  the  P3HT  thin  films.  The  analysis  of  these  spectra 
revealed  very  similar excitonic  couplings of  the defined P3HT  samples  compared  to 
the  aggregates  found  in  solution.  Thus,  we  can  indeed  control  the  nature  of  the 
aggregates formed  in P3HT thin films via control of solvent quality  in case of defined 
P3HT.  
To  clarify  to which  extent  the  use  of  defined  P3HT  is  advantageous  for  the  charge 
carrier mobility, we measured  P3HT  field‐effect  transistors. Here,  the  polymer was 
simply  spin‐coated  from  100%  chloroform  solutions without  any  subsequent  post‐
treatment of the device. Apart from the expected increase in saturation mobility with 
increasing molecular weight, we found that the defined P3HT samples with 5 kDa and 
11  kDa  show  significantly  higher  charge  carrier  mobilities  than  their  extracted 
counterparts. However,  already  for  a molecular weight of 19  kDa  this difference  in 
charge  carrier mobility  vanishes.  Both  samples,  independent  of  synthetic method, 
reach charge carrier mobilities of 10‐2 cm/Vs. This is in accordance with the results for 
the  solution  aggregates  that  did  not  show  any  significant  differences  in  fraction  of 
aggregates and excitonic  coupling when  comparing  the defined and extracted P3HT 
samples  with  19  kDa.  Thus,  complex  synthetic  approaches  for  P3HT  with  high 
molecular  weights  have  no  advantage  over  the  early McCullough  route  in  device 
performance.  
 
Role	of	Structural	Order	and	Excess	Energy	on	Ultrafast	Free	
Charge	Generation	in	Hybrid	Polythiophene/Si	Photovoltaics	
Probed	in	Real	Time	by	Near‐Infrared	Broadband	Transient	
Absorption	
A polymer solar cell operates by the sequence of light absorption, exciton diffusion to 
a  donor‐acceptor  interface  and  subsequent  separation  of  the  excitation  into  free 
electron and hole that then need to be extracted to the electrodes. In this chapter, we 
focus on the mechanism of exciton dissociation and how electrical charge  is actually 
generated  in  hybrid  solar  cells. We  address  the  following  questions. What  exactly 
happens  at  the  donor‐acceptor  heterojunction when  Coulomb  bound  electron‐hole 
pairs  created  by  light  absorption  separate  at  this  interface?  Which  molecular 
parameters  control  their  separation?  And  is  the  initial  electron  hole  pair  really 
Coulomb bound  right  from  the beginning?  The  latter has  recently been questioned 
since  free  charge  carriers were observed  in  solar  cells within 100  fs after excitation 
which was the limit of time resolution. 
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The  hybrid  heterojunctions  we  studied  here  with  a  novel  broadband  (UV‐Vis‐NIR) 
transient absorption  spectroscopy  setup used  silicon as electron acceptor.  In  silicon 
the electron delocalizes well and is well screened. Furthermore, silicon does not have 
any  signals over  the whole  spectral  range  of  interest we  studied with  our  ultrafast 
pump‐probe spectroscopy setup in contrast to the frequently used PCBM or C60. The 
used  polymer  acting  as  electron  donor  in  our  hybrid  heterojunctions  is  P3HT.  In 
addition  to P3HT/Si bulk heterojunctions, we prepared  two distinct  types of bilayer 
samples  with  polycrystalline  silicon  as  electron  acceptor  layer.  For  the  first  type, 
regiorandom  (RRa) P3HT was  spin‐coated  from good  solvent onto  the  (Si‐)substrate 
resulting  in mostly disordered chains with short conjugation  lengths. For  the second 
type,  regioregular  (aggRR)  P3HT was  spin‐coated  from  a  solution  containing  a  low 
fraction  of  poor  solvent  resulting  in  enhanced  aggregation  and  long  conjugation 
lengths. The long conjugation length and high order of the planar chains is manifested 
in a structured, red absorption as shown in Figure 12(a). The polymer was spin‐coated 
only partially onto the substrate, thus we were able to optically excite the P3HT alone, 
the silicon alone, and the P3HT on top of the silicon.  
Our transient absorption spectroscopy setup included a pump beam with a full width 
of half maximum of 15 fs that was tunable over the range of 450 nm to 750 nm. The 
probe beam had a time resolution of 40 fs and was tunable from 300 nm to 1200 nm. 
For the identification of the transient absorption signal due to polarons, we measured 
the steady‐state polaron absorption by doping P3HT thin films with the strong oxidant 
iron‐chloride.  This  way,  we  were  able  to  distinguish  the  ground  state  bleach,  the 
polaron signal and the exciton signal in the transient absorption spectrum. 
The analysis of  the absorption  spectra of  the disordered RRa‐P3HT and  the ordered 
aggRR‐P3HT reveals a fraction of aggregates of 20% for the RRa‐P3HT and 40% for the 
aggRR‐P3HT.  The  influence  of  this  difference  is  striking.  After  300  fs  in  neat  P3HT, 
there  is  an  enhanced  polaron  formation  in  aggRR‐P3HT  compared  to  the  more 
 
 
Figure 12: (a) Absorption spectra of thin films of neat regiorandom P3HT (RRa‐P3HT), 
regioregular P3HT aggregated with  low  fractions of poor  solvent  (aggRR‐P3HT), and 
neat  polycrystalline  silicon  (Si).  (b)  Scheme  of  primary  photoinduced  processes  and 
their lifetimes in hybrid P3HT/Si thin film heterojunctions. 
a)  b)
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disordered counterpart RRa‐P3HT.  In  fact,  in the P3HT/Si heterojunction the polaron 
yield  in  aggRR‐P3HT  is  twice  as  high  as  in  RRa‐P3HT.  In  addition, we  observed  an 
increased polaron signal and a simultaneous decrease in exciton signal when adding Si 
to  the P3HT. Evidently,  silicon acts  indeed as electron acceptor  thereby  causing  the 
dissociation  of  the  neutral,  Coulomb  bound,  exciton.  In  summary,  the  ultrafast 
electron  transfer  from  P3HT  to  silicon  strongly  depends  on  the  polymer  structural 
order.  
To  test  this  result,  we  studied  the  initial  polaron  yield  at  about  300  fs  in  a  bulk 
heterojunction consisting of a blend film of regioregular P3HT with medium aggregate 
fraction and silicon nanocrystals as a function of pump wavelength ranging from 450 
nm to 600 nm. At 600 nm, disordered chains do not absorb while planar, aggregated 
chains absorb. The polaron yield  for excitation  in the blue spectral range, where the 
absorption is dominated by the coiled chains, is lower by a factor of two compared to 
the  resulting  polaron  yield  for  the  red  range  of  the  spectrum.  Even  though  the 
excitation energy in the blue is higher, the resulting polaron yield is much lower. This 
clearly proofs that polymer structural order and not excess energy is the key criterion 
for free charge generation in P3HT/Si photovoltaics. 
As  for  the question whether  the charges are  initially  free, we analyzed  the  transient 
absorption signals  from  the neutral excited state at 1000 nm,  the positively charged 
polaron  in P3HT at 660 nm and the ground state bleach at 550 nm  in regard to their 
evolution in time. Remarkably, absorption from the exciton shows immediately when 
the ground state is bleached, i.e. after 40 fs. Moreover, we find that the exciton signal 
decays initially with a time constant of 140 fs while the polaron signal shows a delayed 
rise with a rise time of again 140  fs and reaches  its maximum after 300  fs. Thus, we 
monitored  the dissociation of  the excitons as primary photoexcitations  into positive 
and  negative  free  charges.  Figure  12(b)  shows  a  summary  of  the  primary 
photoinduced processes and their lifetimes in the hybrid P3HT/silicon heterojunction.  
Furthermore, we  investigated whether the electron  is still bound or free when  it has 
been  transferred  to  the  silicon.  As  for  this  question,  we  studied  the  intensity 
dependence of the polaron decay.  In the disordered RRa‐P3HT, the polaron decay  is 
completely independent of the pump power. This means, the decay is independent on 
the  number  of  polarons  generated.  It  is  therefore  a monomolecular  process  and  a 
clear signal of geminate recombination. This is only possible when the charges are still 
Coulomb bound.  In contrast, the polaron decay  in films with aggregated aggRR‐P3HT 
gets  faster  for  increasing  pump  intensities  suggesting  a  bimolecular  nongeminate 
recombination  and  decay.  Clearly,  the  charges  must  be  free  for  nongeminate 
recombination. This confirms the key role of polymer structural order on the ultrafast 
free charge generation in hybrid P3HT/Si photovoltaics.  
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The	Red‐Phase	of	Poly[2‐methoxy‐5‐(2‐ethylhexyloxy)‐1,4‐
phenylenevinylene]	(MEH‐PPV):	A	Disordered	HJ‐Aggregate	
The  soluble poly(phenylene‐vinylene) derivate MEH‐PPV has been widely  studied  in 
thin films as well as  in solution and even as single molecules. Recent studies showed 
that MEH‐PPV  in solution can undergo a phase transition when cooled below 200 K. 
Here,  we  studied  the  spectroscopic  properties  of  the  red  phase  of  MEH‐PPV  in 
solution  as  a  function  of  temperature  ranging  from  180  K  down  to  5  K.  This  low 
energy, red, phase was associated with polymer chains assembling into aggregates.  
The  theoretical  works  by  Kasha  and  coworkers  on  H‐  and  J‐  aggregation  showed 
already  that aggregation and  the  inherent electronic  interaction between molecules 
lead  to  delocalization  of  the  excited  state  inducing  an  energy  shift  in  absorption 
compared to  isolated molecules and differing radiative decay rates due to symmetry 
reasons of the lowest energy exciton. Here, we introduced an enhanced HJ‐aggregate 
model  including electron and hole site disorder to  investigate the  impact of disorder 
on  the  temperature dependence of  the 0‐0/0‐1 photoluminescence  line  strength  in 
MEH‐PPV  aggregates. Our  theoretical model  treats  the  simplest  aggregate  being  a 
dimer of two cofacial MEH‐PPV polymer chains and yields information on the effect of 
disorder  and  intermolecular  coupling  on  the  photoluminescence  spectrum,  the 
absorption  spectrum,  the  radiative decay  rate and on  the exciton  coherence  length 
along the polymer chain.  
Our  experimental  studies  on  MEH‐PPV  in  solution  as  a  function  of  temperature 
showed  that  the  0‐0/0‐1  peak  ratio  in  photoluminescence  of  aggregated  red‐phase 
MEH‐PPV  is  significantly enhanced  compared  to  the 0‐0/0‐1  ratio of  the disordered 
blue‐phase of MEH‐PPV. Furthermore, this ratio of the 0‐0 to 0‐1 peak PL intensity as 
well  as  the  photoluminescence  lifetime  is  temperature  independent  for  the whole 
temperature  range  between  180  K  and  5  K  in which  the  red‐phase MEH‐PPV was 
present.  In  order  to  identify  the  spectroscopic  features  in  PL  and  absorption,  we 
reproduced the spectra considering three different torsional and vibrational modes by 
means of multi‐mode Franck‐Condon analyses. Figure 13(a)  shows  the experimental 
data  and  the  corresponding  Franck‐Condon  fits  of  the  photoluminescence  and 
absorption of MEH‐PPV in solution at 80 K. The sum of the Huang‐Rhys factors of the 
three  modes  yields  the  total  effective  Huang‐Rhys  factor  that  is  modelled  in  our 
theoretical calculations on MEH‐PPV dimers as a single effective mode.  
First, we  calculated  the  dispersion  curves  for  a  single MEH‐PPV  chain  revealing  an 
exciton bandwidth,  ΔEintra, of 200 meV associated with  the  lowest energy  intrachain 
exciton. In addition, interchain interactions with an with interchain coupling Jinter cause 
the  intrachain exciton band to split  into an antisymmetric and a symmetric band. As 
characteristic  of H‐aggregates,  absorption  is  allowed  only  into  the  symmetric  band 
that is at higher energies than the corresponding antisymmetric band.  
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Figure  13:  (a)  Franck‐Condon  analysis  of  the  absorption  and  photoluminescence 
spectra of MEH‐PPV in solution at 80 K. The absorption spectrum (circles) was divided 
by ħω, the emission spectrum (squares) was divided by (ħω)³. The Franck‐Condon fit is 
shown as  solid  line,  the 0‐0 peak and 0‐1 peaks of  the  three modes considered are 
shown  as  dashed  and  dotted  lines,  respectively.  (b)  0‐0/0‐1  PL  ratio  numerically 
calculated as a function of temperature for MEH‐PPV dimers with a disorder of σdis = 
90 meV  for  different  interchain  couplings,  Jinter.  Experimental  values  are  shown  as 
triangles.  
Since  the  calculated  intrachain  exciton  bandwidth  is  substantially  larger  than  the 
measured  line width of 32 meV at 80 K, we  further  investigated motional narrowing 
which is a typical signature in J‐aggregates. From this analysis, we found that disorder 
σdis = 90 meV  is necessary to reproduce the measured  line width. This  is the value of 
disorder we used  for  further calculations. The numerically calculated absorption and 
photoluminescence  spectra  then  reproduced  nicely  the  experimental  linewidth  and 
Stokes  shift. The  spectra were calculated  for different values of  interchain coupling. 
While for the absorption spectra the ratio of the oscillator strengths of the 0‐0 and 0‐1 
peaks decreases only slightly with increasing Jinter, the impact of interchain interaction 
on  the  0‐0/0‐1  ratio  in  photoluminescence  is  far  more  dramatic.  More  effective 
destructive  interference between  the emitting chains with  increasing  Jinter  leads  to a 
considerable drop in the PL 0‐0 peak intensity as it is characteristic for H‐aggregates.  
A further investigation comprised the numerically calculated 0‐0/0‐1 PL ratio of MEH‐
PPV dimers as a  function of  temperature. The 0‐0/0‐1 PL  ratios were  calculated  for 
three different  values of  interchain  coupling  (Jinter  =  0,  10 meV,  30 meV)  each with 
three different values of disorder (σdis = 0, 11 meV, 22 meV). For isolated chains (Jinter = 
0),  the PL  ratio  is  largest at  low  temperature and decreases  steadily with  increasing 
temperature.  For dimers with  interchain  interaction  the PL  ratio  first  increases  and 
above the HJ transition temperature decreases with increasing temperature. Thus, the 
behavior  is  characteristic  of  H‐aggregates  at  low  temperatures  and  J‐like  at  high 
temperatures. Note  that  for  disorder‐free  chains  the  PL  ratio  is  zero  at  0  K  due  to 
symmetry  reasons.  Considering  the  effect  of  disorder,  the  overall  impact  is  on  the 
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temperature dependence of the 0‐0/0‐1 PL ratio. For the higher, relevant value of σdis 
= 90 meV,  the PL  ratio as well as  the  radiative decay  rate  is practically  temperature 
independent  for  all  values  of  interchain  coupling.  Figure  13(b)  shows  numerically 
calculated  0‐0/0‐1 PL  ratio  as  a  function of  temperature  for different  values of  the 
interchain  coupling  Jinter  as well  as  the measured  values. Good  agreement between 
theory and experiment was achieved for interchain couplings of 30 meV. 
As a final point, we calculated the exciton coherence  length along the polymer chain 
within the MEH‐PPV dimer as a function of temperature. In contrast to the 0‐0/0‐1 PL 
ratio  and  the  radiative decay  rate,  the exciton  coherence  length  along  the polymer 
chain  is  temperature dependent and decreases with  increasing  temperature due  to 
disorder‐induced  localization. Interestingly,  increasing  interchain coupling  leads to an 
increasing coherence  length along the chain at T = 0 K probably due to the ability of 
excitons  to  sidestep  traps  along  the  chain.  The  coherence  length  in  our MEH‐PPV 
dimer at T = 0 K is approximately eight phenylene‐vinylene repeat units.  
To summarize,  the aggregated  red phase of MEH‐PPV  reproduce best  the measured 
photoluminescence and absorption spectral  line shapes when described as a weakly 
coupled, disordered HJ‐aggregates in which the interchain splitting (ΔEinter ≈ 0.012 eV) 
is  roughly an order of magnitude smaller  than  the  lowest energy exciton bandwidth 
(ΔEintra ≈ 0.2 eV). Generally, the photophysical response results from a competition of 
J‐like and H‐like behavior. The first  is due to  intrachain  interactions, the  latter due to 
interchain  interactions. Remarkably, the measured temperature  independence of the 
PL  lifetime and the 0‐0/0‐1 PL peak ratio  is  in stark contrast to the predictions of the 
HJ‐aggregate model when disorder  is absent.  Incorporating disorder  into  the model 
decreases  the  PL  ratio  at  high  temperatures  as  characteristic  for  J‐aggregates  and 
increases  the  PL  ratio  at  low  temperatures  since  disorder  destroys  the  symmetry 
needed for perfect destructive interference as valid for H‐aggregates.  
 
Revealing	Structure	Formation	in	PCPDTBT	by	Optical	
Spectroscopy	
The tendency of a semiconducting polymer to aggregate  is a key factor  in controlling 
its  charge  carrier mobility and  in  controlling  the propensity of  the excited  states  to 
dissociate at the interface with an electron accepting material. Thus, investigations on 
structure formation and aggregate behavior are fundamental for device applications. 
Here, we studied the structure formation of the low‐bandgap polymer PCPDTBT which 
reached  power  conversion  efficiencies  up  to  5.5%  in  bulk  heterojunction  cells with 
PCBM.  
To  reveal  the  aggregate  behavior  of  PCPDTBT  in  presence  of  the  highest  possible 
degree  of  freedom, we  first  studied  spectroscopically  as  a  function  of  temperature 
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PCPDTBT in solution where the chains can adopt their favorable conformation without 
major  constraints.  As  a  second  step,  we  extended  our  absorption  and 
photoluminescence studies to PCPDTBT thin films with two distinct morphologies.  
We  cooled  down  PCPDTBT  in  solution,  and  measured  absorption  as  well  as 
photoluminescence at different temperatures between 340 K and 180 K. Figure 14(a) 
shows  the  resulting  absorption.  For  temperatures  below  320  K,  the  structured 
absorption of an additional low energy state and an isosbestic point evolve. Equally in 
photoluminescence,  two distinct emissions can be  identified. The absorption and PL 
spectra of a concentration series at room temperature showed the increase of this low 
energy  phase with  increasing  concentration  confirming  that  this  spectral  feature  is 
due to an aggregated phase consisting of interacting polymer chains. Thus, PCPDTBT in 
solutions  clearly undergoes a phase  transition  from a disordered,  coiled phase with 
unstructured absorption to a planarized and aggregated phase with clearly structured 
absorption as  it’s well‐known  for other conjugated polymers such as P3HT, PFO and 
MEH‐PPV.  In  contrast  to  these  polymers,  the  critical  temperature  of  the  phase 
transition of PCPDTBT is already at 300 K and thus effecting the structure formation in 
all solution processed devices.  
We performed thorough multi‐mode Franck‐Condon analyses  including  five different 
Raman modes to separate the absorption and the photoluminescence of both phases. 
This way, we determined the energetic distance between both phases to be 180 meV. 
In  addition,  the  spectral  shape  of  aggregate  photoluminescence  and  absorption 
showed neither specific H‐ or J‐type character. Thus, we conclude that PCPDTBT forms 
rather strongly disordered aggregates. A further result of the separation of coiled and 
aggregate absorption  is  the present  fraction of both phases. Figure 14(b)  shows  the 
fraction of aggregates as a function of temperature. At temperatures below 240 K,  it 
reaches a saturation value of 45% which is comparable to those of P3HT or MEH‐PPV.  
 
Figure  14:  (a)  Optical  density  of  PCPDTBT  in  solution  for  different  temperatures 
between  340  K  and  180  K.  (b)  Fraction  of  aggregates  for  PCPDTBT  in  solution 
(squares),  CB/DIO  film  (circles),  and  CB‐annealed  film  (triangles)  as  a  function  of 
temperature.  
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Our investigation of PCPDTBT thin films comprised the CB/DIO film type that was spin‐
coated  from  a  chlorobenzene  (CB)  solution  with  2  wt%  of  the  high‐boiling  point 
additive diiodooctane (DIO) and the CB‐annealed film type that was spin‐coated from 
chloroform  and  afterwards  solvent  (CB)  annealed.  These  processing  conditions 
dramatically  affect  the  resulting  film  morphology.  Whereas  in  the  CB/DIO  films 
randomly oriented aggregates prevail that show a lamellar structure with a distance of 
4  Å  between  the  polymer  backbones,  the  CB‐annealed  films  form  spherulites  and 
terraces consisting of dimers arranged in herringbone structure with 7 Å between the 
backbones. 
Comparing the PCPDTBT film absorption with the absorption of the solution, we found 
a continuous red‐shift of the absorption maximum for the films instead of evolving an 
additional peak upon cooling as valid  for  the solution. Although  the 0‐0 peak of  the 
aggregates is less pronounced in the film absorption, the CB/DIO film and PCPDTBT in 
solution at 240 K show very similar absorption spectra. In contrast, the absorption of 
the CB‐annealed film is at higher energies, suggesting that lamellar aggregates present 
in  solution  at  room  temperature  act  as  nucleation  points  during  the  spin‐coating 
process.  Franck‐Condon  analyses  of  the  PCPDTBT  film  absorption  spectra  yield 
fractions of aggregates independent from temperature as shown in Figure 14(b).  
As  for  the  photoluminescence  of  the  films,  only  emission  from  the  PCPDTBT 
aggregates  was measured  due  to  efficient  energy  transfer  from  the  coiled  to  the 
aggregated  phase.  In  addition,  the  PL  spectra  showed  a  substantial  red  shift  upon 
cooling, thus arising the question of spectral diffusion. Therefore, we analyzed the low 
temperature absorption and PL of CB/DIO film by means of Franck‐Condon analysis to 
extract the energetic difference between the 0‐0 transition in PL and the center of the 
density of states Δε(T) as well as the linewidth σ(T) as a function of temperature. The 
plot of  Δε(T)/σ(T) as a  function of kT/σ was  in good agreement with  the  theoretical 
values  for  individual chromophores. Evidently, within  these PCPDTBT aggregates  the 
same temperature dependent dynamics of exciton diffusion is present as for individual 
chromophores.  
Again,  PCPDTBT  aggregates  in  thin  films  show  no  features  specific  for  H‐  of  J‐
aggregates.  Solely,  the  CB‐annealed  film  is  energetically  shifted  to  higher  energies 
compared to the CB/DIO film. This shift can be explained by differences in polarization 
in the two distinct morphologies. The CB/DIO film has a more compact packing of the 
polymer  chains  resulting  in  an  energy  shift  to  lower  energies  compared  to  the CB‐
annealed film with herringbone structure.  
Looking at the changes in PL with temperature, we renormalized the PL spectra to the 
0‐0  line  as  determined  from  Franck‐Condon  analyses.  This  renormalization  showed 
enhanced  low energy emission  increasing with temperature above 150 K. To  identify 
these emissivebstates, we tried to reproduce the PL spectra with Franck‐Condon fits. 
The spectra can be reproduced either by using an  increasing single vibrational mode 
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with simultaneous change in the 0‐0 line strength when increasing the temperature or 
by using a broad  low emissive state modeled by a broad Gaussian peak without any 
simultaneous changes of the 0‐0 line strength. Since the first scenario is physically not 
convincing, we presumed this low energy emission to emerge from the presence of a 
low  percentage  of  broad  low  energy  emissive  states  that  get  more  and  more 
populated with  increasing  temperature  and  thus  increasing  diffusion  length.  These 
states were not present in solution. 
In  addition  to  further  identify  the  low  energy  emissive  states  in  the  PCPDTBT  thin 
films, we measured the lifetime at room temperature where a major part of the PL is 
due to these states. The lifetimes for both film types did not differ and were about 250 
ps. Furthermore, the quantum yield of the films is very low (below 0.1%) and thus the 
non‐radiative decay rate is three orders of magnitude higher than the radiative decay 
rate.  The  radiative  decay  rate  is  comparable with  rates  for  excimers  published  by 
Gierschner and Park. We explained the discrepancies in the non‐radiative decay rates 
by  the  energy‐gap  law  that  predicts  very  high  non‐radiative  decay  rates  for  low‐
bandgap materials. Thus, we assumed the low emissive states to be excimers that are 
likely to form due to structural defects especially at grain boundaries. 
To summarize, the low‐bandgap material PCPDTBT undergoes a phase transition upon 
cooling in solution. Above the critical temperature of 300 K, the polymer chains adopt 
a  randomly  coiled  conformation,  below  this  temperature  up  to  45%  of  the  chains 
aggregate  and  adopt  a  more  planarized  conformation.  These  aggregates  can  be 
transferred  to  the  film where  they  act  as nucleation points during  the  spin‐coating 
process. In the PCPDTBT thin films, the same maximum fraction of about 42% can be 
obtained.  In addition, these  films exhibit a small percentage of  low‐energy trap sites 
which get populated at temperatures above 150 K.  
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Individual	Contributions	to	Joint	Publications	
This thesis comprises of four completed works of which three are published  in peer‐
reviewed  journals.  The  fourth  work  is  ready  to  be  submitted  for  publication.  The 
following section clarifies my individual contributions to the papers.  
 
Chapter	6	
This work is published in Journal of Polymer Science Part B: Polymer Physics 2012, 50, 
442–453, DOI: 10.1002/polb.23022, under the title  
“Control  of Aggregate  Formation  in  Poly(3‐hexylthiophene)  by  Solvent, Molecular 
Weight, and Synthetic Method” 
by Christina Scharsich, Ruth H. Lohwasser, Michael Sommer, Udom Asawapirom,  
Ullrich Scherf, Mukundan Thelakkat, Dieter Neher, and Anna Köhler 
 
Based on data taken in the framework in my diploma thesis, I performed the analysis 
of  the spectra, calculated  the excitonic coupling and did  the entire  interpretation of 
the  spectra.  I  carried  out  additional  experimental  measurements.  Furthermore,  I 
wrote the manuscript.  
 
Chapter	7	
This work is published in Journal of the American Chemical Society 2011, 133, 18220–
18233, DOI: 10.1021/ja207887q, under the title 
“Role of Structural Order and Excess Energy on Ultrafast Free Charge Generation  in 
Hybrid  Polythiophene/Si  Photovoltaics  Probed  in  Real  Time  by  Near‐Infrared 
Broadband Transient Absorption” 
by  Daniel  Herrmann,  Sabrina  Niesar,  Christina  Scharsich,  Anna  Köhler,  Martin 
Stutzmann, and Eberhard Riedle 
 
I did the sample preparation of the organic part of the planar hybrid heterojunctions 
with  two  distinct  aggregate  characters.  I  measured  the  steady‐state  absorption 
spectra  of  both  polythiophene  film  types  and  did  the  modified  Franck‐Condon 
analyses.  I  determined  the  fraction  of  aggregate  within  these  films.  In  addition,  I 
doped the polythiophene by means of a strong oxidant and measured the steady‐state 
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absorption  of  the  polythiophene  polaron  in  thin  films.  Furthermore,  I wrote minor 
parts of the manuscript.  
 
Chapter	8	
This  work  is  published  in  Journal  of  Chemical  Physics  2013,  139,  114903,  DOI: 
10.1063/1.4819906, under the title 
“The Red‐Phase of Poly[2‐methoxy‐5‐(2‐ethylhexyloxy)‐1,4‐phenylenevinylene]  
(MEH‐PPV): A Disordered HJ‐Aggregate” 
by Hajime Yamagata, Nicholas J. Hestand, Frank C. Spano, Anna Köhler,  
Christina Scharsich, Sebastian T. Hoffmann, and Heinz Bässler 
 
I  implemented  the  simultaneous  fitting  of  two  Franck‐Condon  progressions  in  our 
fitting routine and did the Franck‐Condon analyses with two phases of the MEH‐PPV 
absorption and photoluminescence spectra. I analyzed the Franck‐Condon parameters 
used  for  fitting  as  a  function  of  temperature.  In  addition,  I  measured  the 
photoluminescence lifetime as a function of temperature. Furthermore, I wrote minor 
parts of the manuscript.  
 
Chapter	9		
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ABSTRACT: Aggregate formation in poly(3-hexylthiophene)
depends on molecular weight, solvent, and synthetic method.
The interplay of these parameters thus largely controls device
performance. In order to obtain a quantitative understanding on
how these factors control the resulting electronic properties of
P3HT, we measured absorption in solution and in thin films as
well as the resulting field effect mobility in transistors. By a
detailed analysis of the absorption spectra, we deduce the frac-
tion of aggregates formed, the excitonic coupling within the
aggregates, and the conjugation length within the aggregates, all
as a function of solvent quality for molecular weights from 5 to 19
kDa. From this, we infer in which structure the aggregated chains
pack. Although the 5 kDa samples form straight chains, the 11
and 19 kDa chains are kinked or folded, with conjugation lengths
that increase as the solvent quality reduces. There is a maximum
fraction of aggregated chains (about 55 6 5%) that can be
obtained, even for poor solvent quality. We show that inducing
aggregation in solution leads to control of aggregate properties in
thin films. As expected, the field-effect mobility correlates with
the propensity to aggregation. Correspondingly, we find that a
well-defined synthetic approach, tailored to give a narrow molec-
ular weight distribution, is needed to obtain high field effect
mobilities of up to 0.01 cm2/Vs for low molecular weight samples
(=11 kDa), while the influence of synthetic method is negligible
for samples of higher molecular weight, if low molecular weight
fractions are removed by extraction.VC 2011 Wiley Periodicals, Inc.
J Polym Sci Part B: Polym Phys 50: 442–453, 2012
KEYWORDS: conformational analysis; conjugated polymers;
crystallization; films; interaction parameter; molecular weight
distribution/molar mass distribution; nucleation; photophysics;
structure; UV–vis spectroscopy
INTRODUCTION The optical and electronic properties of
regioregular poly(3-hexylthiophene) (rrP3HT) are relevant for
many applications in the field of organic semiconductors such
as solar cells and field-effect transistors. Regioregular P3HT is
known to show high mobilities that provide promising appli-
cation on the industrial level.1–4 For this reason, the focus is
often placed on the charge carrier mobility in P3HT thin films.
It is well-known that several parameters affect the charge car-
rier mobility, such as the degree of crystallization, the molecu-
lar weight of P3HT chains, and the intermolecular coupling
between these chains.4–7 Especially, the aggregation of poly-
mer chains plays an important role in the performance of or-
ganic field effect transistors (OFETs) and organic solar cells.8
Indeed, the number and the nature of the aggregates are of
central importance for these applications. Properties such as
conjugation length, intermolecular coupling within the aggre-
gates as well as the packing behavior of the polymer chains
and disorder affect the applicable optic and electronic proper-
ties of P3HT.9–11 Another important parameter is the polydis-
persity of the polymer chains, which depends strongly on the
synthetic approach. It was shown that low molecular weight
polythiophene with low polydispersity forms highly ordered
structures in thin films.12 Despite investigations on phase con-
trol in polymer films, the relation between molecular weight,
polydispersity, and aggregation behavior of chains is still not
fully understood.13
*Present address: National Nanotechnology Center (NSTDA), 130 Thailand Science Park, Phahonyothin Rd., Klong 1 Klong Luang,
Pathumthani 12120, Thailand.
Additional Supporting Information may be found in the online version of this article.
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Here, we investigate the effect of molecular weight as well
as the effect of synthetic approach to P3HT on the aggregate
formation. We obtain information on the fraction of aggre-
gates and on the packing behavior of P3HT chains within
aggregates by combining spectroscopic methods with the
theoretical works by Spano9 and Gierschner et al.11 Further-
more, we observe variations in excitonic coupling within
P3HT aggregates and use this information to clarify to which
extent the results obtained in solution can be transferred to
P3HT thin films. We find that the synthetic approach affects
the packing behavior of P3HT chains with low molecular
weight. A synthesis defined to a specific molecular weight
results in more accurate aggregates in both solution and thin
films and thus in better FET performance. When going to
higher molecular weights, these differences disappear, which
implies that specific synthetic approaches to obtain defined
high molecular weights, such as catalyst transfer polymeriza-
tion, are not necessary. The early McCoullough route with
subsequent extraction of low molecular weight fractions is
sufficient to obtain comparable performances.
EXPERIMENTAL
The poly(3-hexylthiophene) samples differ in molecular
weight and belong to two groups of different synthetic
approach. The first group of poly(3-hexylthiophene)s was
synthesized according to the catalyst transfer polymerization
reaction method.14,15 These compounds, listed in Table 1,
were tailor-made to their specific molecular weight. They
have a very sharp molecular mass distribution and thus a
very low polydispersity index (PDI). The number-average
molecular weights (Mn) and the weight-average molecular
weights (Mw) were measured by two methods. We used gel
permeations chromatography (GPC) in tetrahydrofuran
(THF) with polystyrene as calibration standard as well as
matrix-assisted laser desorption ionization-time of flight
mass spectroscopy (MALDI-TOF MS). Both methods are
known to be associated with some experimental error. The
molecular weight determined by MALDI-TOF MS is signifi-
cantly lower than the one obtained from GPC measurements,
because calibration against the polystyrene standard overes-
timates the molecular weight of rigid polymers.16 The degree
of polymerization, DP, refers to the number of repeat units,
and it is derived from the molecular weight as determined
by MALDI-TOF, though we note that an uncertainty of about
two repeat units remains. Throughout this article, the com-
pounds in this group are referred to as ‘‘defined P3HT.’’
The second group of poly(3-hexylthiophene)s was synthe-
sized according to the original McCullough route17 that does
not allow for molecular weight control and that leads to
broad molecular weight distributions.18 In order to obtain
different molecular weight samples, the initial molecular
mass distribution was fractionated with different solvents as
listed in Table 2. Molecular mass distributions of the differ-
ent samples were again obtained via GPC measurements
with polystyrene standard. The compounds from this group
are below referred to as ‘‘extracted P3HT.’’ We consider the
average degree of polymerization of each extracted com-
pound to be similar to the DP of the corresponding defined
compounds, because the Mn values of the defined and
extracted samples are comparable in pairs.
Solutions were prepared from a ratio of good to moderately
poor solvents, denoted subsequently as A:B, where A gives the
volume fraction of good solvent and B the corresponding vol-
ume fraction of poor solvent, each as percent. Both solvents
had a similar boiling point (bp) to eliminate different behaviors
of volatilization. The good solvent for all compounds was chlo-
roform (CHCl3; bp ¼ 61 C), whereas the moderately poor sol-
vent was ethyl acetate (EtAc; bp ¼ 77 C). As both the boiling
points are close enough, only the influence of solubility was
studied. The worse solubility of P3HT in ethyl acetate results
from its slightly higher polarity when compared with chloro-
form. The difference in Hildebrandt solubility parameter is not
large (9.10 cal0.5 cm1.5 for EtAc versus 9.21 cal0.5 cm1.5 for
CHCl3), yet it is sufficient to induce planarization (as evidenced
further below by the absorption spectra). Importantly, the sol-
ubility of P3HT in the solvent mixtures at room temperature
remains sufficiently high to ensure that the solution remains
visibly clear, without any noticeable changes in the absorption
spectra over a period of 24 h. This is necessary to ensure the
absorption spectra are not altered due to the effects of light
scattering or changes of concentration due to a fall-out of
TABLE 1 Molecular Weights (MW) of Defined P3HTs Directly Synthesized to Get Well-Controlled Molecular Weights
Poly(3-hexylthiophene) Mn [Da] Mw [Da] PDI Mn DP
Based on GPC GPC GPC MALDI-TOF MS MALDI-TOF MS
5 kDa 5,100 6,300 1.22 3,200 19
11 kDa 11,300 15,200 1.11 7,100 43
19 kDa 18,600 21,600 1.16 12,400 74
Mn, number-average molecular weight; Mw, weight-average molecular Weight; PDI ¼ Mw/Mn, polydispersity index; DP, degree of
polymerization, i.e. the number of repeating units.
TABLE 2 Poly(3-hexylthiophene) Fractionated from a Broad
Molecular Mass Distribution Sample with Different Solvents
Poly(3-hexylthiophene) Fractionated With Mn [Da] Mw [Da] PDI
Hexane 5,600 6,600 1.18
Dichloromethane 13,800 20,400 1.48
Chloroform 19,000 25,600 1.35
Molecular weights measured with GPC (Mn, number-average molecular
weight; Mw, weight-average molecular weight; PDI ¼ Mw/Mn, polydis-
persity index).
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larger aggregates. Although the solutions do not change on the
time scale of our experiments, they are not in thermal equilib-
rium, as detailed in the Supporting Information. This is in
agreement with findings by Xu et al. on solvent-induced crys-
tallization of related poly(thiophene)s using a mixture of chlor-
obenzene (solvent) and anisole (poor solvent).19
All solutions within one series had the same concentration.
The defined compounds were studied at a concentration of
0.25 mg/mol, whereas the solutions of the extracted P3HT
samples had a concentration of 0.10 mg/mol. For each mo-
lecular weight of the defined compounds, additional absorp-
tion measurements have also been carried out on a few sam-
ples at a concentration of 0.10 mg/mol. This control
experiment confirmed that the slight difference in concentra-
tion between the two series does not have any significant
effect. In order to keep the concentrations within each series
constant, every single solution within each solution series
was prepared separately in new and isopropanol-rinsed dark
sample glasses. Thereby, the P3HT was first completely dis-
solved in CHCl3 before the fraction of EtAc, the poor solvent,
was added. The absorption of the solutions was measured in
1 mm-quartz cuvettes with a Varian Carry UV/Vis spectrom-
eter in a standard double-beam transmission alignment. The
absorption of thin films was measured with the same Varian
Carry UV/Vis spectrometer by means of the diffuse reflec-
tance accessory (integrating sphere). P3HT films were spin
coated from solution with a concentration of 15 mg/mL at a
constant speed of 1500 rpm on Spectrosil B, a silica glass
substrate. Prior to spin coating, the substrate was cleaned
with common solvents such as acetone and isopropanol.
Organic field effect transistors were prepared in a bottom-gate,
top-source/drain geometry under nitrogen atmosphere from
solutions with a concentration of 10 mg/mL. The substrates
were n-doped silicon plates with a grown layer of insulating
silicon dioxide of 300 nm thickness. Substrates were silan-
ized using hexamethyldisilazane (HDMS) vapor for 1 h at 90 C
and 3 h at 60 C. Prior to silanization, the substrate surface
was cleaned thoroughly with several common solvents and
treated with oxygen plasma for 5 min at a power of 200 W.
Thereafter, the substrates were annealed under nitrogen
atmosphere at 130 C for 1 h and cooled down slowly to room
temperature. After spin coating, 100-nm-thick gold electrodes
were evaporated on top of the P3HT layer. The resulting field
effect transistors had a channel width W ¼ 14.85 cm, a channel
length L ¼ 100 lm, and a capacitance of the insulating layer
per unit area Ci ¼ 11.9 nF/cm2. The charge carrier mobilities
were determined from a plot of the square root of the drain
current in the saturation regime using
IDS;sat ¼ WCi2L lsatðVG  VTÞ
2;
with VT being the threshold voltage.
RESULTS
Figure 1 shows the absorption of rrP3HT in solutions of con-
stant concentration. The solvent was a mixture of chloroform
and ethyl acetate with increasing ratios of ethyl acetate. The
latter is a moderately poor solvent for P3HT and is thus
used to induce planarization/aggregation. Measurements
were done for samples of three different molecular weights
and made by two different synthetic approaches: rrP3HTs
directly synthesized to get a specific molecular weight (5, 11,
and 19 kDa) and rrP3HT extracted from a large molecular
mass distribution to get different molecular weight fractions
(6, 14, and 19 kDa).
For both, defined and extracted P3HT samples, we observe
two absorption features, an unstructured peak centered
around 2.80 eV and a band with structure at lower energy
(three peaks at about 2.05, 2.20, and 2.40 eV). The low-
energy band increases in intensity with increasing fraction of
poor solvent. Simultaneously, the ratio of the 0-0 vibrational
peak at 2.05 eV to the 0-1 vibrational peak at 2.20 eV
changes. With increasing molecular weight, the contribution
of the low energy band to the overall spectrum increases.
Furthermore, the high-energy band shifts slightly from 2.85
to 2.75 eV when going from 5/6 kDa to higher molecular
weights. In contrast to the defined P3HT, the absorption of
the high-energy band of the extracted P3HT with 6 kDa
shifts to lower energies (2.80 eV) with increasing fraction of
poor solvent before the low-energy band appears. The high-
energy band has been identified as arising from coiled chains
that form amorphous regions. The structured low-energy
band is associated with absorption from planar chains that
form weakly interacting H-aggregates.6,9
Although these spectra contain absorption due to both,
aggregated and coiled chains, it is possible to extract the
absorption spectra of the aggregated chains. As detailed in
the Supporting Information, this is obtained by taking the
spectra obtained in 100% chloroform solution (where the
chains are fully dissolved and coiled), scaling it to the high-
energy shoulder of the solution spectra (containing the
absorption of aggregated and coiled chains), and subtracting
it. We have also deduced the relative oscillator strength that
describes the change in oscillator strength when going from
a nonplanar chain as present in solution to a planar polymer
chain in the aggregate, using the approach by Clark et al.20
This procedure is described further in the Supporting
Information.
When the change in oscillator strength is known, the fraction
of aggregated chains in the solution (as a total of the overall
number of chains) can be derived from the fraction of
absorption due to aggregated chains. This is shown in Figure
2. We observe that for the defined P3HT sample with 5 kDa
aggregation starts at 50% of poor solvent and increases line-
arly with decreasing solvent quality up to a fraction of 35%
of aggregates. The difference to the extracted sample with
comparable molecular weight is considerable. The latter
does not aggregate below 70% of poor solvent and reaches
only a fraction of 10% of aggregates at 90% of ethyl acetate.
For the samples with 11 and 14 kDa, respectively, the aggre-
gation starts much earlier. The defined sample shows aggre-
gation at 15% of poor solvent and higher. Its fraction of
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aggregates increases steeply and reaches a saturation value of
about 55%, whereas the extracted sample with 14 kDa starts
to aggregate at 20% of poor solvent and shows fraction of
aggregates below the defined sample. For the 19 kDa samples
from the defined and extracted synthetic approaches, aggrega-
tion starts at 10% of poor solvent and reaches as well a maxi-
mum value of about 50%. No difference in aggregate fraction
between the defined and extracted P3HT with 19 kDa can be
seen. The interesting feature to note is that for none of the
samples the fraction of aggregated chains exceeds 55%, even
when 90% ethyl acetate is used. In other words, a substantial
part of the chains remains dissolved. A 100% ethyl acetate so-
lution becomes turbid, indicating the formation of larger
agglomerated structures. The earlier onset of aggregation for
P3HT with higher molecular weight, that is, longer chains, is
consistent with Flory-Huggins theory that predicts less solu-
bility for longer polymer chains.21
From Figure 2, it is evident that a substantial fraction of the
chains forms aggregates in solution. It is known that such
aggregates that are present in solution can later serve as
nucleation points for aggregate formation in the film when
prepared by spin-coating.13 To get a more thorough under-
standing on the nature of these aggregates, we now consider
the spectral shape of the aggregate absorption. The aggre-
gate absorption (derived as outlined in the Supporting
FIGURE 1 Absorption spectra of solutions with ratios of good:poor solvent (CHCl3:EtAc). Dashed lines show increments of about
10% of poor solvent. Solutions with maximum and minimum fraction of good solvent used are indicated as lines with open and
solid symbols, respectively. The black solid line highlights the solvent fraction at which the onset of aggregation takes place. Adja-
cent graphs show samples of comparable molecular weight. Left column: Defined P3HTs with molecular weight (a) 5 kDa, (b) 11
kDa, (c) 19 kDa. Right column: Extracted P3HTs with molecular weight (d) 6 kDa, (e) 14 kDa, (f) 19 kDa.
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Information), normalized to 0-1 peak, is shown in Figure 3
for the defined P3HT samples. Very similar spectra can be
obtained for the extracted samples. From Figure 3, we see,
first, that the relative height of the 0-0 absorption peak
increases with molecular weight. Second, the ratio of the 0-0
to 0-1 absorption peak changes significantly with solvent
quality. For the 5 kDa sample the 0-0 intensity increases with
increasing fraction of poor solvent. For the 11 and 19 kDa
samples, the 0-0 intensity first increases and then decreases
with increasing fraction of ethyl acetate. The absorption spec-
tra of the weakly interacting H-aggregates can be analyzed in
a framework for excitonic coupling in weakly interacting H-
aggregates that has been developed by Spano.9,22 According
to this model, the relative height of the 0-0 peak is a measure
for the degree of excitonic coupling present in the aggregate.
The very high 0-0 peak (0-0/0-1 ratios larger than unity)
observed for the 19 kDa sample at 90:10 EtAc:CHCl3 mix-
tures (line with open symbols in Fig. 3) thus implies exci-
tonic coupling is largely absent, even though the chain must
adopt conformations that are already partially planarized as
evidenced by the low energy of the 0-0 peak. In contrast,
excitonic coupling is particularly strong for the 50:50 mixture
(black line) and then reduces somewhat when adding more
ethyl acetate. Quantitatively, the 0-0/0-1 absorption peak ra-
tio relates to the excitonic coupling J as follows
A00
A01
¼ n00
n01
1 Jx0 es
P
v>0
Sv
v!v
 2
S 1 Jx0 es
P
v 6¼1
Sv
v!ðv1Þ
 2 ;
where S is the Huang Rhys parameter of the single emitter
and x0 is its effective vibrational energy, n0-0 and n0-1 refer
to the refractive index at the position of A0-0 and A0-1. To
allow for an exact analysis, we have taken photolumines-
cence spectra and applied a Franck-Condon analysis in order
to derive S and x0. Through this analysis, we found S to be
0.90 (5 kDa sample) and 0.84 (11 and 19 kDa samples) and
x0 to be 1390 cm
1. Full details of the Franck-Condon analy-
sis are given as Supporting Information.
Using this approach, we obtained the excitonic couplings
shown in Figure 4. We first consider the defined P3HT sam-
ples. For all compounds, we observe an initial rise of the
excitonic coupling up to a peak followed by a decrease. For
the 5 kDa sample, the rise is not visible, only the decrease.
For the extracted P3HT samples with 6 and 14 kDa, the exci-
tonic coupling is slightly higher than for the comparable
defined samples, whereas the defined and extracted samples
with 19 kDa show no significant difference in excitonic cou-
pling. The excitonic coupling within the P3HT aggregates
depends clearly on the fraction of the poor solvent and thus
FIGURE 2 The fraction of aggregates present in solution as a
function of poor solvent fraction for defined and extracted
P3HT. The molecular weight increases from top to bottom.
FIGURE 3 The absorption spectra of aggregates in solutions of
defined P3HT. The spectra are normalized to the second
absorption peak and presented for different fractions of poor
solvent. The given ratios denote the volume fractions of good:
poor solvent (CHCl3:EtAc). The dashed lines show increments
of about 10% of poor solvent. Lines with open and solid sym-
bols indicate samples with the minimum and maximum
amount of poor solvent used. With increasing fraction of poor
solvent, the relative intensity of the second absorption peak
decreases up to the fraction indicated by the black line. From
then onwards, it increases again. The molecular weight
increases from top to bottom.
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on solvent quality. We attribute this to a conjugation length
dependence of the excitonic coupling. It is well-known that
the strength of intermolecular coupling is related to the
extent of the conjugated system. The breakdown of the
point-dipole model for polymers is due to extended conjuga-
tions. Although for a point-dipole, the coupling between
chains increases with conjugation length, this is not the case
for very extended p-systems. Thus, a longer conjugation
length implies a lower excitonic coupling and vice versa.10
By means of the theoretical work of Gierschner et al. who
calculated the excitonic coupling in thiophene-based conju-
gated polymers as a function of repeating units, we derive
the conjugation lengths within the aggregates of the defined
and extracted P3HT as a function of poor solvent fraction.11
The excitonic coupling in regioregular P3HT is lower than
the coupling in polythiophene without any side chains calcu-
lated by Gierschner et al. This leads to an overestimation of
the conjugation length in rrP3HT, which was corrected by a
factor of 0.8. This factor takes into account that the conjuga-
tion length of the 5 kDa sample cannot exceed the degree of
polymerization of the polymer chains known from MALDI-
TOF MS. Figure 5(a) shows the resulting conjugation length
as a function of poor solvent for defined and extracted P3HT
samples. In addition, the corresponding position of the 0-0
absorption peak, taken from Figure 3, as well as the ratio of
the first two absorption peaks is presented in Figure 5(b).
We find that the 5/6 kDa samples have more or less con-
stant conjugation lengths with increasing fraction of poor
solvent, and that the extracted sample shows a shorter con-
jugation length than the defined P3HT sample. The defined
samples with 11 and 19 kDa show a minimum conjugation
length at 25 and 50% of poor solvent, respectively, followed
by a steady increase of conjugation length with decreasing
solvent quality. Although the extracted sample with 19 kDa
shows a similar behavior to the 19 kDa defined sample, the
conjugation lengths of the 14 kDa extracted sample has
again a shorter conjugation length than the 11 kDa defined
sample. To assess the correlation to the degree of polymer-
ization (DP), relative DP values were calculated from MALDI-
TOF molecular weights. We like to point out that the 5/6
kDa samples show conjugation lengths in the region of their
degree of polymerization, whereas the samples with higher
molecular weight form aggregates whose conjugation length
is much lower than their degree of polymerization in the sat-
uration region of the fraction of aggregates. Moreover, the
positions of the 0-0 absorption peaks correlate nicely with
the conjugation lengths calculated from the excitonic cou-
pling, given by the ratio of the 0-0/0-1 absorption peak in-
tensity, that is, the position of the first absorption peak shifts
to maximum energy for solutions where the conjugation
length calculated from the vibrational intensities is at a mini-
mum. We note that these are two independently derived
quantities.
From our investigations we know the fraction of aggregates
(Fig. 2), their conjugation length (Fig. 5) and the degree of
polymerization. Thus it is possible to infer information about
the conformation of the aggregates. Our conclusions about
the resulting conformations of the defined P3HT samples are
summarized in Figure 6.
For the 5 kDa sample, we consider the polymer chains
within the aggregates to be completely planarized and conju-
gated. The aggregates coexist with still dissolved chains in
the solution even when 90% of poor solvent is used. This
picture is based on the fact that the conjugation length
derived from the spectral analysis corresponds to the degree
of polymerization obtained by the MALDI-TOF MS. Addition-
ally, it is supported by a moderate fraction of aggregates
which does not saturate for high amount of poor solvent.
The still dissolved chains are likely to be the shorter ones in
the overall distribution.
For the 11 and 19 kDa samples, there are some key features
to be noticed. In all cases the length of the conjugated seg-
ments is shorter than the total degree of polymerization [see
Fig. 5(a)]. Thus, in principle, a polymer chain may comprise
of one planarized segments and additional coiled segments
or several planarized segments which are separated. This
separation may be caused by coiled segments or simply by
twists, kinks or folds.
Keeping this in mind, we now consider the 11 kDa sample
for 25% of poor solvent and more. At 25% of poor solvent,
the conjugation length for each conjugated segment is about
22 repeating units which correspond to 50% of the degree
FIGURE 4 The excitonic coupling as function of poor solvent
fraction for aggregates of defined and extracted P3HTs. The
molecular weight increases from top to bottom. The excitonic
coupling is calculated from the ratio of the first two absorption
peaks according to Spano’s model9 for weakly interacting H-
aggregates.
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FIGURE 5 (a) The conjugation length derived from the excitonic coupling for chains of defined (solid squares) and extracted (open circles)
P3HT, given as the number of thiophene repeating units. The grey bar indicates the degree of polymerization, determined from MALID-
TOF with an error of62 repeat units, for reference. The molecular weight increases from top to bottom showing the pairs of 5/0.6 kDa, 11/
14 kDa, and 19/19 kDa. (b) The position of the 0-0 absorption peak (solid symbols) and the ratio of the first to absorption peaks (open sym-
bols) as a function of poor solvent fraction for the extracted P3HT samples withMn ¼ 5 kDa (top), 11 kDa (center), and 19 kDa (bottom).
FIGURE 6 Possible scenarios for the packing behavior of defined P3HT chains for different molecular weights and different frac-
tions of poor solvent.
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of polymerization. In principle, this still allows one or two
conjugated segments in one polymer chain. When increasing
the fraction of poor solvent, the conjugation length enlarges
up to 34 repeating units being 80% of the DP. This implies
that for higher amounts of poor solvents there is only one
conjugated segment for each chain within the aggregates. On
the other hand, the fraction of aggregates does not enlarge
equally with the conjugation length but remains constant at
(55 6 5)%.
We now consider two scenarios.
1. If we assume that, at 25% of poor solvent, there is only
one planarized segment per chain then 50% of each chain
within the aggregates is still dissolved. Overall, the solu-
tion consists of (55% 6 5%) aggregated segments with
the remainder being dissolved segments. In this scenario,
the dissolved segments are then formed by half of each
chain within the aggregates and some additional fully dis-
solved chains. Let us now consider a fraction of 90% of
poor solvent in this scenario. At 90% of poor solvent,
80% of each chain within the aggregates is conjugated.
Thus, only 20% of each chain within the aggregates can
contribute to the fraction of dissolved segments in the so-
lution. Compared to the situation with 25% of poor sol-
vent, the overall fraction of aggregated segments in
solution, and thus also of dissolved segments in solution,
has not changed. As only 20% of each chain within the
aggregates are dissolved, there must be more fully dis-
solved chains in the solution to make up the same total
fraction of dissolved segments in solution than at 20% of
poor solvent. An increase in the number of fully dissolved
chains with increasing fraction of poor solvent, however,
seems unlikely. Let us now turn to the second possible
case.
2. Consider there are two planarized segments at 25% of
poor solvent. By the same reasoning we find that much
more fully dissolved chains are present at 25% than at
90% of poor solvent. This seems more realistic.
Therefore, by comparing the degree of polymerization, the
conjugation length and the fraction of aggregated segments
present in solutions made with different fractions of poor
solvent, we infer that the 11 kDa sample adopts a conforma-
tion comprising predominantly two planarized segments at
low fraction of poor solvent and one planarized segment at
high fraction of poor solvent.
Very similar considerations are valid for the 19 kDa sample,
for which a conjugation length of 22 repeat units (as found
for 50% ethyl acetate) allows for two or three planarized
segments. For 90% ethyl acetate, where the conjugation
length is 30 repeating units, there can be only one or two
planarized segments.
In addition to studying P3HT solutions, we want to know
whether the results obtained for P3HT aggregates in solution
can be transferred to P3HT films that were spun from solu-
tion already containing aggregates due to poor solvent frac-
tions. Therefore, we measured the absorption of the P3HT
thin films (see Supporting Information). The same quantita-
tive analysis of the ratio of the first two absorption peaks as
for the absorption spectra of the P3HT solutions leads to the
excitonic coupling within the aggregates according to the
work of Spano. These excitonic couplings for the film aggre-
gates are listed in Table 3. We see that the aggregates of the
defined P3HT in the film show very similar excitonic cou-
plings as the aggregates found in solution for maximum
aggregation (see Fig. 4). Therefore, we consider the aggre-
gates in the defined P3HT films to be of the same nature as
the aggregates in solution near maximum aggregation, or to
be the same aggregates grown from aggregates in solution
acting as nucleation points. Thus, we can control the
TABLE 3 Excitonic Coupling for Films of Defined and Extracted
P3HT Spun from Solutions with Different Ratios of Good: Poor
Solvent (CHCl3: EtAc)
Mn [Da] CHCl3: EtAc
Excitonic
Coupling (meV)
Defined P3HT 5,100 100:0 70
80:20 70
11,300 100:0 55
85:15 45
18,600 100:0 35
85:15 55
Extracted P3HT 5,600 100:0 60
80:20 70
13,800 100:0 40
80:20 45
19,000 100:0 55
80:20 35
The excitonic couplings were determined by means of the model by
Spano for weakly interacting H-aggregates.
FIGURE 7 Charge carrier mobilities of defined and extracted
P3HT samples as a function of molecular weight Mn. Films
were spun from 100% chloroform solutions.
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formation of aggregates in the film via a control of solvent
quality. This is true only for the defined P3HT samples.
As this control only applies for defined P3HT samples, we
studied whether this advantage can be transferred also to
charge carrier mobilities within the films. For this reason, we
measured P3HT thin film transistors prepared from 100%
chloroform solutions simply by spin coating without any post-
treatment of the devices such as annealing. The resulting sat-
uration mobilities are shown in Figure 7 as a function of mo-
lecular weight. Both, the extracted and the defined samples,
show increasing charge carrier mobilities with increasing mo-
lecular weight. This effect is well-known and was expected.
Furthermore, the defined samples with lower molecular
weight (5 and 11 kDa) reach significantly higher charge car-
rier mobilities than their comparable extracted samples. How-
ever, already for the samples with 19 kDa, this difference in
charge carrier mobility vanishes. Both samples, defined and
extracted, reach charge carrier mobilities of 102 cm/Vs.
DISCUSSION
The Formation of P3HT Aggregates in Solution
P3HT is well-known to exist in two distinct conformations,
that is a random coil conformation leading to an amorphous
film, and a planarized conformation giving rise to aggregates
and films with corresponding crystalline inclusions. There
have been various approaches to force poly(3-hexylthio-
phene) chains to aggregate. Several preparation parameters
affect the solubility of polymer chains and thus the formation
of aggregates, such as temperature, concentration or quality
of the solvent used.23–25 Clark et al. used solutions with high
concentrations of P3HT whose temperature dependent solu-
bility lead to polymer aggregates at sufficiently low tempera-
tures.6,20 A similar approach to induce aggregates in P3HT
solutions was chosen by Liu et al. who investigated the crys-
tallization behavior of P3HT in respect to crystallization tem-
perature, polymer concentration and molecular weight of the
samples.26 Likewise, Berson et al. and Oosterbaan et al. used
highly concentrated and initially heated solutions of P3HT to
induce P3HT nanofibers in the chilled solution and thus con-
trolled the organization of the polymer chains.27,28 In con-
trast to that, Zhao et al. used ultrasonic oscillation to pro-
mote the formation of P3HT aggregates.29 Treatments such
as thermal annealing, solvent vapor annealing, or the usage
of high boiling point solvents enhance the order of the poly-
mer chains within the aggregates.28 The approach by Park
et al. refrained from any additional treatments. Park et al.30
made thin-film transistors from solutions containing small
amounts of a nonsolvent with poly(3-hexylthiophene)s of
molecular weights in the range of Mn ¼ 35–45 kg/mol.
In our studies, we aimed at inducing aggregates in P3HT of
molecular weights in the range of Mn ¼ 5–19 kg/mol in solu-
tion by varying the quality of the solvent. We studied the effect
of different fractions of poor solvent, from 0 to 90%, within
the P3HT solutions with respect to molecular weight depend-
ence and the influence of the synthetic approach. The induced
aggregates in solution were analyzed carefully to obtain the
fraction of polymer chains, which were aggregated due to low
solvent quality. To relate the fraction of aggregate absorption
to the actual fraction of aggregates, the relative oscillator
strength was introduced that describes the relative increase in
oscillator strength comparing a coiled P3HT chain with a pla-
narized chain in an aggregate. This method was presented by
Clark et al. in Ref. 31, where a relative oscillator strength of
1.39 6 0.10 was obtained for solutions going from 70 C to
room temperature. In our investigations, we found a depend-
ence of the relative oscillator strength on the fraction of poor
solvent. To be precise, our investigations showed a minimum
value for the relative oscillator strength in solutions with 30–
50% of poor solvent. For higher amounts of poor solvent the
oscillator strength increases slightly. This is direct evidence for
an increase of conjugation length within the aggregates since
oscillator strength is proportional to the squared transition
dipole moment which increases linear with the dipole length.32
As for the fraction of aggregates, we showed that there is a
limit to the maximum fraction of the polymer chains that
can be forced to planarize and aggregate, even if 90% of
poor solvent is used. This maximum fraction is about 50–
60% for the 11 and 19 kDa samples. This is in the order of
the fraction of aggregated chains in solution induced by cool-
ing published by Clark et al. being 39% 6 10%.20 Obviously,
there must be thermodynamic reasons that prevent the for-
mation of entirely crystalline aggregates that would then
precipitate from solution. One such factor may relate to the
entropy of the system. For synthetic reasons, the connection
between the first and the second 3-alkyl thiophenes unit is
not head-to-tail, but instead it is head-to-head, inducing
some disorder in each single chain.
As for the defined 5 kDa sample, the onset of aggregation
was lowered compared to the extracted 6 kDa sample that
did not show any aggregation below 70% of poor solvent.
The defined 5 kDa sample starts to aggregate already at
50% of poor solvent. Equally, the onset of aggregation is at
higher fraction of poor solvent for the extracted 14 kDa sam-
ple compared to the corresponding defined sample. Since the
extracted sample was fractionized out of a very broad molec-
ular mass distribution, the extracted sample consists of just
those shorter chains that stopped growing during synthesis.
It has been reported that this can result in lower regioregu-
larity and thus in a relatively strong steric hindrance within
the material.18 Moreover, the extracted samples usually have
a broader polydispersity. The late onset of aggregation for
extracted P3HT compounds with molecular weight below 19
kDa is thus comparable with the effect of a lower order on
the packing of polymer chains. The higher the disorder, the
lower is the crystallinity and the less ordered is the packing
of the P3HT chains.33,34 No effect of synthetic approach on
aggregation onset as well as on aggregate fraction can be
seen for the 19 kDa sample, because all chains with a
smaller molecular weight are extracted out.
The Conjugation-Length Dependence of Excitonic
Coupling
Considering the nature of the aggregates induced in solution,
we showed that the excitonic coupling within the aggregates
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is a function of solvent quality. We interpret this dependency
as a conjugation length-dependent dipole coupling as investi-
gated theoretically by Gierschner et al.11 Indeed, the exci-
tonic coupling of the aggregates in solution as a function of
solvent quality show a maximum value for the defined 11
and 19 kDa samples that correlates with a minimum in the
conjugation length of the P3HT chains within the aggregates
as evidenced through the minimum in the relative oscillator
strength. In addition, the positions of the 0-0 absorption
peaks in the isolated aggregate absorption spectra shift as a
function of solvent quality, in agreement with the calculated
conjugation lengths for these aggregates, giving direct experi-
mental confirmation for the conjugation-length dependence
of the excitonic coupling predicted theoretically (Fig. 5). This
is indeed remarkable. For Fo¨rster-type energy transfer, the
dependence of the dipole-coupling mechanism on the extent
of the conjugated system is well documented through meas-
urements of energy transfer rates.35,36 In contrast, experi-
mental evidence for the manifestation of this effect in the
case of excitonic coupling in aggregates is found only rarely.
In addition, we demonstrate that the excitonic coupling and
accordingly the conjugation length depends on molecular
weight and synthetic approach. We show that the defined
synthetic approach results in higher conjugation lengths for
P3HT compounds of molecular weights below 19 kDa com-
pared with extracted compounds, whereas for higher molec-
ular weights, the synthetic approach is not relevant if low
molecular weight fractions are extracted out. Although the
effect of synthetic approach has not been studied yet, other
effects, for example, the temperature dependence of the exci-
tonic coupling in P3HT films were described in the literature.
It is well known that temperature affects the conformation
of P3HT chains. Pingel et al. showed that aggregates in
P3dHT films have temperature dependent excitonic cou-
plings.37 Furthermore, Clark et al. published a study on the
effect of the boiling point of the solvent, which affects the
rate with which the film dries after spinning from solution.20
Basically, the higher the solvent boiling point the lower is
the resulting excitonic coupling and the higher is the
obtained fraction of aggregates. This is in accordance with
AFM results from Chang et al. who presented long P3HT rib-
bons in films spun from a high boiling point solvent.1 In con-
trast to these studies, we did not post-treat our samples to
enhance the change in excitonic coupling and conjugation
length. The resulting change in excitonic coupling in our
study is merely due to thermodynamic effects that force the
polymer chains to minimize their interaction with the sur-
rounding solvent molecules and thus start aggregation with
decreasing solvent quality.38
The Packing Behavior of P3HT Aggregates in Solutions
and Thin Films
Combining the calculated conjugation length with the corre-
sponding fraction of aggregates, we obtain a model for the
packing behavior of the polymer chains in solution. We have
found that the organization of P3HT chains depends not only
on molecular weight but also on solvent quality. In particular,
there is a solvent-dependent change in packing. Higher frac-
tions of poor solvent lead to planarization of the aggregated
middle sections of the polymer chains. For example, we con-
clude that the 5 kDa sample packs as nonfolded chains. In
contrast, the 11 and 19 kDa sample form aggregates with
kinks or even folded chains at lower fractions of poor sol-
vent, while they form nonfolded chains at high fractions of
poor solvent. This scenario is consistent with current under-
standing of the polymer crystallization process.25
This result further agrees with observations made by Liu
et al. on the packing behavior of P3HT within nanofibers.26
By means of high-resolution transition electron microscopy,
they obtained information on the width of nanoribbons. In
combination with the contour length of the P3HT chains, this
allows concluding on the packing behavior of the chains con-
tained. Liu et al. showed for nanoribbons made of P3HT
with Mn ¼ 9.3 and 19.9 kDa (Mn-values corrected for GPC
overestimation) that the low molecular weight sample packs
indeed as nonfolded chains while chains in the high molecu-
lar weight sample have to be folded.26 This is also consistent
with studies of Wu et al. on a series of P3HT with molecular
weights of 5–19 kDa.39
We also note that according to our results, the aggregates of
the 5 kDa compounds consist of completely planar chains
implying that their conjugation length is equivalent to the
full contour length of 7.5 nm. A comparable low molecular
weight sample with Mn ¼ 5.7 kDa was recently studied by
Brinkmann and Rannou. They reported on the packing
behavior and the semicrystalline structures in P3HT and
showed that the low molecular weight sample packs in crys-
talline lamellar of 7–8 nm width.40 This value confirms the
conjugation length we obtained for the 5 kDa sample. Thus,
although our conclusions concerning the packing behavior of
P3HT chains were based merely on spectroscopic studies,
they are confirmed by the results on P3HT morphology from
other groups.
For defined P3HT samples, we were able to transfer the ag-
gregate interaction (excitonic coupling and conjugation
length) obtained in solution into the thin film structure pre-
pared by spin-coating. For example, in solution, the fraction
of poor solvent controls the intermolecular coupling within
the aggregates. For defined P3HT samples, we have found
equal excitonic couplings in both, thin film aggregates and
aggregates in solution. Thus, the aggregates induced in solu-
tion by changing the solvent quality are either the same
aggregates found in the resulting film after spin-coating or
they act at least as starting points for nucleation and growth.
Therefore, a control over the excitonic coupling and conjuga-
tion length within aggregates in the resulting films is given
by the control of the solvent quality.
Considering the charge carrier mobility in P3HT thin films, it
is well known that the presence of aggregates or crystalline
regions controls the mobility. Several aspects of this have
been studied, among them the effect of crystallinity,39,41 the
effect of the boiling point of the solvent,42,43 the effect of
film thickness,44 the effect of the concentration of the solu-
tion30 and the effect of the organization of the P3HT chains
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in the film.27 Our investigations concerning the charge car-
rier mobility in P3HT thin films focus on changes due to dif-
ferent molecular weights and different synthetic approaches.
In addition to the well-known molecular weight dependence
of charge carrier mobility, we observe a direct correlation
between the fraction of aggregates in solution (Fig. 2) and
the resulting thin film mobility (Fig. 7). For the defined and
extracted 19 kDa samples, the onset of aggregation in solu-
tion occurs early (at 10% poor solvent), and in both cases
similarly high fraction of aggregates up to 50% are obtained.
The same is true for the defined 11 kDa sample, where
aggregates can take up even 60% in solution. For these three
samples, the same charge carrier mobilities exceeding 102
cm2/Vs are obtained. For the extracted 14 kDa sample,
aggregation in solution takes place less easily, as evidenced by
the higher fraction of poor solvent required and by the lower
fractions of aggregates obtained. Concomitantly, the charge
mobility is more than an order of magnitude lower than for
the corresponding 11 kDa defined sample. Aggregation is
even more difficult for the 5 kDa defined sample, translating
equally in a reduced mobility until finally for the 6 kDa
extracted sample there is hardly any aggregation present in
solution, and concomitantly the charge carrier mobility ranges
at 106 cm2/Vs. These changes in FET mobility cannot be
attributed to differences in the excitonic coupling within the
aggregates. Experimentally, comparison with Figure 4 shows
that the changes in excitonic coupling with molecular weight
and synthetic approach are less drastic. Furthermore, there is
no a priori reason why a dipole-interaction based excitonic
coupling should necessarily correlate with an exchange-inter-
action based charge transfer mechanism.
The observed correlation between the fraction of aggregates
in solution and the thin film mobility may assist towards
understanding the widely observed increase of charge car-
rier mobility with molecular weight.2,4 The reasons for the
increase of mobility with molecular weight are still dis-
cussed. Zen et al. suggest that the increasing fraction of crys-
talline domains with increasing molecular weight controls
the charge carrier mobility.41 In contrast, Brinkmann and
Rannou suggest that an increasing fraction of bridging chains
with increasing molecular weight increases the probability of
charge transport through the less conductive amorphous
domains of the film.45 Both approaches are based on the
idea that the charge transport through the film is limited by
amorphous domains. Recently, Lan and Huang published a
theoretical study that implies that charge carrier mobilities
below 102 cm2/Vs are controlled by the number of crossing
points between the crystalline domains, whereas mobilities
above this value correspond to present bridging chains
between the ordered domains.46
The correlation we found between the fraction of aggregates
in solution and the resulting thin film charge carrier mobility
supports the arguments by Zen et al, at least for the range
of molecular weights considered here. We observe the same
high mobility for samples with very different molecular
weight, that is, 11 kDa and with 19 kDa, yet with the same
propensity to aggregation.41 While the degree of aggregation
in solution clearly does not need to translate into an equal
aggregation in the film, it can serve as an indication of the
propensity of the sample towards aggregation. The 11 and
19 kDa chains have about 44 and 74 repeat units, respec-
tively. When forming aggregates in solution at a medium
fraction of poor solvent (i.e., a moderate driving force
towards aggregation), both have a conjugation length of
about 22 repeat units, implying one or at most two kinks in
the chain. Thus, or a chain as short as 11 kDa, bridging
chains between different crystallites are hard to imagine.
Moreover, one would expect more bridging chains for the 19
kDa chain. As both samples show the same mobility this
implies that either there are no bridging chains, or they do
not contribute to the overall chain mobility. This argument is
further strengthened by the fact that the mobility of 102
cm2/Vs we obtain for the defined 11 kDa sample is the same
mobility that is obtained by Kline et al.2 for 40 kDa samples,
where bridging chains would be conceivable.
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Absorption spectra of aggregated chains 
This  section  describes  how  we  derived  the  absorption  spectra  of  chains  in  the 
aggregated state. To induce poly(3‐hexylthiophene) chains to aggregate, we prepared 
solutions with  different  ratios  of  good:poor  solvent  (chloroform:ethyl  acetate).  The 
measured absorption of these solutions is caused by coexisting coiled and aggregated 
chains. The resulting isosbestic point (see Fig. 1 in the manuscript) indicates that there 
are  only  these  two  species  of  chains,  namely  dissolved,  and  thus  coiled,  polymer 
chains and planarized, aggregated chains. The  latter show structured and red‐shifted 
absorption compared to the coiled chains.  
Figure  1  illustrates  exemplarily  for  each  molecular  weight  compound  how  the 
absorption spectra of the aggregated chains were extracted from the measured total 
spectra.  The  shape  of  the  absorption  spectrum  of well  dissolved,  coiled  P3HT was 
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measured  in 100% chloroform solution and scaled to  fit the high energy shoulder of 
the examined solution spectrum without changing its position. This scaled spectrum of 
the coiled chains was  then subtracted yielding  the absorption spectrum due  to pure 
aggregates present in the according solution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 
Measured absorption spectra for solutions with good:poor solvent (CHCl3:EtAc) (black 
line)  containing  coexisting  coiled  and  aggregated  chains.  The  absorption  of  well 
dissolved, coiled P3HT in 100% chloroform (red line) was scaled to fit the high energy 
shoulder  of  the  solution  spectrum.  The  spectrum  of  the  coiled  chains  was  then 
subtracted yielding the absorption due to aggregates (blue line). 
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Determination of relative oscillator strength 
For our  interpretation, we need  to know  the  fraction of chains  that are aggregated. 
Above, we have derived which fraction of absorption  is due to aggregates. However, 
the  fraction of aggregate absorption  is not equal to the  fraction of aggregates, since 
the  chain  may  have  different  oscillator  strength  in  the  coiled  form  and  in  the 
aggregated  form.  The  relative  oscillator  strength  describes  the  change  in  oscillator 
strength  when  going  from  coiled  to  aggregated  P3HT  chains.  Knowledge  of  this 
relative  oscillator  strength  is  therefore  necessary  to  determine  the  fraction  of 
aggregates from the area of the aggregate absorption.  
 
To determine  the relative oscillator strength, we  followed  the procedure by Clark et 
al.1  Figure  2  illustrates  the  procedure.  As  outlined  above,  the  total  absorption 
spectrum  (blue  solid  line)  can  be  deconvoluted  into  the  absorption  caused  by 
dissolved, coiled chains (black dashed  line) and the absorption caused by aggregated 
chains  (blue  dashed  line).  The  change  in  absorption  of  the  coiled  chains,  Acoiled, 
corresponds to the difference between the spectrum from 100% coiled chains (black 
solid  line)  and  the  fraction  of  absorption  by  the  coiled  chains  in  the  measured 
spectrum  (black dashed  line).  In  the  left part of Figure 2, Acoiled  is  indicated by  the 
shaded area.  
 
The corresponding increase in absorption of the aggregated chains, Aaggregate, is given 
by  the  absorption of  the  aggregated  chains  formed  (blue dashed  line). Aaggregate  is 
shown  as  shaded  area  in  the  right  part  of  Figure  2.  Any  difference  between  the 
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decrease of absorption by coiled chains and the increase in absorption by aggregated 
chains must arise from a change in relative oscillator strength F as follows.  
 
coiled
aggregate
ΔA
ΔA
F    (1)
The resulting change in relative oscillator strength F for solutions with different ratios 
of good:poor solvent (chloroform:ethyl acetate) for the defined and extracted poly(3‐
hexylthiophene) compounds is summarized in Figure 3. Clark et al. obtained a relative 
oscillator strength of (1.39 ± 0.10) for commercial P3HT in solution going from 70° C to  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 
Exemplarily  absorption  spectra  for  P3HT  solutions  with  solvent  induced  aggregate 
absorption (blue solid line) indicating the change in oscillator strength between coiled 
and  aggregated  chains  (grey  areas).  The  absorption  of  100% well  dissolved,  coiled 
chains  is presented as solid black  line. The dashed  lines show  the absorption due  to 
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aggregated (dashed blue  line) and coiled (dashed black  line) chains, respectively. Top 
figures show absorption of 30:70 (CHCl3:EtAc) solution of the defined 5 kD sample and 
bottom figures show 80:20 (CHCl3:EtAc) solution of the 11 kD sample. 
room temperature. This is in good agreement with the relative oscillator strength we 
obtained for the solutions of the 19 kD samples with 25% of poor solvent and higher. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 
The  relative  oscillator  strength  between  coiled  and  aggregated  P3HT  chains  as 
function of poor  solvent  fraction  for defined  and extracted P3HT  as  indicted  in  the 
figure. The molecular weight increases from top to bottom. 
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Franck‐Condon analysis 
The  quantitative  analysis  of  the  P3HT  aggregate  absorption  yields  the  excitonic 
coupling J between the polymer chains within these aggregates. According to the work 
of Spano2, the coupling  is determined by the ratio of the  first two absorption peaks, 
A0‐0/A0‐1, as follows 
஺బషబ
஺బషభ ൌ
௡బషబ
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where ω0 is the effective vibrational energy of the single emitter and S its Huang Rhys 
parameter, n0‐0 and n0‐1  refer  to  the  refractive  index at  the position of A0‐0 and A0‐1. 
Thus, the correct determination of the excitonic coupling J requires the knowledge of 
Huang Rhys parameter S and the effective vibrational energy ω0 of the single, i.e. non‐
aggregated, emitter. Both parameters can be extracted from a Franck‐Condon analysis 
of the photoluminescence of the single emitter  (a non‐aggregated chain). Therefore, 
we  measured  photoluminescence  spectra  of  dilute  P3HT  solutions  in  100% 
chloroform. Figure 4 shows the experimental photoluminescence data (blue symbols). 
For the analysis of the excitonic coupling J, we need only a vibrational energy for an 
effective  oscillation.  Thus,  a  single mode  Franck‐Condon  analysis  is  sufficient.  In  a 
Franck‐Condon  analysis,  the  photoluminescence  spectrum  is modeled  as  a  sum  of 
Gaussian shaped transitions, Γ, from the first excited state S1(m=0) to the ground state 
S0(m) with m=1,2,3,…  being  the  vibration  quantum  number.3  The  fitting  procedure 
demands a normalization of the photoluminescence signal P(ћω) given by 
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where  I0‐0  is  the  intensity of  the emission  from  the 0‐0  vibrational  level of  the  first 
excited state to the 0‐0 vibrational  level of the ground state. The  integer m denotes 
the excitation level of the vibration with energy ћωi and n is the refractive index of the 
surrounding material at photon energy ћω. Here, the material surrounding the single 
emitters was  the  solvent,  chloroform.  Its  refractive  index was  calculated  from  the 
Cauchy parameters published by Samoc.4 
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Figure 4 
Single mode Franck‐Condon  fits  (red  line)  for  the  single emitter emission  spectra  in 
dilute solution for defined P3HT. The molecular weight increases from top to bottom. 
The experimental data (blue symbols) were fitted with Gaussian functions (grey lines) 
at four vibration levels. The residue is presented as cyan line.  
The Franck‐Condon fits according to equation 2 were calculated using four vibrational 
levels (m= 0, 1, 2, 3, 4) of the effective oscillator ħω0 and yield the fitting parameters 
summarized  in Table 1. The  Franck‐Condon  fits  (red  line  in  Figure 4)  reproduce  the 
experimental data with high accuracy. Thus, the resulting parameters S and ω0 enable 
a precise calculation of the free excitonic coupling J. 
 
Table 1 
Fitting  parameters  of  the  Franck‐Condon  analyses  for  the  poly(3‐hexylthiophene) 
(P3HT) single emitter photoluminescence spectra: Huang Rhys parameter S, energy of 
effective oscillation ω0 and Gaussian standard deviation σ. 
 
Absorption spectra of thin films 
We want to  investigate whether the results obtained for P3HT aggregates  in solution 
can  be  transferred  to  P3HT  films  that were  spun  from  solution  already  containing 
aggregates due to poor solvent fractions. Therefore, we studied the absorption of the 
P3HT  thin  films,  shown  in  Figure  5  normalized  to  the  0‐1  absorption  peak  for  the 
defined P3HT  samples. The absorption  spectra of  the  films  show both, a  structured 
P3HT  S  ω0  σ 
5 kD  0.90  1390 cm‐1  0.084 eV 
11 kD  0.84  1390 cm‐1  0.079 eV 
19 kD  0.84  1390 cm‐1  0.080 eV 
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absorption due  to aggregated  chains at  low energies and absorption around 2.8 eV 
and higher due  to non‐aggregated coiled chains  in amorphous regions. We  find  that 
films  spun  from  solutions  containing  fractions  of  poor  solvent  have  higher  0‐0 
absorption  indicating  aggregates  with  lower  excitonic  coupling  and  thus  higher 
conjugation length. Similar absorption spectra can be obtained for the extracted P3HT 
samples as well.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 
Absorption spectra of thin  films made  from defined P3HT, normalized to the second 
absorption  peak.  Films were  spun  from  solutions with  ratios  of  good:poor  solvent 
(CHCl3:EtAc) as indicted in the figure.  
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Assessment of thermal equilibrium state in solution 
The absorption spectra of P3HT  in a solvent mixture of chloroform and ethyl acetate 
do  not  show  any  changes  on  a  24  hour  timescale. We  therefore wanted  to  know 
whether  the  conformation  obtained  in  such  a  solution  corresponds  to  a  thermal 
equilibrium  state.  To  probe  this,  P3HT was  dissolved  in  a  chloroform:ethyl  acetate 
50:50 mixture at a concentration of 0.25 mg/ml prepared in two different ways. In the 
first approach, P3HT was fully dissolved in chloroform. Then, the necessary amount of 
ethyl  acetate  was  added  at  once.  In  the  second  approach,  P3HT  was  again  fully 
dissolved  in chloroform, but  the necessary amount of ethyl acetate was added very 
slowly  (0.4 ml/h)  in  small  amounts while  stirring  using  an  automated  syringe.  The 
absorption  spectra  resulting  from  the  two modes of preparation are different, with 
larger aggregates falling out of solution in the second mode of preparation. From this 
difference we  infer  that  that  the  solutions prepared by  the  first mode  are not  in  a 
thermal equilibrium state. 
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1. INTRODUCTION
Thin film solar cells constitute one of the future technological
solutions for sustainable energy supply. A particularly promising
route is offered by solar cells made from organic semiconductors
or inorganic semiconducting nanoparticles.14 In recent years,
hybrid solar cells based on an organic semiconductor in con-
junction with an inorganic nanoscale material are considered as
an alternative to purely organic solar cells, as they allow achieving
additional functionality by combining the advantages of the two
materials.59 In comparison to polymers, inorganic semiconduc-
tors offer a broader spectral range of absorption, particularly in
the NIR spectral range, a higher charge carrier mobility, and a
better thermal and morphological stability. At the same time,
their application in the form of nanoparticles enables the
possibility of band gap tuning for sufficiently small nanoparticle
diameters and the technological advantages of purely organic solar
cells, such as low-cost solution processing, roll-to-roll assembly,
or processing onto flexible substrates, are maintained. In the
literature, various composites based on Si, ZnO, TiO2, CdSe, and
a few other nanomaterials are currently of scientific interest.615
However, in hybrid and organic solar cells, a detailed funda-
mental understanding of the processes of light absorption,
formation of free polarons, and the subsequent transport of
these charges to the electrodes, which are central to their
operation, is lacking. In purely organic solar cell devices, these
photophysical processes have been shown to depend strongly on
the morphology of the heterojunction16 so that the device
efficiency can be improved significantly by the processing con-
ditions of the film.1719 The widely used and highly attractive
polymer poly(3-hexylthiophene) (P3HT) can form two distinct
morphological phases associated with different chain conforma-
tions. If the P3HT chain adopts a random coil conformation, the
resulting film is amorphous. The associated absorption spectrum
is unstructured with a maximum centered around 450 nm (about
2.8 eV). This disordered structure prevails for regiorandom P3HT
(RRa-P3HT). In regioregular P3HT (RR-P3HT), the polymer
chains can planarize and assemble to form weakly coupled
H-aggregates,20,21 which arrange in closely (a few angstroms)
packed two-dimensional lamellar structures via π-stacking.2225
Their spectroscopic signature is a well-structured absorption spec-
trum with a 00 vibronic peak around 600 nm (about 2.0 eV).21
Received: June 1, 2011
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Such aggregates are partially formedwhenRR-P3HT is embedded
in a poor solvent or in a film after spin-coating from solution. RR-
P3HT is a semicrystalline polymer whose degree of crystallization
can be controlled by processing conditions. While it became clear
that the charge carrier mobility is enhanced in aggregated P3HT
chains,26,27 studies on the role of the aggregated or coiled con-
formation in the process of charge carrier generation and separation
in organic devices have been emerging only recently.16
For the design and operation of a solar cell, it is therefore of
crucial importance to understand the influence of morphology
on each of the individual photophysical steps. In organic
semiconductors, there is widespread agreement about the photo-
conversion process. The elementary step is light absorption to
generate excited states of a donor, followed by diffusion of the
excitation to the internal interface formed by a donor adjacent to
an acceptor and the decisive electron transfer from the excited
donor to the acceptor forming a Coulombically bound electron
hole pair. Ideally, this is followed by their dissociation into free
charges that move away from the interface, preferentially not
suffering bimolecular recombination before being collected at the
respective electrodes. Moreover, there is agreement that in purely
organic blends the process of charge carrier generation takes
place on an ultrafast time scale in the range of 100 fs.16,2831
However, the exact mechanism of charge separation is still
debated for purely organic solar cells and still in an early phase for
hybrid composites. For P3HT in combination with [6,6]phenyl-
C61-butyric acid methyl ester (PCBM), which has been demon-
strated to achieve power conversion efficiencies of around 5%,32
there are suggestions that Frenkel-type excitons are the primary
photoexcitations that dissociate into free charges.16,29,30 There
are indications that the charge separation takes place more
efficiently for blends of RR-P3HT:PCBM than for RRa-P3HT:
PCBM.16 In contrast, prompt polaron formation during laser
excitation was considered for neat P3HT and RRa-P3HT:
PCBM.30,33 For the polymer PCDTBT in combination with
PCBM, there are also contradicting interpretations in discussion.
On the one hand, it has been suggested that light absorption may
directly create mobile electrons and holes by interband ππ*
transitions which would subsequently evolve into Coulombically
bound excitons in less than 1 ps.31 Similarly, for a composite of a
PPV derivative with PCBM, the primary photoexcitation has been
suggested to be an ultrafast electron transfer on the time scale of
45 fs.28 On the other hand, ultrafast exciton dissociation to form free
charges was also considered very recently for PCDTBT:PCBM
blends.34 For hybrid donoracceptor materials, detailed ultrafast
spectroscopic investigations are still in an early phase. The question,
whether light absorption initially creates free charge carriers or
excitons, is central to the understanding of light harvesting in organic
and hybrid systems. A problem in resolving this issue pertains to the
experimental limits of time resolution and spectral range that are
accessible to optical probing. Here, we have developed a novel
ultrabroadband transient absorption spectroscopy setup with a time
resolution of 40 fs covering the entire broad spectral range from 415
to 1150 nmwithout interruption. This allows us tomonitor both the
kinetics of the decay of the primary excitation and its evolution into a
charge pair state in thin hybrid films.
In our studies, we focus on composites of P3HT in combina-
tion with silicon which is a particularly promising inorganic acceptor
for several reasons. It unifies an almost unlimited abundance with
environmentally friendliness, allowing for its widespread use. Silicon
additionally provides high electron affinity and allows for rapid
electron delocalization and screening after charge transfer which
may prevent back transfer and enables fast transport away from the
interface. Because of the higher dielectric constant of silicon
compared to PCBM, this effect should be even more pronounced
as in purely organic films, thus rendering silicon a very promising
alternative to PCBM for photovoltaic devices and fundamental
studies. Proof-of-principle investigations of charge transfer in hybrid
P3HT/Si systems were recently performed using electron spin
resonance (ESR).9 Prototype devices exhibited a relatively high
open-circuit voltage of 0.75 V,10 and power conversion efficiencies
of around 1% have been achieved.8 However, no detailed spectros-
copic understanding has been available so far. Because of its
current availability in crystalline, nanocrystalline, and amorphous
forms, silicon serves as a model system with fundamental implica-
tions for various other hybrid or organic material systems. In
particular, the exciton dissociation mechanism and therefore the
photophysics of charge generation and separation can be studied
more clearly in silicon-based devices. The reason for this is that
these processes are difficult to assess in the widely studied P3HT/
PCBM composite, since the various PCBM transient signals from
the visible to NIR35 superimpose with the transient absorption by
the polaron and exciton of P3HT.
In our study, we employ Si nanocrystals (Si-ncs) and poly-
crystalline silicon (poly-Si) as the electron acceptor in order to
study both film geometries of interest, bulk heterojunctions and
planar heterojunctions. For the development of efficient com-
mercial solar cells, the bulk heterojunction structure is favored,
since it offers a particularly large donoracceptor interface. The
efficiency of planar heterojunctions is limited by the smaller
interfacial area, yet the two-dimensional interface area avoids re-
combination associated with interrupted percolation pathways
and cross-currents of electrons and holes. However, as our studies
primarily focus on the fundamental principles of the photophysics
(charge generation and separation), our devices are optimized for
an unambiguous data interpretation. To address the dependence
of charge carrier separation on polymer structural order, both
disordered RRa-P3HT and semicrystalline RR-P3HT were used.
Our pumpprobe setup allows us to directly monitor in real
time the process of charge generation in hybrid thin film P3HT/
Si heterojunctions, here at room temperature in the absence of an
applied external field. For both RR- and RRa-P3HT, we observe
an instant creation of singlet excitons that subsequently dissoci-
ate to form polarons on an ultrafast time scale. We observe that
the yield of polaron formation through exciton dissociation is
significantly enhanced by adding Si as electron acceptor. Further-
more, we find that the yield of polaron formation and the degree
of Coulombic binding of the corresponding polaron pairs formed
in P3HT/Si depend on the polymer structural order, with
efficient free charge carrier generation in RR-P3HT/Si and
geminately bound charge carriers formed in RRa-P3HT/Si.
2. SAMPLE PREPARATION AND SUMMARY OF EX-
PERIMENTAL METHODS
2.1. Sample Preparation. In this work, three different types of
poly(3-hexylthiophene) with varying degree of aggregation were used.
For fundamental studies of interactions between disordered and ordered
regions of P3HT, films of a RR-P3HT (BASF SE, Sepiolid P 100,
regioregularity ∼95%, Mw = 50 000 g/mol, Mw/Mn = 2.2) were
prepared by spin-coating from chloroform (CHCl3) solutions with a
concentration of 7.5 mg/mL onto precleaned glass substrates. The same
polymer was dissolved in spectroscopically pure chloroform, toluene,
and 1,2-dichlorobenzene with concentrations of 0.075 mg/mL and filled
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in 1mm fused silica cuvettes for the transient absorption spectroscopy of
P3HT in solution.
P3HT/Si thin film heterojunctions with varied morphology were
prepared as planar heterojunctions (PHJs, Figure 1a) and bulk hetero-
junctions (BHJs, Figure 1b). For the PHJs with varied polymer structural
order, RRa-P3HT (University of Bayreuth, Germany, Mw = 40 000
g/mol,Mw/Mn = 2.4) dissolved in chloroform (5mg/mL), and RR-P3HT
(Rieke Metals, Mw = 39 000 g/mol, Mw/Mn = 2.0) dissolved in 98%
chloroform and 2% ethyl acetate (EtAc) (5 mg/mL) was used. The
former was synthesized by treating thiophene with FeCl3.
36 For the
latter, ethyl acetate as nonideal solvent for P3HT was admixed to
enhance the aggregation of the RR-P3HT molecules,3739 which is
therefore referred to as aggRR-P3HT. All sample preparations were
performed under argon atmosphere.
Silicon nanocrystals (Si-ncs) were synthesized in a low-pressure
microwave plasma reactor by decomposition of silane.40 The pres-
sure of the process gases and the microwave power determine the
mean diameter of the Si-ncs. Phosphorus doping of the Si-ncs was
achieved by adding phosphine during growth and increases the
carrier mobility in the Si-ncs. The nominal doping concentration is
defined by the phosphine flow and the flow of the total precursor gas.
The Si-ncs used in this work have a mean diameter of 4 and 18 nm and
nominal doping concentrations of 5  1020 and 6.5  1019 cm3,
respectively. The standard deviation of the particle diameter is
typically σ ≈ 1.4 nm.
Blend films of RR-P3HT and Si-ncs with a weight ratio of 5:1 were
spin-coated under nitrogen atmosphere from solutions in chloroform
(concentration 7.5mg/mL) to formRR-P3HT:Si-ncs BHJs (Figure 1b).
For the intended application as a solar cell, 15 mm 15 mm 1.1 mm
aluminoborosilicate with an approximately 110 nm thick conductive
indium tin oxide layer (ITO, Delta Technologies, Rs = 515 Ω)
was used as a substrate. Before spin-coating, the substrates were
cleaned by subsequent ultrasonic treatment in acetone and isopropanol
for 10min each. A typical sample layer thickness of 100 nmwas achieved.
The thin film samples were sealed against air by using fused silica
coverslips (150 μm thin) and silicone sealant.
The refractive index of the Si-ncs was previously measured to be
about 2.0 with only a slight monotonic decrease with wavelength. The
refractive index of the blend films can be expected to be close to the one
of a neat P3HT film, which has a reported index of around 1.72.0.41
Consequently no significant change of the Fresnel losses upon mixing of
the two materials is expected and the weak excitation should also not
lead to a transient change.
Polycrystalline silicon (poly-Si) films were prepared by silver-induced
layer exchange (AgILE).42 For a resulting poly-Si film thickness of
30 nm, an amorphous silicon precursor layer (50 nm) was grown on top
of a 30 nm silver layer on a fused silica substrate. The crystallizationwas per-
formed at 800 C for 10 h under nitrogen atmosphere. Afterwards, the
silver was etched away with a 1:1 mixture of hydrogen peroxide and
ammonia solution at 100 C.We prepared PHJs of 40 nmRRa-P3HT or
aggRR-P3HT and 30 nm poly-Si (aggRR-P3HT/poly-Si PHJ and RRa-
P3HT/poly-Si PHJ, Figure 1b) under nitrogen atmosphere. To be able
to perform TA spectroscopy of the individual materials and of the
heterojunctions, the poly-Si covers only a part of the substrate
(Figure 1a). Furthermore, we removed a stripe of the P3HT on the Si
side using a cotton tip with chloroform. A summary of the sample
structures used is given in Table 1.
2.2. Summary of Experimental Methods. Details about the
basic optical and morphologic characterization of the thin film samples
and the novel ultrafast transient absorption spectrometer are given in the
Supporting Information. To investigate the nature of the photoexcitations
and their inherent kinetics after visible excitation, we used an ultrafast
1 kHz pumpprobe setup with a probe range of 290740 nm.43 The
visible excitation with 15 fs pulses in the range from 450 to 720 nm is
accomplished by a noncollinear optical parametric amplifier (NOPA).44,45
We expand the probe range to 4151150 nm by the combination of two
supercontinuum generation stages and a NIR-OPA operated at 1180 nm,
allowing for broadband UVVis-NIR TA spectroscopy with 40 fs time
resolution (Figure S3). This OPA was seeded with a supercontinuum
from a YAG crystal46 and generated the VisNIR probe continuum in a
CaF2 crystal. The pump and probe were focused towards the sample to a
210 and 110 μm 1/e2 beam diameter that allows ensemble averaging over
the finely grained morphology of the thin films to mimic their usage as
photovoltaic device and to ensure low local excitation densities.
3. RESULTS AND DISCUSSION
3.1. Structural Implications of Regioregularity and Sol-
vent. In our study, we aim to understand the process of charge
carrier generation in the polymer P3HT and in the hybrid system
formed by P3HT in combination with silicon. P3HT is a
semicrystalline polymer whose degree of aggregation depends
on the degree of regioregularity of the chain as well as on the
solvent used. In order to assess the role of aggregated P3HT
chains in the charge generation process, we employed samples
with different degrees of regioregularity and spun from different
solvents, as summarized in Table 1. The resulting structure of the
films was carefully monitored via atomic force microscopy
(AFM). The corresponding topographical images in 2D and
3D plots are shown in Figures 2ac and Figure S1 and reveal a
varied aggregation: While RRa-P3HT exhibits a rather long
spatial coherence length (Figure 2a, Figure S1a), aggRR-P3HT
possesses a fine structure (Figure 2c, Figure S1b). RR-P3HT is
between these two extremes (Figure 2b).
The differences can be understood by regarding the different
processing conditions. In the case of aggRR-P3HT, we have used
chloroform as the main solvent, which exhibits a lower (61 C)
Figure 1. Sample architecture of hybrid P3HT/Si thin film: (a) planar
heterojunction and (b) bulk heterojunction on glass substrates.
Table 1. List of Samples Used in This Work along with Their
Abbreviations
sample abbreviation
RR-P3HT (BASF), spun from CHCl3 RR-P3HT
RRa-P3HT (Bayreuth), spun from CHCl3 RRa-P3HT
RR-P3HT (Rieke), spun from CHCl3/EtAc aggRR-P3HT
silicon nanocrystals Si-ncs
polycrystalline silicon poly-Si
RR-P3HT:Si-ncs bulk heterojunction RR-P3HT:Si-ncs BHJ
RRa-P3HT/poly-Si planar heterojunction RRa-P3HT/poly-Si PHJ
aggRR-P3HT/poly-Si planar heterojunction aggRR-P3HT/poly-Si PHJ
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boiling point as the nonideal solvent ethyl acetate (77 C). The
already partially aggregated polymer falls out of solution before
the main solvent is fully dissipated and before the film has fully
dried, leading to enhanced aggregation evident in the fine
structure of the AFM data. Comparison of Figure 2c and
Figure 2d further reveals that when spin-coating aggRR-P3HT
directly on poly-Si instead of glass, the fine structure indicating
the aggregation is maintained.
3.2. Optical Characterization. The amount of aggregation
present in a P3HT sample manifests itself not only in the AFM
characteristics but also in the optical spectra. Figure 3 shows the
absorbance (OD) and photoluminescence (PL) spectra of RR-
P3HT in the dilute chloroform solution and for thin film samples
used in this work. In dilute solution with a good solvent such as
chloroform, RR-P3HT is known to adopt a random coil con-
formation with a distribution of short conjugation lengths. This
results in a structureless absorbance that has its maximum at
446 nm and in a red-shiftedmore structured PL with peaks at 627
and 688 nm (Figure 3a). The PL originates from the longest
polymer segments after relaxation of the initial photoexcita-
tion. In film, the RR-P3HT chains can planarize to form weakly
interacting H-aggregates that are embedded in a matrix of
amorphous coiled P3HT chains. The resulting absorption thus
consists of a superposition of absorption by coiled chains and
absorption by planar, highly conjugated and aggregated chains.21
Consequently, the absorption is shifted to longer wavelengths, is
broadened, and shows vibronic peaks at 518, 558, and 608 nm
(Figure 3b) due to the 02, 01, and 00 transitions, respec-
tively, in agreement with literature data.21 The corresponding PL
also contains vibronic structure with peaks at 650, 712, and 800 nm
(mainly the CdC symmetric stretching mode, 1452 cm1).
By considering the intensity of absorption between 400 and
500 nm and by considering the vibrational structure around
600 nm through amodified Franck-Condon analysis as described
in refs 21 and 47, it is possible to derive the amount of aggregates
present in a film (Figure S2). Figure 4a shows the absorption
spectra of the two limiting cases given in our study, that is,
RRa-P3HT and aggRR-P3HT. The absorption of poly-Si is also
shown for comparison. Analyzing the P3HT absorption in this
fashion, with the assumption that the absorption coefficient
of aggregated chains is 1.39 times that of coiled chains,47 yields
a percentage of (38 ( 5)% aggregates for the aggRR-P3HT
sample and of (24 ( 5)% aggregates for the RRa-P3HT sample
(Figure S2). RRa-P3HT possesses less aggregation and a reduced
conjugation length compared to RR-P3HT, which was attributed
to the adverse steric repulsive interactions between the hexyl side
chains and the sulfur.17,48 Figures 3b and 4b illustrate that when
Figure 2. Topographical AFM images of spin-coated films of (a) RRa-
P3HT (rms roughness Rq = 2.2 nm), (b) RR-P3HT (Rq = 1.2 nm), (c)
aggRR-P3HT (Rq = 5.4 nm) directly on glass substrate as well as (d)
aggRR-P3HT on top of a 30 nm thin polycrystalline Si layer (Rq =
6.3 nm). For (c) and (d), 2% ethyl acetate was mixed with the chloroform
solution to enhance the aggregation of the RR-P3HT molecules.
Figure 3. Absorbance and photoluminescence spectra of P3HT in (a)
dilute chloroform solution and (b) of RR-P3HT film. The absorbances
of Si-ncs and RR-P3HT:Si-ncs (5:1) BHJ as film are also shown. (c)
Absorbance spectra of RR-P3HT (blue dashes), oxidized RR-P3HT film
after adding FeCl3 (solid gray curve) and P3HT film polaron absorption
(brown dots and brown solid curve).
Figure 4. (a) Absorbance spectra of neat RRa-P3HT, RR-P3HT + ethyl
acetate (aggRR-P3HT), and neat poly-Si and (b) the corresponding
P3HT/poly-Si PHJs samples compared with the solar spectrum.
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the P3HT is intermixed with Si-ncs or spun on top of poly-Si,
the absorption spectrum is given by a superposition of the
individual components. Thus, in agreement with the AFM
data, spinning a film on top of a silicon substrate does not seem
to affect the amount of aggregates formed. Figure 4b further
demonstrates the good match of the heterojunction absorp-
tion against the solar irradiation spectrum that is essential for
efficient solar cells.
In order to study the process of charge generation in these
material systems, we do not only need to know how many aggre-
gated or coiled chains are present in the P3HT but also require a
spectroscopic signature for charges in P3HT films. P3HT thin
films can be chemically oxidized employing a strong oxidant.25,49
Figure 3c shows the absorbance spectrum of thus oxidized RR-
P3HT thin films after dipping into 20 ppm solution of iron(III)
chloride (FeCl3) in acetonitrile (CH3CN) for 1 min followed by
rinsing with acetonitrile to remove excess oxidant. From the raw
spectrum of the treated film we obtain the P3HT polaron
(P3HT+) absorption as follows. The treatment with FeCl3
decreases the known absorbance of the neutral P3HT molecule
(blue dashes) and increases absorbance in the range from about
560 to 1150 nm (brown dots). Partial saturation occurs at
treatment longer than 2 min. The difference between the blue
dashed line scaled to the peak of the gray solid curve in Figure 3c and
the gray solid curve reveals the RR-P3HT film polaron absorption
(brown dots and brown solid line). It ranges from about 560 to
1150 nm with a characteristic shape and increases again up to the
mid-infrared spectral region. The same oxidation was performed for
RRa- and aggRR-P3HT, and the results are shown in Figure 5.
Comparable but, because of reduced conjugation length, slightly
shifted results of the cation absorption are obtained for P3HT in
solution where chemical oxidation was introduced via adding
pentachloroantimonate (Figure S6, see details in Supporting In-
formation). Similar oxidation experiments as the ones presented
here have been reported and yielded very similar spectra.25,49,50
The polaron absorption spectrum, that we obtain in the P3HT
films (Figure 3c), closely matches the subgap polaron absorption
bands obtained by CW photoinduced absorption (PA) measure-
ments as reported in recent publications.7,11,25,51,52 Therefore,
we use our measured polaron absorption spectra for the indivi-
dual P3HT types for comparison with the transient absorption
spectra throughout the whole work.
3.3. Primary Photoexcitations. The thoroughly character-
ized samples and the systematic variation of their composition
allow the study of the excitations formed after illumination. To
directly probe the nature of the primary photoexcitations and the
inherent photovoltaic conversion processes in hybrid P3HT/Si
layers, we performed ultrafast pumpprobe (transient absorp-
tion, TA) spectroscopy. The thin film samples were designed to
enable direct comparison between neat P3HT, neat Si, and the
P3HT/Si heterojunction in ultrafast TA spectroscopy at the same
experimental conditions by moving the relevant sample regions
into the pumpprobe region. We chose pump and probe beam
diameters at the sample that allow for ensemble averaging over the
finely grained morphology of the thin films to mimic their usage
as photovoltaic device and to ensure low excitation fluence
(9 μJ/cm2 at 518 nm) comparable to the solar exposure. The low
excitation fluence was also chosen to prevent modulation of the
transient signatures due to a thermally induced spectral blue shift,
which might occur at high excitation fluences.53
Figure 5 shows typical VisNIR TA spectra for aggP3HT/
poly-Si PHJ, RRa-P3HT/poly-Si PHJ, and RR-P3HT:Si-ncs BHJ
(red solid curves) compared with the TA spectra of the corre-
sponding neat polymer film (black solid curves). Spectra were
recorded for the full range from 10 ps prior to the pump pulse up
to 2 ns after the pump pulse (see Figure S11). Spectra taken at
300 fs, 20 ps, and 1-2 ns pumpprobe delay are shown. The
spectra are composed of negative ΔOD signals in the spectral
region of the P3HT film absorption between 415 and 630 nm
because of ground state bleach (GSB) and positive signals at
longer wavelengths due to photoinduced absorption (PIA), i.e.
excitons and polarons.
In order to directly compare the transient spectra and the
kinetics of the charged species of the various neat P3HT with
the corresponding P3HT/Si heterojunctions, the same number
of initial photoexcitations needs to be considered. Small devia-
tions in this number of initial photoexcitations occur in the
experiment due to small variations in film quality, film thick-
ness, and thus absorption or due to small changes in pump
beam size and pump energy between the various samples. The
integral over the GSB area equals the product of the excitation
density times the strength of the first electronic transition of P3HT
regardless of small variations of Franck-Condon activity due to
differing morphologies of P3HT in the various samples.54 The
integral therefore represents a good relative measure of the
number of initial photoexcitations. We use the transient spectrum
of the aggRR-P3HT film as reference. The TA spectra of the other
polymers and PHJs are each scaled by a small factor (0.71.3) for
the whole data set of 250 time steps and 512 wavelengths. As a
result, all spectra yield the same GSB area integral at the earliest
usable time delay. We found that any delay time between 0 and 80
fs gives the same result. This procedure allows for considering the
same number of initial photoexcitations in the films. Any changes
in the optical density (ΔOD in %) that would be seen under
reference conditions are then solely inherent to the different
nature of the sample.
For each measurement, the pairwise difference between TA
spectra of the heterojunction and the neat polymer is calculated
(green solid curves). For comparison, the particular P3HT film
polaron absorption spectrum (blue dashes) is included. The GSB
of aggRR-P3HT and RR-P3HT clearly reveals the characteristic
vibronic structure of the P3HT aggregate, in particular at 1-2 ns
after excitation, which does not show a spectral shift during the
delay times covered in the TA measurements. In Figure 5, we
further observe the relative signal ratio between the 00 and
01 GSB peak to change over time and, most importantly, the
GSB at 500 nm to reduce with time. As detailed further below in
section 3.6.1 and in the Supporting Information, this is a
signature that energy transfer takes place from coiled chains to
aggregated chains.
Since the GSB is due to those P3HT chains which are not in
the electronic ground state, it directly monitors the total
number of photoexcitations such as excitons or polarons still
present at a given delay time. The broadband PIA signals with
positive ΔOD (compare Figure 5) are adjacent to the GSB and
exceed the NIR detection range. We compare the PIA for the
hybrid heterojunctions (red solid curves) to the corresponding
neat polymer (black solid curves) and the difference spectra for
each pair with the chemically obtained P3HT film polaron
absorption spectrum. We find that the difference spectra match
the P3HT film polaron absorption spectra in the range of about
620850 nm. The comparison also reveals a region of en-
hanced PIA through adding Si to P3HT. From this we conclude
that combining P3HT with silicon results in the generation of
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additional P3HT cations, i.e. polarons. In the neat P3HT film,
this polaron absorption also seems to be present, albeit at a
significantly reduced level. From a comparison of the signal
magnitude at 660 nm in the neat P3HT film and in the hybrid
heterojunction we infer that the polaron yield in the P3HT/Si
heterojunctions is more than a factor of 2 higher. Clearly, there
must be ultrafast electron transfer from P3HT to Si in PHJ and
BHJ morphologies. Consequently, Si is a promising electron
acceptor for hybrid photovoltaic devices, in accordance with
results by LESR.9
We now focus on the PIA spectra in the range of 9001100 nm.
In this range, the difference spectrum, given by the green solid curve
in Figure 5, does not match the polaron absorption spectrum
(blue dots). In agreement with previous investigations,16,25,29,30
we assign the photoinduced absorption in this spectral range to
absorption by singlet excitons. To support this assignment, we
performed TA measurements of RR-P3HT in various dilute
solutions, where the intermolecular distance is high. We found
that under these conditions, P3HT cation formation does not
take place (Figure S7, see details in Supporting Information).
Figure 5. Transient absorption of (a) aggRR-P3HT/poly-Si PHJ, (b) RRa-P3HT/poly-Si PHJ and (c) RR-P3HT:Si-ncs BHJ for 300 fs, 20 ps and
12 ns pumpprobe delay. The spectra are scaled to the same number of initial photoexcitations. The P3HT polaron absorption (blue dashes)
and the difference (green solid curve) between neat P3HT (black solid curve) and P3HT/Si (red solid curve) are compared. Excitation: 518 nm,
9 μJ/cm2.
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The singlet exciton leads to stimulated emission and undergoes
intersystem crossing on the nanosecond time scale to a triplet
state with a characteristic transition at 1.49 eV (830 nm). The
energetic position of the P3HT triplet transition confirms and
adds to recent experimental and theoretical investigations.16,55 In
addition to confirming the assignment of the singlet and triplet
excitons, this measurement also implies that excitation dissocia-
tion does not occur efficiently on a single polymer chain.
Moreover, the difference spectrum between the hybrid system
and the neat P3HT in Figure 5 shows a reduced PIA in the range
of 9001150 nm, which suggests that adding silicon to P3HT
rapidly reduces the number of singlet excitons. The time evolu-
tion of the TA signals will be analyzed in detail further below. No
transient signatures of stimulated emission (SE) or a triplet state
are detected in any of the film measurements. This observation
and the concomitant increase of polaron absorption and reduc-
tion of exciton absorption when P3HT is combined with silicon
suggest the dissociation of singlet excitons as a path for polaron
formation. We therefore conclude that the enhancement of
polaron yield in P3HT by adding Si is due to an ultrafast electron
transfer from P3HT (electron donor) to Si (electron acceptor)
for all morphologies, namely PHJ and BHJ. We note that
no transient signatures could be detected for the neat Si films
or for excitation of the P3HT/Si heterojunctions with a pump
wavelength of 720 nm, which is outside the P3HT absorption
(Figures 3b and 4a). This shows that the observed effect of
enhanced polaron absorption and reduced exciton absorption is
due to electron transfer from excited P3HT to Si and not due to
optical effects such as a transient change of index of refraction in Si.
So far we have assigned the various features of the TA spectra
to photoexcitations, and the general observations pertained to all
sample structures. We now consider the quantitative differences
that arise between the various samples. In agreement with
previous work,16,29,33 we find some polaron formation to occur
also for the neat P3HT films. Taking the signal magnitude around
660 nm as a measure for the amount of polaron formation, we find
the initial yield to decrease in the order aggRR-P3HT, RR-P3HT,
and RRa-P3HT. This is also the order in which the amount of
aggregated chains in the film decreases (Figure 2). Therefore, the
obtained clear discrimination between the TA spectra of the three
types of P3HTmatches the distinct differences in the correspond-
ing optical and structural properties. We thus associate a higher
polaron yield with an enhanced degree of aggregation and extended
conjugation, enabling highly delocalized excitations and charge
carriers with high mobility.24,25
This effect of the P3HT structural order on the polaron yield is
alsomanifested in the hybrid heterojunctions. Comparison of the
polaron absorption signal (at 660 nm; see red curve in Figure 5)
indicates about a factor of 2 more efficient initial polaron
formation for aggRR-P3HT/poly-Si PHJ compared to RRa-
P3HT/poly-Si PHJ. We attribute this finding to the higher
degree of conjugation, pronounced exciton delocalization, and
an increased mobility of charge carriers which enable a more
efficient charge transfer. A possibly more favorable free energy of
charge generation through improved band alignment for ordered
P3HT chains remains to be investigated.56 Recent results state a
rise only of theHOMOenergy level and no change of the LUMO
level through chain ordering.57 For a possible photovoltaic
application, we compared RR-P3HT:Si-ncs BHJs with aggRR-
P3HT/poly-Si PHJs. The polaron yield is higher and their
lifetime is slightly longer in aggRR-P3HT/poly-Si PHJ than in
RR-P3HT:Si-ncs BHJ as becomes evident through comparison
of the TA spectra in Figure 5a,c. The former can be attributed to
the intermediate P3HT type used in the BHJ. The latter is
assigned to Si dangling bond defects in Si-ncs which act as
recombination centers. To address this, we are currently working
on postgrowth treatments, e.g., HF etching, vacuum annealing,
and surface functionalization, which improve the surface and
defect properties.58 Moreover, interrupted percolation paths in
the current BHJ morphology can also lead to enhanced recom-
bination and limit the efficiency, as not the entire amount of
photoinduced charge carriers can move to the electrodes. To
overcome this, the fabrication of a defined BHJ morphology via
nanoimprinting is a promising approach.
Figure 6. (a) Experimental TA signals (open symbols) as function of the pumpprobe delay with corresponding fits (solid curves) of GSB (green), singlet
exciton (red), and polaron (blue) for the aggRR-P3HT/poly-Si PHJ. The fit parameters are listed in Table 2. (b) PIA band single-channel fit amplitudes and
time constants for the 140 fs component (red triangles) and the 1 ps component (black dots). The dashed lines are the signals taken for (a). The band
assignment (inverted green curve) from Figure 5a agrees with the separation of polaron and exciton signatures via the fit amplitudes of the 140 fs component.
80
18227 dx.doi.org/10.1021/ja207887q |J. Am. Chem. Soc. 2011, 133, 18220–18233
Journal of the American Chemical Society ARTICLE
In summary, our TA measurements point out that polymer
structural order plays a significant role in hybrid solar cells,
though Si can significantly enhance the initial polaron yield even
in the disordered RRa-P3HT (Figure 5b). Below, it will be
investigated whether bound polaron pairs or mobile charge
carriers are formed in the P3HT/Si heterojunctions.
3.4. Temporal Evolution of the ChargeGeneration Process.
Having identified the features of GSB (about 415620 nm),
polaron absorption (about 620900 nm), and singlet-exciton
absorption (9001150 nm), we now consider their inherent
kinetics in a quantitative fashion. Figure 6a shows the evolution
of the TA signals for the GSB (at 550 nm), the polaron absorption
(at 660 nm), and the singlet exciton absorption (at 1000 nm) of
aggRR-P3HT/poly-Si PHJ on a time scale up to 2 ns with a time
resolution of 40 fs. FromFigure 6a, a few observations can bemade
immediately. First, the GSB and the singlet exciton absorption
reach their maximum signal with a rise time of 40 fs (see also the
inset), i.e., within the experimental resolution. This observation is
important, as it implies that the exciton is formed directly upon
photoexcitation. Second, the polaron absorption signal shows a
delayed rise. It reaches its maximum at about 300 fs. This rise of the
polaron signal is matched by a corresponding initial decay of the
singlet exciton absorption signal. This suggests that the singlet
exciton, formed by absorption, decays to form polarons. Third, the
ultrafast time evolution of the GSB and the singlet exciton
absorption signal is very similar. This can be readily understood
by an additional ultrafast nonradiative decay mechanism of at least
some of the excited P3HT molecules. A minimal rate model that
allows relaxation of the exciton into the polaron by dissociation
and to the P3HT ground state by nonradiative decay directly
renders the result that the yield of each channel is given by the ratio
of the individual rate to the sum of both.59 The spectroscopic
signal is additionally weighted by the respective extinction coeffi-
cients. The exciton serves as a reservoir, and the same femtosecond
kinetics is observed for the decay of the exciton signal and the
recovery of the GSB.59 Nonradiative electronic decay on the
femtosecond time scale is now widely reported for a large variety
of molecular systems6064 and believed to be frequently mediated
by conical intersections.65,66 Whether a conical intersection is also
responsible for the observed ultrafast nonradiative decay in P3HT
films has to be clarified in the future. It has recently been
established in conjugated polymers that exciton localization occurs
in tens of femtoseconds and leads to nonemissive states.67,68
Single-molecule spectroscopy has correlated the ultrafast relaxa-
tion to aggregated regions of the polymer.69
To further substantiate the conclusion that the polarons are
formed from the excitons, we have fitted the decay of the transient
data. Already a visual interpretation of the kinetic traces shows that
there is the ultrafast signal change as discussed above and an
additional slower component. It is possible to model the decay of
the GSB and the singlet exciton absorption as a stretched expo-
nential (SE) curve. A stretched exponential decay is expected for
films that possess an ensemble of ordered and disordered regions
and a correspondingly broaddistribution of decay times.70,71 Aswe
are particularly interested in the initial signal changes, we treat the
ultrafast component separately by fitting the GSB and the singlet
exciton absorption according to the function
ΔOD ¼ A1 expð  t=τ1Þ þ ASE expð  t=τSEÞβ þ const ð1Þ
We also use eq 1 to fit the polaron absorption signal. The
polaron decay will also be characterized by a distribution of
relaxation times, because of various on-chain and interchain
recombination paths. Therefore, the use of a stretched exponen-
tial fit for the decay kinetics is justified.71 The fit curves obtained
are indicated as solid colored curves in Figure 6a. The fit
parameters A1, ASE, τ1, τSE are listed in Table 2 for the ΔOD
signals at 660 nm (polaron), 1000 nm (exciton), and 550 nm
(GSB). The exponent βwas found to be 0.5 in all cases. Figure 6b
illustrates how these fit parameters vary as a function of probe
wavelength across the entire detected spectral range.
We find that the singlet exciton absorption and the GSB both
decay with a similar first ultrafast time constant of 140 fs,
followed by a slower decay, for which the combination of
τSE≈ 0.6 ps and β = 0.5 yields an average decay time Æτæ of about
1.2 ps. We find the same time constant of 140 fs for the delayed
buildup of the polaron signal, followed by a decay characterized
by an average decay time Æτæ of about 0.8 ps. The fact that the rise
of the polaron population is correlated with a simultaneous decay
of the exciton population is strong evidence that the polarons are
created through the dissociation of singlet excitons.72
From the overview of the fit parameters in Figure 6b, we see
that the time constants found in our fits stay rather constant over
the entire spectral range of the individual transient species.
Moreover, the fastest time constant τ1 is present over the entire
probe spectral range. This implies that the chosen model
describes the intrinsic dynamics properly. The variations of the
τSE decay time between the transient species can be attributed to
different recombination processes for polarons and excitons as
well as energy transfer processes between coils and aggregates
suggested above and demonstrated in more detail below. The
amplitudes for the ultrafast 140 fs component (A1) and the
slower component (ASE) have the same sign in the spectral
region describing the singlet exciton absorption, that is, from 900
to 1150 nm and beyond. For shorter probe wavelengths, when
the polaron absorption is probed, the amplitude A1 for the 140 fs
component changes sign, as it no longer describes an absorption
decay but rather the delayed rise of the polaron absorption. This
evident correlation between singlet exciton decay and polaron
rise further strengthens our interpretation. Similar kinetics are
observed for neat P3HT, RRa-P3HT/poly-Si PHJ, and RR-
P3HT:Si-ncs BHJ, independent of pump polarization orienta-
tion. At 6 ns, the GSB shows 5% of its initial signal magnitude that
we assign to long-lived photoexcitations, which can readily be
harvested in a solar cell. At this point we want to emphasize that
the samples were optimized for ultrafast TA measurements and
not for optimum solar cell performance, where reduced recom-
bination can be achieved via various methods as detailed in the
introduction and the conclusion sections.
For an absorbed number of photons of 2.6 109 per pulse at an
excitation of 9 μJ/cm2 at 518 nm, we obtain an excited state
areal density of 2.4 1013 cm2 (Table 3, see details in Support-
ing Information). The polaron cross section of (3.4 ( 2) 
1016 cm2, the polaron molar extinction coefficient of
Table 2. Fit Parameters: Amplitudes and Time Constants for
the Transient Species in Figure 6
parameter polaron (660 nm) exciton (1000 nm) GSB (550 nm)
A1 14.6  103 2.6  103 1.6  103
τ1 (ps) 0.14 0.14 0.14
ASE 20.2  103 7.1  103 13.6  103
τSE (ps) 0.41 0.63 0.6
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(4 ( 1)  104 L mol1 cm1, and the initial charge density
of 6 1018 cm3 obtained from our measurement series are
similar to previous investigations of RR-P3HT:PCBM BHJ
at comparable excitation fluence.16,30,73
With the interpretation that photoexcitation generates exci-
tons that subsequently decay into polarons, it is possible to
estimate the maximum yield of polarons formed initially by
considering the relative magnitudes of the TA signals at 300 fs
given in Figure 5. Details of the calculations can be found in the
Supporting Information. While we estimate a maximum quan-
tum yield of 17% for the formation of the P3HT+ polaron in a
neat film of aggRR-P3HT, this value raises to 38% in the planar
heterojunction (aggRR-P3HT/poly-Si PHJ) in combination
with a maximum Si yield of 25% (Table 4). We note that in
the heterojunction device, the P3HT layer covering the silicon
has a film thickness of only 40 nm so that excitons are created
close to the donoracceptor interface. The significant enhance-
ment of exciton dissociation in the presence of silicon implies
that silicon performs very well as an electron accepting material.
The charge yield points to efficient electron transfer and a spatial
exciton delocalization in ordered P3HT of about 10 nm, in
agreement with previous investigations.74,75
The obtained polaron yields are similar to RR-P3HT:PCBM
studied previously,29 which raises the hope for aggRR-P3HT/Si
heterojunctions to achieve comparable power conversion effi-
ciencies as existing and even commercially available thin film
solar cells based on RR-P3HT:PCBM BHJs.32
3.5. Charge Recombination Processes. So far we have
substantiated the discussion of the yield and the time scale of
the exciton dissociation into polarons. Now we address the issue
of whether the positive and negative polarons formed are still
Coulomb-bound as a geminate pair or whether they are free
charge carriers. This question is crucial for the efficient operation
of photovoltaic devices. There is no obvious reason why the TA
spectra of bound polarons should be very different from those of
free polarons. We are therefore not able to distinguish between
bound and free polarons on the basis of the TA spectra. However,
it is possible to distinguish the two species by considering their
recombination kinetics. We expect a pair of geminately bound
positive and negative polarons to recombine (radiatively or
nonradiatively) with each other, i.e., monomolecularly. Their
decay should therefore not be affected by the overall number
density of bound polaron pairs that are formed upon photo-
excitation. Further, the number density of bound polaron pairs
formed should not impact on the singlet exciton population, thus
leaving the decay kinetics of the singlet exciton absorption or the
GSB unaltered. In contrast, if exciton dissociation results in the
generation of free, i.e., nongeminate, positive and negative polar-
ons, then these charges can only recombine when they meet each
other, i.e., by bimolecular chargecharge annihilation. The prob-
ability ofmeeting the oppositely charged polaron thereby increases
with the number density of polarons formed.16,73 Further, singlet
excitons can recombine through quenching by free polarons, and
the probability for this exciton-charge annihilation also increases
with the number density of free polarons.16,76,77 Thus, in summary,
for geminately bound polarons we expect the decay transients of
polaron absorption, singlet exciton absorption, and GSB to be
independent of excitation fluence, while we expect accelerated
decays with increasing excitation fluence for free polarons gener-
ated upon singlet exciton dissociation.
To study the role of delocalization and the nature of the
recombination processes in P3HT/Si heterojunctions, we record
VisNIR TA spectra up to 2 ns delay with increased excitation
fluences from 4 to 60 μJ/cm2. The absorption signals of the
corresponding relevant transient species in aggRR-P3HT/poly-
Si PHJ (Figure 7a), RRa-P3HT/poly-Si PHJ (Figure 7b), and
RR-P3HT:Si-ncs BHJ (Figure S8) are normalized against their
individual initial maximum. This allows the study of the recom-
bination rate as a function of excitation fluence. For the RRa-
P3HT/poly-Si PHJ sample we find the decay kinetics to be
independent of excitation fluence. Consequently, the polarons
formed in a PHJ of silicon with RRa-P3HT are predominantly
Coulomb-bound. In contrast, we find enhanced decay rates with
increasing excitation fluence for aggRR-P3HT/poly-Si PHJ,
suggesting the predominant formation of free polarons. The
same observation ismade for RR-P3HT:Si-ncs BHJs (Figure S8).
In Figure 7a the enhanced decay rate leads to an apparent shift of
the maximum of polaron absorption to earlier times, covering the
delayed polaron rise.
Consequently, in the aggRR-P3HT/poly-Si PHJ and the RR-
P3HT:Si-ncs BHJ photoinduced ultrafast generation of free
charges is obtained, which opens the route for efficient charge
extraction from the active layer in the hybrid devices. In fact, it
was recently shown that the competition between extraction and
bimolecular recombination of mobile charges determines the
dependence of the photocurrent on the applied bias and there-
fore the fill factor in RR-P3HT:PCBM BHJ devices.78,79
It is worthwhile to briefly reflect on these results. For the RRa-
P3HT/poly-Si PHJ, photoexcitation near the hybrid interface
results in excitons that are mostly localized on coiled chains. An
electron is then transferred to the poly-Si with a time constant of
140 fs, leaving behind a P3HT+ cation, i.e., a positive polaron. In
silicon, the electron can be expected to be well delocalized
because of the high dielectric screening. However, on the coiled
P3HT chain, the conjugation length is low and the energetic
disorder is high. As a result, the positive polaron is localized in the
sense that its coherence length and its mobility are low. It seems
that the presence of amore “pointlike” andmoreover “immobile”
positive charge on the P3HT prevents the formation of free
polarons. In a certain way, the situation is comparable to that of a
point charge in front of a metal that feels an attractive force. In
contrast for the aggRR-P3HT/poly-Si PHJ, a significant fraction
of the excitations are created on planar, aggregated chains that are
characterized by a high conjugation length and low energetic
disorder. After charge transfer, the delocalized electron in the
silicon is thus interacting with a positive polaron that not only is
Table 3. Parameters of the P3HT/Si Heterojunction with
9 μJ/cm2 Excitation at 518 nm
parameter
absorbed photons 2.6  109/pulse
areal density of excitations (cm2) 2.4  1013
polaron cross section (cm2) (3.4 ( 2)  1016
initial charge density (cm3) 6  1018
Table 4. Initial Quantum Yields of Charges in Neat P3HT
and aggRR-P3HT/poly-Si PHJ
Sample P3HT+ P3HT P3HT + E Si
aggP3HT 0.17 0.17 0.83 0
aggP3HT/Si 0.38 0.13 0.62 0.25
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comparatively delocalized but also has a high initial mobility due
to the low disorder. Such a polaron might move away from the
hybrid interface, for example, by spectral diffusion to slightly
longer conjugated segments, thereby overcoming the weak
Coulomb attraction to the delocalized electron in the silicon
and thus leading to the formation of a free pair of positive and
negative charge. This finding is also supported by anisotropy
measurements (Figure S10). It seems that a key issue in exciton
dissociation is the delocalization, the dielectric screening, and the
mobility of both the electron and the hole. Thus, a significant
implication of the polymer structural order for hybrid and
organic solar cells becomes evident and can be understood on
a microscopic level.
Our interpretation of the results is based on the concept of
singlet exciton dissociation into bound or free polaron pairs that
we support by Figures 5 and 6. From the excitation fluence of
4μJ/cm2, where bimolecular annihilation sets in, we derive amean
excitation spacing of more than 6 nm in aggRR-P3HT and RR-
P3HT, assuming an isotropic distribution of photoexcitations
within the pumpprobe volume. This finding reveals that despite
the 6 nm (∼15 thiophene repeating units) separation between the
initial photoexcitations, the subsequent bimolecular interactions
due to the generated mobile polarons can still take place pointing
to high charge carrier mobility and rather spatially delocalized
excitations, in agreement with other TA measurements for con-
jugated polymers,29,74 and supporting the degree of delocalization
indicated from our quantum yield calculations mentioned above.
It was previously suggested that polarons in conjugated polymers
may also be generated from higher excitonic states accessed by
sequential excitation or by excitonexciton annihilation.33,8082
These delocalized “hot exciton” charge-transfer states are supposed
to exhibit a higher dissociation probability via enhanced electron
hole separation and charge mobility.75,83,84 These additional pro-
cesses cannot, however, be the dominant polaron formation
pathway in the present work for several reasons. First, the polaron
formation happens with a 140 fs time, which is too fast for
bimolecular annihilation processes.16,77,82 Second, sequential excita-
tions during the pump pulse come into play only at very high
excitation fluences starting at 100400 μJ/cm2.81,82 Third, the
polarons show the same intensity dependence as the excitons
(Figure S9) and are thus generated from singlet excitons.
3.6. Variation of Excitation Wavelength.
3.6.1. Energy Transfer. We have seen that the conformation of
the polymer chain has a major impact on the nature of the
photogenerated charges. The number of excitations created on
coiled chains or on aggregated chains is determined not only by
the choice of P3HT regioregularity and solvent but also by the
choice of excitation wavelength. Figure 8 shows ultrafast
UVVis TA spectra of neat RR-P3HT thin films at 60 fs, 300
fs, 13 ps, and 140 ps with excitation at 450 nm (blue solid curve)
and 600 nm (red solid curve). The spectra are normalized against
the GSB so that signal changes solely inherent to the variation of
the pump wavelength can be studied. The transient absorption
spectra contain signatures of GSB (425625 nm) and of polaron
absorption (>625 nm). The inverted RR-P3HT film absorption
spectrum (OD, green solid curve) is scaled to the RR-P3HTGSB
peaks. The calculated difference spectra between the GSB and
the inverted thin film absorption are shown as dashed curves for
both excitation wavelengths (TA  OD, dashed). These differ-
ence spectra are then compared to the scaled absorption
spectrum of RR-P3HT in dilute chloroform solution (OD, cyan
solid line).
At 60 fs, the GSB of the RR-P3HT film is significantly broader
when excited at 450 nm than for excitation at 600 nm. Immediately
after excitation with 600 nm, the GSB of the film lacks the spectral
components equivalent to the absorption spectrum in dilute
chloroform solution. In dilute chloroform solution, polymers form
coils as the chains curl up. Thus, at 60 fs after excitation, only planar
Figure 7. (a) Decay of TA signals for increased excitation fluences (4, 10, 40, and 60 μJ/cm2 at 518 nm) reveals bimolecular nongeminate
recombination in the case of aggRR-P3HT/poly-Si PHJ. (b) Decay of TA signals for increased excitation fluences (5, 20, 40, and 60 μJ/cm2 at 518 nm)
reveals monomolecular geminate recombination in the case of RRa-P3HT/poly-Si PHJ.
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aggregated chains are excited by light with 600 nm, while both
coiled and aggregated chains are excited by light with 450 nm. This
distinct difference between the spectra obtained for excitationwith
450 nmandwith 600 nm stays visible up to 13 ps. At 13 ps, the film
GSB coincides for both pump wavelengths. The difference
between the GSB at 13 ps and the inverted film absorption
spectrum corresponds to the absorption spectrum of P3HT coils
except for some weak low energy tail around 480 nm.
At 140 ps after excitation, the GSB shows even clearer vibra-
tional structure and the difference between GSB and inverted film
absorption spectrum reveals spectral parts missing in the GSB
which are even beyond the coil absorption spectrum. This indicates
further slow energy migration within the aggregates toward more
planar and extended conjugated segments, e.g., via torsional relaxa-
tion or excitation energy transfer (EET).85,86 Thus, theGSB beyond
13 ps reveals the absorption spectrum due to RR-P3HT aggregates
only, which is taken from the 140 ps case for Figure 9. It can be seen
that aggregate absorption ranges from 460 to 625 nm.
For excitation at 600 nm, the GSB at 60 fs and the GSB at
140 ps are identical except for the changes in the 00 peak intensity
already discussed in the context of Figure 5. In contrast, for
excitation at 450 nm, the GSB loses the higher energy contribu-
tions that are attributed to coiled chains. We attribute this
behavior to an energy transfer from unordered (coils) to ordered
domains (aggregates, planar segments) in RR-P3HT films, as
also indicated in the TA measurements of the PHJs and the BHJ
above. Parts a and b of Figure 3 show that the PL of RR-P3HT in
dilute solution (coils) overlaps with the absorption spectrum of
RR-P3HT thin films, which is a prerequisite for efficient electronic
energy transfer.68,70 With excitation of the RR-P3HT film at
450 nm, both coils and aggregates are addressed; however, the
coils undergo downhill energy transfer to the aggregated
regions. An analysis of the ratio between the GSB intensity
at 480 nm for excitation at 450 and at 600 nm reveals a forward
1/e energy transfer time of about 3 ps (Figure S5, see more
details in the Supporting Information). It is interesting to note
that this is the same time constant as observed for the energy
transfer from glassy phase to a planarized phase in poly(9,9-
dioctylfluorene).37
3.6.2. Role of Excess Energy. Figure 8 allows us to distinguish
the absorption range of coils and aggregates. For excitation
wavelengths above 500 nm one predominantly addresses the
aggregated RR-P3HT regions. For excitation above 550 nm one
exclusively addresses the aggregated RR-P3HT regions. Further-
more, with excitation wavelengths below 500 nm one predomi-
nantly addresses the coiled RR-P3HT regions. We can therefore
selectively excite ordered or disordered regions of P3HT films.
Variation of the excitation wavelength thus provides an alter-
native approach to control whether coiled or aggregated chains
are initially excited. We use this to further corroborate our results
obtained on the morphology dependence of the polaron yield.
Figure 9 shows the initial polaron yield at about 300 fs as a
function of the excitation wavelength at the hybrid heterojunc-
tion with the intermediately aggregated RR-P3HT. For compar-
ison, the absorption spectra of coiled and of aggregated P3HT
chains (taken as the GSB at 140 ps from Figure 8) are also shown.
For this experiment, the pump pulse was adjusted to central
wavelengths of 450, 475, 518, 535, 555, and 600 nm and pulse
durations of about 15 fs with the same experimental pumpprobe
conditions. For directly comparing the transient spectra of hybrid
RR-P3HT/Si heterojunctions excited at different wavelengths, the
transient spectra were scaled according to the individual initial
P3HT GSB (internal standard). In this case, comparing the initial
polaron absorption magnitudes of the various TA spectra can
reveal changes in polaron yield solely inherent to the different
excitation wavelengths while considering the same number of
initial photoexcitations in the P3HT/Si heterojunction.
Figure 9 reveals an enhancement of more than a factor of 2 of
initial polaron yield by increasing the excitation wavelength from
450 to 600 nm. The trend was obtained independently on the
device structure, i.e., for PHJ and BHJ geometries. The error bars
result from multiple measurements of several hybrid RR-P3HT/
Si samples under the nominally same experimental conditions.
Figure 8. UVVis TA spectra of RR-P3HT thin film at 60 fs, 300 fs,
13 ps, and 140 ps with excitation at 450 nm (solid blue curve) and at
600 nm (solid red curve). The inverted absorption spectrum of RR-
P3HT thin film (OD, green solid curve) is scaled to the RR-P3HT GSB
peaks to extract the differences (TA  OD, corresponding dashed
curves) between the transient spectra and the film absorption, which are
compared to the absorption spectrum of RR-P3HT in dilute chloroform
solution (OD, cyan solid curve).
Figure 9. Dependence of initial polaron yield (black squares) on
excitation wavelength for RR-P3HT/Si heterojunctions. Selective ex-
citation of coiled (blue curve) vs aggregated (red curve) RR-P3HT
domains reveals greater than a factor of 2 more efficient charge
separation if exciting directly the aggregated RR-P3HT domains.
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The increase by a factor of 2 matches the enhancement of the
polaron yield which was observed in Figure 5a,b by comparing
highly aggregated aggRR-P3HT/poly-Si PHJ with RRa-P3HT/
poly-Si PHJ. In the latter case, P3HT coils were predominant.
Our findings are an extension of previous TA investigations
where the degree of aggregation was varied via thermal
annealing.19 In conclusion, we record the same factor of 2 more
efficient charge generation in aggregated polymer-based hybrid
heterojunctions compared to the unaggregated version by two
different and independent methods: (i) by using different P3HT
configurations and therefore solely changing the structural order
in the P3HT film (Figure 5) and (ii) by solely changing the
excitation wavelength and therefore selectively exciting defined
P3HT regions (Figure 9). If excess photon energy was necessary
for the exciton dissociation process, we would expect a high initial
polaron yield for excitation at 450 nm and a lower polaron yield
for 600 nm excitation. The fact that we observe exactly the
opposite tendency clarifies that excess photon energy is not
required; however, structural order is essential. Whether this
order enhances charge separation by increasing the initial charge
carrier mobility or by improving the overall energetics or by both
remains an intriguing question for further research.
4. CONCLUSIONS AND IMPLICATIONS FOR HYBRID
AND ORGANIC PHOTOVOLTAIC DEVICES
We have comprehensively studied the nature of primary photo-
excitations and their inherent dynamics in neat P3HT and in
hybrid P3HT/Si thin films by ultrabroadband (UVVisNIR)
transient absorption (TA) spectroscopy with 40 fs time resolu-
tion and varied excitation wavelength. Hybrid heterojunctions
with 30 nm thin polycrystalline Si layers or Si nanocrystals were
processed with P3HT of varied polymer structural order and film
geometry. The spatial and optical properties of planar and bulk
heterojunctions show that Si does not change the P3HT
structure and leads to a broad film absorption range from the
UV to 1100 nm needed for efficient light-harvesting.
Scheme 1 summarizes the primary photoinduced processes in
hybrid P3HT/Si thin film heterojunctions. In the TA experi-
ments, we can identify the transient signatures of P3HT polarons
(620900 nm) and singlet excitons (9001150 nm). Our
measurements reveal singlet excitons in P3HT as primary
photoexcitation with a subsequent ultrafast electron transfer
from P3HT to Si as inherent photovoltaic conversion process
for all employed hybrid heterojunctions. The addition of Si to
RR-P3HT or RRa-P3HT significantly enhances the polaron yield
in the active layer
These experiments show that silicon is a particularly favorable
electron acceptor because of the highly efficient charge deloca-
lization. Moreover, the higher dielectric constant, compared to
the state-of-the-art electron acceptor PCBM, allows for an
improved screening of the electron, preventing back transfer.
Besides these advantages compared to organic semiconductors,
Si is abundantly available and offers the possibility of selective
surface modifications and thus interface engineering.
In neat P3HTand inP3HT/Si heterojunctions,we reveal a delayed
polaron formation compared to singlet excitons, which appear
within the experimental time resolution of 40 fs. The population
of polarons has a maximum at about 300 fs after excitation. Thus,
charge generation is probed in real time, revealing a 140 fs rise
time for polarons, which is found to correlate with the initial 140 fs
decay of the singlet excitons in P3HT. We conclude that the
correlated decay of the exciton population and the rise of the
polaron population indicate polaron formation via singlet
exciton dissociation. In particular we stress that there is no
significant polaron population immediately after excitation,
i.e., after 40 fs. The ultrafast charge transfer (CT) process
implies a strong exchange integral of the excited state orbitals
of electron donor and acceptor.
This result demonstrates that the observation of ultrafast
charge carrier generation is not in contradiction to the initial
formation and subsequent dissociation of a singlet exciton, in
contrast to recent suggestions made for the mechanism of charge
carrier generation in the blend of the low band gap polymer
PCDTBT with PCBM.31 Their argument essentially pertains to
the fact that free charges can be observed as fast as 100 fs after
photoexcitation. Similar interpretations for a MDMO-PPV:
PCBM blend have been made earlier.28 This issue, whether light
absorption immediately creates free charge carriers or excitons, is
central to the understanding and optimization of photoconver-
sion in organic and hybrid solar cells. A problem in resolving
this issue pertains to the experimental limits of time resolu-
tion and spectral range that are available for optical probing.
Here we have developed a novel ultrabroadband gap-free TA
spectroscopy setup with a time resolution of 40 fs over the
entire spectral range from 415 to 1150 nm. This allows us to
monitor both the decay of the primary excitation and its evolution
into a charge pair state.
We have investigated the difference in the polaron formation
process for RRa-P3HT, where only a small part of the film is
composed of aggregates and for RR-P3HT containing an in-
creased fraction of aggregates. TA measurements with varied
excitation fluence clarify that in hybrid P3HT/Si heterojunctions
with aggregated P3HT exciton dissociation predominantly leads
to free charge carriers, which can in principle be extracted as
photocurrent. This is evident from the fact that in RR-P3HT/Si
planar as well as in bulk heterojunctions we observe an increasing
recombination rate of polarons with increasing excitation fluence,
indicating bimolecular nongeminate recombination of charges
outside the Coulombic capture radius. These recombination rates
indicate that besides the primary photoconversion processes,
the charge transport and extraction at the electrodes are crucial
issues toward more efficient hybrid photovoltaic devices.
Although we have already performed initial systematic studies
on the reduction of Si dangling bond defects in the Si-ncs,58
which act as recombination centers, the charge transport and
extraction need to be further addressed in future work. How-
ever, power conversion efficiencies of 1% have been shown
recently with the first P3HT:Si-ncs blends.8 Combined with an
optimized charge transport and extraction at the electrodes,
their efficiency is expected to increase.
In contrast, for RRa-P3HT/Si, where there is initially a higher
proportion of excitons on coiled P3HT chains, the decay rate is
Scheme 1. Primary Photoinduced Processes in Hybrid
P3HT/Si Thin Film Heterojunctions
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independent of the excitation fluence, suggesting monomolecular
geminate recombination of bound carriers, making it less suitable
for photovoltaics from the photophysical perspective. Geminate
recombination was recently also found for polymerpolymer
blends and seems to be one of the main obstacles to be overcome
for photovoltaic applications.77,87 We attribute this difference
between RRa- and RR-P3HT to a more localized hole in RRa-
P3HT leading to localized charge carriers in RRa-P3HT/Si as
opposed to highly delocalized charge carriers in RR-P3HT/Si
revealing that high polymer structural order is a necessity for free
charge generation in P3HT/Si.
Quantitatively, we can demonstrate that using aggregated
P3HT leads to a factor of 2 higher polaron yield compared to
employing disorderedP3HT in photovoltaics, by two different and
independent methods: (i) by using different P3HT configurations
and therefore solely changing the structural order in the P3HT film
and (ii) by solely changing the excitationwavelength and therefore
selectively exciting defined P3HT regions. Combined with results
from a modified FranckCondon analysis, we find that the
polaron yield in P3HT/Si increases disproportionally with in-
creasing degree of aggregation in P3HT. Moreover, we find that
supplying excess energy does not assist the charge carrier separa-
tion, whereas our results indicate that ultrafast generation of free
charges is more dependent on polymer structural order. We argue
that the larger conjugation length, low energetic disorder, and the
concomitant higher initial charge carrier mobility in the planar
aggregated P3HT compared to the short conjugation length in
coiled P3HT favor the dissociation process into free charge
carriers. Additionally, we observed that downhill energy transfer
(ET) from coiled to aggregated chains takes place with a time
constant of 3 ps.
For this reason, purely organic and hybrid photovoltaic devices
using P3HT should employ highly aggregated P3HT. The
loss of high-energy polymer absorption can be compensated
by stacking heterojunctions in tandem or even multiple
solar cells using conjugated polymers with different band
gaps.88,89 Detailed investigations of the optimum Si-nc band
gap for charge transfer remains for future research. The
present ultrafast spectroscopic studies combined with on-
going P3HT/Si-ncs device optimization in terms of surface
and defect properties of the Si-ncs as well as of the film
morphology raise the hope to realize efficient P3HT/Si
photovoltaic devices.
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Basic Optical and Structural Characterization of P3HT 
The basic optical characterization of the thin film samples was done by UV-Vis-NIR 
absorbance measurements recorded with a Perkin Elmer Lambda 750 spectrophotometer. To 
differentiate between absorption and scatter, some spectra were recorded with a Perkin Elmer 
Lambda 900 equipped with an integrating sphere. Visible photoluminescence spectra were 
recorded with a Spex Fluorolog 2 fluorimeter. To gain knowledge on the morphology of the 
samples atomic force microscopy (AFM) images were taken with a Veeco MultiMode 
Nanoscope V microscope in tapping mode (Figs. 2,S1). The scan size was 10 ?m x 10 ?m. 
 
Figure S1. Corresponding topographical 3D AFM images of spin-coated films of (a) 
RRa-P3HT and (b) aggRR-P3HT on fused silica. 
    
Figure S2. Modified Franck-Condon fit to the absorption spectra of (a) RRa-P3HT and 
(b) aggRR-P3HT taken from Fig. 4(a). 
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With the assumption that the absorption coefficient of aggregated chains is 1.39 times that of 
coiled chains S1,S2, a percentage of (38 ? 5)% aggregates for the aggRR-P3HT sample and of 
(24 ? 5)% aggregates for the RRa-P3HT sample can be derived with a modified Franck-
Condon fit to the absorbance spectra as indicated in Fig. S2. 
 
Description of the TA Spectrometer 
To investigate the nature of the photoexcitations and their inherent kinetics after visible 
excitation we used a novel pump-probe spectrometer that allows for ultrafast broadband (UV-
Vis-NIR) transient absorption (TA) experiments at room temperature with a time resolution of 
40 fs. The UV-Vis part of the setup employing a Ti:Sa chirped-pulse amplifier system (CPA 
2001, ClarkMXR) with 1 kHz repetition rate as common fundamental light source for pump 
and probe generation has been described previously. It was extended to allow the 
investigation of thin film samples and to expand the detection range into the NIR (Fig. S3). A 
single-stage noncollinear optical parametric amplifier (NOPA) was used as pump source 
providing ultrashort pump pulses with tunable wavelength. The NOPA allows a very broad 
tuning of the pump wavelength providing the possibility of a selective excitation from 450 to 
760 nm. For the P3HT-based samples investigated in this work, excitation wavelengths of 
450, 518, 535, 555, 600 and 720 nm were selected. 
 
Figure S3. Experimental layout of the novel ultrafast UV-Vis-NIR TA pump-probe 
spectrometer. NOPA: noncollinear optical parametric amplifier, SCG: 
supercontinuum generation, PC: prism compressor, DM: dichroic mirror, VA: 
variable attenuator, WG: wire-grid polarizer, PDA: photodiode array. 
The NOPA pulses were compressed with a fused silica prism compressor (PC) and showed 
a Fourier-limited 15 fs FWHM pulse duration, measured at the sample position with a second-
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harmonic generation scanning autocorrelator. The pump energy was adjusted to 4-60 nJ using 
a combination of an achromatic ?/2 waveplate and broadband wire-grid polarizer (Moxtek 
Inc.). The energy stability was typically 1.5% RMS. A chopper wheel in the pump beam 
blocked every second excitation pulse such that changes in the optical density (?OD) of the 
sample could be recorded. The pump beam was led through a 2 ns delay stage. A ?/2 
waveplate in front of the sample was used to adjust the linear pump polarization relative to the 
linear probe polarization. 
The UV-Vis and a Vis-NIR broadband probe source were employed in subsequent 
measurements. For gap-free TA measurements up to the NIR spectral range, a novel probe 
setup was developed employing a combination of two supercontinuum generation (SCG) 
stages and OPA (Fig. S3). First in a NIR-OPA, approximately 1 μJ light from the Ti:Sa 
amplifier was focused into a 4 mm YAG crystal to generate a supercontinuum with high NIR 
content 46. The SC was subsequently amplified at 1180 nm in a collinear OPA stage 
employing a 3 mm long type-I BBO crystal (phase-matching angle: 20°) and pumped by the 
fundamental light from the Ti:Sa. Second, about 1-2 μJ of the amplified signal at 1180 nm 
were focused into a 5 mm long circularly translated CaF2 crystal for SCG. After passing a 
short pass dichroic mirror (DM) deposited on a 1 mm fused silica substrate to block the 
intense light around 1180 nm and an OD filter, the broadband probe ranged from 415  to 
1150 nm limited by the transmission of the DM. 
The pump and probe were weakly focused into the sample leading to a 210 μm and 110 μm 
1/e2 beam diameter at the sample, respectively. The weak focusing leads to an ensemble 
averaging over the finely grained morphology of the thin films to mimic their usage as 
photovoltaic device and to ensure low local excitation densities. We routinely verified that the 
samples did not degrade due to the prolonged illumination by the pump pulses and only 
observed signal degradation when storing the samples over several months at ambient 
conditions in the lab. 
A broadband multichannel detection of the TA signals employing a fused silica (FS) prism 
polychromator and a silicon photodiode array (PDA) based camera with 512 pixels is used. 
Typically, a probe noise below 2% and a probe detection sensitivity of ?OD~10-4 over the 
entire spectral range were achieved. Selected measurements were repeated on later days and 
with additional samples of the same nominal composition. No differences were found within 
experimental accuracy. 
All TA measurements were performed from -10 ps up to 2 ns delay in small steps and 
additionally at fixed delays of 3, 4, and 6 ns. 3 runs with averaging over 1500 pump on/off 
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couples per delay step were recorded and averaged. The pump beam was led through a 
carefully aligned 2 ns delay stage with a maximum pump pointing deviation at the sample of 
2 μm over the whole delay range. The vertically aligned sample was not moved during the 
recordings and could be adjusted in all directions. The spectral resolution at the detector was 
better than 3 nm/pixel. To minimize pump straylight originating from the solid film samples, 
a broadband wire-grid polarizer (WG) was placed in front of the detector. This WG was 
aligned with maximum transmission for the probe polarization and the pump polarization was 
adjusted to be perpendicular to the probe polarization in this case. 
For accurate calibration of the time zero, the raw data was corrected for the chirp of the 
probe pulses by adjusting the zero time at half rise of the signals. Additionally, we could show 
that the pump-probe setup is interferometrically stable and thus offers the alternative to 
employ a periodic modulation due to spectral interference between pump straylight and probe 
to extract the delay via Fourier-transformation. We have explicitly compared both options and 
found that the deviation of their result is negligible and enable calibration of the zero delay 
with a few-fs accuracy. Overall, the time resolution of the ultrabroadband TA measurements 
was 40 fs, in particular because we do not need to measure over the spectral region of the 
SCG fundamental where a time jump is present in the broadband probe pulse. This is 
considerably better than for measurements with solutions due to the effective lack of a group 
velocity mismatch contribution in the 100 nm thin films. 
 
 
 
 
Formulas of Optical Densities, Cross-sections and Excitation Densities 
The Beer-Lambert law is a linear relationship between absorbance change ?OD (optical 
density, OD) and photoinduced concentration change ?c of the corresponding species 
generated upon photoexcitation (e.g. polarons) with its inherent molar extinction coefficient 
?M in L mol-1 cm-1 
 0( ) ( ) log( ( ) / )MOD t c t l T t T?? ? ?? ? ? ? , ( 1 ) 
where l is the sample thickness. The transient change in optical density ?OD is linked to the 
transmission T after photoexcitation and T0 without excitation. T and T0 are recorded during 
the TA measurements. 
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The carrier concentration c in mol/L is connected to the carrier density n in cm-3 via 
 1000
A
c n
N
? , ( 2 ) 
where NA is Avogadro’s constant. Therefore the polaron molar extinction coefficient can be 
derived from the TA data 
 300fs
300fs[P3HT ] 1000
A
M
OD N
l
? ??? ?? , ( 3 ) 
where for the carrier density, the initial photoinduced charge density 300fs[P3HT ]
?  at the 
maximum of the polaron signal (at 300 fs) is taken. For its calculation, the polaron cross-
section is needed. 
From the TA data we can estimate the polaron cross-section ?  
 T
T N
? ?? ? , ( 4 ) 
where N is the areal density of excited states. N is equal to the pump photon number per 
square centimeter multiplied by the fraction of photons absorbed, which is determined by the 
absorbance of the sample at the pump wavelength. Employing the polaron cross-section, we 
determine the initial charge density 300fs[P3HT ]
?  at the maximum of the polaron signal 
 n(t=300 fs)= 300fs300fs
| / |[P3HT ] T T
l?
? ?? ? , ( 5 ) 
where |?T/T|300fs is the initial magnitude of the polaron TA signal at 300 fs. 
The cross-section is related to the absorption coefficient ??in m-1 and the?extinction 
coefficient via 
 1000
log( ) log( )
M M
A
c
n e n e N
? ??? ? ?? ? ?? ? . ( 6  ) 
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Raw TA Data for Comparison 
   
Figure S4. (a) Raw TA spectra of pure aggRR-P3HT (black) and aggRR-P3HT/poly-Si 
PHJ (red). (b) Raw TA spectra of pure RRa-P3HT (black) and RRa-
P3HT/poly-Si PHJ (red). All at the nominal same excitation of 9 μJ/cm2 at 
518 nm. The difference spectra (green) are compared to the individual P3HT 
film polaron absorption spectrum (blue dashes). 
 
Energy Transfer from amorphous P3HT to aggregated P3HT 
When considering the vibrational structure displayed in Fig. 5 of the manuscript for different 
delay times, we observe that the ratio 0-0 to 0-1 decreases until 13 ps and subsequently 
increases again. In addition, the relative intensity of the GSB signal around 500 nm reduces 
with time. These changes imply that some dynamic process must take place in P3HT after 
photoexcitation. We recall that the P3HT absorption spectrum, and similarly the GSB 
spectrum, arises from a superposition of contributions of coils (around 450-500 nm) and 
aggregates (around 600 nm). In addition, within the aggregate absorption spectrum, a high 0-0 
peak signal implies planar chains with long conjugation length and with weak excitonic 
coupling to their neighbors, while a lower 0-0 peak suggests chains with somewhat shorter 
94
  
  
conjugation length and concomitantly stronger excitonic coupling S3. Furthermore, the 
reduction of the relative GSB intensity around 500 nm with time suggests that the ground 
state of the coiled chains recovers faster than the ground state of the aggregated chains, for 
example by energy transfer from coiled to aggregated chains. To quantify on which timescale 
this energy transfer takes place, we have displayed the ratio between the GSB intensity at 
480 nm for excitation at 450 nm to excitation at 600 nm (Fig. S5), using the data displayed in 
Fig. 8 of the manuscript. This ratio reaches a constant value after about 13-20 ps. Fig. S5 
reveals a forward 1/e energy transfer time of about 3 ps. It is interesting to note that the same 
1/e time of 3 ps had been found for the energy transfer from a glassy phase to a planarized 
phase in the blue-light-emitting poly(9,9-dioctylfluorene) S4. 
 
Figure S5. The ratio of 480 nm GSB signal for 450 nm to the 480 nm GSB signal for 600 nm 
excitation shows a 1/e energy transfer time from coils to aggregates of 3 ps derived 
from a monoexponential fit. The energy transfer is completed at around 13-20 ps. 
In order to analyse the temporal changes in the 0-0 intensity shown in Fig. 6 of the manuscript 
in full quantitative detail, the contributions from coiled and aggregated chains would need to 
be deconvoluted. This is beyond the scope of this paper. However, the change from a 
relatively high 0-0 peak (300 fs) to a lower one (20 ps) and again to a high 0-0 peak (1-2 ns) 
is obvious. It suggests the excitation to be initially delocalized, then more localized and 
subsequently again more delocalized. Whether these changes are due to structural 
rearrangements of polymer chains such as torsional relaxation S5, or whether they are due to 
spectral diffusion to more conjugated chain segments, or due to a combination of both 
effectsS6, cannot be distinguished on the basis of these data. 
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Quantum Yields 
The PIA is determined by singlet-excitons and polarons in P3HT. The maximum quantum 
yields of charges can be derived from the TA spectra in Fig. 5, accounting for the observed 
photovoltaic conversion pathways shown in Scheme S1 S7. 
 
Scheme S1. Yields of transient species generated by photoexcitation of pure P3HT and 
P3HT/Si heterojunctions. 
According to our findings, exciting pure P3HT with pump photons in the absorption range 
initially leads to the formation of singlet-excitons. These Frenkel-type excitons can dissociate 
into positive (P3HT+) and negative (P3HT-) P3HT polarons with quantum yield ? and the 
remaining photoexcitations can decay to the ground state with yield 1-???through release of 
vibrational energy (P3HT + Energy). In the P3HT/Si heterojunction, a proportion ? of the 
photons is absorbed so far away from the hybrid heterojunction as to lead to the same result as 
in pure P3HT. The remaining fraction (1-??) of photons is absorbed near a P3HT/Si interface 
to yield ultrafast electron transfer to the Si with 140 fs forward transfer time. To determine the 
quantum yields (Tab. S1), we consider the TA signal magnitude at 300 fs due to excitons in 
aggRR-P3HT/poly-Si PHJ, which typically has about 0.75 times the magnitude as for pure 
aggRR-P3HT. Therefore, the fraction of photoexcitations that initially do not sense the Si 
component is taken as??=0.75. The maximal magnitude of the TA signal due to polarons at 
300 fs is typically about 2.2 times that for pure P3HT, which results in 1 0.17
2.2
?? ?
?? ?? . 
Sample P3HT
+
    P3HT
-
    P3HT+E    Si
-
 
aggP3HT   0.17         0.17          0.83          0 
aggP3HT/Si   0.38        0.13         0.62        0.25 
Table S1. Initial quantum yields of charges in pure P3HT and aggRR-P3HT/poly-Si PHJ 
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TA Measurements of RR-P3HT in Dilute Solutions 
To identify the PIA of singlet-excitons, we performed TA measurements of RR-P3HT in 
dilute solutions of toluene, chloroform and 1,2-dichlorobenzene, where the intermolecular 
distance is too high for P3HT cation formation (Fig. S7). In this condition, the inherent 
lifetime of singlet-excitons can be studied. It is found to be significantly increased compared 
to the film, enabling their radiative decay (SE) and ISC to the triplet state on the ns timescale. 
 
Figure S6. (a) Absorbance spectra of pure P3HT (blue dashes), chemically oxidized 
P3HT in 1,2-dichlorobenzene solution after adding 3wt-% 
pentachloroantimonate (SbCl5) (solid grey curve) and P3HT cation absorption 
(brown). 
P3HT in solution can be chemically oxidized employing a strong oxidant to obtain the P3HT 
cation signature. Fig. S6 shows the absorbance spectrum of chemically oxidized P3HT in 1,2-
dichlorobenzene solution after adding 3wt-% pentachloroantimonate (SbCl5). From this we 
obtained the P3HT cation (P3HT+) absorption spectrum as follows. Adding SbCl5 decreases 
the absorbance of the neutral P3HT molecule (blue dashes) and increases the cation 
absorbance (brown dots). Saturation occurs at adding 10wt-% SbCl5. The difference between 
the blue dashed line scaled to the peak of the gray solid curve in Fig. S6 and the gray solid 
curve reveals the P3HT cation absorption (brown dots and brown solid line) ranging from 470 
to about 1200 nm and increasing again up to the mid-infrared spectral region. The absorption 
spectrum of RR-P3HT in dilute solution (Fig. S6) shows reduced conjugation and hindered 
aggregation compared to RR-P3HT film (Fig. 3(b)) S3. 
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Figure S7. (a) TA spectra (black solid curves) of RR-P3HT dissolved in chloroform at 
200 fs, 100 ps and 2 ns. The cation absorption spectrum (brown dots) as well 
as the P3HT absorption (blue dashed curve) and PL spectra (orange dashed 
curve) are scaled to the transient absorption spectrum to identify GSB, SE and 
singlet-/triplet-exciton absorption. Excitation: 15 μJ/cm2 at 475 nm. (b) Time 
evolution of the SE center spectral position for P3HT in 1,2-dichlorobenzene 
(green squares), chloroform (black circles) and toluene (red triangles). 
Fig. S7(a) shows TA spectra (black solid curves) of RR-P3HT in dilute solutions of 
chloroform at 200 fs, 100 ps and 2 ns with low excitation fluence of 15 μJ/cm2 at 475 nm 
pump wavelength. In order to cancel out effects of molecule orientation in solution on the 
dynamics, the polarization direction of the linearly polarized pump pulse was adjusted at the 
magic angle of 54.7° with respect to that of the probe pulse. For comparison, the P3HT 
absorption (blue solid curve) and PL (orange solid curve) spectra as well as the P3HT cation 
absorption spectrum are incorporated in Fig. S7(a). The TA spectra reveal signatures of GSB 
and SE (?OD<0) as well as signatures of PIA (?OD>0) at the expected spectral positions. 
The GSB shows a more rapid decay at longer probe wavelengths (lower energy), which we 
attribute to a faster decay of excited longer conjugations that are less stabilized by interchain 
interactions S3. Fig. S7 shows that the SE spectrally shifts with time towards lower probe 
photon energy (longer probe wavelength) by about 0.22 eV until it vanishes at around 1 ns, 
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whereas the total shift depends on the solvent polarity. We note that only broadband probe 
detection of the TA signals allows for observing this relaxation process which other-wise 
would be misinterpreted as a decay process in case of single-wavelength probe detection. We 
assign this effect to funneling of intrachain excitons to lower-energy sites S5, torsional 
relaxation of the polymer backbone in the excited state S5,S6 and solvation effects S8,S9. 
It should be noted, that no signatures of P3HT cation absorption are present in Fig. S7(a). The 
early PIA signature above 750 nm (1.65 eV) in Fig. S7 is assigned to singlet-exciton 
absorption in agreement with the results of Fig. 5, taking into account the energetic shift of 
the signals between film and solution. At around 2 ns, a distinct PIA peak at 1.49 eV (830 nm) 
remains, which stays constant at least up to 6 ns (the maximum investigated delay). 
Consequently, this signature can be assigned to a PIA of a P3HT triplet state, which confirms 
and adds to recent theoretical predictions S10. We attribute this observation to intersystem 
crossing (ISC) with a ~1 ns-1 rate from the singlet-exciton to the triplet state S11,S12. 
 
Bimolecular Recombination 
 
Figure S8. (a) Decay of TA signals for increased excitation fluences (4, 30, 60 and 
160 μJ/cm2 at 480 nm) reveals bimolecular nongeminate recombination in 
case of RR-P3HT:Si-ncs BHJ. 
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Figure S9. Transient signal magnitudes normalized with respect to excitation fluence 
plotted against the excitation fluence for aggRR-P3HT/Si PHJ excited at 
518 nm. The polarons (650, 800 nm) show the same intensity dependence as 
the excitons (1000 nm) and are thus generated from excitons. 
 
Time-dependent Anisotropy 
 
The TA spectra in Fig. 5 were recorded with perpendicular (pp) pump and probe polarization 
to allow for optimum straylight suppression. To study the time-dependent anisotropy r(t) of 
polarons and singlet-excitons via Eq. 15, additional traces were recorded with both 
polarizations parallel (pa) to each other. 
2( ) 0.2 (3 cos 1)
2
pa pp
pa pp
OD OD
r t
OD OD
?? ??? ? ? ? ?? ? ??    (15) 
From the anisotropy, the the transition dipole orientation angle ? can be derived. The 
excitation fluence was kept low at 9 μJ/cm2. Fig. S10(a) compares the anisotropy spectra of 
pure aggRR-P3HT (green solid curve) and aggRR-P3HT/poly-Si PHJ (blue solid curve) with 
the corresponding TA spectrum of pure aggRR-P3HT (black dashes) all at 300 fs with 
518 nm excitation. Fig. S10(b) shows the time-dependent anisotropy decay of the transient 
species. 
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Figure S10. (a) Anisotropy spectrum at 300 fs of pure aggRR-P3HT (green solid curve) 
and aggRR-P3HT/poly-Si PHJ (blue solid curve) compared to the 
corresponding normalized TA spectrum (black dashes) of pure aggRR-
P3HT (Fig. 6(a)). (b) Transient anisotropy decay and corresponding 
transition dipole reorientation angle ??of polaron (710 nm) and singlet-
exciton (1000 nm). 
In case of pure aggRR-P3HT, the anisotropy at 710 nm probe wavelength within the 
characteristic polaron band is r = 0.39 immediately after photoexcitation, which corresponds 
to parallel pump and probe transition dipole moments. Subsequently, the anisotropy decays to 
r = 0.20 at 4 ps and levels off at r ~ 0.02 after 20 ps (Fig. S10(b)). The anisotropy at the 
characteristic exciton band (1000 nm) is r = 0.10 immediately after photoexcitation 
(Fig. S10(b)), subsequently decays to r = 0.05 at 1 ps and finally completely vanishes at 20 ps, 
which might indicate a random relative orientation of pump and probe transition dipole 
moments. The anisotropy spectrum of pure aggRR-P3HT at 300 fs reveals a distinct peak 
from 620 to 910 nm, which matches the spectral range of polaron absorption in Fig. 5(a). We 
therefore assign the distinct peak around 710 nm with high anisotropy to polarons in pure 
aggRR-P3HT that are localized on a chain and completely loose their initial polarization 
101
  
  
memory within 20 ps through energy migration S13. We attribute this anisotropy decay to 
hopping of charge carriers with a characteristic 1/e hopping time of 7 ps. 
On the other hand, the anisotropy spectrum of the aggRR-P3HT/poly-Si PHJ at 300 fs reveals 
no distinct feature. The anisotropy at the characteristic polaron band (710 nm) in case of the 
aggRR-P3HT/poly-Si PHJ is r = 0.19 immediately after photoexcitation. Subsequently, the 
anisotropy decays to r = 0.13 at 1 ps and r = 0.10 at 20 ps, where it saturates (Fig. S10(b)). 
Fig. 7(a) reveals that the ultrafast charge transfer between aggRR-P3HT and Si leads to 
generation of mobile charge carriers. We therefore conclude that the ultrafast loss of 
anisotropy for polarons in the aggRR-P3HT/poly-Si PHJ compared to aggRR-P3HT is 
attributable to this ultrafast charge transfer leading to a rapid loss of polarization memory and 
uncorrelated charges. It should be noted that an excess electron in the inorganic 
semiconductor Si possesses a highly delocalized wavefunction. 
 
 
Exemplary 2D Gap-free TA Maps 
 
 
Figure S11(a). 2D map and lineouts for the TA measurement of aggRR-P3HT/Si PHJ 
excited at 518 nm with 9 μJ/cm2. 
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Figure S11(b). 2D map and lineouts for the TA measurement in Fig. S7(a). 
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The red-phase of poly[2-methoxy-5-(2-ethylhexyloxy)-
1,4-phenylenevinylene] (MEH-PPV): A disordered HJ-aggregate
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The ratio of the 0-0 to 0-1 peak intensities in the photoluminescence (PL) spectrum of red-phase
poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene], better known as MEH-PPV, is signif-
icantly enhanced relative to the disordered blue-phase and is practically temperature independent
in the range from T = 5 K to 180 K. The PL lifetime is similarly temperature independent. The
measured trends are accounted for by modeling red-phase MEH-PPV as disordered π -stacks of
elongated chains. Using the HJ-aggregate Hamiltonian expanded to include site disorder amongst
electrons and holes, the absorption and PL spectra of cofacial MEH-PPV dimers are calculated. The
PL 0-0/0-1 line strength ratio directly responds to the competition between intrachain interactions
which promote J-aggregate-like behavior (enhanced PL ratio) and interchain interactions which pro-
mote H-aggregate-like behavior (attenuated PL ratio). In MEH-PPV aggregates, J-like behavior is
favored by a relatively large intrachain exciton bandwidth – roughly an order of magnitude greater
than the interchain bandwidth – and the presence of disorder. The latter is essential for allowing
0-0 emission at low temperatures, which is otherwise symmetry forbidden. For Gaussian disorder
distributions consistent with the measured (inhomogeneous) line widths of the vibronic peaks in the
absorption spectrum, calculations show that the 0-0 peak maintains its dominance over the 0-1 peak,
with the PL ratio and radiative lifetime practically independent of temperature, in excellent agree-
ment with experiment. Interestingly, interchain interactions lead only to about a 30% drop in the PL
ratio, suggesting that the MEH-PPV π -stacks – and strongly disordered HJ-aggregates in general –
can masquerade as single (elongated) chains. Our results may have important applications to other
emissive conjugated polymers such as the β-phase of polyfluorenes. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4819906]
I. INTRODUCTION
Energy and charge transport in conjugated polymer films
continues to be an active area of research, driven largely by
the promise of highly efficient plastic solar cells and light-
emitting diodes.1–3 Relatively recent research4–8 has shown
that polymer photophysics can be understood using the ideas
developed by Kasha and co-workers9–12 for understanding ab-
sorption and fluorescence in molecular J- and H-aggregates.
The classification of H- vs. J-aggregation was a key de-
velopment in understanding the relationship between mor-
phology and photophysical function in molecular assemblies.
Electronic interactions between molecules induce delocalized
excited states, or Frenkel excitons, creating a red-shift (blue-
shift) of the main absorption peak in J-(H-) aggregates when
compared to isolated molecules in solution. Radiative prop-
erties are also affected quite differently in the two aggregate
types: in J-(H-) aggregates the symmetry of the lowest energy
exciton dictates enhanced (depressed) radiative decay rates
relative to the monomer.
The J-aggregate model for a single polymer chain has
been successfully used to understand singlet exciton fluores-
cence in polydiacetylenes (PDAs)8 as well as triplet exci-
ton phosphorescence in a Pt-containing phenylene-ethynylene
polymer.13 The PDA derivatives referred to as 3BCMU and
4BCMU are ideal test objects for studying the spectroscopy
of one-dimensional systems because they can be prepared
as isolated, perfectly ordered π -bonded chains with macro-
scopic dimension.14–16 Absorption and fluorescence spectra
of “red-phase” 3-BCMU-PDA feature a remarkable asymme-
try regarding the vibronic coupling to the lowest optically al-
lowed singlet exciton state; in the photoluminescence (PL)
spectrum, the ratio of the 0-0 and first side band (0-1) vi-
bronic peak intensities (with the latter corresponding to the
1400 cm−1 vinyl stretching mode) far surpasses the analo-
gous absorption ratio at low temperatures; for example, when
T = 13 K the PL 0-0/0-1 ratio is approximately 102, about
an order of magnitude greater than the corresponding ratio in
the absorption spectrum (0-0/0-1) measured at T = 15 K.15
Moreover, the PL ratio is strongly temperature dependent, di-
minishing by about a factor of three when warmed from T
= 13 K to 80 K.16 The PL ratio directly probes delocalization
of the exciton states, tractable in terms of J-aggregate model
developed earlier.17 In this model, the ratio of line strengths,
I 0−0PL /I
0−1
PL , scales directly with the number of coherently cou-
pled monomer units in the 11Bu exciton; hence, the decrease
0021-9606/2013/139(11)/114903/14/$30.00 © 2013 AIP Publishing LLC139, 114903-1
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of I 0−0PL /I
0−1
PL with temperature measured in PDA reflects
thermally induced localization. Interestingly, the absorption
ratio directly tracks the exciton bandwidth18 (as opposed to
coherence length probed by the PL ratio), establishing a fun-
damental difference between the two spectra and leading to
the aforementioned asymmetry.
Several previous theoretical works19–21 have shown that
the Huang-Rhys (HR) factor for a single polymer chain de-
creases with increasing chain length, effectively accounting
for the increase in the PL ratio, I 0−0PL /I
0−1
PL , with the number
of monomer repeat units. However, such theories are based
on the adiabatic approximation, which support the same HR
factor for absorption and emission (i.e., mirror image symme-
try). Treating the vibrations dynamically, as is done here and
in our former works using Holstein-based Hamiltonians,17, 18
shows that generally it is not possible to describe the vibronic
progressions in absorption and emission with the same HR
factor; there is no mirror image symmetry in absorption and
emission.
When two polymer chains interact within a π -stack, the
PL ratio is sensitive to the exciton delocalization along the
chain and between chains. However, the positive coupling be-
tween chains, as exists in a H-aggregate, leads to a destruc-
tive interference in the interchain exciton coherence, as op-
posed to the constructive interference existing within a chain
(and typical of J-aggregates). The destructive interference
causes I 0−0PL /I
0−1
PL to decrease upon aggregation, exactly op-
posite to what is expected in J-aggregates;17, 18 in the limit
of no disorder and low temperature perfect destructive inter-
ference between the chain emitters in H-aggregates leads to
the disappearance of just the 0-0 peak within the vibronic
progression.18 This destructive interference is consistent with
a high wave vector exciton at the band bottom, the defining
characteristic of H-aggregates.
Polymer π -stacks are therefore hybrid “HJ-aggregates”
with photophysical properties determined by a competition
between intrachain coupling inducing J-like behavior, and in-
terchain coupling inducing H-like behavior.22 The competi-
tion is strongly influenced by morphology, through the nature
and magnitude of the diagonal and/or off-diagonal disorder.23
In poly[3-hexylthiophene] - or P3HT - prevailing H-like be-
havior has been observed in spin cast films,5–7 where the H-
aggregate model has been very successful in accounting for
photophysical properties, while prevailing J-type behavior has
recently been observed in nanofibers,23 where stronger intra-
chain interactions, consistent with reduced intrachain disor-
der, leads to much larger 0-0/0-1 PL ratios. It is straightfor-
ward to conjecture whether or not other π -conjugated poly-
mers that are not perfectly ordered but feature some topolog-
ical (static) disorder can display J-dominant or H-dominant
behaviors.
In this work, we apply the concept of HJ-aggregates
to the well-studied polymer, poly[2-methoxy-5-(2-
ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV), which
has been widely investigated in solution and spin-cast
films24–29 as well as single molecules.28–37 Recent work by
three of us27 showed that MEH-PPV chains dissolved in
methyltetrahydrofuran (MeTHF) undergo a phase transition
at approximately 200 K. Above this temperature, the polymer
exists in a disordered coil morphology referred to as the
blue phase. As the solution is cooled through the transition
temperature, the polymer assembles into aggregates (the
“red-phase”) in which polymer chains are substantially elon-
gated causing a red shift of the absorption and fluorescence
spectra relative to the spectra of more disordered chains.
Interestingly, the 0-0/0-1 PL ratio is substantially larger in
the aggregated form, exactly opposite to what is found in
spin-cast P3HT aggregates, and defying the predictions of
the simple H-aggregate model.
The goal of the current work is to study the spectroscopic
properties of red-phase MEH-PPV as a function of temper-
ature, systematically covering a temperature range down to
5 K. An initial increase of the ratio with temperature would
indicate dominant H-like behavior, as observed in spin-cast
P3HT films5,7 while a decrease of the ratio with temperature
would indicate J-like behavior, as was observed for isolated
PDA chains.16 We are particularly interested in the impact
of disorder on the temperature dependence of the 0-0/0-1 PL
line strength. To this end, we have enhanced the HJ-aggregate
model introduced in Ref. 22 to include electron and hole site
disorder.
A very elegant earlier work by Collison et al.26 showed
that the room-temperature PL spectral line shape of MEH-
PPV dissolved in a toluene/hexane solvent mixture can be
understood using a two-emitter model; the vibronic progres-
sion arising from isolated disordered chains is superimposed
on a red-shifted vibronic progression arising from aggregates.
Collison et al.26 concluded that although the red-phase corre-
sponds to aggregates, the spectral line shapes are consistent
with single (elongated) chains. Single-molecule studies have
also associated the red-shifted spectrum with aggregates30 but
emphasizing that the photophysics can be understood in terms
of single elongated chromophores.30, 31 How is it then possi-
ble to reconcile the profound effect of aggregation on the PL
line shape of spin-cast P3HT films with the apparently mild
effect of aggregation on red-phase MEH-PPV? By measuring
the temperature dependence of the PL line shape in red-phase
MEH-PPV aggregates down to 5 K, and interpreting the re-
sults in terms of the disordered HJ-aggregate model, we show
here that interchain interactions are certainly not negligible in
MEH-PPV aggregates and that the PL line shape properly re-
flects a competition between intrachain and interchain forces
tempered by the presence of substantial disorder.
II. EXPERIMENTAL METHODS
Absorption and photoluminescence spectra were taken
from MEH-PPV (ADS, Mw = 1000 kD) in MeTHF solution
at a concentration of 5 × 10−5 mol/l using, for absorption, a
home-built setup consisting of a tungsten lamp, the sample
in a fused silica 1 mm cuvette inside a continuous-flow
temperature-controlled cryostat, a monochromator, and a
silicon diode connected to a lock-in amplifier. For photolumi-
nescence spectra, a PicoQuant laser diode at 405 nm was used
to excite the sample and an Oriel Instaspect IV CCD-camera
attached to a spectrograph was used to record the spectrum.
Photoluminescence lifetimes were measured by time-
correlated single photon counting (TCSPC) using a FluoTime
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200 time-resolved spectrometer by PicoQuant. For excitation,
a PDL 800-D pulsed diode laser with a wavelength of 405 nm
was used, the detector was a MCP-PMT by Hamamatsu
and the data acquisition unit was the PicoHarp 300 TCSPC
system. The time resolution of the setup is about 70 ps.
For an analysis of the spectra, the ratio between the in-
tensity of the 0-0 and 0-1 peaks in the absorption and PL
spectra needs to be known precisely. We have modeled the
absorption spectrum, ¯A(ω), and the PL spectrum, ¯S(ω), as
Franck-Condon (FC) transitions involving several intramolec-
ular vibrational modes, i, according to38
¯A(ω) = n(ω)
∑
{mi }
∏
i
I0→mi
×
[
ω −
(
ω0−0 +
∑
i
mi ωi
)]
, (1a)
¯S(ω) = n3(ω)3
∑
{mi }
∏
i
I0→mi
×
[
ω −
(
(ω0−0 −
∑
i
mi ωi
)]
, (1b)
where ωi is the frequency of the ith mode, mi = 0,1,2,. . . is
the number of vibrational quanta in the ith mode, and the set
of integers {mi} identifies a particular combination peak, for
example, {0, 0, . . . , 0} pertains to the “0-0” peak with energy
ω0−0.  is the Gaussian line shape function with constant
standard deviation σ . The intensities I0→mi of the vibronic
transitions 0-mi are related to the Huang-Rhys parameter Si
for a particular mode i via I0−mi = e−Si Smii /mi!. The linear
(cubic) dependence in Eq. (1a) (Eq. (1b)) on the refractive in-
dex n of the surrounding medium and on the frequency arises
from considering the influence of the photon density-of-states
in the medium surrounding the emitter on its absorption rate
(emission coefficient).39
III. EXPERIMENTAL RESULTS
We have recently shown that MEH-PPV in moderately
dilute MeTHF solution undergoes a phase transition from a
disordered, coiled conformation to a conformation contain-
ing extended chain segments that are characterized by a red-
shifted absorption and emission.27 The transition from the dis-
ordered, “blue” phase to the ordered, “red” phase can be in-
duced by a change in temperature. Both conformations have
been observed for a variety of experimental conditions, in-
cluding even measurements on single-molecules and core-
shell-structures.26–31,33–37, 40
Fig. 1 shows the absorption and emission spectra for
MEH-PPV in MeTHF solution at 300 K, where the polymer
chain is coiled, and at 80 K, where the extended red phase
prevails. One may notice that at 300 K, the absorption and
emission spectra appear to be of comparable shape, except
for the size of the inhomogeneous broadening. In contrast, at
80 K the 0-1 peak in emission centered on 1.90 eV is much
lower than the corresponding peak at about 2.25 eV in absorp-
tion. Such a feature has been predicted as a signature for a J-
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FIG. 1. Absorption and emission intensity of MEH-PPV in MeTHF, taken at
300 K (a) and at 80 K (b), as a function of photon energy.
aggregate8 and it has also been observed for perfectly ordered
systems such as crystalline polydiacetylene.15 The difference
in vibrational peak intensities can be assessed using a FC
analysis. We stress that at this level such an analysis is approx-
imate, as it does not account for the changes that the FC pro-
gression undergoes upon aggregation. The 0-n vibronic peak
intensities are affected differently by aggregation,4,5 the most
dramatic example being the uniquely attenuated 0-0 peak in
the PL spectrum of H-aggregates. Such effects will be consid-
ered in Secs. V and VI.
Figs. 2(a) and 2(b) show the normalized absorption and
emission of the blue phase and red phase, respectively, along
with the Franck-Condon fit. The luminescence spectra have
been corrected for the cubic dependence of the radiative de-
cay rate on photon frequency, and the linear dependence on
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FIG. 2. Franck-Condon analysis to the spectra at 300 K (a) and at 80 K (b).
The emission spectra (squares) were divided by ω3, the absorption spectra
(circles) were divided by ω. The solid line shows the Frank-Condon-fit. The
0-0 peak and the 0-1 peaks of the 3 modes considered, labeled 1-3, are shown
as dashed and dotted lines, respectively.
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photon frequency of the absorption was accounted for in
the absorption spectra.39 For the Franck-Condon analysis, we
considered the three modes at 70 meV, 155 meV, and 192 meV
that can be resolved in the emission spectrum taken at 5 K
(see Fig. 4 further below). The 192 meV mode reflects a
carbon-carbon stretching vibration, the 155 meV mode is
associated with a coupled carbon-carbon stretching/carbon-
hydrogen bending motion, and the 70 meV mode is likely to
involve some torsional or librational motion.
The analysis of the 300 K spectra (Fig. 2(a)) shows
that the experimental spectra can be well reproduced with
these 3 modes. The line width σ is narrower in emission (σ
= 55 meV) than in absorption (σ = 75 meV), consistent
with energy transfer after absorption from a distribution of
excited conjugated segments to the longer ones. The total “ef-
fective” Huang-Rhys factor, S = S1 + S2 + S3, is S = 1.10
in emission and S = 1.45 in absorption, i.e., it is compara-
ble, differing by only a factor of 1.3. From the intensities of
the vibrational modes in Fig. 2(a), one sees that upon absorp-
tion, the electronic transition couples most prominently to the
low-energy torsional mode at 70 meV. In contrast, the lumi-
nescence involves mainly the modes associated with carbon-
carbon stretching motions.
In the red phase prevailing at 80 K, the coupling to the
low-energy torsional modes is also dominant in absorption,
yet very low in emission. However, in contrast to the coiled
phase at 300 K, the total values for the effective Huang-
Rhys factors differ strongly, by about a factor of 2, with S
= 0.78 in emission and S = 1.61 in absorption. Moreover,
the linewidths for emission (σ = 22 meV) and absorption (σ
= 24 meV) are narrowed by more than a factor of two com-
pared to the blue phase at 300 K. We note that the FC fit for
absorption does not account for the extra asymmetric broad-
ening of the vibronic peaks observed in experiment. Such
an asymmetry may arise from a distribution of conjugation
lengths.
The evolution of the effective Huang-Rhys factors as
a function of temperature for the red phase is shown in
Fig. 3(a). For the luminescence, they are constant over the
entire temperature range investigated for the red phase. In
absorption, the overall amount of geometric distortion also
remains constant. Considering the contribution of the differ-
ent modes shows, however, a continuous reduction with de-
creasing temperature of the 70 meV mode associated with
torsional motion and a concomitant increase of the carbon-
carbon stretching mode at 192 meV. This redistribution may
suggest a further planarization in the chain conformation upon
cooling. Analogous to the Huang-Rhys factors, the fluores-
cence lifetimes (Fig. 3(b)) are also constant. A factor that
changes, however, is the Gaussian linewidth σ (Fig. 3(c)). It
reduces by nearly a factor of 2 when going from 120 K to 5 K.
This narrowing of the emission spectra is accompanied by fur-
ther bathochromic shift, as evident in Fig. 4.
IV. MEH-PPV DIMERS: THE DISORDERED
HJ-AGGREGATE MODEL
In the following, we will show that the basic photophys-
ical features observed for red-phase MEH-PPV can be under-
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FIG. 3. The evolution of different photoluminescence parameters in the red
phase as a function of temperature: (a) The effective Huang-Rhys factor for
the modes at 70 meV, 155 meV, and at 192 meV as well as their combined
values (“sum”) taken from the emission spectra (“PL”) and taken from the
absorption spectra (“Abs”), (b) the fluorescence lifetime, and (c) the standard
deviation σ of the Gaussian linewidth for the 0-0 S0→S1 transition.
stood using the HJ-aggregate model developed in Ref. 22, en-
hanced to include electron/hole site-energy disorder. We treat
the simplest aggregate – a dimer, consisting of two cofacial
MEH-PPV chains, each containing N repeat units. Vibronic
coupling of the 11Bu intrachain exciton to the three vibra-
tional modes identified in Sec. III are accounted for by cou-
pling to a single effective mode, with energy, ω0 = 0.174 eV
(1400 cm−1), which is the approximate spacing between the
first two vibronic peaks in the 80 K absorption spectrum in
Fig. 1. Since the HJ model resolves exciton motion along
a given chain (as well as between chains), the relevant HR
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FIG. 4. Comparison of the fluorescence spectrum at 80 K and at 5 K.
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factor for the effective mode relates to a single phenylene-
vinylene repeat unit, where only the HOMO and LUMO lev-
els are retained in our course-grained approach. Hence, for
a neutral Frenkel-like excitation corresponding to a HOMO-
LUMO transition within a given monomer the HR factor was
set to λ20 = 2, consistent with the value extrapolated from the
measured HR factors in a series of OPVn molecules, where
n = number of phenyl groups.19 (In Ref. 19, the HR factors
deduced from the measured PL spectra increase with decreas-
ing n to a value of approximately 1.5 for stilbene.) The HJ
model also allows for charge-separated states. Hence, for the
cationic (half-filled HOMO) and anionic (half-filled LUMO)
monomers, we took slightly smaller values for the HR factors,
λ2+ = λ2− = 1.5, consistent with the expected softening of the
vibronic coupling.
In the disordered HJ-aggregate model, the Hamiltonian
for two coupled polymer chains is written as
H = H1 + H2 + H12 + Hdis . (2)
Here, Hs (s = 1,2) represents the sth chain with no disor-
der present, H12 represents the interchain interaction, and Hdis
accounts for disorder. With each chain modeled as a one-
dimensional semiconductor with vibronic coupling, Hs takes
the form8
Hs = ee + eh +
∑
n
[
tec
†
n,scn+1,s + thd†n,sdn+1,s + h.c.
]
+
∑
n,r
V (r)c†n,scn,sd†n+r,sdn+r,s
+ ω0
∑
n
b†n,sbn,s
+ ω0
∑
n
{λ0(b†n,s + bn,s) + λ20}c†n,scn,sd†n,sdn,s
+ ω0
∑
n,r =0
{λ−(b†n,s + bn,s) + λ+(b†n+r,s + bn+r,s)
+ λ2− + λ2+}c†n,scn,sd†n+r,sdn+r,s . (3)
A full description of Hs is given in Ref. 8. Essentially, Hs
is limited to the subspace containing a single electron and
a single hole within MOs built from the coupled HOMOs
and LUMOs from each phenylene-vinylene unit. c†n(d†n) and
cn(dn), respectively, create and annihilate an electron (hole) in
the LUMO (HOMO) of the nth unit cell. The summations in
Eq. (3) run over all N repeat units. The electron (hole) trans-
fer integral te (th) couples neighboring LUMOs (HOMOs).
Maintaining charge conjugation symmetry, we take te = th
= −t (with t > 0) as for a direct bandgap semiconductor.41
V(r) is the Coulombic interaction between electron and hole
separated by |r| unit cells,
V (0) = −U U > 0, (4a)
V (r) = −V1/|r| V1 > 0. (4b)
Hence, ee + eh − U is the energy required to create a (sin-
glet) e/h pair within a given unit cell, while U − V1 is the en-
ergy barrier for charge separation between adjacent unit cells.
To describe the binding well, we took U = 1.0 eV and V1
= 0.5 eV, essentially the same parameters as those used by
Wu and Conwell41 for describing MEH-PPV (but without vi-
bronic coupling). However, whereas t = 1.0 eV was used in
Ref. 41, we chose t = 0.5 eV, in order to obtain the best re-
production of the absorption spectral line shape (see below).
The band of phonons deriving from the effective
phenylene-vinylene-stretching mode is taken to be dispersion-
less with frequency ω0 ≈ 0.175 eV/ (i.e., Einstein phonons).
Their influence on the total energy is contained in the last
three summation terms in Eq. (3). b†n (bn) creates (destroys)
a vibrational quantum in the ground state (S0) nuclear poten-
tial well corresponding to the absence of electrons and holes
in monomer n (i.e., a filled HOMO level). The second to last
summation term accounts for elongation along the vibrational
coordinate when the nth monomer is excited to the neutral
state S1 containing a single e/h pair. The corresponding nu-
clear potential, S1 is shifted relative to S0 and is characterized
by a HR factor λ20 (= 2). The shifts in the nuclear potentials
corresponding to cation and anion excitations are represented
by the HR factors, λ2+ and λ2−, respectively, appearing in the
last summation term (λ2+ = λ2− = 1.5). Our model assumes
that all four (unit cell) potential wells are harmonic with iden-
tical curvature.
The electronic interactions between chains is given by
H12 =
∑
n=1,N
Jinter{|n, 1〉〈n, 2| + |n, 2〉〈n, 1|}. (5)
Here, a simplified form of the Coulombic, interchain cou-
pling Jinter is assumed in which the interactions are limited
to adjacent (same n) repeat units on opposing chains. The ba-
sis functions are defined with |n, s〉 ≡ c†n,sd†n,s |g〉 (s = 1,2),
where |g〉 is the pure electronic dimer ground state in which all
2N monomers are unexcited (filled HOMO levels). In reality,
a given monomer on one chain interacts with all monomers
on another via through-space coupling. The absorption spec-
trum depends only on the k = 0 interaction sum, denoted as
˜Jinter (k = 0), which is the sum of interactions between all
monomer repeat units on one chain and a given monomer re-
peat unit on the other. In our simplified Hamiltonian we have,
˜Jinter (k = 0) = Jinter, and therefore view Jinter, as the effective
through-space interaction between the two chains.
Finally, in order to incorporate disorder, which is neces-
sary to account for the temperature dependencies of the PL
spectral line shape and radiative decay rate (see Sec. VI),
we assume a simple model accounting for the transition fre-
quency deviation, en,s(hn,s) for an electron (hole) on the nth
repeat unit of the sth chain. Such offsets are measured against
the mean electron or hole energies, ee and eh, respectively,
and are Gaussian distributed random variables with the distri-
bution given by
P () = 1√
2πσe,h
e−
2/2σ 2e,h . (6)
In Eq. (6),  represents the electron or hole energy offset at
a particular site and σ e,h is the width of the distribution, taken
to be the same for electrons and holes. In what follows, we
do not assume any spatial correlation in the frequency offsets,
i.e., 〈e(h)n,s e(h)n′,s ′ 〉 = δn,n′δs,s ′σ 2e,h. Note that because all excited
states contain a single electron and a single hole, the standard
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deviation in the excitation energy is actually
√
2σe,h. In what
follows, we denote this quantity as σ dis ≡
√
2σe,h.
Introducing disorder in this manner leads to an explicit
form for the Hamiltonian representing the last term in Eq. (2),
Hdis =
∑
n,s
(
en,sc
†
n,scn,s + hn,sd†n,sdn,s
)
. (7)
Since our Hamiltonian (2) is defined in the subspace contain-
ing a single electron and a single hole, all local basis states
will be detuned by the sum of an electron detuning plus a
hole detuning, independent of whether the electron and hole
occupy the same site (as in a Frenkel-like excitation) or differ-
ent sites (as in a charge-separated state). A more sophisticated
model would distinguish these two cases with possibly differ-
ent disorder widths.42
The Hamiltonian in Eq. (2) is represented in the multi-
particle basis set, including up to 3-particle states which
can either be Frenkel-like states or Charge-Separated (CS)
states.8, 43 Here, an n-particle excitation involves n monomer
repeat units which are excited either electronically or purely
vibrationally, under the constraint that there is always a sin-
gle electron and single hole excitation. For example, a three
particle state can contain a Frenkel-like excitation on one site
(electron/hole pair) and two purely vibrational excitations on
two other neutral sites. (Pure vibrational excitations consist
of a repeat unit with a filled HOMO but with one or more
vibrational quanta in the S0 nuclear potential specific to that
site.) A three-particle state can also consist of a charge sep-
arated pair occupying two sites, with an additional vibra-
tionally excited neutral site. In this work, we retain only the
CS states in which the electron and hole exist within a single
chain. (Hence, we neglect polaron pair states.) The multipar-
ticle states can be further classified as entirely intrachain or
mixed inter/intrachain states. In the latter, excitations are dis-
tributed over the two chains, as would exist, for example, in
a 3-particle CS state where the electron/hole pair exists on
one chain while a pure vibrational excitation resides on the
opposite chain. In the calculations to follow, we cap the total
number of vibrational quanta in a multiparticle state at six, re-
gardless of whether the state is Frenkel-like or CS. Once the
Hamiltonian is expressed in the multiparticle basis set, numer-
ical methods are used to obtain all eigenstates and energies.
It is useful to first characterize the excitons on a fully
symmetric dimer, i.e., without disorder. The relevant Hamilto-
nian, H − Hdis, was analyzed in detail in Ref. 22. Application
of periodic boundary conditions along the polymer backbone,
allows all eigenstates to be described with a dimensionless
wave vector k (= 0, ±2π /N, ±4π /N, . . . ) along the chain as
well as their symmetry (+,−) with respect to the dividing re-
flection plane. Hence, the dimer Hamiltonian H − Hdis can
be factored into blocks, identified as (k,+) and (k,−) where
the sign indicates the symmetry with respect to reflection.
The αth eigenstate in block (k,j) with j = +,− is denoted as
|k, j, α〉 and has energy εk, j, α . Eigenstates with α = 1,2,. . .
increase in energy and involve increasing admixtures of states
with more vibrational quanta.
Because Jinter is taken to be positive, consistent with H-
aggregation, the lowest energy exciton is antisymmetric (−).
However, along the chain the wave vector remains k = 0, as
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FIG. 5. (a) Dispersion curves for the ten lowest energy excitons in a single
MEH-PPV parameterized chain: U = 1 eV, V1 = 0.5 eV, and t = 0.5 eV, ee +
eh = 4.31 eV. The energy of the effective vibrational mode is 0.175 eV with
HR factors: λ20 = 2, λ2+ = λ2− = 1.5. Note the break in the vertical scale: the
total bandwidth including also the free polarons is quite large, approximately
4 eV. (b) Interchain interactions (with Jinter = 250 meV) cause a splitting of
the 11Bu band. Absorption is allowed only to the symmetric band. A higher
energy symmetric state is characteristic of H-aggregates.
in a linear J-aggregate. Hence, the lowest energy exciton has
hybrid J/H character. It is identified by the quantum numbers,
(k = 0,−, α = 1), and, by Kasha’s rule, is the primary emitting
state in a disorder-free dimer at low temperatures. When the
interchain coupling is weak, the zeroth-order emitting exciton
is given by
|k=0,−,α=1〉(0) = 1√
2
{|ψk=0,α′=1〉1|G〉2 − |ψk=0,α′=1〉2|G〉1},
(8)
where |ψk = 0, α′ = 1〉s (s = 1,2) is the lowest energy exciton
on the sth chain – the (vibrationally dressed) 11Bu exciton
as described in detail in Ref. 8 – and |G〉s is the vibration-
less ground state on chain s. For the parameters chosen to
model a single MEH-PPV chain, analysis of H1 in Eq. (3)
shows that the 11Bu exciton has a Bohr radius of ≈10 Å and a
binding energy of ≈0.58 eV, slightly larger than values rang-
ing from 0.35 eV to 0.54 eV reported in the literature.41, 44
Increasing interchain interactions mixes the zero-order anti-
symmetric states in Eq. (8) with increasing α′ (involving one
or more vibrational quanta), the equivalent of inter-band mix-
ing in Frenkel aggregates.45
Figure 5(a) shows the k-dependent energies correspond-
ing to the eigenstates of H1 for a single, ordered chain, evalu-
ated numerically within the aforementioned multiparticle ba-
sis set. Several bound states are observed to split off the free-
polaron continuum, the lowest of which (α = 1) corresponds
to the 11Bu exciton which is dominated by admixtures with
111
114903-7 Yamagata et al. J. Chem. Phys. 139, 114903 (2013)
Frenkel-like and CS states containing on average almost no
vibrational quanta. Such states contribute to the first vibronic
(0-0) peak in the absorption spectrum. The next higher en-
ergy band (α = 2) corresponds to excitons similar to the 11Bu
exciton but containing an average of close to one vibrational
quanta. Such states give rise to the second vibronic peak in
the absorption spectrum (0-1),46 but are too high in energy
to contribute significantly to emission. Figure 5(a) shows that
the associated bandwidth, Eintra, for the (α = 1) 11Bu exci-
ton is approximately Eintra = 0.2 eV, reflecting the strength
of the intramolecular coupling as mediated by t and modu-
lated by the narrowing influence of vibronic coupling. Eintra
is far smaller than the full bandwidth of ≈4 eV which also
includes the unbound intrachain polarons (note the axis break
in Fig. 5(a)).
Through-space Coulombic coupling within the dimer
splits the 11Bu band into a low-energy antisymmetric
(εk, −, α = 1) band and a higher-energy symmetric (εk, +, α = 1)
band, as depicted in Fig. 5(b). For the simplified form of the
Coulombic coupling in Eq. (5), the band splitting, Einter,
is approximately independent of k when the excitonic cou-
pling within the chain is strong, i.e., the high energy disper-
sion curve is vertically displaced by Einter relative to the
low-energy band. The interchain coupling, Jinter, within the
MEH-PPV dimer leads to the exciton splitting, as depicted in
Fig. 5(b). As shown in Ref. 22, the splitting is given by
Einter ≈ 2Fφ0Jinter . (9)
The splitting Einter is not simply 2Jinter but is substantially
reduced by an additional factor of Fφ0. The factor φ0 arises
because the Frenkel-exciton coupling in Eq. (3) depends on
the probability (φ0) of the electron and hole being on the same
unit cell. Our calculations using the parameters which best de-
scribe MEH-PPV (see caption of Fig. 5) give φ0 ≈ 0.4. The
factor F is a generalized FC factor accounting for vibronic
coupling and ranges from exp[−λ20] in the weak exciton cou-
pling limit to unity in the strong exciton coupling limit. Since
coupling is dominant within the chain, F can be approxi-
mated by using the single-chain value, F ≈ 0.5. Hence, Eq. (9)
gives a splitting, Einter ≈ 0.4Jinter, in MEH-PPV dimers.
V. ABSORPTION IN MEH-PPV DIMERS
The main effect of introducing site disorder Hdis in
Eq. (7) is to mix the various k-states within the two lowest en-
ergy bands in Fig. 5(b). The result is primarily an increase of
the line width corresponding to the |G〉 → 11Bu exciton tran-
sition (the 0-0 transition), as well as higher energy vibronic
transitions (i.e., 0-1). However, because the calculated intra-
chain bandwidth, Eintra = 200 meV, is considerably larger
than the measured line width σ (≈30 meV at T = 80 K), we
might expect motional (or “exchange”) line narrowing to be
important. Such narrowing is one of the hallmark signatures
of J-aggregates and has been extensively studied by Knapp47
and Fidder et al.48 for linear Frenkel aggregates (without vi-
bronic coupling). When the exciton bandwidth, W , satisfies,
W 
 N3/2σdis/π2, the absorption spectral line width is re-
duced to σdis/
√
N , where σ dis is the width of the inhomo-
geneous (Gaussian) distribution of chromophore site ener-
gies and N is the number of chromophores in the aggregate.
For increasing N, the inequality eventually cannot be satis-
fied and the line width converges to a value between σ dis and
σdis/
√
N .
Although our model Hamiltonian in Eq. (2) is not of the
simple Frenkel exciton form, motional narrowing due to ex-
citon delocalization over the 2N monomers comprising the
MEH-PPV dimer remains operative. Recently, motional nar-
rowing of the environmental disorder has been demonstrated
in MEH-PPV and its oligomers.49 Since intrachain exciton
coupling is so much larger than the interchain coupling in
MEH-PPV, the main effect of motional narrowing can be
obtained through analysis of a single chain using the uncor-
related inhomogeneous distribution of electron and hole ener-
gies in Eq. (6). Unfortunately, the basis set necessary to ob-
tain a converged absorption spectrum for a chain containing
more than eight repeat units is so large that averaging over
the thousands of configurations of disorder needed to obtain
a good signal to noise ratio is not feasible. Therefore, to esti-
mate the impact of motional narrowing we made the approx-
imation that disorder couples only states within the same vi-
bronic band. For a single chain, we determine the impact of
motional narrowing by expressing Hdis in Eq. (7) in a basis
set consisting of all N excitons in the lowest energy band
(11Bu band) of Figure 5(a). Such a procedure gives a sin-
gle, inhomogeneously broadened (0-0) peak absorption spec-
trum from which the line narrowing can be determined. Our
goal was to determine what value of σ dis is necessary to ob-
tain a line width which best describes the spectra of Sec. III,
σ ≈ 32 meV. The latter is slightly larger than the value de-
duced from our FC fit, but accounts for the extra asymmetric
broadening found in the measured spectrum. Our choice of
σ dis will also reproduce the measured PL line width (see be-
low). From such an analysis, we found a very significant mo-
tional narrowing of about a factor of 2.8 in the large N limit;
in other words, the calculated line width is σ = σ dis/2.8, so
that σ dis = 90 meV is necessary to reproduce the measured
line width (32 meV). The N dependence of the calculated line
width σ is depicted in Fig. 6. σ follows the predicted 1/
√
N
dependence up to N = 7, thereafter converging to approxi-
mately the experimental value, σ dis/2.8.
We checked our approximate treatment of disorder by
comparing it to exact calculations involving small chains with
up to six repeat units (2000 configurations), and the line
widths calculated by both methods are in excellent agree-
ment. We also note that in our small oligomer calcula-
tions the relative intensities of the various vibronic bands,
in particular the 0-0/0-1 ratio of oscillator strengths, was
not affected by disorder, so that disorder primarily affects
the line widths, as anticipated. Thus, in order to obtain the
absorption spectral line shape for large chains and dimers
thereof, we evaluate transition strengths from disorder-free
chains and broadened each transition using a Gaussian line
shape function with a width of 32 meV. This “homogeneous”
approximation precludes the time-costly averaging procedure
allowing one to work with large-N chains. Moreover, in the
homogeneous limit, the absorption spectrum depends only on
the totally symmetric states, i.e., the k = 0 excitons which are
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rameters characterizing the MEH-PPV chain are the same as those in Fig. 5.
Inset shows the large-N narrowing factor as a function of σ dis.
symmetric (+) with respect to the reflection plane dividing
the two chains.
The absorption spectrum is obtained using the expression
A(ω) =
∑
α
fk=0,+,α(ω − ωk=0,+,α) (10)
with the oscillator strength given by
fk=0,+,α ≡ ωk=0,+,α|〈G|μˆ|k=0,+,α〉|2. (11)
Here, ωk, +, α ≡ εk, +, α/, and μˆ is the dipole moment
operator,
μˆ ≡ μ0
∑
s=1,2
∑
n
(c†n,sd†n,s + dn,scn,s), (12)
with μ0 equal to the S0 → S1 transition dipole moment of the
phenylene-vinylene monomer unit, polarized mainly along
the polymer backbone. In Eq. (11), |G〉 is the vibrationless
ground state of the polymer,
|G〉 ≡ |g〉 ⊗ |0, 0, . . . , 0〉, (13)
where |0, 0, . . . , 0〉 indicates that there are no vibrational
quanta in the monomer S0 (unshifted) nuclear potentials (the
vacuum state). Finally,  is a line shape function, chosen here
to be a peak-normalized Gaussian,
(ω) = exp(−ω2/2σ 2), (14)
with a width, σ = 32 meV.
Fig. 7 shows calculated absorption spectra for cofa-
cial MEH-PPV dimers consisting of 80-monomer chains
(N = 80). Several values of the interchain coupling, Jinter, are
shown. The spectrum consists primarily of a dominant 0-0
peak, corresponding to the 11Bu exciton absorption, and its
first side band (0-1). The ratio of the oscillator strengths of
the 0-0 and 0-1 peaks, Rabs ≡ I 0−0A /I 0−1A , ranges from 1.25
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FIG. 7. Numerically calculated absorption and PL spectra using Eqs. (10)
and (15) respectively, for MEH-PPV dimers consisting of two cofacial chains
of 80 repeat units each and for several values of the interchain coupling, Jinter.
The single-chain parameters are given in the caption of Fig. 5. The PL spec-
tra are calculated using Eq. (15) for a disordered dimer at T = 80 K with
σ dis = 90 meV (see text). The line width used in Eq. (10) is σ = 32 meV
= (σ dis/2.8).
for isolated chains (Jinter = 0) to about 1.1 for the largest in-
terchain coupling shown (Jinter = 50 meV), in good agreement
with the experimentally determined ratio from Fig. 1(b).27
The decrease in Rabs with increasing interchain interaction
is characteristic of H-aggregates as discussed in detail in
Ref. 18, and is ultimately traced back to the positive sign of
Jinter.
For a single chain, the value of Rabs ≈ 1.25 is substan-
tially larger than the value of 0.5 which arises from an iso-
lated monomer (phenylene vinylene unit), as follows from the
usual Poissonian distribution, I 0−vmon ≈ λ2v0 exp(−λ20)/v! using
λ20 = 2. The more than doubling of Rabs when the coupling, t,
between repeat units is activated (t = 0.5 eV) can be viewed
as a decrease in vibronic coupling due to the delocaliza-
tion of the exciton over the entire chain.21 An increasing
Rabs with electronic coupling is also a defining signature of
J-aggregates.18 Increasing t to 1 eV (not shown) in a single
chain leads to a very large increase in Rabs to almost 3, thereby
justifying our choice of t = 0.5 eV for MEH-PPV. Overall,
the absorption spectrum of aggregated MEH-PPV responds
like a J-aggregate with respect to intrachain coupling and a
H-aggregate with respect to interchain coupling.
Careful inspection of the absorption spectra in Fig. 7
shows that the spectral separation between the first two vi-
bronic peaks in the absorption spectrum is slightly larger than
a single vibrational quantum. We have verified that the di-
lation is mainly due to truncating the basis set at the three-
particle level. Inclusion of four-particle states in evaluating
the absorption spectra of small oligomers reduces the spec-
tral gap to a single vibrational quantum and, most impor-
tantly, shows a less than 5% change in the relative oscillator
strengths.50
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VI. EMISSION FROM DISORDERED MEH-PPV DIMERS
Unlike in the absorption spectrum, the relative intensi-
ties of the vibronic peaks within the PL spectrum depend
very strongly on disorder. As a simple example, consider a
disorder-free H-aggregate at T = 0 K. In this limit, the 0-0
emission peak is entirely absent from the vibronic progression
due to a total destructive interference between emission from
the two chains.22 The 0-0 line strength increases with increas-
ing disorder as the symmetry is broken. Hence, in order to
properly evaluate the PL line shape in MEH-PPV dimers, one
must deal with the full Hamiltonian in Eq. (2), and average
the spectra over an ensemble of electron and hole site-energy
configurations.
The emission spectrum for a distribution of disordered
dimers at temperature T is evaluated using the expression
S(ω)=
∑
vt=0,1,...
〈(ωα − vtω0)3I 0−vtα hom(ω − ωα+vtω0)〉C,T .
(15)
The sum in Eq. (15) represents a vibronic progression involv-
ing transitions terminating on ground electronic states (all re-
peat units with a filled HOMO) with a total of vt vibrational
quanta distributed amongst the associated 2N monomeric S0
potentials. α designates the αth eigenstate of H in Eq. (2) for
a disordered dimer identified by the configuration of electron
and hole site energy deviations, (e1,h1, . . . ,e2N,h2N ),
with α = 1,2,. . . in order of increasing energy, ωα . Although
not indicated, the line strengths I 0−vtα and energies ωα all de-
pend on the particular disorder distribution. The exact expres-
sion for I 0−vtα can be found in Ref. 22. The symbol 〈. . . 〉C,T
indicates a configurational average over the many realizations
of disorder, as well as a thermal (Boltzmann) average over the
lowest thermally populated excitons within each disordered
dimer. The thermal average is discussed in greater detail in
Ref. 22. In what follows, the averaged line strength of the
0–vt transition is designated as, I 0−vtPL ≡ 〈I 0−vtα 〉C,T . Finally,
the homogeneous line shape function in Eq. (15) is taken to
be Gaussian, hom(ω) = exp(−ω2/2σ 2hom), with the homoge-
neous line width σhom = 14 meV.
Fig. 7 also shows the numerically calculated PL spectra
using Eq. (15) for several values of Jinter. Averages were per-
formed over 104 configurations of disorder. All of the spec-
tra are evaluated at T = 80 K (needed for the Boltzmann
average) and for the disorder width, σ dis = 90 meV, which
reproduced the line widths of the vibronic peaks in the ab-
sorption spectrum (see Sec. V). The figure shows that the im-
pact of Jinter on the PL spectrum is far more dramatic than on
the absorption spectrum, with most of the changes confined
to the 0-0 line strength. The substantial drop in the PL 0-0
peak intensity with increasing interchain coupling is charac-
teristic of H-aggregates and is due to more effective destruc-
tive interference between the emitting chains. Interestingly,
the side-bands are far less sensitive, only slightly decreas-
ing with Jinter. The 0-0/0-1 PL ratio matches the measured
value in the red-phase spectrum (see Fig. 1) when Jinter = 30
meV. Note that our calculations also reproduce the measured
0-2/0-1 ratio quite well. Fig. 7 further shows that the 0-2/0-1
ratio is practically independent of Jinter. We have shown that
this ratio is far more sensitive to the intrachain bandwidth,
where it decreases with increasing Eintra.51 Interestingly,
the 0-2/0-1 ratio is more than twice as large in P3HT films,
reflecting a smaller intrachain bandwidth in P3HT vs MEH-
PPV.
The vibronic linewidths in the calculated PL spectra in
Fig. 7 are significantly narrower than the width, σ dis, of the
Gaussian distribution from which the site energies are drawn.
In fact, the emission lines are about 30% narrower than the
already motionally narrowed 0-0 absorption line width with σ
= 32 meV; the calculated inhomogeneous line width for the
0-0 PL line is only σ = 21 meV, which nicely agrees with the
experimentally determined line width of 22 meV from Fig. 2.
The significant Stokes shift observed in Fig. 7 of ap-
proximately 60 meV is in good agreement with the measured
value of approximately 50 meV from Fig. 1(b). The Stokes
shift is due to spectral relaxation within the disordered den-
sity of states consistent with our assumption made in Fig. 7
that emission occurs only from the lowest energy thermally
populated states within a given (disordered) dimer. This also
leads to the aforementioned enhanced narrowing in the PL vi-
bronic lines vs the absorption vibronic lines.7 Although the
measured PL spectrum continues to red-shift with further de-
creases in temperature (see Fig. 4), this cannot unambigu-
ously be attributed to an increasing Stokes shift since we have
not measured the absorption spectrum at lower temperatures
due to scattering of the sample below the glass transition tem-
perature of MeTHF. In fact, in P3HT films a significant red-
shift in the absorption spectral origin of several hundred wave
numbers is observed upon cooling from room temperature to
10 K,7 possibly due to a reduction of intermolecular contact
distances and an associated increase in the red-shifting, non-
resonant dispersion interactions.
We now turn to the temperature dependence of the PL
line strength ratios. Fig. 8 shows how the calculated line
strength ratio, I 0−0PL /I
0−1
PL varies with temperature for three
MEH-PPV dimers characterized by Jinter = 0, 10 meV, and
30 meV in panels (a)–(c), respectively. Within each panel, the
temperature-dependent ratio is calculated for three levels of
disorder, with σ dis = 0 meV, 11 meV, and 22 meV. Let us first
consider the behavior of isolated chains (Jinter = 0) with no
disorder (top panel, triangles) where I 0−0PL /I 0−1PL varies with T
in accordance with what is expected for disorder-free linear J-
aggregates.8, 17 The PL ratio is largest at lowest temperature,
reaching a value of almost 25 at T = 0 K, about an order of
magnitude larger than the measured value from Fig. 2, but de-
creasing steadily with increasing temperature. In Ref. 8, the
ratio at T = 0 K for disorder-free polymer chains was shown
to satisfy
I 0−0PL /I
0−1
PL = κN/λ20. (16)
The prefactor, κ , accounts for the impact of vibronic coupling
on charge separated states. κ is exactly unity in the limit of
Frenkel chains (no charge separation),8, 17 but generally de-
viates from unity for Wannier-like excitons, where it must
be determined numerically.8 For MEH-PPV, the parameters
listed in the caption of Fig. 5 give κ ≈ 0.62 for the lowest
energy, k = 0 exciton (1Bu exciton).8 When temperature is in-
creased or disorder added, N in Eq. (16), is replaced by the co-
herence number, Ncoh.8, 17 Hence, the PL ratio can be used to
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FIG. 8. (a)–(c) Numerically calculated 0-0/0-1 PL ratio as a function of tem-
perature for MEH-PPV dimers for three values of the interchain coupling,
Jinter. Within each panel the Gaussian line widths, σ dis, are taken to be 0
(no disorder, triangle), 11 meV (square), and 22 meV (circle). The electronic
parameters chosen for MEH-PPV are the same as those reported in Fig. 5.
The dashed curves are obtained using Eq. (19) with κ = 0.62, ωc = 0.12 eV,
and the interchain splittings, Einter, as calculated from Eq. (9) and reported
in the figure inset. Equation (19), which assumes no disorder, closely agree
with the numerical results for disorder-free dimers. The arrows point in the
direction of increasing disorder.
directly extract the exciton coherence size in isolated polymer
chains (as well as linear J-aggregates). In the thermodynamic
limit (where N is sufficiently large so that many levels exist
within kbT), the PL ratio for noninteracting chains scales as
the inverse square-root of the temperature, according to8,17
I 0−0PL /I
0−1
PL ≈
κ
λ20
√
4πωc
kbT
. (17)
ωc is the band curvature, ωc ≡ (1/2)d2E/dk2, evaluated at the
bottom of the exciton band where k = 0 (k is the dimension-
less wave vector ranging from −π to π ). From the 11Bu dis-
persion curve shown in Fig. 5(b), the curvature is estimated
to be ωc ≈ 0.12eV/. The dashed curve in Fig. 8(a) shows
the single chain result using Eq. (17). The latter does an ex-
cellent job in describing the attenuation of the PL ratio with
temperature for hypothetical disorder-free MEH-PPV chains.
The impact of interchain interactions on the PL spectrum
of disorder-free (σ dis = 0) chains is quite dramatic (trian-
gles in Figs. 8(b) and 8(c)) and discussed at great length in
Ref. 22. Once interchain interactions are activated the PL ra-
tio for disorder-free chains drops exactly to zero at T = 0 K,
as is required by symmetry for H-aggregates. This arises be-
cause the antisymmetric exciton in Fig. 5(b) has no transi-
tion dipole moment to the vibrationless ground state. Subse-
quent increases in temperature lead to thermal activation of
the higher-energy symmetric state and an associated increase
in I 0−0PL /I
0−1
PL , whereupon the ratio peaks at the “HJ” transition
temperature, Tp, and thereafter drops with temperature like a
J-aggregate. The peak (transition) temperature is simply pro-
portional to the interchain splitting, Einter22
TP ≈ 1.3Einter/kb, (18)
where Einter is given in Eq. (9). The overall behavior of the
PL line strength ratios in disorder-free dimers is captured in
the analytical expression22
I 0−0PL /I
0−1
PL ≈
κ
λ20
2e−Einter /kbT
1 + e−Einter /kbT
√
4πωc
kbT
,
(19)
N >
√
4πωc/kbT ,
valid in the thermodynamic limit defined by the inequal-
ity. Equation (19) reduces exactly to the single chain re-
sult in Eq. (17) when Einter = 0.8 The dashed curves
in Figs. 8(b) and 8(c) are obtained using Eq. (19). The
agreement with the fully numerically calculated curves is
excellent.
We now turn to the effect of disorder on the T-dependent
PL ratio in coupled chains. Figs. 8(b) and 8(c) show that the
ratio increases with σ dis at low temperatures, as is character-
istic of H-aggregates, and decreases with σ dis at high temper-
atures (beyond Tp), as is characteristic of J-aggregates. This
is especially evident in Fig. 8(b). The overall effect of dis-
order is therefore to flatten out the temperature dependence
of I 0−0PL /I
0−1
PL . Interestingly, Figs. 8(b) and 8(c) show that the
changeover from H to J behavior based on the response to dis-
order does not occur exactly at Tp but at slightly lower tem-
peratures. At such “changeover” temperatures, disorder ap-
parently has no effect on the PL ratio.
In Fig. 9, the calculated temperature-dependent PL ratios
are shown for several interchain interactions using the phys-
ically relevant value of σ dis (= 90 meV) deduced from the
absorption analysis in Sec. V. The increased disorder over the
values used in Fig. 8 induces practically T-independent behav-
ior for all values of Jinter. Also shown are the measured values
of the PL ratio, obtained by dividing the 0-0 intensity by the
sum of the mode 2 and mode 3 sideband intensities. Agree-
ment between theory and experiment is quite good when Jinter
is 30 meV.
A. Radiative decay rate
As shown in Ref. 22, the temperature dependence of the
radiative decay rates in disorder-free dimers roughly tracks
the T-dependence of I 0−0PL /I
0−1
PL . Fig. 10 shows that this also
remains true in the presence of substantial disorder. The fig-
ure shows the calculated radiative decay rates for a disordered
distribution of MEH-PPV dimers as a function of temperature
using
krad/kmon =
∑
vt=0,1,2,..
I
0−vt
PL (1 − vt ω0/ωem)3,
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gles). The electronic parameters chosen for MEH-PPV are the same as those
reported in Fig. 5.
where kmon is the decay rate for a hypothetical repeat unit,
kmon ≡ n3ω3emμ20/3πε0c3, having the same emission fre-
quency as the dimer complex. krad is practically independent
of temperature, consistent with the measured temperature-
independent PL lifetimes shown in Fig. 3(b). Of course, this
assumes that the nonradiative decay rates also do not depend
on temperature, but this is expected since for singlet states in
solution, the non-radiative decay is largely dominated by the
temperature-independent internal conversion process. Fig. 10
also shows that krad decreases with increasing interchain in-
teractions, due to a more effective destructive interference be-
tween emission from the two chains, as is characteristic of
H-aggregates.
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FIG. 10. Numerically calculated relative radiative decay rates as a function
of temperature for disordered MEH-PPV dimers with σ dis = 90 meV for
several values of the interchain coupling, Jinter. The electronic parameters
chosen for MEH-PPV are the same as those reported in Fig. 5.
VII. EXCITON COHERENCE
We conclude our investigation with an evaluation of ex-
citon coherence in MEH-PPV dimers.52 As shown in Refs. 7
and 53, all information regarding exciton coherence is con-
tained in the ensemble-averaged coherence function,
¯C(r) ≡ 〈〈(em)|
∑
n
B†nBn+r |(em)〉〉C,T . (20)
In Eq. (20), B†n ≡ |n; vac〉 〈g; vac| creates a Frenkel-like ex-
citon on the monomer unit located at position n. |n; vac〉
represents the state in which the monomer at n is ex-
cited electronically with zero vibrational quanta in all 2N
S0 nuclear potentials, and |g; vac〉 is the dimer electronic/
vibrational ground state. 〈. . . 〉C, T represents a dual configu-
rational and thermal (Boltzmann) average over the lowest-
energy emitting states, |(em)〉. From ¯C(r), one obtains the
total number, Ncoh, of coherently connected chromophores7,17
Ncoh = ¯C(0)−1
∑
r
∣∣ ¯C(r)∣∣. (21)
The coherence number diminishes with increasing disorder
and/or temperature as the exciton localizes.7, 17 In a π -stack,
one can further identify the coherence lengths along the poly-
mer backbone (L||) and along the stacking axis (L⊥).51 For the
dimer, we are mainly interested in L||, which is given by
L||/d ≡
{
¯C(0)−1
∑
r∈chain
| ¯C(r)|
}
− 1, (22)
where d is the length of a phenylene-vinylene repeat unit and
the sum is restricted to values of r connecting two repeat units
within the same chain (including r = 0).
In Fig. 11, the exciton coherence length along the chain
is plotted as a function of temperature for disordered MEH-
PPV dimers composed of 80-mer chains using the disorder
width deduced from the absorption analysis in Sec. V. The
value of L|| ≈ 7d at T = 0 K deduced from Fig. 11 is substan-
tially smaller than the total chain length, (N−1)d, due to the
disorder-induced localization. The corresponding coherence
number of ≈8 at T = 0 K agrees surprisingly well with the
conjugation length of approximately 8 repeat units obtained
by De Leener et al.54 using quantum chemical techniques. In-
creasing temperature leads to a reduction in L|| as the exciton
undergoes additional thermally induced localization, similar
to what happens in Frenkel chains.17 The figure also shows a
very interesting effect due to interchain coupling: increasing
Jinter leads to an increase in L||. We believe this arises from the
ability of excitons to “side-step” deep traps along the chain,
by hopping to the neighboring chain.
Comparison between Figs. 11 and 9 reveals that despite
the existence of a nearly temperature-independent PL ratio for
disordered, interacting chains, the coherence length is temper-
ature dependent. However, a direct proportionality between
I 0−0PL /I
0−1
PL and the coherence length is strictly valid only for
J-aggregates, or, in the current application, for single MEH-
PPV chains. Indeed, when Jinter = 0, Figs. 9 and 11 show that
both I 0−0PL /I
0−1
PL and L|| decrease by roughly the same rela-
tive amounts with temperature, reflecting single-chain J-like
properties. Only when Jinter is activated do the temperature
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Electronic and vibrational parameters are the same as in Fig. 5.
dependences between I 0−0PL /I
0−1
PL and L|| begin to differ due
to the destructive interference between emission from the two
chains.
The coherence length L|| of the MEH-PPV 11Bu exciton
measured along the chain (see Eq. (22)) is conceptually dif-
ferent from the commonly referred to conjugation length. The
latter is based on the planarity of the individual chains, so
that one could say that in a perfectly planar chain (with no
other sources of disorder) the conjugation length is equal to
the chain length. This is not so for L|| because it depends on
disorder and temperature. Generally, L|| shrinks with increas-
ing temperature and can therefore be substantially smaller
than the chain length, even on a totally planar chain, or more
generally, even when there is no disorder.55, 56 This is easiest
to appreciate in a density matrix formalism where a thermal
distribution of emitting excitons is represented by a diagonal
density matrix expressed in the “k-space” eigenbasis (assum-
ing no disorder). Canonical transformation to the site basis
gives rise to spatial coherences which extend over a narrower
distribution of sites as temperature is increased.
Normally, the conjugation length is associated with the
red-shift of the emission origin, rationalized using a particle-
in-a-box type approach.27 Our estimate of the conjugation
length of about eight repeat units (coherence length at T
= 0 K) from Fig. 11 is somewhat smaller than the estimates
of about 15 or so repeat units based on spectral shifts made in
Ref. 22 using the Kuhn model. The discrepancy is likely due
to our assumption of spatially uncorrelated disorder. Adding
spatial correlation along the polymer chain enhances res-
onance between neighboring monomers thereby extending
coherence.
VIII. DISCUSSION/CONCLUSION
The aggregate red-phase of MEH-PPV is characterized
by weakly coupled HJ-aggregates in which the interchain
splitting, Einter, is roughly an order of magnitude smaller
than the (0-0) intrachain 11Bu exciton bandwidth, Eintra. For
the parameters which best reproduce the measured absorp-
tion and PL spectral line shapes, we obtain Eintra ≈ 0.2 eV
and Einter ≈0.012 eV. Generally, the photophysical response
results from a competition between intrachain interactions
which promote J-like behavior, and interchain interactions
which promote H-like behavior.
In red-phase MEH-PPV, the measured ratio, I 0−0PL /I
0−1
PL ,
as well as the PL lifetime is practically independent of tem-
perature in the range from 5 K–160 K. This is in stark con-
trast to the strong temperature dependence predicted by the
HJ-aggregate model when disorder is absent (see Figs. 8(b)
and 8(c)).22 In the absence of disorder (σ dis = 0), the PL ra-
tio is exactly zero at T = 0 K due to destructive interference
between the emission occurring from each chain, as expected
for H-aggregates. The ratio increases with temperature as the
higher-energy symmetric exciton is populated (see Fig. 5(b)),
peaks when kT is approximately equal to the interchain split-
ting, Einter, and subsequently decreases with further temper-
ature increases, as expected for J-aggregates. The radiative
decay rate follows a similar pattern.22 Adding static disor-
der has a profound effect on the temperature dependence.57
In our model, the disorder is due to a Gaussian distribution of
spatially uncorrelated electron and hole site energies, where
a “site” is defined as a single phenylene-vinylene repeat unit
within a given polymer chain. Disorder increases the PL ratio
at low temperatures, as the symmetry required for perfect de-
structive interference inherent to H-aggregates is destroyed,
and decreases the PL ratio at high temperatures, as is char-
acteristic of J-aggregates. The overall impact of disorder is to
level off the temperature dependence of both the PL ratio and
radiative decay rates. When Gaussian disorder width, σ dis, is
chosen such that the motionally narrowed line width matches
the measured absorption spectral line width (σ dis = 90 meV),
the PL ratio and radiative decay rates become essentially tem-
perature independent. Agreement with experiment is excel-
lent for Jinter = 30 meV.
Our calculations show that a single, disordered MEH-
PPV chain depicted by the Jinter = 0 curves in Figs. 9–11, be-
haves like a J-aggregate with respect to the following vibronic
signatures.18 (1) The PL ratio I 0−0PL /I 0−1PL increases with the
exciton coherence length, approximately consistent with Eq.
(16) with N replaced by Ncoh. The PL ratio for a polymer is
about four times larger than the value of 1/λ20 (= 12 ) for a sin-
gle repeat unit because exciton coherence is spread over ap-
proximately eight repeat units. (2) I 0−0PL /I 0−1PL decreases with
increasing temperature and (3) increasing disorder as the ex-
citon localizes. (4) The ratio of oscillator strengths in the ab-
sorption spectrum, I 0−0A /I
0−1
A , is larger than the value (=1/2)
for a single repeat unit. Our spectroscopic measurements for
the red-phase of MEH-PPV are consistent with properties 1
and 4 if we compare the measured PL and Ab ratios (both
greater than one) to the significantly smaller values found in
small oligomers such as stilbene.31 Property (3) is difficult to
test experimentally since disorder is not easily controlled. As
for Property (2), the calculated (slight) decrease in the PL ra-
tio in Fig. 9 with temperature (Jinter = 0 curve) is difficult to
distinguish from the measured temperature-independent PL
ratio from Fig. 2. However, the magnitude of the calculated
line strength ratio, I 0−0PL /I
0−1
PL , for a single chain (≈2) does
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not agree with our measured value of approximately 1.5 (see
Fig. 9). One needs interchain interactions with Jinter ≈ 30 meV
in order to reduce I 0−0PL /I
0−1
PL to the measured value. Hence,
the red-phase of MEH-PPV is best described as a disordered
HJ-aggregate. This is consistent with measurements of the
“red” single-chromophore emitters found in single molecule
spectroscopy of MEH-PPV by Yu and Barbara,31 where the
spectrum strongly resembles the red-phase PL spectrum pre-
sented here, but with a slightly larger value of I 0−0PL /I
0−1
PL . HJ-
aggregates of red-phase of MEH-PPV therefore spectrally re-
semble single, elongated chains, but for the reduced 0-0/0-1
PL ratio.
We should point out that our estimation of the interchain
coupling, Jinter, is likely a lower limit. This follows because
we have omitted spatial correlation between electron (and
hole) site energies in the disorder distribution in Eq. (6). Inclu-
sion of spatial correlation along the chain enhances the exci-
ton coherence length and the single-chain 0-0/0-1 PL ratio. As
the latter increases, a larger value of Jinter is needed to bring
the PL ratio back down to the measured value. (Interestingly,
spatial correlation has minimal effect on the absorption ratio,
as this ratio is mostly sensitive to the exciton bandwidth and
not the coherence length.)
One way to better appreciate how the competition be-
tween interchain and intrachain interactions impacts the PL
ratio is in the limit of relatively weak disorder, σdis
∼
< 22meV,
where the maximum PL ratio in Fig. 8 (occurring at T
= Tp) does not significantly differ from the disorder-free
value. Hence, we can use the simple analytical formula in
Eq. (19), which was derived strictly for ordered chains in
Ref. 22, to obtain the maximum PL ratio in the limit of weak
disorder. This is determined by evaluating Eq. (19) at the peak
(HJ-transition) temperature, T = Tp. Substitution of Eq. (18)
into Eq. (19) gives
(
I 0−0PL /I
0−1
PL
)
max
≈ 2 κ
λ20
√
ωc
Einter
. (23)
Equation (23) shows how the competition between intra- and
interchain interactions manifests in the size of the PL ratio.
The maximum PL ratio increases with the curvature ωc of
the exciton band (ωc is strongly correlated to the intrachain
bandwidth Eintra) and decreases with the interchain splitting
(Einter). The fascinating property of Eq. (23) is that it places
no limit on how large the PL ratio may get, given that the
thermodynamic limit is maintained. Moreover, since the side-
band intensities are practically independent of temperature,22
it is the 0-0 intensity that is mostly responsible for changes in
the PL ratio. Hence, polymer dimers can even be superradi-
ant (when compared with the monomer unit decay rate, kmon)
in cases where the intrachain curvature (or bandwidth) signifi-
cantly exceeds the interchain bandwidth. Equation (23) shows
how fundamentally different a polymer dimer is compared
with a dimer composed of small oligomers. The latter is an ex-
ample of a classic H-aggregate of Kasha and co-workers,9–12
which is strictly nonfluorescent if vibronic coupling is absent
(krad = 0) or weakly fluorescent (assuming krad  knonrad)
with a substantially attenuated 0-0 peak, when vibronic cou-
pling is included.18 The possibility that polymer dimers can
have a dominant 0-0 PL band and can even superradiate is
completely at odds with what is expected of conventional H-
aggregates.
Equation (23) shows that the emergence of J-like behav-
ior is due to a dominance of the intrachain vs interchain ex-
citon bandwidths. The J-like rise in I 0−0PL /I
0−1
PL has been ob-
served in other polymers such as P3HT when going from spin
cast films to solution grown nanofibers.23 The likely explana-
tion involves changes in morphology: increased torsional dis-
order in spin cast films reduces the intrachain exciton band-
width while enhancing the interchain bandwidth. The latter
effect is a result of shorter conjugation lengths which leads to
larger interchain interactions.58–61 We believe that J-dominant
effects are operative also in polyfluorene polymers, where
the β-phase is also characterized by a substantial increase in
I 0−0PL /I
0−1
PL . This is evident when comparing the room temper-
ature absorption and emission spectra of the polyfluorene β-
phase62 with the 10 K spectra,63 as well as when comparing, at
10 K, the Huang-Rhys factors of the disordered phase polyflu-
orene with β-phase polyfluorenes.63 The resulting I 0−0PL /I
0−1
PL
ratios range from 0.53 to 0.73 for the disordered phase, de-
pending on film preparation conditions, while values of 1.72
are typical for the β-phase in polyfluorene.
Finally, we point out that the substantial increase in
I 0−0PL /I
0−1
PL when the blue-phase is converted to red-phase
MEH-PPV is due to an enhanced coherence length along the
chain (L‖ > 7 repeat units) associated with chain elonga-
tion. When the unit cell transition dipole moments are aligned
within the coherence length, the 0-0 transition strength is
constructively enhanced by Ncoh, as occurs in linear J-
aggregates. This follows from the uniquely coherent nature
of the 0-0 PL transition as opposed to the largely incoher-
ent sidebands.8, 17, 18 In the coiled blue-phase, the transition
dipole moments are more randomly oriented within smaller
coherence lengths, thereby degrading the 0-0 transition in-
tensity (as well as I 0−0PL /I 0−1PL ). Hence, in a coiled confor-
mation one has to contend with (at least) two sources of
disorder: the usual site-energy disorder as well as transition
dipole alignment disorder. We are currently considering PL
in the blue-phase morphology in greater detail as well as
the applicability of our model to other emissive conjugated
polymers.
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Abstract		
The  low  band‐gap  polymer  PCPDTBT  (poly{[4,4‐bis(2‐ethylhexyl)‐cyclopenta‐(2,1‐
b;3,4‐b’)dithiophen]‐2,6‐diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐4,7‐diyl})  is widely  used  for 
organic solar cell applications. Here, we present a comprehensive study of the optical 
properties as a function of temperature for PCPDTBT in solution and in thin films with 
two distinct morphologies. Using absorption and photoluminescence spectroscopy as 
well as Franck‐Condon analyses, we show that PCPDTBT in solution undergoes a phase 
transition (critical temperature: 300 K) from a disordered to a truely aggregated state 
upon  cooling. The  saturation  value of aggregates  in  solution  is  reached  in PCPDTBT 
thin  films  at  any  temperature.  In  addition, we  demonstrate  that  the  photophysical 
properties of  the aggregates  in  films are  similar  to  those  in  solution and  that a  low 
percentage  of  thermally  activated  excimer‐like  states  is  present  in  the  films  at 
temperatures above 200 K.  
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1	Introduction		
The  tendency  of  a  conjugated  polymer  material  to  aggregate  is  a  key  factor  in 
controlling both the charge carrier mobility as well as the ability of excited states to 
dissociate when  combined with  an  electron  accepting material.1‐3  In  this way,  the 
aggregation process controls the performance of a polymer in solar cell applications as 
well as  in  field‐effect  transistors.3‐5 The  interdependence of device performance and 
thin  film  morphology  has  been  extensively  studied  in  particular  for  the  polymer 
poly(3‐hexylthiophene) (P3HT).2,4,6‐8 The conformation of P3HT chains  in thin films of 
neat materials  or  when  blended with  an  electron  acceptor  such  as  PCBM  can  be 
controlled by a  range of methods  such as  thermal annealing,  solvent annealing and 
spin‐coating  from  solvents  containing  high  boiling  point  additives.  The  reason why 
P3HT is so amenable to these processing techniques lies in the semicrystalline nature 
of  P3HT. While  it  adopts  a  randomly  coiled  chain  conformation  in  a  good  solvent, 
planarization  and  concomitant  crystallization  occurs  when  the  solvent  quality  is 
deteriorated.9,10 Similar effects have been reported  for other homopolymers such as 
the poly(p‐phenylene‐vinylene) derivative MEH‐PPV and for poly(fluorene).11‐14 
While  solar  cells  with  high  efficiencies  have  been  obtained  by  optimizing  the 
morphology  of  P3HT/PCBM  blends,  the  lower  energy  part  of  the  sun’s  irradiation 
spectrum  is  not  used  by  this  polymer/acceptor  combination.  An  alternative  that  is 
more  matched  to  the  incident  photon  flux  consists  in  the  use  of  low‐bandgap 
polymers.15‐17  Low  optical  gaps  can  be  obtained  by  combining  electron‐rich  and 
electron‐deficient moieties  to  donor‐acceptor  co‐polymers.18  Examples  for  such  co‐
polymers  that  have  been  employed  for  solar  cell  applications  are 
cyclopentadithiophene based polymers  such  as PCPDTBT,  carbazole‐based polymers 
such  as PCDTBT, diketopyrrole‐based polymers  such  as PDPP‐TPT,  thienothiophene‐
benzodithiophene‐based  polymers  such  as  PTB7  and  many  more  (see  Supporting 
Information  for  full  chemical  names).19  Like  for  P3HT,  the  performance  of  bulk 
heterojunction  solar  cells  made  with  these  polymers  depends  critically  on  the 
processing  conditions  and  the  resulting  thin  film morphology.  Consequently,  great 
effort  is made to understand and control the bulk heterojunction morphologies, e.g. 
by  thermal  annealing,  solvent  annealing  and  spin‐coating  from  solvents  containing 
additives.2,20‐25 While the blends used for solar cell applications are studied intensively, 
less  attention  is  paid  to  the  aggregation  properties  of  the  individual  blend 
components.  Knowledge  of  what  controls  the  conformation  and  assembly  of  an 
individual low‐bandgap polymer, however, is a prerequisite to understand its behavior 
in composites.  
Here, we  have  therefore  studied  the  formation  of  aggregates  in  solution  and  neat 
films  of  the widely  used  low‐bandgap  polymer  PCPDTBT.  PCPDTBT  reaches  power 
conversion efficiencies up to 5.5% in bulk heterojunction cells with PCBM,24,26 yet the 
properties  of  structure  formation  in  PCPDTBT  themselves  are  not well  understood, 
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and  few  studies  address  the  properties  of  the  pure  polymer.27‐30  Initial  structural 
studies  indicated PCPDTBT to form apparently amorphous films that cannot be made 
to  crystallize  upon  thermal  annealing.31  It  has  been  considered  as  “marginally 
crystallizable”, quite  in contrast  to derivatives with  the same backbone yet different 
side  chains  that  readily  form  ordered  structures.32‐34  Subsequent  work,  however, 
demonstrated that PCPDTBT forms randomly oriented aggregates of about 40 nm size 
that are arranged  in a  lamellar stacking, similar to P3HT, when  films are spin‐coated 
from chlorobenzene solution.27 When spin‐coating from solvents containing additives 
such as diiodooctane or octanedithiol, the amount of aggregates in the film increases 
as evidenced by changes in the absorption spectra, yet the structure of the aggregates 
remains.  These  laminar  stacks may  even  form  fibrils.31 A  different  crystal  structure 
containing polymer dimers  in a herringbone arrangement was  recently  reported  for 
PCPDTBT films prepared by solvent vapor annealing.35 
Here, we present  a detailed  study on  the process of  aggregation  in PCPDTBT using 
steady‐state  absorption  and  photoluminescence  spectroscopy  as  well  as  time‐
correlated  single  photon  counting.  First, we  investigate  PCPDTBT  in  solution where 
high degree of conformational freedom allows for facile structure formation. Next, we 
compare  the optical properties of  the polymer  in  solution  to  the properties  in  thin 
films  of  two  different morphologies where  structure  formation  is more  constraint. 
One  type of  films was spun using  the high‐boiling point additive diiodooctane  (DIO), 
the  second  type  was  solvent  annealed  with  chlorobenzene  after  spin‐coating 
according to Fischer et al.35  
The  temperature‐dependent measurements  of  PCPDTBT  in  solution  reveal  a  phase 
transition to occur from the disordered, coiled state to an ordered, aggregated state 
with  extended,  planarized  chains.  The  according  critical  temperature  of  the  phase 
transition  is at about 300 K. Thus, PCPDTBT  in solution tends to form pre‐aggregates 
that affect the aggregation process of solution‐processed thin films and devices.  
In  the photoluminescence of PCPDTBT  thin  films, a similar planarized structure as  in 
solution is found at low temperatures. At room temperature and at temperatures with 
efficiently extended diffusion  lengths, however,  relaxation  to  trap  sites  takes place. 
We  show  that  spectral  diffusion  within  the  aggregates  evolves  as  expected  for 
individual chromophores and  that  the populated  trap sites can be understood  to be 
excimer  states  as  typically  formed  at  grain  boundaries  and  interfaces  in  the  solid 
state.36 In addition, we show that there is a nearly temperature independent fraction 
of about 40% of aggregates within the films in accordance with the saturation value of 
aggregates in solution.  
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2	Results	
PCPDTBT	in	solution	
Earlier work has shown that PCPDTBT can adopt different morphologies.27,35  In order 
to investigate the self‐assembly process in PCPDTBT, we first concentrate on solutions 
of  the  polymer.  In  a  solution,  the  chain  experiences  less  external  constraints  than 
during the process of film preparation, where interfaces (substrate‐solution, solution‐
air), sheer  forces  (during spin‐coating or swelling) and kinetic aspects  impact on  the 
self‐aggregation  process.  By  cooling  the  cuvette,  the  quality  of  the  solvent  can  be 
modified  gradually  from  a  good  solvent  to  a  poor  solvent  without  changing  the 
chemical structure. Optical spectroscopy in solution is thus a convenient tool to study 
the self‐assembly process in a controlled fashion.9,11,37 First, we investigated PCPDTBT 
in  a MTHF  solution with  concentration  c  =  0.25 mg/ml.  For  both,  absorption  and 
emission, we observe a clear change of the spectra with temperature (Figure 1a). At 
elevated  temperatures  (340  K),  the  absorption  spectrum  features  a  broad  and 
unstructured band peaking at about 1.8 eV. At higher energies, the second absorption 
band has a center peak at about 3.05 eV. Upon cooling, the first absorption band shifts 
continuously to red. At 300 K, an additional low energy shoulder appears at about 1.55 
eV.  This  shoulder  grows  in  intensity with  decreasing  temperature,  forming  a  sharp 
maximum at 1.50 eV at 180 K. The spectral range from 1.60 to 2.00 eV is examined in 
more detail  in  Figure  1b.  It  can  clearly be  seen how  the  absorption  shifts  to  lower 
energies  from  340  K  to  280  K.  From  280K  onwards,  the  spectra  form  an  isosbestic 
point  at  1.705  eV.  The  integrated  intensity  of  the  first  absorption  band  increases 
linearly by 23 per cent upon cooling the solution from 340 K to 180 K. The absorption 
of the second absorption band (2.5  ‐ 3.2 eV) shifts similarly to the red and  increases 
with decreasing temperature.  
These changes in the absorption spectrum – a bathochromic shift, an isosbestic point 
and an increase in intensity ‐ are similar to those observed for the polymers P3HT and 
MEH‐PPV.9,11,37 Accordingly, we attribute the initial redshift upon cooling to a swelling‐
up of  the polymer  chain  that  leads  to  increased  conjugation  length  and  thus  lower 
energy absorption. The  isosbestic point  is  clear evidence  for  the  transition between 
two phases. The lower energy of this band, its dominant 0‐0 peak and the associated 
clear  vibrational  structure  indicate  a  planarized  conformation  of  the  lower‐energy 
phase with concomitant longer conjugation length.  
In the photoluminescence spectra of the PCPDTBT solution (Figure 1c), we observe a 
similar evolution. At high temperatures, the emission maximum is centered at 1.6 eV, 
with decreasing  temperature  the  intensity of  this emission decreases  and  a  second 
emission  emerges  at  1.42  eV  dominating  the  photoluminescence  spectrum  below  
260  K.  The  second  emission  at  lower  energies  shows  higher  0‐0  peaks  and  is  
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Figure 1:   PCPDTBT  in solution  (c = 0.25 mg/ml  in MTHF)  for different  temperatures 
between  340  K  and  180  K:  (a)  optical  density  as  measured,  (b)  optical  density 
illustrating the isosbestic point, (c) intensity of the photoluminescence as measured. 
 
more structured than the high energy emission. We assign the high energy emission to 
the PCPDTBT coiled phase in which more geometric disorder is present after excitation 
than  in  the planarized phase.  In  contrast,  the more  structured  low energy emission 
indicates more ordered and planarized chains.  
In  order  to  explore  whether  these  spectral  changes  are  associated  merely  with 
planarized  conformations  of  individual  chains or whether  they  actually  indicate  the 
formation  of  aggregated  planar  chains,  we  measured  the  absorption  and 
photoluminescence  at  room  temperature  as  a  function  of  concentration  (Figure  2). 
Upon raising the concentration by factors of √10 from 0.025 mg/ml to 0.79 mg/ml, we 
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observe  the  increase of a  shoulder at 1.6 eV  in  the absorption  spectrum,  indicating 
that increased concentration assists the formation of the low‐energy band. The same 
trend  is  observed  in  room  temperature  photoluminescence.  For  the  lowest 
concentration, 0.025 mg/ml, we still observe two features, one shoulder centered at 
1.6 eV and a peak centered at about 1.45 eV. With increasing concentration, the high  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2:    (a) Absorption of PCPDTBT  in MTHF with  concentrations of 0.025 mg/ml, 
0.079 mg/ml, 0.25 mg/ml,  and 0.79 mg/ml,  respectively. Arrows  indicate  increasing 
concentration.  Inset:  solutions  of  above mentioned  concentration  in  1mm‐  quartz 
cuvettes.  (b) Photoluminescence of PCPDTBT  in MTHF with different concentrations.  
(c)  Fraction  of  aggregates  in  solution  as  a  function  of  concentration  (PCPDTBT  in 
MTHF) as determined from absorption spectra by means of Franck‐Condon analysis.  
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energy  shoulder disappears and  the  low energy peak  shifts  to even  lower energies. 
This evolution  is  similar  to  that observed when  lowering  the  temperature at a  fixed 
concentration. This concentration dependence clarifies that the low‐energy transition 
is  associated  not  only  with  planarized  chains  but  rather  with  aggregated  chains.  
Figure  2c  demonstrates  how  the  fraction  of  aggregates  formed  increases  with 
concentration.  This  fraction  has  been  determined  from  the  absorption  spectra  as 
described in detail further below in the context of Figure 6.  
It  is  possible  to  separate  the measured  spectra  into  the  spectra  arising  from  the 
aggregated  phase  and  the  coiled  phase  by  employing  a  thorough  Franck‐Condon 
analysis  according  to  Eqs.  3  and  4  (see  Exp. methods)  for  absorption  and  photo‐
luminescence, respectively. The multi‐mode Franck‐Condon analysis was based on five 
modes with the following energies: 62 meV, 106 meV, 136 meV, 167 meV, 190 meV. 
The 62 meV mode  is assigned  to  torsional  relaxation,  the other modes are effective 
vibrational modes  taken  from  Raman measurements  (see  Supporting  Information). 
The refractive index of the surrounding medium was assumed to be constant over the 
considered  spectral  range.  Figure  3  shows  the  normalized  photoluminescence  and 
absorption of PCPDTBT  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3:   Normalized photoluminescence and optical density of PCPDTBT  in solution 
at 240 K: (top) spectra as measured, (middle) spectra of coiled phase, (bottom) spectra 
of aggregated phase.  
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in solution measured at 240 K as well as the normalized underlying spectra of coiled 
and  aggregated  phase  that  were  obtained  from  the  Franck‐Condon  analysis.  The 
Franck‐Condon fits and their comparison against the measured spectra are detailed in 
the  Supporting  Information. This decomposition of  the  spectra  into  the  two phases 
shows that photoluminescence and absorption of the coiled phase intersect at 1.66 eV 
whereas  for  the  aggregated  phase  this  intersection  point  is  at  1.48  eV.  Thus,  the 
spectra associated with two distinct phases are 180 meV apart. 
In this manner, we decomposed the absorption spectra in the temperature range from 
320 K to 180 K. The obtained absorption spectra  for the aggregated PCPDTBT phase 
are shown  in Figure 4a. The associated photoluminescence spectra  (Figure 4b) were 
found by subtracting the coiled phase photoluminescence (as measured at 340 K yet 
normalized to match the high energy shoulder) from the photoluminescence spectrum 
measured  at  an  arbitrary  temperature. We  see  that  in  absorption,  the  aggregate 
spectrum  shifts  continuously by about 150 meV  to  lower energies  (up  to 1.495 eV) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  4:    PCPDTBT  in  solution  (c  =  0.25  mg/ml  in  MTHF):  (a)  optical  density  of 
aggregated  phase  as  result  of  Franck‐Condon  analysis  of  the  first  absorption  band,  
(b) photoluminescence  intensity of  the aggregated phase  resulting  from  subtracting 
the coiled phase photoluminescence (as measured at 340 K yet normalized to match 
the  high  energy  shoulder)  from  the  photoluminescence  spectrum measured  at  an 
arbitrary temperature. 
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and narrows with decreasing temperature. Moreover, the ratio of the 0‐0 to the 0‐1 
absorption  peak  increases.  In  photoluminescence,  the  spectrum  of  the  aggregates 
shifts only by about 50 meV  in a continuous way to the red (1.420 eV) and becomes 
narrower. 
The parameters of  the  Franck‐Condon analysis are  summarized  in Table 1  including 
the position of the 0‐0 transition E0, the standard deviation of the Gaussian line width 
σ, the peak ratio of the 0‐0 and 0‐1 transition I0‐0/I0‐1 and the relative contribution of 
the aggregates to the total spectra. For the peak ratio, the 0‐0 intensity was calculated 
as the sum of all Huang –Rhys parameters of the above mentioned modes. In Table 1, 
the  Franck‐Condon  fits  are  listed  for  spectra  dominated  by  the  aggregated  phase  
(180  K),  dominated  by  the  coiled  phase  (340  K),  and  one  spectrum  exemplarily 
containing both, aggregated and coiled phase  (240 K) with  roughly equal weights  in 
absorption. The actual spectra and fits are presented in the Supporting Information in 
Figure S2.  
 
 
Table 1:  Fitting parameters of the Franck‐Condon analyses for the photoluminescence 
and absorption spectra of the aggregated phase  (agg.) and  the coiled phase  (coil) of 
PCPDTBT  in  solution  with  f  the  relative  contribution  of  the  phase  to  the  total 
spectrum,  E0  the  position  of  0‐0  transition,  σ  the Gaussian  standard  deviation,  and  
I0‐0/I0‐1 the peak ratio of the 0‐0 line and the 0‐1 line, the latter calculated as the sum 
of  all  Huang‐Rhys  parameters  of  the  present  modes  with  the  following  energies:  
62 meV, 106 meV, 136 meV, 167 meV, 190 meV. 
 
  Photoluminescence  Absorption 
FC parameter 
unit 
f  
% 
E0 
eV 
σ 
meV 
I0‐0/I0‐1 
 
f 
% 
E0 
eV 
σ 
meV 
I0‐0/I0‐1 
 
180 K  agg.  100  1.420  30  0.94  67  1.495  33  1.06 
180 K  coil  0  ‐  ‐  ‐  33  1.720  60  0.70 
240 K  agg.  86  1.434  37  0.98  57  1.520  40  0.94 
240 K  coil  14  1.598  46  0.76  43  1.720  63  0.66 
340 K  agg.  0  ‐  ‐  ‐  0  ‐  ‐  ‐ 
340 K  coil  100  1.614  46  0.76  100  1.720  63  0.76 
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Whereas for the aggregated phase, the I0‐0/I0‐1 ratio is about 1.0, this value is about 0.7 
for the coiled phase,  indicating a stronger geometric distortion of the excited states. 
The  disorder  parameter  σ  is  around  35±5 meV  for  the  aggregated  phase,  yet  55±9 
meV for the coiled phase, with the  lower value pertaining to the photoluminescence 
spectra.  These  data  support  the  notion  of  a  higher  energy  phase  with  more 
conformational disorder  and  a  lower energy phase where  the  chains  adopt  a more 
planar geometry so that the excited states are more delocalized and conformationally 
induced energetic disorder is reduced. From Table 1 and Figure S2 we also see that the 
contribution  of  the  aggregates  to  the  steady  state  spectra  is  much  stronger  in 
emission  than  in  absorption  for  the  spectra  taken below 340 K. Obviously,  there  is 
energy  transfer  from  the coiled phase  to  the aggregated phase,  implying  that at  the 
concentration used (c = 0.25 mg/ml) the two phases are reasonably adjacent.   
 
PCPDTBT	thin	films	
Knowing  the  characteristics  of  PCPDTBT  in  solution,  we  expanded  our  studies  to 
PCPDTBT  thin  films  since  films are most  relevant  to device applications.24,26,35,38 We 
focused  on  two  different  preparation  conditions.  The  first  type  of  films was  spin‐
coated with 2 wt% DIO  in  chlorobenzene  (“CB/DIO”). The  second  type of  films was 
spun from chloroform and afterwards annealed with chlorobenzene (“CB annealed”).  
Figure 5 compares the absorption spectra of the two PCPDTBT films for temperatures 
between  room  temperature  and  about  500  K  to  PCPDTBT  in  solution. Whereas  in 
solution, the  low energy peak appears suddenly from 300 K onwards and there  is an 
isosbestic point from 280 K onwards, the film spectra show no isosbestic point and the 
low energy peak evolves gradually, yielding peak positions of 1.56 eV and 1.67 eV at 
room  temperature  for  the  CB/DIO  film  and  the  CB‐annealed  film,  respectively. 
Furthermore,  the  0‐0  peak  is  less  pronounced  in  the  thin  film  spectra  than  in  the 
solution spectra. 
The  absorption  spectra  of  the  films  at  room  temperature  are  compared  with  the 
spectra  of  the  solution  at  low  temperature  (240  K)  in  Figure  5d. We  see  that  the 
solution  spectrum  and  the  spectrum  belonging  to  the  CB/DIO  film  coincide  with 
regards  to  the energetic position  as well  as  the 0‐0/0‐1 peak  ratio.  In  contrast,  the 
spectrum of the CB‐annealed film is shifted to higher energy (140 meV to the blue), is 
broader and shows a high energy shoulder at about 2.05 eV. From this, we infer that 
the aggregates in the CB/DIO film may be structurally similar to the aggregates found 
in solution upon cooling whereas the aggregates formed in the CB annealed film differ 
in their structure. 
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Figure 5:  Optical density of PCPDTBT for different temperatures: (from top to bottom) 
solution  (c = 0.25 mg/ml), CB/DIO  film,  and CB‐annealed  film.  (Bottom) Normalized 
absorption of PCPDTBT in solution at 240 K (black line) and absorption of CB/DIO film 
(pink line) and CB‐annealed film (green line) at room temperature. 
 
Analogous  to  the absorption spectra measured  in solution,  it  is possible  to separate 
the  thin  film absorption  spectra  into a  superposition of  two  spectra using a Franck‐
Condon  analysis  on  the  basis  of  the  Raman  spectra.  This  spectral  decomposition  is 
shown  in the Supporting Information (Figure S3). Note that a Franck‐Condon‐analysis 
of the experimental spectra under the assumption of a single emitting excited state is 
not possible, consistent with our  interpretation of there being two phases, namely a 
disordered phase and an aggregated phase. From the spectral decomposition, we can 
determine the fraction of aggregates present in the films. This requires to correct the 
fraction  of  aggregate  absorption  observed  in  the  absorption  spectra  in  order  to 
account  for the change  in oscillator strength that takes place upon aggregation. This 
change in oscillator strength can be obtained ‐ following the procedure by Clark et al.39 
‐  from  the absorption  spectra of PCPDTBT  in  solution  since,  in  solution,  there  is an 
isosbestic point. Thus, we compared the additional contribution of absorption of the 
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aggregated phase with  the  reduction  in  absorption of  the  coiled phase when  going 
from  280  K  to  240  K  in  solution.  From  this we  find  the  oscillator  strength  of  the 
aggregated chains to be 1.45 ± 0.10 higher than the oscillator strength of the coiled 
chains.  This  factor  is  in  good  agreement with  relative oscillator  strengths  found  for 
transition of coiled to aggregated chains in poly(3‐hexylthiophene)(P3HT) solution and 
thin  films.9,39 The  fraction of aggregates  in the  film can then be obtained by dividing 
the fraction of aggregate absorption observed in the spectra by the relative change in 
oscillator  strength.  The  resulting  fraction  of  aggregates  for  PCPDTBT  thin  films  and 
solution  is  shown  in  Figure 6.  In  solution,  the  fraction of  aggregates  increases with 
decreasing  temperature  until  a  saturation  value  of  about  45%  is  reached  at 
temperatures below 200 K. In PCPDTBT thin films, the fraction of aggregates does not 
significantly depend on temperature. For the CB‐annealed film, the aggregate fraction 
stays constantly at 38%.  In the CB/DIO film, the aggregate fraction slightly rises from 
40% to 45% with decreasing temperature. Thus, both film morphologies show similar 
fractions of aggregates compared to the saturation value in solution.  
 
 
 
 
 
 
 
 
 
Figure  6:    Fraction  of  aggregates  as  function  of  temperature  for  PCPDTBT  solution 
(squares),  CB/DIO  film  (circles)  and  CB‐annealed  film  (triangles).  Determined  by 
calculating  the  fraction of aggregate absorption and  the  relative change  in oscillator 
strength for coiled and planarized chains via Franck‐Condon analysis. 
 
The  photoluminescence  spectra  of  the  two  films  are  compared  with  the 
photoluminescence  in solution  in Figure 7. Whereas  in solution emission  is observed 
from both, the disordered phase (at 1.60 eV) and the aggregated phase (at 1.42 eV), 
the  thin  film  spectra  show  only  one  emission with  a  0‐0  peak  at  5  K  centered  at  
1.40  eV  for  the  CB/DIO  film  and  at  1.43  eV  for  the  CB‐annealed  film.  The 
photoluminescence spectra of the films shift continuously to the red from 400 K to 5 
K, the shift being 60 meV (CB/DIO film) and 47 meV (CB‐annealed film), respectively, 
as determined from the 0‐0 peak positions obtained by Franck‐Condon analysis.  
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Figure  7:    Intensity  of  photoluminescence  of  PCPDTBT  for  different  temperatures: 
(from top to bottom) solution (c = 0.25 mg/ml), CB/DIO film, and CB‐annealed film.   
 
Concomitantly, the shape of the spectra changes with temperature. Figure 8a shows 
the  temperature  dependent  photoluminescence  normalized  such  that  the  0‐0 
transition  as  determined  by  the  Franck‐Condon  analysis  (shown  in  the  Supporting 
information)  is  at  unity.  The  solution  spectra  are  also  displayed  for  ease  of 
comparison. Evidently, in all spectra, the Gaussian linewidth broadens with increasing 
temperature from values around 30 meV to about 55 meV. In addition, for the films, 
roughly 100 meV below the 0‐0 peak, a Gaussian peak  increases strongly  in  intensity 
upon  heating  above  150  K.  The  evolution with  temperature  for  the  PL  spectra  in 
solution  can  be modelled well  by  convoluting  the  180  K  solution  spectrum with  a 
Gaussian  linewidth  function of  increasing  linewidth, as displayed  in Figure 8b. This  is 
not possible for the film spectra. The change in the thin film spectra with temperature 
can only be reproduced if one of the two following approaches is used. One option is 
to presume a single emitting state and  to model  the spectra using a Franck‐Condon 
analysis according to Eq. 2. To account for the spectral changes with temperature, one 
needs to presume a modified, reduced intensity of the 0‐0 peak and a strong increase 
(from S=0.16 to S=0.63) of the vibrational mode at 136 meV (1096 cm‐1) from 100 K 
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Figure  8:    (a)  Photoluminescence  spectra  of  PCPDTBT  thin  films  and  in  solution 
normalized to 0‐0 transition as determined by Franck‐Condon analysis. The energy axis 
is shifted to show the position of the 0‐0 transition at 0 eV. The temperature ranges 
from 180 K  to 320 K  for  solution and  from 5 K  to 480 K  for  films, arrows  indicating 
direction  of  increasing  temperature.  (b)  (top)  180  K  PL  spectrum  convoluted  with 
Gaussian  line of standard deviation σ = 10, 20, 30, 40, and 50 meV. Arrow  indicating 
the direction of increasing σ. (center/bottom) Photon flux, i.e. PL intensity/energy³, of 
250 K PL film spectra (blue squares) and Franck‐Condon fits (red line) comprising a FC 
progression of  the  aggregated phase  (green  line with  filled  circles)  and  a Gaussian‐
shaped emission (wine line with triangles). 
 
onwards.  This  is  shown  in  the  Supporting  Information.  The  second  possibility  is  to 
postulate two emitting states. One can then reproduce the spectra by superimposing 
a  usual  FC‐progression  (Eq.  3) with  a  broad Gaussian  peak  at  70 meV  to  130 meV 
below  the 0‐0 peak. The  standard deviation  σ of  this additional peak  is  comparable 
with  σ of  the corresponding FC‐progression. The  intensity of  the Gaussian  increases 
with  temperature, while  the Huang‐Rhys parameters of  the  FC‐progression  remains 
essentially  unaffected.  Figure  8b  shows  this  superposition  exemplarily  for  the  film 
spectra  at  250  K.  In  addition,  we measured  the  photoluminescence  decay  of  the 
PCPDTBT  thin  films at  room  temperature and  found a single exponential decay with 
lifetimes of τ = 250 ps for both films (see Supporting Information). The quantum yield 
φ of both  films  is  less  than 0.1% at  room  temperature  (below measuring  limit). The 
0
1
0
1
0
1
0
1
-0.2-0.1 0.0 0.1 0.2
0
1
2
-0.2-0.1 0.0 0.1 0.2
0
1
  
 
(a)
Solution
CB/DIO film
CB-annealed film
 P
L 
(a
.u
.)
 
 
CB/DIO film
CB-annealed 
               film
Solution
(b)
 
 
P
L 
In
te
ns
ity
 (a
.u
.)
 
 
 
 
Energy (eV)
 
 
P
ho
to
n 
flu
x 
(a
.u
.)
Energy (eV)
135
Revealing Structure Formation in PCPDTBT by Optical Spectroscopy 
  
 
radiative decay rate kr and the non‐radiative decay rate knr can be calculated according 
to  
     
nrr
r
r kk
k
k            (1) 
resulting in kr = 0.004 ns‐1 and knr = 4.0 ns‐1 for φ = 0.1%. 
 
 
3	Discussion	
Two	phases	in	PCPDTBT	solution	
Several semiconducting polymers are known  to show a  transition  from a disordered 
phase  consisting  of  randomly  coiled  chains  to  a  mixed  phase  where  ordered 
aggregates are embedded in a disordered, amorphous matrix of coiled chains. This has 
been  shown  extensively  for  P3HT,  yet  also  for MEH‐PPV  and  PFO.  In  solution,  the 
transition can be  induced by  reducing  the  solvent quality or  temperature.9,11,40‐44 As 
shown in exemplary fashion for low polydispersity P3HT, the transition from the fully 
disordered form to the phase containing aggregates proceeds  in a sequence of three 
steps  upon  lowering  the  temperature  of  the  solution.37  First,  the  absorption  and 
emission spectra of the coiled  form shift to slightly  lower energies and the oscillator 
strength  increases  slightly.  This  has  been  interpreted  to  indicate  an  increase  in 
conjugation  length due to planarization of the polymer backbone. Next, an  isosbestic 
point can be observed that has been taken to indicate the transformation from coiled 
chains to aggregated chains. Finally, a continuous bathochromic shift of the 0‐0 peak 
of the aggregate absorption indicates an ongoing further planarization that leads to a 
longer  conjugation  length.  These  observations  are  also  made  for  PCPDTBT  upon 
cooling  the  solution  (Figure  1).  In  addition,  the  measurements  of  absorption  and 
emission as a function of concentration (Figure 2) demonstrate that the lower energy 
absorption  and  emission  results  from  the  interaction  of  polymer  chains with  each 
other. It is thus clear that PCPDTBT can exist in two phases, namely a fully disordered 
phase and a phase containing aggregated chains, consistent with earlier observations 
by Peet et al.28 As revealed by Figure 3, the S1 excited state of the coiled form and the 
aggregated form differ by 180 meV. This shift is consistent with the energy differences 
between  emission  from  coiled  and  aggregated  chains  in P3HT  (200 meV, Panzer  et 
al.37),  PPV  (180  meV,  Ho  et  al.45),  MEH‐PPV  (120  meV,  Köhler  et  al.11)  and  PFO  
(110 meV, Peet et al.12, Ariu et al.14; 100 meV, Khan et al.46).  
The phenomenon of a disorder‐order transition is often regarded as specific to P3HT. 
It  is  well  known  that  it  plays  a  major  role  in  controlling  the  efficiency  of  bulk 
heterojunction  solar  cells  of  P3HT  with  a  fullerene.  Evidently,  this  disorder‐order 
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transition can be found in a range of chemically different polymers, and it proceeds in 
an analogous manner for P3HT, MEH‐PPV and PCPDTBT. Existing differences relate to 
the temperature at which the disorder‐order transition proceeds, the sharpness of the 
temperature  dependent  transition,  the maximum  fraction  of  aggregation  obtained 
and the predominance of H‐ or J‐type character in the spectra. 
Whereas MEH‐PPV and P3HT show transition temperatures at about 200 K and 250 K, 
respectively,  PCPDTBT  shows  the  phase  transition  already  at  room  temperature. 
Clearly  this  has  a  strong  impact  on  films  prepared  at  room  temperature  for 
applications of PCPDTBT in organic semiconductor devices. Considering the sharpness 
of the disorder‐order transition, Figure 6 shows that for our PCPDTBT with a molecular 
weight of 23 kDa and a PDI of 1.7, the phase transition extends from 320K to 260 K, 
i.e. over a  range of about 60K. This  is  the  same  temperature  range as observed  for 
polydisperse, commercial MEH‐PPV and for P3HT with a molecular weight of 19kD and 
a PDI of 2.0.11,37 Note that when using a P3HT with same molecular weight yet  lower 
PDI of 1.1,  the  transition  range  reduces  to only 25K. With  respect  to  the  saturation 
fraction of aggregates, the saturation value of 40% of aggregates  in solution that we 
observe  for PCPDTBT  is consistent with  the similar values  found  for P3HT and MEH‐
PPV.9,11,37 
P3HT and MEH‐PPV are known  to  form weakly  interacting aggregates with either H‐
type or J‐type character, depending on the detailed conditions  in the solutions  (with 
respect  to  solvent  mixture,  solvation  process,  molecular  weight  of  the  polymer, 
polydispersity etc.).11,37,47‐53 Whether H‐type or J‐type character prevails, depends on 
the  relative  orientation  of  adjacent  chains  to  each  other  as well  as  the  amount  of 
energetic disorder that is present in the sample and that may arise from variations in 
structure or in polarization of the environment.54,55 Upon cooling solutions with THF or 
MTHF,  low  to  medium  molecular  weight  P3HT  usually  forms  H‐type  aggregates, 
whereas  MEH‐PPV  adopts  a  mixed  H/J‐character.56,57  As  evidenced  by  Figure  2, 
PCPDTBT is clearly an aggregate. Its vibrational structure, however, can be reproduced 
without  need  to  suppress  or  enhance  the  0‐0  peak  relative  to  the  remaining 
vibrational progression. Thus, PCPDTBT has neither a predominant H‐type  character 
nor  an  eminent  J‐type  nature.  Evidently,  the  inherent  energetic  disorder  is  large 
compared to the amount of coupling between chromophores, so that the signatures 
of  a  prevailing  H‐  or  J‐type  character  are masked.57  The  PCPDTBT  aggregates  are 
perhaps best described as a strongly disordered H/J‐aggregates.  
 
Aggregate	formation	in	PCPDTBT	thin	films	
When studying the formation of the low energy β‐phase in PFO thin films, Khan et al. 
showed that small aggregates present in the solution act as nucleation sites during the 
spin‐coating process.13,46 Here, we have evidence for PCPDTBT aggregates  in a MTHF 
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solution at  room  temperature and we have shown  that  the  formation of aggregates 
depends  on  the  concentration  of  the  solution.  Thus,  we  consider  that  preexisting 
aggregates act as nucleation sites when the film formation takes place in the presence 
of a slowly evaporating solvent as is the case when spin‐coating a film from a CB/DIO 
solution. The aggregates formed in solution and those formed in a CB/DIO spin‐coated 
film  seem  to be  identical. This  can be  inferred  from  the nearly  identical absorption 
spectra of aggregates  in  solution at 240 K and  in CB/DIO  film at  room  temperature 
(Figure 5), as well as the close similarity of the photoluminescence spectra at 180 K in 
solution and at 5 K in CB/DIO film (Figure 7). 
It  is well known that aggregate formation can also be  induced by swelling a film  in a 
solvent vapor (solvent annealing). The films prepared in this manner for PCPDTBT (CB‐
annealed  films) also show clear evidence  for aggregates, yet  their spectral signature 
differs, indicating an altered structure. For example compared to the CB/DIO film, the 
absorption  in  the  CB‐annealed  film  is  shifted  hypsochromically  (Figure  5)  and  the 
photoluminescence spectra evolve differently with temperatures (Figure 8). 
The fraction of aggregates found  in the two differently prepared films  is comparable 
to the saturation value obtained  in solution, suggesting that aggregate formation has 
been optimized by both preparation methods. This  fraction of aggregates  is  in  very 
good  agreement  with  aggregate  content  of  45%  that  was  reported  for  the  low‐
bandgap  copolymer P(NDI2OD‐T2).58 The  lack of  an  isosbestic point when  cooling  a 
film,  in contrast to  its presence when cooling a solution,  is remarkable. We attribute 
this to the change in environmental polarization upon cooling. In solution, the polymer 
chains  are  surrounded  by  solvent molecules,  whose  polarization  does  not  change 
significantly upon cooling. In contrast, in film, the chains are embedded in neighboring 
chains, whose conjugation  length, overall density and thus polarization changes with 
temperature.  The  associated  shift  in  polarization  energy  thus masks  any  isosbestic 
point. 
 
Energy	transfer	in	PCPDTBT	thin	films	
If we decompose the absorption spectra  into absorption from non‐interacting chains 
and  absorption  from  aggregated  chains, we  find  similar  fraction  of  aggregates  for 
solution  below  the  transition  temperature  regime  as  for  thin  films.  The  amount  of 
aggregates  present  in  the  films  corresponds  to  the  saturation  value  in  solution  
(Figure 6).  In  contrast,  in PL we observe differences.  The PL  spectra of PCPDTBT  in 
solution show emission from both, coiled chains and aggregated chains, whereas the 
film  spectra  show  only  aggregate  emission.  In  thin  films,  energy  transfer  can  take 
place  efficiently  by  exciton  diffusion,  i.e.  a  multistep  hopping  process  with  each 
hopping occurring by  Förster  transfer.46,59‐61 We  attribute  the  fact  that we  see only 
aggregate  emission  in  thin  films  containing  60%  of  amorphous material  to  exciton 
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diffusion from amorphous parts of the film to aggregated parts. This also implies that 
the  approximate  diameter  of  any  amorphous  phase  is  less  than  twice  the  exciton 
diffusion length at the respective temperature. 
The analysis of the spectra has already shown that the chromophores constituting the 
aggregate  are  only  weakly  interacting,  so  that  the  spectra  retain  the  vibrational 
structure that  is characteristic for non‐interacting chromophores. In this context, one 
may question whether the exciton dynamics, i.e. the diffusion of excitations, in weakly 
interacting  aggregates  differs  from  that  typically  found  for  amorphous  films.  In  
 
 
 
 
 
 
 
 
 
 
Figure  9:    (Solid  symbols)  Energetic  difference  Δε  between  the  position  of  the  0‐0 
transition  in  the  photoluminescence  and  the  center  of  the  density  of  states  (DOS) 
normalized  to  the  standard  deviation  σ  versus  kT/σ  for  the  CB/DIO  film.  Δε  was 
determined by  Franck‐Condon analysis of  the absorption  spectra.  (Dashed  line) The 
theoretical dependence: Δε(T)/σ(T)=‐σ(T)/kT. 
 
Figure 9 we plotted the spectral shift Δε between the position of the 0‐0 transition in 
the photoluminescence and  the  center of  the density‐of‐states  (DOS) normalized  to 
the Gaussian  line width  σ  versus  kT/σ as determined  via  Franck‐Condon  analysis of 
absorption  and  photoluminescence  spectra  (see  Supporting  Information  for 
absorption  spectra  at  low  temperatures).  Compared  to  the  theoretical  dependence 
Δε(T)/σ(T)=‐σ(T)/kT62‐64, we  see  good  agreement  between  theory  and  experimental 
data  for kT/σ >0.3  (above 150 K). At  lower  temperatures,  saturation of  Δε/σ occurs 
since the life time of the excitation limits the relaxation progress within the density‐of‐
states, as  is well established  for  this process of  spectral diffusion.62 Thus, we  found 
from  the  analysis  of  the  steady‐state  spectra  that  the  temperature‐dependent 
dynamics  in  these weakly  interacting  aggregates  does  not  differ  from  that  of  non‐
interacting chromophores.  
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Temperature‐induced	structural	changes	
In contrast to the absorption spectra (Figure 5), the photoluminescence spectra show 
significant differences in their evolution with temperature between the spectra taken 
in  solution  and  those  taken  in  thin  films  (Figure  8).  In  solution,  the  spectral  shape 
reflects  temperature‐induced  linewidth  broadening.  This  is  likely  to  arise  from 
increased  torsional motion  since  torsional motion  has  also  been  shown  to  be  the 
source  of  temperature‐induced  linewidth  broading  for  MEH‐PPV  in  MTHF.65  In 
contrast,  in the films, an  increased  intensity  in the red tail of the photoluminescence 
adds  to  the  broadening.  As  mentioned  above,  this  may  be  accounted  for  by  a 
temperature‐induced  increase  of  the  136  meV  vibration  or  by  the  temperature‐
induced population of a lower‐energy emissive state. We consider that the latter is the 
most likely explanation for the following reasons: 
•  Modelling  the  spectra as  resulting  from only one emitting  state  requires  the 
use  of  a  modified  FC‐analysis  with  a  suppressed  0‐0  intensity  (see  Supporting 
Information) from about 150 K onwards, suggesting a different chain orientation and 
order at higher temperatures. For the solution spectra, this  is not necessary. It  is not 
plausible why  in a  film, where  chain movement  is  constraint  compared  to  solution, 
such a reorientation should occur while it is absent in solution. In addition, the spectra 
considered  are  emission  spectra.  The  vibrational  peaks  observed  relate  to  the 
vibrations induced in the molecule in the ground state, when the nuclei want to return 
to their ground state equilibrium position after the vertical electronic transition from 
the  excited  state.  It  is  not obvious why  raising  the  temperature  should  change  the 
intensity of a particular ground state vibrational mode. Thus, we discard this approach 
as physically unlikely. 
•  The model of two emitting states,  in contrast, allows reproducing the spectra 
with the same FC‐analysis as used for solution, without need for suppressing the 0‐0 
peak. A temperature‐induced population of a lower energy emissive state is possible. 
As  demonstrated  by  Mikhnenko  et  al,  exciton  diffusion  becomes  temperature‐
activated from about 150 K onwards.66 If a very low amount of red emitting sites were 
incorporated in a film, the amount of emission from those sites would thus increases 
with  temperature  from 150 K onwards, consistent with  the observation  in our data. 
Note  that  if  low‐energy  sites  are  formed  in  solution,  the  lack  of  efficient  diffusion 
across the solution prevents them to be sufficiently populated for detection. 
While we can assign the spectral changes with temperature to red emissive trap sites, 
we  are not  able  to unambiguously  identify  the nature of  these  sites merely on  the 
basis of  the spectroscopic data. The broad emission shape would be consistent with 
excimer‐like sites, forming to a  low percentage in the film, as a possible origin.67,68 In 
polycrystalline  samples,  excimers  have  been  demonstrated  to  form  in  particular  at 
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grain  boundaries  as  a  result  of  structural  dislocations.  Thus,  excimer  formation 
comprising structural trapping  is promoted by small domain sizes, a  large amount of 
interfaces  and  fast  exciton  diffusion.36  To  assess,  whether  the  optical  data  are 
consistent with an excimer‐like origin, we compare the radiative decay rate kr and the 
non‐radiative decay rate knr obtained for the PCPDTBT films at room temperature with 
typical values for molecular assemblies and solids collected by Gierschner and Park.69 
For excimer emission of disytrylbenzene derivatives in the solid state, Gierschner and 
Park  find a quantum yield of 0.01, a  lifetime of 8.3 ns and a  radiative decay  rate of 
0.001 ns‐1. This results  in a non‐radiative decay rate of 0.12 ns‐1. The radiative decay 
rate  is  comparable  to  the  value we  found  for  PCPDTBT  thin  films  (kr  =  0.004  ns‐1), 
whereas our values for the non‐radiative decay rates (knr = 4.0 ns‐1) is 30 times higher. 
However, the disytrylbenzene derivative investigated by Gierschner and Parks emits at 
3.3  eV  while  our material  emits  at  1.4  eV.  Since  the  non‐radiative  decay  rate  in 
polymers  increases  drastically  with  decreasing  energy  gap  between  ground  and 
excited  state,  a  factor of 30  is  fully  consistent with  the energy  gap  law.70 Thus, we 
tentatively  attribute  the  low‐energy  emissive  state  in  PCPDTBT  thin  films  to  a  low 
percentage of excimer states present whose population is thermally activated. 
 
Correlation	to	structural	analysis	
Information on the structure of PCPDTBT has only become available  in recent years. 
On the basis of grazing incidence wide‐angle X‐ray experiments, Nelson et al., Bazan et 
al.  and  Russel  et  al.  could  show  that  PCPDTBT  forms  lamellar  structures  with  a 
distance of about 4Å between the plane of the backbone that allows for ‐stacking in 
two polymorphs.31,71,72 This applies  to PCPDTBT  films prepared by  spin‐coating  from 
neat  chlorobenzene  solution  and  from  chlorobenzene  solution  containing  additives 
such  as  dioiodooctane  or  octanedithiol.  These  lamellar  aggregates  extending  over 
about 40 nm are randomly oriented  in the film. Figure 10a shows an  image taken by 
atomic  force micrcoscopy  (AFM).35  This  is  the  structure  that prevails  in our CB/DIO 
films.  
For  the CB‐annealed  films, AFM and polarizing microscopy  indicate  the  formation of 
extended aggregates (Figures 10b and c). Recent structural investigations by Fischer et 
al.35  have  identified  the  formation  of  crystallites  with  the  c‐axis  of  the  unit  cell 
arranged at an angle of about 45° or at 90° to the substrate, thus leading to spherulite 
and  terrace‐like  structures,  respectively.  In  this  crystal  structure,  the  polymers 
assemble  in dimers with a distance of about 7Å between  the  two backbone planes. 
Adjacent dimers arrange in a herringbone structure. While the lamellar structure with 
the ‐stacking found for the CB/DIO films is akin to the structure of P3HT‐aggregates, 
the  herringbone‐dimer  structure  observed  for  the  CB‐annealed  films  that  does  not 
exhibit long‐range ‐interaction is similar to that reported for polyfluorene.73  
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Figure  10:    AFM‐height  images  of  a  CB/DIO  film  (a)  and  a  CB‐annealed  film  (c).  
(b) Polarized microscopy image of a CB‐annealed film. 
 
The  absorption  and  emission  in  the  CB/DIO  film  closely  resemble  the  spectra  and 
energetic positions obtained  in solution  (Figures 5 and 7). Thus  it appears  likely that 
PCPDTBT may  also  prevail  in  lamellar  assemblies  of  comparable  size  (~  40  nm)  in 
solution.  This  would  also  account  for  the  similar  percentage  of  40%  aggregates 
observed  in both, solution and CB/DIO  films. More remarkable, however,  is  that the 
same value is also found for the CB‐annealed films. 
From  the  spectral  separation  of  the  absorption  into  the  contributions  from  the 
aggregated  chains  and  from  the  disordered  chains  by  Franck‐Condon  analysis  
(Figure  S3)  one  learns  that  the  0‐0  position  of  the  disordered  chains  is 
hypsochromically  shifted  in  the  CB‐annealed  films  compared  to  the  CB/DIO  films, 
suggesting  a  shorter  average  conjugation  length  of  the  coiled  chains  in  the  CB‐
annealed films. It seems that the formation of extended crystalline structures such as 
spherulites and terraces in the CB‐annealed film constraints the conformations of the 
chains  in  the  amorphous  phase  thus  reducing  the  average  conjugation  length.  As 
demonstrated in Figure 5, the aggregated phase is also hypsochromically shifted in the 
CB‐annealed films compared to the CB/DIO films, suggesting a reduced polarization of 
the  surrounding medium  for  the  polymer  chains  in  the  CB‐annealed  films.  This  is 
consistent with the larger distance between the backbone planes that is found in the 
CB‐annealed films compared to the CB/DIO films in the structural studies.35  
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4	Conclusion	
The  low‐bandgap  copolymer  PCPDTDT  that  is  frequently  used  for  solar  cell 
applications undergoes a phase  transition,  like P3HT and MEH‐PPV, upon  cooling  in 
solution. Above the critical temperature Tc for the transition, the polymer prevails in a 
non‐aggregated manner in a randomly coiled conformation. Below Tc , up to about 40‐
45% of the polymer chains aggregate and adopt a more planarized conformation. For 
PCPDTBT,  the  critical  temperature  Tc  at which  the  phase  transition  takes  place  in 
MTHF  is around 300 K. Comparison  to structural  investigations suggest  that  lamellar 
aggregates  prevailing  in  solution  at  room  temperature  serve  as  nucleation  points 
during  the  process  of  spin‐coating,  thus  resulting  in  films  containing  randomly 
oriented  lamellar  aggregates.  In  contrast,  solvent  annealing  a  chloroform‐spun  film 
using  chlorobenzene  vapor  induces  a  herringbone  dimer  structure. We  show  that 
using suitable processing the maximum fraction of about 42% aggregates can also be 
obtained  in  thin  films of PCPDTBT.  In  these  films, a  small percentage of  low‐energy 
trap  states prevails  that  are populated by exciton diffusion  for  temperatures  above 
150 K. The emission characteristics of these states are consistent with an origin from 
excimers resulting from structural defects such as grain boundaries.  
 
 
5	Experimental	–	materials	and	methods	
(i)	Sample	preparation	
The  PCPDTBT  (poly{[4,4‐bis(2‐ethylhexyl)‐cyclopenta‐(2,1‐b;3,4‐b’)dithiophen]‐2,6‐
diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐4,7‐diyl}) was purchased  from 1‐material  and has  a 
molecular  weight  Mw  of  23  kD  with  a  polydispersity  of  1.7  (HT‐SEC,  160°C, 
trichlorobenzene, against PS standards).The solvents  (p.a. grade) chloroform  (CHCl3), 
chlorobenzene  (CB)  and  2‐Methyltetrahydrofuran  (MTHF)  as well  as  the  processing 
additive  1,8‐Diiodooctane  (DIO) were  bought  from  Sigma  Aldrich.  For  temperature 
dependent  solution measurements,  the PCPDTBT was dissolved  in  the  low melting‐
point  solvent MTHF with  a  concentration  of  0.25 mg/ml.  Concentration  dependent 
solution measurements were done with PCPDTBT  in MTHF. Solutions were stirred at 
about 50 °C for at least 15 min and exposed shortly to ultrasonic sound before further 
dilution and measurements. 
Film preparation was done under nitrogen atmosphere. Spectrosil B quartz substrates 
were  cleaned with  a  CO2  snow  jet  followed  by  exposure  to  oxygen  plasma  (Diener 
Femto 100 W)  for at  least 300 s. Two different techniques were used.  (i) Films were 
spin‐coated  onto  the  quartz  substrate  at  1000  rpm  for  240  seconds  from  3 mg/ml 
solution of chlorobenzene containing 2 wt% of DIO. We refer to these films as CB/DIO‐
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films  (ii)  Films  were  also  prepared  by  first  continuously  stirring  a  3 mg/ml  CHCl3 
solution for 1 to 2 hours at elevated temperatures (50‐60°C). From this solution, spin‐
coating took place at 1000 rpm for 30 s within 24 h after preparation of the solutions. 
Subsequently, these films were exposed to controlled chlorobenzene vapor by placing 
the spin‐coated substrates, held at 42°C, in a chamber with the vapor atmosphere set 
to 50°C. The films were first swollen to a solution‐like state and then recrystallized by 
slowly  decreasing  the  vapor  pressure  as  previously  described.74 We  shall  call  these 
films CB‐annealed films. In addition, films for Raman measurements were prepared by 
spin‐coating  from  the  3 mg/ml  CHCl3  solution  onto  a  gold  surface  that  had  been 
evaporated on top of a silicon wafer. 
 
(ii)	Microscopy	
The atomic  force microscopy  (AFM) was performed on a Dimension  Icon AFM  from 
Bruker operated in tapping mode under ambient air. The polarized microscopy images 
(POM) were captured with an Axio  Imager.A1  from Zeiss using crossed polarizers as 
indicated by arrows in the POM images. 
 
(iii)	Optical	spectroscopy	
The home‐built setup for temperature‐dependent absorption and photoluminescence 
measurements of solution and thin films includes a monochromator (CVI Instruments 
Digikrom  240)  with  Si‐photodiode  (by  Thorlabs)  and  lock‐in  technique  (Standford 
Research Systems, Model SR830 DSP Lock‐In Amplifier) for signal detection, a Xe‐lamp 
(LAX 1530 by Müller GmbH Elektronik ‐ Optik) with monochromator (LTI by Amko Light 
Technology Instruments) for illumination (absorption) and a Compass continuous wave 
405nm  diode  laser  by  Coherent  for  excitation  (photoluminescence).  During  the 
measurement, the sample (the film on the quartz substrate or a 1mm quartz cuvette 
with  the MTHF  solution)  is  held  in  a  continuous  flow  Helium  cryostate,  with  the 
temperature  controlled  by  a  ITC503 Oxford  instruments  temperature  controller.  To 
measure  the  absorption  for  different  concentrations, we  used  a Varian  Carry  5000 
UV/Vis  spectrometer  in  a  standard  double‐beam  transmission  alignment. 
Photoluminescence of the concentration series was measured in front geometry using 
a home‐built setup  that  includes a Compass continuous wave 405nm diode  laser by 
Coherent  for  excitation  and  an  iDus CCD  camera  from Andor  Technology  combined 
with a MS125 spectrograph by Newport  for signal detection. Spectral correction was 
determined by means of a SESSL‐1‐5 calibrated spectral flux standard by SphereOptics. 
Temperature dependent absorption of PCPDTBT thin films was measured using a Zeiss 
spectrometer with MCS621VIS  II  detector  combined with  a  HotStage  THMS600  by 
Linkam  for  heating.  Photoluminescence  lifetime  was  measured  on  a  home‐built 
confocal microscope using TCSPC. The excitation light (532 nm, 20 MHz, <80 ps pulse 
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duration; LDH‐P‐FA‐530L, PicoQuant) was directed via a dichroic beam splitter  (z532 
RDC, AHF Analysentechnik AG)  to an  infinity‐corrected oil‐immersion objective  (60x, 
PlanApo,  NA  =  1.45,  Olympus)  and  focused  onto  PCPDTBT  films.  The 
photoluminescence was  collected  by  the  same  objective,  passed  suitable  dielectric 
long‐pass  filter,  and  was  detected  by  single‐photon  sensitive  photodiode  (Micro 
Photon Devices). The Micro Photon Devices's electrical signal was used to start a TCPC 
module  (Timeharp  200,  PicoQuant).  The  quantum  efficiency  of  PCPDTBT  in MTHF  
(c = 0.25 mg/ml) was measured with a FP‐8600 fluorescence spectrometer by JASCO 
Analytical  Instruments.  The  excitation  wavelength  was  405  nm.  For  Raman 
measurements a  Jobin Yvon HR800  confocal Raman microscope  from Horiba with a 
He‐Ne‐Laser (500:1 polarization, 632.82 nm, 20 mW) was used. Films were measured 
in air for 60 s (laser power: 2 W).  
 
(iv)	Franck‐Condon‐Analysis	
For an appropriate analysis of the spectra, Franck‐Condon (FC) fits were carried out by 
modelling  the  absorption  and  photoluminescence  spectrum  as  a  sum  of  Franck‐
Condon  transitions  based  on  several  intramolecular  vibrational  modes,  i.  In  the 
harmonic approximation, vibrational frequencies ω remain constant for both, ground 
and  excited  state.  Thus,  the  intensity  of  individual  emission  and  absorption  lines  is 
determined by the Huang‐Rhys parameter S, 
           2∆Q
2
Mω S  ,        (2) 
with  M  the  reduced  mass  of  a  single  oscillator  and  ΔQ  the  configurational 
displacement between ground and excited  state. The  intensities  I0‐m of  the  vibronic 
transitions  0‐mi  of  mode  i  are  related  to  the  Huang‐Rhys  parameter  via 
!m/SeI i
m
i
S
m0
ii
i

  . We modeled the photoluminescence spectra,   ωPL  , and the 
absorption spectra,   ωA  , according to45  
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    (4) 
where n  is  the  refractive  index of  the  surrounding medium, mi=0,1,2,3,… being  the 
vibration quantum number of the ith vibrational mode , ħω0 is the energetic position 
of the 0‐0 line, and Γ denotes the Gaussian line shape function with constant standard 
deviation σ. The normalization term n³(ħω)³ and n(ħω) arise from accounting for the 
photon density‐of‐states  in the surrounding medium effecting the emitter’s emission 
and absorption coefficient, respectively.45,57,75  
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1	Raman	spectroscopy	
In addition to the energetic position of the 0‐0 transition and the Gaussian line width, 
the vibrational frequencies coupling to the transition from ground to first excited state 
are essential parameters for Franck‐Condon fitting. Therefore, we have measured the 
Raman energies of PCPDTBT spin‐coated  from chloroform using a  Jobin Yvon HR800 
confocal  Raman microscope  from  Horiba with  a  He‐Ne‐Laser.  Figure  S1  shows  the 
resulting Raman spectrum.  
The following four Raman modes were used for Franck‐Condon fitting in addition to a 
low  energy mode  at  500  cm‐1  (62 meV)  that we  associate with  a  torsional mode:  
857 cm‐1, 1096 cm‐1, 1347 cm‐1, 1535 cm‐1 (106 meV, 136 meV, 167 meV, 190 meV). 
These modes are used as effective modes for energetically adjacent vibrations.  
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Figure S1  
Raman spectrum of PCPDTBT with peak positions labeled in cm‐1. 
 
 
2	Franck‐Condon	analyses	in	PCPDTBT	solution	
Franck‐Condon analyses  for photoluminescence and absorption spectra were carried 
out according to Equations 3 and 4 from the manuscript, respectively. Prior to fitting, 
normalizations were done via n³(ħω)³ and n(ħω) accounting for the photon density‐of‐
states  in  the  surrounding medium  effecting  the  emitter’s  emission  and  absorption 
coefficient,  respectively.  The  refractive  index  n was  taken  to  be  constant  over  the 
fitted spectral range. Our multi‐mode Franck‐Condon fitting procedure is based on the 
Raman frequencies enumerated in the above section and executes fits for two phases 
simultaneously.  
We separated the spectra  into spectra of  low energy, aggregated, phase and spectra 
of high energy, coiled, phase. Figure S2 shows exemplarily the results for 180 K, 240 K 
and 340 K.  
At  180  K,  the  photoluminescence  spectrum  shows  only  aggregated  phase,  in 
absorption both phases, aggregated and coiled, are present. At 240 K, both phases are 
present  in absorption as well as  in photoluminescence. At 340 K, only coiled phase is 
present  in both photoluminescence and absorption. Therefore,  the 180 K and 340 K 
photoluminescence  FC  fits  were  used  as  starting  points  for  successive  two  phase 
analysis  for  the whole  temperature  range  from  180  K  to  340  K.  In  absorption,  the  
340 K FC fit was used as a starting point for fits at different temperatures.  
The  separation  of  the  spectra  yields  in  addition  to  the  spectral  shape  of  the  pure 
aggregated and coiled phases the fraction of absorption for each phase. The latter can 
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be used to determine the actual fraction of aggregated phase present in the solution. 
In order to do so, an isosbestic point is mandatory for determination of the change in 
oscillator  strength when  going  from  coiled  to  aggregated  polymer  chain.  Since  the 
temperature  dependent  absorption  spectra  of  PCPDTBT  show  a  perfect  isosbestic 
point below 280 K, we were able to extract the  fraction of aggregates  (see Figure 6, 
manuscript)  following  the  procedure  presented  in  the  Supporting  Information  of 
Scharsich et al. 2012.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2 
Multi‐mode  Franck‐Condon  fits  of  photoluminescence  (left)  and  absorption  (right) 
spectra of PCPDTBT in solution for the temperatures 180 K (top), 240 K (middle), 340 K 
(bottom).  The  spectra  were  normalized  according  to  Equations  3  and  4  (see  the 
manuscript) prior to fitting and scaled yielding normalization to the 0‐0 transition line 
of the lowest energy phase present.  
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3	Franck‐Condon	analyses	in	PCPDTBT	thin	films	
The  multi‐mode  Franck‐Condon  analyses  of  PCPDTCT  thin  film  absorption  spectra 
were done analogously to the above mentioned routine for fitting solution spectra. In 
this case, the Franck‐Condon fit of the absorption spectrum of PCPDTBT in solution at 
180  K was  used  as  a  starting  point  for  fitting  the  film  spectra.  For  the  considered 
temperature range of room temperature up to approximately 500 K, we varied mainly 
the line width σ combined with only slight changes in Huang‐Rhys parameters. Figure 
S3 shows the resulting absorption FC fits for PCPDTBT CB/DIO film and PCPDTBT CB‐
annealed  film  at  room  temperature  and  at  about  500  K.  Table  S1  shows  the 
corresponding FC fitting parameters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S3 
Multi‐mode Franck‐Condon fits containing aggregated and coiled phase of absorption 
spectra  for PCPDTBT  thin  films: CB/DIO  film  (top) and CB‐annealed  film  (bottom) at 
room  temperature  (left)  and  at  about  500  K  (right),  respectively.  The  spectra were 
normalized  according  to  Equation  3  and  4  (see  the manuscript) prior  to  fitting  and 
scaled  yielding  normalization  to  the  0‐0  transition  line  of  the  lowest  energy  phase 
present.  
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Table S1 
Fitting  parameters  of  the  Franck‐Condon  analyses  for  absorption  spectra  of  the 
aggregated phase (agg.) and the coiled phase (coil) of PCPDTBT thin films with E0 the 
position of 0‐0 transition and σ the Gaussian standard deviation. 
FC parameter  E0 in eV  σ in meV 
CB/DIO film   298 K agg. 1.522 55 
  298 K coil 1.755 65 
  492 K agg. 1.606 83 
  492 K coil 1.790 85 
Film CB annealed  293 K agg. 1.598 69 
  293 K coil 1.850 70 
  482 K agg. 1.645 88 
 482 K coil 1.865 79 
 
 
Again, we used the Franck‐Condon analysis of the absorption spectra to determine the 
fraction  of  aggregates  (see  Figure  6,  manuscript)  assuming  the  relative  oscillator 
strength equals the one in solution.  
One possibility  to model  the photoluminescence  spectra of PCPDTBT  thin  films  is  a 
modified Franck‐Condon fit involving a variable 0‐0 line strength according to  
    )]ωω(ωΓδ[]ωωΓδ[ωnωPL i0033   
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m mI
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0
with n being the refractive  index of the surrounding medium, mi=1,2,3,4… being  the 
vibration  quantum  number  of  the  ith  vibrational mode  ,  ħω0  being  the  energetic 
position  of  the  0‐0  line,  Γ  denoting  the Gaussian  line  shape  function with  constant 
standard deviation σ and α being the scaling  factor  for the 0‐0  line. Figure S4 shows 
the modified Franck‐Condon  fits of  the photoluminescence  spectra of PCPDTBT  thin 
films  for  exemplary  temperatures.  The  used  vibrational  modes  are  the  above 
mentioned (see section Raman spectroscopy). For clarity, the fits are shown only up to 
the  first  vibration quantum number  for each mode. Note,  that  for  temperatures of  
150  K  and  above  it’s  necessary  to  increase  strongly  the  136 meV mode  to  fit  the 
experimental data.   
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Figure S4 
Modified Franck‐Condon fits of the photoluminescence of PCPDTBT thin films allowing 
for  variable  0‐0  line  intensity:  CB/DIO  film  (left  column),  CB‐annealed  film  (right 
column) at exemplary temperatures.   
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
1.2 1.3 1.4 1.5 1.6
0.0
0.5
1.0
1.2 1.3 1.4 1.5 1.6
0.0
0.5
1.0
 Exp. Data
 Sum FC fit 
 Gaussians
 Residue
 
 
CB/DIO film
5 K
 Exp. Data
 Sum FC fit
 Gaussians
 Residue
 
 
CB-annealed film
5 K
 Exp. Data
 Sum FC fit 
 Gaussians
 Residue
 
 
CB/DIO film
100 K
 Exp. Data
 Sum FC fit
 Gaussians
 Residue
 
 
CB-annealed film
100 K
 Exp. Data
 Sum FC fit 
 Gaussians
 Residue
 
 
 P
ho
to
n 
Fl
ux
 (a
.u
.)
CB/DIO film
200 K
 Exp. Data
 Sum FC fit
 Gaussians
 Residue
 P
ho
to
n 
Fl
ux
 (a
.u
.) 
CB-annealed film
200 K
 Exp. Data
 Sum FC fit 
 Gaussians
 Residue
 
 
CB/DIO film
300 K
 Exp. Data
 Sum FC fit
 Gaussians
 Residue
 
 
CB-annealed film
300 K
 Exp. Data
 Sum FC fit 
 Gaussians
 Residue
 
 
Energy (eV)
CB/DIO film
400 K  Exp. Data Sum FC fit
 Gaussians
 Residue
 
 
Energy (eV)
CB-annealed film
400 K
154
Revealing Structure Formation in PCPDTBT by Optical Spectroscopy 
  
 
4	Spectral	diffusion	
In Figure S5, we show the underlying absorption spectra of Figure 9, manuscript, for 
PCPDTBT CB/DIO  film  for  the  temperature  range of 5 K  to 400 K. The  spectra were 
measured  using  a  Xe‐lamp  with  monochromator  for  illumination  and  a 
monochromator with Si‐photodiode and lock‐in technique for signal detection.  
 
 
 
 
 
 
 
 
 
 
 
Figure S5 
Optical density of PCPDTBT CB/DIO film for temperatures between 5 K and 400 K. Data 
were smoothed and corrected for offset.  
 
The analysis of  the PCPDTBT photoluminescence and absorption  spectra  concerning 
spectral  diffusion  requires  the  exact  knowledge  of  center  energy  of  the  density  of 
states (DOS). When an exciton relaxes to lower energy sites in the DOS where it emits 
yielding the measured photoluminescence, the energy difference between the center 
of DOS and  the  relaxation  site,  Δε, normalized by  the  line width  σ,  should obey  the 
theoretical law Δε(T)/σ(T)=‐σ(T)/kT.2 We determined the center energy of the DOS as 
the energy of  the 0‐0  transition  line via Franck‐Condon analysis of  the  temperature 
dependent absorption  spectra  shown  in Figure S5. The corresponding energy of  the  
0‐0  line  in  photoluminescence  resulting  from  FC  analysis  yields  the  temperature 
dependent energy difference Δε(T). The  line width σ(T) was taken from FC fits to the 
photoluminescence spectra. The resulting plot of Δε(T)/σ(T) against kT/ σ(T) is shown 
in Figure 9, manuscript. 
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5	Lifetime	measurements	of	PCPDTBT	thin	films	
For  the  PCPDTBT  thin  films,  we  measured  lifetimes  using  time‐correlated  single 
photon  counting  (TCSPC)  as  described  in  detail  in  the manuscript.  Figure  S6  shows 
exemplarily the data and the corresponding fit for the CB‐annealed film. The analysis 
and fitting of the decay curves were done with the program PicoQuant FluoFit 4.1.1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S6 
TCSPC  decay  curve  of  the  photoluminescence  of  the  CB‐annealed  film  (blue  line), 
instrument  response  function  (IRF)  (green  line)  and  the  monoexponential, 
reconvoluted model decay (red line).  
 
The  model  used  for  fitting  was  monoexponential  and  reconvoluted  with  the 
instrument  response  function  (IRF).  Table  S2  shows  the  fitting  parameters  for  the 
decay curves of both films. The fits were calculated according to 
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with I(t) being the intensity of the decay signal at time t, IRF(t’) being the intensity of 
the  IRF at  time  t’, A being  the amplitude of  the decay at  time  zero and  τ being  the 
lifetime.  
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Table S2 
Fitting  parameters  for  the  decay  fits  as  yielded  by  analysis with  PicoQuant  FluoFit 
4.1.1: A is the amplitude at time zero, τ is the lifetime.  
Parameter  CB/DIO film  CB‐annealed film 
A  (7140 ± 180) counts  (9260 ± 110) counts 
τ  (0.2619 ± 0.0040) ns  (0.2576 ± 0.0020) ns 
 
 
6	PCPDTBT	film	spin‐coated	from	chloroform	
In  addition,  we  investigated  a  third  type  of  PCPDTBT  films  spin‐coated  from 
chloroform  (CHCl3).  The  samples were  prepared  from  3 mg/ml  CHCl3  solutions  by 
continuously stirring the solutions for 1 to 2 hours at about 50 to 60°C. The films were 
then prepared by spin‐coating at 1000 rpm  for 30 s within 24 h after preparation of 
the  solution.  These  films  are  the  precursor  films  for  the  vapor  annealed  films 
presented in the manuscript. Their morphology is unproved. 
Figure  S7  shows  the  absorption  and  photoluminescence  spectra  for  a  temperature 
range of 293 K  to 493 K and 5 K  to 480 K,  respectively.  In absorption,  the spectrum 
shifts  to  the  red  continuously  and  evolves  a  low  energy  peak  that  shifts  at  room 
temperature up to 1.62 eV. Thus, it lies energetically between the CB/DIO film and the 
CB‐annealed  film  shifting  up  to  1.56  eV  and  1.67  eV,  respectively,  at  room 
temperature.  The  low  energy  peak  is  less  pronounced  than  in  the  CB/DIO  film  but 
higher when compared  to  the CB‐annealed  film. The  spectral  shape  in absorption  is 
similar  to  the  one  of  the  CB/DIO  film missing  as well  the  pronounced  high  energy 
shoulder of the CB‐annealed film. 
In photoluminescence,  the  film spun  from CHCl3 spectra shows one emission as  the 
two other  film  types do. The photoluminescence shifts continuously  to  the  red with 
decreasing temperature by 65 meV. At 5 K, the photoluminescence of the CB/DIO film 
is at 1.40 eV and for the CB‐annealed film at 1.43 eV, the film spun from CHCl3 is again 
in between at 1.42 eV. 
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Figure S7 
PCPDTBT  film  spin‐coated  from  chloroform  (a)  optical  density  for  temperatures 
between 293 K and 493 K, (b) photoluminescence for temperatures between 5 K and 
480 K.  
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7	Full	chemical	names	of	materials	from	the	manuscript	
Table S3 
Abbreviations and names of materials as mentioned  in the manuscript (left) together 
with their full chemical names (right). 
dioodooctane  1,8‐diiodooctane 
chloroform  trichloromethane 
distyrylbenzene  1,4‐distyrylbenzene 
MEH‐PPV  poly[2‐methoxy‐5‐(2‐ethylhexyloxy)‐1,4‐phenylenevinylene] 
octanedithiol  1,8‐octanedithiol 
P3HT  poly(3‐hexylthiophene‐2,5‐diyl) 
PCBM  [6,6]‐phenyl C61 butyric acid methyl ester 
PCDTBT  poly[N‐9′‐heptadecanyl‐2,7‐carbazole‐alt‐5,5‐(4′,7′‐di‐2‐
thienyl‐2′,1′,3′‐benzothiadiazole)] 
PCPDTBT  poly{[4,4‐bis(2‐ethylhexyl)‐cyclopenta‐(2,1‐b;3,4‐
b’)dithiophen]‐2,6‐diyl‐alt‐(2,1,3‐benzo‐thiadiazole)‐4,7‐diyl} 
PDPP‐TPT  poly[{2,5‐bis(2‐hexyldecyl)‐2,3,5,6‐tetrahydro‐3,6‐
dioxopyrrolo[3,4‐c]pyrrole‐1,4‐ 
diyl}‐alt‐{[2,20‐(1,4‐phenylene)bis‐thiophene]‐5,50‐diyl}] 
PFO  poly(9,9‐di‐n‐octylfluorenyl‐2,7‐diyl) 
PPV  poly(p‐phenylene vinylene) 
PTB7  poly({4,8‐bis[(2‐ethylhexyl)oxy]benzo[1,2‐b:4,5‐
b′]dithiophene‐2,6‐diyl}{3‐fluoro‐2‐[(2‐
ethylhexyl)carbonyl]thieno[3,4‐b]thiophenediyl}) 
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