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Using our previous results we extend to the case of polynomial regression a 
recent characterization, obtained by Rao and Sinha, of the Dirichlet distributions. 
We also show that the class of distributions considered by Rao and Sinha possess 
many properties previously established by the authors for the multivariate Liouville 
distributions. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
In a recent article [l] on the multivariate Liouville distributions, the 
authors established the following characterization of the Dirichlet distribu- 
tions: 
1.1. THEOREM [l, Remark 6.2(iii)]. Suppose that the random vector 
(X,, . . . . X,) is distributed over the simplex 9” = {(x1, . . . . x,): x;>O, 
1 Gi<n;Cr=, xi< l}, with continuous density function &xl, . . . . x,). 
Assume that 
(i) 4(x1, . . . . x,)>O on 9”; 
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(ii) (X,, . . . . X,,) has a Liouville distribution; so that 4(x,, . . . . x,) is of 
the product form 
9(x,,...,-~,)=f 
( ) 
i x, fi xp’- ‘, a, > 0; (1.1 
i=l i= I 
(iii) for a positive integer k, and ie { 1, 2, ..,, n}, 
b(X:~~ixj=t)=~(l-t)*; o<t<1, (1.2 
where c is a constant. 
Then (X, , . . . . X,) has a Dirichlet distribution. 
More recently, a partial extension of Theorem 1.1 was obtained by Rao 
and Sinha [5]. 
1.2. THEOREM [5]. Suppose that (X,, . . . . X,) is distributed over y?, with 
continuous density function 4(x,, . . . . x,). Assume that 
(i) $(x1, .-, x,)>O on yl,; 
(ii) 0(x , , . . . . x,) is of the product form 
(1.3) 
(iii) at least one fi in (1.3) is a homogeneous (or power) function; 
(iv) for all i= 1, . . . . n, the regression S(X, 1 C,,; X, = t) is a linear 
function oft. 
Then (X,, . . . . X,,) has a Dirichlet distribution. 
The proofs of Theorems 1.1 and 1.2 are very similar; in fact the integral 
equations in [ 1, Eq. (6.4); 5, Lemma 21 are equivalent, after a change of 
variables. Therefore, it is to be expected that an extension of Theorem 1.2 
to the case of polynomial regression should hold. We will show (in 
Section 2) that this is indeed the case. 
Rao and Sinha [S] also left open the possibility of a second extension 
of Theorem 1.1 using the pairwise regressions 8(X, 1 X,), i # j. In Section 2, 
we prove that Theorem 1.2 remains valid when the hypothesis (iv) is 
replaced by (iv)‘: for all i # j the regression &(X7 1 X, = t) is a polynomial 
of degree kj in t, where k r, . . . . k, are positive integers. 
It is also interesting to note that the Rao-Sinha densities (1.3) possess 
many of the key properties of the Liouville distributions. In Section 3, we 
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outline how results established in [ 1) for the Liouville densities (1.1) 
extend to the densities (1.3). 
2. POLYNOMIAL REGRESSION 
As noted in [S], the regression of Xi on (X,, j # i} depends only on 
Cjri X, whenever (X,, . . . . X,) has the density (1.3); this holds because the 
pair (Xi, cjzi Xj) again has a density of the form (1.3). Therefore, we lose 
no generality by conditioning on {‘&,i X, = t}. The following result 
completely extends Theorem 1.1 to the densities (1.3). 
2.1. THEOREM. Let k,, . . . . k, be a sequence of positive integers; and 
(X,, . . . . A’,,) be distributed over 97 with a continuous density function 
4(x 1, . . . . Y ) which satisfies the hypotheses (i), (ii), and (iii) in Theorem 1.2. . n 
Zf for each i = 1, . . . . n, the regression cY(X~ I Cji i X, = t) is a polynomial of 
degree ki in t, then (X, , . . . . X,,) has a Dirichlet distribution. 
Proof: Assume that for any i, 1 d i < n, 
s(x’I~jx,=r)=~oci(l-r)j, O<t<l. (2.1) 
Since 4 is supported on 5$ then XF ,< (1 -Cj+i Xj)“l (with Probability 1); 
hence, 
and in turn 
o<; Cj(l-t)j<(l-t)k,, o<t<1. (2.2) 
j=O 
Let j. = min{j: cj # 0). Then the sum in (2.2) is of the form 
Cjo( 1 - t)jO + o( (1 - t)jO). (2.3) 
Hence it follows trivially from (2.2) and (2.3) that j, = ki, and therefore, 
4(Xr.l~iXj=t)=C,ilt)*r, O<t<l. (2.4) 
For the rest of the proof, we need the argument in [ 1, Remark 6.2(iii)]. 
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Note that the case of general n may be reduced to n = 2 by means of the 
device that (Xi, cj,i Xi) itself has a density of the form (1.3) with n = 2. 
With n = 2, assume that fi is homogeneous, f,(x) = cxap’; then by (2.4) 
with i= 1, 
i 
1-r 
XUfkl-lf3(l-f-X)dX 
0 
=e(l-l)Xii~-rx”~l~~(l-tX)~x, (2.5) 
where c is a constant. Replacing x by x-t, we obtain the equivalent 
condition 
I I (X-ty++lf3(1 -x)dx I 
=c(l-tp j’(x-t)a-‘f3(1-Y)dx (2.6) f 
which is of the form given in [ 1, Eq. (6.4)]. Solving (2.6) using the 
methods of [l, Remark 6.2(iii); 41, we find that f3 is homogeneous. If 
f&J= c, xh- ’ for constants 6, c,, then by (2.4) with i = 2, 
1 
1-l 
(l-t-X)b+k2+ f*(x)dx 
0 
= c( 1 - tp j; -’ (1-t-X)b-'f2(X)dx. (2.7) 
Replacing x by 1 -x, we obtain an equation which is of the same form as 
(2.6). Proceeding as before, we get a homogeneous f2 as the solution of 
(2.7). Therefore, (X,, X,) has a Dirichlet distribution. By symmetry, we 
obtain the same conclusion starting with the assumption that f2 is 
homogeneous. 
Finally, if f3 is assumed to be homogeneous, then the regression of Xl;l 
on X, (resp. X2 on X,) together with the above argument implies that f, 
(resp. fi) is homogeneous. So (Xi, X,) again follows a Dirichlet distribu- 
tion. 
2.2. Remark. If we solve the integral equation (2.5) using the approach 
in [l, Remark 6.2(iii)], then it is crucial that k, be a nonnegative integer. 
The referee has observed that a more powerful method of solving (2.5) is 
to use the results of Lau and Rao [4]; in fact, the methods in [4] will 
solve (2.5) even for nonintegral k, . 
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To see this, let R” denote the Riemann-Liouville fractional integral of 
order tl> 0, given by 
1 f 
R”f(t)=- 
s r(a) 0 
x”-tf(t-X) dx, t > 0. 
If we denote constants generically by c, then on replacing t with 1 - t in 
(2.5) we obtain 
R”+k’f3(t) = ctk1Rcrf3(t), o<t<1. (2.8) 
Define 
fl+-“R”f&)=c~; (l-x)“-lfJtx)dx, o<t<1; (2.9) 
then we obtain 
f(t) = t-“R”f,(t) (by (2.9)) 
~ct-~t-~lR~l+~f~(t) (by (2.8)) 
=ct-‘a+kl)RklRUf3(t) (since Rkliu = RklR”) 
=ct-(“+k’)Rkl(taf(t)), (2.10) 
valid for 0 < t < 1, and where the last equality also follows from (2.9). 
Rewriting (2.10) as an integral equation, we have 
f(t)=c~~f(tY)(l-Y)k’-‘Y”dv, o<t<1. (2.11) 
Applying the results of Lau and Rao [4] to solve (2.11), we then find 
that f(t) is homogeneous. In turn, it follows from (2.9) that f3(t) is 
homogeneous. 
A further benefit of the above approach is that we can now solve a 
problem left open in [ 11. Suppose that (X,, . . . . X,) follows a Liouville 
distribution, such that 
6(X:~~lX,=r)=c(l-t)*, o<t<1, (2.12) 
where k > 0, 1 < r < j < n. If k is a nonnegative integer then it was shown 
in [l, Remark 6.2(iii)] that (X,, . . . . X,) necessarily follows a Dirichlet 
distribution. It was also conjectured in [l, Zoc. cit.] that the same result 
holds if k is non-integral. This conjecture now follows immediately from the 
preceding remark since the regression hypothesis (2.12) is equivalent to an 
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integral equation of the form (2.6) and which is now solved by applying the 
results in [4]. 
In ending this section we extend Theorem 1.2 to the case of pairwise 
regression, answering a question posed in [S]. 
2.3. THEOREM. Let k,,..., k, be a sequence of positive integers; and let 
(X, 9 . . . . X,,) be distributed over YE with a continuous density 4(x,, . . . . x,) 
which satisfies the hypotheses (i), (ii), and (iii) in Theorem 1.2. Iffor all i# j, 
the regression 8(X$/ Xi = t) is a polynomial of degree k, in t, then 
(X , , . . . . X,,) has a Dirichlet distribution. 
Proof: Suppose that f,, say, is homogeneous, f,(xl) = cxf;’ - ‘. Then the 
joint density function of (X, , X,) (j > 1) is of the form 
x~‘~tf;(x,)~,(l-xI--yI)’ x1 >o, x,>o, x, +x,< 1, 
where #j can be determined explicitly (using the result on marginal den- 
sities given below in Proposition 3.2). Since b( Xf’ 1 Xj = t) is a polynomial 
of degree k,, then by Theorem 2.1, fj and #j are both homogeneous; hence 
(X, , X,) has a Dirichlet distribution. Since this result is valid for all j > 1, 
then fi, . . . . f, are all homogeneous; hence (X,, . . . . X,,) has a Liouville 
distribution. 
On the other hand, since (X,, Xi) has a Dirichlet distribution, then Xi 
has a marginal beta distribution. Since the distribution of a Liouville 
random vector (Xi, . . . . X,,) is uniquely determined by the distribution 
of X, [l, Remark 4.2(ii)], then (X,, . . . . X,) necessarily has a Dirichlet 
distribution. 
3. STRUCTURE PROPERTIES 
In analogy with the notation of [l], and with a slight departure from 
(1.3), let us write (Xi, . . . . X,) - L[f,, . . . . f,,; g,] whenever the variables 
X 1, . . . . X,, have a joint density of the form 
4(x , 9 . . . . x,1= gn i -yI fi Ltxi)3 
( > r=l r=l 
(3.1) 
and the variables range over the octant R: = {(x1, . . . . x,): xi > 0, i= 
1 , . . . . n}. The density (1.3) arises when g,, is supported on the interval (0, 1). 
In developing the structure properties of the densities (3.1), it turns out 
that the required techniques are already available in [ 11. Therefore, we 
provide only some cursory comments while recording the properties 
of (3.1). 
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A. Stochastic Representations [ 1, Section 31. 
3.1. PROPOSITION. Define random variables Y,, . . . . Y,, by the transforma- 
tion (X,, . . . . X,) = (Y,, . . . . Y,- 1, 1 -Cl:: Yi) Y,,. Then (Y,, . . . . Y,- 1) and 
Y,, are mutual1.v independent if and only iffi, . . . . f,, are homogeneous. In that 
case, (Y ,,..., Y,-,) h as a Dirichlet distribution. 
The proof of this and other stochastic representations is similar to the 
proof of Theorem 3.2 in [ 11. 
B. Marginal Distributions [ 1, Section 41 
3.2. PROPOSITION. Zf (X,, . . . . A’,) N L[fi, . . . . f,; g,] then (X,, . . . . A’,- ,) 
-Uf,,...,f,-,;f, # g,l, where 
(f, # g,)(x) = jE fn(t- +x) g,(t) dt. 
i 
(3.2) 
By iterating (3.2), we obtain the marginal distribution of (X1, . . . . X,), 
r -C n. In the case when g,(t) = f,, r( 1 - t) is supported on (0, l), fn # g, = 
fn*fn+l, the familiar convolution given by 
(fn*fn+,Nx)= j;f”(x-f)f”+dW. 
C. Total Positivity and Dependence Properties [ 1, Section 51 
3.3. PROPOSITION. Let (X, , . . . . X,) N L[ f, , . . . . f, ; g,]. Then 
0) Gf,, . . . . X,,) is multivariate totally positive of order 2 (MTP,) if 
and only tf g, is log-convex. 
(ii) Zf g, is monotone decreasing or increasing, then (X1, . . . . X,) is 
multivariate reverse rule of order 2 (MRR,) tf and only tfg, is log-concave. 
The proof of Proposition 3.3 parallels the arguments which established 
Propositions 5.2 and 5.6 in [ 11; in particular, the dependence properties 
and expectation inequalities [ 1, Theorem 5.41 which hold for the MTP, 
Liouville distributions extend without any change to the density (3.1). 
To obtain dependence properties in the MRR, case, we need to deter- 
mine when (Xi, . . . . X,), or its density function 4(x,, . . . . x,), is strongly 
multivariate reverse rule of order 2 (S-MRR,). The statement and proof of 
the following result are the appropriate extensions of [ 1, Theorem 5.81. 
3.4. THEOREM. Let (X,, . . . . 1,)~ L[f,, . . . . f,; g,], where fi, . . . . f, are 
Pdlya frequency functions of order 2; and g, is monotone increasing or 
decreasing. Then (X, , . . . . X,,) is S-MRR, tf and only tfg, is log-concave. 
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D. Constant Regression and Independence [ 1, Sections 6 and 91 
3.5. THEOREM. Suppose that (X,, . . . . X,,)wL[fi, . . . . f,; g,], where 
(i) 4(x,, . . . . x,) > 0 on R: ; 
(ii) at feast onefi is homogeneous; 
(iii) for fixed ki > 0, and for all i = 1, . . . . n, the regression &?(J$I {X,, 
j # i} ) is constant (a.~ ). 
Then g,,(x) = be-““, for some constants a, b. In particular, X,, . . . . X,, are 
mutually independent. 
The constant regression of, say, Xtl, on {X,, j> 1 } is equivalent to 
s 
OcI (x - t)k’ f,(x - t) g,(x) dx 
I 
=C 
I m fi(x - t) g,(x) dx, t > 0. (3.3) r 
If fi is homogeneous, f,(x) = cIxuP’, then the integral equation (3.3) is of 
the form given in [l, Theorem 9.21; and the conclusions follow 
immediately. 
Concluding Remark. In [S], a statistical justification was requested for 
the homogeneity requirements in Theorem 1.2. The concept of complete 
neutrality [l, Definition 6.31 provides such a justification. In fact if 
(XI 3 ..., x,1 - JXfi, ..., f,; g,], then it may be shown that (Xi, . . . . X,) is 
completely neutral if and only if f,, . . . . f,, g, are all homogeneous 
functions. 
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