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A reduced G-algebra is a reduced graded algebra over a field k which is finitely generated by 
forms of various degrees. For A a reduced G-algebra and B its seminormalization we give the 
calculation Pit(A) = B/A if characteristic k = 0 and a similar calculation if B/A has finite dimen- 
sion as a k-vector space. In the course of this computation we describe and characterize projective 
A-modules of rank 1. The key is the observation that Pit(A) is a W(k)-module where W(k) is 
the ring of Witt vectors over k. 
Introduction 
This paper is motivated by Weibel’s paper [1.5] on the W(k)-module structure on 
the groups K,(A,A+) for graded rings. After writing that paper, Weibel suggested 
in conversation that one should look at the problem of whether the determinant map 
K&4, A,) + Pit(A) induces a W(k)-module structure on Pit(A). It happened that 
this was precisely the right question to ask: this module structure exists (this is 
proven in [6]) and with it Pit(A) becomes completely understandable when A is a 
reduced G-algebra. The author is indebted to Professor Weibel also for many key 
suggestions in the course of this work. 
Section 1 contains some elementary results on the structure of rank 1 projectives 
over the reduced G-algebra A. We show that each element of Pit(A) can be uniquely 
represented as a projective A-submodule of the seminormalization B with PB = B. 
Two theorems, 1.7 and 1.8 begin the classification of these modules. When B is 
finite-dimensional over A, we show in Theorem 1.13 that Pit(A) is a quotient of the 
multiplicative monoid 1 + B, (B, is the ideal of B generated by forms of positive 
degree) by the relation = given by f =g iff there exists h E 1 + B, with fh EA and 
gh EA. In Section 2 we give an explicit description of the W(k)-module structure 
on Pit(A). In Section 3 we then establish the isomorphism Pit(A)+ B/A when 
char k = 0 and complete the characterization of rank 1 projective A-submodules of 
B started in Section 1. 
With the exception of Section 2, which uses facts from [15] and [6], all the 
methods used are elementary and do not involve higher K-theory. It is possible to 
avoid the material in Section 2 completely and prove Theorem 3.6 in a more elemen- 
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tary fashion. It would be interesting to have an elementary proof of Lemma 2.1, 
however. Example 3.14 illustrates the difficulties that might be encountered. 
1. Rank one projectives 
A G-algebra is a commutative graded algebra A = @n,O A, where A, = k is a 
field and A is finitely generated as a k-algebra by homogeneous elements of various 
positive degrees. A+ denotes the ideal On,0 A,. In this paper, B will generally 
denote the seminormalization of A (see [13, Q4]). Leahy and Vitulli [9] have shown 
the seminormalization of a graded ring A to be a graded ring with A as a graded 
subring. Since A, is a field, it is not difficult to see that B, =A,. G-algebras are 
Noetherian with finite normalization so BCACS-‘A where S is the set of non 
zero-divisors of A and A is the normalization of A in S-‘A. Since B is then a 
finitely generated A-module, B is also a G-algebra. 
Although all rings in this paper will be commutative, we will generally think of 
modules as right modules, further, all projective modules will be finitely generated. 
For a G-algebra A, every element of A-A+ is a non zero-divisor so all minimal 
primes of A are contained in A+. Hence Spec(A) is connected and for any projec- 
tive module P, rank P= dim, P/PA+ is well defined. 
We start with two simple lemmas about linear maps between projective A-modules. 
Lemma 1.1. Let A be a G-algebra and f : P + P’ be a linear surjection of projective 
A-modules of the same rank. Then f is an isomorphism. 
Proof. Let Q = ker f. Then 0 + Q + P + P’ + 0 is split exact, so exactness is retained 
upon reducing mod A+. Thus Q/QA+ = 0. By Nakayama’s Lemma [lo, 1 .M] there 
is an x E A+ with Q(l +x) = 0. But 1 +x is a non zero-divisor in A so Q = 0. 0 
Let A be a G-algebra with seminormalization B. By [13, Theorem 6.11, Pic(B[t]) = 
Pit(B). By a standard trick [16, 3.71, Pit(B)= Pic(B,) = 0 so each rank one projec- 
tive B-module is free. 
Lemma 1.2. Let A be a reduced G-algebra with seminormalization B. Let P be a 
rank one projective A-module and f : P + B an A-linear map. If f (P)B = B, then f 
is injective and the induced map g : P@lA B--t B is an isomorphism. 
Proof. Consider the diagram 
P-B 
!/ 
g 
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where g is defined by the universality of the map P+ POA B (e.g. see 14, II, $5.1, 
Proposition 11). A generator u of the free B-module POA B maps to an element 
be B. Then B=_f(P)BCbB, so b must be a unit and the result follows. 0 
We will take the following point of view on finitely generated projective modules 
(see 13, II, 4.5, p. 691 or [4, II, $2.7, Proposition 121). Recall that an A-module P 
is free if there is a set of generators x1, . . . , x,, of P such that for XE P the coeffi- 
cients ai in the expression x = xi a, + ... +x, a,, are unique. P is projective if the ai are 
expressible as linear functions of x. That is, P is projective iff there exist x1, . . . ,x, E P 
and linear maps ai,. . . , a, : P-t A such that 
x=xla,(x)+.--+x,a,(x) 
for all XE P. (For example, the ai’s are the coordinate functions of a splitting of a 
surjection F+ P where F is free on xl, . . . ,x,, .) 
Let P be a rank one projective A-module with generating set x1, . . . ,x, and linear 
maps al, . . . ,a, as above. The maps ai : P -+AcB extend to maps pi:POA B+B 
so that &(x0 6) = a;(x)b. Then 
x@b=(x,@l)p,(XOb)+***+(X,Ol)p,(X@b). 
By the remarks above, POA B is a free B-module of rank 1 so choose a free 
generator U. Then Xi @ 1 = uY~ for some Y; E B. Thus pj(U)Y; =/3j(~Y;) = pj(Xi X 1) = 
aj(xj) E A for all i, j. In addition, 
u=(X1Ol)PI(U)+...+(XnOI)Pn(U) 
= UY, PI(U) + ... + uY,Pn(U) 
= MY,&(U) + **. +r,P,(u)) 
and thus Yipi + ... +Y,p,(u) = 1. 
Summarizing, if we let ci=pi(t(), we have 
(Gl) YiCj~ A for all i, j, 
(G2) YlCl + “‘+Y,c,= 1. 
The A-submodule P’ of B generated by yi, . . . , y, is thus projective with the 
linear maps being multiplication by c;. By Lemma 1.1 this submodule is isomorphic 
to P. Note that (G2) says P’B= B. 
Definition. A collection (yi, . . . , y,; cl, . . . , c,) of elements of B satisfying (Gl) and 
(G2) will be called a generating system for the sub A-module of B generated by 
Yl, ... 7 Y, . 
In particular, if P is itself a submodule of B with PB = B, then by Lemma 1.2 the 
inclusion P+ B induces an isomorphism PO* B + B, so one can take the free 
240 B.H. Dayton 
generator u to be the preimage of 1 E B. Then, in the previous discussion, yi=X,. 
Thus every rank 1 projective PC B with PB = B has a generating system. 
Conversely, if (xi, . . . ,x,; d,, . . . , d,,) is a generating system and Q is the A sub- 
module of B generated by the xi, then Q is clearly projective and QB= B. Let 
xEQnB+. Then x=x,(xd,)+...+x,(xd,,) and xd;eA+, so XEQA,. Thus, since 
the other inclusion is obvious, Qtl B, = QA,. But then, Q contains elements of 
B-B+, so Q/QA+=Q/(QnB+)=(Q+B+)/B+=B/B+=k. Hence rankQ=1. 
We have shown 
Lemma 1.3. Let A be a reduced G-algebra with seminormalization B. An A- 
submodule P of B is projective of rank 1 with PB= B if and only if P has a 
generating system. 0 
Furthermore, we have shown the existence part of 
Theorem 1.4. Let A be a reduced G-algebra with seminormalization B. Given a pro- 
jective rank 1 A-module P there is a unique A-submodule P’ of B with P’B = B and 
P’ isomorphic to P. In particular, P’ contains an element of I+ B,. 
Proof. To show uniqueness suppose f, g : P + B are maps with f (P)B = B = g(P)B. 
We then have the diagram from Lemma 1.2, 
B-P@,BwB 
f’ g’ 
where the bottom maps are isomorphisms. Let h =g’(f’-‘. Since h is an isomor- 
phism, h(1) is a unit r E B. But as B is reduced graded, the units of B lie in k, hence 
in A. Thus g(P)=h(f(P))=f(P)r=f(P). 0 
If PC B has generating system (xi, . . . ,x,; d,, . . . , d,,) and QC B has generating 
system (y,,...,y,;cl,..., cn), then it is not hard to see that (Xiyj; djcj) forms a 
generating system for PQ, the A-submodule of B generated by products xy, x E P, 
y E Q. Thus PQ is a rank 1 projective and PoA Q+ PQ given by x@y ++ xy is 
onto, so by Lemma 1.1 it is an isomorphism. Thus we have a representation of the 
group Pit(A) consisting of projective A-submodules PC B with PB = B. Note that 
if (x,, . . . ,x,; dl, . . . , d,) is a generating system for P, then (d,, . . . , d,; x1, . . . ,x,) is a 
generating system for P-l. 
Lemma1.5.LetPcBhavegeneratingsystem(x,,...,x,;d,,...,d,)andletQ=P~‘. 
Then P=(A:Q)={bEBlQbCA). 
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Proof. Since PQ=A (by (Gl) and (G2)), Pc(A : Q). Conversely, suppose 
b~@l:Q), i.e. QbCA. In particular, dib~A for all i, so b=(x,d,+...+x,d,)b= 
x1(&b) + ..*+x,(d,b)EP. q 
The following simple lemma will allow us to improve Lemma 1.5 considerably: 
Lemma 1.6. Let A C B be G-algebras with A, = B, = k. Let a E A -A+ and b E B. If 
abEA. then beA. 
Proof. Let a=aO+a,+... +a,EA with a,EA;, ao#O and b=b,+...+b,,EB, with 
b;eB;. Then ab=q,+c,+...+c,+. where cj=a,bj+**.+ajbo. b,EBo=k, SO we 
argue by induction that if bO, b,, . . . , bj_1 EA, then, as Cj~A, we have aobjEA. But 
a0 is a unit of A, SO also bjE A. 0 
Theorem 1.1. Let A be a reduced G-algebra with seminormalization B. Let P be a 
rank 1 projective A-submodule of B with PB= B. Then there exists an element 
g E B - B, with P= (A : g). In fact, g can be chosen in 1 + B,. 
Proof. Let P have generating system (xi, . . . ,x,,; dl, . . . , d,) and Q = P-’ as in Lemma 
1.5. As QB=B, we can pick gEQn(B-B,) and we claim P=(A:g). By Lemma 
1.5, P=(A:Q)C(A:g), and SO suppose bE(A:g). As PB=B, there is somexjE 
B-B, and Xjg~A-A+. For each i, (Xjg)(bd;) = (bg)(xjdi) E A SO by Lemma 1.6, 
bd,EA. Thus b=(C X;d;)b=C X;(bd;)EP. q 
We then also get 
Theorem 1.8. Let A be a reduced G-algebra with seminormalization B. Let P, P’ be 
rank 1 projective A-submodules of B with PB = B = P’B. If f E B - B, is contained 
in PnP’, then P= P’. 
Proof. Let Q=P-’ and Q’=(P’)-‘. By the argument of Theorem 1.7, Q= 
(A:f)=Q’. But then by Theorem 1.4, P=P’. 0 
Corollary 1.9. For A, B as in Theorem 1.8, let P be a rank 1 projective A-submodule 
of B with PB = B. P contains an element of A -A+ if and only if P is free. 0 
Definition. We say the rank 1 projective A-module P is represented by f E 1 + B, if 
f E P’ where P’ is a projective submodule of B isomorphic to P and satisfying 
P’B = B. 
We remark that if P is represented by f, then Theorems 1.4 and 1.8 say that P 
is uniquely determined up to isomorphism. However, P is represented by many f, 
for example if P is represented by f and g E 1 + A+, then P is also represented by 
fg. In addition, we have 
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Proposition 1.10. Let Z be the conductor of A in B (i.e. the B-ideal {a E A / ab E A 
for all b E B)). Zf P is a projective A-submodule of B with PB = B, then ZC P. In 
particular, if P is represented by f and a E I, then P is also represented by f f a. 
Proof. Let Q=P-‘. If ceZ, then BcCA so in particular, QcCA. By Lemma 1.5, 
CE P. The last sentence follows from this and the fact that Z is contained in A+. 
0 
For a G-algebra A, we define GW(A)=(1+a,t+a,t2+~~~~A[[t]]~ai~Aj). 
It is clear that GW(A) forms a group under multiplication in A[[t]]. For f = 
l+a,+ . ..+a.,El+A+, we write f’= 1 +a,t+... + a, t” E GW(A). In particular, if 
B is the seminormalization of A (or any G-algebra containing A as a subalgebra), 
then GW(A) is a subgroup of GW(B). 
We now define a group map T : Pit(A) -+ GW(B)/GW(A). Given P in Pit(A), by 
Theorem 1.4 we may assume PC B and PB = B. Find an f E 1 + B, so that P is 
represented by f. We will define t(P) =f’, but we must show that r is well defined. 
To this end, choose, by Theorem 1.7, h E 1 + B, with P=(A : h). Then fh EA 
and if P is also represented by g, we have ghEA as well. Thus, in the group 
G W(B)/G W(A) we have ff = (h I)-’ = g ‘. 
Theorem 1.11. Let A be a reduced G-algebra with seminormalization B. There is 
an injection of abelian groups 7 : Pit(A) + G W(B)/G W(A). 
Proof. It is clear from the discussion above that 7 is a group homomorphism and 
by Corollary 1.9, 7 is injective. q 
By Theorem 1.8, a rank 1 A-projective A-submodule P of B contained in no 
proper ideal of B is represented by an element of 1 + B,. Conversely, we may ask 
what elements of 1 + B, represent projective A-modules? This appears to be a 
harder question which will ultimately be answered (when char k = 0) using Witt 
vectors and the ghost map in Corollary 3.7 below. For instance, when A= 
k [X2, X3, Y2, Y3] and B = k [X, Y], then 1 - X- Y + XY represents a projective but 
not 1 -X- Y (see Example 3.8). The next proposition covers a special case: 
Proposition 1.12. Let A be a G-algebra with seminormalization B. Suppose b E B, 
with bm EA for m>n. Then there is a rank 1 projective A-module PcB with 
PB = B containing 1 - 6. 
Proof. (l-b,b”; 1+b+b2+...+b2”~‘, 6”) is a generating system, so the proposi- 
tion follows from Lemma 1.3. 0 
One situation where Proposition 1.12 applies is when B/A has finite dimension 
as a k-vector space, i.e. when A,n = B, for m %O. As an example, suppose A is a 
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reduced standard G-algebra (i.e. A is generated by elements of degree 1) such that 
Proj(A) is a seminormal scheme, then A, =B, for large m by [12]. For instance, 
if A is the homogeneous coordinate ring of a union of straight lines in a projective 
space such that at any point the directions of the tangent lines are independent, then 
A satisfies this condition (see [12, Remark 2.161 or [Ill). For G-algebras such as 
this, we have the following improvement of Theorem 1 .ll: 
Theorem 1.13. Let A be a reduced G-algebra with seminormalization B, so that 
A, = B, for m > n. Then the map t : Pit(A) + G W(B)/G W(A) of Theorem 1.11 is 
an isomorphism. Specifically, the map 1 + B, + G W(B)/G W(A) sending f to ff 
is a surjection and factors through Pit(A). Further, for f, g E 1 + B,, ft = g' in 
G W(B)/G W(A) if and only if there is an h E 1 + B, with fh E A and gh E A. 
Proof. By Proposition 1.12, each f E 1 + B, determines an element P of Pit(A) 
represented by f, so r(P)=f’. If u=l+b,t+~~.~GW(B), set f=l+bl+...+b,E 
1 +B+. Then (f’)-‘u= 1 +c,+ltni-l +...EGW(A) so f’=u in GW(B)/GW(A), and 
hence 1 + B, --t G W(B)/G W(A) is onto. The last sentence follows from the injec- 
tivity of r and Theorem 1.7. 0 
We note that under the hypotheses of Theorem 1.13, every element of 
G W(B)/G W(A) is by Proposition 1.10 the class of some ft where f E 1 + 0, ~mcn B, . 
Remark 1.14. Let B be a seminormal G-algebra and let I be a homogeneous ideal 
of B so that (B+)“cZ for large n. Then A = k + I is a G-algebra with B as its semi- 
normalization and satisfies the hypotheses of Theorem 1.13. Such an A will be called 
a generalized cusp after the specific example B = k[X] and I= (X2). By Theorem 
1.13, Pit(A) = G W(B)/G W(A) is a quotient of the multiplicative monoid G = 1 + B, 
by the relation = given by f =g if and only if there is an h E G with fh EA and 
gh EA. In this case the relation = can be described more simply: f =g if and only 
if f - g E A. To see this, note that if there exists h with fh, gh E A, then (f - g)h E A 
and f-g E B,. An easy induction argument on the homogeneous components of 
f-g using the fact that A+ = I is an ideal of B shows that f-g E A+. Conversely, 
if f-g E A, then f =g from Proposition 1.10 and Theorem 1.11. Hence there is a 
set bijection between Pit(A) and B+/Z= B/A associating a rank 1 projective sub- 
module P of B with PB = B with b E B, such that 1 + b E P. This bijection is, in 
general, not a group homomorphism. In Proposition 3.10 we will see how to con- 
struct a k-module isomorphism Pit(A) = B/A when char k = 0. 
2. The W(k)-module structure 
For a commutative ring R, W(R) will denote the ring of (big) Witt vectors. For 
our purposes, an adequate summary of the theory appears in [16]. Specifically, 
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W(R) will denote the set 1 + tR [[t]] contained in the formal power series ring R [[t]]. 
The addition in W(R) will be the usual multiplication in R[[t]] whereas the multi- 
plication in W(R) is determined by the formula 
(l-at”)*(l -&“)=(l -&dPP’d)d (1) 
where d = gcd(n, m). Note that the ‘zero’ and ‘one’ in W(R) are 1 and 1 - t respec- 
tively. 
The formula above is not particularly revealing, particularly for our applications. 
Fortunately, there are two other rings related to W(R) which are easier to under- 
stand. We will identify R” = fl,,o R with tR[[t]] additively but with coordinate- 
wise multiplication. The ghost map gh : W(R) = (1 + tR [[t]]) + tR [[t]] given by 
d -t df 
f(t)- -t-+f(tN=fo ; 
is a ring homomorphism, and an isomorphism if R contains the rationals. 
On the other hand, let End0 R=K,(EndP(R))/K,(R), the quotient of the 
Grothendieck group of endomorphisms of projective R-modules by the subgroup 
isomorphic to K,(R) of zero endomorphisms (see [l, 2,7,8]). A theorem of 
Almkvist [l] says that the map L, sending each endomorphism f: P-+P to its 
characteristic polynomial det( 1 - tf) is a monomorphism End, R + W(R). Define 
Gh,(f) = tr(f “) where tr is the trace. Then Gh : End0 R --t R m given by Gh(f) = 
Gh,(f)t+Gh,(f)t2+-. makes the following diagram commute: 
End,, R 
For computational purposes, the advantage of End, R is that it is generated by 
classes represented by endomorphisms of free modules, i.e. by square matrices. In 
particular, L, sends the companion matrix 
i 
0 
1 0 
MS= 
1 
. . . 
0 -a2 
1 -al 
to f= 1+alt+a2t2+e.. + a, t” E W(R). If (x, fi are square matrices, (Y = (a,~), then 
addition and multiplication in End0 R are represented by the direct sum 
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and the tensor product 
One consequence of this multiplication formula is that if f = 1 + al t + a2t2 + ..* + 
umtm, g= 1 +b,t+*** + b, t” are two ‘finite’ Witt vectors in W(R), then the product 
f *g is also a ‘finite’ Witt vector of ‘degree’ nm. This is not entirely obvious from 
formula (1). 
We now describe Weibel’s W(k) module structure on K,(A,A+) for a G-algebra 
A over k. Given r E k and m > 0, we define an A-bimodule E(m, r) as introduced in 
[ 151 as follows. As a right A-module, E(m, r) is free on {e,,, .. . , e, ~, } . For the left 
A-module structure, suppose ai~Ai, j+i=qm+n, Oln<m; then 
17ic?j=e,airq. 
The following is implicit from [15, (1.2)(a)]: 
G-9 
Lemma 2.1. Let P be a projective A-module. Then there exists an M> 0 so that for 
all m rA4 and all rE k, PO* E(m,r) is stably free. 0 
Now K,(A,A+)=Ker(K,(A) -+K,(k)). A typical element of K,(A,A+) is of the 
form [P] - [A”] where n =rank P and A” denotes the free module of rank n. Then 
Weibel defines 
Now if f= n,,, (1-r,tm), then f*([P]-[A”])=C (I-r,t”)*([P]-[A”]) 
which is defined, thanks to Lemma 2.1. 
Recall that det : K,(A, A+) + Pit(A) is given by det([P] - [A “I) = /\” P. The 
following theorem is proven in [6]: 
Theorem 2.2. Zf A is a graded k-algebra with A0 = k, then there is a natural W(k)- 
module structure on Pit(A) such that det : KO(A, A+) + Pit(A) is a W(k)-module 
map. 0 
If P is a rank 1 projective A-module, then det([P] - [A’]) = P. Thus for rE k, 
m > 0 and P E Pit(A), the W(k)-module action is given by 
(1 -rtm)*P=l\m(POA E(m,r)). (3) 
As in Section 1, B will be the seminormalization of the reduced G-algebra A. The 
group GW(B) of Section 1 is a subgroup of W(B). It is not difficult to see that 
G W(B) is actually a sub W(k)-module of W(k), and G W(A) is a W(k)-submodule 
of G W(B). The main result of Section 2 is the following formula, the proof of which 
will be postponed to the end of the section: 
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Theorem 2.3. Let A be a reduced G-algebra with seminormalization B. Let PCB 
with BP = B be projective and be represented by f e 1 f B,. Then (1 - rt”) + P = Q 
where Q c B, BQ = B and Q is represented by g where (1 - rt”) * f' = g’ in G W(B). 
The following corollary is immediate from Theorems 1.11, 2.3, and 1.13: 
Corollary 2.4. Let A be a reduced G-algebra with seminormalization B. Then 
t : Pit(A) + G W(B)/G W(A) is a monomorphism of W(k)-modules. In particular, if 
dimk (B/A) < co, then 7 is an isomorphism of W(k)-modules. 0 
As an application, we note that for reduced G-algebras there is an analogous 
result for Pit to [13, (8.2)] for NPic. 
Corollary 2.5. Let A be a reduced G-algebra over k. 
(i) If char(k)=O, then Pit(A) is a k-module. 
(ii) Zf 1 /m E k, then Pit(A) is a Z [ 1 /ml-module. 
(iii) Zf char(k) =p, then Pit(A) is a p-group. 
Proof. One can use the techniques of [16, (1.3)]. Alternatively, see [6, Remark 4.4.11. 
0 
Before proving Theorem 2.3, we need 
Lemma 2.6. For P a rank 1 projective A-module, POA E(m, r) OA B is isomorphic 
as a right B-module to Bm. 
Proof. By [1.5, Theorem 0.11 the W(k)-module structure on K, is natural and 
POA B = B so PO* E(m, r) @A B is isomorphic to (P& B)@, EB(m, r) = E&m, r) 
where E,(m,r) is the B-bimodule defined by (2). If we regard P as sub A-module 
of B, and view E,(m,r) as the B-bimodule with right module structure Bm, then 
this isomorphism is given by a @ c@ b + acb. 0 
Proof of Theorem 2.3. The inclusion PO* E(m, r) C PO* E(m, r) @A B = Bm in- 
duces an A-linear map ,u 
A”(P$JA E(m, r)) + Am Bn’ + B 
where the last map in the composition is the isomorphism sending eor\e, A ... A e,_ I 
to 1. We let Q denote the image of p. It is evident that QB = B and thus by Lemma 
1.2, ,U is an isomorphism. Hence by Theorem 1.8, to identify Q it is enough to 
find an element in both B-B, and Q. Let g= b. + 6, + ... be the image in B of 
ye,/\ fel A ... A fe,, ~, , g is our desired element. It remains to verify the last identity 
in the statement of Theorem 2.3. 
To this end let 0 be the endomorphism of E(m, r) @ B given by left multiplication 
by f. Applying /\” to o, it is seen that g= det o. We now map B+ B[t] by sending 
bje Bj to b,t’ where B[t] is viewed as a graded ring with B of degree 0 and t of 
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degree 1. Let a(t) be the matrix of left multiplication of E(m,r)@B[t] by f(t) = 
1 +art+a#+ ... + a,t” so that det a(t) = b. + 6, t + b2t2 + ... . Let a be the m x m 
matrix 
0 0 r 
10 00 
a=01 00 
: 1 0 1 0 
andp be the companion matrixMfoff(t) so that L,(a@p)=(l -rt”)*f(t)~ W(B). 
Thus the proof is reduced to verifying the matrix identity 
det a(t) =Ll(a@P). 
It is enough to verify this module/ I for each minimal prime lof B, as B is reduced. 
So pick such an I and imbed B/I in an algebraically closed field K. In K, f(t) factors 
f(t) = n (1 - c;t). Now both sides of the above equation are multiplicative in f (in 
the polynomial, not the Witt vector, sense), the right side because of the distributive 
law in W(K) and the left side because left multiplication by f(t) is then the com- 
posite of left multiplication by the factors (I - c,t). So we are now finally reduced 
to the case that f(t) = 1 -ct. But then 
a(t) = 
and this completes 
1 0 - -crt 1 
-ct 1 
0 -et = 1 -(a@p)t 
1 0 
0 0 -cl 1 I 
the proof. 0 
3. Main results for characteristic 0 
We have now gone about as far as we can with k having arbitrary characteristic. 
For most of this section we will assume char(k)=O. 
As in the previous sections of this paper, we again let A be a reduced G-algebra 
with seminormalization B. Given fe GW(B), denote the coefficient of t” in B” of 
gh(f) by g/z,(f) so that gh,(L,(a)) = G&(a) for a E End, B. It can be shown for 
f e G W(B) that g/z,(f) E B,, so gh actually maps GW(B) to JJ,,, B, . Likewise, 
gh maps GW(A) to n,,, A, and thus there is a map, which we will also call 
gh: GW(B)/GW(A)+n,>, B,/A, . We may identify B/A = @n>O B,/A, and thus 
there is an inclusion B/A-+ &,oB,/A,. 
Proposition 3.1. Let A be a reduced G-algebra and let B be the seminormalization 
of A. Suppose either char(k) = 0 or dim,(B/A) < 03. There is a functorial W(k)- 
linear map 0 : Pic(A)-t B/A making the following diagram commute: 
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Pit(A) -----------) 
Proof. It is enough to show that the image of ghr lies in B/A = @n,O B,/A,. If 
dimk(B/A) < 03 this is clear, otherwise let PE Pit(A) and let P be represented by 
f~ 1 +B+. We must show that gh,(f’)=O for large m. By Lemma 2.1 and (3), 
(1 -t”)* P is free for large m so by Theorem 2.3 and Lemma 1.9, there is an in- 
teger A4 so that (l-t”‘)*f’EGW(A) for mzh4. Note that gh,(l-tm)=m, let 
mzM, and then gh,,((l - t”‘)*f’) =gh,(l - t”)gh,,,(f’)=mgh,(f’)EA,. As 
char(k) = 0, m -’ E k so gh,(f’) E A,. Thus ght(P) = gh(f’) lies in B/A. 0 
We will show that the map in the proposition is actually an isomorphism for 
char k = 0. However, we first have a number of preliminaries. 
Let D be a G-algebra, not necessarily reduced. The subset { 1 + cI, t + a2tz + 1.. + 
a,t”EGW(D)I ; a is nilpotent} is a W(k)-submodule of GW(D) and is isomorphic 
via f H f’ to Uni(D) = { 1 + a ED 1 a is nilpotent}. Thus Uni(D) has a natural struc- 
ture as a W(k)-module. 
Lemma 3.2. Let D be a G-algebra (possibly not reduced) over k with char k = 0. 
The map I- : Uni(D) -+ nil(D) given by f + gh(f ‘) It=, is an isomorphism. 
Proof.Iff=l+a,+... + a, E Uni(D), each ai is nilpotent so gh,(f) = 0 for large m. 
Thus the ghost map sends the copy of Uni(D) in GW(D) into {ci t +czt2 + ... + 
c, t” E nD, 1 c, E nil(D)}. This is isomorphic to nil(D) after stripping off the place- 
holders ti, i.e. evaluating at t = 1. This map has an inverse given by 
g=a,t+a2t2+...-*exp -a,t-;t2-$t3++.. 
( > 
where exp is the exponential function and the quantity inside the parentheses is the 
negative of the integral of g/t. 17 
We now consider the conductor square. We will denote by I the conductor of A 
in B, i.e. Z= {a E A 1 aBc A}. It is clear that I is a homogeneous ideal of both A and 
B, and in fact is the largest such ideal. 
Lemma 3.3. If A is a G-algebra with seminormalization B, then the conductor of 
A in B contains a non zero-divisor. 
Proof. B is contained in the normalization of A in the total ring of quotients Q(A) 
of A, and in particular B is finite over A. Suppose B is generated as an A-module 
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by elements at /bt, a2/b2, .. . , a, lb, of Q(A). Thus ai, bi EA and the elements bj are 
non zero-divisors. Let c = b1 b, . . . 6,. c is a non zero-divisor in the conductor. 0 
The conductor square is the Cartesian square 
A-B 
I I 
A/I - B/I 
As in [5, $51 we will let C= (A/Z)red = (A/Z)/nil(A/Z) and D = (B/Z),,,. We remark 
that by [ 14, 1.81, nil(B/Z) # 0 unless A = B and hence D #B/Z. Since C, D are reduced 
G-algebras over k, and thus the units lie in k, the U-Pit sequence of [3, IX, 3.81 
gives rise, as in [5, 6.21 to an exact Uni-Pit sequence 
Uni(A/Z) + Uni(B/Z) + Pit(A) -+ Pit(C) + Pit(D) 
noting that by [3, IX, 1.31, Pic(A/Z) = Pit(C) and Pic(B/Z) = Pit(D). 
Lemma 3.4. Let A be a G-algebra with seminormalization B. Let Z be an ideal of 
B contained in A. In the Uni - Pit exact sequence above, the map a : Uni(B/Z) -+ 
Pit(A) is given by a(f’) = (A : f), where fly B/Z is the image off E B. 
Proof.Pickg=l+bt++.. + 6, E B so that fg = 1 - c where c E I, such a g is a lifting 
of an inverse tof’ in B/A. Then according to [13, 7.21, a(g’) is the image in A2 of 
the following idempotent matrix: 
I 1 -c2 fc(1 +c) gc C2 1 
(note the sign error in [13] in the upper right-hand entry). Let P denote the 
rank one projective which is the image of this matrix. Let p: A2+ B be the A- 
module map given by ~(x, y)=gx+cy. Then ~(1 -c,,gc)=g(l -c2)+gc2=g and 
~(fc(l+c),c2)=gfc(l+c)ic3=c(l-c)(l+c)+c3=c. As CEZCA, we see that 
(g, c; f (1 + c), c) is a generating system for P’=p(P) so P’ is a rank 1 projective with 
P’B = B and P’ is isomorphic to P by Lemma 1.2. But gf cf E A so P’= (A : f ). cl 
We now give an exact sequence similar to that of [5, 6.11, however, note that in 
that paper B was the normalization, not the seminormalization of A. 
Proposition 3.5. Let A be any reduced commutative ring and B be the semi- 
normalization of A. Let Z be any ideal of B contained in A and let C= (A/Z)red, 
D = (B/Z),,d. Let ‘C, ‘D denote the seminormalizations of C, D respectively. There 
is an exact sequence 
0 -+ nil(A/Z) + nil(B/Z) + B/A + ‘C/C 4 ‘D/D + 0. 
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Furthermore, ‘C is isomorphic to ‘D. 
Proof. The proof uses the universality of seminormalization [ 13, Theorem 4.11, and 
is thus a good exercise in ‘abstract nonsense’. As in [5], we start with the diagram 
(x 
A-B 
I I 
PI I I p2 
P 
A/Z - B/I 
41 
I ! 
92 
T 
C-D 
A 
i I. JZ 
+C ---‘--, +D 
where 6 is defined by universality of seminormalization since the map j,r must 
factor through ‘C. For i = 1,2 we set rri = jiq;p;. Then universality tells us that the 
map nl factors through a map err : B + ‘C. However, a,(Z) = 0 so crt factors through 
a map crz: B/I+ +C. But +C is reduced so o2 factors through o3 : D -+ +C. Finally, 
universality tells us that o3 factors through o : +D + +C i.e. j,o = 03. 
Now, j, q,p, = x1 = a3q2p2a = 03q2pp1 = a3rqlpl. But as qlpl is surjective, 
j, =03r. On the other hand, c~~7=r~j~7=~~j~, so the unique assertion of Swan’s 
universality theorem tells us that aa= 1. Conversely, the construction of o shows 
that orr2~ = rt,, so Gan,a = &r, = n2a, so 6177~~ = 71~. Now q2p2 is surjective, so we 
have 6oj2 = j, and since j, is a seminormalization, 6a = 1. Hence, we conclude that 
6 is an isomorphism. 
We now have a map of short exact sequences 
O-A/Z-B/Z-B/A-O 
J J 
- +D -0-o 
and the resulting ker-coker sequence of homological algebra. But ker jlq, = 
nil(A/Z), ker j2q2 = nil(B/Z), ker 0 = B/A, coker j, q1 = +C/C, coker j2q2 = +D/D 
and coker 0 = 0 giving the desired exact sequence. n 
We may now prove our theorem: 
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Theorem 3.6. When char k = 0 the map of Proposition 3.1 is an isomorphism 
0 : Pit(A) + B/A. 
Proof. We use induction on the dimension of A. If dim A = 0, then, since A is reduc- 
ed, A = k = B so both the domain and codomain of 19 are 0 and 0 is an isomorphism. 
Assume the theorem is established for all reduced G-algebras of dimension d or less 
and let dim A = d + 1. Let I be the conductor of A in its seminormalization B, 
C = A/I,,, , D = B/Z,,d, and ‘C = ‘D the seminormalizations of C, D respectively. 
From Lemma 3.3, C,D have dimension Ed. By Lemma 3.4 and Proposition 3.5, 
we have a diagram of exact sequences 
Uni(A/Z) - Uni(B/I) - Pit(A) - Pit(C) - Pit(D) 
-I- 
i 
nil(A/Z) - nil(B/Z) -B/A- +c/c - +D/D 
The middle square commutes by Lemma 3.4 and the others commute by the func- 
torality of r and 0. The maps -r are isomorphisms by Lemma 3.2 and the right 
two maps 0 are isomorphisms by our induction hypothesis. Thus 0 is an isomor- 
phism by the five lemma. 0 
We may now answer the question posed in Section 1 as to which elements of 
1 + B, determine projectives. 
Corollary 3.1. Let A be a reduced G-algebra over k with seminormalization B and 
char k = 0. An element f E 1 f B, is contained in a projective module PC B, PB = B, 
if and only if gh,(f ‘) E A for large m. 
Proof. The ‘only if’ part comes from the proof of Proposition 3.1. Conversely, sup- 
pose gh,(f ‘) E A for large m. Denote by h the class of gh(f ‘) in B/A. By surjec- 
tivity of 0 and by Theorem 1.9, there is an element of Pit(A) represented by the 
projective (A : g) for some g E 1 + B, such that @(A : g) = h. Then ge (A : g))‘, so 
gh(g’) represents -he B/A. Thus gh((fg)‘) represents 0 in B/A and so 
gh((fg)‘) EA’=‘. But the map exp(-j/t) of Lemma 3.2 sends gh((fg)‘) back to 
(fg)‘E W(A), hence fgE A. Thus f E (A : g). 0 
Example 3.8. Let A = k[X2,X3, Y2, Y3] with seminormalization B = k[X, Y], 
char k = 0. B/A can be considered a positively graded A-module where the k- 
module (B/A), has basis {X, Y}, (B/A), has basis {XY}, and (B/A), has basis 
{X”-‘Y,XY”-‘} for ir2. An easy computation shows gh(1 -rX”Y)=(n+ 1)rX”Y 
and gh(l-rXY”)=(n+l)rXY” (modA”) for n=0,1,2,..., rek. Now (X”Y)* 
and (XY”)2 EA, so the elements 1 -rX”Y and 1 -rXY” determine projective A- 
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submodules of B as in Proposition 1.12. From Theorem 3.6 we see that in fact these 
projectives generate Pit(A) as a group. On the other hand, gh,(l -X- Y) = 
(X+ Y)m $A for any m. Thus there is no projective PC B with PB= B containing 
1 -X- Y. On the other hand, since 1 -X and 1 - Y both determine elements of 
Pit(A), 1 -X- Y+XY also does. But (X- Y+ XY)” $A for any IZ, so the hypo- 
thesis of Proposition 1.12 is not necessary for an element of 1 + B, to lie in a pro- 
jective. 
Example 3.9. If char k> 0, then Theorem 3.6 is false. Consider A = k +X3k[X], 
B = k[X] for k a field of characteristic 2. From Remark 1.14 there is a bijection be- 
tween Pit(A) and the set of elements of B of the form f = 1 +rx+sx2 given by 
assigning to each projective PC B with PB = B the unique element of P of the given 
form. B/A is 2-dimensional over k, with basis (x,x2} and gh(f ‘) = rtx+ r2x2t2 + 
elements in A. Thus 0 is neither injective nor surjective, in fact the projective con- 
taining f = 1 +.sx2 maps to zero. Note that the same computations show that 
Lemma 3.2 is also false for char k > 0. 
Proposition 3.10. Let A be a G-algebra over k with char k = 0, and let B be the semi- 
normalization of A. Then Pit(A) is a k-module and the map 0: Pit(A) + B/A is 
k-linear where B/A has the usual k-module structure. 
Proof. Since we are assuming that char(k) = 0, there is a ring injection k -+ W(k) 
given by r+ (1 -t)’ (e.g. see [16]). The W(k)-module structure of Theorem 2.2 
then makes Pit(A) a k-module. The formula gh((1 - t)‘) = rt + rt2 + rt3 + 1.. shows 
that 0 is k-linear for the usual k-module structure on B/A. 0 
Remark 3.11. We can now improve and correct [5, Theorem 6.31 which states that 
if A is the affine coordinate ring of a union of planes in some affine space over k, 
then there is a non-canonical isomorphism of the group Pit(A) with B/A. By 
Theorem 3.6, there is a canonical isomorphism and by Proposition 3.10 there is a 
natural k-module structure on Pit(A) making this an k-module isomorphism. As an 
aside we can note that the isomorphism of [5] is not 0 since the map Uni(B/Z) -+ 
nil(B/Z) was log instead of -Z. 
Example 3.12. Let A = k + Xnk [Xl, and B = k [Xl. By formula (1) (letting n = 1 and 
b =X) it is evident that Pit(A) is a cyclic W(k)-module generated by the A- 
submodule of B with generating system (1 -X,X” ; 1 +X+ ... +X2”- ‘,X”). As a 
k-module, Pit(A) is of dimension n - 1. 
Example 3.13. Let A = k[X2,X3, Y2, Y3], B = k[X, Y] as in Example 3.8. As a k- 
module, Pit(A) is generated by projective submodules of B containing elements 
1 - X” Y and elements 1 - XYn for n ~0. However, (1 - rt”) * P is usually free for 
the generators above and m12 so there is little advantage in viewing Pit(A) as a 
W(k)-module. 
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Remark 3.14. In Lemma 2.1 for a given projective A-module P, we might ask what 
A4 is needed so that PO E(m, r) is stably free for m zM. For A of Example 3.8 pick 
n > 0 and consider P with generating system (1 - 6, b2; 1 + b + b2 + b3, b2) for 
b=XY”-‘. Iff=l-6, thengh(f’)=nXY”~1f”+nX2Y2”~2t2n+... from whichit 
follows that (1 - t-t”) *f t $ G W(A) but (1 - rt”) * ff E G W(A) for all m > n. In par- 
ticular, (3), Theorem 2.3 and Corollary 1.9 say that P@ E(n, r) cannot be stably free 
and hence M>n. Thus for this G-algebra there is no bound on A4. 
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