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Abstract - -By the use of max-min paired elimination, an efficient method for obtaining the fuzzy 
weighted average (FWA) was developed. This approach is much more efficient han either the ap- 
proach developed by Dong and Wong [1] or the improved approach developed by Liou and Wang [2]. 
The computational requirements for the method of Dong and Wong are 2 2n and the largest computa- 
tional requirements for the improved method of Liou and Wang are 2 -t-n(n q- 1). The computational 
requirements for the proposed approach are proportional to the problem size n and the total compu- 
tational requirements are 2(n - 1). The same example used by Dong and Wong is used to illustrate 
the approach. In addition, a more complicated problem is also solved. 
Keywords--Fuzzy weighted average, Multiple criteria decision making, Multiple attribute deci- 
sion making, Extension principle. 
1. INTRODUCTION 
The use of fuzzy numbers to represent both the rating criteria and their relative weighting factors 
is very suitable approach for multiple criteria decision making. The problem is how to obtain 
the weighted average or the fuzzy weighted average from this representation. There are may 
approaches, both compensatory and noncompensatory [3], has been proposed to obtain this 
average. On of the most basic and frequently used approach is by the use of Zadeh' extension 
principle. 
Dong and Wong [1] proposed an algorithm to compute the fuzzy weighted average (FWA) 
based on the extension principle. Liou and Wang [2] improved Dong and Wong computation. In 
this paper, we propose a further improvement based on the max-min paired elimination concept. 
Instead of exponentially increase, the proposed approach is proportional to the problem size. 
The earlier work is briefly summarized in the following. Some arithmetic theories upon which 
the proposed approach is based is presented in the next section. Followed by a summarization of
the proposed procedure. Finally, some numerical examples axe given to illustrate the approach. 
Dong and Wong Algorithm (FWA) 
The approach is based on the use of a - cuts and the fuzzy weighted average is defined as: 
Y : f (X l ,X2 , . .  " ,Xn, Wl ,W2, ' ' '  ,Wn) -~ WlX l  -{- W2X2 -}-''" -~- WnXn,  ( l )  
W 1 -{'-W 2 .-[-... +W n 
Ai represents he fuzzy criteria with universe xi, and w~ is the fuzzy weight with universe Z~. 
*Please address all correspondence to E. S. Lee, Department of Industrial Engineering, Kansas State University, 
Manhattan, KS 66506, U.S.A. 
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The procedure of Dong and Wong is briefly summarized in the following. 
1. Discretize the range of the membership function into a finite number of values a l ,  a2 , . . . ,  
am, where aj  E [0, 1]. The larger the number m, the more accurate the results are. 
2. For each aj ,  find the corresponding intervals of the criteria [ai, bi] and the intervals of the 
relative weights [ci,di] with i = 1, 2 , . . . ,  n. 
3. Construct 2 2n distinct permutations of the 2n-ary array (Xl, x2 , . . . ,  xn,  w l ,  w2 , . . . ,  wn), 
where xi = ai or bi, and wi = ci or d,, with i = 1, 2 , . . . ,  n. 
4. Compute Yk = f (Xk l ,  Xk2 , . . . ,  Xkn, Wkl, Wk2, . . . ,  Wkn)  where (xk l ,  Xk2 , . . . ,  xk , ,  Wkl, wk2, 
• . . ,  Wkn) is the k th permutation of the distinct 2 2n permutations, k = 1, 2 , . . . ,  2 2n. Then 
the desired intervals for y is [mink Yk, maxk Yk]. 
5. Repeat Steps (2)-(4) for every aj ,  with j = 1, 2, 3 , . . . ,  m. 
Based on the FWA algorithm, there is a total of 2n intervals for every aj  E [0, 1], with 
j -- 1, 2 , . . . ,  m. Thus, 2 2n permutations are involved to compute the intervals ofy  in equation (1) 
for every j.  In other words, the total computation is exponentially increasing according to 2 2n. 
L iou and  Wang A lgor i thm ( IFWA)  
The procedure of Liou and Wang is based on the definition of the functions ft] and fL:  
fU = f(Wl,W2,. . . ,wn) = 
fL  = f(Wl,W2,. . . ,wn) = 
E in=l  b iw i  
n w ' Ei=I i 
ELI  a iw i  
lr/, 
i=1Wi 
(2) 
Thus, the interval can be expressed as [mink{fL~}, maxk{fUk}], where k is the k th permutation 
of a total 2 n, k = 1, 2 , . . . ,  2 n. The lower bound for the interval is L = min{fL} and the upper 
bound is U = max{jet]}. Steps 3 and 4 of the FWA algorithm were modified based on the 
improved rules. 
In order to obtain the lower bound L and the upper bound U, the procedure of Liou and Wang 
needed, at the most, 2 + n(n  + 1) computations for each j.  
In the following, several arithmetic theorems will be first proved. Based on these theorems, a 
max-min paired elimination procedure is then proposed. 
. 
THEOREM 1. 
ARITHMETIC  THEOREMS FOR THE MAX-MIN 
PA IRED EL IMINAT ION METHOD 
I ra  _>b, )~E [0, 1]. 
Then a > a)~ + b(1 - ~) > b. 
PROOF. Let a = b + 6, 6 > 0, 
a)~ + b(1 - )~) = (b + 6))~ + b(1 - A) = b + 6A > b, 
a,h + b(1 - )~) = a,~ + (a - 6)(1 - ~) = a - 6(1 - )~) < a. 
THEOREM 2. 
! t I f  a > b > O, wa > wa, Wa,Wa,Wb > O. 
Then aw" + bwb > awa + bWb 
W" + Wb -- Wa + Wb 
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PROOF. ! Let w a = wa + Awa, Awa > O, 
aw" + bWb 
w~ + Wb 
~-- a(~)a "~- AWa) 3 t- bU3b = (awa 31- b'gOb) + aA'Wa 
(Wa "4- Awa)  -}- Wb (Wa "~- Wb) "4- AWa 
awa + bwb 
> , (Theorem 1). 
Wa + Wb 
LEMMA 2.1. 
I f  a > b > O, W'b > Wb, Wa, Wb, W~ > O. 
Then awa + b'W~b < awa + bwb 
Wa "4" W~ ~ Wa + Wb 
From Theorem 2, the following conclusion can be obtained. For the largest criteria rating, 
say al, al > ai, for all i = 1 ,2 , . . . ,n ,  the larger its relative weighting factor is, the larger its 
calculated weighted average will be. From Lemma 2.1, we can conclude that, for the smallest 
criteria rating, say an, an <_ ai, for all i = 1, 2 , . . . ,  n, the larger its relative weighting factor is, 
the smaller its calculated weighted average will be. Thus, the upper bound function fv  and lower 
bound function fL can be obtained as: 
(1) the 
(a) 
(b) 
(2) the 
(a) 
(b) 
THEOREM 
lower bound: min{fL} exists under the conditions 
the largest rating criterion, say al, al _> a~, for all i = 1,2, . . .  ,n, with its smaller 
weighting factor c~, and 
the smallest rating criterion, say an, an >_ a,, for all i = 1, 2 , . . . ,  n, with its larger 
weighting factor dn. 
upper bound: max{fv)  exist under the conditions 
the largest rating criterion, say bl, bl _> b,, for all i = 1,2, . . .  ,n, with its larger 
weighting factor dl, and 
the smallest rating criterion, say bn, b,~ < b, for all i = 1, 2 , . . . ,  with its smaller 
weighting factor cn. 
3. For weighted average function f
n 
f = E~=I aiw~ 
n 
E i= l  Wi 
f = E,2--11 ai, wi, 
n- - I  
E/ I= 1 Wil 
its indifference formula can be expressed as 
PROOF. 
n n - I  = atWt n--I n--I Y]~iffil aiwi  (alWl -{- anWn) "4- Y]~i=2 a iwi  -4- Y]~i--2 aiwi  Y~i'=I ai, wi, 
f = n W = n-1 ,tOt n-1 = n-1 ' E,=I , (wl + ~n) + E,=2 ~' + 52,=2 ~, E,'=I ~" 
where a' = (a lWl  -4- an•n) / (Wl  "4- Wn), ~ '  = ~1 "q- Wn. 
The max-rain paired elimination methods are based on the results of Theorem 2, Lemma 2.1 and 
Theorem 3. Theorem 2 and Lemma 2.1 tell us how to choose the largest and the smallest rating 
coefficients as well as their matched weighting factors for max{fv} and min{fL}. Theorem 3 tells 
us how to combine the largest and smallest criteria coefficients as well as their matched weighting 
factors into a new one. This is the basic rule for the proposed method. 
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3. ALGORITHM OF THE MAX-MIN 
PA IRED EL IMINAT ION METHOD 
Based on the discussions in Section 2, the intervals for every aj,  j = 1,2, . . . .  m, can be 
calculated. The computational algorithm for each aj,  j = 1 ,2 , . . . ,m,  is summarized in the 
following. 
(1) Find the largest rating coefficient, say al ,a l  >_ ai, bl,bl ~ b~ and the smallest rating 
coefficient, say an,an <_ a~, bn,bn <_ b~, for all i = 1,2 . . . .  ,n. 
(2) For min{fL}, choose cl as the corresponding weighting to al, choose dn as the correspond- 
ing weighting to an. 
For max{fu}, choose dl as the corresponding weighting to bl, choose an as the corre- 
sponding weighting to bn. 
(3) Combine at, a,~, and their corresponding weighting Cx, dn into a new rating coefficient a~ 
and its corresponding weighting w t. 
For min{fL}. 
at  = a lC l  -t- andn  w t -~- Cl "~- dn ,  C t : d t = W t. 
Cl +dn ' 
Combine bl, bn, and their corresponding weighting dl, ca into a new rating coefficient b t 
and its corresponding weight w ~. 
For max{fv}. 
b t= bldl+bnca w t=d l+ca ,  c t=d t=w I. 
dl +ca ' 
(4) Eliminate al,an and their corresponding weighting factor ct,dn, replace with a t and its 
corresponding weighting w t. Eliminate bl, bn and their corresponding weighting factor 
dl, ca, replace with b t and its corresponding weighting w t. Merge the newly generated 
criteria and their weighting with the existing ones. 
(5) Repeat Steps 1 through 4 for (n - 1) times, the final [a t, b t] will be the solution for interval 
of ~j. 
Repeat the above procedure for each a3. 
4. EXAMPLES 
Dong and  Wong 's  Example  
Consider the example used by Dong and Wong whose three-term weighted average function 
was:  
Y = f (X l ,X ,2 ,  X3,  Wl ,W2,W3 ) = XlWl  -'{- X2W2 -[" X3W3 
W 1 -~- W 2 -~- W 3 
The value of the rating criteria (A~) and their relative weighting factors (W~) can be expressed 
as fuzzy numbers A1 in Xl, A2 in x2, A3 in x3, WI in wl, W2 in w2, W3 in w3, which are defined 
as: 
xl, 0 N Xl _< 1, 0.3' 
~AI (X l )  = 2 - -X l ,  1 __<:X 1 __~ 2, ~wl(Wl )  = (0.9wl),.0.6 
I X2 -- 2, ~a.(x2) = 4 - x2, 
I x3 - 4, #A, (x3)  = 6 - xa ,  
2<x2<3,  [ (w2-0 .4)  
- - 0.3 ' 
3_< x2 _< 4, #w2(w2) -- / (1 -  w2) 
0.3 ' 
(w3 - 0.6) 
4 <_ Xa _< 5, 0.2 ' 
5 < x3 ~_ 6, /~'~s(w3) = (1 - w3) 
0.2 ' 
0 _< Wl _< 0.3, 
0.3 _< wl ~ 0.9, 
0 < w2 <_ 0.7, 
0.7 _< w2 ~ 1, 
0.6 < w3 _< 0.8, 
0.8 _< w3 _~ i. 
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If we describe the above fuzzy numbers in terms of a -cuts ,  then Ai and Wi, i = 1, 2, 3, can be 
listed as 
AI~ = [a, 2 - a], A2a = [2 + a,  4 - a], A3~ = [4 + a, 6 - a], 
Wla = [0.3a, 0.9 - 0.6a], W2a = [0.4 + 0.3a, 1 - 0.3a], W3a = [0.6 + 0.2c~, 1 - 0.2~]. 
We shall i l lustrate the calculation by calculating a = 0.5. For a = 0.5, we have the following. 
i=  1 2 3 
Criterion i (0.5, 1.5) (2.5, 3.5) (4.5, 5.5) 
Weight i (0.15,0.6) (0.55,0.85) (0.7,0.9) 
There are only two loops with four steps each for the max-min paired el imination approach. The 
detailed procedure is listed in the following. 
Lower Bound: find the min{]L} 
Loop  1. Three terms. 
(1) Choose the smallest and the largest criteria coefficients. (J. min, ~ max represent he 
smallest and the largest criteria coefficients). 
(2) Choose cl which matches al  and choose dn which matches an. (A represents the weighting 
factor used). 
min J. max 
ai 0.5 2.5 4.5 
[c,,di] (0.15,0.6) (0.55,0.85) (0.7,0.9) 
A A 
(3) Calculate a '  and w'. 
4.5 x 0.7 + 0.5 x 0.6 3.45 
a'  = = -- 2.65, 
0 .7+0.6  1.3 
c' = d I = w I = 1.3. 
(4) First delete the coefficients 0.5 and 4.5, and their corresponding weighting factors (0.15,0.6) 
and (0.7,0.9); then replace with a '  = 2.65 and c' = d' = 1.3. 
LooP  2. 
(1) 
(2) 
l min ~ max 
a~ 2.5 2.65 
[c~,d~] (0.55,0.85) (1.3,1.3) 
A A 
(3) Calculate a'  and w'. 
2.65 x 1.3 + 2.5 x 0.85 
a I = = 2.59, 
1.3 + 0.85 
c I = d I = w t = 2.15. 
(4) First delete the coefficients 2.5 and 2.65, and their corresponding weighting factors (0.55, 
0.85) and (1.3,1.3); then replace with a'  = 2.59 and c' = d' = 2.15. 
Since a'  = 2.59 is the only coefficient from the two loops, thus the final solution for the lower 
bound is min{fL} = 2.59. 
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Upper Bound: find the max{fu}. 
LOOP 1. Three terms. 
(1) Choose the smallest and the largest criteria coefficients. 
smallest and the largest criteria coefficients) 
(2) 
(~ min, ~ max represent he 
Choose dl which matches bl and choose ca which matches bn. (A represents the weighting 
factor used). 
min ~ max 
b~ 1.5 3.5 5.5 
[ci,di] (0.15,0.6)(0.55,0.85) (0.7,0.9) 
A A 
(3) Calculate a'  and w'. 
5.5 x 0.9 + 1.5 x 0.15 
b' = 
0.9+0.15 
c I = d I = w' = 1.05. 
5.175 
= - -  = 4.929, 
1.05 
(4) First delete the coefficients 1.5 and 5.5, and their corresponding weighting factors (0.15,0.6) 
and (0.7,0.9); then replace with b' = 4.929 and c' = d' = 1.05. 
LooP 2. 
(1) 
(2) 
J, min I max 
bi 3.5 4.929 
[c,,d,] (0.55,0.85) (1.05,1.05) 
A A 
(3) Calculate a'  and w' 
4.929 x 1.05 + 3.5 x 0.55 7.1 
b' . . . .  4.44, 
1.05 + 0.55 1.6 
c' ---- d' = w' -- 1.6. 
(4) First delete the coefficients 3.5 and 4.929, and their corresponding weighting factors 
(0.55,0.85) and (1.05,1.05); then replace with b' = 4.44 and c t = d ~ -- 1.6. 
Since b t = 4.44 is the only coefficient, the final solution for upper bound is max{fu} -- 4.44. 
The final desired interval for (~ = 0.5 is (2.59, 4.44) which is (min{fL},max{fv}).  No- 
tice that the computation is very simple and only need to compute the fraction f (wl ,w2) = 
(alwl + a2w2)/(Wl + w2). There are total 2(n - 1) such computations. In the same way, we can 
obtain the interval for a = 0 as (1.68, 5.43), and the interval for ~ = 1 as (3.56, 3.56). 
Four -Term Weighted  Average  
If we add a fourth criterion, say A4, 
defined as: 
~A4 (X4) = { 
~/w,(W4) = { 
with its corresponding weighting factor, W4, which are 
x4- -5 ,  5<x4_<6,  
7- -x4,  6_<x4<7,  
(w4 - 0 .5 )  
0.5 < w4 _< 0.8, 
0.3 ' 
(1 - w4) 0.8 < w4 < 1. 
0.2 ' - - 
In terms of c~-cut, A4 and W4 can be expressed as A4a = [5+a, 7 -a ] ,  W4a = [0.5+0.3a, 1-0.2a] .  
Let us again calculate the interval for a -- 0.5. The results for each loop are summarized in the 
following. 
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Lower Bound: find the min{fL}. 
Original: 
Loop 1. 
min ~ max 
ai 0.5 2.5 4.5 5.5 
[e,,di] (0.15,0.6) (0.55,0.85) (0.7,0.9) (0.65,0.9) 
A A 
Loop 2. 
LooP 3. 
min I max 
ai 2.5 4.5 
[ci,d~] (0.55,0.85)(0.7,0.9) 
A A 
3.1 
(1.25, 1.25) 
J. min J, max 
a~ 3.1 3.403 
[ci,di] (1.25,1.25) (1.55,1.55) 
A A 
a~ 3.27 
[ci,d~] (1.80,1.80) 
Upper Bound: find the max{fu}. 
Original: 
min 
bi 1.5 
[ci,di] (0.15,0.6) 
A 
LooP 1. 
LooP 2. 
bi 
[c~, dil 
*--- Solution for min{fL} = 3.27. 
3.5 
(0.55,0.85) 
LooP 3. 
J, max 
5.5 6.5 
(0.7, 0.9) (0.65, 0.9) 
A 
min ~ max 
3.5 5.5 5.786 
(0.55,0.85) (0.7,0.9) (1.05,1.05) 
A A 
max ~ min 
bi 5.5 5 
[ci,di] (0.7,0.9) (1.6, 1.6) 
A A 
bi 5.18 
[ci, d~] (2.5, 2.5) 
*-- Solution for max{fv} = 5.18. 
The desired interval for a = 0.5 is thus obtained as (3.17, 5.18) which is equal to (min{fL}, 
max{fu}). In the same way we can obtain the desired intervals for a = 0 as (2.3, 6.1) and a = 1 
as (4.31, 4.31). 
5. D ISCUSSIONS 
The three approaches can be compared based on the calculation efficiency and the data com- 
parison efficiency. Let PFWA represent the current proposed approach and IFWA represent the 
Liou and Wang algorithm. The calculation efficiency is compared based on the complexity of 
the formula and the number of repetitions needed. The comparison efficiency is based on the ex- 
pected number needed to get the max and the min values for all related data. These comparisons 
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are summarized in the following: (for n > 2, "+" represents addition "-" represents subtraction, 
"*" represents multiplication and "/" represents division). 
Number: 
Cal. Form 
of Formula 
Calculation Efficiency: 
FWA IFWA PFWA 
2 2n 2 + n(n  + 1) 2(n - 1) 
(at most) 
2(n - 1)(+) 2(+) 2(+) 
1(- )  
n(*) 1(.) 2(.) 
1(/) 1(/) 1(/) 
Based on the divide-and-conquer st ategy (see [2,4]), the comparison umber needed to get the 
max and the min items from m = 2 k elements hould be no less than (3/2)m - 2. Then the 
comparison umber needed in PFWA method is at most 2(n - 1) 2 + (2/9)n 2 (see Appendix) to 
get the max and the min values in every a-cut level. 
Comparison Efficiency: 
FWA IFWA 
Frequence: (3/2)22n - 2 2n 2 
PFWA 
_> 2(n - 1) 2 
< 2(n - 1) 2 + (2/9)n 2 
APPENDIX  
Proof of comparison umbers. 
Let 2 ~-1 < n g 2 k = m.  n is the total elements in each loop in the procedure to calculate 
max{fv} and min{fL}, then the total computation for either max{fu} or min{fL} is equal to 
3[mr  +m2+ . . .  +mnl -2 (n  - 1) = 3[2+4+4+8+8+8+8+ ...  +2 k +. . . ] -2 (n  - 1) 
3 2k_a)2~ = [21+23+. . -+22k-3]+~(n-  -2n+2 
3 [224-_.1 - 2 ] 3 2k_i)2k -~  - i  +5  (n -  -2n+2 
Let 
then 
= 2 2k-2 + 3(n2a) - 3(2 2k-2) - 2n + 1 
= 3(n2k) -- 2(2 2k-2) -- 2n + 1 
~n -- 2 k-x -- 2n + 1. 
n = 2 k- 1 "4- d, 
(3) 
0 < d < 2 k- l ,  
2 k-1 -- n - d, 
2 k = 2(n - d). 
Equation (3) is equal to 
2 (n -d)  ~n(n  - d) - 2n + l = n 2 + dn - 2d 2 -2n+1 
(4) 
= (n  - 1) 2 + d(n  - 2d)  = (n  - 1) 2 + 4(2  ~-~ - d) .  
Equation (4) has min value while d = 2 k-1 with its value equal to (n - 1) 2. Equation (4) has 
max value while d -- (1/2)2 k-1 -- (1/3)n with its value equal to (n - 1) 2 + (1/9)n 2. Thus, we 
obtain the conclusion: (n - 1) 2 _< Comparison Number _< (n - 1) 2 q- (1/9)n 2. 
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