Abstract. We discuss a new method for the iterative computation of some of the generalized singular values and vectors of a large sparse matrix. Our starting point is the augmented matrix formulation of the GSVD. The subspace expansion is performed by (approximately) solving a Jacobi-Davidson type correction equation, while we give several alternatives for the subspace extraction. Numerical experiments indicate the efficiency of the method.
1. Introduction. The generalized singular value decomposition (GSVD) was introduced by Van Loan [15] and further developed by Paige and Saunders [9] . Let A ∈ R m×n and B ∈ R p×n be given. where U ∈ R m×m and V ∈ R p×p are orthogonal, X ∈ R n×n is nonsingular, Σ 1 ∈ R m×n , Σ 2 ∈ R p×n , α 2 j + β 2 j = 1 and α j , β j ≥ 0. We can assume that the α j and β j are ordered such that α 1 ≥ · · · ≥ α n , β 1 ≤ · · · ≤ β n , in this case the generalized singular values σ j = α j /β j are nonincreasing. There is also a triangular form of the GSVD, see [9] . If B is square and nonsingular, the GSVD of (A, B) gives the SVD of AB −1 : AB −1 = U Σ 1 Σ has eigenvectors x j and corresponding eigenvalues λ j = α 2 j /β 2 j = σ 2 j . In this paper, we will pursue the second form: the generalized eigenvalue problem (1.3) 0 A A T 0 = λ I 0 0 B T B has eigenvalues ±α j /β j = ±σ j corresponding to eigenvectors (1.4) u j ±x j /β j (see [1] ).
In several applications, such as the generalized total least squares problem, the matrices A and B are large and sparse, and one is interested in a partial GSVD: only a few of the generalized singular vectors corresponding to the smallest or largest generalized singular values are needed; see [16] and the references therein. There seems to be only one earlier paper concerning a partial GSVD for large sparse matrices. Zha [16] proposed a method for finding generalized singular pairs using the CS decomposition and Lanczos bidiagonalization. On the one hand, his method is attractive for working with [A T B T ] T , hence avoiding the product matrices A T A and B T B. On the other hand, a difficulty is that full-dimension orthogonal projections have to be computed in every step; inaccuracies in the projections limit the accuracy of the computed generalized singular pairs.
In this paper, we examine a Jacobi-Davidson type subspace method, which is related to the Jacobi-Davidson method for the singular value problem (JDSVD, [4, 5] ), which on its turn is inspired by the Jacobi-Davidson method for the eigenvalue problem [12] . An important issue in the computation of the GSVD is the question how to cope with the product matrices A T A and B T B. To avoid rounding errors, we will never form these matrices explicitly, but the method here presented will apply B T B (but not A T A). For comments on this matter and possible alternatives, see Section 8.
The generalized singular value problem may have special types of generalized singular values: zero values (α/β = 0/1), infinite values (α/β = 1/0), and undefined values (α/β = 0/0), together called trivial values. Let ρ = rank([A T B T ] T ). If ρ > min{m, p} or n > ρ, then the presence of trivial values is guaranteed. In this paper we will focus on the computation of nontrivial values, and for convenience we will assume that m ≥ n, p ≥ n, and ρ = n, as is often the case in applications [1] . We note that one of the main contributions of [9] compared to [15] was the coverage of all possible cases of m, n, p, and ρ.
We will now introduce some notational conventions for later use. We will write · for the Euclidean norm, and κ(X) for the associated (two-norm) condition number of a matrix X. Unless mentioned otherwise, all vectors will have unit norm. Since by assumption B has full rank, (x, y) (B T B) −1 := y T (B T B) −1 x is an inner product. The corresponding norm satisfies
Inspired by the equality Z 2 F = trace(Z T Z) for a real matrix Z, we define the (B T B) −1 -Frobenius norm of Z by
The rest of the paper is organized as follows. In Section 2 and Section 3, we focus on the subspace expansion and subspace extraction of the new subspace method. Section 4 concentrates on the computation of the smallest generalized singular pairs, while Sections 5 examines the convergence and the relation with an inexact accelerated Newton method. We will discuss various issues of the method in Section 6. After numerical experiments in Section 7, we will summarize our conclusions in Section 8.
2. Subspace extraction. Our starting point is formed by (1.3) and (1.4). For a convenient notation, we will write
We will come back on the relation of the w j and x j in Section 6.2. Inspired by (1.4), we will work with two search spaces, U for the generalized singular vectors u j , and W for the scaled generalized singular vectors w j .
Suppose we have k-dimensional search spaces U and W, and look for an approximation
As usual in subspace methods, U will be a m×k search matrix containing an orthonormal basis for U and W will denote an n × k search matrix containing a basis for W (not orthonormal, but B T B-orthonormal, see below). First we define the residual of the triple (θ, u, w) by
Since u ∈ U and w ∈ W, we can write u = U c and w = W d for (low-dimensional) k-vectors c and d. To derive approximate triples, we impose a double Galerkin condition
which means: AW d − θU c ⊥ U and A T U c − θB T BW d ⊥ W. This is equivalent to the low-dimensional, projected system
This suggests to take the basis (contained in) U orthonormal, and the basis (contained in) W orthonormal with respect to the B T B-inner product: W T B T BW = I k . Then the subspace extraction amounts to computing singular values θ with corresponding right and left singular vectors d and c of the projected matrix
where the columns of U are orthonormal and the columns of W are B T B-orthonormal. In line with the terminology for the standard eigenvalue problem, the names Ritz value for θ and Ritz vectors for u and w suggest themselves. The Ritz value is equal to the Rayleigh quotient
of the vectors u and w. This Rayleigh quotient has the property that, given u = B w = 1, it minimizes the first part of the residual (2.1):
Interestingly, and unfortunately, it does not minimize the second part of the residual A T u − γB T B w , this is done by γ = u T AB T B w/ B T B w 2 , since for that γ value we have A T u − γB T B w ⊥ B T B w. This could suggest a test space B T BW instead of W in (2.2); however, in view of the potential ill-conditioning of B T B the disadvantages of this approach would probably be greater than its merits.
The following result, a generalization of [4, Th. 4.1] , expresses the fact that given U and W , H minimizes the residual matrices 
For uniqueness, we realize, using (
The following theorem, a generalization of [4, Th. 4.3] , ensures monotonic convergence to the largest generalized singular values.
1 be the singular values of H k := U T k AW k , where U k has orthonormal columns and W k has B T B-orthonormal columns. Then for all fixed j and increasing k, the θ (k) j converge monotonically increasing to the σ j .
Proof. H k is a submatrix of H k+1 , so according to [7, (3 
Because of the orthogonality conditions on the columns of U k and W k , the θ
This monotonicity is often of great value in practice: not only we have a lower bound to the largest generalized singular value(s) during the process, but also a more rapid and smooth convergence. Similar to the situation for the smallest singular values in JDSVD [4] , the convergence to the smallest generalized singular values is not monotonic in general. These values correspond to the interior eigenvalues of the augmented matrix formulation (1.3), and are often much harder to find than the largest ones. Section 4 will be devoted to this subject.
3. Subspace expansion. We now come to the genuine Jacobi-Davidson part of the method: the subspace expansion. Suppose we have an approximate triple (θ, u, w), and we would like to enlarge the search spaces U and W to further improve the approximation. Then we look for orthogonal updates s ⊥ u and t ⊥ w such that
or in words: the updated vectors are multiples of the true vectors u and w (hence the different scaling factors µ 1 and µ 2 ). Rewriting these equations to an equation involving the residual (2.1) gives
We have
Therefore, the last term on the right-hand side in (3.1) is of second order, that is, O(( s + t ) 2 ); we will neglect this term in what is to follow. The idea is not to discard the (first order) second term on the right-hand side, but to project the equation such that this term cancels. This forms the essence of asymptotically quadratic convergence, see also Section 5. (In the context of subspace methods, asymptotic convergence means the convergence behavior of the approximate quantities when they are sufficiently close to the true quantities.)
Except for projecting this term out, we want to fix the residual r to preserve the available information. Since the first component of the residual is orthogonal to u, and the second to w, this suggests using the projection
, which combines an orthogonal with an oblique projection and satisfies our two requirements. The resulting correction equation is
for s ⊥ u and t ⊥ w. As usual in Jacobi-Davidson type methods, we do not need to solve this equation exactly; in practice, we will solve it approximately. Since the operator in (3.2) is not symmetric in general, GMRES is a reasonable solver. One of the advantages of JacobiDavidson type methods is that we may use a preconditioner if available, to speed up the linear solve, see also Section 6.3.
Since the projected operator in (3.3) maps span( u) ⊥ ×span( w) ⊥ onto itself, it can easily be repeated in the context of a Krylov subspace method. As an alternative correction equation, we may consider
for s ⊥ u and t ⊥ B T B w. This formulation has the advantage that the operator is symmetric, but on the other hand, since it maps span( u) ⊥ × span(B T B w) ⊥ to span( u) ⊥ × span( w) ⊥ , we need a projected preconditioner of the form
to solve these equations by a Krylov subspace method, see also the remarks in [11] and [6] . Also, the non-orthogonal expansion t ⊥ B T B w might influence the efficiency of the method in a negative way, therefore we will use (3.3) in the experiments in Section 7.
4. Alternative extractions. In this section, we develop alternative extraction methods that are often more suitable for small generalized singular values than the standard extraction from Section 2. The alternatives, harmonic and refined extractions processes, are generalizations of those proposed in [5] for small singular triples. It turns out that some of these extractions can also be used for large generalized singular values and for generalized singular values close to a target τ = 0.
Refined extractions.
A refined Rayleigh-Ritz extraction for the standard eigenvalue problem was advocated in [8] , see also [14] , and was proposed for the singular value problem in [5] . A refined extraction process is possible for the generalized singular value problem for a target 0 ≤ τ ≤ ∞. With the idea of minimizing the residual (2.1), we can determine
and take u = U c and w = W d. (In the literature, results of standard extraction are usually denoted with plain letters, those of harmonic extraction with a tilde, and those of refined extraction with a hat. Here, we have used a tilde to denote both the standard and harmonic extraction, but will still use a hat for the refined extraction.) Here τ can be either a fixed target, or a varying approximate generalized singular value, for instance, the Rayleigh quotient.
When we are interested in the smallest generalized singular value(s), we may focus on target τ = 0 giving
This approach amounts to computing a small SVD of the thin tall matrices AW ∈ R m×k and A T U ∈ R n×k . When trying to find (very) large generalized singular values, with τ → ∞ the refined approach reduces to
after which we can take
as in the standard extraction. After the vector extraction, we can take a Rayleigh quotient (2.4) to get a (new) approximation to the generalized singular value. Although because of SVD properties the smallest and largest singular values of AW and BW converge monotonically (decreasing and increasing, respectively), they will in general not converge to a generalized singular value, since the extraction only involves A (for τ = 0) or B (for τ = ∞). In order to ensure convergence in practice, we may have to let the target converge to the wanted eigenvalue, for instance by setting τ equal to the current Rayleigh quotient every now and then. (We note that this is also necessary in the refined approach for the standard eigenvalue problem.) See also the numerical experiments in Section 7.
Harmonic extractions.
Assume for the moment that A ∈ R n×n is square and nonsingular; as before B ∈ R p×n with full rank. The smallest generalized singular value(s) are the largest value(s) of the inverted problems
For large singular values we have favorable convergence properties such as monotonicity, see Section 2. This suggests to consider Petrov-Galerkin conditions on the residuals:
To avoid working with the inverse of large sparse matrices, we want to choose the test spaces U and W in a suitable way. For the first equation, we can choose W = A T U leading to the standard Galerkin condition A w − θ u ⊥ U, or W = A T AW yielding the requirement A w − θ u ⊥ AW. For the second condition, we may choose U = AW, leading to the standard Galerkin condition
Omitting the tildes, we summarize the possible Galerkin conditions in Table 4 .1. 
Note that the combination (1a) and (2a) gives the standard extraction of Section 2. Constraint (2b) seems less attractive if one has to work with AB T B, but this can be avoided using a QR decomposition of A T U . In fact, the combination (1a) and (2b) is a generalization of the U-harmonic approach in [5] . Here, we will focus on the combination of (1b) and (2a), which we will call the harmonic approach for τ = 0, characterized by the equations
In particular, d solves a projected GSVD equation:
The approximations θ to the generalized singular values do have the property of monotonic convergence-also for the smallest values, as is shown in the following theorem. Denote the approximate singular values in step k of the harmonic approach by
Theorem 4.1. In the harmonic approach, the approximate singular values θ (k) j convergence monotonically to both the largest and the smallest generalized singular values:
Proof. With W a B T B-orthonormal basis for W, the θ
are the singular values of AW k . Since AW k+1 is a submatrix of AW k , the result now follows from [7, (3.1.4) ].
We have the following generalization of Bauer-Fike (see, e.g., [10, Th. 3.6] ). Proposition 4.2. Let (θ, w) be an approximate solution to A T A = σ 2 B T Bw, and let A T A w − θ 2 B T B w be the residual. There there is a generalized singular value σ such that
where the columns of X are the generalized singular vectors satisfying A T AX = B T BXΣ 2 . Proof. We have
from which the conclusion follows.
As is not unusual in this type of result, the columns of X in the proposition above can still be scaled; the optimal scaling is a highly nontrivial problem. Note that this harmonic approach involves working with both B T B and A T A, the latter only in the extraction, but not in the expansion phase.
A harmonic approach is also possible for a target 0 < τ < ∞. Denote
The (usual) harmonic approach on the pencil (A, B) for the target τ and search space span(Z) consists of determining the eigenpair(s) (ξ, c d
) of the generalized eigenvalue problem
with the smallest |ξ|, see for instance [14, p. 296] . With the QR-decomposition
this amounts to solving the eigenpair(s) of the generalized eigenvalue problem
for which |ξ −1 | is maximal.
Convergence.
In this section, we first show that the new method can be interpreted as an inexact accelerated Newton scheme for the for the generalized singular value problem. See [13] and [4] for similar formulations for the eigenvalue and singular value problem. Define the nonlinear function F :
where
for certain test vectors y ∈ R m and z ∈ R n such that y T u = 0 and z T B T Bw = 0. Consider the generalized singular value problem where we require the generalized singular vectors u, w to be scaled such that a T u = b T w = 1 for certain scaling vectors a ∈ R m and b ∈ R n . So we look for solutions u, w of the equation F (u, w) = 0 in the "hyperplane"
If (u k , w k ) are approximate generalized singular vectors, then the next Newton approximations (u k+1 , w k+1 ) are given by (u k+1 ,
Omitting the index k, one may check that the Jacobian DF (u, w) of F is given by
Hence the correction equation of the Newton step is given by
For every a, b so that a T u = 0 and b T B T Bw = 0, this is equivalent to the slightly more general form of the correction equation (in comparison with (3.3)),
where (s, t) ⊥⊥ (a, b). Note that the substitution a = y = u and b = z = w gives (3.3). If a and b remain fixed during the process, and if a T u and b T B T Bw are nonzero, then Newton iteration produces a series (u k , w k ) that converges asymptotically quadratically towards (u, w) if the starting vector (u 1 , w 1 ) is sufficiently close to (u, w). But if we take a, b, y, and z variable but converging to certain vectors, such that the denominators in (5.1) do not vanish, we get asymptotically quadratic convergence as well.
Thus the new method is a Newton scheme, accelerated by the usage of all previous iterates and the projection of A and B on the subspace that they span. This subspace acceleration accelerates the "prequadratic" phase of the method and ensures that we find a generalized singular value in a finite number of steps. It may be expensive to solve the correction equation exactly. Instead we may solve the correction equations approximately (see Section 3); the resulting method is an inexact accelerated Newton scheme.
We will now formally prove that the method has asymptotically quadratic convergence when the correction equations are solved exactly, and linear convergence when they are solved with a fixed residual reduction. In fact, there is one detail we have to check to ensure asymptotically quadratic convergence: the Jacobian should asymptotically be regular. Denote by
, the projection P (3.2) in the limiting situation (in the true generalized singular vectors). The next theorem shows that for simple generalized singular values, the operator in (3.3) is invertible, yielding quadratic convergence. Definition 5.1. We call a generalized singular value σ j simple if σ i = σ j for all i = j. Theorem 5.2. When the correction equations (3.3) are solved exactly and the method converges to a simple generalized singular value, it converges asymptotically quadratically.
Proof. First, P ∞ exists since Bw = 0 because of the assumption that B is of full rank. Suppose
for s ⊥ u, t ⊥ w, and σ the simple generalized singular value with corresponding u and w. We will show that s = t = 0. Omitting the projections, there must be α, β ∈ R such that
Multiplying the first equation by
Apparently, σ(α+β) = 0 hence A T A = σ 2 B T Bt. But since t ⊥ w and σ is a simple generalized singular value, we must have t = 0. In that case, αu + σs = 0, while also s ⊥ u, so s = 0. Hence, the operator in (5.3) is injective and therefore a bijection from u ⊥ × w ⊥ onto itself. Theorem 5.3. When the correction equations (3.3) are solved with residual reduction
where P ∞ , A, and B are as in (5.2) and (4.1), and the method converges to a simple generalized singular value, the convergence is asymptotically linear. Proof. We assume that we are satisfied with approximate solutions s ⊥ u, t ⊥ w to the correction equation such that P (A − θB)P s t + r ≤ η r . Then there are η 1 ≤ η, f ⊥ u
while from (3.1) it follows that the true updates s ⊥ u and t ⊥ w, satisfy
Hence,
where the second term on the right-hand side is of second order. Also from (3.1), it may be seen that r ≤ P ∞ (A − σB)P ∞ s t + higher order terms.
This proves that asymptotically
6. The algorithm. In this section, we discuss various practical issues of the method, including preconditioning and deflation, and we give pseudocode for the method.
6.1. Deflation. Deflation is the name of a technique that ensures that once we have detected a generalized singular value, we do not spend valuable effort to find it once again. Suppose we have found the exact vectors
Lemma 6.1. If B is of full rank, then the w j form an A T A-orthonormal and a B T Borthonormal system.
Proof. Since B is assumed to be of full rank, B T B allows for a Choleski decomposition
Since the matrix on the left-hand side is symmetric, the eigenvectors y j are orthogonal. Hence
Using the preceding lemma, and the fact that the vectors u j form an orthonormal system, one can check that the pair of deflated matrices (6.1)
has the same generalized singular values and vectors as the pair (A, B) , except that the detected values have been replaced by undefined ones (0/0).
A partial GSVD.
In combination with the deflation of the previous subsection, Algorithm 6.1 actually computes, apart from the singular values, a partial generalized singular value decomposition with upper triangular instead of diagonal matrices. Namely, if we translate (6.1) back to A and B, our method computes
where R 1 and R 2 are (mathematically) upper triangular. For some applications it is of interest to compute the full data: the α j and β j , as well as the vectors
. This can be done as follows. We are interested in a partial GSVD.
is a partial GSVD of the pair (A, B) if, for k ≤ min{m, n, p}, U ∈ R m×k and V ∈ R p×k have orthonormal columns, X ∈ R n×k is of full rank, and AX = U Σ 1 and BX = V Σ 2 , where Σ 1 and Σ 2 are diagonal.
To compute such a partial GSVD, we first compute V R 3 , the QR decomposition of BW f ; then we compute the GSVD of the pair U T f AW f = R 1 and V T BW f = R 3 . The following lemma, which can be verified by direct computation, indicates how the computed quantities yield a partial GSVD.
Lemma 6.3. Let U ∈ R m×k and V ∈ R p×k have orthonormal columns, W ∈ R n×k have full rank, with A · span(W ) ⊂ span(U ) and B · span(W ) ⊂ span(V ). Let the pair
This means that with only cheap, low-dimensional operations, we can compute the information Σ 1 , Σ 2 , U , V , and X from the computed triples (σ j , u j , w j ). See also the discussion in [3, p. 466].
6.3. Preconditioning. Suppose we have a preconditioner M for the augmented matrix:
An example of such a situation could be the case when τ = 0, meaning we are interested in the smallest generalized singular values. Then M could be an approximation to the augmented matrix
. In the case that A is square, we may take
where N ≈ A is supposed to be a (relatively) cheaply invertible preconditioner for A. When τ > 0, the Schur complement of the augmented matrix is (A T A − τ 2 B T B)/τ . Although Björk [2, p. 283] gives possible ways to apply a preconditioner for A T A without explicitly forming this product, it is unclear how to generalize this to (
Preconditioning the correction equation (3.3) means (leaving out the tildes for convenience) solving (s, t) ⊥⊥ (u, w) from
for a right-hand side b. One may check that we have
Since at the beginning of the inner iteration the oblique projection between the outer brackets can be precomputed, we need j + 2 actions with our preconditioner for j inner iterations.
6.4. Pseudocode. Pseudocode for the method is given in Algorithm 6.1.
Input: a device to compute Aw, A T u, Bw, and B T u for arbitrary u and w, starting vectors u1 and w1, and a tolerance ε Output: an approximate triple (θ, u, w) for the generalized singular triple closest to the target τ Experiment 7.1. We first set the stage for the experiments (1)-(6) for which we will summarize the numerical results in Table 7 .1. For n = 1000, we first set
We also choose another diagonal matrix
With A = CD and B = SD, the condition numbers of A and B are modest. We look for both the largest generalized singular value, using the following default options of the proposed method: We solve the correction equations (3.
3) approximately by 10 steps of the GMRES method.
The only other parameter that may need some explanation is fix. On the left-hand side of the correction equation (3.3), we take θ equal to the target τ as long as the residual norm is larger than fix. If r drops under this value, we assume that convergence has set in, and we take θ equal to the Rayleigh quotient in every step. We take the same starting vector for each of the extraction methods. This forms experiment (1) in Table 7 .1. Then, we take
where Q 1 and Q 2 are two random orthogonal matrices. For experiment (2), we first choose D the same as in experiment (1). Then we adjust its diagonal elements using
where we take e = 6, 9, 12 for experiment (3), (4), and (5). This greatly influences the condition number of both A and B. For experiment (6) D is taken with e = 12, and we also construct three Householder matrices, H 1 = I − 2f f T , H 2 = I − 2gg T , H 3 = I − 2hh T , where f, g, h are random unit vectors, and set A = H 1 CDH 3 , B = H 2 SDH 3 .
The results for the computation of σ max are in line with the theory: the standard extraction is fine for the largest generalized singular values; the harmonic extraction is primarily meant for the smallest generalized singular values but also useable for the largest values. The condition number does not seem to have a large influence on the number of iterations. The refined extraction (not in the table) with τ = ∞ failed in all cases. This is natural in view of σ max = 0.577 · · · ∞. A suitable target might be helpful in this situation; how to cheaply find a first rough approximation to σ max is an interesting research question.
For σ min , the harmonic and refined extraction indeed do a better job than the standard extraction; the refined extraction because of the fact that the target τ = 0 is rather accurate for σ min ≈ 5.0 · 10 −4 . If we do not use a preconditioner in experiments (3)-(6), we have difficulties in computing the smallest singular value for ill-conditioned matrices A and B to the prescribed tolerance 10 −6 . Typically, we may reach more modest tolerances, reflecting the large condition numbers. Only with a (very) good preconditioner (inexact LU decomposition with drop tolerance 10 −3 ) we get a rapid convergence to the prescribed tolerance in various cases.
On the one hand, these test matrices are very special, on the other hand, we have the following lemma which states that up to rounding errors, we can make some assumptions on A and B.
Lemma 7.2. Up to rounding errors, we can assume that A is diagonal and B is upper triangular, or vice versa.
Proof. The generalized singular values of (A, B) are the same as those of (U T AW, V T BW ) for orthogonal matrices U , V , and W . We get the first result if we take for U and W the SVD factors of A and for V is the Q factor of the QR decomposition of BW . The generalized singular vectors are transformed in an obvious way; the second result follows in an analogous way. Experiment 7.3. Next, we illustrate the use of interchanging the roles of A and B. We take random sparse 1000 × 1000 A and B with a density of about 10% and condition numbers κ(A) ≈ 2.4 · 10 5 , κ(B) ≈ 5.0 · 10 5 . Suppose we are interested in the largest generalized singular value. The convergence for σ max is very slow; after 500 outer iterations none of the three extraction processes has succeeded in finding this value. However, to find σ max (A, B) we can also look for σ min (B, A). Then, with target 0 and ILU preconditioner with drop tolerance 0.01, the standard extraction and harmonic extraction find σ min in 23 and 21 iterations, respectively. So in this case, since we have a good target and an appropriate preconditioner, the smallest generalized singular value is actually easier to detect than the largest, so that it is useful to interchange A and B.
8. Conclusion. We have proposed a new Jacobi-Davidson type method for the computation of some of the generalized singular values and corresponding vectors. The method is an accelerated (inexact) Newton method with asymptotically quadratic convergence if the correction equations are solved exactly. To overcome the initial phase, we use subspace acceleration.
While the convergence for the largest (exterior) values is naturally favorable (monotonic behavior), the method may also be used to compute the smallest generalized singular values. Preconditioners are relatively easy to obtain in the latter case, at least in the case of a square and invertible A. As there are no experiments in [16] for the smallest generalized singular values, it is not clear whether the Lanczos type method is useable for these values. Although the GSVD of complex matrices does not seem to be discussed in the literature, the method could be applied to these matrices with straightforward adaptations.
The described method may be seen as an adaptation of the JDSVD method for the singular value problem [4, 5] , with a B T B-orthonormal basis W . However, it is not a straightforward generalization. As the generalized singular value problem is mathematically more complicated than the singular value problem, this is also true for the numerical solution in a number of aspects.
First, the Jacobi-Davidson type method for the generalized singular value problem has quadratic convergence if performed exactly, while the JDSVD method has cubic convergence; this is a bit unexpected because of the symmetry of the generalized singular value problem, as is apparent in (1.1) and (1.3). This difference is not overly important; both methods typically behave linearly if used inexactly, which will often be done in practice.
Second, for the GSVD, the refined extraction is less attractive since the important cases τ = 0 and τ = ∞ are no longer as natural as for the singular value problem [5] . Two of the three different harmonic extractions in [5] also become more involved for the GSVD.
Third, both in the correction equation (3.3) and the deflation (6.1) an oblique projection (3.2) is present, which may affect the stability and efficiency. Although the product matrix B T B is never formed, it is applied. For ill-conditioned B, this may give numerical difficulties. In the numerical experiments, these problems were not encountered for the largest singular values, but we did experience them for the smallest singular values: large condition numbers call for good preconditioners and/or more modest tolerances.
Fourth, per iteration, one needs four matrix vector products for the outer iteration, plus an additional four for every inner step; this is twice the number of JDSVD.
Via the form B T Bx = (1/σ 2 )A T Ax, we can interchange the role of A and B if desired. This may be practical in the case that σ min (B, A) is easier to compute than σ max (A, B) (see Experiment 7.3) or in the case that the condition numbers of A and B differ greatly. One could argue that the extraction (2.3) and the expansion (3.3) is less elegant because of the presence of the B T B term. Alternative methods might be developed making use of the form (1.1) or (1.2). We leave this for future work.
