This paper examines the correlated random coefficient model. It extends the analysis of Swamy (1971 Swamy ( , 1974 , who pioneered the uncorrelated random coefficient model in economics. We develop the properties of the correlated random coefficient model and derive a new representation of the variance of the instrumental variable estimator for that model. We develop tests of the validity of the correlated random coefficient model against the null hypothesis of the uncorrelated random coefficient model.
Introduction
The correlated random coefficient model is the new centerpiece of a large literature in microeconometrics. It extends the classical uncorrelated random coefficient model of Swamy (1971, 1974) . For person i, outcome Y i in terms of choice indicator D i is written as
where D i = 1 if a choice is made; D i = 0 if not and both the intercept, α i , and the slope, β i , vary among persons. In this expression both the α i and β i may depend on regressors X i which we keep implicit.
β i is the causal effect of D i on Y i holding α i fixed. If agents make their choices to take treatment based on components of β i that depend on variables not available to the observing economist, D i is correlated with β i even after conditioning on X i . Most recent studies focus on estimating means or quantiles of the distribution of β i .
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The model that motivated the research of a previous generation (see, e.g., Griliches, 1977) assumes no response heterogeneity (β i = β) or else an uncorrelated random coefficient model as in Swamy (1971 Swamy ( , 1974 or Mincer (1974) , so β i is independent of D i . The correlated random coefficient model assumes that β i varies in the population and in addition that
We invoke the assumptions of Heckman and Vytlacil (2005, 2007b) . 9 A fundamental treatment parameter introduced by Björklund and Moffitt (1987) is the marginal treatment effect (MTE). The MTE for a given value of X = x is
It is the mean effect of treatment when the observables X are fixed at a value x and the unobservable in the choice equation U D is fixed at a value u D . Heckman and Vytlacil (1999 , 2001 , 2007b use the MTE to develop implications of the model to test H 0 .
In the general case, the conditional expectation of Y given X and Z is E(Y |X = x, Z = z) = E(Y |X = x, P (Z) = p)
= E(α|X = x) + E(βD|X = x, P (Z) = p)
where the integrand in the final expression is the M T E(x, u D ).
10 Under H 0 ,
9 Their conditions are:
(A-1) (U 0 , U 1 , V ) ⊥ ⊥ Z | X. Alternatively, (α, β, V ) ⊥ ⊥ Z | X.
(A-2) The distribution of µ D (Z) conditional on X is nondegenerate. Thus the distribution of P (Z) is nondegenerate conditional on X.
(A-3) The distribution of V is continuous (i.e., absolutely continuous with respect to Lebesgue measure). Thus U D = F V (V ) is uniform.
(A-4) E |Y 1 | < ∞ and E |Y 0 | < ∞, so defining E(β) =β, |β| < ∞.
(A-5) 1 > Pr (D = 1 | X) > 0. Vytlacil (2002) shows that under mild regularity conditions, assumptions (A-1)-(A-5) are equivalent to the IV conditions of Imbens and Angrist (1994) used to define the local average treatment effect (LATE) . 10 The first line follows from (A-1). The rest of the derivation comes from (1) and the law of iterated expectations.
7 so E(Y | X = x, P (Z) = p) = E(α | X = x) + E(β | X = x)p.
(3)
Thus the function E(Y |X = x, P (Z) = p) is linear in p, conditional on X = x, which is a testable hypothesis.
A second implication of H 0 is that any standard instrument identifies β = E(β).
12 Thus under H 0 all valid instruments have the same estimand. Under conditions presented in this paper, comparing the estimates produced by different instruments tests the weaker hypothesis H 0 : Cov(β, D | X) = 0, which is an implication of the stronger hypothesis H 0 . The analysis in this paper thus provides an alternative interpretation of standard tests of overidentification. A rejection of the null hypothesis that two instrumental variable estimands are different is not necessarily a rejection of the validity of one instrument. It could be interpreted as evidence in support of a correlated random coefficient model.
General Properties of the IV Estimator for the Correlated Random Coefficient Model and Tests of the Hypothesesβ = 0 and that the IV Estimand Is Zero
We present a new representation of the sampling distribution of the IV estimator. We consider the problem of constructing the power of tests of several hypotheses using the sampling distribution of the IV estimator for the correlated random coefficient model. so we can write
The weights λ Ω l and λ l are defined in the following way. Let j i be the ith smallest value in the support of J(Z), then
For the special case of a binary instrument J(Z) has two points of support, j 1 and j 2 , corresponding to the points p 1 and p 2 in the propensity score distribution. Let Pr(J(Z) = j 1 ) = Pr(P (Z) = p 1 ) = q and Pr(J(Z) = j 2 ) = Pr(P (Z) = p 2 ) = 1 − q. The λ l are λ 1 = 1 and λ l = 0, l > 1. 14 The weights for the variance simplify to
and
Formula (4) extends the representation of IV as weighted averages of slopes of the underlying function, due to Yitzhaki (1989) . It allows the instrument J(Z) be different from
11 the propensity score P (Z) or a monotonic function of it. It reveals that, in general, different instruments identify different parameters. Thus, in general, β IV,J = β IV,J if J and J apply different weights (5) to a common MTE.
As noted by Heckman and Vytlacil (2005, 2007b) , while the weight in (5) integrates to 1, it is not necessarily non-negative for all values of u D so the interpretation of the weighted average produced by IV is obscure. Even though the MTE is positive everywhere, the IV estimate may be negative.
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Some applied economists report tests based on IV sampling distributions as if they are testing the null hypothesis thatβ = 0. Under H 0 , i.e., the absence of a correlated random coefficient model, the sampling distribution of the standard IV estimator,β IV,J , can be used to consistently test the null hypothesis thatβ = 0. However, when H 0 is false, a test of β = 0 based on the sampling distribution of the IV estimator is, in general, inconsistent and biased because by (6), IV does not, in general, converge toβ.
Consider the following example based on the normal generalized Roy Model,
and assume X = 1. Recalling that u D = F V (v), when V is a normal random variable, the marginal treatment effect is
where Φ −1 (·) is the inverse of a standard normal CDF (hence We compute the power function for different values ofβ. Recall from (6) that this is the component of β IV,J that does not depend on J. In Panel A,β IV,J is a consistent estimator forβ. In the other two panels it is not. Thus in the top panel of the figures, when τ = 0,
and hence H 0 is true, the test of the hypothesis β = 0 is unbiased and consistent and the size of the test is controlled. 16 As expected, smaller values of σ 2 U produce higher power,
and larger values of σ 2 Z produce higher power. The bottom two panels plot the power of the test that β = 0 when τ = −1 and τ = 0.6, respectively. In these two latter cases, plim β IV,J = β IV,J =β. Hence the tests are biased and inconsistent. The power and size of the test for the existence of an "effect" (i.e., whether β = 0) can be badly distorted. Thus even if β = 0, an "effect" can be detected, and if β = 0, no "effect" can be detected.
Testing Hypotheses About Instrument-Dependent Parameters
More recently, many applied economists, following Imbens and Angrist (1994) , interpret IV as a weighted average of "LATEs," or in our framework, a weighted average of MTEs, as in equation (3). It is understood thatβ IV,J is not, in general, consistent for the trueβ. Within this framework, economists often report tests of the hypothesis that β IV,J = 0.
To calculate the power of such tests, consider alternative values of β IV,J (=β + Υ J from equation (6)) obtained by varyingβ holding Υ J fixed. Notice that unlike the analysis in the preceding section, in this section we are not testing the hypothesis thatβ = 0. Instead 16 Although Figure 1 shows the power function only for one sample size, the consistency of the test is readily verified. we are testing the hypothesis that β IV,J = 0 (or some other specified value). We varyβ to calculate the power of the test for alternative values of β IV,J . This is a sensible way to proceed becauseβ is instrument invariant. Investigating the power of the test in this fashion allows us to construct power functions for instrument-invariant alternatives. To keep τ fixed, we can only vary σ 1V and σ 0V subject to a constraint that σ 1V − σ 0V is constant.
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17 For σ V = 1, the four A panels of Figure 2 show the power of the test for different values ofβ when we vary σ 1V and σ 0V such that σ 1V − σ 0V = −1. The power of the test is highest when σ 1V and σ 0V are both close to 0 (ie. straddling 0), and lowest when both are far from zero (either positive or negative). The panels in B vary β IV,J by varyingβ holding Υ J fixed and hold fixed all of the parameters of (9) except for σ 2 1 , while the panels in C varȳ β hold fixed all of the parameters of (9) Zγ and V are statistically independent. σ 2 V has to be held constant to keep Υ J fixed. We keep this term fixed by varying components of Z while keeping γ Zγ fixed. An instrument with greater variance that obeys this constraint will produce greater power. Figure 3 plots power functions of the test of the hypothesis that β IV,J = 0 using each component of a two-dimensional instrument Z = (Z 1 , Z 2 ). These plots show that for a given IV estimand β IV,J , the power of the test is higher when using the instrument that accounts for more of the variance of the index Zγ. Going from top to bottom, the variance of Z 1 is increasing while the variance of Z 2 is decreasing. Accordingly, from top to bottom the power of the test β IV,J = 0 using Z 1 as an instrument is increasing while the power of the test using Z 2 as an instrument is decreasing. Each panel shows the fraction of γ Zγ accounted for by the variance of the instrument used to construct the power function (either Z 1 or Z 2 ).
19 We now use the tools developed for IV in a correlated random coefficient model to test H 0 .
Testing H 0 Using Instrumental Variables
Armed with the results of Section 3, we study how to use different IVs to test H 0 . Under H 0 , the probability limits of any two IV estimators are identical, because for any choice of 18 This result is special to the case of J(Z) linear or affine in Z with Z normally distributed, so J(Z) is normally distributed and the further assumption (A-1) that Z ⊥ ⊥ V , where V is normally distributed. We have not analyzed more general conditions on Z and V under which the invariance holds.
19 Note that in a given row, the fractions do not sum to 1 because there is a covariance (of 0.1) between Z 1 and Z 2 . 
J,
If H 0 is false, in general any two IV estimators will differ. Excluding the case of equal IV weights for the two instruments, our IV test forms two estimators β IV,1 and β IV,2 , based on J 1 (Z) and J 2 (Z) respectively, and tests the null hypothesis 
, the noncentrality parameter of the chi-square distribution of the test statistic is
where
The derivation follows a logic similar to that used to derive (7). 21 Notice that not only will the difference in the IV estimands depend on the alternative under consideration, but the variance of the difference between the IV estimators will also depend on the alternative under consideration.
We present this characterization of the variance in order to understand the properties of tests of H 0 based on IV estimators. This expression for the variance is not meant as a guide for how to implement such tests. In practice the analyst would form the test statistic using a standard estimator of the variance of the vector of IV estimates.
In general, the weights presented above do not have simple analytical expressions. They do in the case of a model with normal error terms with normally distributed instruments and a linear index structure for the choice equation. However, for this case, the proposed IV test has no power, because, and as previously discussed and as established in Appendix B, β IV,J 1 ≡ β IV,J 2 irrespective of the truth or falsity of H 0 . For this case, the noncentrality parameter of the asymptotic chi-square distribution of the test statistic will be zero so the power of the test equals its size. To have a test with any power, we have to rule out instruments with equal weights. Since the weights can be constructed from the data on Z, it is possible to check this condition in any sample.
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We do not formally analyze conditions that guarantee that the two instruments J 1 and J 2 , constructed from Z, optimize the power function of the test. From the expression for the noncentrality parameter, one can see the ingredients required to construct an asymptotically most powerful test. Let Z ∈ R k be the vector of available instruments and let J = J | J : R k → R be the space of functions which map the vector of instruments to the real line. Then for a given MTE, the optimal choice of J 1 and J 2 solves the problem
The optimal choice of instruments will generally depend on the shape of the MTE(u D ).
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We present an example with two non-normal instruments in Figure 4 . Specifically, let
where the vector Z = (Z 1 , Z 2 ) is distributed as a multivariate mixture of normals with the distribution given at the base of the figure. The unobservables are assumed to be generated by a normal generalized Roy model. The test of equality of the IV estimators constructed using these two instruments has power to detect deviations from H 0 . Figure 4A plots the weights h 1 (·) and h 2 (·) which the IV estimator places on the MTE, using Z 1 or Z 2 respectively. The weights must differ for the test based on the difference in IV estimators to have power to detect deviations from H 0 . When the mixing proportion in the mixture of normals is 0.45, the instruments are highly non-normal and the IV weights differ substantially. However, when the mixing proportion is 0.75, the instruments become closer to normal, the weights become very similar, and the test of H 0 loses power. This case is discussed further in Heckman, Schmierer, and Urzua (2010) .
Another example of a test that has power to detect deviations from H 0 , even with normal instruments, constructs IV estimators using nonlinear functions of Z. We consider a normal generalized Roy model where there is one Z variable in the choice equation that is normally distributed, D = 1(Z > V ). We plot the weights of the IV estimators based on Z and Z 2 . Figure 4B plots the weights for these two choices of instruments. The weights differ, and in addition the amount by which they differ generally depends on the distribution of Z. We plot the weights for two choices of the mean of Z presented in the figure. These choices clearly affect the weights and hence will generally affect the power of a test of H 0 based on these IV estimators.
Another choice of instruments uses P (Z) on disjoint intervals of the support of P (Z) as two instruments. Form two disjoint intervals [p 1 , p 1 ] and [p 2 , p 2 ], and construct IV estimators over these intervals as sample analogs to 
Note: Panel A plots the weights of IV estimates constructed using either Z 1 or Z 2 as an instrument where (Z 1 , Z 2 ) is distributed as a multivariate mixture of normals, with D = 1(γ 1 Z 1 + γ 2 Z 2 > V ). To construct these results, we assume
and the coefficients in the choice equation are γ 1 = 0.2, γ 2 = 1. In the left plot of Panel A we let p mix = 0.45 and in the right plot p mix = 0.75. Panel B plots the weights of IV estimates constructed using either Z or Z 2 as an instrument where Z ∼ N (µ Z , 1), µ Z = 1 or µ Z = −0.5, and D = 1(Z > V ). Panel C plots the weights of IV estimates constructed using either P (Z) below the median or P (Z) above the median as instruments. Panel D plots the weights of IV estimates constructed using P (Z) in different quartiles of its distribution as instruments. In Panels C and D, Z ∼ N (µ Z , 1), µ Z = 0 or µ Z = 1, and D = 1(Z > V ). In all of the plots, we set σ and test
There is no a priori guidance on which intervals to use so we consider two ways to construct intervals over which to form IV estimates: (1) use the intervals [0, p med ) and [p med, 1] where p med is the sample median of P (Z), and (2) use the intervals [0,
and [p q3 , 1], where p qj is the jth sample quartile of the distribution of P (Z) and form all pairwise contrasts between these estimates. Note that even though we split the propensity score into four intervals, we are still conducting pairwise tests. However, because there is a multiplicity of pairwise tests, we must control the size of the test. We do this by using the stepdown procedure of Romano and Wolf (2005) . Figures 4C and 4D plot the weights for the instruments constructed in this manner. These weights are nonoverlapping by construction and will also depend on the distribution of the instrument Z.
The power of the test of H 0 based on IV estimators also depends on the variance (12), which determines the denominator of the noncentrality parameter. The important terms which are affected by the choice of instruments are the variance of the difference in the instruments We emphasize that the specific comparisons of IV estimators presented in this section are illustrative examples. Our formal analysis is completely general and allows for any choice of valid instruments which satisfy (A-1)-(A-5).
Testing H 0 by Testing for Linearity
We next consider tests of H 0 based on linearity in p. Keeping the conditioning on X implicit, we can write (3) as
for some general nonlinear function g(·) where µ and g may depend on X. Our test for the absence of selection on the gain to treatment is a test of whether the function g(·) belongs to the linear parametric family F = {a + bp, (a, b) ∈ R 2 }. Let P be the support of P (Z), with typical element p ∈ P. The null hypothesis of linearity can be written as
There exists some (a, b) ∈ R 2 such that g(p) = a + bp for almost all p ∈ P, while the alternative is
There exists no (a, b) ∈ R 2 such that g(p) = a + bp for almost all p ∈ P. Note: Panel A plots the variance weights of the difference in the IV estimates constructed using either Z 1 or Z 2 as an instrument where (Z 1 , Z 2 ) is distributed as a multivariate mixture of normals, with D = 1(γ 1 Z 1 + γ 2 Z 2 > V ). To construct these results, we assume
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and the coefficients in the choice equation are γ 1 = 0.2, γ 2 = 1. In the left plot of Panel A we let p mix = 0.45 and in the right plot p mix = 0.75. Panel B plots the variance weights of the difference in the IV estimates constructed using either Z or Z 2 as an instrument where Z ∼ N (µ Z , 1), µ Z = 1 or µ Z = −0.5, and D = 1(Z > V ). Panel C plots the variance weights of the difference in the IV estimates constructed using either P (Z) below the median or P (Z) above the median as instruments. In Panel C, Z ∼ N (µ Z , 1), µ Z = 0 or µ Z = 1, and D = 1(Z > V ). In all of the plots, we set σ where L is assumed to be known. 26 The proposed test for linearity is
Heckman, Schmierer, and Urzua (2010) develop properties of this test for linearity.
Linearity Test 2: Bierens Conditional Moment Test
One can also test the validity of representation (3) using orthogonality restrictions implied by the parametric model. One approach is the conditional moment (CM) test of Bierens (1990) . 27 This test uses the fact that under the null hypothesis the following moment condition must be satisfied
for the true parameter vector (a 0 , b 0 ) ∈ R 2 . This conditional moment restriction implies the set of unconditional moment restrictions
for all t ∈ R, for some bounded one-to-one, mapping Λ from R into R. A test can be constructed using the sample analog of the left-hand side of (14). Bierens (1990) shows how one can use sample analogs to construct a test statistic which, under the null hypothesis, converges in distribution to a χ 2 1 and under the alternative diverges to infinity. Heckman, Schmierer, and Urzua (2010) discuss the properties of this test.
26 Below, we discuss a procedure when L is unknown. 27 See also Bierens (1982) and Bierens and Ploberger (1997) for related tests. Newey (1985) discusses conditional moment tests more generally.
The Preceding Tests are Conditional Moment Tests
which is equivalent to solving
For one instrument there is no test, but for two or more (K ≥ 2), one can test if a common pair of (a, b) satisfies all of the moment conditions produced from using different instrumental variables. This is the classical test of overidentification. Thus, all of the tests previously discussed can be viewed as conditional moment tests.
Linearity Test 3: A Semiparametric Test Based on Local Linear Regression
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A potential problem with the test based on series estimators (Linearity Test 1) is that it assumes that the degree of the highest order polynomial in P (Z) is finite and known. A semiparametric approach that did not rely on strong functional form assumptions about the generator model is more desirable. Li and Nie (2007) use local linear regression methods to develop a test for linearity of an unknown parametric function in a semiparametric model. They develop a test of linearity of the unknown nonparametric component (linearity in P (Z) in our setup) that can be applied to the problem analyzed in this paper if it is adapted to the case of an estimated P (Z).
If P (Z) is parametric and its coefficients are √ N estimable, their analysis can be applied directly. The case where P (Z) is estimated nonparametrically is left for another occasion. Conditioning on X Throughout, we have conditioned on X. An important practical problem not addressed in this paper but common to all empirical models is picking the appropriate conditioning set, and determining how to explicitly model the dependence of Y on X. Heckman, Schmierer, and Urzua (2010) discuss the power of these tests and conduct extensive Monte Carlo studies.
6 Summary and Conclusion P.A.V.B Swamy's classic work (1971, 1974) developed estimators for the uncorrelated random coefficient model. This is the case when H 0 is true. In this paper, building on the work of Heckman and Vytlacil (1999 , 2007a and Heckman, Schmierer, and Urzua (2010),
we develop tests for the presence of a correlated random coefficient model and related tests on parameters derived from the model. All of the tests we consider can be interpreted as conditional moment tests. We develop instrumental variable tests for the null hypothesis of the absence of a correlated random coefficient model. To implement it, we develop the sampling distribution of the IV estimator using the marginal treatment effect and its extensions to higher moments of the distribution of the heterogeneity on which agents select.
Heckman, Schmierer, and Urzua (2010) conduct a Monte Carlo investigation of the power of these tests. One disturbing finding from their work is that the power of all of the tests we consider is low. They show that among all of the tests considered, the test based on comparing alternative IV estimators above and below the median propensity score has the highest power.
This paper analyzes the case of a binary treatment. Heckman, Urzua, and Vytlacil (2006) and Heckman and Vytlacil (2007b) analyze the cases of a multiple treatment model generated
by an ordered choice model with stochastic thresholds and a multiple treatment model generated by an unordered choice model. In all of these cases, IV produces an instrumentdependent parameter so the IV test for selection on unobserved gains based on comparing the estimands of two different IVs developed in this paper carries over in general to these settings. A test of linearity of the conditional expectation of Y given P is developed for the outcome model for multiple treatments generated by the ordered choice model in Heckman, Urzua, and Vytlacil (2006) . It also applies to the unordered multiple choice model that identifies the treatment effect of a gain compared to the next best option which Heckman, Urzua and Vytlacil show is a direct extension of the binary model.
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which is the expression in the text. .
B Proof of
That is, the IV weights, and hence the IV estimand, are the same for all J(Z) = Z η for any finite η.
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