Non-photorealistic neural sketching by Francisco de Assis Pereira Vasconce de Arruda et al.
J Braz Comput Soc (2012) 18:237–250
DOI 10.1007/s13173-012-0061-y
O R I G I NA L PA P E R
Non-photorealistic neural sketching
A case study on frontal-face images
Francisco de Assis Pereira Vasconcelos de Arruda ·
José Eustáquio Rangel de Queiroz ·
Herman Martins Gomes
Received: 4 October 2011 / Accepted: 23 January 2012 / Published online: 29 February 2012
© The Brazilian Computer Society 2012
Abstract We present and evaluate a neural network-based
technique to automatically enable NPR renderings from dig-
ital face images, which resemble semi-detailed sketches.
The technique has been experimentally evaluated and com-
pared with traditional approaches to edge detection (Canny
and Difference of Gaussians, or DoG) and with a more re-
cent variant, specifically designed for stylization purposes
(Flow Difference of Gaussians, or FDoG). An objective
evaluation showed, after an ANOVA analysis and a Tukey t-
test, that the proposed approach was equivalent to the FDoG
technique and superior to the DoG. A subjective experiment
involving the opinion of human observers proved to be com-
plementary to the objective analysis.
Keywords Non-photorealistic rendering · Edge detection ·
Image sketching · Statistical analysis · Neural networks
1 Introduction
Non-photorealistic rendering (NPR) or stylized rendering is
an important growing area of Computer Graphics and Im-
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age Processing. It is mainly concerned with the generation
of images or videos that can have an expressive appeal, con-
taining some visual and emotional characteristics, e.g., pen-
cil, pen-and-ink, charcoal and watercolor drawing. More-
over, NPR techniques usually are meant to provide expres-
sive, flexible visual representations, which are characterized
by the use of randomness and arbitrary interpretation of fea-
tures being drawn, rather than total adherence to realistic
properties [2].
Within the above context, the goal of this paper is to
present a neural network-based technique to automatically
enable NPR renderings from digital images, which resem-
bles making semi-detailed sketches. It has experimentally
been evaluated in the context of human frontal-face images.
Human faces have been subject of extensive study in di-
verse fields, such as digital image processing (DIP), com-
puter vision (CV), pattern recognition (PR), and computer
graphics (CG), for a wide variety of tasks ranging from
detection [71], recognition [24], tracking [12], and anima-
tion [63], to NPR—portrait and sketch [11].
The following aspects of the sketch generation have been
addressed in this work: (i) pre-processing (color process-
ing and blurring) of face images; (ii) a neural network ap-
proach for edge detection, focusing on sketch generation;
(iii) post-processing for improving final results; (iv) experi-
mental validation of produced renderings by objective mea-
sures (PSNR, FoM, SSIM); and (v) validation of the re-
sults by a subjective evaluation, based on a human voting
scheme.
The following section gives an overview on related work.
Next, in Sect. 3, the proposed approach is presented. Results
and evaluation are discussed in Sect. 4. Finally, in Sect. 5
some final considerations and suggestions for future work
are provided.
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2 Related work
NPR interest by the scientific community has shown no-
ticeable growth in the 1990s. Some examples that support
this observation are: (i) the creation of a dedicated NPR
section at the Association for Computing Machinery’s Spe-
cial Interest Group on Graphics and Interactive Techniques
(ACM-SIGGRAPH) event in 1998; (ii) the creation of a
dedicated NPR section in the 1999 Eurographics Confer-
ence; and especially (iii) the emergence of the first sym-
posium dedicated exclusively to the NPR theme—the Non-
photorealistic Animation and Rendering in 2000 [34]. An-
other milestone is the publication of two textbooks that ad-
dresses the topic, authored by Gooch and Gooch [19] and
Strothotte and Schlechtweg [55].
Several methods for simulating artistic styles were re-
ported in the literature, such as ink illustrations [51, 68],
technical illustrations [18], watercolor painting [6], illustra-
tions with graphite [54], impressionist painting [37], car-
toons [62], stained glass [42], image abstraction [33, 72],
mosaics [14], among others.
In the following subsection, a review focused on genera-
tion of sketches is provided.
2.1 NPR sketch generation
Being arguably one of the most important operations in low-
level computer vision with a number of available techniques,
edge detection is in the forefront of CV, DIP and PR for ob-
ject detection. Since edges contain a major amount of image
information [50], it is essential to have a good understanding
on state-of-the-art edge detection techniques. In the context
of NPR, edge detection is an important stage in sketch gen-
eration.
Additionally, the edge detection method stands out as an
auxiliary process for feature extraction [65], segmentation
and recognition [28], and image analysis [9]. It is widely
used in various CV and DIP algorithms, as it enables the
grouping of pixels that divide the image into regions [9].
Such a division is the basis for pre-processing steps, and the
edge map serves as input to other algorithms, such as object
detection and object recognition.
The creation of sketches and stroke-based illustrations
using 3D scene information, instead of using 2D informa-
tion, was also addressed by several authors in recent years
(e.g. [25, 30, 32, 36]). However, the focus of the presented
research is restricted to the generation of 2D digital NPR
images.
Some NPR techniques use edges when dealing with re-
gion outlines, and the detected edges enhance the final look
of the rendering. For example, Salisbury et al. [51] devel-
oped a system for pen-and-ink illustration that allows the
user to use the Canny edge detector to perform the tedious
work of generating many pen strokes necessary to form il-
lustrations. Litwinowicz [37] used the Canny edge detec-
tor to constrain the user drawn strokes to the object bound-
aries, thus preserving object silhouettes and fine details of
the scenes.
Markosian et al. [38] citing architects that use printed
architectural models with overlapped sketch strokes before
presenting the models to costumers, gave special attention
to sketches, avoiding the impression of completeness of the
project. Sayeed and Howard [52] noted that the primary ob-
jective of such a representation is to outline objects, using
a lower or higher level of detail, allowing recognition using
only object boundaries.
DeCarlo and Santella [13] proposed a stylization ap-
proach based on eye-tracking data, a robust variant of the
Canny edge detector [40], and mean-shift image segmen-
tation. A visual attention map is used to infer information
about high-impact areas that are used to create stylized ren-
dering with emphasis on the edges used in the composition
of the final stylized image. According to the authors, despite
some limitations of the edge detector, the generated edges
added expressiveness to the final result.
Tang and Wang [57] proposed a law enforcement sys-
tem for recognition and indexing of faces using an approach
based on face sketches. The sketch generated by their sys-
tem resembles the real picture, does not portray the hair on
the sketch composition and uses elements of shape and tex-
ture of the original image. The authors performed validation
of the system through experiments using a subjective voting
process, as well as numerical experiments, in a large set of
images (greater than 300 images).
Tresset and Fol Leymarie [59] developed a study on the
flow adopted by an artist to start the drawing process, which
begins with observation, includes identification of projec-
tions, drawing lines and structuring surfaces, and goes to the
composition of the final image. According to the authors,
emphasis was given to the lines of the initial draft, which
constitute the key element for the composition of the art-
work. A computational system was developed for automatic
generation of sketches, focusing on human faces. Some im-
plementation details were highlighted, such as applying a
more suitable color space for making sketches with fewer
false positives for face and skin location, as well as process-
ing the input image by applying an color constancy algo-
rithm [4], such as histogram expansion or retinex.
Kang, Lee and Chui [31] proposed the Flow-based Dif-
ference of Gaussians (FDoG) algorithm, which automati-
cally generates line representations of digital images, in a
non-photorealistic manner. The technique consists of two
parts: (a) computation of a smooth, feature-preserving lo-
cal edge flow (called Edge Tangent Flow—ETF); and (b)
edge detection by using a flow-based difference of Gaus-
sians. The authors emphasized that line drawing is the sim-
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plest and oldest form of visual communication. Addition-
ally, the authors stated that several NPR techniques use lines
as basis for creating other styles of NPR, but there is scarcely
research focusing primarily on line drawing. The work done
by Kang, Lee and Chui [31] became an established NPR ap-
proach to line drawing picture generation, and thus is used
in the objective and subjective comparison of this work, re-
ferred to as the FDoG technique.
Xu et al. [70] proposed a method for edge-preserving
smoothing that can be used to generate image abstractions.
Additionally, this method can be used for edge detection, de-
tail enhancement and clip-art restoration. The method pro-
posed by the authors tries to globally maintain the most
prominent set of edges by increasing the steepness of inten-
sity transitions, i.e. attenuating the intensity changes among
neighboring pixels. A drawback of the method is over-
sharpening image regions where there is large illumination
variation.
According to Gonzalez and Woods [17], image segmen-
tation plays a crucial role in DIP and CV, especially for non-
trivial images and, in general, segmentation algorithms are
based on the discontinuity or on the similarity of image gray
levels. In the segmentation based on discontinuities, there
are three types of feature of interest: isolated points, lines
and edges. The authors define edges as significant gray-level
variations in an image. Edge images are, in turn, formed by
sets of connected edge pixels. Edge detectors are algorithms
that aim to identify discontinuities in the image gray levels.
A remarkable aspect of edge detectors is the ability to
extract relevant boundaries between objects. Such capacity
is the leading inspiration for this research, as the extraction
of salient facial features such as eyes, mouth and nose were
possible, in order to automatically generate NPR representa-
tions of faces. In an earlier work [1], we proposed a method
based on multiscale edge detector and a sub-image homo-
morphic filtering, with parameters optimized by means of a
genetic algorithm. An experiment using image measures and
a subjective evaluation compared the results of that method
with the ones of a plain Canny edge detector. Some benefits
of the method were highlighted, but no inferential statistical
analysis was presented at that time.
A contribution of this research is the creation of a tech-
nique that deals specifically with the generation of sketches,
using machine learning, specially focusing on human faces,
given the scarcity in the reviewed literature of such tech-
niques. Moreover, the proposed method presents an origi-
nal and promising approach to the problem of NPR sketch-
ing and reports on inferential statistical analyses of objective
and subjective comparisons between the outputs of different
methods, which we believe is a relevant contribution to the
NPR area.
The following subsection includes some related work in-
volving the use of neural networks, a widely disseminated
machine learning technique.
2.2 Edge detection using neural networks
Ng, Ong and Noor [43] highlighted issues with classical
edge detectors (e.g. rounded edges) and proposed a neural
edge detector, with a hybrid approach (partially supervised
and partially unsupervised) using a MLP network with in-
put data based on 3×3 image samples, trained with only five
images. The detector obtained 1-pixel-width edges when us-
ing the supervised input given by a Canny edge detector. Al-
though lacking a more systematic and objective evaluation,
the results indicated the validity of a learning-based edge
detector.
Suzuki, Horiba and Sugie [56] proposed an edge detector
using supervised neural networks for noisy images. Experi-
ments and visual comparison showed that the neural detec-
tor generated well connected lines with good noise suppres-
sion. However, details regarding the used network architec-
ture were not provided.
Rajab, Woolfson and Morgan [48] proposed an approach
for segmenting regions of injured human skin. Their method
was based on edge detection using neural networks for pat-
tern recognition of borders, ultimately indicating skin cancer
in humans. The training set was made up exclusively of syn-
thetic samples of 3 × 3 pixels size. After a quantitative eval-
uation using both synthetic and real-life examples of skin
lesions, the technique developed by the authors obtained a
better performance for skin-cancer diagnosis when used in a
specific kind of problem, namely lesions with different bor-
der irregularities.
Becerikli and Demiray [5] have also investigated a neu-
ral network edge detector. A Laplacian edge detector was
used for supervised training where the training set contained
images and edge images corrupted with noise. The authors
reported that any classical method of edge detection can be
adapted to serve as a basis for training the classifier. The re-
sults presented by the authors showed a better visual quality
when compared to a Laplacian edge detector, both in gray-
level and colored images. However, no experimental objec-
tive or systematic evaluation was presented.
Several other authors (e.g. [10, 21, 44, 58, 64]) also used
machine learning to detect edges. As previously stated, the
lack of specific techniques for generating non-photorealistic
representations using machine learning was noticed, spe-
cially neural networks.
It is worthy to note that, besides the problems given
in the reviewed literature dealing with sketches and NPR
techniques, some aspects found in the works that use ma-
chine learning to detect edges also emerged and inspired
the approach proposed in this research, such as the use of:
(i) training samples with noise, (ii) training samples with
fixed size, (iii) estimation of contrast of a kernel classifica-
tion using neural networks, (iv) synthetic samples for train-
ing; and (v) several paradigms of neural networks (multi-
layer perceptron, self-organizing maps, Hopfield networks),
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among others. In the following section, the proposed ap-
proach is detailed, which was inspired by the related works
on NPR, such as the synthetic edge samples used by Ra-
jab, Woolfson and Morgan [48], and the noise-corrupted
training samples used in the work of Becerikli and Demi-
ray [5].
3 Proposed approach
The main modules of the proposed approach are shown in
Fig. 1. The three main steps, indicated by the numbered
boxes in the figure, are:
(1) color pre-processing and smoothing;
(2) neural edge detection; and
(3) post-processing.
Step (1) is subdivided in three pre-processing stages,
namely: (i) color correction by color constancy process-
ing; (ii) color space conversion to a more suitable space for
sketching; and (iii) smoothing. In step (2), the image is spa-
tially filtered using a 5×5 pixels kernel by means of a multi-
layer perceptron neural network, trained to classify pixels as
edges or non-edges. The result is an edge map that is in-
put to the final step (3), composed of two post-processing
stages: (i) brightness and contrast adjustment; and (ii) his-
togram transformation by gamma correction. The output of
this process is the non-photorealistic image sketch. Figure 2
illustrates the main steps regarding the proposed approach
for sketch generation.
The specific goals of the research reported in this pa-
per are threefold: (i) defining an approach to generate
non-photorealistic sketches, where a validation took place,
among a finite set of techniques and parameters; (ii) defin-
ing pre- and post-processing algorithms that achieve the best
results for a limited set of face images under evaluation; and
(iii) experimentally evaluating the proposed approach. In the
following subsections we give more details of the steps of
the proposed approach, which are aligned with first two spe-
cific goals above, whereas the experimental evaluation (iii)
is described in Sect. 4.
The pre-processing steps were inspired by the work done
and detailed by Tresset and Fol Leymarie [59], as discussed
in Sect. 2.1, namely color space transformation and the color
constancy algorithm processing. This research was moti-
vated by the scarcity of research focused primarily on line
drawings, edge-like abstractions, and related techniques in
the NPR area. A neural network approach to such a prob-
lem presented an interesting topic for investigation. Post-
processing is done to improve visualization of the resulting
image.
Fig. 1 Main modules of the proposed approach
Fig. 2 Intermediate steps of the proposed approach: (A) Smoothed Y
channel, (B) Neural network result, (C) Brightness and contrast adjust-
ment, and (D) Histogram transformation by gamma correction
3.1 Pre-processing
Pre-processing is aimed at improving the image for the edge
detection step, correcting the image colors to remove illumi-
nation artifacts, converting the color space to a space better
suitable for sketch generation, and performing smoothing
for detail suppression. Additional information is presented
next.
3.1.1 Color correction
Scene illumination changes may be a problem for image
processing algorithms, because they may introduce false
edges caused by shadows, and different illumination condi-
tions. Those problems inspired the use of illumination com-
pensation algorithms to improve the quality of the generated
sketch, a feature also highlighted by Tresset and Fol Ley-
marie [59].
For chromatic correction, experiments using the follow-
ing algorithms were performed: two color constancy al-
gorithms (Retinex and GrayWorld) and a linear histogram
stretch; both are explained next.
The retinex theory assumes that the human visual sys-
tem consists of three retino-cortical systems [49], responsi-
ble for absorption of low, medium and high frequencies of
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the visible spectrum. Each system forms a different image,
determining the relative brightness of different regions of
the scene. According to Land and McCann [35], the borders
between these adjacent areas are actively involved in color
perception. The division of the brightness between two re-
gions was chosen as a factor that describes the relationship
between them. Therefore, if two areas have very different
brightness, the ratio deviates from 1, and if they have close
luminosities, the ratio approaches 1. If the ratio of the lumi-
nosity is measured in various image regions, the dominant
color can be estimated, thus allowing an equalization of the
overall scene brightness.
Depending on the parameters and the type of input image,
the retinex algorithm can provide sharpening, lighting com-
pensation, shadows mitigation, improved color image stabil-
ity or compression of dynamic range [53]. Several versions
of the retinex algorithm have been proposed over time: Sin-
gle Scale Retinex (SSR), Multi-Scale Retinex (MSR), and
Multi-Scale Retinex with Color Restoration (MSRCR) [3].
In this paper, we employed the MSR version.
The gray world hypothesis (GrayWorld assumption) was
proposed by Buschsbaum (1980). The hypothesis that the il-
luminant could be estimated by computing an average value
for the light received as a stimulus has a long history, being
proposed, additionally, by Edwin Land [8]. Buschsbaum [8]
was one of the first to formalize this hypothesis, considering
that, on average, the world is gray, i.e., assuming an image
with enough variation in color, the average values of the R,
G and B components must tend to a common level of gray.
Applying the gray world hypothesis to an image is equiva-
lent to force a common average value for each channel R, G
and B, which mitigates effects where lighting conditions are
not favorable.
The contrast expansion, or linear histogram expansion, is
a linear point operation that expands the range of values of
the histogram of an image using the full range of available
values [7]. In the method proposed in this paper, after the
contrast expansion, there is enhancement of the details of the
image, improving the dynamic range of overexposed (too
bright) images or underexposed (too dark) images.
In this work, the approach that yielded the best results
was the one that uses the GrayWorld algorithm, which is
supported by the evaluation described in Sect. 4. After the
color correction operation, the input image is submitted to a
color space conversion as explained next.
3.1.2 Color space conversion
The purpose of a color space is to facilitate the specification
of color, standardizing its representation [17]. Several color
spaces have been proposed in recent years [45], each one
serving a specific purpose. In the luminance–chrominance
models (e.g. YIQ, YUV, YCbCr), the image information is
divided in a luminance component (brightness, present in
the Y component) and two chrominance components (color
or tone). The HSV (Hue, Saturation and Value) color space
is a model that is related to the human perception of color [7]
and presents a more intuitive representation of color than the
RGB model. The value component provides the brightness
of colors in terms of how much light is reflected or emit-
ted by an object [15]. Other options related to human per-
ception are the CIE LUV and CIE Lab color spaces, which
are an attempt to produce a perceptually uniform model in
the sense that the distance between two colors in the color
space is more closely correlated with the perceptual color
distance [7].
Two color spaces were studied and evaluated in this re-
search: (i) HSV, and (ii) YCbCr. The investigation of alter-
native color spaces is left as a future work. The sketch gen-
eration was performed using only the brightness image in-
formation (the V channel in HSV model and Y channel in
YCbCr model). The use of luminance-only information has
been adopted by several other sketch generation approaches
(e.g. [31, 41, 57, 59]). After an evaluation procedure de-
scribed in Sect. 4, the Y channel of the YCbCr color space
showed better results for sketch generation.
3.1.3 Smoothing
A smoothing filter is used, in this research, to reduce de-
tails of the input image and suppress noise. Two techniques
were investigated and tested: (i) Gaussian smoothing [17];
and (ii) median filtering [17]. Although the median filter is
well known to be edge preserving, the technique that showed
better results was the Gaussian smoothing with σ = 2, as de-
scribed in Sect. 4.
3.2 Edge detection
After the pre-processing step described previously, an edge
detection step is performed by means of a multi-layer per-
ceptron (MLP) [22] trained with synthetic samples of edges
and non-edges, using the supervised learning backpropaga-
tion algorithm, with randomly initialized weights and 10 tri-
als for each trained network. The MLP model was chosen
after a comparison with two other unsupervised methods,
namely Hopfield networks and Kohonen Self-Organizing
Maps (SOM). In the comparison, the unsupervised meth-
ods presented some issues, such as poor edge and non-edge
grouping, over-segmentation (high false positive rate) and
discontinuous edge segments. The neural network used in
the proposed approach is composed of three layers: input,
hidden and output. More details are given in the following
paragraphs.
The neural network has two output neurons (xedge,
x¬edge). For non-edge training samples, xedge = 0 and
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x¬edge = 1, whereas for edge samples, x¬edge = 0 and xedge
was trained with an estimate of the edge’s local contrast c
(with 1 being the maximum contrast). This value was ob-
tained using the same method as Gomes and Fisher [16]:
c = |Lmax − Lmin|
Lmax + Lmin (1)
where Lmax and Lmin are the maximum and minimum pixel
intensities of a given image region. For training purposes,
the contrast calculation is done only on the edges samples.
The use of a contrast estimate, rather than the pure image bi-
narization for the neural network training, helped producing
a sketch-like effect, not only a pure binary edge map.
The pixel values of a fixed image neighborhood of 5 × 5
pixels are input to the proposed approach t . In order to re-
duce the size of the input space and to select discriminative
features, a Principal Component Analysis (PCA) [29] was
performed, which reduced the input space from 25 to 11 di-
mensions (the size of the neural network input layer). The
PCA steps are now described.
1. Transform all samples into a vector: a 5 × 5 sample ma-
trix becomes a 1 × 25 vector (obtaining XT).
2. Create a matrix Xedge from the concatenation of all 1×25
input sample vectors.
3. Obtain the mean vector: each column of step 2 forms a
1 × 25 matrix, with each cell containing the mean value
for each linear column values (obtaining X¯).
4. Subtract the mean vector from each sample to obtain a
vector A, which has zero mean: A = XT − X¯.
5. Find the covariance matrix C of size wh × wh, created
as follows: C = AAT(N − 1)−1, where w = 5 and h = 5,
given the sample size nature (5 × 5 dimension).
6. Calculate the normalized eigenvalues and eigenvectors of
the covariance C matrix: C = UΛUT, where matrix U
contain the eigenvectors [u1, . . . , uD] and Λ is a diago-
nal matrix with the associated eigenvalues [λ1, . . . , λD].
The eigenvalues are ordered in the ascending order by
magnitude. The eigenvector associated with the higher
eigenvalue is discarded, because this eigenvector typi-
cally does not contain discriminative characteristics.
7. Reduce the dimensionality: this reduction is performed
by choosing an eigenvalue pivot: eigenvectors with in-
dices higher than the pivot are discarded. The pivot selec-
tion, namely the retention factor for the PCA, was chosen
as the point representing 99% the data variance.
8. Create a projection subspace H by concatenating edge
and non-edge samples: H = [Uedge U¬edge ], where H is
of size 25 × 11. The value 25 comes from the sample
size (5×5), and 11 is the amount of retained eigenvectors
(seven edges and four non-edges).
9. Project the input vector X into the H subspace, yielding
a projection vector p of 11 positions: p = X × H.
Table 1 Samples distribution




Fig. 3 Synthetic training samples
The edge and non-edge samples were divided into train-
ing, validation, and testing data. The distribution of each of
these sets is presented in Table 1.
Four edge orientations were used in the sample training
task: 0◦, 45◦, 90◦ and 135◦. Smoothed versions of the syn-
thetic edge samples were used to increase the training set
variability. The non-edges have been defined as random val-
ues ranging in the interval [0,255]. A variation of no more
than 20% between the higher and the lower pixel values was
allowed in the generation of non-edge patterns. Some of the
training samples are shown in Fig. 3.
Finally, in order to define the hidden layer size, the num-
ber of hidden neurons was varied in the range [1,50], and
the training process was repeated 10 times. Thus 10 different
neural networks were obtained, by randomly initializing the
connection weights. The network that presented the higher
classification rate against the test set was selected (98.5%
hit rate, two neurons in the hidden layer) to compose the
proposed approach. The neural network training was imple-
mented in MathWorks MATLAB®, and the application of
the trained network was done by a custom made C++ imple-
mentation, for fast processing time.
3.3 Post-processing
The post-processing step was composed of two sub-stages:
(i) contrast and brightness adjustment, and (ii) histogram
transformation. This post-processing stage was applied to
each image pixel to modify the dynamic range of the sketch,
with the aim of emphasizing higher intensity pixels and fa-
cilitate the user visualization of the previous step output. Ac-
cording to experimental tests conducted after a calibration
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procedure (see Sect. 4), the brightness value was set to −80,
the contrast value was set to 80, and gamma was set to 4.
4 Experimental evaluation, results and discussion
The resulting sketches were submitted to an objective and
a subjective evaluation process, as discussed in this section.
Additionally, some sketch images are presented at the end
of the discussion.
4.1 Objective evaluation
The objective evaluation involved three steps:
(i) the choice of a set of face images taken in non con-
trolled conditions of illumination and viewpoint, fol-
lowed by an artist ground-truth edge labeling;
(ii) a statistical comparison of the results obtained by some
combinations of the pre-processing algorithms, using
three different measures; and
(iii) comparison of three techniques for sketch generation.
A ground-truth set of fourteen images was manually la-
beled by a single artist. All of these images consisted of
one pixel-width line drawing sketch of frontal-face images.
A pair of ground-truth images used in the comparative ex-
periments is given in Fig. 4. See Annex A of the supplied
electronic supplementary material for images of the com-
plete ground-truth set. Martin et al. [39] provided an empiri-
cal database for research on image segmentation and bound-
ary detection, but with very few single-person frontal-face
images, and thus that database was not used on the experi-
ments.
As mentioned above, one of the purposes of the objec-
tive evaluation was to obtain a set of optimal combinations
of available algorithms to be used in the pre-processing step
of the proposed approach. Three edge similarity measures
were considered: (i) Peak Signal to Noise Ratio (PSNR)
Fig. 4 Examples of ground-truth images used for evaluation: (A) Lena
image; and (B) Thaís image
[47]; (ii) Pratt’s Figure of Merit (FoM) [46]; and Structural
SIMilarity (SSIM) [66, 67]. Those measures calculate a
matching score between two images by using either a pixel-
based approach or a neighborhood approach.
PSNR uses a pixel-based method for similarity evalu-
ation, usually measured in decibels; thus a higher PSNR
means higher similarity. The mean square error (MSE) be-
tween images I1 and I2 can be computed as described in (2).
This measure and the next one are typically used to evalu-




m=1,n=1 [I1(m,n) − I2(m,n)]2
M × N (2)
where M and N are the image dimensions. The PSNR mea-
sure can be obtained from the MSE as follows:






where MAXI is the maximum value that a pixel can retain,
e.g., if using an 8 bit pixel representation, the maximum
value will be 255.
Pratt’s FoM (see (4)) is a measure for edge deviation be-
tween an ideal edge map and another one produced by an
edge detector [47]. FoM varies in the interval [0, 1], where 1







(1 + a × d2(i)) (4)
where IN = max(II , IA), II represents the number of pixels
in the ground-truth, IA represents the number of pixels in
the evaluated image, a is an constant scale factor (usually
1/9), d(i) is the maximum distance between the position of
the pixel in the original image and the ground-truth image.
SSIM is a similarity measure that uses local patterns of
pixel intensities, previously normalized for luminance and
contrast, and is computed as a function of three compar-
isons: luminance, contrast and structure. SSIM varies in the
interval [0,1] [66]. The SSIM calculation for a pair of test
images x and y is given by (5):
SSIM(x, y) = (2μxμy + c1)(2 covxy + c2)
(μ2x + μ2y + c1)(σ 2x + σ 2y + c2)
(5)
where μx is the x mean; μy is the y mean; σ 2x is the x vari-
ance; σ 2y is the y variance; covxy is the covariance of x and
y; c1 = (k1L)2, c2 = (k2L)2 are used to stabilize the divi-
sion with small denominators, being L the dynamic range
of pixels values, typically 2#bitsperpixel − 1; k1 = 0.01 and
k2 = 0.03 by default.
Numerical-experimental results involving the above men-
tioned metrics are shown in Table 2, in which each group of
algorithms is named as GZ , where Z represents the group
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Table 2 Objective evaluation of proposed approach
Measure/
Statistics
GrayWorld Retinex Histogram stretch

























PSNR X¯ 8.0598 8.1130 8.0096 8.0603 7.0912 7.2380 7.2193 7.3628 7.9911 8.0472 7.9899 8.0395
s 1.3808 1.3611 1.3914 1.3781 1.0045 1.0051 1.0499 1.0480 1.3433 1.3270 1.1182 1.1041
SSIM X¯ 0.1763 0.1756 0.1744 0.1739 0.1667 0.1672 0.1681 0.1684 0.1757 0.1750 0.1765 0.1759
s 0.0364 0.0367 0.0382 0.0384 0.0297 0.0298 0.0301 0.0306 0.0361 0.0364 0.0329 0.0330
FoM X¯ 0.5199 0.4801 0.4386 0.4395 0.4221 0.4228 0.4136 0.4161 0.4722 0.5103 0.4445 0.4426
s 0.0733 0.0723 0.0744 0.0743 0.0974 0.0943 0.0977 0.0949 0.0727 0.0718 0.0758 0.0751
Table 3 Objective evaluation of available techniques
Statistics Proposed approach DoG FDoG
PSNR FoM SSIM PSNR FoM SSIM PSNR FoM SSIM
X¯ 8.05989 0.51997 0.17630 7.23072 0.42980 0.10765 8.72429 0.51053 0.17226
s 1.38082 0.07332 0.03649 1.14493 0.10110 0.03947 1.26687 0.11386 0.03461
number. Each group is composed of three pre-processing
algorithms, e.g., the G1 (Group 1) algorithms are: (i) Gray-
World color constancy processing; (ii) a RGB to YCrCb
conversion and the use of Y channel; and (iii) a Gaussian
smoothing, as indicated in the table. The table lines contain
the mean value X¯ and standard deviation s for the indicated
measure, obtained for 14 images.
After computing Table 2, an Analysis of Variance
(ANOVA) with α = 0.05 was performed in order to test the
null hypothesis that there were no differences between the
means of the measure values.
In the context of this research, the ANOVA test was used
where one way (or factor) is to be evaluated (e.g., the mea-
sure result) and more than 2 categorized groups were pre-
sented for evaluation (e.g., the proposed approach groups
G1, G2, . . . , G12).
The ANOVA values for each measure were as follows:
(i) PSNR: F(11,156) = 1.54252 and p-value < 0.12145;
(ii) SIM: F(11,156) = 0.184008 and p-value < 0.99824;
(iii) FoM: F(11,156) = 2.693397 and p-value < 0.00336.
A statistically significant difference was found only in the
FoM results; thus, the null hypothesis was rejected.
After the ANOVA test, a multiple comparison Tukey t-
test [61] was conducted in order to identify which group of
available algorithms was significantly different from the oth-
ers. The Tukey t-test showed that group 1 of algorithms (G1)
was statistically different from the others when the FoM
measure is taken as reference. Thus, the chosen algorithms
for the pre-processing step were GrayWorld color constancy
processing, use of the Y Channel and Gaussian smoothing.
After defining the pre-processing algorithms, an objec-
tive comparison between the proposed approach the DoG,
and the FDoG edge detectors was performed. Although the
proposed approach is aimed at producing gray-level rep-
resentations, the objective evaluation described above was
done with binary ones, given that the ground-truth was pro-
vided as binary images. The comparison was feasible be-
cause the DoG and FDoG outputs resemble a sketch. As
Canny edges present single-pixel thicknesses, which inter-
fere in FoM calculation, the Canny detector was not in-
cluded in this comparison. Nonetheless it was included in
the subjective evaluation process (see Sect. 4.2).
For each comparative experiment, the mean and the stan-
dard deviation of the 14 ground-truth images involving the
three considered measures and the three chosen algorithms
are given in Table 3.
Similarly to the experiment aimed to define the pre-
processing algorithms for the proposed approach, an ANOVA
test was performed to acknowledge statistical differences
between the mean values of the three measures, regard-
ing the chosen algorithms, using α = 0.05. According to
that analysis, significant statistical differences between the
means of the three measures exist: (i) PSNR: F(2,39) =
4.876696 and p-value < 0.01287; (ii) SSIM: F(2,39) =
15.24669 and p-value < 0.00012; (iii) FoM: F(2,39) =
3.61137 and p-value < 0.03639.
The Tukey t-test for pairwise comparison (see Table 4),
using α = 0.05, showed that no statistically significant dif-
ference existed between the proposed approach and the
FDoG algorithm, considering all the three measures. Addi-
tionally, a statistically significant difference was found on
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Table 4 Tukey t-test results for objective evaluation of available tech-
niques (P.A. is the proposed approach)
Contrast Significant difference for α = 0.05
PSNR FoM SSIM
P.A. Vs. FDoG No No No
P.A. Vs. DoG No Yes Yes
FDoG Vs. DoG Yes No Yes
the following cases: (i) DoG and FDoG (PSNR); (ii) the ap-
proach proposed and DoG (SSIM); and (iii) the approach
proposed and DoG (FoM).
Nevertheless, the objective assessment cannot exhaust
the nuances and variability in the results of techniques that
aim at visual appeal to human observers, inherently ambigu-
ous and subjective. This aspect does not invalidate the ob-
jective evaluation held earlier, but raises the need for finding
a method or tool in order to better evaluate those nuances.
Subjective evaluation appears as a second necessary tech-
nique for evaluation.
4.2 Subjective evaluation
Wallraven et al. [60] provided an experimental framework
in which perceptual features of animated and real facial ex-
pressions can be addressed. Such a framework allows the
evaluation of different animation methods.
Gooch et al. [20] also studied facial illustration evalua-
tion, and showed that illustrations and caricatures are as ef-
fective as photographs in recognition tasks.
Winnemöller et al. [69] also evaluated stylization algo-
rithms using a memory style game, reported a performance
improvement when measuring recognition speed and mem-
ory of abstracted images of familiar faces.
Heath et al. [23] applied a visual rating score method for
testing a set of edge detectors for a number of natural im-
ages. The evaluation criterion was a subjective rating as to
how well humans could easily, quickly, and accurately rec-
ognize objects within a test image from the edge map pro-
duced by an edge detector. The evaluation process consisted
of two parts:
(i) parameter optimization of each edge detection algo-
rithm; and
(ii) human visual assessment of the results.
The subjective evaluation process done on this research
was inspired by the above studies in human facial illustra-
tions and specially by the work by Heath et al. [23], with
some modifications, namely: (i) the method for calibration
of algorithm parameters; (ii) the choice of the image set;
(iii) the use of a web-based polling application; and (iv) the
choice of algorithms (FDoG, DoG, Canny and the approach
proposed).
Fig. 5 Subjective evaluation—Part 1—User Interface
Table 5 First part results: parameter calibration
Method Parameter Value
Canny Maximum threshold 101
Minimum threshold 24
















In order to avoid biases when defining the parameters for
each edge detector, a parameter calibration (the first part
of the subjective evaluation) was conducted by a voting
scheme. An excerpt of the user interface used in this part
of the experiment is given in Fig. 5.
Twenty test users, with ages varying between 18 and 28
years, calibrated the four algorithms. In this first part of
the experiment all users were software engineers and with
image processing programming skills. Twenty face images
were used (Annex B of the supplied electronic supplemen-
tary material contains those images). For each method, a
random variation of parameters was generated, resulting in
a set of eight sketch images for each of the 20 face images.
In the first part of the experiment, each user has evaluated
640 images (20 face images × 8 sketches × 4 algorithms).
The parameters that showed the best results for the evaluated
face set are given in Table 5.
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Fig. 6 Subjective evaluation—Part 2—User Interface
The number of participants is aligned with previous NPR
evaluation work; e.g., when performing recognition and
learning tasks regarding caricature renderings, Gooch [20]
performed the evaluation with 42 users for the recognition
speed task (divided in three two-part experiments, each with
14 participants), and 30 students for the learning speed task
(divided into three groups of 10), Winnemöller et al. [69]
conducted two task-based studies, with 10 participants in
each study, and Isenberg et al. [27] performed an observa-
tional study with 24 participants in total.
It is important to note that, after the calibration phase in
the subjective evaluation, the results showed that the pre-
processing modules for the proposed approach were equal in
both evaluation assessments (objective and subjective), i.e.,
the objective evaluation results (Table 2, group G1 of algo-
rithms) did not differ from subjective evaluation (Table 5—
proposed approach parameters) when defining the best com-
bination of pre-processing algorithms.
Similarly to the work of Heath et al. [23], the second part
of the experiment considered a voting scheme where the im-
ages generated by the calibrated parameters (obtained in the
first phase) were used. An excerpt of the user interface used
in this part of the experiment is presented in Fig. 6.
In Heath et al. [23], 16 users evaluated 280 edge images,
(2 edge images for each detector × 28 images of varied
themes × 5 detectors). Moreover, the comparison of each
edge detectors was made indirectly, taking into account a
score in the interval [0,7], using sheets of paper for voting.
The range used in the present work differed from the
range proposed by Heath et al. [23], because we used the in-
terval [0,10], and the user was instructed to vote 0 (zero) if
the face characteristics (eyes, eyebrows, nose, mouth, ears)
were “very hard” to identify, and to vote 10 (ten) if the face




Proposed approach 5,2375 1,8449
DoG 4,9917 1,9210
Canny 3,8375 2,2301
Table 7 Tukey t-test results for objective evaluation of available tech-
niques
Contrast Significant for α = 0.05
FDoG Vs. Canny Yes
FDoG Vs. DoG Yes
FDoG Vs. Proposed approach Yes
Proposed approach Vs. Canny Yes
Proposed approach Vs. DoG No
DoG Vs. Canny Yes
characteristics were “very easy” to identify. In summary, the
goal was to ask the participants to rate the relative perfor-
mance of each algorithm when rendering frontal-face im-
ages in a non-photorealistic way, i.e., whether the algorithm
outputs contained recognizable face landmarks.
In this paper the second part of the subjective evalua-
tion was assessed by 25 users, without any image process-
ing background, with ages varying between 18 and 28 years,
who evaluated 10 face images generated by the four com-
pared methods, with one image per method (totaling 40 im-
ages per person).
During a pilot test, it was found that using the same
amount of images (20) used in step 1 of the subjective exper-
iment resulted in a prohibitively time-consuming task (about
1 hour and 10 minutes per user). After reducing the number
of images to 10 and after reformulating the interface of the
experiment, the average participation time was reduced to
25 minutes.
Table 6 contains the mean (X¯) and the standard deviation
(s) of the performance for each evaluated algorithm after the
computation of the subjective evaluation results.
Once again, a single factor ANOVA was performed to ac-
knowledge statistical differences between the mean values
of the votes computed for each algorithm, using α = 0.05,
relatively to the results presented in the second part re-
sult. The ANOVA results were F(3,956) = 106.1174 and
p-value < 2.65E-59. After the evaluation of ANOVA re-
sults, it can be observed that there is significant statistical
difference between the means of the three measures. Finally,
a multiple comparison Tukey t-test was performed, as shown
in Table 7.
J Braz Comput Soc (2012) 18:237–250 247
The Tukey t-test results indicate that there is a statisti-
cally significant difference between the FDoG and all other
approaches, using α = 0.05, and that there are no statisti-
cally significant differences between the proposed approach
and the DoG algorithm.
A visual comparison of the evaluated algorithms is pre-
sented in Fig. 7, where it can be seen that the proposed tech-
nique presents a sketchy aspect. This sketchy aspect can be
observed by the highly variable line width that is obtained by
the edge importance and by the facial components highlight-
ing, like stronger lines presented on drawing of the mouth
and eyes.
Additional results obtained using the proposed approach
are presented in Annex C of the supplied electronic supple-
mentary material.
5 Final considerations and further work
An approach for digital image stylization by means of a
neural network sketching process was presented in this pa-
per. In an objective evaluation, a set of test images with
faces was used to compare the proposed approach with ex-
isting sketch-like rendering systems. The objective evalua-
tion showed, after an ANOVA analysis and Tukey t-test, that
the proposed approach did not differ from a state-of-the-art
technique for sketch rendering (namely FDoG).
A subjective experiment proved to be complementary
to the objective analysis. In the subjective evaluation, the
calibration parameters for the four algorithms (Canny,
DoG, proposed approach and FDoG) strengthened the con-
clusions derived from the objective evaluation. The pre-
processing modules used in the proposed approach are equal
in both evaluation assessments (objective and subjective).
The Canny algorithm was considered unsuitable for gen-
erating non-photorealistic representations of human faces,
given the low average rank value (3.84) obtained within the
[0,10] scale. Moreover, the proposed approach presented a
higher average rank when compared to the DoG and Canny
algorithms, and a lower rank when compared to the FDoG
algorithm.
Hertzmann [26] states that a missing ingredient from
most NPR research is the lack of experimental study and
evaluation of results, not only the simplistic evaluation of
several test images and the visual appeal of results produced
by a technique. Within that context, the research presented
brings about an important contribution by applying a formal
analysis in the evaluation of methods for human face sketch
generation.
The average execution time for the four algorithms
(Canny, DoG, FDoG and the proposed approach) are shown
in Table 8. This time was computed after 20 runs on dif-
ferent input images with average resolution of 780k pix-
els. The results were obtained using a standard 2 GHz ×86
Fig. 7 Visual comparison between techniques: (A) Canny, (B) DoG,
(C) FDoG, and (D) proposed approach
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personal computer with 2 GB of RAM, running Windows
XP operating system. The programs were written in C/C++
and compiled using Microsoft Visual Studio 2008. Stan-
dard OpenCV functions were used for color space conver-
sion and thresholding. The execution time measurements
did not take into account any i/o or memory allocation pro-
cedures.
Canny and DoG run at nearly real time due to the low
complexity of these algorithms. The proposed approach took
3.645 seconds on average to process an image, whereas
the average execution time for the FDoG algorithm was
3.235 seconds. The slightly higher execution time of the
proposed approach, when compared to the FDoG, is partly
Table 8 Average execution time
Detector Canny DoG FDoG Proposed approach
Average time (s) 0.005 0.005 3.235 3.645
explained by the pre- and post-processing steps of the pro-
posed approach, which are not required in the other com-
pared algorithms.
Table 9 allows a visual comparison to be made of the
evaluated algorithms when processing noise-corrupted in-
put images. Two types of noise were considered: (i) Gaus-
sian white noise with zero mean and three different vari-
ances (s); and (ii) salt & pepper noise with three different
densities (D). Three different noise levels were considered,
varying from nearly imperceptible noise artifacts to a very
noisy image. Visually, the FDoG and the proposed approach
showed some degree of robustness against the two types of
noise considered, whereas the Canny and the DoG produced
comparatively poor results.
In order to further improve the subjective evaluation re-
sults (as reported on Tables 6 and 7), alternative color spaces
as well as other pre- and post-processing techniques will be
investigated, such as homomorphic and bilateral filtering.
Moreover, we intend to evaluate the impact of training with
Table 9 Outputs of the evaluated algorithms when considering different levels of Gaussian and salt & pepper noise
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additional synthetic edge orientations, using different kernel
sizes and applying an edge thinning process to the output.
Another consideration regarding the neural network step
is that the algorithm was trained on synthetic data, but was
applied in real-world data. Some neural network trials were
done with real-world data, with samples taken directly from
stylized images. Unfortunately, the neural network failed at
getting a consistent edge mapping, given that some test sam-
ples (among millions of samples) were ambiguous, leading
at the same time to edge and non-edge mapping. Neverthe-
less, future work might include filtered real-world data in
the neural network step of the proposed approach.
Future work may also involve increasing the number of
images in the first step of the objective evaluation, includ-
ing noise-corrupted images, in order to strengthen the result
that placed group 1 (G1) as the top pre-processing strategy
among all investigated groups.
Moreover, the second part of the subjective evaluation
may be extended by means of additional scales to capture
other relevant dimensions, such as aesthetics, complexity,
face quality and overall image quality. Finally, evaluations
based on levels of expertise may be performed (e.g. users
with and without prior experience with illustration or NPR)
in order to broaden the conclusions drawn from the subjec-
tive evaluation.
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