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ABSTRACT
Conventional video summarization approaches based on reinforce-
ment learning have the problem that the reward can only be re-
ceived after the whole summary is generated. Such kind of reward
is sparse and it makes reinforcement learning hard to converge.
Another problem is that labelling each frame is tedious and costly,
which usually prohibits the construction of large-scale datasets. To
solve these problems, we propose a weakly supervised hierarchical
reinforcement learning framework, which decomposes the whole
task into several subtasks to enhance the summarization quality.
This framework consists of a manager network and a worker net-
work. For each subtask, the manager is trained to set a subgoal only
by a task-level binary label, which requires much fewer labels than
conventional approaches. With the guide of the subgoal, the worker
predicts the importance scores for video frames in the subtask by
policy gradient according to both global reward and innovative
defined sub-rewards to overcome the sparse problem. Experiments
on two benchmark datasets show that our proposal has achieved
the best performance, even better than supervised approaches.
CCS CONCEPTS
•Computingmethodologies→Video summarization; • The-
ory of computation→ Reinforcement learning.
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1 INTRODUCTION
Nowadays, video data are increasing explosively on the Internet.
Video processing has attracted much attention from researchers.
However, considering the temporal information for a long dura-
tion is still extremely challenging. A video can be considered as a
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Video Shots
Figure 1: The concept of the proposed hierarchical reinforce-
ment learning based video summarization. The total sum-
marization task is divided into several subtasks, where each
subtask processes on several video frames. A Manager is de-
signed to set a subgoal for each subtask, and a Worker is
guided by it to predict the importance score for each frame.
sequence of frames. Usually, we can downsample the sequence of
frames. But it is still too long and it is a big problem for most video
tasks. Video summarization, which shortens an original video to a
compact summary,can offer us a short and representative sequence
of features [14][5].
Recently, deep neural networks have been applied to video sum-
marization. Recurrent neural networks are used to extract the tem-
poral information [21][22]. These supervised methods require a
large number of frame-level labels for each video. Consequently,
collecting a large scale of annotated videos costs a lot. The annota-
tions for small temporal interval are also prone to be subjective and
diverse. Moreover, some researchers propose unsupervised meth-
ods such as [23]. They propose an unsupervised reinforcement
learning method and train the model by policy gradient with a
diversity-representativeness global reward to evaluate the selected
frames. However, the reward can only be obtained after the whole
summary is generated. This kind of global reward is too sparse to
evaluate a long series of actions. Here, each action is defined as
whether to select a frame or not.
Therefore, we propose a new weakly supervised video sum-
marization method featuring hierarchical reinforcement learning,
which requires only a small number of annotations and avoids the
sparse reward problem. The main idea is to divide the whole task
into several subtasks, while each subtask includes several sub se-
quences of frames divided from the whole sequence in order. In
this way, only task-level annotations (detail in Sec. 3.3), i.e., weakly
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annotated labels which is given to each subtask instead of anno-
tating all the frames, are required. The sparse reward problem can
also be solved by setting a subgoal for each subtask. As shown in
Figure 1, our model consists of a Manager, which sets the subgoal,
and a Worker, which predicts the importance score for each frame
of the subtask in order to achieve the subgoal. Besides the global
reward proposed in [23], we define a sub-reward for each subtask to
train the Worker. The summary can then be generated by selecting
frames according to their importance scores with a given limit of
the video length. Experiments on two benchmark datasets show
improvement compared to the state-of-art approaches [10][23]. The
margin from the previous works is very significant when we em-
ploy the new evaluation measure for video summarization that has
been proposed in [13]. Overall, the main contributions of this paper
are as follows:
• To the best of our knowledge, we are the first to apply hier-
archical reinforcement learning to video summarization. We
solve the sparse reward problem by defining subgoals and
sub-rewards.
• Our proposal is weakly supervised and requires only task-
level annotations. In this way, the cost on annotation and
the subjective difference can be reduced.
• Our proposal not only outperforms state-of-the-art unsuper-
vised methods but also the supervised extensions of them.
2 RELATEDWORK
2.1 Video Summarization
Video summarization is an important topic in video processing.
Recently, researches on video summarization have been explored
extensively and achieved great advances. These methods can be
roughly divided into supervised methods, unsupervised methods,
and weakly supervised methods.
Supervised methods use the frame-level annotations to train a
model to predict the importance scores. Recurrent neural networks
have been applied to capture the temporal information. [21] used
long short-term memory (LSTM) to predict the importance score
with a Determinantal Point Process (DPP) module. [22] proposed a
hierarchical structure which took frames as input and considered
the segmentation process first. Performance of supervised methods
can be improved by training with more annotated data. However,
the cost is high to collect numerous videos with frame-level anno-
tations.
Unsupervised methods with well-designed criteria require no
annotation. [10] proposed an unsupervised method by using gener-
ative adversarial networks (GANs). The discriminator is designed
to compare the generated summary and the original video. [23]
applied reinforcement learning to unsupervised video summariza-
tion. Instead of utilizing the annotations by humans, they defined
a global reward considering the diversity and representativeness
of the summary, and thus, the generated summary could be less
subjective.
Weakly supervised methods required a small number of annota-
tions and could achieve great performance. [1] proposed a weakly
supervised method that only required the topic label for a video. A
variational autoencoder (VAE) model was trained by the massive
edited videos with topic labels on the Internet to learn a better video
representation. Their summarization network was implemented by
a unified conditional variational encoder-decoder.
2.2 Reinforcement Learning
Reinforcement learning has been explored a lot in recent years. It
focuses on how the agent interacts with an environment. The agent
is trained by a reward given by the environment. [11] used a deep
neural network to approximate the Q function and achieved great
performance on many Atari games. Then, deep reinforcement learn-
ing has been applied into many different fields including computer
vision [3, 7, 19].
If the reward can only be received after a series of actions, the
sparse reward problem could make it difficult and inefficient to
train a model [9]. Practically, this problem exists when applying
reinforcement learning in many fields, such as text generation,
natural language processing [6][12] and object tracking [20][15].
Hierarchical reinforcement learning is a promising technology
to solve this problem. The basic idea is to define the agent as multi-
layer structures dealing with different subtasks to learn several sub
policies. The macro policy is learned to choose different sub policies
for subtasks. This kind of method can achieve a great performance
effectively with the help of domain knowledge to divide the task and
define the subtasks well. [17] proposed a flexible and end-to-end
framework for hierarchical reinforcement learning. They divided
an agent into a Manager and a Worker. The Manager sets abstract
goals which are conveyed to and enacted by the Worker. And the
Worker takes actions to interact with the environment.
3 PROPOSED METHOD
Our proposed method regards the whole video summarization task
as the combination of subtasks. The hierarchical architecture con-
sists of a Manager and a Worker. The Manager sets a subgoal for
each subtask. The Worker takes its action following the subgoal. In
the following discussion, we define that the whole task is separated
into N subtasks. Each subtask processes n frames. The whole task
includes N × n frames. For each step, the input of the Manager
is a sequence of frames in one subtask with size n, represented
as [xi,1,xi,2, ...,xi,n ]. The Manager sets a subgoal дi (i ∈ [1,N ]).
Conditioned on the subgoal дi , the Worker predicts the importance
score pˆi,t (t ∈ [1,n]) for each frame within i-th subtask. The whole
task can be achieved better when the subtasks are achieved well.
Our work follows the most common procedures of video summa-
rization task. Therefore, we will introduce the basic procedures first
and then focus on the proposal.
3.1 Basic Procedures
Video summarization converts an original long video into a short
and concise summary. As shown in Figure 2, the whole framework
consists of several procedures including pre-processing, summa-
rization network, and post-processing.
A pre-trained CNN network is used to extract the frame fea-
tures. [21] provided a dataset that uses GoogLeNet to extract the
frame features. For a fair comparing, we follow them to obtain the
sequence of features and subsample by 2fps.
The summarization network is used to predict the importance
score for each frame. In order to promise the generated summary to
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(a) Pre-process and post-process of video summarization (b) Summarization network (Proposal)
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Figure 2: (a) is the general pre-process and post-process for video summarization. (b) is the proposed hierarchical reinforce-
ment learning model including the Manager and the Worker.
be natural and less flashed, temporal segmentation is usually used
to divde the sequence of frames into different groups as shots. The
most common temporal segmentation method is a kernel tempo-
ral segmentation (KTS) algorithm, which partitions the sequence
of frames into shots considering the similarity among frame fea-
tures [14]. The importance score of each shot is calculated as the
average score of the frames included in the shot. We select the
shot with higher importance score under a given limit of the video
length. Considering that each shot includes a variable number of
frames, this selection is of the knapsack problem and we follow [23]
using a near-optimal solution by dynamic programming [5] as the
post-processing.
3.2 Hierarchical Structure
As shown in Figure 2(b), the proposed summarization network uses
reinforcement learning with a hierarchical architecture. Note that
the hierarchical reinforcement learning is already proposed in [17],
but this is the first work to apply hierarchical reinforcement learn-
ing to video summarization to the best of our knowledge. Besides,
how to divide the whole task into a hierarchical manner requires
careful design, which is also our technical contribution. Our pro-
posal pays attention not only to the quality of the whole generated
summary, but also to the quality of subtasks. For the quality of the
whole summary, we apply a widely used global reward defined as
diversity-representativeness reward proposed by [23]. Then, we
regard the total summarization task as several subtasks and design
an agent with the hierarchical structure using a kind of sub-reward
representing the quality of the subtask. The agent consists of two
recurrent neural networks: one is called Manager and the other is
called Worker. The Manager sets the subgoal to each subtask. In
order to achieve the corresponding subgoal, the Worker deals with
the frames within the subtask. Both Manager and Worker are im-
plemented by LSTM. We train the Manager with a smaller number
of ground-truth annotations compared to supervised methods, and
the Worker with the REINFORCE algorithm [18], which belongs to
a family of reinforcement learning methods.
Then, we introduce the Manager network, the Worker network,
and two kinds of rewards in detail as follows.
3.3 Manager Network
To train the Manager, we define the task-level label yi as 1 if there
exists one key frame in a sub sequenceis and 0 otherwise.
yi =
{
1 if pi,t = 1,∃t ∈ [1,n]
0 otherwise
, (1)
where pi,t is the ground-truth label for each frame.
The Manager consists of an LSTM and multilayer perceptron
(MLP). As mentioned above, for each step the Manager takes the
sub sequence of [xi,1,xi,2, ...,xi,n ] (n is set empirically) as input.
And then we take the last hidden state as the subgoal дi of the i-th
subtask.
hi,t = fβm
(
xi,t ,hi,t−1
)
,xi,t ∈
[
xi,1,xi,2, ...,xi,n
]
, (2)
дi = hi,n , (3)
yˆi = sigmoid (wm · дi + bm ) , (4)
where fβm represents the LSTM of the Manager with parameter βm ,
wm and bm are parameters of MLP, yˆi is the predicted probability of
whether the i-th sub sequence of frames includes a key frame and
hi,t is the hidden state (hi,0 = hi−1,n and h0,0 is zero-initialized).
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3.4 Worker Network
The Worker is also composed of an LSTM and MLP. It takes a sub
sequence of frames as input. Then, it outputs the importance score
for each frame conditioned on the subgoal given by the Manager.
Our Worker takes a sub sequence of frames
[
xi,1,xi,2,fi,xi,n
]
(n
is set empirically) as input and a subgoal дi given by the Manager.
The Worker predicts the importance scores for each frame.
hi,t = fβw
(
xi,t ,hi,t−1
)
,xi,t ∈
[
xi,1,xi,2, ...,xi,n
]
, (5)
h
′
i,t = w1
[
дi ,hi,t
]
+ b1, t ∈ [1,n] , (6)
pˆi,t = sigmoid
(
ww · h′i,t + bw
)
, (7)
where fβw represents the LSTM with parameter βw , hi,t is the
hidden state (hi,0 = hi−1,n and h0,0 is zero-initialized), w1 and b1
are parameters of a linear layer that combines the subgoal and the
hidden state, ww and bw are parameters of MLP,
[
дi ,hi,t
]
is to
concatenate two vectors and pˆi,t is the predicted importance score
for frame xi,t .
After predicting the importance score of each frame, we regard
the importance score as the probability parameter of a Bernoulli dis-
tribution. This determines the probability of a frame being selected
for the summary.
ai,t ∼ Bernoulli
(
pˆi,t
)
,ai,t = 0 or 1, (8)
where ai,t = 1 is the action and means that xi,t is selected in the
summary.
3.5 Reward Function
[23] defines the diversity-representativeness reward Rdr . This re-
ward includes diversity reward Rd and representativeness reward
Rr ep . Rd is computed by summing up the dissimilarity of frame fea-
ture within the selected subset. Rr ep is obtained by considering the
minimal distance between each frame feature with others within
the selected subset.
Rd =
1
|Y |(|Y | − 1)
∑
t ∈Y
∑
t ′∈Y ,t ′,t
d (xt ,xt ′) , (9)
d (xt ,xt ′) = 1 −
xt
T x ′t
| |xt | |2 | |xt ′ | |2 , (10)
Rr ep = exp
(
− 1
n × N
n×N∑
t=1
mint ′∈Y | |xt − xt ′ | |2
)
, (11)
Rdr =
1
2Rd +
1
2Rr ep , (12)
where d (·, ·) is the dissimilarity function and t ∈ Y means that
frame xt is selected into the summary.
This diversity-representativeness reward is given for a generated
summary. Besides this, we also define a sub-reward Rsub consider-
ing how our Worker achieves the subgoal. We compute the average
of the outputs of our Worker and compare it with the importance
score of the subtask predicted by our Manager. The sub-reward
Rsub is defined as follows:
pˆi =
1
n
n∑
t=1
pˆi,t , (13)
Rsub = exp
(
− 1
N
N∑
i=1
| |pˆi − yˆi | |2
)
, (14)
where pˆi is the average of the probabilities within a subtask, and we
use an exponential function to rescale to get Rsub as the sub-reward.
Therefore, the reward for theWorker is: R = αRdr +(1 − α)Rsub ,
where α is the hyperparameter.
3.6 Optimization
The loss function of the Manager is defined as follows:
Lm = − 1
N
N∑
i=1
yi log (yˆi ) + (1 − yi ) log (1 − yˆi ) , (15)
where N is the number of subtasks which a video is divided into,
and yi and yˆi are defined in Eq. 1 and Eq. 4, respectively.
The Worker is trained with REINFORCE algorithm [18]. It is
aimed to learn a policy πθW (θW is parameter of Worker in our
case) through maximizing the expected rewards.
J (θW ) = EpθW (a1:n×N ) [R] , (16)
where pθW (a1:n×N ) is the sequence of actions for the whole task.
Following the REINFORCE algorithm, we can compute the deriva-
tive of the objective function J (θW ) in terms of θW as follows:
∇θW J (θW ) = EpθW (a1:n×N )
[
R
n×N∑
t=1
∇θW logπθW (xt )
]
. (17)
We approximate R by letting the agent take action c times. To avoid
the high variance, we subtract a constant b from the reward.
∇θW J (θW ) ≈
1
c
c∑
i=1
[n×N∑
t=1
(Ri − b) ∇θW logπθW (xt )
]
. (18)
4 EXPERIMENTS
4.1 Dataset
Our proposal is evaluated on two benchmark datasets: SumMe [4]
and TVSum [16]. SumMe includes 25 videos ranging from 1 to 6
minutes and for each video there are annotations from 15 to 18
users. TVSum includes 50 videos ranging from 2 to 10 minutes, and
for each video there are annotations from 20 users. Both datasets
provide frame-level importance scores.
Besides, we also consider OVP1 and YouTube [2] to evaluate our
model following the settings by [21] described in Section 4.3.
4.2 Evaluation Metrics
F score: In order to compare the generated summary and the
ground-truth, the most common evaluation approach [5][21] is
F score. Considering the intersection of two videos, the precision
and recall are defined as follows:
Precision =
A
⋂
B
A
, Recall =
A
⋂
B
B
, (19)
F =
2 × Precision × Recall
Precision + Recall
, (20)
1Open video project: https://open-video.org/
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Proposal (F = 61.8%) DR-DSN (F = 51.9%)
Original video
Figure 3: Examples of summary videos of proposed method comparing with the state-of-the-art.
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Figure 4: Experiments are conducted with different sizes of
subtask on TVSum dataset. When n = 20, it shows the best
performance.
where A is the ground-truth summary and B is the generated sum-
mary.
Rank correlation coefficient: [13] proposed another evaluation
metric considering rank order statistics. For summarization meth-
ods based on importance scores, they claimed that the random
methods can achieve comparable performance because of well-
designed pre-processing and post-processing. Therefore, they re-
ported that considering the importance score rank order between
the prediction and the human annotation is a much better metric
without the effect of post-processing. They use Kendall’s τ [8] and
Spearman’s ρ [24] correlation coefficients.
4.3 Training
There are three settings [21]. (1) Canonical: we train our model by
5-fold cross validation (5FCV). (2) Augmented: we use 5FCV as (1)
with more training data of OVP and YouTube. (3) Transfer: for our
target dataset (SumMe or TVSum), the other three datasets are used
as training data.
We train the Manager and the Worker iteratively. We approxi-
mate the expected rewards with c = 10 and set α = 0.5. The size of
a subtask is set as n = 20.
4.4 Evaluation
To show that our subtasks help to improve the performance, we
compare our model with the different sizes of subtask. As shown
in Figure 4, we conduct the experiments on TVSum dataset. Our
model shows the best performance when the size of subtask is set
as n = 20. It can be seen in Figure 4 that when the size of subtask
is 1, the performance is better than that of size 5. It is reasonable
because we define the sub-reward using the average of the outputs
of the Worker. Therefore, if the size of subtask is not large enough,
the bias of the sub-reward could be large.
We compare our proposal with previous supervised and unsuper-
vised methods. vsLSTM and dppLSTM [21] are supervised methods.
SUM-GAN [10] and DR-DSN [23] are unsupervised methods. SUM-
GAN is based on GANs. DR-DSN is based on reinforcement learning
and the most related to our work. [1] is a weakly supervised method.
However, they use a large number of web videos with category
labels to learn more accurate and informative video representations.
For a fair comparison, we don’t include it here. Table 1 shows the
F score performance and the average number of labels for a video,
which is required by each method. Our hierarchical reinforcement
learning based model achieves improvement on two benchmark
datasets and requires much smaller number of task-level annota-
tions than supervised methods.
On the canonical setting, our proposal outperformed the baseline
dppLSTM by 5% and 3.7% points on two benchmark datasets. And
compared with the state-of-the-art DR-DSN, our proposal improves
by 2.2% and 0.8% points. Our hierarchical structure requires a much
smaller number of annotations (about 1/20 in both cases) to train the
Manager. The whole task is divided into several subtasks. Compared
to frame-level annotations, our proposal only requires task-level
annotations to train the Manager. Therefore it is weakly supervised.
Then, we compared the performance with the supervised version
of SUM-GAN and DR-DSN. On the canonical setting, our proposal
outperformed SUM-GANsup by 1.9% and 2.1% points on the two
benchmark datasets. Compared with DR-DSNsup, the performance
of our proposed method was improved by 1.5% and 0.3% points.
Our result was improved by 0.9% and 0.1% points with augmented
data respectively on SumMe and TVSum. In particular, our proposal
outperformed all the other methods on SumMe with augmented
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Table 1: Evaluation by F score for video summarization
Methods SumMe TVSumcanonical augmented transfer labels canonical augmented transfer labels
supervised
vsLSTM [21] 37.6 41.6 40.7 293 54.2 57.9 56.9 470
dppLSTM [21] 38.6 42.9 41.8 293 54.7 59.6 58.7 470
SUM-GANsup [10] 41.7 43.6 - 293 56.3 61.2 - 470
DR-DSNsup [23] 42.1 43.9 42.6 293 58.1 59.8 58.9 470
unsupervised SUM-GAN [10] 39.1 43.4 - - 51.7 59.5 - -DR-DSN [23] 41.4 42.8 42.4 - 57.6 58.4 57.8 -
weakly supervised Our Proposal 43.6 44.5 42.4 15 58.4 58.5 58.3 24
Table 2: Kendall’s τ and Spearman’s ρ correlation coeffi-
cients computed between different importance scores and
human annotated scores.
TVSum
Methods τ ρ
dppLSTM [21] 0.042 0.055
DR-DSN [23] 0.020 0.026
Proposal 0.078 0.116
Human 0.177 0.204
data. However, our proposal was not capable of the transfer task
because subgoals between different domains may vary a lot.
Then, we evaluate the performance using the rank order statis-
tics proposed in [13] introduced in Sec. 4.2, which is claimed to be a
better evaluation metric without the effect of post-processing. Com-
pared to supervised and unsupervised methods in Table 2, our pro-
posal achieved higher correlation coefficients on both Kendall’s τ
and Spearman’s ρ. Compared to supervisedmethods [21],unsupervised
methods [23] improves the diversity by reinforcement learning but
achieves lower correlation coefficients. With help of task-level la-
bels, our proposal can promise the diversity and achieve higher
correlation coefficients in the meantime.
An example is shown in Figure 3. The original video is about
cleaning dog’s ears. Our result skipped irrelevant video frames at
the beginning of the video and selected frames that show the detail
of how to clean the dog’s ears. Therefore, our proposal achieved a
higher F score.
5 CONCLUSION
In this paper, we proposed a weakly supervised hierarchical rein-
forcement learning method to avoid the sparse reward problem
and improve the quality of video summarization. Our experiments
on two benchmark datasets showed that our hierarchical structure
achieved the best performance out of all other methods known to
us. In particular, evaluation using rank order statistics that was
recently proposed in [13] clearly showed the superiority of our pro-
posed method. Also, our proposal only requires a smaller number
of task-level annotations to train the Manager. In the future work,
we will apply the proposed method to larger dataset, define an
efficient label-free mechanism for the Manager, embed multi-modal
and consider multi-field information such as audio.
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