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Resumo
Baixas taxas de mortalidade infantil, avanços na medicina e mudanças culturais aumen-
taram a expectativa de vida nos países desenvolvidos para mais de 60 anos. Alguns países
esperam que, até 2030, 20% da sua população tenham mais de 65 anos. A qualidade de
vida nessa idade avançada é altamente determinada pela saúde do indivíduo, que ditará
se o idoso pode se engajar em atividades importantes para o seu bem estar, independência
e satisfação pessoal. O envelhecimento é acompanhado por problemas de saúde causados
por limitações biológicas e fraqueza muscular. Esse enfraquecimento facilita a ocorrên-
cia de quedas, responsáveis pela morte de aproximadamente 646.000 pessoas em todo o
mundo e, mesmo quando uma pequena queda ocorre, ela ainda pode fraturar ossos ou da-
nificar tecidos moles, que não cicatrizam completamente. Lesões e danos dessa natureza,
por sua vez, podem afetar a autoconfiança do indivíduo, diminuindo sua independência.
Neste trabalho, propomos um método capaz de detectar quedas humanas em sequências
de vídeo usando redes neurais convolucionais (CNNs) multicanais. Nós desenvolvemos
dois métodos para detecção de quedas, o primeiro utilizando uma CNN 2D e o segundo
utilizando uma CNN 3D. Nossos métodos utilizam características extraídas previamente
de cada quadro do vídeo e as classificam. Após a etapa de classificação, uma máquina
de vetores de suporte (SVM) é aplicada para ponderar os canais de entrada e indicar se
houve ou não uma queda. Experimentamos quatro tipos de características, a saber: (i)
fluxo óptico, (ii) ritmo visual, (iii) estimativa de pose e (iv) mapa de saliência. As bases de
dados utilizadas (URFD e FDD) estão disponíveis publicamente e nossos resultados são
comparados com os da literatura. As métricas selecionadas para avaliação são acurácia
balanceada, acurácia, sensibilidade e especificidade. Nossos métodos apresentaram resul-
tados competitivos com os obtidos pelo estado da arte na base de dados URFD e superam
os obtidos na base de dados FDD. Ao conhecimento dos autores, nós somos os primeiros
a realizar testes cruzados entre os conjuntos de dados em questão, e a reportar resultados
de acurácia balanceada. Os métodos propostos são capazes de detectar quedas nas bases
selecionadas. A detecção de quedas, bem como a classificação de atividades em vídeos,
está fortemente relacionada à capacidade da rede de interpretar informações temporais e,
como esperado, o fluxo óptico é a característica mais relevante para a detecção de quedas.
Abstract
Lower child mortality rates, advances in medicine, and cultural changes have increased
life expectancy in developed countries over 60 years old. Some countries expect that,
by 2030, 20% of their population will be over 65 years old. The quality of life at this
advanced age is highly dictated by the individual’s health, which will determine whether
the elderly can engage in important activities to their well-being, independence, and
personal satisfaction. Old age is accompanied by health problems caused by biological
limitations and muscle weakness. This weakening facilitates the occurrence of falls, which
are responsible for the deaths of approximately 646,000 people worldwide and, even when
a minor fall occurs, it can still cause fractures, break bones or damage soft tissues, which
will not heal completely. Injuries and damages of this nature, in turn, will consume
the self-confidence of the individual, diminishing their independence. In this work, we
propose a method capable of detecting human falls in video sequences using multichannel
convolutional neural networks (CNN). We developed two methods for fall detection, the
first using a 2D CNN and the second using a 3D CNN. Our method uses features previously
extracted from each frame and classifies them with a CNN. After the classification step,
a support vector machine (SVM) is applied to weight the input channels and indicate
whether or not there was a fall. We experiment with four types of features, namely:
(i) optical flow, (ii) visual rhythm, (iii) pose estimation, and (iv) saliency map. The
benchmarks used (URFD and FDD) are publicly available and our results are compared
to those in the literature. The metrics selected for evaluation are balanced accuracy,
accuracy, sensitivity, and specificity. Our results are competitive with those obtained by
the state of the art on the URFD data set and surpass those on the FDD data set. To the
authors’ knowledge, we are the first to perform cross-tests between the datasets in question
and to report results for the balanced accuracy metric. The proposed method is able to
detect falls in the selected benchmarks. Fall detection, as well as activity classification in
videos, is strongly related to the network’s ability to interpret temporal information and,
as expected, optical flow is the most relevant feature for detecting falls.
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A expectativa de vida, em países desenvolvidos, alcançou valores acima de 60 anos [75].
Alguns países da União Europeia e China esperam que 20% de sua população atinjam
mais de 65 anos até 2030 [24]. Segundo a Organização Mundial da Saúde [24, 77], esse
recente patamar é um efeito colateral de avanços científicos, descobertas médicas, redução
da mortalidade infantil e mudanças culturais.
Entretanto, embora os seres humanos estejam vivendo mais, a qualidade deste tempo
de vida é definida principalmente pela saúde. Como a saúde dita a independência, a
satisfação e a possibilidade de engajar em atividades importantes para o bem-estar do
idoso, diversos grupos de pesquisa direcionaram seu foco para tecnologias de manutenção
da saúde na terceira idade.
1.1 Motivação
Naturalmente, ao longo do envelhecimento aparecem problemas de saúde, principalmente
em decorrência das limitações biológicas do corpo humano e do enfraquecimento muscular.
Esse enfraquecimento em idades avançadas aumenta as chances de um individuo sofrer
uma queda. Em termos de acidentes domésticos, as quedas são a segunda maior causa
de morte ao redor do mundo, com números em torno de 646.000 mortes por ano [24].
Relatórios apontam que entre 28% e 35% da população com mais de 65 anos sofrem pelo
menos uma queda ao ano e este percentual sobe para 32% a 42% em idosos com mais de
70 anos.
Em uma tentativa de agrupar os eventos que podem levar a uma queda, Lusardi et
al. [45] relataram os fatores de risco, a forma como as quedas ocorrem, quem as sofre e
algumas precauções para evitá-las. Mesmo em casos em que ocorre uma pequena queda,
ela pode quebrar ou trincar ossos e machucar tecidos moles que, devido à idade avançada,
podem não se recuperar completamente. Isso causa uma cadeia de danos fisiológicos e
psicológicos, consequentemente diminuindo a auto-confiança e independência do idoso.
Assim como crianças, os idosos necessitam de cuidados e acompanhamento constan-
tes para evitar ferimentos graves, especialmente no que diz respeito ao tempo entre a
ocorrência do acidente e o início dos cuidados adequados. Uma das medidas efetivas é a
contratação de cuidadores qualificados para acompanharem o idoso em tempo integral.
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Porém, em particular nos países desenvolvidos, onde serviços são caros, este custo com
profissionais somado a outros orçamentos elevado da vida idosa, como médicos e medica-
mentos, acaba sendo inviabilizado. Em geral, esses idosos são realocados para a casa de
seus familiares próximos, o que diminui sua privacidade e independência.
Com base no cenário descrito anteriormente, pode-se arquitetar uma solução tecnoló-
gica na forma de um sistema de emergência que, de forma confiável, acionaria a assistência
qualificada automaticamente. Dessa maneira, o tempo de resposta entre o acidente e os
cuidados seria reduzido, possibilitando ao idoso habitar em sua própria residência, man-
tendo sua independência e auto-estima. O diagrama da Figura 1.1 ilustra os componentes

































Figura 1.1: Diagrama com os principais componentes do sistema de computação de emer-
gência para monitoramento de acidentes.
O sistema é alimentado por uma gama de sensores, instalados na residência ou ade-
ridos ao corpo do idoso, que monitoram informações como a pressão sanguínea, número
de batimentos cardíacos, temperatura, níveis de glicose no sangue, aceleração e postura.
Esses dispositivos são conectados a um centro de processamento local que, além de cons-
truir continuamente relatórios técnicos da saúde do idoso, também aciona um operador
remoto em caso de emergência. Ao receber o alerta de emergência, o operador realiza
uma verificação da situação e, ao constatar a necessidade, aciona o socorro médico.
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1.2 Objetivos
A partir das motivações acima, este trabalho foca na utilização de uma abordagem mul-
ticanal, aliada a técnicas de aprendizado profundo, para a detecção de quedas humanas
em sequências de vídeos.
Um algoritmo capaz de realizar essa detecção de forma automática é um módulo
importante no sistema de emergência da Figura 1.1 e, para tal, os seguintes objetivos
foram definidos:
1. Definição de um patamar base na literatura relacionada.
2. Preparação das bases de dados.
3. Extensão da arquitetura de patamar base.
4. Avaliação dos multicanais de informações.
5. Avaliação do modelo proposto.
6. Publicação dos resultados.
1.3 Questões de Pesquisa
Durante o cumprimento dos objetivos definidos anteriormente, pretendemos responder às
seguintes questões de pesquisa:
1. Os multicanais são capazes de manter informação temporal o suficiente para que
uma rede aprenda seus padrões?
2. Quais canais contribuem melhor ao problema de detectar quedas?
3. A eficácia do método proposto se mantém para outras bases de dados contendo
quedas humanas?
4. As arquiteturas tridimensionais (3D) são mais discriminativas do que as arquiteturas
bidimensionais (2D) para este problema?
1.4 Contribuições
As principais contribuições deste trabalho são dois modelos multicanais para a detecção de
quedas humanas, testados em duas bases de dados e disponíveis publicamente. Além disso,
nós apresentamos uma extensa comparação entre os canais e as arquiteturas empregadas,
cujos resultados são comparáveis ao estado da arte, bem como uma discussão sobre a
utilização de conjuntos de dados simulados.
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1.5 Lista de Publicações
Os seguintes artigos [7, 8, 36] foram publicados durante a realização deste trabalho de
pesquisa, cujos resultados estão diretamente relacionados ao tema investigado nesta dis-
sertação:
• G.V. Leite, G.P. Silva, H. Pedrini. Fall Detection in Video Sequences Based on a
Three-Stream Convolutional Neural Network. 18th IEEE International Conference
on Machine Learning and Applications (ICMLA), pp. 191–195, Boca Raton-FL,
USA, December 16-19, 2019.
• S.A. Carneiro, G.P. Silva, G.V. Leite, R. Moreno, S.J.F. Guimarães, H. Pedrini.
Deep Convolutional Multi-Stream Network Detection System Applied to Fall Iden-
tification in Video Sequences. 15th International Conference on Machine Learning
and Data Mining (MLDM), pp. 681-695, New York-NY, USA, July 20-24, 2019.
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Detection in Video Sequences. 26th International Conference on Systems, Signals
and Image Processing (IWSSIP), pp. 293-298, Osijek, Croatia, June 05-07, 2019.
1.6 Organização do Texto
O restante deste trabalho está estruturado da seguinte forma. O Capítulo 2 apresenta os
principais conceitos que foram utilizados na implementação do trabalho, bem como abor-
dagens existentes na literatura relacionadas ao tema investigado. O Capítulo 3 descreve
em detalhes a metodologia proposta e suas etapas. O Capítulo 4 descreve os conjuntos de
dados utilizados nos experimentos, as métricas de avaliação selecionadas, os experimen-
tos realizados, seus resultados e discussões. Finalmente, o Capítulo 5 apresenta algumas
considerações finais e propostas para trabalhos futuros.
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Capítulo 2
Conceitos e Trabalhos Relacionados
Neste capítulo, os conceitos que foram utilizados na metodologia proposta são descritos
em detalhes. Além disso, os trabalhos revisados durante a execução da tese são reportados
na segunda parte do capítulo.
2.1 Redes Neurais Profundas
As redes neurais profundas (DNNs) são uma classe de algoritmos de aprendizado de má-
quina, em que várias camadas de processamento são utilizadas para extrair e transformar
características dos dados de entrada e o aprendizado dos neurônios da rede ocorre pela
aplicação do algoritmo de retropropagação (backpropagation). As informações de entrada
de cada camada são as mesmas da saída da camada anterior, exceto na primeira camada,
onde entram os dados externos, e na última camada, de onde são extraídos os resulta-
dos do processamento [21]. Essa estrutura não é necessariamente fixa, algumas camadas
podem ter duas outras camadas como entrada ou várias saídas.
Deng e Yu [14] citam alguns motivos pela crescente popularidade das redes profundas
nos últimos anos, os quais incluem seus resultados nos problemas de classificação, me-
lhorias nas Unidades de Processamento Gráfico (GPUs), aparecimento de Unidades de
Processamento de Tensores (TPUs) e a quantidade de dados disponíveis digitalmente.
As camadas de uma rede profunda podem ser organizadas de diversas maneiras, a
depender da necessidade de cada tarefa. A maneira na qual uma rede profunda é orga-
nizada é chamada de arquitetura e algumas delas se tornaram bem conhecidas devido
aos resultados na classificação de imagens. Algumas delas são: AlexNet [29], LeNet [34],
VGGNet [62] e ResNet [23].
2.2 Redes Neurais Convolucionais
As redes neurais convolucionais (CNNs) são um subtipo de redes profundas, em que sua
estrutura é semelhante a de uma DNN, tal que a informação flui de uma camada para
a próxima. Porém, no caso das CNNs, os dados passam pelas camadas convolucionais,
que aplicam várias operações de convolução e redimensionam os dados, antes de serem
repassados para a próxima camada.
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As operações de convolução permitem que a rede aprenda características de baixo nível
nas primeiras camadas, e combine-as nas camadas seguintes para aprender características
de alto nível. Apesar de não ser obrigatório, geralmente no final de uma rede convolucional
existem algumas camadas totalmente conexas.
No contexto deste trabalho, duas arquiteturas de CNNs são relevantes: (i) VGG-16 [62]
e (ii) Inception [66]. A VGG-16 foi a vencedora da competição Desafio de Reconhecimento
Visual em Larga Escala - ImageNet 2014 (ILSVRC), com um erro de 7,3% na categoria
de localização. Sua característica de utilizar filtros pequenos, convoluções de 3×3, stride
1, padding 1 e max pooling de 2×2 com stride 2, permitiu que a rede fosse mais profunda,
sem torná-la computacionalmente proibitiva. A VGG-16 possui 16 camadas e 138 milhões
de parâmetros, o que é considerado pouco para redes profundas. A maior carga das
computações desta rede ocorre nas primeiras camadas, pois, a partir delas, as camadas
de pooling reduzem consideravelmente a carga das camadas mais profundas. A Figura 2.1



























































































Figura 2.1: Ilustração das camadas da arquitetura VGG-16.
A segunda arquitetura, Inception V1 [66], foi a vencedora da ILSVRC 2014, mesmo
ano da VGG-16, porém, venceu na categoria de classificação, com um erro de 6,7%. Esta
rede foi desenvolvida para ser mais profunda e, ao mesmo tempo, computacionalmente
mais eficiente. Como ilustrada na Figura 2.2, a rede possui 22 camadas e somente 5
milhões de parâmetros. Sua construção consiste no empilhamento de vários módulos,
chamados de Inception, ilustrados na Figura 2.3a.
Figura 2.2: Ilustração das camadas da arquitetura Inception. Fonte: Szegedy et al. [66].
Os módulos foram pensados de forma a criar algo como uma rede dentro da rede,
em que várias operações de convolução e max pooling são executadas paralelamente e, ao
final destas operações, as características são concatenadas para ser enviadas ao próximo
módulo. Entretanto, se a rede fosse composta por módulos Inception, como ilustrado na
Figura 2.3a, ela executaria 850 milhões de operações. Para reduzir este número, os gar-
galos foram criados. Os gargalos reduzem o número de operações para 358 milhões. Eles
são convoluções 1×1 que preservam a dimensão espacial, ao mesmo tempo que diminuem
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a profundidade das características. Eles foram alocados antes das convoluções 3×3, 5×5
e após o max pooling 3×3, como ilustrado na Figura 2.3b.
(a) (b)
Figura 2.3: Ilustrações do módulo Inception. (a) módulo sem gargalo; (b) módulo com
gargalo. Fonte: Szegedy et al. [66].
2.2.1 Transferência de Aprendizado
A transferência de aprendizado consiste no reaproveitamento de uma rede cujos pesos
foram treinados em um outro contexto. Além de melhorar os resultados das redes que a
utilizam, a técnica também colabora para diminuir o tempo necessário de convergência e
suprir casos em que não há dados o suficiente para treinar a rede inteira [84].
Tipicamente em problemas de classificação, as redes são previamente treinadas na
base de dados ImageNet [13], que é uma das maiores e mais conhecidas bases de dados.
O objetivo é que a rede aprenda padrões complexos e genéricos o suficiente, de forma que
sejam úteis a novos problemas.
2.3 Definição de Queda
A literatura não apresenta uma definição universal de queda [28, 44, 67], todavia, alguns
órgãos de saúde criaram suas próprias definições, as quais podem ser utilizadas para
descrever uma ideia geral de queda.
A instituição americana Joint Commission [68] define uma queda como ”[...] uma mu-
dança não intencional da posição, que termina ao chão ou a alguma superfície baixa (por
exemplo, uma cama, cadeira ou um tapete). [...]”. A Organização Mundial da Saúde [76]
define como ”[...] um evento cujo resultado é a pessoa estar inadvertidamente no chão
ou algum nível mais baixo [...]”. A definição do Centro Nacional de Assuntos de Vetera-
nos [70] é a ”Perda da postura ereta, resultando no descanso ao chão, objeto ou mobília,
ou uma repentina, incontrolada, involuntária disposição do corpo na direção do chão, ou
objeto próximo, como uma cadeira ou escada [...]”. Neste trabalho nós descrevemos uma




O fluxo óptico é uma técnica que deduz representações de movimentos de pixels causados
pelo deslocamento do objeto ou da câmera. O vetor que representa o movimento é o
mesmo para uma vizinhança de pixels e é esperado que os pixels não saiam da área do
quadro. O fluxo óptico é um método local, o que implica a dificuldade de seu cálculo em
regiões uniformes.
O cálculo do fluxo óptico é realizado a partir da comparação de dois quadros conse-
cutivos e sua representação é um vetor de direção e magnitude. Considere I um quadro
de vídeo e I(x, y, t) um pixel neste quadro. Um quadro analisado em um tempo futuro
dt é descrito na Equação 2.1 em função de um deslocamento (dX, dY ) do pixel I(x, y, t).
A Equação 2.2 é obtida de uma série de Taylor dividida por dt e apresenta os gradien-
tes ft, fx e fy (Equação 2.3). Os componentes do fluxo óptico são os valores de u e v
(Equação 2.4) e podem ser obtidos por diversos métodos como o de Lucas-Kanade [43]
ou Gunnar-Farnebäck [18]. A Figura 2.4 ilustra alguns quadros de fluxo óptico.
I(x, y, t) = I(x+ dX, y + dY, t+ dT ) (2.1)


















Figura 2.4: Exemplos de fluxo óptico. Cada fluxo óptico foi extraído entre o quadro
ilustrado e o próximo na sequência. A cor do pixel indica a direção do movimento e o seu
brilho indica a magnitude.
2.5 Ritmo Visual
Ritmo visual é uma técnica de codificação, com o objetivo de obter a informação temporal
de um vídeo, sem perder a informação espacial. Sua representação consiste em uma única
imagem correspondendo ao vídeo inteiro, de forma que cada quadro de vídeo contribui
para uma coluna da imagem final [50,69,71].
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Figura 2.5: Processo de construção do ritmo visual. (a) forma em zigue-zague na qual cada
quadro de vídeo é percorrido; (b) Construção do ritmo pela concatenação das colunas,
obtidas pelo zigue-zague. Fonte: [71].
Para a construção do ritmo visual, cada quadro de vídeo é percorrido em zigue-zague,
da sua diagonal esquerda inferior até sua diagonal direita superior, como ilustrado na
Figura 2.5a. Cada quadro processado em zigue-zague gera uma coluna de pixels, a qual é
concatenada com as outras colunas para formar o ritmo visual (Figura 2.5b). As dimensões
da imagem de ritmo são deW ×H, em que a larguraW é o número de quadros do vídeo e
a altura H é o tamanho do caminho percorrido. A Figura 2.6 ilustra alguns ritmos visuais
extraídos.
Figura 2.6: Exemplos de ritmo visual. Um quadro de cada vídeo é mostrado na parte
superior e o correspondente ritmo visual do vídeo é apresentado na parte inferior da figura.
2.6 Mapa de Saliência
A saliência, no contexto de processamento de imagens, é uma característica da imagem
que representa localizações de regiões na imagem. As regiões latentes são geralmente
apresentadas em tons de cinza, regiões sem características ativadas são representadas
por pixels pretos e a região mais latente pelo pixel branco. No contexto de aprendizado
profundo, o mapa de saliência é o mapa da contribuição de cada pixel da imagem no
processo de classificação. Inicialmente, a saliência foi extraída como uma forma de se
compreender o que as redes profundas estavam de fato aprendendo e ainda é utilizada
desta forma, como no trabalho de Li et al. [38].
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O mapa de saliência foi utilizado por Zuo et al. [86] como característica para a classifi-
cação de ações egocêntricas, em que a fonte de informação é uma câmera que corresponde
à visão em primeira pessoa do sujeito. A utilização da saliência na classificação de ações
vem da suposição de que o importante de uma ação ocorre à frente dos quadros de vídeo,
em vez de ocorrer ao fundo.
O mapa de saliência pode ser obtido de diversas maneiras, tal como mostrado por
Smilkov et al. [63], Sundararajan et al. [65] e Simonyan et al. [60]. A Figura 2.7 ilustra a
extração do mapa de saliência.
Figura 2.7: Exemplos de mapas de saliência. Os pixels variam do preto ao branco, de
acordo com sua importância para a classificação, branco sendo a maior relevância.
2.7 Estimação de Pose
É uma técnica de derivação da postura de um ou mais seres humanos. Diferentes sensores
são utilizados como entrada para essa técnica, como os sensores de profundidade de um
Microsoft Kinect ou imagens de uma câmera.
O algoritmo proposto por Cao et al. [6], o OpenPose, é notável pela sua eficácia ao
estimar a pose de indivíduos em quadros de vídeo. O OpenPose opera com uma rede de
dois estágios em busca de 18 juntas do corpo. No primeiro estágio, o método cria mapas
de confiança das posições das juntas e o segundo estágio prediz campos de afinidade entre
as partes encontradas. A afinidade é representada por um vetor 2D, que codifica a posição
e a orientação de cada membro do corpo. A Figura 2.8 exibe a extração da postura de
alguns quadros.
2.8 Literatura Relacionada
Nas subseções a seguir, nós elucidamos os trabalhos relacionados à detecção de quedas
e seus métodos. Os trabalhos foram divididos em dois grupos, baseados nos sensores
utilizados: (i) métodos sem vídeos e (ii) métodos com vídeos.
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Figura 2.8: Exemplo da extração da estimação de postura. Os círculos representam as
juntas encontradas e as arestas os membros. Cada membro é associado a uma cor fixa.
2.8.1 Métodos Sem Vídeos
Neste grupo, encontram-se os trabalhos que utilizam diversos tipos de sensores para ob-
tenção de dados, podendo ser um relógio, acelerômetro, giroscópio, sensor de frequência
cardíaca ou um smartphone, ou seja, qualquer sensor que não utilize uma câmera.
Khin et al. [27] desenvolveram um sistema de triangulação que utiliza vários sensores
de presença instalados no cômodo monitorado de uma casa. A presença de alguém no
cômodo causaria uma pertubação nos sensores e uma queda ativaria outro padrão de
ativação. Apesar de não reportarem os resultados, os autores afirmaram que testaram
essa configuração e que os sensores detectaram padrões diferentes para ações diferentes,
indicando que a solução poderia ser utilizada para detectar quedas.
Figura 2.9: Ilustração do dispositivo proposto por Kukharenko e Romanenko [30].
Kukharenko e Romanenko [30] obtiveram seus dados de um dispositivo pulseira, ilus-
trado na Figura 2.9. Um limiar foi utilizado para detectar impacto ou um estado “sem
peso” e, após esta detecção, o algoritmo espera por um segundo e analisa as informações
obtidas. O método foi testado em alguns voluntários, que relataram reclamações tais
como esquecer de vestir o dispositivo e o desconforto que o mesmo causava.
Kumar et al. [31] colocaram um sensor preso a um cinto na pessoa (Figura 2.10)
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e compararam quatro métodos para detectar quedas: limiar, Máquinas de Vetores de
Suporte (SVM), K vizinhos mais próximos (KNN) e Dynamic Time Warping (DTW).
Os autores também comentaram a importância de sensores acoplados ao corpo, uma vez
que eles monitorariam o indivíduo constantemente e não sofreriam com pontos cegos das
câmeras.
Figura 2.10: Ilustração da simulação de queda e do dispositivo utilizado por Kumar et
al. [31].
Vallejo et al. [72] desenvolveram uma rede neural profunda para classificar os dados do
sensor. O sensor em questão é um giroscópio vestido na cintura, ilustrado na Figura 2.11,
e a rede é composta de três camadas ocultas, com cinco neurônios cada uma. Os autores
realizaram experimentos com adultos de 19 a 56 anos.
Figura 2.11: Ilustração do dispositivo utilizado por Vallejo et al. [72].
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Zhao et al. [83] coletaram dados de um giroscópio acoplado à cintura do indivíduo, ilus-
trado na Figura 2.12, e utilizaram uma árvore de decisão para classificar as informações.
Os experimentos foram executados em cinco adultos aleatórios.
Figura 2.12: Ilustração do giroscópio, acoplado à cintura, utilizado por Zhao et al. [83].
Zigel et al. [85] utilizaram acelerômetros e microfones como sensores, porém, os senso-
res foram instalados no ambiente, em vez de acoplados ao sujeito. Os sensores detectaram
vibrações e alimentaram um classificador quadrático. Os testes foram feitos com um bo-
neco de testes, que era solto de uma posição ereta, exibido na Figura 2.13.
Figura 2.13: Ilustração da experimentação com um boneco de testes por Zigel et al. [85].
2.8.2 Métodos Com Vídeos
Nesta seção, os métodos foram agrupados cuja fonte principal de dados é formada por
sequências de vídeos. Apesar da semelhança nos sensores, os métodos apresentam uma
variedade de soluções como, por exemplo, os trabalhos a seguir que utilizam técnicas de
ativação baseadas em limiar.
Para isolar a silhueta humana, Lee e Mihailidis [35] realizaram uma subtração do fundo
em conjunto com uma extração de regiões. A partir disso, a postura foi determinada por
meio de um limiar dos valores do perímetro da silhueta, velocidade do centro da silhueta
e pelo diâmetro de Feret. A solução foi testada em uma base criada pelos autores.
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Nizam et al. [52] usaram dois limiares, o primeiro verifica se a velocidade do corpo é
alta e, neste caso, o segundo limiar verifica se a posição das juntas estão próximas ao chão.
As informações das juntas foram obtidas após uma subtração do fundo, por meio de uma
câmera Kinect. Os experimentos foram realizados em um conjunto de dados criado pelos
autores.
Sase e Bhandari [56] utilizaram um limiar em que, se a região de interesse fosse menor
do que um terço do corpo do indivíduo, uma queda era detectada. A região de interesse
foi obtida pela extração do fundo e o método foi testado na base URFD [32]. Bhandari
et al. [4] aplicaram um limiar sobre a velocidade e a direção da região de interesse. Uma
combinação de Shi-Tomasi com Lucas-Kanade foi aplicada para determinar a região de
interesse. Os autores testaram a abordagem no conjunto URFD [32] e reportaram 95%
de acurácia.
Outra técnica de classificação bastante utilizada é o SVM, empregada por Abobakr et
al. [1]. O método utilizou informações de profundidade para subtrair o fundo do quadro
do vídeo, aplicou um algoritmo de floresta aleatória para estimar a postura e a classificou
com SVM. Fan et al. [16] também separaram o quadro entre frente e fundo e encaixaram
uma elipse na silhueta do corpo humano encontrado. A partir da elipse, seis características
foram extraídas e serviram para alimentar uma função slow feature. As saídas dessa função
passaram por um classificador SVM e foram testadas na base de dados SDUFall [46].
Harrou et al. [22] utilizaram um classificador SVM que recebe características extraí-
das dos quadros de vídeo. Durante os testes, os autores compararam o SVM com uma
multivariate exponentially-weighted moving average (MEWMA) e testaram a solução nas
bases URFD [32] e FDD [11].
Mohd et al. [49] alimentaram um classificador SVM com as informações de altura,
velocidade, aceleração e posição das juntas do corpo humano e realizaram testes em três
bases de dados: TST Fall Detection [19], URFD [32] e Fall Detection by Zhang [82].
Panahi e Ghods [55] subtraíram o fundo a partir das informações de profundidade, en-
caixaram uma elipse na forma do indivíduo, classificaram a elipse com SVM e realizaram
testes no conjunto de dados URFD [32].
Preocupados com a privacidade dos usuários, os trabalhos a seguir defendem que
as soluções para detectar quedas devem oferecer opções de anonimidade. Dessa forma,
Edgcomb e Vahid [15] testaram a efetividade de um classificador árvore binária, sobre
uma série temporal. Os autores compararam diversas formas de se esconder a identidade,
como borramento, extração da silhueta, substituição do indivíduo por uma elipse opaca
ou por uma caixa opaca. Eles realizaram testes em uma base própria, com 23 vídeos
gravados. Lin et al. [41] investigaram uma solução focada em privacidade com a utilização
de silhueta. Eles aplicaram um classificador KNN somado a um temporizador que verifica
se a pose do indivíduo voltou ao normal. Os testes foram realizados por voluntários do
laboratório.
Alguns trabalhos utilizaram redes neurais convolucionais, como o caso de Anish-
chenko [3], que implementou uma adaptação da arquitetura AlexNet para detectar quedas
no conjunto de dados FDD [11]. Fan et al. [17] utilizaram uma CNN para monitorar e
avaliar o grau de completude de um evento. Uma pilha de quadros de um vídeo foi utili-
zada em uma arquitetura VGG-16 e seu resultado foi associado com o primeiro quadro da
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pilha. O método foi testado em dois conjuntos de dados: FDD [11] e Hockey Fights [51].
Seus resultados foram reportados em termos de completude das quedas.
Huang et al. [25] fizeram o uso do algoritmo OpenPose para obter as coordenadas das
juntas do corpo. Dois classificadores (SVM e VGG-16) foram comparados para classificar
as coordenadas. Os experimentos foram realizados nas bases URFD [32] e FDD [11]. Li et
al. [39] criaram uma modificação da arquitetura de CNN, AlexNet. A solução foi testada
no conjunto de dados URFD [32], além disso os autores também reportaram que a solução
classificou entre ADLs e quedas em tempo real.
Min et al. [48] utilizaram uma R-CNN (CNN de regiões) para analisar uma cena, que
gera relações espaciais entre a mobília e o ser humano em cena, tal que a relação espacial
é classificada. Os autores experimentaram em três conjuntos de dados: o URFD [32],
KTH [57] e uma base criada por eles. Núñez-Marcos et al. [53] realizaram a classificação
com uma VGG-16. Os autores calcularam o fluxo óptico denso, que serviu de característica
para a rede classificar. Eles testaram o método nas bases de dados URFD [32] e FDD [11].
Coincidentemente, todos os trabalhos que utilizaram redes neurais recorrentes fizeram
o uso da mesma arquitetura. Lie et al. [40] aplicaram uma rede neural recorrente, com
células LSTM (Long Short-Term Memory), para classificar a postura do indivíduo. A
postura foi extraída por uma CNN e os experimentos foram realizados em uma base de
dados criada pelos autores.
Shojaei-Hashemi et al. [59] utilizaram um aparelho Microsoft Kinect para obter a in-
formação de postura do indivíduo e uma rede neural recorrente LSTM como classificador.
Os experimentos foram realizados no conjunto de dados NTU RGB+D. Além disso, os
autores relataram a utilização do Kinect como uma vantagem, pois a extração da postura
pode ser realizada em tempo real. Lu et al. [42] propuseram a aplicação de uma LSTM
logo em seguida de uma CNN 3D. Os autores realizaram testes nas bases URFD [32] e
FDD [11].
Outros algoritmos de aprendizado de máquina, como o K-vizinhos mais próximos
também foram encontrados para o problema de detecção de quedas. Kwolek e Kepski [33]
fizeram o uso de uma combinação entre acelerômetro e Kinect. Durante a suspeita de
uma queda, o acelerômetro ultrapassa um limiar e, a partir daí, a câmera Kinect começa
a capturar quadros de profundidade da cena. Os autores compararam a classificação dos
quadros entre KNN e SVM e testaram no conjunto de dados URFD [32] e em uma base
independente.
Sehairi et al. [58] desenvolveram uma máquina de estados finita, para estimar a posição
da cabeça do ser humano a partir da silhueta extraída. Os testes foram realizados na base
de dados FDD [11].
A aplicação de filtros de Markov também foi utilizada na detecção de quedas, como
no trabalho de Anderson et al. [2], em que a silhueta do indivíduo foi extraída para que
suas características fossem classificadas pelo filtro de Markov. Os experimentos foram
realizados em bases próprias.
Zerrouki e Houacine [81] descreveram as características do corpo por meio de coefi-
cientes de curvelet e da razão entre as áreas do corpo. Um classificador SVM realizou a
identificação da postura e o filtro de Markov discriminou entre quedas ou não quedas. Os
autores reportaram experimentações nos conjuntos de dados URFD [32] e FDD [11].
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Além dos métodos citados anteriormente, os seguintes trabalhos fizeram uso de diversas
técnicas, como Yu et al. [79], que obtiveram suas características pela aplicação de técnicas
de rastreamento de cabeça e análise de variação de forma. As características serviram de
entrada a um classificador Gaussiano. Os autores criaram uma base própria para os testes.
Zerrouki et al. [80] segmentaram os quadros entre frente e fundo e aplicaram mais uma
segmentação sobre o corpo humano, dividindo-o em cinco partições. As segmentações
do corpo foram passadas a um classificador AdaBoost, que obteve 96% de acurácia no
conjunto URFD [32]. Finalmente, Xu et al. [78] publicaram um survey avaliando diversos




Neste capítulo, descrevemos dois métodos multicanais que foram propostos e utilizados
para a detecção de quedas em vídeos neste trabalho: (i) método 2D utilizando a arqui-
tetura convolucional VGG-16 e (ii) um método 3D utilizando a arquitetura Inception
3D.
A Figura 3.1 exibe uma visão geral dos dois métodos propostos que se baseiam na
hipótese levantada por Goodale e Milner [20], na qual o córtex visual humano é composto
por duas partes que focam em processar diferentes aspectos da visão. Essa mesma hipótese
inspirou Simonyan e Zisserman [61] a testar redes neurais com vários canais de informação
que simulassem o córtex visual. Apesar da utilização de multicanais ter sido inspirada no
córtex visual humano, as características extraídas quebram a analogia e representam um
outro espaço de informações.
3.1 Pré-Processamento
Na literatura relacionada ao aprendizado de máquina profundo, o conhecimento sobre
a influência positiva de alguns passos de pré-processamento sobre a eficácia das redes
é ubiquamente presente. Dessa maneira, alguns processamentos foram selecionados de
forma a melhor atenderem à tarefa em questão.
Neste trabalho, o pré-processamento, representado pelo bloco em cor verde na Fi-
gura 3.1, consiste na extração de características que possam capturar os vários aspectos
de uma queda e na aplicação de técnicas de aumentação de dados (data augmentation).
3.1.1 Extração de Características
Neste trabalho, as características de estimação de pose, ritmo visual, saliência e fluxo
óptico, apresentadas no Capítulo 2, foram utilizadas e obtidas das formas a seguir. A
estimação de pose foi extraída por uma abordagem bottom-up, com o algoritmo OpenPose
de Cao et al. [6], o algoritmo está publicamente disponível e apresentou boa performace ao
estimar a pose de vários indivíduos no quadro. Os quadros extraídos foram alimentados
à rede um por vez e os resultados são obtidos quadro-a-quadro (Figura 2.8). A escolha
desta característica se deu pela observação empírica de que a detecção de quedas pode









































Figura 3.1: Diagrama geral para ambos os métodos propostos, ilustrando as fases de
treinamento e teste.
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foi implementado tal que cada vídeo possui somente um ritmo visual. Esse quadro de
ritmo foi alimentado repetidas vezes para a rede e emparelhado com os quadros de outras
características (Figura 2.6). A escolha do ritmo vem do fato dele comprimir ao mesmo
tempo informações temporais e espaciais, que supomos ser essenciais para detecção das
quedas. O mapa de saliência foi obtido com a utilização da técnica de SmoothGrad,
proposta e implementada por Smilkov et al. [63], que atua sobre uma técnica previamente
existente de Sundararajan et al. [65]. O algoritmo foi escolhido pela forma como foi
treinado, os autores treinaram a rede que extraí a saliência em uma base com vídeos
egocêntricos, visão da primeira pessoa, de forma que a rede ignorasse a plano de fundo
dos quadros, similarmente, os eventos que quedas acontecem destacados do plano de
fundo, dessa forma o mapa de saliência mantém informações espaciais do foreground da
cena. Os quadros de saliência foram alimentados à rede de forma emparelhada com os









Figura 3.2: Ilustração da janela deslizante e seu movimento entre os quadros de vídeo.
A extração do fluxo óptico foi realizada com o algoritmo proposto por Farnebäck [18],
que descreve o fluxo óptico denso (Figura 2.4). O algoritmo é publicamente disponível na
biblioteca OpenCV e está presente em vários outros trabalhos da literatura que extraíram
o fluxo óptico. A assumpção de que a classificação de eventos em vídeos está diretamente
relacionada com a característica temporal das ações, nos motivou a escolher o fluxo óptico
para descrever a relação temporal entre os quadros. Como um evento de queda acontece no
decorrer de vários quadros e o fluxo representa somente a relação entre dois quadros, nós
utilizamos uma abordagem de janela deslizante, sugerida por Wang et al. [74]. A janela
deslizante alimenta a rede com uma pilha de dez quadros de fluxo óptico. A primeira
pilha contém quadros de 0 ao 9 e a segunda pilha quadros de 1 ao 10, e assim por diante
com stride igual a 1 (Figura 3.2). Dessa forma, cada vídeo possui N − 10 + 1 pilhas,
assumindo N como o número de quadros de um vídeo, sendo que os últimos nove quadros
não contribuem na avaliação. O resultado de cada pilha foi associado ao primeiro quadro
da mesma. Dessa forma, ela pode ser emparelhada com os outros canais da rede.
3.1.2 Aumentação de Dados
Técnicas de aumentação de dados (data augmentation) foram utilizadas, quando apli-
cáveis, durante o pré-processamento da fase de treinamento. Os seguintes processos de
aumentação foram empregados: espelhamento sobre o eixo vertical, transformação de
perspectiva, corte e adição de bordas espelhadas, adição dos valores -20 e 20 aos pixels,
adição dos valores -15 e 15 à matiz e à saturação.
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Somente o canal de RGB (Red-Green-Blue) passou pelo processo, pois os outros canais
sofreriam de forma negativa. Por exemplo, a informação do fluxo óptico depende estri-
tamente da relação entre quadros e sua magnitude é expressa pelo brilho do pixel, um
espelhamento quebraria a continuidade entre quadros e uma adição distorceria a magni-
tude do vetor.
3.2 Treinamento
Em função da pequena quantidade de dados disponíveis para nossa experimentação, a
etapa de treinamento do método proposto necessita da utilização da técnica de trans-
ferência de aprendizado, descrita no Capítulo 2. A técnica em questão foi utilizada de
forma semelhante tanto no método para a arquitetura VGG-16 quanto para a arquitetura
Inception 3D.
Para o treinamento da Inception 3D, os pesos foram transferidos da base de dados
ImageNet [13]. A partir deste ponto, a rede foi treinada sem congelar nenhuma de suas
camadas. Na arquitetura VGG-16, os pesos foram novamente adquiridos da base Image-
Net [13], porém, somente os pesos das primeiras 14 camadas da rede foram mantidos. A
partir deste ponto, essas camadas foram novamente treinadas na base UCF101 [64] e seus
pesos congelados, de forma que a etapa de treinamento ocorresse somente nas duas cama-
das totalmente conexas finais. O processo de transferência para as primeiras 14 camadas
e o congelamento delas está ilustrado na Figura 3.3.
A escolha dos conjuntos de dados para a transferência do aprendizado foi baseada
na qualidade do conjunto e na disponibilidade do mesmo. Em especial, no caso da base
UCF101, a escolha se deu pelo fato de ela conter informações de vídeo sobre ações humanas













Figura 3.3: Processo de transferência de aprendizado. Da esquerda para direita, o modelo
inicia sem nenhum treinamento, a seguir ele é treinado na base ImageNet [13], e posteri-
ormente ele é treinado no conjunto UCF101 [64]. A direita, ilustração do congelamento
das primeiras camadas da VGG-16, representadas pelos círculos de cor azul, bem como o
treinamento realizado nas duas camadas finais, representadas pela cor verde.
Após a transferência de aprendizado, ambas as arquiteturas foram alimentadas com
as características extraídas. Cada canal possui uma rede dedicada a aprender suas ca-
racterísticas e o número de canais simultâneos varia de dois a três, como ilustrado na
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Figura 3.1. No caso da arquitetura VGG-16, somente as duas camadas finais foram trei-
nadas, como explicado anteriormente e ilustrado na direita da Figura 3.3. No caso da
arquitetura Inception 3D, toda a rede foi treinada na nova base de dados. Os pesos de
cada base de dados, respectivos a cada canal, foram então salvos para serem reutilizados
na fase de teste.
3.3 Teste
Alguns trabalhos da literatura revisada [6,69] utilizaram as características pré-selecionadas
por esta metodologia para detectar ações humanas, entretanto, elas foram utilizadas de
forma isolada. Estes trabalhos, juntamente com o trabalho de Simonyan et al. [61],
pavimentaram nossa motivação na proposição de uma metodologia que unisse, de alguma
forma, estas características, agindo como um ator ponderador dos canais da rede. Essa
união pode ser realizada de diversas maneiras, desde uma simples média entre os canais,
passando por uma média ponderada, até alguns métodos automáticos, por exemplo, a
forma utilizada nesta metodologia: a aplicação de SVM para classificar os resultados dos
canais da rede.
A fase de teste, ilustrada na Figura 3.1, utiliza como entrada os mesmos canais de
características da fase de treinamento. Porém, as semelhanças se limitam a isso: ambas as
etapas de aumentação de dados e de transferência de aprendizado não foram executadas
nesta fase. Os pesos obtidos pelo treinamento foram carregados e as arquiteturas de
CNN os utilizam para classificarem cada canal separadamente, quadro-a-quadro. Seguinte
à etapa de classificação das CNNs, um classificador SVM foi aplicado para avaliar a
concatenação dos vetores de saída das CNNs e, por fim, classificar os quadros entre queda
e não-queda. Os parâmetros do SVM foram os seguintes: função kernel de base radial,
regularização ou C igual a 1, mesmo peso para ambas as classes e gama (γ) conforme
definido na Equação 3.1.
γ =
1





Neste capítulo, nós apresentamos as experimentações realizadas sobre o método proposto.
Na seção seguinte, nós descrevemos os conjuntos de dados utilizados nos experimentos.
Posteriormente, nós reportamos os resultados que cada arquitetura obteve nestas bases
de dados. Ao final, os resultados são comparados com a literatura relacionada e suas
contribuições para a detecção de quedas discutidas.
4.1 Bases de Dados
Durante a revisão da literatura relacionada, várias bases de dados foram encontradas,
porém, nem todas estão disponíveis publicamente, algumas referências para seus dados
estão inativas ou os autores não responderam a nossa tentativa de contato. Dessa maneira,
duas bases de dados relacionadas a quedas humanas foram selecionadas: (i) URFD [32] e
(ii) FDD [11].
URFD
Publicada por Kwolek e Kepski [32], a base de dados URFD (University of Rzeszow Fall
Detection Dataset) é composta de 70 sequências de vídeo, sendo 30 de quedas e 40 de
atividades do dia-a-dia. Cada vídeo possui 30 quadros por segundo (FPS), com resolução
de 640×240 pixels e duração variada.
As sequências de queda foram gravadas com um acelerômetro e duas câmeras Microsoft
Kinect, uma com visão horizontal da cena e uma com visão de cima para baixo, no teto.
As atividades da vida diária foram gravadas com uma única câmera de visão horizontal e
um acelerômetro. As informações do acelerômetro foram excluídas dos experimentos por
extrapolarem o escopo do projeto. A Figura 4.1 ilustra os cinco cenários de ADLs e um
cenário de queda.
A base de dados está anotada com as seguintes informações:
• Postura do sujeito (não deitado, deitado no chão e transição).
• Razão entre altura e largura da caixa delimitadora.
• Razão entre eixo máximo e mínimo.
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Figura 4.1: Ambientes da base de dados URFD [32]. (a) ilustração dos cenários de quedas
gravados pela câmera horizontal; (b) ilustração dos cinco ambientes onde as ADLs foram
gravadas.
• Razão da ocupação do sujeito na caixa delimitadora.
• Desvio padrão dos pixels para o centroide dos eixos X e Z.
• Razão entre altura do sujeito no quadro com a altura do sujeito em pé.
• Altura do sujeito.
• Distância do centro do sujeito ao chão.
FDD
O conjunto de dados FDD (Fall Detection Dataset) foi publicado por Charfi et al. [11] e
contém 191 sequências de vídeo, com 143 sendo de quedas e 48 de atividades do dia-a-dia.
Cada vídeo possui 25 FPS, com resolução de 320×240 pixels e duração variada.
Todas as sequências foram gravadas com uma única câmera, em quatro ambientes
diferentes: casa, copa, escritório e sala de aula, ilustrados na Figura 4.2. Além disso,
a base apresenta três protocolos de experimentação: (i) em que treinamento e teste são
criados com vídeos dos ambientes casa e copa, (ii) em que o treinamento é composto
de vídeos da copa e o teste com vídeos do escritório e da sala de aula e (iii) em que
o treinamento contém vídeos da copa, do escritório e da sala de aula e o teste contém
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vídeos de escritório e da sala de aula. Pelo fato da base URFD possuir somente um cenário
onde as quedas foram gravados, e a FDD possuir vários, nós podemos afirmar que, por
contraste, o conjunto URFD é um conjunto fácil e o conjunto FDD é um conjunto difícil,
o que é refletido nos resultados dos experimentos.
Figura 4.2: Ambientes da base de dados FDD [11]. (a) ilustração dos vídeos contendo
quedas; (b) ilustração dos vídeos de ADLs.
A base de dados está anotada com as seguintes informações:
• Quadro inicial da queda.
• Quadro final da queda.
• Altura, largura e coordenadas do centro da caixa delimitadora de cada quadro.
4.1.1 Métricas de Avaliação
Neste trabalho, nós abordamos o problema da detecção de quedas como uma classifica-
ção binária, em que um classificador deve decidir se um quadro de vídeo corresponde a
uma queda ou não. Para tal, as métricas escolhidas e suas respectivas equações foram
as seguintes: (i) precisão (Equação 4.1), (ii) sensibilidade (Equação 4.2), (iii) acurácia
(Equação 4.3) e (iv) acurácia balanceada (Equação 4.4). Nas equações, os seguintes ter-
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(4.5)
Essas métricas foram escolhidas pela necessidade de comparar nossos resultados com os
encontrados na literatura que, em sua maioria, reportaram apenas: precisão, sensibilidade
e acurácia. Como ambas as bases de dados são desbalanceadas, de maneira que a classe
negativa possui mais do que o dobro de amostras do que a classe positiva (classe de
quedas), nós selecionamos a acurácia balanceada para contrapor este fato, uma vez que
ela é invariável ao desbalanceamento dos conjuntos de dados.
4.1.2 Recursos Computacionais
As arquiteturas propostas foram implementadas na linguagem de programação
Python [73], que foi escolhida devido a sua ampla disponibilidade de bibliotecas para
aplicações de análise de imagens e aprendizado profundo. Mais especificamente, foram
utilizadas as bibliotecas, foram utilizadas SciPy [26], NumPy [54], OpenCV [5] e Ke-
ras [12].
Os algoritmos de aprendizado profundo são conhecidos por serem computacionalmente
intensivos. Seus treinamentos e experimentos requerem mais poder computacional do que
um notebook convencional pode fornecer e, portanto, foram realizados na nuvem em uma
máquina alugada da Amazon AWS, g2.2xlarge, com as seguintes especificações: 1x GPU
nVidia GRID K520 (Kepler), 8x vCPUs e 15GB de memória RAM.
4.2 Experimentos e Resultados
A seguir, os experimentos realizados são apresentados. Os resultados foram separados
de acordo com a arquitetura utilizada e reportados na ordem: VGG-16 e Inception 3D.
Dentro da seção de cada arquitetura, as combinações de multicanais foram comparadas
entre si. Posteriormente, para as combinações multicanais, nós também realizamos testes
cruzados entre as bases de dados e, ao conhecimento dos autores, esta comparação é
inédita entre os conjuntos de dados selecionados. Por fim, os melhores resultados foram
comparados aos trabalhos da literatura relacionada. As bases de dados foram divididas
nas proporções: 65% para treinamento, 15% para validação e 20% para teste.
37
Resultados para VGG-16
As tabelas a seguir comparam as abordagens multicanais sobre a arquitetura VGG-16,
com parâmetros de 500 épocas, empregando-se early stopping com valor de paciência igual
a 10, taxa de aprendizado de 10−4, mini-batches de 210, 50% de dropout, otimizador Adam,
com treinamento para minimizar a função de perda da validação. Os parâmetros foram
reutilizados de trabalhos semelhantes de classificação de eventos. Em ordem, os resultados
foram reportados sobre a base URFD, seguidos dos resultados do conjunto FDD.
A Tabela 4.1 exibe os resultados obtidos para a base URFD, na qual a combinação
dos canais de fluxo óptico e ritmo visual obteve o melhor resultado. Em sua maioria, os
melhores resultados foram obtidos dos canais de fluxo, ritmo e RGB, ao contrário dos
canais contendo a pose.
Tabela 4.1: Comparação VGG-16 dos multicanais em relação à base de dados URFD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF VR 1,00 0,98 0,98 0,96
OF RGB VR 1,00 0,97 0,97 0,94
OF RGB 0,99 0,98 0,97 0,94
RGB VR 1,00 0,90 0,90 0,92
OF RGB SA 0,99 0,98 0,97 0,91
OF RGB PE 0,99 0,98 0,97 0,90
OF SA 0,99 0,98 0,97 0,90
RGB SA 0,99 0,94 0,94 0,90
SA VR 0,99 0,95 0,94 0,90
OF PE 0,99 0,99 0,98 0,88
VR PE 0,99 0,98 0,97 0,88
RGB PE 0,99 0,97 0,96 0,87
SA PE 0,99 0,97 0,96 0,87
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
A eficácia satisfatória do canal de fluxo vai de acordo com a hipótese de que a classifi-
cação de eventos é dependente de uma relação temporal entre os quadros e o mesmo ocorre
com os canais espaciais, indicando que as informações temporal e espacial se complemen-
tam. Porém, tendo em vista a natureza do canal de pose, era esperado que a combinação
entre pose e fluxo óptico gerasse bons resultados, enquanto nenhuma das combinações
envolvendo a pose obteve mais de 90% de acurácia balanceada. Esse resultado é discutido
posteriormente, durante os testes cruzados.
Os resultados relativos à base FDD são apresentados na Tabela 4.2. Nesta instância,
o melhor resultado foi a combinação da saliência, que é espacial, e o ritmo visual, que
é espaço-temporal. Nestes resultados, os canais de RGB sofreram uma queda brusca
em eficácia, ao contrário dos canais de pose e saliência, que se encontraram entre os três
melhores resultados. Apesar dos canais espaciais de saliência e pose terem ascendido entre
os melhores resultados, há uma peculiaridade a ser notada: ambos os canais possuem
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Tabela 4.2: Comparação VGG-16 dos multicanais em relação à base de dados FDD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
SA VR 1,00 0,97 0,98 0,95
OF SA 1,00 0,96 0,96 0,94
OF PE 0,99 0,95 0,95 0,92
SA PE 0,99 0,89 0,89 0,92
RGB SA 0,99 0,96 0,96 0,91
OF VR 0,99 0,95 0,95 0,88
OF RGB 0,99 0,94 0,94 0,88
OF RGB PE 0,99 0,92 0,92 0,88
OF RGB SA 0,99 0,91 0,91 0,87
OF RGB VR 0,99 0,90 0,89 0,87
RGB PE 0,99 0,81 0,82 0,83
RGB VR 0,99 0,84 0,83 0,80
VR PE 0,99 0,78 0,78 0,78
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
pouca ou nenhuma informação do fundo, assim como os canais do melhor resultado,
saliência e fluxo. Nós voltaremos a este ponto na discussão dos resultados cruzados.
Os testes cruzados, em que o treinamento ocorre em um conjunto de dados e o teste
no outro, foram realizados em ordem: (i) treinamento na base URFD com teste na FDD
e (ii) treinamento no conjunto FDD com teste na base URFD.
A Tabela 4.3 é referente ao primeiro teste cruzado. Há uma queda significativa na
acurácia balanceada, saltando de 95% na Tabela 4.2 para 63%. Nós acreditamos que esta
queda é um efeito colateral da qualidade das bases de dados, pois este resultado foi obtido
do treino na base fácil (URFD). Nessa base, os vídeos de quedas foram gravados com
diferentes atores, entretanto, no mesmo ambiente e com a câmera na mesma posição. Por
contraste entre as bases, podemos afirmar que a URFD é fácil e a FDD é difícil. Ao treinar
na base fácil e testar na base difícil, a maioria dos canais não conseguiu discriminar entre
queda e não queda, obtendo 50% de acurácia balanceada.
Os melhores resultados são um reflexo da homogeneidade da base de dados, pois
somente aqueles com pouco acesso ao fundo do quadro conseguiram operar em um novo
cenário. A deficiência do conjunto de dados explica a completa inversão dos resultados
da combinação de saliência com pose, obtendo o pior resultado na Tabela 4.2, em que a
informação espacial era muito mais fácil de ser classificada e o melhor resultado no teste
cruzado.
O segundo teste cruzado é reportado na Tabela 4.4. Novamente, houve uma queda
da acurácia balanceada, de 96% na Tabela 4.1 para 78%, que é esperada durante uma
troca de contexto dos dados. A importância da informação temporal é mantida, tendo em
vista a presença do fluxo óptico entre os melhores resultados. Entre os testes cruzados,
houve um aumento da acurácia balanceada, o que pode ser explicado ao considerarmos
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Tabela 4.3: Comparação VGG-16 dos multicanais em teste cruzado, com treinamento na
base URFD e teste no conjunto FDD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
SA PE 0,96 1,00 0,96 0,63
OF SA 0,95 1,00 0,95 0,55
OF PE 0,95 1,00 0,95 0,54
OF RGB PE 0,95 1,00 0,95 0,51
OF RGB VR 0,95 1,00 0,95 0,50
OF RGB SA 0,95 1,00 0,95 0,50
OF RGB 0,95 1,00 0,95 0,50
OF VR 0,95 1,00 0,95 0,50
RGB PR 0,95 1,00 0,95 0,50
RGB VR 0,95 1,00 0,95 0,50
RGB SA 0,95 1,00 0,95 0,50
SA VR 0,95 1,00 0,95 0,50
VR PE 0,95 1,00 0,95 0,50
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
que, nesta instância, a rede foi treinada na base difícil e testada na base fácil.
Tabela 4.4: Comparação VGG-16 dos multicanais em teste cruzado, com treinamento na
base FDD e teste no conjunto URFD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF PE 0,98 0,89 0,88 0,78
OF RGB PE 0,97 0,99 0,96 0,68
VR PE 0,97 0,94 0,91 0,68
OF SA 0,95 0,99 0,95 0,54
SA PE 0,95 0,94 0,90 0,54
RGB PE 0,95 1,00 0,95 0,52
OF RGB SA 0,95 1,00 0,95 0,51
OF RGB VR 0,95 1,00 0,95 0,50
OF RGB 0,95 1,00 0,95 0,50
OF VR 0,95 1,00 0,95 0,50
RGB VR 0,95 1,00 0,95 0,50
RGB SA 0,95 1,00 0,95 0,50
SA VR 0,95 1,00 0,95 0,50
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
Em geral, houve uma melhora, vide a maioria das acurácias balanceadas acima de 50%.
Dentre os canais com os melhores resultados, ambos os testes cruzados são consistentes,
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pois as combinações sem acesso ao fundo do quadro continuam superando as opostas.
Porém, alguns canais espaciais ascenderam nos resultados, que é o caso do RGB. Isso
pode ser explicado pela heterogeneidade da base FDD, fazendo com o que treinamento
focasse menos em aspectos do ambiente e generalizando melhor seu aprendizado.
Resultados para Inception 3D
As tabelas a seguir comparam as abordagens multicanais sobre a arquitetura Inception
3D, utilizando os seguintes parâmetros: 500 épocas, empregando-se early stopping com
valor de paciência igual a 10, taxa de aprendizado de 10−5, mini-batches de tamanho 192,
50% de dropout, otimizador Adam, com treinamento para minimizar a função de perda
da validação. Em ordem, os resultados foram reportados sobre a base URFD, seguidos
dos resultados do conjunto FDD.
O resultados obtidos sobre a base URFD são exibidos na Tabela 4.5, na qual a com-
binação dos canais de fluxo óptico e RGB obtiveram o melhor resultado. Considerando a
natureza da arquitetura em si, a melhora na acurácia balanceada máxima era esperada,
uma vez que a arquitetura 3D possui um relação temporal interna, subindo de 96% na
Tabela 4.1 para 98%.
Tabela 4.5: Comparação 3D dos multicanais em relação à base de dados URFD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF RGB 1,00 1,00 0,97 0,98
OF VR 0,99 0,96 0,95 0,97
RGB VR 0,99 0,90 0,96 0,97
OF RGB SA 1,00 0,99 0,98 0,94
OF RGB VR 0,99 0,99 0,99 0,94
OF RGB PE 0,99 0,96 0,96 0,91
OF SA 0,99 0,98 0,94 0,91
SA VR 0,99 0,94 0,94 0,90
RGB SA 0,99 0,95 0,96 0,89
SA PE 0,99 1,00 0,91 0,89
RGB PE 0,99 0,99 0,92 0,89
VR PE 0,99 0,96 0,94 0,88
OF PE 0,99 0,97 0,92 0,87
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
De maneira semelhante aos resultados da VGG-16, os canais temporais se encontram
entre os melhores resultados. Como o treinamento e o teste desta instância foram rea-
lizados no mesmo conjunto de dados, não é surpresa que os canais espaciais obtiveram
novamente uma boa eficácia, exceto novamente os canais envolvendo a pose.
A Tabela 4.6 apresenta os resultados referentes ao conjunto de dados FDD. A Inception
3D obteve uma melhora na acurácia balanceada máxima, de 95% na Tabela 4.2 para 98%.
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Tabela 4.6: Comparação 3D dos multicanais em relação à base de dados FDD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF SA 0,99 0,99 0,98 0,98
SA VR 1,00 0,98 0,98 0,96
SA PE 1,00 1,00 0,97 0,96
RGB SA 1,00 0,99 0,99 0,95
OF PE 0,99 0,96 0,97 0,93
OF RGB VR 0,99 0,95 0,95 0,91
OF VR 0,99 0,93 0,94 0,91
RGB VR 0,99 0,94 0,89 0,91
OF RGB 0,99 0,91 0,99 0,90
VR PE 0,99 0,89 0,91 0,88
OF RGB PE 0,99 0,84 0,93 0,87
OF RGB SA 0,99 0,85 0,97 0,86
RGB PE 0,99 0,80 0,91 0,84
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
A combinação dos canais fluxo óptico e saliência obtiveram o melhor resultado, mantendo
a importância da relação temporal na classificação.
Um fato interessante a ser notado é o de que, ao contrário dos resultados (Tabela 4.2)
da VGG-16, os canais aparentam estar mais distribuídos em sua eficácia. Nós acreditamos
que esse fato é uma consequência combinada entre a base de dados ser mais heterogênea
e pelo fato da arquitetura 3D definir uma relação temporal interna, sofrendo menor in-
fluência do fundo.
Os testes cruzados a seguir foram realizados na ordem: (i) treinamento na base URFD
com teste na FDD (Tabela 4.7) e (ii) treinamento no conjunto FDD com teste na base
URFD (Tabela 4.8). O primeiro teste obteve sua maior acurácia balanceada com o valor
de 68% e o segundo teste com o valor de 84%. A maioria das combinações de canais
obteve 50%. Ambos os testes apresentaram um cenário semelhante aos encontrados nos
testes cruzados da VGG-16, pois as maiores acurácias balanceadas sofreram uma queda em
relação aos testes não cruzados, sendo que a rede obteve melhores resultados no conjunto
URFD do que na base FDD. Além das similaridades, o fato da Inception 3D assimilar
melhor as informações temporais com as espaciais, contribuiu para resultados superiores
aos testes cruzados da VGG-16.
Resultados Comparados com a Literatura Relacionada
Nas tabelas a seguir, nós comparamos nossos melhores resultados com os encontrados
durante a revisão bibliográfica. As métricas utilizadas foram as mesmas reportadas pelos
autores: precisão, sensibilidade e acurácia. Os resultados referentes ao conjunto de dados
URFD são reportados na Tabela 4.9, enquanto os referentes à base de dados FDD são
apresentados na Tabela 4.10.
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Tabela 4.7: Comparação 3D dos multicanais em teste cruzado, com treinamento na base
URFD e teste no conjunto FDD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF PE 0,97 1,00 0,97 0,68
OF SA 0,96 1,00 0,96 0,57
SA PE 0,95 1,00 0,96 0,55
OF RGB PE 0,95 1,00 0,96 0,50
OF RGB VR 0,95 1,00 0,96 0,50
OF RGB SA 0,95 1,00 0,96 0,50
OF RGB 0,95 1,00 0,96 0,50
OF VR 0,95 1,00 0,96 0,50
RGB PE 0,95 1,00 0,96 0,50
RGB VR 0,95 1,00 0,96 0,50
RGB SA 0,95 1,00 0,96 0,50
SA VR 0,95 1,00 0,96 0,50
VR PE 0,95 1,00 0,96 0,50
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
Tabela 4.8: Comparação 3D dos multicanais em teste cruzado, com treinamento na base
FDD e teste no conjunto URFD.
Canais Precisão Sensibilidade Acurácia Acurácia Balanceada
OF PE 0,97 0,90 0,89 0,84
VR PE 0,96 0,92 0,90 0,75
OF RGB PE 0,96 0,99 0,97 0,72
SA PE 0,96 0,93 0,95 0,60
OF SA 0,95 0,99 0,91 0,54
RGB PE 0,95 0,99 0,91 0,54
OF RGB SA 0,95 1,00 0,95 0,50
OF RGB VR 0,95 1,00 0,95 0,50
OF RGB 0,95 1,00 0,95 0,50
OF VR 0,95 1,00 0,95 0,50
RGB VR 0,95 1,00 0,95 0,50
RGB SA 0,95 1,00 0,95 0,50
SA VR 0,95 1,00 0,95 0,50
OF: Fluxo óptico, VR: Ritmo visual, SA: Saliência, PE: Estimativa de pose. Os resultados
estão em ordem decrescente de acurácia balanceada e os maiores de cada coluna estão
destacados em negrito.
Nossa arquitetura Inception 3D superou ou se igualou aos trabalhos revisados. A
arquitetura VGG-16 superou a maioria dos resultados encontrados, porém, ficou abaixo
do trabalho de Lu et al. [42]. Como citado no Capítulo 2, o método de Lu et al. [42]
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Tabela 4.9: Comparação dos nossos resultados com a literatura para o conjunto de dados
URFD.
Autores Precisão Sensibilidade Acurácia
Método proposto Inception 3D 0,99 0,99 0,99
Lu et al. [42] - - 0,99
Método proposto VGG-16 1,00 0,98 0,98
Panahi e Ghods [55] 0,97 0,97 0,97
Zerrouki e Houacine [81] - - 0,96
Harrou et al. [22] - - 0,96
Abobakr et al. [1] 1,00 0,91 0,96
Bhandari et al. [4] 0,96 - 0,95
Kwolek e Kepski [33] 1,00 0,92 0,95
Núñez-Marcos et al. [53] 1,00 0,92 0,95
Sase e Bhandari [56] 0,81 - 0,90
Os trabalhos que não reportaram alguns de seus resultados foram retratados com um
hífen (-). Os resultados estão em ordem decrescente de acurácia e os maiores de cada
coluna estão destacados em negrito.
utiliza a arquitetura de rede neural recorrente LSTM que, assim como a nossa solução, foi
desenvolvida para lidar com a relação temporal entre os dados por meio de um mecanismo
de memória incluso na rede.
Tabela 4.10: Comparação dos nossos resultados com a literatura para o conjunto de dados
FDD.
Autores Precisão Sensibilidade Acurácia
Método proposto Inception 3D 1,00 0,99 0,99
Lu et al. [42] - - 0,99
Método proposto VGG-16 1,00 0,98 0,98
Sehairi et al. [58] - - 0,98
Zerrouki e Houacine [81] - - 0,97
Harrou et al. [22] - - 0,97
Núñez-Marcos et al. [53] 0,99 0,97 0,97
Charfi et al. [10] 0,98 0,99 -
Os trabalhos que não reportaram alguns de seus resultados foram retratados com um
hífen (-). Os resultados estão em ordem decrescente de acurácia e os maiores de cada
coluna estão destacados em negrito.
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Capítulo 5
Conclusões e Trabalhos Futuros
Neste trabalho, nós apresentamos e comparamos dois métodos que utilizam redes neurais
profundas para a detecção de quedas humanas em sequências de vídeos: um método 2D
que utiliza a rede profunda VGG-16 e um método 3D que utiliza a rede Inception V1 3D.
Os métodos foram treinados e avaliados em dois conjuntos de dados públicos. Ambas as
abordagens superaram ou se igualaram às eficácias dos trabalhos relacionados.
Os resultados apontaram a importância da informação temporal na detecção de que-
das, tanto na eficácia dos canais temporais, em especial o fluxo óptico, quanto na melhora
obtida pelo método 3D (Questões 1 e 2 de Pesquisa descritas na Seção 1.3). Apesar de
ambos os métodos se mostrarem eficazes para detectar quedas nas bases selecionadas, o
método 3D, especificamente, generalizou seu aprendizado para um conjunto de dados no
qual ele não foi treinado. A habilidade de generalizar o aprendizado indica que o método
3D pode ser considerado um forte candidato para compor um sistema de assistência ao
idoso (Questão 4 de Pesquisa descrita na Seção 1.3).
Esse indício se dá pelo fato de que, ao longo de todos os resultados exibidos no Ca-
pítulo 4, os canais temporais sempre se mantiveram entre os mais eficazes, com exceção
de dois casos mostrados nas Tabelas 4.6 e 4.7, em que o terceiro melhor resultado foi a
combinação dos canais espaciais de saliência e de pose. Isso pode ser atribuído ao fato da
própria arquitetura proporcionar uma relação temporal entre os dados.
Nossa conclusão sobre a importância da informação espacial na classificação de quedas
é corroborada por outros trabalhos encontrados na literatura, como os de Meng et al. [47]
e Carreira e Zisserman [9], que afirmaram o mesmo para a classificação de ações em vídeos.
Somado a isso, por superarem os trabalhos revisados, ambos os métodos se mostraram
eficazes na detecção de quedas. Em uma instância específica, nosso método se igualou
aos resultados do trabalho de Lu et al. [42], no qual o autor faz uso de uma arquitetura
LSTM que, assim como a nossa, cria relações temporais entre seus dados.
De maneira inovadora, testes cruzados foram realizados entre os conjuntos de dados.
Os resultados desses testes apresentaram uma conhecida, porém, interessante faceta das
redes neurais, na qual a função de minimização encontra um mínimo local que não corres-
ponde com o objetivo inicial do processamento. Durante o treinamento, alguns canais da
rede, em especial a VGG-16, aprenderam aspectos do fundo das imagens para classificar
as quedas, em vez de focarem nos aspectos do indivíduo em questão.
O método do trabalho é corroborado por alguns fatores, tais como: a avaliação pela
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métrica de acurácia balanceada, os testes serem realizados em dois conjuntos de dados, a
heterogeneidade da base de dados FDD, a execução dos testes cruzados e as comparações
entre as várias combinações de canais. Em contrapartida, o trabalho também lida com
algumas dificuldades, como: (i) a baixa variabilidade dos vídeos de queda na base URFD,
(ii) o fato de que nos testes cruzados muitas combinações de canais obtiveram somente 50%
de acurácia balanceada e (iii) a utilização da acurácia simples como meio de comparação
com a literatura. Porém, o método proposto suprime essas contrapartidas, mantendo-se
relevante (Questão 3 de Pesquisa descrita na Seção 1.3).
A eficácia dos métodos mostra que, se treinados em uma base robusta o suficiente,
eles são capazes de extrair os padrões temporais necessários para classificar cenários entre
queda e não queda. Admitidamente, há uma queda esperada da acurácia balanceada nos
testes cruzados e ainda assim o método 3D obteve os melhores resultados em todos os
experimentos nos quais ele participou. Para fins deste trabalho, esta é uma das abordagens
mais acuradas para detectar quedas e seria um módulo de grande contribuição a um
sistema integrado de assistência ao idoso.
Em relação a trabalhos futuros, alguns pontos podem ser mencionados: (i) explorar
outras bases de dados que possam conter maior variedade de cenários e ações, (ii) integrar
a detecção de quedas a um sistema multiclasse, (iii) experimentar com canais de caracte-
rísticas mais baratos de serem extraídos, (iv) adaptar o método de forma a funcionar em
tempo real, seja por canais mais baratos ou uma rede mais leve e (v) lidar com os vídeos
em fluxo, em vez de clipes, pois, em um cenário real, a câmera alimentaria continuamente
o sistema, o que desbalancearia as classes ainda mais.
As contribuições deste trabalho se somam na forma de dois métodos para a detecção de
quedas em seres humanos, implementados e publicamente disponíveis no repositório [37].
As experimentações entre multicanais e entre bases de dados, que geraram não apenas
uma discussão sobre quais métricas são mais adequadas para avaliar as soluções, mas
também uma discussão sobre a qualidade das bases utilizadas nestes experimentos.
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