Introduction
New short pulse laser teclnology has recently made possible the production of compact laser sources at the terawatt level. Lasers based on chirped pulse amplification in Nd-glass or Ti-sapphire materials followed by temporal compression down to, or below 1 ps, are now available in an increasing number of laboratories [1] [2] [3] [4] [5] . Some of these laser systems are capable of producing focused intensities of about 10 18 W/cm2 [6] . Electrons oscillating in such an ultra intense laser field may become weakly relativistic. This makes possible the investigation of an entirely new class of physical effects such as relativistic self-focusing of the laser pulse in a plasma [7] [8] [9] [10] [11] , harmonic generation of the laser frequency by relativistic electrons [12] , wakefleld acceleration of electrons [13] , and inverse Faraday effect which is expected to produce pulsed magnetic flelds of 100 tesla [14] .
(135) Before investigating these expected new physical effects which are related to the interaction of intense laser fields with free electrons, it is essential to have a good understanding of the plasma which results from the interaction of the ultra intense laser pulse with a gaseous target, and especially electron temperature. Electrons come from the peeling of an atom by the ultra intense laser field. As it is well known, the entire outer electronic shell of a noble gas atom can be removed. It is generally agreed that ionization can be described by multiphoton processes in the visible range, while tunnel ionization dominates in the infrared range [15] . Multiple ionization in the near-infrared is of interest because it is an intermediate regime. But it is also interesting to study what the electron energy is? The presence of a spatial intensity distribution gives rise to the socalled ponderomotive force that tends to eject the electrons from the center of the beam. Under the action of the ponderomotive force, the quiver energy of the electron in the laser field is converted into drift energy [16, 17] . But how much of the oscillating energy is converted into kinetic energy?
Laser interaction with free electron requires high intensities because their interaction cross-sections are small [18] . As a matter of fact, they result from the interaction of free electrons with the laser field and the typical cross-sections of laser-electron interaction are several orders of magnitude smaller than those of laser-atom interaction (10 -25 against 10 -1 8 cm 2 in the laser-atom interaction case). In order to observe such phenomena with a good signal-tonoise ratio, one needs to have both high laser intensities (10 18 -10 19 W/cm 2 ) and high electron densities (10 19 -10 20 cm -3 ). It is of interest to investigate if a terawatt laser pulse can actually be focused into a high electron-density plasma (> 10 19 cm -3 ).
The purpose of the present paper is triple: (1) give a description of multiple ionization of noble gases as a fnnction of the peak laser intensity in the 10 13-101 8 W/cm2 range using a 1 ps laser pulse at 1053 nm, (2) give an experimental value of the energy of the electron interacting with intense laser fleld, and (3) comment about the defocusing effects of a terawatt laser in an underdense plasma which may limit the observation of new physical effects.
Experimental arrangement
The picosecond laser used in the present experiment has been described elsewhere [2] . It is based on the chirped pulse amplification in sohid state amplifiers (Nd3+-glass) up to an energy level of 1.6 J, followed by temporal compression down to 1 ps. A 100 MHz CW mode-locked Nd-YLF oscillator generates a train of bandwidth-limited 50 ps pulses at the 1053 nom waveleugth. These pulses are injected into a 800 m-long single-mode fiber where they are temporally stretched from 50 ps to 250 ps and frequency chirped from 0.2 Α to 40 Α by group-velocity dispersion and self-phase modulation. The pulses are further stretched to 1.5 ns by a pair of anti-parallel gratings. A single pulse is selected in the train and is first injected into a regenerative amplifier and then into a double-pass amplifler. The energy at the output of the double-pass amplifier is about 15 mJ. Next, the pulse goes through a spatial filter in order to improve the spatial beam profile. The pulse energy is further amplified with three single-pass amplifiers up to a level of 1.6 J.
The amplifled pulse is then compressed by a pair of two parallel gratings. The pulse duration is measured on every slot using a single shot autocorrelator [19] . The pulse FWHM is found to be 1.1 ± 0.1 ps, assuming a sech 2 temporal profile which well describes the pulse shape. The signal-to-background power contrast ratio, measured using á third order correlation technique [20] , is approximately 5 x 103 : 1.
The general experimental set-up is shown in Fig. 1 [21] . The laser pulse is focused into the vacuum chamber by a f = 200 mm lens (L 1 ). Α second lens (L2), identical to L1, is used to collimate the beam before measuring the focal spot size [6] . A 14 μm focal spot diameter with a 15% relative uncertainty has been found. Energy measurements are performed with a pyroelectric energy meter set behind the first glass plate of the attenuating device. The error on the energy measurement is about 10% in the full energy range scanned in this experiment. Taking into account the uncertainty on focal spot size and on pulse duration measurements, the error on laser intensity measurement is within 45%.
Tle vacuum chamber is pumped to 5 x 10 -9 torr and filled with a spectroscopically pure rare gas. A background pressure of a few 10 -9 torr is required to eliminate the impurity signals from1 the ion spectra. For ion measurements, this problem is particularly important for high charge state ions coming from heavy atoms. Their time-of-flight can match with the one of light elements like H+, N+ or O+ ions. Tle Xe8+ ion time-of-flight, for example, matches with the O+ ion time-of-flight. The pressure can be varied from 10 -6 to 10-4 torr to avoid saturation of the detector and charge exchange interactions.
Multiply charged ion production

3.I. Experimental results
The ions produced by laser-atom interaction are extracted from the focal volume by a transverse static electric field of 2 kV/cm. The ions are analyzed by a 30-cm-long time-of-flight spectrometer and then detected with an electron multiplier which is known to allow a single ion detection. Figure 2 shows typical time-of-flight spectra in Ar, recorded at a 3 x 10 17 W/cm2 peak laser intensity, with gas pressure of 10 -6 torr. The first eight ion charge states are well separated and there is no evidence of Αr 9+. For a given laser intensity, the individual ion peaks are integrated in order to obtain the number of ions detected in each charge state.
For each of the four noble gases, He, Ne, Ar and Xe, the experiment consisted of measuring the number of ions detected in a given charge state as a function of the peak laser intensity. Laser energy and pulse duration have been measured for every shot and focal spot size has been measured several times for each of the four gases studied. Part of the experimental results are shown in Fig. 3 for Ar and Ne. The polarization of the laser is linear. Ionization threshold intensity is defined as the intensity at which one to two ions are detected. In order to have a good signal-tonoise ratio, the pressure has been set to 10 -4 torr close to the ionization threshold intensity, while it was 10 -6 torr near the ion signal saturation, in order to avoid a detector saturation. Data have then been normalized to a 10 -4 torr gas pressure. Each data point corresponds to a single shot. The weak dispersion of the experimental points shows the high stability of the laser used. Up to the eighth charge state has been observed in Ar and Xe gases while for Ne gas, only the seventh charge state has been detected.
Except for Ar+ and Xe+ ions, ion-production as a fnnction of the peak laser intensity does not follow a IΝ variation law, where I is the laser intensity and N -the next integer above the ratio Εi /hv, where Εi is the ionization energy of the atom (ion) under consideration and v -the laser frequency. The slope of the curves is less than N. Deviation from a IΝ variation law increases with lighter elements. For example, a slope of 7± 1. has been measured on He+ ion-production curve instead of 21 as predicted by lowest order perturbation theory. This indicates that most of the atomic (ionic) species are not ionized in perturbative regime. In terms of Keldysh adiabatic parameter, γ [22] , ionization mainly occurs with γ less than unity, i.e. in tunneling regime, for sequential processes, except for Ar+ and Xe+ ions for which γ remains of the order of unity.
Theoretical descriptions
In order to verify our interpretation, we compared our experimental data with two simple models: Ammosov et 'al. model, based on a.c.-tunneling theory (ADK model), and Coulomb-barrier suppression ionization model (BSI).
A.C. -tunneling theory
An early version of a.c.-tunneling theory is due to Perelomov and coworkers [23] . They calculated the tunnel-ionization rate in an alternating electric field for arbitrary states of hydrogen atom. Ammosov et al. calculation [24] is an extension to complex atoms and atomic ions of Perelomov et al. work. Ammosov et al. give a general expression for the wave function of an arbitrary initial state, calculated under quantum defect approximation [25] . The initial state is then characterized by n* and l*, which are respectively the effective principal quantum number and the effective quantum orbital momentum. For a given orbital momentum, l, a quantum magnetic number, m, and a linearly polarized electric fIeld amplitude, E (in a.u.), the tunnel-ionization rate, expressed in atomic unit, is given by where n* = n -δl, Εi (in a.u.) is the ionization energy and Ε0 = (2Εi) 3 /2 (in a.u.) the intra-atomic field strength. δl = n -Ζ(2Εj)1/2 is the quantum defect and Ζ -the ionic charge state.
where In(e) = 1, 1* n -1. no is the effective quantum number of the ground state. The (3Ε/πΕ0) 1 /2 term results from averaging over one period of the laser field while the (2Ε0/E) 2n * factor accounts for the long range of Coulomb potential. Only the atomic (ionic) ground state has been considered in our ionization rate calculations. The total ionization rate is obtained by summing over the quantum magnetic number, m. In fact, since Ε0 » E, the m = 0 term is substantially higher than others and can only be retained in the calculation. As is well known, quantum defect approximation gives a rather poor description of ground state atoms even for heavy atoms like Xe for which quantum defect approximation improvement should increase. Actually, this approximation is expected to be better for higher charge states and heavier elements.
As shown in Fig. 3 , a surprisingly good agreement has been found for most of the ion species. Theoretical ion-production curves are obtained by integrating coupled rate equations for each ion charge state. The spatial and temporal laser intensity distributions are accounted for in our calculation. A squared hyperbolic secant temporal profile and a Gaussian spatial distribution have been assumed. Only sequential ionization processes are taken into account. It has to be emphasized that theoretical curves fit experimental data without any intensity shift. The discrepancy between theoretical and experimental curves observed on Are+ and Ar3+ ions, for linearly polarized light, could be attributed to direct ionization processes, i.e. Α n + → A(n+ 2 )+ + 2e. We clearly see that the saturation of Ar+ ions and Αr2+ ions produced by direct processes occurs at the same intensity level, indicating that the two species come from the same parent atom. The observation of such ionization processes in which two electrons are simultaneously removed has already been reported [26] . Here, ionization by direct processes still occurs in the multiphoton regime since the adiabatic parameter, γ, is higher than unity while Are+ ions created by sequential processes are produced in the tunneling regime.
The good agreement between Ammosov et al. model and our experimental results leads to the conclusion that (1) ionization should mainly occur in tunneling regime for both linear and circular polarization (not described in the present paper but discussed in Ref. [21] ) and (2) ionization yields are quite insensitive to the details of the atomic structure. On this last point, one has to note that, experimentally speaking, some information may be lost due to the integration over the spatial and temporal distribution of the focused laser beam. BSI model has been flrst introduced by Augst et al. [27] . It simply considers the effective one-dimensional potential resulting from the superposition of the Coulomb potential and a quasi-static electric field. By equating the maximum value of the effective potential to the ionization energy of the atom (ion) under consideration, one can derive the critical electric field, Ε BSI (in a.u.), which is required for the bound electron to escape without tunneling
The corresponding laser intensity, IB SI (in a.u.), is given by
In practical units, IBSι [W/cm2] = 4.00 x 10 9 (Ε4 [eV]/z2), where Εi is the ionization potential of the atom (ion) and z -the ionic charge state.
Since the ionization threshold intensities only depend on the electric field amplitude in BSI model, ionization threshold obtained for a circularly polarized wave is twice the one obtained for a linearly polarized field. Note that this model does not give an ionization rate. Ionization is expected to occur almost instantaneously, compared to the laser frequency, i.e. on a time scale of the order of the atomic time scale. Thus, the ionization probability is set equal to unity when Ι is greater or equal to I BSI and zero otherwise. The important weakness of the model is that it cannot describe the influence of the laser pulse duration which plays an important role in ionization processes. In Fig. 4 
Electron energy measurements
Experimental results
For relatively low laser intensities, in the vicinity of the saturation intensity, the electron energy spectrum has been extensively studied. It has been shown that an atom can absorb more photons than the minimum number required to ionize the atom (above threshold ionization, ATE). The energy spectum of the photoełectron exhibits series of peaks spaced by the energy of one photon [28] [29] [30] . In the low frequency limít (tunneling ionization regime) the peak structure disappears when the laser intensity increases and a broad energy spectrum is observed [31] . For these experiments at very high laser intensity, it is not possible to use a high resolution electron spectrometer. A simple retarding potential has been used. The experimental set-up is mainly the same that described previously (Fig. 1 ). Only the ion detection system has been replaced by an electron energy analyzer device. The vacuum chamber is pumped down to 10 -9 torr and filled with spectroscopically pure xenon gas at a pressure below 10 -5 torr in order to avoid space charge effects. A 100 μm diameter hole has been set 10 mm away from the laser axis in the laser polarization direction. The diameter hole is smaller than the confocal parameter (b = 300 μm), defined as twice the length over which the focal section increases by a factor of 2. The electrons which will be collected will therefore experience the same beam profile. The electron energy is then analyzed by a retarding potential analyser which is set after the 100 μm collecting hole. The voltage applied to the retarding grid is varied from 0 to 10 kV, and the electrons with energy in excess of the retarding potential are collected by a secondary electron multiplier connected to a digital oscilloscope and a microcomputer. The laser energy and the pulse duration are measured for each laser shot. Each data point results from the average over ten shots. The uncertainty in the signal is better than 10%. Figure 5 shows a retarding potential curve obtained at 2 x 10 17 W/cm 2 . The experiment has been performed using a 100 μm diameter hole in order to analyse only the energy of the electrons coming from the maximum laser intensity region of the interaction volume. The electron number starts to decrease from 400 V and a significant amount is detected up to 5 kV. 'More than 13% of the electrons have energy in excess of 3.5 keV. Each retarding potential curve is differentiated to obtain an energy spectum and the average value of the energy is deduced. The average energy is shown in Fig. 6 as a function of the laser intensity. A comparison is made with the maximum energy at the laser peak intensity integrated over the 100 μm length interaction volume. At such a high laser intensity, it is well known that the final energy spectrum depends not only on the initial kinetic energy of the electrons, but on the evolution of the free electron in the 1aser field [32] . The presence of the spatial intensity distribution gives rise to ponderomotive force which tends to eject the electrons from the center of the beam. The maximum quiver energy Εe, which can be converted into kinetic energy if the laser pulse duration is long enough, is where F is the laser electric field, ω -the laser frequency, q and m are respectively the charge and the mass of the electron. In practical units Taking into account the different charges states up to Z the average value of the quiver energy becomes as a function of I o the laser intensity at the center of the beam and Irh the threshold ionization intensity for different charge states
The overestimated value observed in Fig. 6 (dashed line) is due to the spatio-temporal laser field distribution. The maximum energy that electron will acquire will depend on its position in the laser beam with respect to the center of the laser beam. In fact, the electron will never see the maximum laser intensity. They may have left the interaction volume by ponderomotive force energy conversion before the electrons see the maximum laser intensity.
Numerical simulations have been performed taking into account the laser intensity field spatio-temporal distribution and treating the ionization dynamics via the ADK tunneling model as described previously. Electron trajectories are calculated using a Runge-Kutta routine in a spatially Gaussian beam and a square sine temporal profile. The average energies obtained by calculation are shown in Fig. 6 (full line) . Α good agreement with experimental data is found and the difference never exceeds the 10% uncertainty on the experimental values of the electron energy.
These results show clearly that the electron energy spectrum coming from ionization of a gas in an intense laser field is dominated by the evolution of the free electron in the laser fIeld. The conversion of quiver into kinetic (or driven) energy being done by the ponderomotive force.
Defocusing effects in an underdense plasma
Experimental results
The experimental set-up is basically similar to the one described earlier (Fig. 1) [34, 35] . The ion detection system has been replaced by an optical transmission relay system which makes an image of the emitted zone on a CCD camera, in order to monitor the fluorescence. The observation is made perpendicularly to the laser axis. The signal received by the CCD camera is digitized and memorized.
The interaction chamber is filled with a spectroscopically pure noble gas at a pressure varying from 1 mbar to 1 bar. He and Ar have been used in this experiment. The pressure is measured with a Pirani gauge giving an accuracy of 30% in the 10 -6 to 1 bar range. A small amount (4%) of the incident laser power is sent to a photodiode in order to insure the monitoring of the laser energy.
For the transmission measurements, a calorimeter working in the 1 mJ-10 J range has been used to measure the output power. The output -beam is stopped down by the 40-mm diameter collimating lens, giving rise to a 12° full detection angle. The spectral range of the observed fluorescence is limited by the CCD detector and is between 400 nm and 1200 nm. Figure 7 shows the transmission measurements as a function of the pressure for two different rare gas, Ar and He. The general shape of the curves is indepen-dent of the incident power and exhibits for low pressures, below 20 or 30 mbar, a transmission of the order of unity. The modified beam divergence is smaller than the detection angle. At intermediate pressures the transmitted power decreases rapidly. There is a net change in the beam divergence. At higher pressures, i.e. around atmospheric pressure, there is again a,kind of plateau. It seems tlat the beam divergence becomes quite insensitive to a pressure change. The small amount of transmitted power measured at high pressure comes probably from the part of the leading edge of the pulse with an intensity below that required to ionize the medium and which consequently propagates through a neutral gas. Figure 8 shows digitized images of the fluorescence emitted in the range of 400-1200 nm. The incident laser power is about 0.1 TW. From the top to the bottom, pressures are respectively 10 mbar, 100 mbar and 1 bar. The laser propagates from the left to the right of the figure. Clearly, it appears that the maximum emission of light is shifted towards the laser when the gas pressure is increased.
As the emitted fluorescence is an increasing function of the laser intensity, the maximum emission of light coincides with the maximum laser intensity. Therefore, Fig. 8 shows that the focal point is shifted when the pressure is increased. Moreover, there is a net change in the emítting zone geometry: it goes from a cylindrical geometry at 10 mbar to a spherical one at 1 bar. Such a change could be interpreted as a modification of the focusing conditions if we assume that no significant change in the plasma dynamics occurs between 10 mbar and 1 bar.
The focus shifts as a function of pressure and of the incident laser power. It appears that the maximum of the fluorescence shift can be very important, larger than 5 mm. This corresponds to more than thirty times the confocal parameter. A study of the laser focusing in vacuum and a careful measurement of the spot size have been performed at full power. The attenuating device used (Fig. 1) consists in sending the collimated output beam on four high-quality glass plates reflecting 4% and antireflection coated on the other side (or wedged). Then the beam is focused by a f = 500 mm lens. The image of the focusing point is analyzed by a microscope objective associated with a CCD camera. It is digitized by a video card connected to a computer. This experimental device makes it possible to measure the spot size in different planes along the propagation axis without any deformation of the wave front. It has been verified that the focusing does not change for an incident power in the 0.003-1 TW range and spot size measurements have been performed on a large scale: ±10 mm from the best focus. Beam size is varying typically from 150 μm2 at the best focus to 5 x 10 5 μm2 at 10 mm.
Interpretation of the results
Let us assume that for any gas pressure the beam focusing stays the same in vacuum and in the plasma in the focusing part before the position of the shifted focus. The shift of the focus position corresponds to an increase in tle minimum spot size obtainable and consequently to a decrease in the maximum intensity. It is then possible to deduce the maximum intensity obtainable as a function of the gas pressure. The minimum spot size Smi ti is deduced from the beam section measurements achieved under vacuum at the position corresponding to the observed shift. Figure 9 shows the maximum intensity = P/Smin , where P is the peak power, which can be reached in He and Ar, as a function of the gas pressure. Each point reported on the curves corresponds to several incident laser powers. Any increase in the incident laser power is counterbalanced by an increase in the minimum beam section. In argon for example, for a given pressure, the same maximum intensity accessible is obtained for different laser powers. Between 10 mbar and 100 mbar, a fast decrease in Imax is observed, going down from a few 10 17 to 10 15 W/cm2 . Above 100 mbar, the decrease in Imax is slower, especially between 200 mbar and 1 bar where the maximum intensity obtainable remains constant and is about 5 x 10ί 9 W/cm2 . This value corresponds roughly to the laser intensity necessary to saturate the production of Ar+ ions [21] . In the case of He atoms, this limit is much higher, typically 2 to 3 x 10 15 W/cm2 ,Imax value which also corresponds to the saturation intensity of He+ ions.
Qualitative explanations of the defocusing behaviour can be given. The main part of the laser pulse travels through a plasma produced by the leading edge of the pulse. Whereas electron-atom collisions initiated by multiphoton ionization can lead to a gas broakdown in the case of a nanosecond pulse, this phenomenon does not occur in the present experiments, even at one bar, because of the short interaction time (1 ps) [36, 37] . The threshold intensity required to obtain a gas breakdown Ibr , is given by where ω0 is the laser frequency, Ε -the gas ionization potential, v0 the electron initial kinetic energy, Na -the atom density and τL -the pulse duration. Threshold intensities given by this expression are in good agreement with a large set of experimental data. Under our experimental conditions, i.e. for one bar pressure of argon for example, ω 0 = 1.79x 10 15 s-1 , 'L = 1.1x 10 12 s, Εi = 15.755 eV and assuming v0 = 1 eV, the threshold intensity is 1.5 x 10 15 W/cm2 , which is three times greater than the maximum intensity obtainable (Fig. 9 ). This explains why no breakdown is observed.
Beam propagation through the plasma is governed by the refractive index n(r, z, t), which is given by with the plasma frequency ωp defmed as where Νe (r, z, t) is the electron density, N -the critical density (Nc = 10 21 cm-3 for λ = 1053 nm), ε0 -the vacuum dielectric constant, r -the radial position, z -the position along the propagation axis and t -the time. The electron density builds up first on laser axis at the peak of the Gaussian radial intensity profile. Here, the, plasma is produced by multiphoton ionization of the gas. This mechanism which is a strongly nonlinear function of the laser intensity, leads to a radial electron density profile much steeper than the laser intensity profile. As a result, the refractive index is minimum on the laser axis and the plasma acts as diverging lens for the laser beam. It should be pointed out that even at 1 bar, the index of refraction change is only 1%. Nethertheless, this small change induces a dramatic defocusing effect. Under a few assumptions the divergence coming from the refractive index can be given by [381:
where D is the modified divergence, D 0 -the natural divergence of the Gaussian beam, S0 -the section at the waist, λ -the wavelength, and Δn -the refractive index change. For Δn = 1%, the divergence becomes ten times greater than the natural divergence of the Gaussian beam. This effect is gas dependent. Defocusing occurs at lower gas pressure in Ar than in He, because, due to the possibility to create multiply charged ions, the electronic density could be higher in Ar than in He, for a given pressure and intensity.
Conclusion
In summary, some results on multiple ionization of four noble gases (He,, Ne, Ar and Xe) using a 1 ps, 1053 nm laser in the 10 13-10 18 W/cm2 intensity range has been discussed. At the maximum laser intensity, all electrons of the outer shell are removed except for Ne. Up to Ar8+ and Xe8+ ions has been observed while the Ne7+ ion has been detected. Comparison of experimental data with ADK tunneling model shows a very good agreement, indicating that ionization with 1 ps pulse and near infrared radiation mainly occurs in tunneling regime. Furthermore, ion curves and theoretical ones exhibit the existence of direct double ionization from Ar and Are+ (same observation in Xe). Experimental data obtained in linear polarization have also been compared with BSI model, showing a very good agreement with the saturation intensities experimentally measured.
These theoretical results have been used in order to understand the electron energy measurements. It has been shown that the electron energy spectrum coming from the ionization of a gas submitted to a strong laser field can be dominated by the evolution of the free electrons in the laser field. The ponderomotive force insures the conversion of the quiver energy achieved by the electron in the driving field into kinetic energy. The maximum electron energy measured reaches 5 keV at 3 x 10 17 W/cm2 while the average value of the electron kinetic energy varies from 300 eV to 1.6 keV in the 10 16 to 3 x 10 17 W/cm2 laser intensity. These energies are in good agreement with numerical simulations taking into account the spatio-temporal laser intensity distribution and the ionization dynamics described by the ADK tunneling model. Finally, the focusing of an intense laser beam in a rare gas has been investigated as a function of the gas pressure and incident laser power. It has been
shown that the beam tends to defocus as the intensity power or pressure increases. Thus high laser intensities (10 17-10 18 W/cm2) and high electron densities (10 19 -1020 cm -3 ) cannot be achieved simultaneously with infrared laser radiation.
The defocusing has been interpreted as due to the variation of the plasma refractive index. To overcome this problem which limits the possibility to study few physical effects which are expected in the 10 18-10 19 W/cm2 laser intensity range, two parameters have to be controlled. First, the focus shift which is induced by the presence of the electrons: the use of a pulsed gas jet may fix the electron production in the vicinity of the maximum laser intensity. Second, to avoid high electron density gradient dne to multiple ionization of atoms or/and ions, the use of hydrogen gas jet is suitable. Once the H atom is ionized, the only electron density evolution which can occur can be generated by the ponderomotive force which tends to remove the electrons from the center of the laser beam. This may have an important consequence because if the electron density decreases locally, the index of refraction of the medium will increase (Eq. (9)): the medium will act as a converging lens. Instead of being defocused, the laser beam will be focused, conducting to a higher laser intensity. The self-focusing of the laser beam in a localized H medium would be an elegant way to produce laser intensities of 10 19 to 10 
