A framework is proposed to detect anomalies in multi-modal data. A deep neural network-based object detector is employed to extract counts of objects and sub-events from the data. A cyclostationary model is proposed to model regular patterns of behavior in the count sequences. The anomaly detection problem is formulated as a problem of detecting deviations from learned cyclostationary behavior. Sequential algorithms are proposed to detect anomalies using the proposed model. The proposed algorithms are shown to be asymptotically efficient in a well-defined sense. The developed algorithms are applied to a multi-modal data consisting of CCTV imagery and social media posts to detect a 5K run in New York City.
INTRODUCTION
Many real-life anomaly detection problems including surveillance, infrastructure monitoring, environmental and natural disaster monitoring, border security using unattended ground sensors, crime hotspot detection for law enforcement, and real-time traffic monitoring involve multi-modal data. For example, in a traffic monitoring application, a decision maker who wishes to detect abnormal behavior or impending congestions, may have access to CCTV imagery data, social media data, and other physical sensor data. For such applications, efficient algorithms are needed that can detect anomalies or deviations from normal behavior as quickly as possible. Effective algorithms can be developed only when one has access to, and has a good understanding of, the multi-modal data encountered in these applications. Motivated by this, in this paper, we develop statistical models and algorithms for detecting anomalous behavior in multimodal data. The statistical models studied here are motivated by an analysis of a real-life multi-modal traffic monitoring dataset.
The datasets studied in this paper were collected by us around a 5K run that occurred in New York City on Sunday, September 24th, 2017. We collected data on two Sundays before the run, and one Sunday after the run. We collected CCTV images and Twitter and Instagram posts over a geographic region from the Red Hook village in Brooklyn on the south end to the Tribeca village on the north end of the collection area. An analysis of the data reveals that the 5K run changes the averages of counts of persons and vehicles appearing in the CCTV cameras and the number of Instagram posts per second The work of Taposh Banerjee and Vahid Tarokh was supported by a grant from the Army Research Office, W911NF-15-1-0479. posted in the geographical areas near the run. The counts of persons and vehicles appearing in the CCTV images were obtained by passing the images through a convolution neural network-based object detector [1] , [2] , [3] , [4] . See Fig. 1 . The analysis also suggests that the data has periodic or cyclostationary behavior (see Section 2 for more details). In general, in many monitoring applications, a certain cyclostationary behavior is expected, especially while observing long-term patterns of life, unless an unexpected event occurs.
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Fig. 1: Mapping multi-modal data to a sequence of counts
In this paper, we define a statistical model to capture the cyclostationary behavior. We also develop sequential algorithms to detect deviations away from learned cyclostationary behavior. We develop the sequential algorithms in the framework of quickest change detection [5] , [6] , [7] , and also provide their delay and false alarm analysis. The salient features of our paper are as follows.
1. We use a novel framework introduced by us in [1] for decision making using multi-modal data involving CCTV images and social media data. In this framework, we use a deep neural network to extract counts of objects from the images. This count is then combined with counts of the number of Tweets and Instagram posts near the CCTV cameras. The decision making is then based on the sequence of counts.
2. We define the concept of an independent and periodically identically distributed (i.p.i.d) process. We model the count data as an instance of an i.p.i.d. process. We then propose novel algorithms to detect deviations from learned i.p.i.d. behavior. See Definition 1.
3. We define the concept of asymptotic efficiency for a change point detection algorithm and show that our proposed algorithms are asymptotically efficient. See Definition 2.
4. Machine learning and signal processing algorithms for event detection have been developed in the literature [8] , [9] , [10] , [11] , [12] , [13] , [14] [15] . However, in these studies, the abnormal event is often either well-defined and/or can be created to train a model. Since the algorithms proposed by us are based on detecting deviations from learned normal behavior, our framework allows for decision making in rare-event scenarios where the anomalous behavior is hard to learn.
2. DATA ANALYSIS Details of the data collected, including information on the deep neural network employed, timings and frame rates can be found in our previous work [1] . The objective is to detect the 5K run from the multi-modal data collected. In Figs. 2 to Figs. 4 below, we have plotted averages of the count data collected on the four days, one event day (Sept. 24), and three non-event day (Sept. 10, Sept. 17, and Oct. 1). The data were extracted in 3-second intervals and averaged over a sliding window of size 1000. The figures show plots for two selected cameras: one which was away from the path of the run called the off-path camera, and one which was near the path of the run. The latter is called the on-path camera.
In Fig. 2a , we have plotted the average person count for the offpath camera and in Fig. 2b , we have plotted the average person count for the on-path camera. Similar plots for the average vehicle counts are shown in Fig. 3a and Fig. 3b , and for Instagram counts are shown in Fig. 4a and Fig. 4b . The Instagram counts in Fig. 4 were obtained by averaging the counts for the Instagram posts near the geographical vicinity of the off-path and on-path cameras. We see a clear increase in the average count on the event day for the on-path camera. Thus, the 5K run event can be detected using the count sequences from both CCTV data and social media posts. More generally, we can expect counts and sequences of sub-events to capture information about anomalous behavior. For example, an event happening twice in a day or two events happening too close to each may indicate a deviation from normal behavior.
We see from the figures that the data is nonstationary in nature, even on non-event days. Also, we observe similarity in statistical behavior in data across all four days from the off-path camera. We also see a similarity in behavior in the data from the on-path cameras on the non-event days. The data also have cyclic behavior. For example, the Instagram count data in Fig. 4a show that the data has a trend that repeats itself every Sunday. Thus, the anomaly detection problem here can be rephrased as either the problem of detecting deviations from normal nonstationary behavior or as the problem of detecting deviations from normal cyclostationary behavior. In [1] , we studied a Bayesian problem that captures the problem of detecting changes in the levels of nonstationarity. In this paper, we study the latter problem.
MATHEMATICAL MODEL AND PROBLEM FORMULATION
The central modeling object in this paper is the following.
Definition 1. A stochastic process {Y k } is called independent and periodically identically distributed (i.p.i.d.) if the random variables are independent, and there is a positive integer T such that for each i = 1, · · · , T , the process {Yi+nT } ∞ n=0 is independent and identically distributed (i.i.d).
An i.p.i.d. process can be seen as an interleaved version of T i.i.d. stochastic processes, interleaved in a round-robin fashion. An i.p.i.d. process is a wide-sense cyclostationary process [16] , but has more structure that we will exploit to develop efficient algorithms. We model a count observation sequence as an i.p.i.d. process. Although counts are discrete in nature, the following discussion is valid for more general random variables as well.
In our statistical model, the variables {Y k } in the i.p.i.d. process have distribution in a parametric family with parameters {θ k }, and the parameter sequence {θ k } is periodic with period T . In other words, we have a sequence model
If the data is collected once per hour, then in the above model, the period T would correspond to T = 24 hours in a day, and the variables Y1, · · · , YT could correspond to the data collected each hour. In many applications, the data is often collected more frequently, at the rate of many samples per second. In such applications, T could be, for example, equal to 24 × 60 × 60 × m, where m is the number of samples collected per second. Note that the statistical model in (1) has only T parameters θ1, · · · , θT . The statistical problem we wish to solve is described as follows. Given the parameters θ1, · · · , θT , the objective is to observe the process {Y k } sequentially over time k and detect any changes in the values of any of the parameters. This change has to be detected in real-time with minimum possible delay, subject to a constraint on the rate of false alarms. The baseline parameters in the problem, the period T and the parameters within a period θ1, · · · , θT , can be learned from the training data. General tests for learning an i.p.i.d. process will be reported elsewhere. In this paper, we will make additional modeling assumptions to make the learning process simpler.
Note that the sequence model (1) studied in this paper is different from the sequence model studied in [17] and [18] . In the model studied in [17] and [18] , the random variables {Y k − θ k } are modeled as Gaussian random variables and the parameters {θ k } are not periodic. Furthermore, the problem there is of simultaneous estimation of all the different parameters {θ k } given all the observations {Y k }. That is, the problem is not sequential in nature. It is also not a change point problem.
To summarize, in the absence of an anomaly, we model the data as a nonstationary process. But, we believe there is some regularity in the statistical properties of the process. This allows us to model the data as a cyclostationary process. The type of cyclostationary behavior we are interested in is captured by the i.p.i.d. process defined above. The objective in the anomaly detection problem then is to detect a deviation away from a learned cyclostationary or i.p.i.d. behavior.
The algorithm to be used for change detection will depend on the pattern of changes that we assume in the statistical model. We now discuss two change point models for our problem. As discussed above, if the number of samples taken per second is m and the statistical behavior of the data repeats itself after one week, then we have T = 604800m. In practice, it may be hard to learn a large number of parameters, and detect changes in them. In order to control the complexity of the problem, we assume that the parameters are divided into batches and parameters in each batch are approximately constant. For example, a batch may correspond to data collected in an hour and the average count of objects may not change in an hour. Mathematically, we assume that in each cycle or period of length T , the vector of parameters {θ k } T k=1 is partitioned into E batches or episodes. Specifically, for N0 = 0 and positive integers {Ne} E e=1 we define Be = {Ne−1 + 1, · · · , Ne} such that {1, · · · , T } = ∪ E e=1 Be, Be ∩ B f = ∅, for e = f. For e ∈ {1, · · · , E}, we define θB e = (θN e−1 +1, · · · , θN e ). Thus, {θ k } T k=1 is partitioned as
Note that we have T = E e=1 |Be|. We further assume a step model for parameters. Under this assumption, the parameters remain constant within a batch resulting in the step-wise constant sequence model
That is θ (1) = θ1 = · · · = θN 1 , θ (2) = θN 1 +1 = · · · = θN 2 , and so on. Thus, if the batch sizes are large, there are only E T parameters to learn from the data. Also, we have |Be| samples for batch e. The objective is then to observe the process {Y k } over time and detect any changes in the parameters θ (1) , · · · , θ (E) .
We now define two change point models. Let γ be the change point. If γ = ∞, i.e., no change occurs, then the stochastic process that we observe, and the parameter values, are given by
If γ < ∞, i.e., a change occurs at a finite time γ, we have two possible change point models. For k ∈ N, we define the batch of k, b(k), as the value j satisfying (k mod T ) ∈ Bj.
Change in parameter values in a single batch:
In this model, the distribution of the random variables {Y k } changes only inside a specific batch say e ∈ {1, · · · , E}. That is, in this model, starting at time γ, the parameter values at all the times change as long as the times fall in the batch e. Also, the post-change parameter λ k is different for each k ≥ γ, even within a batch. Specifically, if b(k) denotes the batch of k then
The value of e is not known to the decision maker.
Change in parameter values in all the batches:
In this model, the distribution of the random variables {Y k } changes for all the batches.
In a traffic monitoring scenario, if T corresponds to a day, the single batch change point model may correspond to an anomalous behavior between 7 am and 8 am everyday, while the all batch change point may correspond to an anomalous behavior throughout the day.
We wish to find a stopping time τ for the sequence {Y k } so as minimize some version of the average of the detection delay τ − γ, with a constraint on the false alarm rate. A popular criterion studied in the literature is that by Pollak [19] min
where Eγ denotes expectation with respect to the probability measure when the change occurs at time γ, and β is a given constraint on the mean time to false alarm. Finding optimal solution to such minimax quickest change detection problem is generally hard [5] , [6] , [7] . We, therefore, propose algorithms (stopping times), and show that they have the following important property, which we also define. o(1) ).
We note that most of the classical optimal algorithms in the literature are asymptotically efficient [5] , [6] , [7] , while a trivial algorithm like τ ≡ β is not. Furthermore, according to fundamental limit theorems on change point detection [20] , the performance of any stopping time cannot be of a smaller order of magnitude than log β(1 + o(1)). Thus, being asymptotically efficient is an important property to have for a change detection algorithm. Comments on optimality with respect to the Pollak's criterion (7) or Lorden's criterion [21] will be provided in an extended version of this paper.
ALGORITHMS FOR ANOMALY DETECTION
The change detection model defined in (5) and (6) are similar to change point models studied in sensor network literature [22] , [23] , [24] , where a change can affect one, or all the sensors. Observations from a batch can be viewed as observations from a sensor. The important difference between our problem and the sensor network problem is that the decision maker here observes the data from batches in sequence, i.e., does not have access to all the data at the same time. Nonetheless, the analogy between the two problems provides us with guidelines for identifying relevant algorithms for our problem. We will make some assumptions about the way change occurs to simplify our notations, algorithms, and analysis. Algorithms for more general change point models can be developed by following the techniques discussed below.
Algorithm for Detecting Change in a Single Batch
We assume that after the change occurs in a single batch e, the postchange parameter λ k is the same for all the variables in the batch e. Since it is not known in which batch e the change occurs, we execute E algorithms, one for each batch, and raise an alarm as soon as any of the algorithms detect the change. Mathematically, define the following statistics for data from batch e: 
Also, define τ e as the stopping time for the batch e: τ e = inf{n ≥ 1 : W e n > A}.
Here, > 0 is the minimum amount of change from the baseline parameter θ (e) the algorithm can detect. Note that the condition i = k : b(i) = e ensures that only data from the batch e are utilized for computing the statistic W e n . Our change detection algorithm is the minimum of these stopping times. 
Algorithm for Detecting Change in All the Batches
We assume that after the change occurs, the post-change parameter λ k is the same for all the variables in a batch e. Since the change occurs in all the batches, we use an algorithm that combines observations from all the batches. Mathematically, we compute the statistic For the delay analysis, note that removing the maximum operators gives Wn ≥ E e=1 n i=1:b(i)=e log[p(Yi; λ (e) )/p(Yi; θ (e) )]. Asymptotic efficiency follows because the latter's behavior is similar to that of a random walk and based on the arguments in [25] .
NUMERICAL RESULTS AND CONCLUSIONS
We now apply the developed algorithm to the NYC data. Due to a paucity of space, the performance of the algorithm for simulated data will be reported elsewhere. We apply τa to the count data because the change appears to affect the entire day's data. In Fig. 5a , we have plotted the evolution of the test statistic Wn for all the count data: person count, vehicle count, and the Instagram count. In the figure, the data for each modality is arranged in a concatenated fashion, with labeled segments separated via red vertical lines. Each day has 6598 samples. To compute the statistic, we divided the data into four batches, with the first three batches being of length 1500. We modeled the data as a sequence of Poisson random variables. We used the count data from Sept. 10 (one of the non-event days) to learn the averages of these Poisson random variables for each of the four batches. We assumed that there is only one post-change parameter per batch that is equal to twice the normal parameter (half the normal parameters for vehicles) for that batch. We then applied the test to all the four days of data. In Fig. 5b , we have replotted the test statistic applied to the Instagram counts. As seen from the figures, the algorithm detects the anomaly that occurs on Sept. 24 (event day).
In future, we will apply the algorithms to other multi-modal datasets to test their effectiveness. We will also study optimality of the proposed algorithms for Lorden's and Pollak's criteria.
