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Abstract
We give purely algebraic characterizations of the maps that are approximate compressions
or skew-compressions of a unital representation of a Cn-algebra. The key techniques used also
relate to closures of joint similarity orbits of matrices and elementary maps on BðHÞ:
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1. Introduction
Suppose H is a Hilbert space, BðHÞ is the set of (bounded linear) operators on
H; FðHÞ is the set of ﬁnite-rank operators on H; andKðHÞ is the set of compact
operators on H: Suppose M is a Hilbert space,A is a unital Cn-subalgebra of BðHÞ;
the map p :A-BðMÞ is a unital * -homomorphism, f;c : A-BðMÞ are linear
maps with f unital and completely positive and c completely bounded. The
theorems of Stinespring [13] and Wittstock [15] say that there are unital
representations r; s of A; an isometry V ; and operators A;B with jjAjj jjBjj ¼
jjcjjcb; such that
fðxÞ ¼ VnrðxÞV
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and
cðxÞ ¼ AsðxÞB
for every x in A: Two unital representations p1; p2 of A are approximately
(unitarily) equivalent, denoted p1Bap2; if there is a net fUlg of unitary operators
such that
lim
l
jjUnl p1ðxÞUl  p2ðxÞjj ¼ 0
for every xAA: It was proved by Voiculescu [14] that ifA and p1; p2 are separable,
then p1Bap2 implies that there is a sequence fUng of unitary operators such that, for
every xAA
lim
n-N
jjUnn p1ðxÞUn  p2ðxÞjj ¼ 0
and such that for every nAN; and every xAA;
Unn p1ðxÞUn  p2ðxÞ is compact:
The following results were proved by Hadwin [5–7]; the ﬁrst result is a
reformulation of Voiculescu’s beautiful characterization of approximate equivalence
[14] when H is separable. Note that idA denotes the identity representation on A:
For an operator TABðHÞ we let rank T denote the Hilbert-space dimension of the
closure of the range of T :
Theorem 1. Suppose A;H;M are separable and p;f;c are as above. Then
(1) pBaidA if and only if pjA-FðHÞBaidAjðA-FðHÞÞ if and only if
rank pðAÞ ¼ rank A
for every AAA:
(2) p"p1BaidA for some representation p1 of A if and only if pjA-
FðHÞ"p2BaidA-FðHÞ for some representation p2 of A-FðHÞ if and
only if
rank pðAÞprank A
for every AAA:
(3) The following are equivalent:
(a) There is a unital representation r ofA; with rBaidA; and an isometry V such
that fðxÞ ¼ VnrðxÞV for every xAA:
(b) f is rank-nonincreasing and there is a representation r1 of A-FðHÞ; with
r1BaidA-FðHÞ; and an isometry W such that fðxÞ ¼ W nr1ðxÞW for every
xAA-FðHÞ:
(c) There is a sequence fVng of isometries such that Vnn AVn-fðAÞ in the weak
operator topology for every AAA:
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(4) The following are equivalent:
(a) There is a unital representation s ofA; with sBaidA; and operators A;B with
jjAjj jjBjj ¼ jjcjjcb such that cðxÞ ¼ AsðxÞB for every xAA
(b) c is rank-nonincreasing and there is a representation r1 of A-FðHÞ with
r1BaidA-FðHÞ and operators A1;B1 such that cðxÞ ¼ A1r1ðxÞB1 for every
xAA-FðHÞ:
(c) there are norm-bounded sequences fCng; fDng such that CnABn-cðAÞ in the
weak operator topology for every AAA:
The beauty of the ﬁrst two statements in Theorem 1 is that they give purely
algebraic characterizations (in terms of rank) of very geometric relationships. It is
tempting to hope that the statements in (3) and (4) in Theorem 1 are equivalent to
the respective statements that f and c are rank-nonincreasing. However, this is not
the case (see Section 2).
It is the purpose of this paper to provide a different characterization, solely in
terms of rank, of statements (3) and (4) in Theorem 1. More precisely, ifS is a linear
subspace of BðHÞ and f :S-BðMÞ is a linear mapping, then, for each nAN; we
deﬁne the maps fn :MnðSÞ-MnðBðMÞÞ by
fnððsijÞÞ ¼ ðfðsijÞÞ:
We say that f is completely rank-nonincreasing if, for each nAN and each
ðsijÞAMnðSÞ
rank fnððsijÞÞprankðsijÞ:
The following is our main theorem.
Theorem 2. Suppose H and M are separable Hilbert spaces, A is a separable unital
Cn-subalgebra of BðHÞ; f;c :A-BðMÞ are linear maps with f unital and completely
positive and c completely bounded. Then
(1) There is a unital representation r of A with rBaidA and an isometry V such that
fðxÞ ¼ VnrðxÞV for every xAA if and only if f is completely rank-
nonincreasing.
(2) There is a unital representation s of A; with sBaidA; and operators A;B with
jjAjj jjBjj ¼ jjcjjcb such that cðxÞ ¼ AsðxÞB for every xAA if and only if c is
completely rank-nonincreasing.
Remark 1. We can demonstrate the signiﬁcance of the preceding theorem with a
simple application. Suppose TABðHÞ and AABðMÞ: It follows from Stinespring’s
theorem [13] that there is a Hilbert space H 0*M and operator SABðH 0Þ with an
operator matrix
S ¼ A B
0 C
 !
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and a unital representation p : CnðTÞ-BðH 0Þ with pðTÞ ¼ S if and only if there is a
unital completely positive map f : CnðTÞ-BðMÞ with fðTÞ ¼ A and fðTnTÞ ¼
AnA:
Adding the condition that f is completely rank-nonincreasing is equivalent to
being able to choose S so that, for every e > 0; there is a unitary operator Ue and a
compact operator Ke; with jjKejjoe; such that
Une TUe ¼
A B
0 C
 !
þ Ke:
The notion of completely rank-nonincreasing maps arose from an attempt
[9–11] to characterize the linear maps on a linear subspace of BðHÞ that are
point-strong limits of similarities or point-strong limits of skew-compressions.
Suppose S is a linear subspace of BðHÞ and f :S-BðMÞ is linear. We
are not assuming that S is norm-closed or that f is bounded. We say that f
is a similarity if there is an invertible operator W such that, for
every SAS; fðSÞ ¼ W1SW : We say that f is a compression if there is an operator
V such that, for every SAS; fðSÞ ¼ VnSV : Finally, we say that f is a skew-
compression if there are operators A;B such that, for every SAS; fðSÞ ¼ ASB: If
fflg is a net of maps on S; we say that fl-f point-strongly (resp., point-weakly,
point-norm) if, for every SAS; flðSÞ-fðSÞ in the strong (resp., weak, norm)
operator topology.
In [9] the authors proved the following results that, in a sense, parallel those of
Theorem 1.
Theorem 3. The following statements are true:
(1) The map f is a point-strong limit of skew-compressions if and only if
fjðS-FðHÞÞ is a point-weak limit of skew-compressions.
(2) Suppose 1AS: Then f is a point-strong limit of similarities if and only if fð1Þ ¼ 1
and fjðS-FðHÞÞ is a point-weak limit of skew-compressions.
It was shown in [9] that the problem of characterizing the maps that
are point-strong limits of similarities or skew-compressions reduces to the
case when H is ﬁnite-dimensional. In ﬁnite dimensions the problems of
characterizing limits of similarities is equivalent to determining closures of
joint similarity orbits, a problem studied in [4]. This is because if dim HoN;
then every linear subspace S of BðHÞ is spanned by ﬁnitely many elements
S1;S2;y;Sk; and a linear map f :S-BðHÞ is a limit of similarities if and
only if ðfðS1Þ;y;fðSkÞÞ is in the closure of the joint similarity orbit of
ðS1;S2;y;SkÞ:
This paper contains counterexamples to conjectures in [4], and we replace them
with what we believe are the correct conjectures.
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2. The basic conjecture
We begin this section with an example that shows that the condition on
fjðA-FðHÞÞ in part (3) of Theorem 1 cannot be dropped. In other words, the
characterizations for representations solely in terms of rank cannot be directly
carried over to the completely positive and completely bounded cases. In fact, the
rank-decreasing condition does not even imply that a linear map is a point-strong
limit of skew-compressions. A simple counterexample is based on the following
elementary fact:
There do not exist nets felg and fflg in C2 such that, for every 2
 2
matrix A;
ðAel; flÞ-trðAÞ;
where tr denotes the normalized trace on M2:
This follows from the fact that the above assertion is equivalent to the rank-two
matrix 1
2
I2 being the weak
n-limit in the dual space ofM2 (which isM2) of the net of
rank-one elements el#fl:
To construct the counterexample, let f ¼ tr :M2-C: Clearly, f is linear, unital,
completely positive, and completely bounded, and, for every AAM2;
rank fðAÞprank A:
However, it follows from the preceding observation that f is not a point-weak limit
of skew-compressions. To get an inﬁnite-dimensional example, assume that H is
inﬁnite dimensional, let V :C2-H be any isometry, letA ¼ CI þKðHÞ; let P be a
rank-one projection, and deﬁne f : A-BðHÞ by
fðzI þ KÞ ¼ zI þ ½trðVnKVÞP
for every zAC and every KAKðHÞ: Since f is the sum of a unital * homomorphism
and a completely positive map, we see that f is unital, completely positive,
completely bounded, and, for every AAA; we have rank fðAÞprank A: However, if
Q is the projection onto the range of V ; the restriction of f to QKðHÞQ looks
exactly like tr on M2; and hence f is not even a point-weak limit of skew-
compressions.
Although being rank-nonincreasing is not sufﬁcient for a map to be a point-strong
limit of skew-compressions, it may still be possible to ﬁnd a characterization solely in
terms of rank. Suppose S is a linear subspace of BðHÞ and f :S-BðMÞ is linear.
As mentioned above, for each positive integer n; the map fn :MnðSÞ-MnðBðMÞÞ is
deﬁned by
fnððsijÞÞ ¼ ðfðsijÞÞ:
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It is easy to see that if fðSÞ ¼ liml AlSBl is a point-strong limit of skew-
compressions, then, for every nAN and every ðSijÞAMnðSÞ; we have
fnððSijÞÞ ¼ lim
l
Al 0 0
0 & 0
0 0 Al
0
B@
1
CAðSijÞ
Bl 0 0
0 & 0
0 0 Bl
0
B@
1
CA:
Hence, a necessary condition for f to be a limit of skew-compressions is that f be
completely rank-nonincreasing. We now make our fundamental conjecture. We will
prove our main theorem (Theorem 2) by verifying this conjecture when the domain is
a Cn-algebra. We can also give a characterization in terms of rank of the elementary
operators on BðHÞ; i.e., linear combinations of skew-compressions (see Theorem 7).
Conjecture 1. Suppose S is a linear subspace of BðHÞ and f :S-BðMÞ is linear.
Then f is a point-strong limit of skew-compressions if and only if f is completely
rank-nonincreasing.
We are not yet able to completely settle the above conjecture, but we will reduce it
to the case where f is a linear functional.
Let us return to our example where f is the normalized trace onM2: If we deﬁne
the matrix TAM2ðM2Þ by
T ¼
2 0
0 0
 !
0 2
0 0
 !
0 0
2 0
 !
0 0
0 2
 !
0
BBBBB@
1
CCCCCA;
then we see that rank ðTÞ ¼ 1; but f2ðTÞ ¼ 1 00 1
	 

has rank 2. Thus, although f is
rank-nonincreasing, f2 is not. This gives an easy way to see that f is not a limit of
skew-compressions.
The next example shows that being a skew-compression is different from being a
limit of skew-compressions.
Example 1. Let S be the set of upper triangular 2 matrices and let f :S-C be the
trace. There is no rank-one 2
 2 matrix K such that fðSÞ ¼ trðSKÞ for every SAS:
However, for every SAS; fðSÞ ¼ limn-N S 11
n
	 

; 1
n
 	 

; so f is a point-strong limit
of skew compressions and is therefore completely rank-nonincreasing. It is not
difﬁcult to show that every completely rank-nonincreasing linear functional on S is
a limit of skew-compressions.
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3. The main results
Our results require a more general notion of completely rank-nonincreasing. If
kAN; we say that a map f :S-BðMÞ is k-rank nonincreasing if
rank fðSÞpk rank S
for every SAS: We say f is completely k-rank nonincreasing if fn is k-rank
nonincreasing for every nAN: This is the ﬁrst step in proving our main result
(Theorem 2).
Lemma 1. Suppose T is a trace class operator and f :KðHÞ-C is defined by fðAÞ ¼
traceðTAÞ: Then the smallest k for which f is completely k-rank-nonincreasing is
rankðTÞ:
Proof. Suppose fe1;y; eng is a linearly independent set such that fTe1;y;Teng is
orthonormal. For e; fAH; let e#f denote the operator deﬁned by ðe#f ÞðhÞ ¼
ðh; f Þe: Then
fðe#f Þ ¼ traceðTðe#f ÞÞ ¼ traceðTe#f Þ ¼ ðTe; f Þ:
Let W be the n 
 n matrix overKðHÞ deﬁned by W ¼ ðej#TeiÞ: Then rank W ¼ 1;
but fnðWÞ ¼ ððTej;TeiÞÞ is the identity matrix, which has rank n: Hence, if f is
completely k-rank-nonincreasing, then kXrank T : On the other hand, if rank T ¼ 1;
say T ¼ u#v; then fðAÞ ¼ ðAu; vÞ is a skew compression, which is completely rank-
nonincreasing. If rank T ¼ koN; then T is the sum of k rank-one transformations.
So f is the sum of k completely rank-nonincreasing maps, which means f is
completely k-rank-nonincreasing. &
We reduce our conjecture to the case of linear functionals. The key idea is a
classical identiﬁcation of the set of all linear maps from a vector space X into MN
and the set of linear functionals on MNðXÞ: This correspondence has been used in
the study of completely positive and completely bounded maps [2,12]. Suppose
f : X-MN is linear. We can write
fðxÞ ¼ ðfijðxÞÞ;
where each fij is a linear functional on X : We deﬁne a linear functional
#f :MNðXÞ-C by
#fðxijÞ ¼ 1
N
XN
i;j¼1
fijðxijÞ:
Let Eij; 1pi; jpk; be the k 
 k complex matrix with a 1 in the ði; jÞ-entry and 0’s in
the other entries. If xAX ; let xEijAMkðXÞ denote the k 
 k matrix with x in the
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ði; jÞ-entry and 0’s in the other entries. We can write each matrix ðxijÞAMkðX Þ as
ðxijÞ ¼
XN
i;j¼1
xijEij
and we can recover f from #f by noting that
fijðxÞ ¼ N #fðxEijÞ:
Theorem 4. Suppose N; k are positive integers, S is a linear subspace of BðHÞ and
f :S-MN is linear. Then
(1) f is completely k-rank-nonincreasing if and only if #f is completely k-rank-
nonincreasing.
(2) f is a point-strong limit of skew-compressions if and only if #f is a point-strong
limit of skew-compressions.
Proof. Suppose f is completely k-rank-nonincreasing. We will show that #f is
k-rank-nonincreasing. The proof that #f is completely k-rank-nonincreasing
follows similarly. We have that, for the 1
 N2 matrix ð1; 1;y; 1Þ ¼
1
1
^
1
0
BB@
1
CCA
T
#fðsijÞ ¼ 1
N
1
1
^
1
0
BBB@
1
CCCA
T
diagðE11;y;ENNÞfNðsijÞdiagðE11;y;ENNÞ
1
1
^
1
0
BBB@
1
CCCA:
Since fN is k-rank-nonincreasing, we conclude that #f is k-rank-nonincreas-
ing. Conversely, suppose #f is completely k-rank-nonincreasing. Let I be the
identity operator on H; and let W be the 1
 N2 operator matrix, whose ﬁrst
N entries are I ; 0;y; 0; whose second N entries are 0; I ; 0;y; 0; and proceeding
in the obvious fashion, whose last N entries are 0;y; 0; I : It follows, for each
xAS; that
fðxÞ ¼ Nð #fÞNðW T xWÞ:
Since ð #fÞN is k-rank-nonincreasing, we conclude that f is k-rank-nonincreasing. To
see that A similar argument shows that f is actually completely k-rank-
nonincreasing. Next suppose f is a point-strong limit of skew-compressions, i.e.,
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there are nets fAlg and fBlg of operators such that, for every SAS;
fðSÞ ¼ lim
l
AlSBl
with convergence in the strong operator topology. It follows from the
above argument, that if W ðNÞ denotes a direct sum of N copies of W ; then, for
every ðsijÞAMNðSÞ; then #f is a point-strong limit of skew-compressions since
#fðsijÞ ¼
lim
l
1
N
1
1
^
1
0
BBB@
1
CCCA
T
diagðE11;y;ENNÞAðNÞl ðsijÞBNl diagðE11;y;ENNÞ
1
1
^
1
0
BBB@
1
CCCA:
Similarly, if #f is a point-strong limit of skew-compressions, that is, #fðsijÞ ¼
limlClðsijÞDl; then f is a point-strong limit of skew compressions, since
fðxÞ ¼ NCðNÞl W T xWDl;
Corollary 1. Suppose f :KðHÞ-Mn is linear and continuous. Then f is completely
k-rank-nonincreasing if and only if there are operators C and D such that
fðTÞ ¼ CnT ðkÞD
for every TAKðHÞ:
Proof. The ‘‘if’’ part is easy; we only show the ‘‘only if’’ part. Since MnðKðHÞÞ
is isomorphic to KðH#CnÞ; it follows from the preceding theorem that
we can assume n ¼ 1: Thus there is a trace-class operator K such that, for every
AAKðHÞ;
fðAÞ ¼ traceðAKÞ:
It follows from Lemma 1 that rank Tpk: Write T ¼P1pipk ei#fj:
Deﬁne C;D : C-HðkÞ by CðlÞ ¼ l
f1
^
fk
0
@
1
A and DðlÞ ¼ l e1^
ek
0
@
1
A: Then, for every
AAKðHÞ;
fðAÞ ¼ trðATÞ ¼
Xk
t¼1
ðAei; fiÞ ¼ CnAðkÞD:
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The following lemma is a key result. It allows us to keep track of the cb-norms
(in terms of jjCjj jjDjj in Corollary 1) of representations of completely bounded
completely k-rank-nonincreasing maps on KðHÞ:
Lemma 2. Suppose f :KðHÞ-Mn is linear, continuous and completely k-rank-
nonincreasing, with k minimal, m is a cardinal, and A;B are matrices such that, for
every TAKðHÞ;
fðTÞ ¼ AT ðmÞB:
Then there is a projection P such that
(1) P is in the commutant of KðHÞðmÞ ¼ fT ðmÞ : TAKðHÞg;
(2) KðHÞðmÞjranðPÞ ¼ fT ðmÞjranðPÞ : TAKðHÞg is unitarily equivalent to
KðHÞðkÞ (i.e., there is a unitary U such that T ðmÞjranðPÞ ¼ UnT ðkÞU for every
TAKðHÞ),
(3) KðHÞðmÞjranðPÞ has a cyclic vector, and
(4) for every TAKðHÞ;
fðTÞ ¼ APT ðmÞPB ¼ APUnT ðkÞUPB:
Proof. We ﬁrst consider the case when n ¼ 1: In this case, we have, by the preceding
corollary, a trace-class operator K with rankðKÞ ¼ k such that, for every TAKðHÞ;
fðTÞ ¼ trðTKÞ: The equation fðTÞ ¼ AT ðmÞB translates to fðTÞ ¼ ðT ðmÞu; vÞ with
u; vAHðmÞ: Write u ¼
u1
u2
^
um
0
BB@
1
CCA; v ¼
v1
v2
^
vm
0
BB@
1
CCA: Thus we have fðTÞ ¼Pmj¼1 ðTuj ; vjÞ ¼
trðT Pmj¼1 uj#vjÞ; which implies K ¼Pmj¼1 uj#vj: Since rankðKÞ ¼ k; it follows
that mXk: If the desired conclusion fails, we can assume m is the smallest cardinal
for which failure exists. Since the restriction of KðHÞðmÞ to a nontrivial reducing
subspace is unitarily equivalent toKðHÞðtÞ for some tpm; and since the range of A
is ﬁnite-dimensional, we have moN: It follows from the minimality of m that
KðHÞðmÞu ¼KðHÞðmÞv ¼ HðmÞ: Hence, fu1;y; umg and fv1;y; vmg must be
linearly independent. Choose operators V ;WAKðHÞ so that Vuj ¼ W nvj ¼ ej for
1pjpm; where fe1;y; emg is some orthonormal set in H: It then follows that
VKW ¼V
Xm
j¼1
uj#vj
 !
W
¼
Xm
j¼1
Vuj#W
nvj ¼
Xm
j¼1
ej#ej:
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Comparing ranks, we see that mpk; which implies m ¼ k; contradicting the
assumption that the desired conclusion fails.
We now turn to the general case. Deﬁne #f :MnðKðHÞÞ-C as above. For
1pjpn; let Vj :C-Cn so that VjðlÞ has l in the jth-coordinate and 0 in all the other
coordinates. The equation fðTÞ ¼ AT ðmÞB therefore yields fijðTÞ ¼ Vni fðTÞVj ¼
Vni AT
ðmÞBVj; and
#fððTijÞÞ ¼
Xn
i;j¼1
Vni AT
ðmÞ
ij BVj ¼ CðT ðmÞij ÞD;
where C ¼ ðVn1 A;y;Vnn AÞ and D ¼
BV1
^
BVn
0
@
1
A: It follows from the case in which
n ¼ 1 that there is a projection Q in the commutant of MnðKðHÞðmÞÞ such that
MnðKðHÞðmÞÞjranðQÞ is unitarily equivalent to MnðKðHÞðkÞÞ and such that
#fððTijÞÞ ¼ CQðT ðmÞij ÞQD
always holds. However, being in the commutant of MnðKðHÞðmÞÞ; Q must
have the form Q ¼ diagðP;P;y;PÞ for some projection P in the commutant of
KðHÞðmÞ: It follows thatKðHÞðmÞjranðPÞ is unitarily equivalent toKðHÞðkÞ and we
always have
#fððTijÞÞ ¼ ðVn1 AP;y;Vnn APÞðT ðmÞij Þ
PBV1
^
PBVn
0
B@
1
CA:
If we deﬁne c by
cðTÞ ¼ APT ðmÞPB;
it is clear that #c ¼ #f; hence, f ¼ c: &
We now want to extend the preceding lemma with KðHÞ replaced by an
arbitrary Cn-subalgebra of KðHÞ: Suppose S is a Cn-subalgebra of KðHÞ:
It follows from [1] that we can write H as a direct sum H ¼ H0"
P"
iAI H
mi
i (each
mi a positive integer) and we can, up to unitary equivalence, write S as the C
n-
direct sum
S ¼ 0"
X"
iAI
K
ðmiÞ
i : KiAKðHiÞ; fjjKijjgAc0ðIÞ
( )
:
D. Hadwin, D.R. Larson / Journal of Functional Analysis 199 (2003) 210–227220
This gives, for each iAI ; a representation pi :S-KðHiÞ so that, for every SAS;
S ¼ 0"
X"
iAI
pðmiÞi ðSÞ;
that is, the identity representation idS on S is unitarily equivalent to
idS ¼ 0"
X"
iAI
pðmiÞi :
Moreover, in [1] it is shown that if r :S-BðHrÞ is any * homomorphism ofS; then
there is a Hilbert space M0 and a family fki : iAIg of cardinals (possibly 0) such that
r is unitarily equivalent to
0"
X"
iAI
pðkiÞi
on the Hilbert space M0"
P"
iAI H
ðkiÞ
i :
Theorem 5. Suppose S is a Cn-subalgebra of KðHÞ; r :S-BðHrÞ is a *
homomorphism, A; B are operators and f is defined on S by
fðSÞ ¼ ArðSÞB:
If f is completely k-rank-nonincreasing, then there is a projection P in the
commutant of rðSÞ such that the restriction of r to ran P is unitarily
equivalent to a subrepresentation (direct summand) of id
ðkÞ
S and such that, for
every SAS;
fðSÞ ¼ APrðSÞPB:
Proof. Write idS ¼ 0"
P"
iAI p
ðmiÞ
i and r ¼ 0"
P"
iAI p
ðkiÞ
i ðSÞ on Hr ¼
M0"
P"
iAI H
ki
i : For each jAI ; deﬁne tj :KðHjÞ-S so that for every KAKðHjÞ;
tjðKÞ ¼ 0"
P"
iAI K
ðmiÞ
i ; where Kj ¼ K ; and Ki ¼ 0 when iaj: Clearly, f3tj is
completely mjk-rank-nonincreasing. Since ðf3tjÞðKÞ ¼ Aðr3tjÞðKÞB; it follows from
the preceding lemma that there is a projection Pj in the commutant of ðr3tjÞðKðHjÞÞ
such that ranðPjÞCHkjj and ðr3tjÞðKðHjÞÞjranðPjÞ is unitarily equivalent to
KðHjÞðnjÞ for some njpmjk (where nj is the minimal integer such that f3tj is
completely nj-rank-nonincreasing) and such that ðf3tjÞðKÞ ¼ Aðr3tjÞðKÞB for every
KAKðHjÞ: Let P ¼
P
jAI Pj: Since the ranges of the Pj’s are orthogonal, P is a
projection, and P is in the commutant of rðSÞ and fðSÞ ¼ APrðSÞPB for every
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SAS: Also rjran P is unitarily equivalent to P"jAI pðnjÞj ; which is clearly a direct
summand of id
ðkÞ
S : &
Corollary 2. If S is a Cn-subalgebra of KðHÞ and f :S-BðMÞ is a completely
bounded, completely rank-nonincreasing linear map on S; then there are
operators A;B such that jjAjj jjBjj ¼ jjfjjcb; and such that, for every
SAS;
fðSÞ ¼ ASB:
Moreover, if f is completely positive, we can choose A ¼ Bn:
The preceding corollary, combined with Theorem 1, clearly implies Theorem 2.
The following is an equivalent formulation of Theorem 2.
Theorem 6. Suppose A is a unital separable Cn-algebra, H is a separable
Hilbert space, p :A-BðHÞ is a unital * homomorphism, and f :A-BðMÞ is a
unital completely bounded linear map. The following are equivalent:
(1) There is a representation r of A that is approximately equivalent to p; and
operators A;B; with jjAjj jjBjj ¼ jjfjjcb; such that, for every SAA;
fðSÞ ¼ ArðSÞB:
(2) For every nAN and TAMnðAÞ; rankðfnðTÞÞprankðpnðTÞÞ:
Moreover, if f is completely positive, we can choose A;B in (1) so that A ¼ Bn:
Proof. We can assume that SCBðHÞ and p is the identity map on S: Then the
condition in (2) is that f is completely rank-nonincreasing. It follows from the results
in [6,7] that statement (1) holds if and only if it holds for fjðA-KðHÞÞ: Hence, the
implication ð2Þ ) ð1Þ follows from the preceding theorem. The reverse implication is
obvious. &
We can show that our main conjecture is true for Cn-algebras of operators.
Corollary 3. Suppose S is a separable unital Cn-algebra, H;M are separable
Hilbert spaces, p :S-BðHÞ is a unital * homomorphism, and f :S-BðMÞ
is a (not necessarily bounded) linear map. Then f is a point-strong limit of skew-
compressions of p if and only if, for every nAN and every TAMnðSÞ;
rankðfnðTÞÞprankðpnðTÞÞ:
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Proof. We can assume SCBðHÞ and p is the identity map on S: Suppose
f is completely rank-nonincreasing. To show that f is a point-strong limit
of skew compressions, it follows from [9] that it is enough to show that
fjðS-FðHÞÞ is a point-strong limit of skew-compressions. In turn, we need
only look at ﬁnite-dimensional subspaces of S-FðHÞ: Since every ﬁnite
subset of S-FðHÞ generates a ﬁnite-dimensional Cn-algebra contained in
S-FðHÞCS-KðHÞ; the desired conclusion follows from the preceding
theorem. &
An operator f : BðHÞ-BðHÞ is called elementary if there are ﬁnitely many
operators A1;B1;y;An;Bn so that, for every TABðHÞ;
fðTÞ ¼
Xn
j¼1
AjTBj :
Call the smallest possible n in the above representation the degree of f: It is
clear that elementary operators on BðHÞ are weakn-continuous and completely
bounded. The continuity implies that such maps are determined by their
restrictions toKðHÞ: Also the above representation is equivalent to a representation
of the form fðTÞ ¼ XT ðnÞY : We can therefore describe elementary operators in
terms of rank.
Theorem 7. The following are true for a linear map f : BðHÞ-BðHÞ:
(1) f is elementary with degreeðfÞpn if and only if f is completely bounded, weakn-
continuous, and completely n-rank-nonincreasing.
(2) In the subset of completely bounded weakn-continuous linear maps on BðHÞ; the
set of all elementary operators of degree at most n ðnoNÞ is closed under point-
weak limits.
(3) If f is elementary with degree n; then there are operators A1;B1;y;An;Bn so
that jjPnj¼1 AjAnj jj12jjPnj¼1 Bnj Bjjj12 ¼ jjfjjcb and, for every TABðHÞ;
fðTÞ ¼
Xn
j¼1
AjTBj :
Example 2. Let f :Mn-Mn be the transpose map. It is clear that f is linear,
completely bounded, and trivially weakn-weakn continuous. Hence, f is an
elementary map. If T ¼ ðEijÞAMnðMnÞ; then rankðTÞ ¼ 1; and rankðfnðTÞÞ ¼ n2:
Hence, the degree of f must be at least n2: On the other hand, every linear
map on Mn has degree at most n
2; since, for A ¼ ðaijÞ; fðAÞ ¼
P
i;j aijfðEijÞ
and each summand is a rank non-increasing linear map. Hence, the degree of f is
exactly n2:
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Example 3. Suppose A ¼ ðaijÞ is an n 
 n matrix. We let f :Mn-Mn be Schur
multiplication by A; i.e., fððtijÞÞ ¼ ðaijtijÞ: Then the map #f :MnðMnÞ-C is given by
the formula
#fðSÞ ¼ traceðTSÞ;
where ðaijEijÞ: However, T is unitarily equivalent to AT"0; so rank T ¼ rank A: It
follows from Lemma 1 that the degree of f is rank A:
4. Closures of joint similarity orbits
We now construct examples to provide negative solutions to two conjectures in [4].
If T ¼ ðT1;y;TnÞAðMdÞn is an n-tuple of d 
 d matrices, the joint similarity orbit
SðTÞ of T is deﬁned as
SðTÞ ¼ fðA1T1A;y;A1TnAÞ : AAMd ; A invertibleg:
The following two conjectures appear in [4]:
(1) [4, Conjecture 8.14] Suppose TAðMdÞn: Then SASðTÞ if and only if
rank pðSÞprank pðTÞ for all noncommutative polynomials p:
(2) [4, Conjecture 9.1] Suppose TAðMdÞn: Then AASðTÞ if and only if for every
noncommutative polynomial p; pðAÞASðpðTÞÞ:
The ﬁrst conjecture was proved when n ¼ 1 in [3]. Hence, it follows immediately
that these two conjectures are actually the same.
Example 4. Deﬁne T1 ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0
BB@
1
CCA; T2 ¼
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA;
T3 ¼
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA; T4 ¼
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
0
BB@
1
CCA; T5 ¼
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA; and let
T ¼ ðT1;T2;T3;T4;T5Þ: Let A1 ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0
BB@
1
CCA; A2 ¼
0 0 1
2
0
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA;
A3 ¼
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA; A4 ¼
0 0 12 0
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA; and A5 ¼
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0
BB@
1
CCA:
Since the product of any two elements of fT2;T3;T4;T5g is 0; the algebra A
generated by T1;T2;T3;T4;T5 equals the linear span of T1;T2;T3;T4;T5: Further-
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more, the linear mapping f :A-M4 deﬁned by fðTjÞ ¼ Aj ð1pjp5Þ is an algebra
homomorphism. Moreover, the algebra A can be described as the set of all 2
 2
block matrices of the form
l A
0 l
	 

with l a scalar and AAM2: Then the mapping f
can be expressed as
f
l A
0 l
 ! !
¼ l trðAÞE
0 l
 !
;
where E ¼ 1 0
0 0
	 

: Let S ¼ l A
0 l
	 

: If la0; then rank S ¼ rank fðSÞ ¼ 4: If
l ¼ 0 and S ¼ 0; then rank S ¼ rank fðSÞ ¼ 0: If l ¼ 0 and Sa0; then
rank fðSÞp1prank S:
It follows that if A ¼ ðA1;A2;A3;A4;A5Þ and T ¼ ðT1;T2;T3;T4;T5Þ; then, for
every polynomial p; rank pðAÞprank pðTÞ: It follows from [3] that, for every
polynomial p; pðAÞASðpðTÞÞ: However, the statement AASðTÞ is equivalent
to the statement that f is a point-norm limit of similarities. However, the
restriction of f to spfT2;T3;T4;T5g looks exactly like tr on M2; so f is not a
point-norm limit of similarities. This shows that Conjectures 8.14 and 9.1 in [4] are
both false.
Using the ideas in the preceding paragraph, we can construct a simpler
counterexample to the conjectures in [4].
Example 5. It follows immediately from the Jordan canonical form that
every complex matrix is similar to its transpose. However, the transpose map is
not a homomorphism. But it is a homomorphism on commutative algebras of
matrices.
Let T1 ¼
0 1 0
0 0 0
0 0 0
0
@
1
A;T2 ¼ 0 0 10 0 0
0 0 0
0
@
1
A; and let Aj be the transpose of Tj for
j ¼ 1; 2: It follows that, for any polynomial pðx; yÞ; pðAi;A2Þ is the transpose of
pðT1;T2Þ; so we have pðT1;T2Þ and pðAi;A2Þ are similar for every polynomial pðx; yÞ:
However, the map f that sends pðT1;T2Þ to pðA1;A2Þ is not completely rank-
nonincreasing, since
rank f2
T1 T2
0 0
 !
> rank
T1 T2
0 0
 !
:
Note that if dim HoN and fð1Þ ¼ 1; then f is a limit of similarities if and only if
f is a limit of skew-compressions. To see this, assume that fðSÞ ¼ limn-N AnSBn
for every SAS: Thus AnBn-fð1Þ ¼ 1: Hence, for sufﬁciently large n; AnBn is
invertible, which, in ﬁnite dimensions, implies that both An and Bn are invertible.
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Thus
fðSÞ ¼ lim
n-N
ðAnBnÞ1AnSBn ¼ lim
n-N
B1n SBn:
Hence, our main conjecture, when restricted to unital maps in ﬁnite dimensions
gives what we feel is the correct conjecture for joint similarity orbits.
Conjecture 2. Suppose S;TAðMdÞn: Then SASðTÞ3 the map that sends pðTÞ to
pðSÞ for each noncommutative polynomial is well-deﬁned and completely rank-
nonincreasing.
Note that our main conjecture implies, in ﬁnite dimensions, that a unital
completely rank-nonincreasing linear map must be a limit of similarities. It has
been proved in [8] that, in ﬁnite dimensions, a unital completely rank-non-
increasing linear map on a linear space S of matrices can be uniquely extended
to a completely rank-nonincreasing algebra homomorphism on the algebra
generated by S:
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