Machine Learning for Quantum Dynamics: Deep Learning of Excitation
  Energy Transfer Properties by Häse, Florian et al.
Machine Learning for Quantum Dynamics: Deep Learning of Excitation
Energy Transfer Properties
Florian Ha¨se, Christoph Kreisbeck,∗ and Ala´n Aspuru-Guzik†
Department of Chemistry and Chemical Biology,
Harvard University, Cambridge, Massachusetts, 02138, USA
(Dated: July 21, 2017)
Understanding the relationship between the structure of light-harvesting systems and their exci-
tation energy transfer properties is of fundamental importance in many applications including the
development of next generation photovoltaics. Natural light harvesting in photosynthesis shows
remarkable excitation energy transfer properties, which suggests that pigment-protein complexes
could serve as blueprints for the design of nature inspired devices. Mechanistic insights into energy
transport dynamics can be gained by leveraging numerically involved propagation schemes such as
the hierarchical equations of motion (HEOM). Solving these equations, however, is computationally
costly due to the adverse scaling with the number of pigments. Therefore virtual high-throughput
screening, which has become a powerful tool in material discovery, is less readily applicable for the
search of novel excitonic devices. We propose the use of artificial neural networks to bypass the
computational limitations of established techniques for exploring the structure-dynamics relation in
excitonic systems. Once trained, our neural networks reduce computational costs by several orders
of magnitudes. Our predicted transfer times and transfer efficiencies exhibit similar or even higher
accuracies than frequently used approximate methods such as secular Redfield theory.
I. INTRODUCTION
Studying excitation energy transport (EET) has been
of great interest across different fields bridging evolu-
tionary biology to solar cell engineering for many years.
Especially natural light-harvesting has been the sub-
ject of intense research. Pigment-protein complexes ex-
hibit remarkable transport properties which facilitate
highly efficient excitation energy transfer across long
distances.1–4 Thus, identifying working principles that
ultimately transform into blueprints for novel nature-
inspired excitonic devices is an active research frontier.5,6
Mechanistic studies reveal valuable insight into the mi-
croscopic details of EET. Prominent examples are given
by studies probing the impact of electronic coherence or
non-trivial interactions between excitons and specific vi-
brational modes on transfer characteristics.7–13 However
such investigations are tedious since they require sophis-
ticated experimental setups,11–16 as well as computation-
ally involved accurate simulations of open-quantum sys-
tem dynamics.7–9,17–20 Further, there are only a few fun-
damentally different natural light-harvesting complexes
from which alone we cannot extract the relation between
the structure of an excitonic system and its dynamics in
full detail.
In order to relate the dynamics to the underlying struc-
ture, it is desirable to investigate a large number of ar-
tificially designed excitonic systems. This has been re-
cently addressed in several theoretical works.21–24 For
example, analyzing perturbations on pigment geometries
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in the Fenna-Matthews-Olson (FMO) complex revealed
that higher transport efficiencies tend to be realized by
more compact structures.25 The drawback of these sta-
tistical approaches is that they need to run exciton dy-
namics calculations for ten thousands of randomly gener-
ated physically-plausible multi-chromophoric structures.
Due to the sheer number of performed dynamics simula-
tions, such an analysis becomes quickly computationally
exhaustive, even though less sophisticated methods such
as Lindblad equations are used.25
Here, we follow a novel path and leverage concepts
from deep learning to bypass the computational demand
of established techniques for exploring EET properties
(see Fig. 1). Specifically, we train multi-layer perceptrons
(MLPs), a class of fully connected feed-forward artificial
neural networks to predict average exciton transfer times
and overall transfer efficiencies. The input features to
the MLPs are hereby given by the parameters of the cor-
responding Frenkel exciton Hamiltonians. For large scale
screening of parameter space, only a fraction of all sys-
tems needs to be actually calculated to train the MLPs.
Once trained, our neural networks evaluate transfer times
just within a few milliseconds and thus bypass the com-
putational demand of established techniques for explor-
ing EET properties, while maintaining sufficiently high
prediction accuracy.
We demonstrate the potential of the MLPs by con-
sidering various artificial datasets which were generated
by uniform sampling of pigment excitation energies and
inter-pigment couplings in the vicinity of the energies
and couplings of a set of relevant biological complexes:
the FMO complex,26 as well as the light-harvesting com-
plexes CP43, CP47 and the reaction center (RC) of
photosystem II.27–29 We aim to predict average trans-
fer times from an initially excited donor to a certain
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FIG. 1. Machine learning excitation energy transfer properties in open quantum systems. (A) Fenna-Matthews-Olson (FMO)
pigment-protein complex with eight chlorophyll pigments in the conventional numbering scheme. Dominant energy transfer
pathways from the donor pigment 8 (blue) to the acceptor pigment 3 (orange) are indicated. (B) Results for average transfer time
〈t〉 calculations for energy transfer in the FMO complex from the donor to the acceptor obtained from solving the hierarchical
equations of motion (HEOM), the approximate secular Redfield formalism and predicted by multi-layer perceptrons (MLPs)
designed in this study. Computational costs are reported for each method. (C) Illustration of the MLP architecture. MLPs
accept Frenkel exciton Hamiltonians as input feature and predict average transfer times and efficiencies. The best network
architectures were obtained through Bayesian optimization.
acceptor pigment. Fig. (1) shows the situation for the
FMO complex, which serves as an energy wire bridg-
ing the chlorosome and the reaction center in the pho-
tosynthetic apparatus of green sulfur bacteria and has
become a standard system for comparing energy transfer
properties.30 Initial excitation is assumed to be located
at the donor pigment 8 since this pigment is in the prox-
imity of the light-harvesting chlorosome antenna. Then,
the excitation energy needs to be transferred to the tar-
get pigment 3 which couples to the reaction center where
photochemical reactions are triggered. In the context
of EET, the latter process is typically modeled as irre-
versible energy trapping.31–34
The MLP models are trained based on transfer prop-
erties obtained with the hierarchically coupled equa-
tion of motion technique (HEOM),35–37 which is a non-
perturbative open quantum system approach taking into
account non-Markovian effects. HEOM has become one
of the standard tools in the field (a ready-to-run online
package is available on nanohub.org)38 and serves in this
manuscript as ground truth to quantify the error for the
predictions made by the neural networks. The accuracy
of the predictions critically depends on the choice of hy-
perparameters such as the number of neurons, number
of hidden layers or the learning rate, which collectively
define the specific architecture of the neural network.
However, the best set of these parameters is a priori un-
known. Therefore, we determine the architectures for our
MLP models from a Bayesian optimization on selected
hyperparameters. This procedure is well-established in
the machine learning community and was shown to out-
perform architectures built by domain experts.39
We assess the quality of our MLP predictions by com-
paring the relative error of our predicted transfer times to
the relative error made by secular Redfield calculations.
The latter is simple to implement and commonly used to
avoid the numerical complexity of more accurate HEOM
simulations. Our findings demonstrate that MLPs pro-
vide a computationally significantly cheaper alternative
to secular Redfield computations at comparable or, in
most of our examples, even higher accuracy. Results for
the FMO complex are summarized in Fig. (1).
II. MACHINE LEARNING APPROACH
A number of studies across many fields in recent years
have demonstrated how machine learning models can be
utilized to accelerate a variety of computations by sev-
eral orders of magnitude at a reasonable level of accu-
racy. For example, Gaussian processes were used to
predict formation of free energies for catalyst surface
chemistry.40 Neural networks have been successfully em-
ployed for the construction of various forms of trans-
ferable and non-transferable atomistic potentials.41–43
Protein-ligand binding affinities were accurately pre-
dicted by atomic convolutional neural networks,44 and
multi-layer perceptrons were trained to predict excited
state energies in the context of exciton dynamics,45 as
well as other electronic properties of small molecules.46,47
3In the subsequent sections, we develop a machine learn-
ing framework based on multi-layer perceptrons which
predict excitation energy transfer properties of exci-
tonic systems rather than obtaining them from com-
putationally expensive calculations. In future applica-
tions, this approach could facilitate large-scale screening
such as the search for best-performing devices or stud-
ies on structure-function relationships in natural light-
harvesting.
Overall, our procedure can be summarized as follows.
Based on the Frenkel exciton Hamiltonian we leverage
standard open quantum system approaches to generate
a database comprising of average transfer times and effi-
ciencies for EET from a donor to a target pigment for a
random set of Frenkel exciton Hamiltonians. The com-
plete dataset is split into a training set, on which we train
each MLP model, as well as a validation and a test set.
For training data selection we will compare two strate-
gies: (i) random selection of data points and (ii) selection
of training data based on a principal component analysis
(PCA) which allows us to extract those data points cov-
ering the most information sampled in the dataset. As
we show in Sec. III, the latter strategy is of particular
relevance if the space of transfer properties is not evenly
sampled and many representatives in the training set ex-
hibit redundant information. We run a Bayesian opti-
mization procedure to identify the best architecture for
our MLP models. The performance of each architecture
is quantified by the average relative absolute error made
when predicting transfer properties for the validation set.
Finally, we run predictions on the test set to assess the
ability of the optimized architecture to generalize to re-
alizations that were neither employed for training nor for
validation during the Bayesian optimization. The source
code for exciton transfer property predictions along with
all trained MLP models as well as the datasets generated
in this study are made available on GitHub.48
A. Generating the excitation energy transfer
database
To demonstrate the capabilities of our machine learn-
ing approaches, we investigate four datasets of ran-
domly generated excitonic systems that are sampled
around pigment-protein complexes found in natural light-
harvesting. For future reference, the generated database
can be downloaded from a GitHub repository.48
For our first dataset, we sample Hamiltonians around
the FMO complex (Fig. 1), which serves frequently as the
prototype light-harvesting complex. We construct three
additional datasets that are motivated by the photosys-
tem II of higher plants. For one set, we consider the eight
pigments of the reaction center (RC) core, in which the
primary step of charge separation is initiated through the
electronically excited pigment ChlD1.
28,49 For the other
two sets, the reaction center core is extended by including
either light-harvesting complex CP47 or CP43 of photo-
Label #Sites εlow [cm
−1] εhigh [cm−1] Vrange [cm−1]
RC 8 14800 15000 -50 ... 50
FMO 8 12000 12800 -100 ... 100
CP43 21 14800 15100 -60 ... 60
CP47 24 14500 15300 -100 ... 100
TABLE I. Lower and upper limits in between which excited
state energies ε and inter-site couplings V were sampled uni-
formly to generate the four datasets of this study. Each
dataset consists of 12000 Hamiltonians with excited state
energies and inter-site couplings within the reported ranges.
Note, that the labels CP43 (CP47) denote datasets which are
inspired by the CP43+RC (CP47+RC) biological complexes.
system II into the exciton system. For simplicity, we re-
fer to the dataset inspired by the CP43+RC (CP47+RC)
complex as the CP43 (CP47) dataset from hereon. For
each dataset, we generated 12000 exciton Hamiltonians
by uniformly sampling excited state energies and inter-
site couplings from a fixed range of values, as is summa-
rized in Tab. I.
In the following, we are interested in transfer char-
acteristics such as average transfer times from an ini-
tially excited pigment (donor) to a target pigment (ac-
ceptor). This model provides a simple description of the
first step of photosynthesis, where energy is absorbed in
the antenna pigments and subsequently transferred to
the reaction center in which photochemical reactions are
triggered. The energy transport in light-harvesting com-
plexes is determined by coupled pigments which are em-
bedded in a protein scaffold,50,51 and is typically mod-
eled with an effective Frenkel exciton Hamiltonian.52,53
We include energy trapping in the acceptor pigment phe-
nomenologically by introducing anti-Hermitian parts in
the Hamiltonian. The exciton dynamics is expressed in
terms of the reduced density matrix, which can be ob-
tained from standard open quantum system approaches.
We compute exciton transfer times for all Hamiltonians
in our datasets with the hierarchical equations of motion
(HEOM)35–37 method, implemented in the QMaster soft-
ware package, version 0.2.31,54,55 HEOM is a numerically
exact method which accurately accounts for the reorgani-
zation process,56–59 in which the vibrational coordinates
rearrange to their new equilibrium positions upon elec-
tronic transition from the ground to the excited potential
energy surface. For all Hamiltonians we assumed iden-
tical Drude-Lorentz spectral densities J(ω) = 2λ ωνω2+ν2 ,
describing the exciton-phonon interaction. We do not use
the parameters of the spectral density as input features
for our neural networks. Extending our approach to pre-
dict transfer properties for various spectral densities goes
beyond the present scope and is the aim of future work.
More details on the Frenkel exciton Hamiltonian and the
exciton dynamics methods, as well as the definition of
the transfer time and transfer efficiencies, are given in
the supplementary information Sec. III A.
Distributions of transfer times for all exciton Hamilto-
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FIG. 2. Distributions of exciton transfer times computed for
all 12000 generated exciton Hamiltonians for each dataset us-
ing the HEOM approach implemented in QMaster. Vertical
red lines indicate the transfer time of the exciton Hamiltonian
corresponding to the biological complex. In all calculations
we use a trapping rate of Γ−1trap = 1 ps, an exciton life-times
of Γ−1loss = 0.25 ns, and a temperature of T = 300 K. The
parameters of the spectral density are set to λ = 35 cm−1,
ν−1 = 50 fs.
nians of each dataset are depicted in Fig. 2. The transfer
times for the Hamiltonians of the biological complexes
are highlighted in every distribution. Excited states
and inter-site couplings for the exciton Hamiltonians of
the biological complexes are taken from literature,27–29,60
and are uploaded to the GitHub repository.48 All popu-
lation dynamics simulations are initialized as a fully pop-
ulated site 1, serving as a donor, while site 3 acts as ac-
ceptor that couples to an energy sink with trapping rate
Γtrap (see supplementary information Sec. III A). Note
that the labeling of the donor and acceptor state is with-
out loss of generality as rows and columns of the Hamilto-
nian can be permuted in a suitable way, which effectively
corresponds to a relabeling of the pigments.
We find large variations in the ranges of transfer times
between the four datasets. The RC and CP43 datasets,
both with relatively narrow ranges of excited state en-
ergies and site couplings, yield relatively small transfer
times. In contrast, we observe a wider spread in transfer
times for the FMO dataset and the CP47 dataset which
is consistent with the broader range of excited state en-
ergies and site couplings that were sampled.
The transfer times of the actual biological complexes
lie close to the mode of the distributions for all four
datasets. This suggests that natural systems may not
be specifically selected for extraordinary transfer proper-
ties, as they exhibit transport characteristics that are just
likely to occur, even for a random choice of the exciton
Hamiltonian. The conclusions of a recent evolutionary
study for the FMO complex,61 goes along a similar di-
rection and suggests that the FMO complex has evolved
towards stability to mutations rather than a selection of
specific transfer characteristics. However, we note that
we did not take into account structural considerations
which could change the picture as many of our randomly
generated artificial Hamiltonians may not be realizable
under structural constraints.
B. Principal component analysis for improved
training data selection
We select the training sets for our MLP models follow-
ing two methods for dataset splitting. In the simplest
ansatz, we select the training set randomly from our cre-
ated dataset. However, due to the nature of how we
randomly sampled our Hamiltonians, the transfer char-
acteristics are not distributed homogeneously and many
representations of our Hamiltonians might be very similar
and thus are expected to carry redundant information.
As can be seen in Fig. 2, Hamiltonians yielding longer
transfer time-scales are for example underrepresented in
all four datasets.
Therefore, we follow a different path and carry out
a more sophisticated selection process. The idea is to
add those Hamiltonians to our training set which give
the most information. We perform a principal compo-
nent analysis (PCA) on the 8000 Hamiltonians contain-
ing dataset (after separating 2000 Hamiltonians each for
validation and testing). We project each Hamiltonian
onto a reduced space spanned by the most relevant prin-
cipal components. The Hamiltonians for the training set
are then selected such that they are maximally separated
in the reduced space. This procedure guarantees that our
training set constitutes the most diverse entities.
C. Setup of the multi-layer perceptron architecture
The architectures of our multi-layer perceptrons
(MLPs) are designed for supervised learning of exciton
energy transfer properties. All exciton Hamiltonians
were reshaped into vectors and provided as input features
to the MLPs, which were used to predict exciton transfer
times and transfer efficiencies simultaneously. Since, the
input features of neural networks need to be of fixed size,
we construct separate MLPs for each dataset in order to
treat the different dimensionalities of the exciton Hamil-
tonians. Details on the rescaling of the input features
and predicted output, as well as on the training proce-
dure are provided in the supplementary information (see
Sec. III D).
The 12000 Hamiltonians of each dataset were split into
three sets: a training set of up to 6000 Hamiltonians
for training MLP model instances with particular hyper-
parameters, a validation set of 2000 Hamiltonians used
to evaluate the MLP architecture during optimization
of the hyperparameters and a test set of 2000 Hamilto-
nians to probe out-of-sample prediction accuracies. All
5constructed MLP models were trained with stochastic
gradient descent with 200 data points per batch and the
ADAM optimizer,62 until the average relative absolute
error (see Eq. 1) on the validation set increased over three
full consecutive training epochs. Neuron saturation was
avoided with L2 regularization on all weights of all neu-
rons but the output neurons.
An essential component in developing accurate ma-
chine learning models consists in choosing proper values
for the model hyperparameters. For this MLP frame-
work, we consider a total of six hyperparameters. The
initial learning rate µ for the ADAM optimizer and the
regularization parameter λ. We also included the number
of MLP layers and the number of neurons per layer, as
well as the activation functions for neurons in each layer,
for which we allowed five different options to choose from.
The only exception is the last layer, for which we always
use the softplus activation function to constrain our MLP
models to the prediction of always positive transfer times
and efficiencies. Lastly, we treat the number of training
points as a hyperparameter in order to study the effect
of the variations in the number of training samples on
the prediction accuracy. The set of hyperparameters to
be optimized and their allowed ranges are summarized in
the supplementary information in Tab. V
We employ a Bayesian optimization algorithm,63 in or-
der to scan the space of hyperparameters for the most
accurate model. The model accuracy was defined as
the average relative absolute error (see Eq. 1) in exciton
transfer times predicted by the MLP and correspond-
ing HEOM simulations for the validation set. All gen-
erated MLP models were constructed and trained with
the same random seed. Bayesian optimization is a com-
mon tool in machine learning and balances exploration
of parameter space and exploitation of previous infor-
mation. The idea of this ansatz is to reduce the num-
ber of costly function evaluations under the assumption
that the unknown function was sampled from a Gaus-
sian process. In contrast to gradient or Hessian based
optimization techniques, Bayesian optimization uses in-
formation of all previously evaluated points and can thus
find a good approximation to the minimum of non-convex
functions in relatively few iterations. We carried out the
Bayesian optimization of MLP hyperparameters in the
spearmint software package.39 MLP models were gener-
ated and trained using the Tensorflow package, version
1.0.64
III. RESULTS: PREDICTION OF TRANSFER
TIMES WITH NEURAL NETWORKS
In the subsequent discussion, we demonstrate the ca-
pabilities of our trained MLP models by analyzing the
average relative absolute error
∆τ =
〈 |tHEOM − tmodel|
tHEOM
〉
dataset
, (1)
Dataset Model ∆τtrain [%] ∆τvalid [%] ∆τtest [%]
FMO
Network (PCA) 4.53 4.38 7.41
Network 10.53 10.75 11.56
Redfield 9.70 9.96 9.60
RC
Network (PCA) 2.71 2.73 3.35
Network 3.61 3.58 3.76
Redfield 8.62 8.67 8.60
CP43
Network (PCA) 4.42 4.47 4.72
Network 4.66 4.71 4.86
Redfield 4.71 4.66 4.73
CP47
Network (PCA) 12.36 12.32 12.59
Network 13.36 13.34 13.59
Redfield 10.48 10.47 10.51
TABLE II. Average relative absolute error ∆τ (see Eq. 1)
of exciton transfer times computed with HEOM and either,
predicted by the trained neural networks (with/without PCA
selection) or computed with secular Redfield. For all four
datasets, we show the results of the training, validation,
and test set separately. Smallest errors for each dataset are
printed in bold.
between predicted exciton transfer times and the ones
obtained with the numerically exact HEOM calculations.
Although we restrict our discussion to transfer times, we
note that similar conclusions hold for the analysis of the
transfer efficiencies since both characteristics are strongly
correlated. Tab. II summarizes the results for the pre-
dicted transfer times for our four generated datasets.
The predictions are carried out with the Bayesian op-
timized MLP architectures, which show slight variations
in their best-performing hyperparameters depending on
the dataset at hand. However, for all datasets, the neural
networks tend to prefer shallow but broad architectures
comprising of only a few layers with each layer containing
a larger number of neurons. More details on the proce-
dure and results for the hyperparameter optimization can
be found in the supplementary information Sec. III E.
A. Prediction accuracies of trained multi-layer
perceptrons
Our trained MLP models predict exciton transfer times
for out-of-sample Hamiltonians at almost the same ac-
curacy as for Hamiltonians on which MLP parameters
and hyperparameters were optimized (see Tab. II). This
demonstrates the ability of our MLP models to gener-
alize to previously unseen data and to provide accurate
out-of-sample predictions. Noteworthy, there is no signif-
icant asymmetry in the distribution of the relative abso-
lute errors for the individual Hamiltonians or the train-
ing/validation and test set (see Fig. 3). Therefore, the ar-
chitectures of the neural networks are well-balanced and
neither in the regime of over-fitting, which would result
in a large discrepancy in errors between the training and
validation sets nor did we over-optimize the neural net-
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FIG. 3. Normalized distributions of the average relative ab-
solute error of predicted exciton transfer times and exciton
transfer times computed with HEOM. The left (blue) side of
the plots illustrate the distributions of average relative abso-
lute errors for predictions on the training and the validation
set, while the right (orange) side of the plots illustrates the
errors for predictions on the test set.
work architecture during Bayesian optimization.
Overall we find a high accuracy of our predictions and
small average relative errors on the test sets which are
in the range between 3.35 % for RC (PCA selected train-
ing set) and 13.59 % for the largest considered exciton
system CP47 attached to RC (random selected training
set). The CP47 dataset exhibits the most diverse transfer
properties (see Fig. 2), which explains the larger average
relative absolute errors in the predictions when compared
to the other datasets.
The accuracy of the predictions can be enhanced by
a more sophisticated PCA selection of the training set
without the need of generating additional computation-
ally expensive data points. The level of improvement of
the PCA selection over a random selection of the train-
ing set differs for the four complexes. In general, we find
that MLPs can be trained almost equally accurate with
either selection method. The highest benefit of the PCA
selected training set is obtained for the FMO and CP47
dataset, which are not only the most diverse ones out of
our four datasets but are biased towards Hamiltonians
showing fast transfer. As intuitively expected, select-
ing training points based on PCA is most advantageous
for datasets with an extremely unevenly sampled feature
space.
B. Comparing multi-layer perceptron predictions
to secular Redfield results
Next, we provide a context for the observed MLP pre-
diction accuracies by comparing them to the errors made
by the frequently employed secular Redfield method,
which is essentially derived from second order pertur-
bation theory in the system-bath interaction in com-
bination with a Markov approximation. Accuracies of
the transfer times for both, the secular Redfield calcula-
tions and the MLP predictions are evaluated according
to Eq. (1). Here, the HEOM calculations again serve as
ground truth. For the datasets inspired by the smaller
exciton systems FMO and RC, the trained MLPs outper-
form secular Redfield, even for out-of-sample predictions,
whereas for the datasets around larger systems both ap-
proaches are similarly accurate.
For example in the case of the biological exciton Hamil-
tonian of the FMO complex, HEOM reveals a trans-
fer time of 7.95 ps. The trained MLP model predicts
a transfer time of 7.52 ps which is slightly more accurate
than secular Redfield calculations that result in 7.48 ps.
Exciton transfer times obtained for all four biological
complexes with all three approaches are reported in the
supplementary information Tab. III. However, while the
MLP prediction takes about 5 ms, secular Redfield cal-
culations took about 14.5 min on a single CPU (compu-
tation times are listed in the supplementary information
in Tab. IV). We conclude that our trained MLP predic-
tions are competitive to secular Redfield calculations in
terms of their accuracy, but (once trained) come at a
significantly reduced computational cost.
Besides analyzing the accuracy in terms of averaging
over all realizations in the datasets, we compare the
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FIG. 4. Relative errors in exciton transfer times computed
with the hierarchical equations of motion (HEOM) approach
and exciton transfer times computed with the secular Red-
field approach and predicted by neural networks respectively.
Displayed are relative deviations for all four datasets: the
Fenna-Matthews-Olson (FMO) complex, the reaction center
(RC) core, the RC with the CP43 complex and the RC with
the CP47 complex. Regions in which the absolute of devia-
tions of neural network predicted transfer times from HEOM
computed transfer times are smaller than deviations for Red-
field are shaded in green.
7relative errors in transfer time for secular Redfield and
the MLP predictions in more detail on the level of
individual Hamiltonians. Fig. 4 depicts scatter plots
where the horizontal axes measure the accuracy of
secular Redfield calculations and the vertical axes reflect
the accuracy of MLP predictions for MLPs trained
on the PCA selected datasets. We do not distinguish
between training, validation, and test set and show
the complete dataset. Almost all the Hamiltonians
show a ∆tRedfield = (tHEOM − tRedfield)/tHEOM > 0,
which demonstrates that secular Redfield systematically
underestimates transfer time scales. On the other hand,
the predictions under- as well as overestimate transfer
time-scales yielding a more symmetrical distribution
along the horizontal axis. For the RC (FMO) dataset,
more than 95 % (80 %) of the Hamiltonians fall into
regions marked as green, for which the neural networks
provide higher accuracy than secular Redfield. For all
other datasets, secular Redfield and the MLP predictions
are equally likely to give better results, with about 59 %
(57 %) of the Hamiltonians for CP43 (CP47) falling
within the green shaded region. This is in agreement
with our average relative absolute errors listed in Tab. II.
We did not observe any cases for which the MLPs show
relative errors that significantly exceeded any of the
secular Redfield ones.
CONCLUSION
In this study, we have outlined how machine learning
approaches can be employed to bypass computationally
costly simulations of open quantum system dynamics in
the context of excitation energy transfer. Overall we find
that MLPs are capable of predicting transfer times for
excitonic systems at higher or comparable accuracy than
the frequently used secular Redfield approach albeit at
much lower computational costs. Therefore we conclude
that MLP models are a promising alternative for extract-
ing excitation energy transfer properties when compared
to frequently used rate equation methods.
The presented approach is of particular interest for
large-scale analyses of the structure-transport relation-
ship in excitonic systems. An area of great interest in
excitonics is the study of the dynamics of charge dis-
sociation at the interface present in bulk heterojunc-
tion photovoltaics.65,66 We believe a tool like this will
help in the rapid screening of material properties in
the mesoscale and therefore help the search for high-
performance OPV systems.67
Once trained, evaluations of MLP models come at al-
most no additional cost. Our four generated MLP ar-
chitectures (each optimized for one of the four datasets)
predict transfer times for an aggregated set of 48,000 ex-
citon Hamiltonians just within a few seconds, while the
corresponding quantum dynamics simulations take sev-
eral GPU (CPU) years for the HEOM (secular Redfield)
calculations. Our trained MLP models extend well to
out-of-sample predictions for exciton Hamiltonians that
are close to the sampled parameter regime. However,
to employ MLPs on parameter regimes beyond those
probed in the existing database requires running com-
putationally expensive exciton dynamics for a few thou-
sand Hamiltonians in order to extend our training set.
To avoid this bottleneck a potential strategy could be to
leverage already existing data, e.g. produced by a user
community of existing software packages such as QMas-
ter. However such data can be quite diverse. To this
end, future research needs to focus on novel more gen-
eral neural network architectures that accurately predict
transfer times for flexible spectral density parameters as
well as for differently sized exciton systems.
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SUPPLEMENTARY INFORMATION
A. Modeling of excitation energy transfer
The energy transport in light-harvesting complexes is determined by coupled pigments which are embedded in
a protein scaffold.1,2 The large number of degrees of freedom in the system renders ab initio calculations on the
atomistic level impossible. Therefore, the exciton transfer dynamics is typically modeled with an effective Frenkel
exciton Hamiltonian.3,4 The exciton Hamiltonian for a system of N sites for the single exciton manifold reads
Hsystem =
N∑
i=1
εi|i〉〈i|+
N∑
i6=j
Vij |i〉〈j|, (2)
where εi denotes the first excited state energy of the i-th pigment molecule and Vij denotes the Coulomb coupling
between excited states at the i-th and j-th molecule. We assume that the exciton system couples linearly to the
vibrational environment of each pigment, which is assumed to be given by a set of harmonic oscillators. The phonon
mode dependent interaction strength is captured by the spectral density
Ji(ω) = pi
∑
k
~2ω2i,kd2i,kδ(ω − ωi,k). (3)
Here, di,k defines the coupling of the k-th phonon mode (b
†
i,k) of the i-th pigment with frequency ~ωi,k.
In the first step of photosynthesis, energy is absorbed in the antenna pigments and subsequently transferred to the
reaction center in which photochemical reactions are triggered. Within a simple picture, this process can be modeled
by energy transfer from an initially excited pigment (donor) to a target state (acceptor). We model energy trapping
in the acceptor state |acceptor〉 phenomenologically by introducing anti-Hermitian parts in the Hamiltonian
Htrap = −i~Γtrap/2 |acceptor〉〈acceptor|, (4)
where Γtrap defines the trapping rate. In a similar way, we model radiative or non-radiative decay to the electronic
ground state as exciton losses
Hloss = −i~Γloss/2
∑
i
|i〉〈i|. (5)
The rate Γ−1loss defines the exciton lifetime. In this study we are interested in two different exciton propagation
characteristics: the average transfer time
〈t〉 = Γtrap/η
∫ tmax
0
dt t 〈acceptor|ρ(t)|acceptor〉, (6)
and the overall efficiency
η =
∫ tmax
0
dtΓtrap〈acceptor|ρ(t)|acceptor〉, (7)
which corresponds to the accumulated trapped population during the transfer process. For numerical evaluations, we
replace the upper integration limit by tmax which is chosen such that the total population within the pigments has
dropped below 0.0001.
The exciton dynamics is expressed in terms of the reduced density matrix ρ(t), which can be obtained from standard
open quantum system approaches. Here we employ the hierarchical equations of motion (HEOM) approach which
accounts for the reorganization process,5–8 in which the vibrational coordinates rearrange to their new equilibrium
position upon electronic transition from the ground to the excited potential energy surface. The major drawback
of the HEOM approach is the adverse computational scaling, which arises from the need to propagate a complete
hierarchy of auxiliary matrices. Therefore, we employ a high-performance implementation of HEOM integrated into
the QMaster software package.9–11 As demonstrated in previous publications, QMaster enables HEOM simulations
for large systems comprising of up to hundred pigments,12 as well as to perform accurate calculations for highly
11
structured spectral densities.10,11,13,14
A computationally much cheaper formalism, the Redfield approach, can be derived with the assumption of weak
couplings between the system and the bath in combination with a Markov approximation.4,15 The secular approxima-
tion simplifies the equation even further and allows to write the dynamics in the form of a Lindblad master equation.
This drastically reduces the computational demand of this approach compared to exciton propagation under the
HEOM, which explains the popularity of the secular Redfield equations. However, secular Redfield has been shown
to underestimate the transfer times in certain light-harvesting complexes.16
B. Exciton transfer properties of biological Hamiltonians
We report the exciton transfer times calculated for the four light-harvesting complexes (LHCs) FMO, RC, CP43+RC
and CP47+RC.17–20 Exciton transfer times were obtained from HEOM calculations, secular Redfield calculations and
MLP predictions. Results are listed in Tab. III. For all four biological complexes, we find that the MLP predictions
are more accurate than the secular Redfield calculations.
LHC
Exciton transfer time [ps] Computation time
HEOM MLP Secular Redfield HEOM (GPU) MLP (CPU) Secular Redfield (CPU)
FMO 5.78 4.99 4.18 2.1 min 5 ms 14.5 min
RC 7.94 7.52 7.48 3.9 min 3 ms 8.9 min
CP43+RC 13.80 11.64 11.16 7.4 h 5 ms 14.6 h
CP47+RC 18.92 19.31 15.08 31.2 h 4 ms 40.9 h
TABLE III. Comparison of exciton transfer times for the light-harvesting complexes (LHCs) considered in this study computed
with the hierarchical equations of motion (HEOM), multi-layer perceptrons (MLPs) and secular Redfield. We report the
obtained exciton transfer times as well as the runtimes of the calculations. Note, that HEOM calculations were run on GPUs,
while MLP predictions and secular Redfield calculations were run on CPUs. MLPs were trained on PCA selected training sets
and neither of the LHCs was included in the training sets.
C. Computational cost of exciton dynamics calculations
Established methods for computing the population dynamics of excitonic systems such as the hierarchical equations
of motion (HEOM) approach suffer from adverse computational scaling. Because of this drawback less sophisticated
techniques with lower computational demand such as the secular Redfield method are more popular. Both methods
need to run a full population dynamics calculation for obtaining exciton transfer properties such as the average
transfer time or transfer efficiency.
We report the runtimes of HEOM and secular Redfield calculations observed during the generation of the four
datasets used in this study. Each dataset consists of 12000 randomly generated exciton Hamiltonians for which
we computed average transfer times and transfer efficiencies with both methods (see Sec. II A for details). HEOM
calculations were carried out in the high-performance QMaster package,9–11 which uses the architecture of GPUs
for propagating a complete hierarchy of auxiliary matrices in parallel. Secular Redfield calculations were run on
single core CPUs. Computation time for the individual Hamiltonians show some variations in computation time
since depending on the excitation energy transfer times, we need to run the exciton dynamics for a larger or smaller
number of time-steps. In Table IV we show the average computation time for a single exciton Hamiltonian for each
dataset (average over all 12,000 Hamiltonians), as well as the total computational cost to generate the complete
datasets.
As a compromise between accuracy and computational costs we truncate the hierarchy at Nmax = 5 for the datasets
with fewer pigments (RC and FMO) and at Nmax = 4 for the datasets with more pigments (CP43 and CP47).
We tested that the accuracy is retained at these truncation levels by simulating a random selection of 10 exciton
Hamiltonians drawn from each dataset at respective lower and higher levels of truncation. We observe an average
1.6 % deviation in the calculated transfer times between the higher and lower truncation levels for the FMO dataset.
The RC and CP43 datasets show smaller deviations with 1.1 % for RC and 0.1 % for CP43. For the CP47 we observe
a deviation of about 2.4 %. Despite the small deviations induced by the earlier truncation of the hierarchy, we use
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the lower truncation level in our dataset generation to keep the computational costs at a reasonable level (see Tab. IV).
While transfer properties in smaller systems, as they are modeled in the RC and FMO datasets, can be calculated
within a few minutes, calculations on larger systems modeled in the CP43 and CP47 datasets show significantly
higher computational demands with typical runtimes in the order of 6 to 18 hours. The significant computation
times illustrate that large-scale simulations on artificial exciton systems can be computationally quite exhaustive.
Multi-layer perceptrons (MLPs), however, encode a set of matrix operations, which allows for a significantly faster
calculation of the properties of interest. By construction, the time for computing the output of an MLP scales
linearly with the number of neurons in the architecture. We find that our trained MLP models could predict exciton
transfer times and transfer efficiencies of one complete dataset introduced in this study in less than 10 seconds on a
single CPU. This estimate includes the time spent for loading all 12000 exciton Hamiltonian matrices into memory
and running the matrix operations encoded in the MLP architecture as well as writing the results of the prediction
to file.
Dataset
HEOM (GPU) MLPs (CPU) Secular Redfield (CPU)
Tsingle Tall Tsingle Tall Tsingle Tall
FMO 4.0 min 33.6 days <0.1 ms 0.3 s 8.8 min 73.5 days
RC 2.2 min 18.3 days 0.1 ms 1.6 s 4.4 min 36.3 days
CP43 5.8 h 7.9 years 0.6 ms 7.5 s 10.7 h 14.7 years
CP47 18.2 h 24.9 years 0.1 ms 1.5 36.6 h 41.9 years
TABLE IV. Runtimes T for exciton transfer time computations carried out with the QMaster package, version 0.2,9–11 for all
four datasets. We report runtimes for the entire datasets, Tall, each comprising of 12000 exciton Hamiltonians, as well as the
average runtime per exciton Hamiltonian, Tsingle. Hierarchical equations of motion (HEOM) calculations were carried out on
a NVIDIA Tesla K80 GPU and secular Redfield calculations as well as multi-layer perceptron (MLP) predictions on Intel(R)
Xeon(R) CPUs X5650 @ 2.67 GHz.
MLP models can be considered a valid alternative to secular Redfield calculations when running exciton dynamics
calculations on a large number of excitonic systems due to the comparable accuracy at an orders of magnitude lower
computational cost.
D. Dataset preparations for multi-layer perceptron predictions
MLP models constructed in this study were designed to predict exciton transfer times and transfer efficiencies
from the Frenkel exciton Hamiltonian of an excitonic system. The numerical values of excited state energies and
inter-site couplings in the exciton Hamiltonian, as well as, the transfer times and transfer efficiencies depend on the
chosen unit system. Further, the ranges of these properties can be very different (see for instance Tab. I).
Features and targets with significantly different numerical values are more challenging to learn for most machine
learning models as the applied model first has to learn the general range of numerical values before it can learn more
subtle differences. The training procedure of machine learning models in general and MLPs, in particular, can be
accelerated by rescaling features and targets to similar numerical values.
Instead of providing the Frenkel exciton Hamiltonians as training features and the transfer times and efficiencies
as training targets in a particular system of physical units we rescaled both features and targets based on the
parameter ranges in the training set to facilitate faster and more stable MLP training. In particular, we subtracted
the training set mean from all excited state energies in the exciton Hamiltonians and then mapped all feature
elements hij onto the interval [−2, 2] (see Eq. 8), where hij denotes a particular element of a particular exciton
Hamiltonian and Htrain denotes the set of all exciton Hamiltonians in the training set. The rescaled features are
denoted with h˜ij . Rescaling the input features onto the [−2, 2] interval ensures that all input values lie within sen-
sitive regions of input layer activation functions, which avoids neuron saturation at the beginning of the MLP training.
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h˜ij = 4
hij − hmin
hmax − hmin − 2, hmin = minhij∈Htrain(hij), hmax = maxhij∈Htrain(hij). (8)
Prediction targets need to be rescaled onto an interval, which lies within the codomain of the output layer
activation function. The target properties in this study are exciton transfer times and efficiencies. Both of these
properties are always positive, but while efficiencies also have an upper bound, transfer times could a priori be
arbitrarily large. We, therefore, chose the softplus function for the activation function of the MLP output layer as
it exhibits similar properties. To use most of the non-linear regime of the softplus function, we decided to map our
training targets t (the collective set of transfer times and efficiencies) onto the interval (0, 4] based on the maximum
transfer time and efficiency in the training set Ttrain (see Eq. 9). Exciton transfer times and transfer efficiencies were
rescaled separately. Note, that both exciton transfer times and efficiencies are always positive which justifies the
implicit lower bound of zero in the equation.
t˜ =
4t
tmax
, tmax = max
t∈Ttrain
(t) (9)
E. Bayesian optimization for hyperparameter selection
Multi-layer perceptrons (MLP) consist of a set of neurons organized in layers. Each neuron accepts an input, which
is rescaled by a set of weights and biases intrinsic to the neuron, to calculate its output. The outputs of neurons in
one layer are propagated through the MLP as the input for the subsequent layer. While weights and biases of each
neuron are collectively referred to as the parameters of the MLP, an MLP model contains additional free parameters
such as the number of layers and the number of neurons per layer. The latter are the hyperparameters of the model.
MLP parameters are typically optimized on the training set with gradient based optimization techniques such as
stochastic gradient descent. Hyperparameters are instead selected by optimizing the parameters of an MLP on the
training set and evaluating the prediction accuracy on the validation set.
In this study, we decided to employ a Bayesian optimization approach to find hyperparameters for accurate MLP
architectures. We chose a total of six hyperparameters to be optimized and set fixed ranges for each of them for
the Bayesian optimization. Hyperparameters and ranges are reported in Tab. V. In particular, we also included the
number of training points as a hyperparameter to investigate by how much the prediction accuracy of MLPs can
increase when expanding the training set.
Hyperparameter low high
Training points 4000 6000
Network layers 3 18
Neurons per layer 2 2000
Learning rate 10−7 10−1
Regularization 10−18 106
Activation function
sigmoid, relu, tanh
softsign, softplus
TABLE V. Selection of hyperparameters for Bayesian optimization of the MLP architecture. Lower and upper bounds were
applied to the search space for five of the six parameters. Five different options were provided to the Bayesian optimizer for
choosing an activation function for all but the last network layer.
The particular ranges for individual hyperparameters were chosen based on a few test training runs and chosen
large enough that the Bayesian Optimizer is able to explore diverse MLP architectures. Although we found that
MLPs perform more accurately when using more points in the training set, we restricted the number of training
points to 6000 as a compromise between accuracy and computational demand. Especially for PCA sampled training
sets we observed only a small advantage of larger training sets measured by the validation set error. Several activation
functions were probed in the Bayesian optimization.
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1. Convergence of Bayesian optimization runs
Bayesian optimization selects a particular set of hyperparameters from all the possible values for each of the
hyperparameters (see Tab. V). The MLP corresponding to this set of hyperparameters is then constructed and
trained on the training set. Prediction errors on the validation set are used to evaluate the prediction accuracy of
each constructed MLP after it was trained.
The Bayesian optimization procedure was run for a total time period of seven days (walltime) on four GPUs
(NVIDIA Tesla K80) for each dataset (FMO, RC, CP43, CP47) and each training set selection method (random,
PCA). We extract the validation set error for all MLPs generated and trained in this process. During optimization,
we keep track of validation error of the current optimal MLP architecture. Fig. 5 to illustrate the progress of the
hyperparameter optimization. After only a few iterations the prediction error for the validation set already has
significantly dropped.
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FIG. 5. Smallest relative validation error for the set of MLPs trained during the Bayesian Optimization over the number of
MLP evaluations in the optimization.
In each of the Bayesian optimization procedures we did not see any decrease in the validation set errors for at least
the last 200 proposed MLP architectures. Further, we observe that as opposed to a single best set of hyperparameters
the Bayesian optimization instead reveals a number of MLP architectures with different hyperparameter values but
similarly small validation set errors. Therefore, we conclude that the Bayesian optimization converged for all datasets
and identified reasonably accurate MLP architectures.
2. Bayesian optimization results
We recorded the minimum validation set errors of all MLPs constructed and trained during the Bayesian optimiza-
tion procedure to study the effect of particular hyperparameter choices on the prediction accuracy (see Fig. 6).
Optimal sets of hyperparameters resulting in the smallest validation set error for all four datasets with MLPs
trained on PCA select (randomly drawn) training sets are reported in Tab. VI (Tab. VII). While MLPs trained on
the RC and the FMO datasets, which consists of fewer excitonic sites, tend to prefer shallow but broad architectures
we achieved the smallest relative validation set errors with more hidden layers and fewer neurons per hidden layer for
the CP43 and the CP47 dataset with more excitonic sites.
Hyperparameter RC FMO CP43 CP47
Training points 6000 6000 5480 6000
Layers 3 5 3 3
Neurons per layer 1729 1258 1899 749
Learning rate 10−3.83 10−3.44 10−3.24 10−3.19
Activation softsign relu tanh softsign
Regularization 10−14.37 10−18.0 10−7.80 10−2.91
TABLE VI. Optimized multi-layer perceptron (MLP) hyperparameters for the four investigated datasets (PCA selected training
sets) used in the main text. Hyperparameters were optimized in a Bayesian optimization procedure.
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Hyperparameter RC FMO CP43 CP47
Training points 6000 6000 6000 6000
Layers 3 3 3 7
Neurons per layer 901 1382 1913 962
Learning rate 10−2.84 10−3.21 10−4.23 10−4.08
Activation softsign softsign softsign softsign
Regularization 10−18.0 10−16.1 10−12.0 10−4.3
TABLE VII. Optimized multi-layer perceptron (MLP) hyperparameters for the four investigated datasets (randomly selected
training sets). Hyperparameters were optimized in a Bayesian optimization procedure.
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FIG. 6. Scatter plot of the average absolute relative errors of multi-layer perceptrons (MLPs) constructed during the Bayesian
optimization procedure and trained on the indicated data set in dependence of the particular choices of hyperparameters made
by the Bayesian optimizer. Each point represents the hyperparameters for the best architecture for each optimization step.
MLPs were trained on PCA selected training sets.
F. Comparison of exciton transfer times obtained from exciton dynamics calculations and multi-layer
perceptron predictions
We trained MLP models to predict exciton transfer times and efficiencies from Frenkel exciton Hamiltonians to
provide an alternative to computationally costly exciton dynamics calculations. In this section, we comment on the
prediction accuracy of MLP models by comparing their predictions with results obtained from two popular exciton
dynamics approaches, the secular Redfield method and the hierarchical equations of motion (HEOM) formalism
(on which the MLPs were trained). While secular Redfield is known to underestimate exciton transfer times it is
computationally cheaper than HEOM.
We provide a context for MLP prediction accuracies by comparing MLP predicted transfer times to transfer times
obtained from secular Redfield and HEOM calculations on the level of individual Hamiltonians. Fig. 7 shows scatter
plots of transfer times obtained from all three approaches. We plot transfer times predicted by MLPs and secular
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Redfield versus transfer times calculated with HEOM, which we consider as the ground truth for the purpose of this
study. The green line in Fig. 7 indicates perfect agreement between HEOM predictions and predictions by either
MLPs or secular Redfield.
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FIG. 7. Exciton transfer times as computed with the hierarchical equations of motion (HEOM) approach compared to ecxiton
transfer times calculated with the secular Redfield method or predicted from trained multi-layer perceptrons (MLPs). Panels
show the exciton transfer times obtained for all 12000 exciton Hamiltonians in each of the four generated datasets. The griin
line indicates perfect agreement between HEOM results and predictions by either MLPs or secular Redfield.
By comparing the exciton transfer time predictions of the secular Redfield approach to the exciton transfer times
of HEOM we observe that secular Redfield almost always underestimates transfer times consistently in all four
datasets. MLPs instead over- and underestimate exciton transfer times, which is due to the symmetric loss function
employed during MLP training and hyperparameter optimization.
The absolute deviation between Redfield and HEOM transfer times generally increases with the value of the exciton
transfer time, as observed in previous studies.16 Also for the MLP predictions, we observe a larger deviation from
the HEOM results for longer transfer times. However, in contrast to secular Redfield, the error is still distributed
rather symmetrically around our ground truth. This observation is explained by the fact that MLPs were trained to
minimize the relative deviation between predicted and HEOM transfer times. That is, for longer transfer times the
predictions can afford larger deviations from HEOM which results in an opening funnel structure, especially seen in
the scatter plot for the CP47 dataset. In addition, all of the presented datasets include fewer data points at larger
transfer times (see Fig. 2), but MLPs are trained to minimize loss functions which take the unweighted average over
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all transfer times.
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