Abstract. An image processing technique to capture motions of crowds is proposed and it is applied to understanding pedestrianinduced lateral vibration in a footbridge. Firstly, an outline of recording sequential images of vibration in the bridge is described and, then an image processing for human-head recognition from a single image of crowd is developed. In this method, conventional template matching techniques with human-head templates are extended by employing some selected templates, an updated search-algorithm and a classifier for clustering. Consequently, more than 50% of human-heads could be identified by the proposed method. Then, motions of detected human-heads, together with the bridge response, are tracked. Finally, interaction between the motions of pedestrians and the vibration of the bridge is discussed, with the emphasis on synchronization between the responses of the pedestrians and the bridge.
Introduction
The vertical dynamic force by pedestrians is known to be around 2 Hz [2] , and it sometimes causes resonance on footbridges, when a vertical vibration mode of footbridges possesses its natural frequency of 2 Hz. Hence, attention is paid to designing footbridges so that the natural frequencies of vertical vibration modes are not close to 2 Hz [13] .
On the other hand, the horizontal dynamic force by pedestrians is relatively small [2, 22] and, thus, it had been believed that significant vibrations of footbridges could not be induced by the horizontal force of pedestrians. However, it was reported that a large number of pedestrians induced lateral vibrations of footbridges with large amplitudes [3, 10] . In the study by Fujino et al. [10] , they recorded the lateral vibration of a footbridge by an analog video camera and tracked the motions of some pedestrians. Their results indicate that motions of the pedestrians are synchronized with the response of the footbridge. They also found from the experiments that humans on a shaking floor gradually changed their way of walking according to the motion of the floor [17] . Recently, the same type of pedestrian-induced lateral vibration in footbridges occurred in the Solferino-Bridge in Paris [7] and the Millennium-Bridge in London, and both bridges were closed for the safety of pedestrians. In the London Millennium-Bridge, the amplitude of the lateral vibration reached around 70 mm [26] and, after investigations for more than one year, passive dampers were installed and, consequently, the vibration was significantly reduced [5, 6, 9] . It was also reported in a newspaper that the lateral vibration occurred in Brooklyn-Bridge in 2003, when a blackout led to a large number of people to rush up to the bridge. However, the interaction of pedestrians and vibrations of those bridges are so complex that the mechanisms of the human-induced lateral vibration in footbridges have not been well understood [26] .
Digital image processing has been remarkably developed and, due to the development of digital hardware, it could be applied to practical engineering problems, such as measuring flows of fluids (e.g. [16, 20] ) or deformation of solids (e.g. [1, 25] ). Other typical applications are recognizing objects (e.g. [8] ) and capturing motions of hands, foots and eyes (e.g. [11, 12] ). Detecting humans is one of the important applications, but its purpose has been limited to recognizing several humans [4, 19] .
In this study, an image processing technique to capture motions of a large crowd is developed. Then, it is applied to sequential images, which record motions of a large number of pedestrians on an actual footbridge in Japan during a case of the lateral vibration. Finally, the relationship between the motions of pedestrians and the vibration of the footbridge is evaluated with the aid of the responses computed by the image processing.
Measurement of pedestrians with CCD cameras in T-Park Bridge
T-Park Bridge is a two-span cable-stayed bridge with a steel box-type girder (Fig. 1) , and is located at the suburbs of Tokyo in Japan. It has 180 m length and 5.25 m width. It connects a boat race stadium and a bus terminal. When a big boat race is finished, a large number of people pass on the bridge deck; at peak, about two thousand pedestrians walk on the bridge deck and this evokes the lateral vibration.
In order to capture the motions of the crowd and the vibration, CCD cameras of 1.3 million pixels and of 30 frame/sec were set up at the roof of the stadium as shown in Fig. 2 . It is noted that images taken by the camera mainly include the backs of the heads of pedestrians due to the restriction of the location of the camera. Figure 3 is an example of the recorded sequential images, which are 8 bit depth of gray scale image. The figure also indicates two regions; one includes pedestrians and is going to be used in detecting human-heads, and another is a part of the bridge deck and is going to be used in tracking bridge motion in the image processing. The significant lateral vibration of the bridge usually continues for around 15 minutes and the total number of recorded images during the vibration is about 27,000 (= 15 × 60 sec × 30 frame/sec). These image data are directly transferred to a computer, which possesses RAID hard disk system for real-time recording of all images without any compression.
Image processing to detect human-heads from images of crowd

Application of the template matching with simple GA
In the image processing, template matching methods have been applied to problems to detect objects from an image. In these methods, the similarity of brightness patterns between a template and a part of the image is evaluated by the correlation coefficient between them. In practical applications, the template itself is not included in the image, but its similar patterns are involved with changing its position, angle or size. Since parameters specifying these changes are unknown in advance, an optimization algorithm is employed in order to find them [15] . Figure 4 shows an example of the template matching to detect human faces with one template, where parameters to be identified are positions in 2D, a rotational angle and an expansion (or shrinkage) ratio of detected objects relative to the template. Nagao et al. [14] proposed a template matching method with the aid of GA. In this method, human faces were detected from an image with several templates and good results were obtained.
In the direct application of the method by Nagao to our study, ten images of typical human-heads are selected from the recorded images, and they are employed as templates of the matching. However, the number of detections is less than one-third of all pedestrians among the image (see the top bar in Fig. 5 ).
Improvement of template matching techniques
Pre-selection of templates
In the application of the template matching technique, the selection of templates is one of the most important factors in obtaining a high success rate in detection procedures. In this study, fifty typical human-heads are randomly extracted from the recorded images, as the candidates of templates. Then, pre-template-matching with each candidate and a few recorded images is executed, and the performance of detection by all the candidates is evaluated by success rates: λ ≡ N C /N T , where N T and N C are the number of all detections and the number of detected human-heads by a candidate, respectively. Finally, ten candidates with higher success rates are employed as templates.
It is noted that the use of more than ten templates needs more computational time, but gives almost the same success rate. 
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Application of real-coded GA
Real-coded GAs are genetic algorithms using real values as genes and they have been proved to possess a high performance in complex parameter identification problems, compared with GAs using binary code [18] . In this study, a real-coded GA with simplex crossover [24] , together with minimal generation gap model [21] , is employed for parameter identification in the template matching. Figure 4 shows comparisons of success rates in detecting human heads from an image by the template matching methods using random templates with simple GA, the selected templates with simple GA and the selected templates with the real-coded GA. From the figure, it is found that the use of the selected templates and employment of the real-coded GA increase the success rate by twice and by around 10%, respectively.
Removal of miss-detections by classifier
Maximum likelihood classifier
The improvements of the template matching increase not only the success rate, but also the number of missdetections; objects such as backs of humans and parts of the bridge. To remove these miss-detections, a classification with maximum likelihood classifier is employed after the detection. The classification has been widely used in object recognition of image processing and known to be efficient [8, 23] . Accuracy of the classification largely depends on characteristics of features, and employment of an even smaller number of features enables accurate classification, when they possess properties to separate classes well. In this study, two classes are defined; one is a class of human heads, and the other is a class of all the miss-detections, and the following five features are employed.
Feature A: The correlation coefficient in the detection by the template matching method is chosen as a feature. The feature is expected to be a measure of similarity between the detected object and the class of human heads.
Feature B: The detected human heads are almost symmetric on the vertical center line as shown in Fig. 6 . Hence, a feature is defined as the sum of the difference of brightness between the two pixels, which are located at symmetric to the line. shoulder and background. Hence, the difference of the maximum and minimum brightness in the region is chosen as a feature. Feature D: Humans-heads change their positions in the adjacent images, and they could be recognized as dynamic objects, when the frame difference method with three sequential images [23] is applied. Hence, a ratio between the number of pixels of the dynamic object and the total number of all the pixels is employed as a feature. The purpose of the feature is to exclude static objects. As an example, a human-head after applying the frame difference method is presented in Fig. 7 , where dynamic objects are drawn in gray levels, while static objects are in white.
Feature E: This feature is defined as the sum of the difference of brightness between the two pixels, which are located symmetrically to the vertical line (same as in feature B), after applying the frame difference method. This is employed for picking up symmetric and dynamic objects. 
Results of classification
The maximum likelihood classifier with the five features is applied to removing the miss-detections by the template matching methods. In the classification, one hundred training data of the two classes are selected randomly from the recorded images. Figure 8 shows results of the classification by employing the features A, B, the features A, B, C, D and all the features. The figure shows that the results of the classification become accurate as the increase of the number of features, and employment of all the features gives more than 90% accuracy in classification. After the classification, the success rate of detecting human-heads is around 60%.
Motions of pedestrians and vibration of T-park Bridge
Tracking by the template matching method
Firstly, the recorded sequential images are divided into segments so that each segment includes 300 images (images for 10 sec), where 150 images are overlapped with the adjacent segments. Then, Motions of pedestrians are tracked by applying the same template matching method to the sequential images in each segment.
In the tracking process, human-heads are detected in the first image of the segment, and they are used as templates. Then, their similar brightness patterns are tracked from the following sequential images. The centroids of the detected regions by the tracking are considered to be the positions of pedestrians in each image. It is noted that the size of detected human-heads becomes smaller in images as the time passes, since almost all the pedestrians move away from the stadium. Therefore, continuous tracking of the same human-heads becomes more difficult and, in this case, computation with 10 seconds images is the limit of correct tracking.
The time-history of the number of detected human-heads by the tracking method is shown in Fig. 9 . Figure 10 presents an example of walking paths of pedestrians for 10 sec and it is found from the figure that heads of pedestrians vibrate harmonically in the horizontal direction with a constant frequency.
The motion of the bridge is also tracked by the same template matching method. In this case, a part of the bridge deck at the basement of an illumination pole (see Fig. 3 ) is selected as the template. Figures 11(a) and (b) show the time-history of the average amplitude and the lateral displacement response of the bridge deck in a period subjected to large vibration, respectively. From the figures, it is found that the displacement of the bridge deck sometimes exceeds 10 mm in a period of 200-500 sec and it has gradually becomes small after 500 sec.
Relation between the motions of pedestrians and the bridge
The dominant frequency of horizontal motion of a pedestrian in each segment is identified from the peak of Fourier amplitude spectra of its response. The dominant frequency of the bridge response is also identified by the same process in the corresponding segment. In these identifications, 0.1 Hz is the step size in the frequency domain at this case. Then, pedestrians whose dominant frequencies are within ± 0.1 Hz in comparison with that of the bridge are judged as synchronized, and a ratio for synchronization of pedestrians is defined as α = n L /n T , where n L is the number of synchronized pedestrians and n T is the total number of pedestrians detected by the image processing.
The time-history of the synchronized ratio is shown in Fig. 12 . The figure indicates that the synchronized ratio is an average of 60% in a period of 100-600 sec in the figure, where the bridge deck is subjected to large lateral vibration as shown in Fig. 11 .
Conclusions
This study proposes an image processing technique to detect human-heads from a crowd and describes its application to the analysis of pedestrian-induced lateral vibration of a footbridge. The proposed image processing technique is a direct extension of a template matching method and it can detect more than 50% of human-heads from images of a crowd. Then, motions of pedestrians and vibration of the footbridge are tracked and they are compared in frequency domain. The results indicate that around 60% of pedestrians on the bridge deck are synchronized to the response of the bridge.
