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Abstract: A distributed nonsmooth robust resource allocation problem with cardinality constrained uncertainty is investigated in
this paper. The global objective is consisted of local objectives, which are convex but nonsmooth. Each agent is constrained in its
private convex set and has only the information of its corresponding local objective. The resource allocation condition is subject to
the cardinality constrained uncertainty sets. By employing the duality theory of convex optimization, a dual problem of the robust
resource allocation problem is presented. For solving this dual problem, a distributed primal-dual projected algorithm is proposed.
Theoretically, the convergence analysis by using stability theory of differential inclusions is conducted. It shows that the algorithm
can steer the multi-agent system to satisfy resource allocation condition at the optimal solution. In the end, a nontrivial simulation is
shown and the results demonstrate the efficiency of the proposed algorithm.
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1 Introduction
In recent years, the distributed optimization problem is
widely studied as a hot topic in the areas of machine learn-
ing [1] and multi-agent system coordination [2]-[3]. In this
problem, the objective is the sum of local objectives. Each
agent can only obtain the knowledge of its private local ob-
jective. Many results of distributed optimization are focusing
on steering the system to achieve consensus at the optimal so-
lution [4]-[5]. On the other hand, the research of distributed
globally constrained optimization has also gained a great of
attention [6]-[7], especially the distributed resource allocation
problem. In order to solve the distributed resource allocation
problem, a distributed gradient-based algorithm was proposed
while the initialization of states is required [8]. After this work,
the initialization-free distributed algorithms for distributed re-
source allocation have been investigated in [9]-[10].
While most of the existing works about distributed resource
allocation have the assumption that the resource allocation
condition is deterministic. This assumption may not applied
for the distributed resource allocation problems applying in the
real world. In order to solve these problems, robustness of the
distributed resource allocation should be stressed. Robust op-
timization deals with uncertainty described by uncertain-but-
bounded parameters [11]. Typically, there are several kinds of
uncertain parameters (eg., box/interval uncertainty, ellipsoidal
uncertainty, polyhedral uncertainty, cardinality constrained un-
certainty, etc.) [12]. Zeng et al. [6] proposed a distributed
algorithm for robust resource allocation with polyhedral un-
certain parameters. However, only considering polyhedral un-
certain parameters may lead the problem too much conserva-
tive [13]. Cardinality constrained uncertainty provides a bud-
get of uncertainty in terms of cardinality constraints which
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decrease the conservatism by combining interval and polyhe-
dral uncertainty. Besides, many real-world robust optimization
problems are related with cardinality constrained uncertainty
[14]. Therefore, the robust optimization problem with cardi-
nality constrained uncertainty needs to be analysed.
Nonsmooth optimization problem is increasingly popular
due to its important role in a lot of signal processing, statis-
tical inference and machine learning problems. In the com-
pressed sensing problem, the sparsity-promoting regulator has
the form of l1-norm. In optimization problems with per-agent
constraints, the indicator function of the constraint set of agent
i is nonsmooth. In the geometric median problem, the objec-
tive is the mean of a sum of l2-norm functions.
In this paper, a distributed robust nonsmooth resource al-
location problem with cardinality constrained uncertainty has
been researched. The contributions of this paper are summed
up as three parts:
1) The robust resource allocation problem we investigate
here is with cardinality constrained uncertain parameters,
which decrease the conservatism of the problem using
polyhedral uncertain parameters.
2) We propose a distributed primal-dual projected algorithm
with considering the duality theory of convex optimiza-
tion.
3) The proof of the convergence of this algorithm has been
given by employing the theory of nonsmooth analysis and
differential inclusion.
The paper is organized as follows. In Section 2, the neces-
sary preliminary concepts of graph theory, projection operator
and differential inclusion are introduced. Section 3 shows the
robust nonsmooth resource allocation problem with cardinal-
ity constrained uncertainty. Section 4 proposes a distributed
projected primal-dual algorithm. In Section 5 the convergence
and correctness of the algorithm is proofed. Section 6 gives a
numerical example to show the effectiveness of our proposed
algorithm. Finally, Section 7 concludes this paper.
2 Preliminary
In this section, we introduce relevant notations, concepts on
graph theory, projection operators and differential inclusions.
2.1 Graph Theory
A weighted undirected graph G is denoted by G(V , E ,A),
where V = {1, . . . , n} is a set of nodes, E = {(i, k) : i, k ∈
V ; i 6= k} ⊂ V × V is a set of edges, and A = [αi,k] ∈ Rn×n
is a weighted adjacency matrix such that αi,k = αk,i > 0
if (k, i) ∈ E and αi,k = 0 otherwise, where R
n×n denotes
the set of n-by-n real matrices. k ∈ Ni denotes agent k is a
neighbour of agent i. The Laplacian matrix is Ln = D − A,
where D ∈ Rn×n is diagonal with Di,i =
∑n
k=1 αi,k, i ∈
{1, . . . , n}. Specifically, if the weighted graph G is undirected
and connected, then Ln = L
T
n ≥ 0.
2.2 Projection Operator
Define a projection operator as PΩ(u) = argminv∈Ω{u −
v}, where Ω ⊂ Rn is closed and convex,Rn denotes the set of
n-dimensional real column vectors.
Lemma 2.1. [15] LetΩ ⊂ Rn be closed and convex, and de-
fine V : Rn → R as V (x) = 12 (‖x−PΩ(y)‖
2−‖x−PΩ(x)‖2)
where y ∈ Rn. Then V (x) ≥ 12‖PΩ(x) − PΩ(y)‖
2, V (x)
is differentiable and convex with respect to x, and ∇V (x) =
PΩ(x) − PΩ(y).
Lemma 2.2. IfΩ ⊂ Rn is closed and convex, then (PΩ(x)−
PΩ(y))
T (x− y) ≥ ‖PΩ(x) − PΩ(y)‖2 for all x, y ∈ Rn.
2.3 Differential Inclusion
Consider a nonsmooth system
x˙ ∈ F(x(t)), x(0) = x0, t ≥ 0 (1)
where F : Rq → B(Rq), B(Rq) is the collection of subsets of
R
q. A setM is said to be weakly invariant (strongly invariant)
with respect to (1) if for any x0 ∈ M , M contains a maximal
solutions (all maximal solutions)) of (1). An equilibrium point
of (1) is a point x∗ ∈ Rq such that 0q ∈ F(x∗).
Let V : Rq → R be a locally Lipschitz continuous function
and ∂V be the Clarke generalized gradient [16] of V (x) at
x. The set-valued Lie derivative [16] LFV : Rq → B(R)
of V with respect to (1) is defined as LFV (x) = {a ∈ R :
there exists v ∈ F such that pT v = a for all p ∈ ∂V (x)}. In
the case when LFV (x) is nonempty, we use maxLFV (x) to
denote the largest element of LFV (x).
Lemma 2.3. [17] For the differential inclusion (1), we as-
sume that F is upper semicontinuous and locally bounded,
and F(x) takes nonempty, compact, and convex values. Let
V : Rq → R be a locally Lipschitz and regular function,
S ⊂ Rq be compact and strongly invariant for (1), φ(·) be
a solution of (1), R = {x ∈ Rq : 0 ∈ LF(x)}, and M
be the largest weakly invariant subset of R¯ ∩ S, where R¯ is
the closure of R. If maxLFV (x) ≤ 0 for all x ∈ S, then
dist(φ(t),M)→ 0 as t→∞.
3 Problem Formulation
In this section, the distribute nonsmooth robust resource al-
location optimization problem is formulated. Consider the
following distributed nonsmooth uncertain resource allocation
problem
min
xi∈Ωi
f(x) =
n∑
i=1
fi(xi) (2)
s.t.
n∑
i=1
a¯lijx
l
i ≤ b
l
j , ∀a¯
l
ij ∈ U
l
ij
where j ∈ {1, · · · ,m}, l ∈ {1, · · · , q}, and with cardinality
constrained uncertainty sets
U lij ={a¯
l
ij |a¯
l
ij ∈ [a
l
ij − aˆ
l
ij , a
l
ij + aˆ
l
ij ],
∑
i,l
∣∣∣∣∣
a¯lij − a
l
ij
aˆlij
∣∣∣∣∣ ≤ γj , ∀i, j, l}
(3)
For agent i ∈ {1, · · · , n}, xi ∈ Rq, Ωi is the local constraint
set, and fi(xi) is the local objective which is continuous but
not necessary smooth. a¯lij ∈ R is assumed to take arbitrary
values in the uncertainty set U lij , bj = [b
1
j , · · · , b
q
j ]
T ∈ Rq , and
γj denotes the budget of uncertainty.
Then the corresponding robust optimization problem of the
problem (2) is shown as
min
xi∈Ωi
f(x) =
n∑
i=1
f i(xi)
s.t.
n∑
i=1
alijx
l
i + max
Sl
j
∈Jl
j
:|Sl
j
|=γj
∑
i∈Slj
aˆlijx
l
i ≤ b
l
j,
j ∈ {1, · · · ,m}, l ∈ {1, · · · , q} (4)
For the l-th dimensional elements of each agent’s states with
the j-th resource allocation condition,Slj is a possible set of the
chosen agents where the size of Slj is γj , and J
l
j is the set of
all possible Slj .
According to the duality of convex optimization [18], the
problem (4) can be transferred to the corresponding dual prob-
lem as
min
xi∈Ωi
f(x) =
n∑
i=1
f i(xi)
s.t.
n∑
i=1
[Aijxi +
1
n
γjzij + wij ] ≤
n∑
i=1
bij ,
Aˆijxi ≤ zij + wij , LmnqZ = 0mnq,
zij ≥ 0q, wij ≥ 0q,
i ∈ {1, · · · , n}, j ∈ {1, · · · ,m}
(5)
where Aij = diag{a1ij, · · · , a
q
ij} ∈ R
q×q ,
Aˆij = diag{aˆ1ij, · · · , aˆ
q
ij} ∈ R
q×q , zij ∈ Rq ,
zi = [(zi1)
T , . . . , (zim)
T ]T , Z = [(z1)
T , . . . , (zn)
T ]T ,
wij ∈ Rq.
∑n
i=1 bij = bj , Lmnq = Ln ⊗ Imq , where A ⊗ B
denotes the the Kronecker product of matrices A and B. 0n is
the n× 1 vector with all elements of 0.
The assumptions below are made for the wellposedness of
the problem (5) in this section.
Assumption 3.1. 1) The weighted graph G is connected and
undirected.
2) For i ∈ {1, · · · , n}, fi is strictly convex on an open set
containing Ωi, and Ωi ⊂ Rq is closed and convex.
3) (Slater’s constraint condition) There exist xi ∈ Ωi, zij ∈
R¯
q
+ and wij ∈ R¯
q
+ satisfying the constraint for i ∈ {1, · · · , n}
and j ∈ {1, · · · ,m}, where R¯q+ denotes the set of nonnegative
q-dimensional real column vectors.
The Lagrangian of dual problem (5) is described as
L(x, Z,W,Λ1,Λ2, U)
=
n∑
i=1
[f i(xi) +
m∑
j=1
[(λ1ij)
T (Aijxi +
1
n
γjzij + wij − bij)
+ (λ2ij)
T (Aˆijxi − zij − wij)]] + µ
TLmnqZ (6)
where wi = [(wi1)
T , . . . , (wim)
T ]T , W =
[(w1)
T , . . . , (wn)
T ]T , λgi = [(λ
g
i1)
T , . . . , (λgim)
T ]T ,
Λg = [(λg1)
T , . . . , (λgn)
T ]T , µi = [(µi1)
T , . . . , (µim)
T ]T ,
U = [µT1 , . . . , µ
T
n ]
T , g ∈ {1, 2}.
Then according to problem (5), the following lemma is ar-
rived by the Karush-Kuhn-Tucker (KKT) condition of convex
optimization problems.
Lemma 3.1. Under the Assumptions 3.1, a feasible point
x∗ ∈ Rnq is a minimizer to Problem (5) if and only if there
exist x∗i ∈ Ωi ∈ R
q , λ1∗ij ∈ R
q , λ2∗ij ∈ R
q, µ∗ij ∈ R
q , w∗ij ∈
R
q and z∗ij ∈ R
q such that for i ∈ {1, · · · , n}, j ∈ {1, · · · ,m}
−∂fi(x
∗
i )−
m∑
j=1
Aijλ
1∗
ij −
m∑
j=1
Aˆijλ
2∗
ij ∈NΩi(x
∗
i ), (7a)
−
1
n
γjλ
1∗
ij + λ
2∗
ij −
∑
k∈Ni
(µij − µkj) ∈NR¯q
+
(z∗ij), (7b)
−λ1∗ij + λ
2∗
ij ∈NR¯q
+
(w∗ij), (7c)
n∑
i=1
[Aijx
∗
i +
1
n
γjz
∗
ij + w
∗
ij − bij ] ≤0q, (7d)
n∑
i=1
[Aˆijx
∗
i − z
∗
ij − w
∗
ij ] ≤0q, (7e)
LmnqZ
∗ =0mnq, (7f)
(λ1∗ij )
T [Aijx
∗
i +
1
n
γjz
∗
ij + w
∗
ij − bij ] =0, (7g)
(λ2∗ij )
T [Aˆijx
∗
i − z
∗
ij − w
∗
ij ] =0. (7h)
whereNΩi(x
∗
i ) is the the normal cone of Ωi at x
∗
i .
The proof of Lemma 3.1 is omitted since it is a trivial exten-
sion of the proof for Theorem 3.34 in [19].
4 Algorithm Design
In this section, we propose a distributed algorithm for this
problem (5). The algorithm is detailed as below:


˙¯xi ∈ −x¯i+xi−∂fi(xi)−
∑m
j=1Aijλ
1
ij−
∑m
j=1Aˆijλ
2
ij
˙¯zij = −z¯ij+zij−
1
n
γjλ
1
ij+λ
2
ij−
∑
k∈Ni
αk(µij−µkj)
˙¯wij =−w¯ij + wij − λ1ij + λ
2
ij
µ˙ij =
∑
k∈Ni
αik(zij − zkj)
˙¯λ1ij =−λ¯
1
ij + λ
1
ij + [Aijxi +
1
n
γjzij + wij − bij ]
+
∑
k∈Ni
αik(y
1
ij−y
1
kj)−
∑
k∈Ni
αik(λ
1
ij−λ
1
kj)
˙¯λ2ij =−λ¯
2
ij + λ
2
ij + [Aˆijxi − zij − wij ]
+
∑
k∈Ni
αik(y
2
ij−y
2
kj)−
∑
k∈Ni
αik(λ
2
ij−λ
2
kj)
y˙1ij = −
∑
k∈Ni
αik(λ
1
ij − λ
1
kj)
y˙2ij = −
∑
k∈Ni
αik(λ
2
ij − λ
2
kj)
xi = PΩi [x¯i], zij = PR¯q
+
[z¯ij ], wij = PR¯q
+
[w¯ij ],
λ1ij =PR¯q
+
[λ¯1ij ], λ
2
ij = PR¯q
+
[λ¯2ij ]
(8)
where t ≥ 0.
The algorithm (8) can be also written as a compact form as
Φ˙ ∈F(Φ), x = PΩ[x¯], Z = PR¯mnq
+
[Z¯],
W =PR¯mnq
+
[W¯ ],Λ1 = PR¯mnq
+
[Λ¯1],Λ2 = PR¯mnq
+
[Λ¯2]
(9)
whereΦ = [x¯T , Z¯T , W¯T , UT , (Λ¯1)T , (Λ¯2)T , (Y 1)T , (Y 2)T ]T ,
PΩ[x¯] = [(PΩ1 [x¯1])
T , · · · , (PΩn [x¯n])
T ]T , z¯i =
[(z¯i1)
T , . . . , (z¯im)
T ]T , Z¯ = [(z¯1)
T , . . . , (z¯n)
T ]T ,
w¯i = [(w¯i1)
T , . . . , (w¯im)
T ]T , W¯ = [(w¯1)
T , . . . , (w¯n)
T ]T ,
λ¯
g
i = [(λ¯
g
i1)
T , . . . , (λ¯gim)
T ]T , Λ¯g = [(λ¯g1)
T , . . . , (λ¯gn)
T ]T ,
y
g
i = [(y
g
i1)
T , . . . , (ygim)
T ]T , Y g = [(yg1)
T , . . . , (ygn)
T ]T ,
g ∈ {1, 2}.
In (9), F(φ) is defined as
F(φ) ={[pTx¯ , p
T
Z¯
, pT
W¯
, pTU , p
T
Λ¯1 , p
T
Λ¯2 , p
T
Y 1 , p
T
Y 2 ]
T
∈Rnq × Rmnq × Rmnq × Rmnq
× Rmnq × Rmnq × Rmnq × Rmnq}
(10)
with


px¯ = −x¯+ x− fx − EA∗Λ1 − EAˆ∗Λ2
pZ¯ = −Z¯ + Z −
1
n
ΓΛ1 + Λ2 − LmnqU
pW¯ =−W¯ +W − Λ
1 + Λ2, pU = LmnqZ
pΛ¯1 =−Λ¯
1 + Λ1 + [A∗ETx+ 1
n
ΓZ +W −B]
+LmnqY
1 − LmnqΛ1
pΛ¯2 = −Λ¯
2 + Λ2 + [Aˆ∗ETx− Z −W ]
+LmnqY
2 − LmnqΛ2
pY 1 = −LmnqΛ
1, pY 2 = −LmnqΛ
2
(11)
where E = In ⊗ (1m ⊗ Iq) ∈ Rnq×mnq , In is the n-
dimensional identity matrix, 1m denotes the n × 1 vector
with all elements of 1. Ai = diag{Ai1, · · · , Aim} ∈
R
mq×mq , A∗ = diag{A1, · · · , An} ∈ Rmnq×mnq ,
Aˆi = diag{Aˆi1, · · · , Aˆim} ∈ Rmq×mq , Aˆ∗ =
diag{Aˆ1, · · · , Aˆn} ∈ Rmnq×mnq, Γ = In ⊗
diag{γ1Iq, · · · , γmIq} ∈ Rmnq×mnq , Lmnq = Ln ⊗ Imq ,
bi = [(bi1)
T , . . . , (bim)
T ]T , B = [(b1)
T , . . . , (bn)
T ]T ,
fx ∈ ∂f(x).
Then the equilibrium of algorithm (9) is
0nq=− x¯
∗ + x∗ − fx∗ − EA
∗Λ1∗ − EAˆ∗Λ2∗ (12a)
0mnq=− Z¯
∗ + Z∗ −
1
n
ΓΛ1∗ + Λ2∗ − LmnqU
∗ (12b)
0mnq=− W¯
∗ +W ∗ − Λ1∗ + Λ2∗ (12c)
0mnq=LmnqZ
∗ (12d)
0mnq=−Λ¯
1∗+Λ1∗+[A∗ETx∗+
1
n
ΓZ∗+W ∗−B]+LmnqY
1∗ (12e)
0mnq=−Λ¯
2∗+Λ2∗+[Aˆ∗ETx∗−Z∗−W ∗]+LmnqY
2∗ (12f)
0mnq=LmnqΛ
1∗, 0mnq = LmnqΛ
2∗ (12g)
x∗=PΩ[x¯
∗], Z∗=P
R¯
mnq
+
[Z¯∗],W ∗=P
R¯
mnq
+
[W¯ ∗] (12h)
Λ1∗=P
R¯
mnq
+
[Λ¯1∗],Λ2∗ = P
R¯
mnq
+
[Λ¯2∗] (12i)
Here we give the Lemma 4.1 to link the equilibrium of al-
gorithm with the solution of problem (4).
Lemma 4.1. Consider Problem (4) and Assumption 3.1
holds. If φ∗ ∈ R(7m+1)nq is an equilibrium of (8), then
x∗ = PΩ[x¯
∗] is a solution to Problem (4).
Proof. Suppose φ∗ ∈ R(7m+1)nq is an equilibrium of (8).
When considering (12a), (12b) and (12c), there exists fx∗ ∈
∂f(x∗) such that x¯∗ = x∗ − fx∗ − EA∗Λ1∗ − EAˆ∗Λ2∗,
Z¯∗ = Z∗− 1
n
ΓΛ1∗+Λ2∗−LmnqU∗, W¯ ∗ = W ∗−Λ1∗+Λ2∗.
Since x∗ = PΩ[x¯
∗], Z∗ = P
R¯
mnq
+
[Z¯∗], W ∗ = P
R¯
mnq
+
[W¯ ∗], it
follows that (7a), (7b) and (7c) holds.
According to (12e) and (12f), one can have that
Qj(−Λ¯
1∗ + Λ1∗ + [A∗ETx∗ +
1
n
ΓZ∗ +W ∗ −B]
+ LmnqY
1∗)=−
n∑
i=1
(λ¯1∗ij −λ
1∗
ij )+
n∑
i=1
H1∗ij = 0q (13)
Qj(−Λ¯
2∗ + Λ2∗ + [Aˆ∗ETx∗ − Z∗ −W ∗] + LmnqY
2∗)
= −
n∑
i=1
(λ¯2∗ij − λ
2∗
ij ) +
n∑
i=1
H2∗ij = 0q (14)
where Qj = 1
T
n ⊗ (I
j
m ⊗ Iq) ∈ R
q×mnq , Ijm denotes the j-th
row of Im. QjLmnqY
1∗ = 0q , QjLmnqY
2∗ = 0q, H
1
i,j =
Aijxi +
1
n
γjzij +wij − bij ,H2i,j = Aˆijxi − zij −wij . Since
λ1ij = PR¯mnq+ [λ¯
1
ij ] ≥ 0q , λ
2
ij = PR¯mnq+ [λ¯
2
ij ] ≥ 0q, λ¯
1
ij − λ
1
ij ≤
0q and λ¯
2
ij − λ
2
ij ≤ 0q for all i ∈ {1, · · · , n}. Hence (7d) and
(7e) holds. (12d) equals to (7f), which means that (7f ) holds.
It follows from (12g), (12i) and λ1ij = PR¯q
+
[λ¯1ij ] ≥ 0q ,
λ2ij = PR¯q
+
[λ¯2ij ] ≥ 0q that there exist λ
1∗
0 ∈ R¯
mq
+ and
λ2∗0 ∈ R¯
mq
+ such that Λ
1∗ = λ1∗0 ⊗ 1n and Λ
2∗ = λ2∗0 ⊗ 1n.
If λ1∗0 = 0mq and λ
2∗
0 = 0mq, the (7g) and (7h) holds. If
λ1∗0 > 0mq and λ
2∗
0 > 0mq , it is clear that λˆ
1∗
ij = λ
1∗
ij ,
λˆ2∗ij = λ
2∗
ij ,
∑n
i=1H
1∗
ij = 0q and
∑n
i=1H
2∗
ij = 0q, which
means that (7g) and (7h) also holds.
By Lemma 3.1, (x∗, Z∗,W ∗) ∈ Ω × Rmnq × Rmnq is an
optimal solution of Problem (5). Note that Problem (5) is the
strong dual problem of Problem (4). Then the proof is accom-
plished.
5 Main Result
In this section, we give the convergence analysis of our al-
gorithm (8). Define the Lyapunov candidate
V (φ) =V1(x¯) + V2(Z¯) + V3(W¯ ) + V4(U)
+ V5(Λ¯
1) + V6(Λ¯
2) + V7(Y
1) + V8(Y
2)
(15)
where


V1(x¯) =
1
2 (‖x¯− x
∗‖2 − ‖x¯− x‖2)
V2(Z¯) =
1
2 (‖Z¯ − Z
∗‖2 − ‖Z¯ − Z‖2)
V3(W¯ ) =
1
2 (‖W¯ −W
∗‖2 − ‖W¯ −W‖2)
V4(U) =
1
2 (‖U − U
∗‖2)
V5(Λ¯
1) = 12 (‖Λ¯
1 − Λ1∗‖2 − ‖(‖Λ¯1 − Λ1‖2)
V6(Λ¯
2) = 12 (‖Λ¯
2 − Λ2∗‖2 − ‖(‖Λ¯2 − Λ2‖2),
V7(Y
1) = 12 (‖Y
1 − Y 1∗‖2)
V8(Y
2) = 12 (‖Y
2 − Y 2∗‖2)
(16)
In the following lemma, we have analysed the set-valued
derivative of V (φ) defined in (15) along the trajectories of Al-
gorithm (8).
Lemma 5.1. Consider Algorithm (8) under Assumption 3.1
with V (φ) defined in (15). If β ∈ LFV (φ), then there exist
fx ∈ ∂f(x) and fx∗ ∈ ∂f(x∗) with x = PΩ[x¯] and x∗ =
PΩ[x¯
∗] such that
β ≤− (x − x∗)T (fx − fx∗)− (Λ
1)TLmnqΛ
1
− (Λ2)TLmnqΛ
2 ≤ 0
(17)
Proof. It follows from Lemma 2.1 that the gradients of V (φ)
with respect to φ are


∇x¯V (φ) = x− x∗,∇Z¯V (φ) = Z − Z
∗
∇W¯V (φ) = W −W
∗,∇UV (φ) = U − U∗
∇Λ¯1V (φ) = Λ
1 − Λ1∗,∇Λ¯2V (φ) = Λ
2 − Λ2∗
∇Y 1V (φ) = Y
1−Y 1∗,∇Y 2V (φ) = Y
2 − Y 2∗
(18)
The function V (φ) with the trajectories of (8) satisfies
LFV (φ) ={β∈R :β=∇x¯V (φ)
T px¯+∇Z¯V (φ)
T pZ¯
+∇x¯V (φ)
T pW¯ +∇UV (φ)
T pU
+∇Λ¯1V (φ)
T pΛ¯1 +∇Λ¯2V (φ)
T pΛ¯2
+∇Y 1V (φ)
T pY 1 +∇Y 2V (φ)
T pY 2}
(19)
Suppose β ∈ LFV (φ). There exists fx ∈ ∂f(x) such that
β =
∑8
i=1 βi, then


β1 =(x− x∗)T (−x¯+ x−fx−EA∗Λ1−EAˆ∗Λ2)
β2 =(Z−Z∗)T (−Z¯+Z−
1
n
ΓΛ1+Λ2−LmnqU)
β3 =(W −W ∗)T (−W¯ +W − Λ1 + Λ2)
β4 =(U − U∗)TLmnqZ
β5 =(Λ
1 − Λ1∗)T (−Λ¯1 + Λ1 + [A∗ETx+ 1
n
ΓZ
+W −B] + LmnqY
1 − LmnqΛ
1)
β6 =(Λ
2 − Λ2∗)T (−Λ¯2 + Λ2 + [Aˆ∗ETx− Z
−W ] + LmnqY 2 − LmnqΛ2)
β7 =−(Y 1 − Y 1∗)TLmnqΛ1
β8 = −(Y 2 − Y 2∗)TLmnqΛ2
(20)
Since φ∗ ∈ R(7m+1)nq is an equilibrium of (8), there exists
fx∗ ∈ ∂f(x∗) such that (12) holds.
From (12) and (20), one can have that
β =− (x− x∗)T (x¯ − x¯∗) + ‖x− x∗‖2
− (Z − Z∗)T (Z¯ − Z¯∗) + ‖Z − Z∗‖2
− (W −W ∗)T (W¯ − W¯ ∗) + ‖W −W ∗‖2
− (Λ1 − Λ1∗)T (Λ¯1 − Λ¯1∗) + ‖Λ1 − Λ1∗‖2
− (Λ2 − Λ2∗)T (Λ¯2 − Λ¯2∗) + ‖Λ2 − Λ2∗‖2
− (Λ1)TLmnqΛ
1 − (Λ2)TLmnqΛ
2
− (x− x∗)T (fx − fx∗)
(21)
Since Lmnq ≥ 0 and (x − x
∗)T (fx − fx∗) ≥ 0 followed
by the convexity of f , then according to Lemma 2.2, it follows
from (21) that (17) is satisfied.
The following theorem proofs the convergence of trajectory
x(t) with the proposed algorithm (8) to the optimal solutions.
Theorem 5.1. For Algorithm (8) with Assumption 3.1, we
have that the results that
(i) the trajectory (x, Z ,W , Λ1, Λ2, φ) is bounded;
(ii) x(t) converges to the optimal solution to Problem (4).
Proof. i) Let V (φ) be as defined in (15). It follows from
Lemma 5.1 that
maxLFV (φ)
≤max{−(x− x∗)T (fx − fx∗)− (Λ
1)TLmnqΛ
1
− (Λ2)TLmnqΛ
2 : fx ∈ ∂f(x), fx∗ ∈ ∂f(x
∗), (22)
x = PΩ[x¯],Λ
1 = P
R¯
mnq
+
[Λ¯1],Λ2 = P
R¯
mnq
+
[Λ¯2]} ≤ 0
Note that V (φ) ≥ 12 (‖x−x
∗‖2+‖Z−Z∗‖2+‖W−W ∗‖2+
‖U −U∗‖2+ ‖Λ1−Λ1∗‖2+ ‖Λ2−Λ2∗‖2+ ‖Y 1−Y 1∗‖2+
‖Y 2 − Y 2∗‖2) according to Lemma 2.1. Hence that trajectory
(x(t), Z(t),W (t), U(t),Λ1(t),Λ2(t), Y 1(t), Y 2(t)), t ≥ 0 is
bounded.
Because ∂f(x) is compact for all x ∈ Ω and
(x(t), Z(t),W (t), U(t),Λ1(t),Λ2(t), Y 1(t), Y 2(t))
is bounded for all t ≥ 0, there exists M =
M(x, Z,W,Λ1,Λ2, φ) > 0 such that


M ≥ ‖x(t)− fx(t) − EA
∗Λ1(t)− EAˆ∗Λ2(t)‖
M ≥ ‖Z(t)− 1
n
ΓΛ1(t) + Λ2(t)− LmnqU(t)‖
M ≥ ‖W (t)− Λ1(t) + Λ2(t)‖
M ≥ ‖Λ1(t) + [A∗ETx(t) + 1
n
ΓZ(t) +W (t)
−B] + LmnqY 1(t)− LmnqΛ1‖
M ≥ ‖Λ2(t) + [Aˆ∗ETx(t)− Z(t)−W (t)]
+LmnqY
2(t)− LmnqΛ2(t)‖
(23)
for all fx(t) ∈ ∂f(x(t)) and all t ≥ 0. Define X : R
nq ×
Rmnq ×Rmnq ×Rmnq ×Rmnq →R by
X(¯x,Z¯,W¯,Λ¯1,Λ¯2)=
1
2
(‖x¯‖2+‖Z¯‖2+‖W¯‖2+
2∑
i=1
‖Λ¯i‖2) (24)
The function X(x¯, Z¯, W¯ , Λ¯1, Λ¯2) along the trajectories of
(8) satisfies that
LFX(x¯, Z¯, W¯ , Λ¯
1, Λ¯2)
={xT (−x¯+ x− fx − EA
∗Λ1 − EAˆ∗Λ2)
+ Z¯T (−Z¯ + Z −
1
n
ΓΛ1 + Λ2 − LmnqU)
+ W¯T (−W¯ +W − Λ1 + Λ2) + (Λ¯1)T (−Λ¯1+Λ1
+ [A∗ETx+
1
n
ΓZ+W−B]+LmnqY
1−LmnqΛ
1)
+ (Λ¯2)T(−Λ¯2+Λ2+[Aˆ∗ETx−Z−W ]+LmnqY
2
−LmnqΛ
2) :fx∈∂f(x),x=PΩ[x¯],Z=PR¯mnq
+
[Z¯],
W=PR¯mnq
+
[W¯ ],Λ1=PR¯mnq
+
[Λ¯1],Λ2=PR¯mnq
+
[Λ¯2]}
(25)
Note that


−‖x¯‖2+M‖x¯‖ ≥ xT (t)(−x¯(t) + x(t)− fx(t)
−EA∗Λ1(t)− EAˆ∗Λ2(t))
−‖Z¯‖2+M‖Z¯‖ ≥ Z¯T (t)(−Z¯(t)+Z(t)−1
n
ΓΛ1(t)
+Λ2(t)− LmnqU(t))
−‖W¯‖2+M‖W¯‖ ≥W¯T (t)(−W¯ (t) +W (t)
−Λ1(t) + Λ2(t))
−‖Λ¯1‖2+M‖Λ¯1‖ ≥(Λ¯1)T (t)(−Λ¯1(t)+Λ1(t)
+[A∗ETx(t)+ 1
n
ΓZ(t)+W (t)
−B]+LmnqY
1(t)−LmnqΛ
1(t))
−‖Λ¯2‖2+M‖Λ¯2‖ ≥(Λ¯2)T (t)(−Λ¯2(t) + Λ2(t)
+[Aˆ∗ETx(t)− Z(t)−W (t)]
+LmnqY
2(t)− LmnqΛ2(t))
(26)
Hence,
maxLFX(x¯(t), Z¯(t), W¯ (t), Λ¯
1(t), Λ¯2(t))
≤− 2X(x¯(t), Z¯(t), W¯ (t), Λ¯1(t), Λ¯2(t))
+ 5M
√
X(x¯(t), Z¯(t), W¯ (t), Λ¯1(t), Λ¯2(t))
(27)
It can be easily verified that X(x¯(t), Z¯(t), W¯ (t), Λ¯1(t),
Λ¯2(t)), t ≥ 0, is bounded, so are x¯(t), Z¯(t), W¯ (t), Λ¯1(t),
Λ¯2(t) for all t ≥ 0. As the result, the trajectory (x, Z ,W , Λ1,
Λ2, φ) is bounded.
ii) Let
R ⊂{φ ∈ R(7m+1)nq : x = PΩ[x¯], x
∗ = PΩ[x¯
∗],
min
fx∈∂f(x),fx∗∈∂f(x∗)
(x− x∗)T (fx − fx∗) = 0,
LmnqΛ
1 = 0mnq, LmnqΛ
2 = 0mnq}
(28)
Note that (x − x∗)T (fx − fx∗) > 0 if x 6= x∗ since the
Assumption 3.1. Hence, R ⊂ {φ ∈ R(7m+1)nq : LmnqΛ
1 =
0mnq, LmnqΛ
2 = 0mnq, x = PΩ[x¯] = x
∗}. Let M be the
largest weakly invariant subset of R¯. According to Lemma
2.3, φ → M as t → ∞. Hence, x(t) → x∗ as t → ∞. Part
(ii) is thus proved.
6 Simulation
In this section, we show a numerical example to validate our
proposed distributed optimization algorithm. Consider the dis-
tributed robust optimization problem with four agents moving
in a 2-D space with first-order dynamics as follows
F (x) =
4∑
i=1
‖xi − pi‖
2
2 + |x|1 (29)
where pi = [i,−i]
T , ‖ · ‖2 denotes the l2 norm, Ωi = {δ ∈
R
2|‖δ − xi(0)‖2 ≤ 30}, m = 2, γ1 = γ2 = 2, Ai1 = 0.1 ·
i · I2, Aˆi1 = 0.1 · (5 − i) · I2, Ai2 = Aˆi1, Aˆi2 = Ai1, and
b11 = [−15,−5]
T , b21 = [−10,−4]
T , b31 = [0,−6]
T , b41 =
[4, 0]T , b12 = [−5,−1]
T , b22 = [−4,−3]
T , b32 = [0,−2]
T ,
b42 = [1,−5]
T , b1 = [−21,−15]T , b2 = [−8,−11]T . This
problem can be transferred to its corresponding dual problem
as the form of problem (5). The Laplacian of the undirected
graph G is given by
L4 =


1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

 (30)
The initial positions of the agents 1, 2, 3, and 4 are set
as x1(0) = [−13, 12]T , x2(0) = [17, 15]T , x3(0) =
[−10,−11]T and x4(0) = [16,−14]T . We set the ini-
tial values for the Lagrangian multipliers λ1ij , λ
2
ij , µij
and auxiliary variables zij , wij , y
1
ij , y
2
ij as zeros for
i ∈ {1, 2, 3, 4}, j ∈ {1, 2}. The optimal solution is
x∗1 = [−7.439,−10.408]
T , x∗2 = [−4.016,−6.409]
T , x∗3 =
[−15.516,−17.612]T, x∗4 = [−13.401,−19.965]
T .
Fig.1 gives the trajectories of xi(t), i ∈ {1, 2, 3, 4}. It can be
seen that the trajectory of x converges to the optimal solution.
Let Gj1(x) =
∑4
i=1H
1
ij , Gj2 =
∑4
i=1H
2
ij , j ∈ {1, 2}. Fig.2
shows the trajectory of Gj1(x) and Gj2(x), j ∈ {1, 2}, which
proves that the constraint condition of problem (4) are satisfied.
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Fig. 1: The trajectories of xi(t), i ∈ {1, 2, 3, 4}with algorithm
(8)
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Fig. 2: The trajectories ofGj1(x) andGj2(x), j ∈ {1, 2}with
algorithm (8)
7 Conclusion
In this paper, a distributed nonsmooth resource allocation
problem with cardinality constrained uncertainty has been in-
vestigated. With the help of duality theory about convex op-
timization, a deterministic distributed robust resource alloca-
tion problem with linear optimization formulation has been
derived under the framework of multi-agent system. A dis-
tributed projection-based algorithm has been proposed to deal
with this problem. Based on stability theory and differential in-
clusions, the proposed algorithm has been proved to reach the
optimal solution and satisfy the resource allocation condition
simultaneously.
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