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Abstract
The FitzHugh–Nagumo-type model on static and periodically oscillating surface of the sphere is studied. The
numerical investigation of the model is performed in both cases and detailed numerical results are presented for the
two-arm spiral wave and its rotation on both manifolds. On the static surface, meandering waves are obtained and
it is shown that these waves are stable. On the periodically oscillating surface, the initial excitation gives rise to an
irregular (chaotic) meandering rotation, depending on the frequency and the amplitude of the oscillations.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Wave propagation has been observed in a wide variety of biological and chemical experiments. Ex-
amples include un-stirred Belousov–Zhabotinsky (BZ) reaction [22]; BZ chemical waves propagating
on the two-dimensional surface of a sphere [16] and cardiac tissues. Mathematical modelling can pro-
vide important support and guidance to these experiments. At the simplest level, the electrical activity
of the heart can be modelled by a nonlinear reaction–diffusion (RD) equation [21] and the geome-
try of this wave of electrical activity is governed by the eikonal equation for an anisotropic mate-
rial [13]. The eikonal equation relates the speed of propagation to the direction of the wave normal
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and to the local curvature at the wave front. A detailed study of this equation on curved manifolds
made in [11,12,17,18] highlighted unusual wave forms that are likely to occur in the full RD system.
In an excitable media, such as the Belousov–Zhabotinsky reagent, the most striking phenomena
is the occurrence of spiral waves [19]. Gomatam and Grindrod consider spiral waves on nonplanar
surfaces [11,12] and the same study led to experimentally veriﬁable predictions [16]. Later, many
papers were published on the evolution of spiral waves on circular domains and spherical
surface [26,25].
There have been a number of studies regarding motion of spiral waves.Winfree [21,20] was the ﬁrst to
point out that spiralwaves observed in two-dimensional excitablemedia, such as theBelousov–Zhabotinsky
chemical reaction, may not rotate periodically around a ﬁxed centre and that the tips of spiral waves may
perform complex rotation.
Barkley et al. [7,6,4,14,15] have made the detailed study of core meandering by considering the
reaction–diffusion system on the plane. For many choices of system parameters, the tip of the spiral wave
executes complicated motion as the spiral rotates. Now, this is well conﬁrmed both in experiments [16]
and in fully resolved numerical simulation of two-dimensional media [26,6].
In a previous paper [10], the FitzHugh–Nagumo-typemodel on the surface of a sphere with ﬁxed radius
is considered. The objective of the current paper is as follows:
(i) To further develop and extend the problem considered in [10], by focusing on rotating spirals on
static and moving spherical domains. By the numerical integration of the model a two-armed spiral
wave, with the two tips, is emerged from a small initial excitation. Two types of modulated waves
are obtained, which is due to the variation of the system parameter a. The full description of these
waves is given in Section 2 in which we show that for a = 0.83 each tip of the spiral meanders on
the different hemispheres and traces out a circular helix along the speciﬁc latitude of the sphere.
Different type of modulation is obtained for a = 0.55.
(ii) The unique idea of the paper and of fundamental importance is the study of the stability ofmeandering
spiral waves. Until now there is no mathematical evidence for stability of these waves. As we shall
see, these waves are stable by perturbing the solutions from their original position and performing
a numerical approach on the resulting equations.
(iii) The innovative feature of the work is related to the size of the excited region; it is shown that the size
of the excited region increases after each rotation of the spiral wave, by measuring the distances of
the tips from the north-pole. It is also shown that when the spiral length is maximum, the meandering
core moves along a speciﬁc latitude.
(iv) We also focus on the wave propagation on excitable media that are inﬂuenced by geometrical
features. Such systems are common in nature and the propagation of electrochemical waves in the
heart is an especially important example. It is known that factors such as topology, thickness, and
inhomogeneity of cardiac tissue can strongly inﬂuence wave propagation and give rise to ﬁbrillation
or ﬂutter. We consider wave propagation on the oscillating medium and show that the dynamics of
meandering waves change dramatically when the amplitude of the oscillations is varied.
The plan of the paper is as follows: In Section 2, we set up the model and analyse the spiral rotation on
a sphere with a ﬁxed radius. In Section 3, we consider the stability of meandering waves. Section 4 is
devoted to the analysis of waves in an oscillatory medium, and ﬁnally in Section 5, we discuss the overall
results that are obtained in this paper with their implication in real world.
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2. Setting up the equations: the static medium
The reaction–diffusion equations that we consider is the FitzHugh–Nagumo-type model on the surface
of a static sphere:
u
t
= ∇21u+
1

f (u, v),
v
t
= g(u, v), (1)
where f = u(1 − u)(u − v+b
a
), and g = u − v are nonlinear functions of the variables u = u(,, t),
v = v(,, t), and the Laplacian is deﬁned as
∇21u=
1
r2 sin 


(
sin 
u

)
+ 1
r2 sin2 
2u
2
.
The periodicity conditions are
u(, 0)= u(, 2) ∀t,
v(, 0)= v(, 2) ∀t.
The excitable medium is a spherical domain and any point in this medium can be deﬁned by the set of
co-ordinates  ∈ [0, ],  ∈ [0, 2], and r = constant. The Laplacian is singular at = 0 and = . This
can be dealt with as follows:At the poles we have u(,, t)=u(,+ , t) for any real , which implies
that u(,, t)= constant and therefore, at = 0 and , the equations (1) can be written as
u
t
= 1
r2 sin 


(
sin 
u

)
+ 1

f (u, v),
v
t
= g(u, v). (2)
Multiplying the ﬁrst equation of (2) to sin  and setting  = 0 or  =  implies u = 0. Therefore at the
poles equations (1) can be written as
u
t
= 1
r2
2u
2
+ 1

f (u, v),
v
t
= g(u, v).
Although the sphere is a domain with no boundary, however, u = 0 can be considered as Neumann
condition at the poles. We discretize the spherical domain as i = ih, i = 1, . . . , 90 and j = jk, k =
1, . . . , 180 with k = h = 90 and solve the above system (1) by the explicit Euler’s method (centred
space and forward time). The Laplacian is evaluated by the ﬁve-point ﬁnite differences approximation.
The ﬁrst- and the second-derivatives are approximated by the following ﬁrst and the second-order ﬁnite
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differences formulae:
(
u
t
)
i,j
= 1
t
tu
n+1/2
ij + O(t),
(
2u
2
)
i,j
= 1
h2
2u
n
ij + O(h2),
(
2u
2
)
i,j
= 1
k2
2u
n
ij + O(k2),
where uni,j = uni+1/2,j − uni−1/2,j , uni,j = uni,j+1/2 − uni,j−1/2, tuni,j = un+1/2i,j − un−1/2i,j , t is time
step, and h, k are the grid sizes in ,  directions, respectively. uni,j and v
n
i,j are the values of the u and
v variables at the nth time step at the grid point (i, j). The only remaining parameters are three system
parameters a, b and >1. First, we choose a = 0.55, b = 0.01 and = 1100 . In this study with the above-
reported grid points we choose r = 10, to allow sufﬁcient domain for wave propagation as well as to pin
down the spiral tip easily. For this choice of r the time step is set to dt = 120 000 and hence the spiral tip
is traced out easily, deﬁning the tip as the intersection of two contours u = 12 and f (u = 12 , v) = 0 [2].
Initially, we set u = 1.0 and v = 0.5 on the immediate left (right)-hand side of the u excitation along a
thin strip from the north-pole to the equator. In spherical surfaces with no boundary, a two-arm spiral,
with two tips, emerges and each tip performs its own individual rotation. With the choice of the initial
solutions described above, one of the tips rotates on the northern-hemisphere and the other one rotates on
the southern-hemisphere.At each rotation the two open arms curl and collide, giving rise to the separation
of the spiral to two parts. At the beginning of the rotation, one of the separated parts is a large loop which
undergoes self-annihilation near the south-pole and the short remaining part give rise to the formation of
new spiral, this is shown in Fig. 1(a) (see [10] for full graphical illustration of the process after one spiral
rotation). In each successive rotation and collision the size of the short spiral part increases and the size
of the large loop part decreases, comparing to the size of the spiral at the previous rotation, so that the
spiral wave reaches to its maximum length after elapse of a long period of time (see Fig. 1(b)). Fig. 1(b)
is obtained after several rotations and self-annihilations of the loop shape, it shows a spiral wave with its
maximum length for t = 410. The small loop is already self-annihilated at the back of the sphere near
the south-pole. For t > 410 the size of spiral does not increase and the core of spiral moves around the
vertical axis of the sphere. There is no physical explanation why the spiral wave should rotate around the
vertical axis which is only introduced at the level of numerical algorithm. The direction of movement of
the spiral depends on the choice of initial condition, noting that our initial condition is a thin strip from
the north-pole to the equator.
The radius of the sphere, states the size of the static medium, is a physical parameter and can be varied
for different experiments. For a smaller radius, initial excitation dies out quickly and for a very large
radius the spiral breaks up to many spirals (see Fig. 2).
We now consider motion of the tips for a = 0.55. At each rotation the tip located on the northern-
hemisphere rotates around a core (see Fig. 1(a)) and the core moves towards the north-pole which then
moves around the pole (see Fig. 3). The core of the other tip moves towards the southern-hemisphere
for t410 (see Fig. 3(a)), and then moves along the latitude = 2.7234. This is typical for meandering
patterns where the open end of spiral moves around a core and core moves along a speciﬁc latitude [24].
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Fig. 1. The physical parameters are a = 0.55, b = 0.01,  = 1100 . We set r = 10, t = 120 000 and h = k = 90 . (a) The initial
excitation takes the form of spiral wave and the wave rotates in a meandering fashion. The trajectory of both tips are shown at
t = 3. The two open arms of the spiral is collided and the wave is separated to two parts. One part is formed a spiral and the other
part is formed a large loop which annihilates near the pole. (b) A fully resolved spiral wave with maximum length of excitation
is obtained for t = 410.
Fig. 2. The physical parameters are a=0.55, b=0.01, = 1100 , t= 120 000 and h=k= 90 . (a) For r=55 the spiral wave breaks
up to many spirals. It is reported that for propagating spiral waves on the plane the spiral wave also breaks to many spirals when
the spatial domain of excitation is enlarged [2]. (b) The contour plot of the spiral break up in (, )-plane.
A different scenario is obtained for a = 0.83. The initial excitation forms a double-arm spiral wave.
In each complete rotation of the spiral wave (i.e., collision and self-annihilation), the spiral tip on the
northern-hemisphere rotates around a quasi-periodic core which is a nearly closed loop (i.e., the two
ends of the loop do not close completely). The core moves along the latitude  = 0.733411 tracing out
a circular helix shown in Fig. 4 (Barkley [5], refers to this trajectory as modulated waves with inﬁnite
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Fig. 3. (a) The trajectories of spiral tips are shown after several rotations at t = 410. (b) The spiral and its northern-tip trajectory
is viewed from the north-pole for short time interval. For t > 410 the core of spiral moves around the pole.
Fig. 4. The parameters are a=0.83, b=0.01, = 1100 , t= 120 000 . (a) The tip trace out a quasi-periodic core in each rotation,
the core moves along the latitude = 0.733411. (b) The trajectory viewed from front for t70 and the sphere is not plotted.
period). The tip on the southern-hemisphere trace out a quasi-periodic circular core which ﬁrst moves
towards the south-pole and then moves around the latitude = 2.27158 (see Fig. 5).
To clearly understand the tip movement and to ﬁnd information about the size of the excited region, the
distance of the tips from the north-pole is measured at each time step. The distances are the oscillatory
functions of time. The distance of southern-tip starts with the uniform and steady oscillations for t ∈
(0, 130), which then increases for t ∈ (130, 535) and ﬁnally the oscillations remain uniform and steady
when the length of spiral is maximum and the core of spiral moves along the latitude  = 2.27158 (see
Fig. 6). Note that the core of the tip on the northern-hemisphere moves along the latitude = 0.733411
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Fig. 5. The tip trajectory of the southern-tip is presented which ﬁrst moves towards the south-pole and then performs a uniform
motion along the latitude = 2.27158.
Fig. 6. (a) The south tip’s distance from the north-pole for a=0.83, b=0.01, = 1100 ,t= 120 000 is obtained for t ∈ [0, 700].After
the transient dies out, the tip performs uniform oscillations for t ∈ (0, 130) then it moves towards the southern-hemisphere and
the distance increases from the north-pole for t ∈ (130, 535). Finally, the core of spiral moves around the latitude = 2.2.27158
for t > 535 giving rise to the uniform and steady oscillations of the tip’s distance from the north-pole. The oscillations are shown
for a long time period t ∈ [0, 700], and therefore the graph appears to be a solid thick line. (b) The oscillations are shown in a
shorter time period and it is increasing function of time. (c) The oscillations are shown for a shorter time period and for t > 535.
The oscillations are uniform and periodic.
and therefore its distance from the pole performs steady and uniform oscillations as shown in Fig. 6(c)
but in different scale.
3. The stability of meandering waves
In this sectionwe focus on the stability ofmeandering spiral waves. The stability of a single periodically
rotating wave, in a two-dimensional planar excitable medium, analysed in [3]. Barkley [3] transforms
the equations to a steady-state problem which supports periodic rotating wave solutions (i.e. the tip is
circular), and studies the eigenvalues of the Jacobian matrix calculated at rotating waves. For quasi-
periodic solutions, the approach adopted in [3] is not applicable. Our stability analysis of these waves
is as follows: Assume U = U(,, t) and V = V (,, t) are the known quasi-periodic solutions of the
system (1). We perturb these solutions as
u(,, t)= U(,, t)+ p(,, t),
v(,, t)= V (,, t)+ q(,, t), (3)
where p and q are the small perturbation terms. It is reasonable to see what happens to these perturba-
tions, since the question of stability is whether such (small) disturbances grow or not? Substituting (3)
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into (1) gives
U
t
+ p
t
= ∇21 (U + p)+
1

f (U + p, V + p),
V
t
+ q
t
= g(U + p, V + q). (4)
Expanding the nonlinear functions f and g to the Taylor series about (U(,, t), V (,, t)) gives
U
t
+ p
t
= ∇21U + ∇2p +
1

(
f (U, V )+ f (U, V )
u
p + f (U, V )
v
q + HOT
)
,
V
t
+ q
t
= g(U, V )+ g(U, V )
u
p + g(U, V )
v
q + HOT. (5)
Hence, we derive the following truncated linear system of equations:
p
t
= ∇21p +
1

(
f (U, V )
u
p + f (U, V )
v
q
)
,
q
t
= p − q, (6)
where f (U,V )u = (1 − U)(U − V+ba ) − U(U − V+ba ) + U(1 − U) and f (U,V )v = − 1aU(1 − U). The
stability of the solutions U(,, t) and V (,, t) depend on the behaviour of functions p and q, i.e. the
solutions are asymptotically stable (or stable) if p and q −→ 0 (or these perturbations remain small with
time progression).We analyse this behaviour by solving the linear system (6) numerically. The numerical
scheme which we use to solve Eq. (6) is same as the scheme given in the previous section for solving (1)
with the parameters a= 0.83, b= 0.01, = 1100 , t = 120 000 and r = 10. Note that the ﬁrst equation in (6)
also depends on the time-dependent solutions U(,, t) and V (,, t). We do not have analytical hold
of these solutions and while we are solving Eq. (6), these solutions should be available at each time step.
Therefore, to solve (6), the following algorithm is developed:
Step 1: The initial solutions U0 =U(,, t0), V0 = V (,, t0), p0 =U0/10 and q0 = V0/10 are given
where t0 is an initial time for which U and V are known. The perturbations p and q are initially small
with the norms ‖p0‖2 = 12
∫ 2
0 |p0(,, t0)|2 d= 0.6499, ‖q0‖2 = 12
∫ 2
0 |q0(,, t0)|2 d= 0.5842
at = 4 .
Step 2: Use U0 and V0 to calculate the terms f (U,V )u and
f (U,V )
v .
Step 3: Use p0, q0 and the partial derivatives calculated in Step 2 and solve (6) for p and q at the next
time step. Set the new solutions as p1 and q1.
Step 4: Use U0 and V0 and solve (1) for u and v at the next time step. Set new solutions as u1 and v1.
Step 5: Set U0 = u1, V0 = v1, p0 = p1, q0 = q1 and repeat the Steps 2–4.
We solve the system (6), considering the above algorithm and illustrate the numerical solutions of the
function p in Fig. 7. This ﬁgure suggests that the oscillations of the function p remain bounded and small.
In conclusion, we developed a rigorous and general numerical algorithm for solving the linear equations
(6), assuring that the meandering waves are stable.
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Fig. 7. ‖p‖2 = 12
∫ 2
0 |p( 4 ,, t)|2 d with the initial norm ‖p‖ = 0.649877. The oscillations remains bounded and small, i.e.
the small disturbance does not grow in time.
4. The moving domain: setting up the equations
In this section, we consider wave propagation on the surface of an oscillating sphere. Biktashev
et al. [8] considered wave propagation when the excitable medium is moving with relative shear and
they showed that the wave of excitation may be broken by the motion, they considered the planar waves.
Here, we consider Eq. (1) on the surface of an oscillating sphere. In suchmediums the radius of the sphere,
r = r(t), is a periodic function of time. The reaction–diffusion equations on the spherical co-ordinate
system, in general, are in the form of
u
t
= 2
r
u
r
+ 
2u
r2
+ ∇21u+
1

f (u, v),
v
t
= g(u, v), (7)
where ∇1, f and g are deﬁned in Section 2. We have
u
t
= r˙ u
r
,
2u
t2
= 
2u
r2
r˙2 + u
r
r¨.
Therefore Eq. (7) becomes
(
1− 2
rr˙
+ r¨
r˙3
)
u
t
= 1
r˙2
2u
t2
+ ∇21u+
1

f (u, v),
v
t
= g(u, v). (8)
The ﬁrst equation of (8) is singular for r˙ = 0. Multiplying this equation by r˙3 and then setting the term
r˙ to zero implies that r¨ ut = 0. In this work we choose r(t) = r0 − A cos2 t , where  is the frequency
of oscillations, A is the amplitude of the oscillations and r0 is a ﬁxed constant. This choice of r implies
that r¨ = 0 and thus, for r˙ = 0, the ﬁrst equation of (8) reduces to ut = 0. For r˙ = 0 the second derivative
with respect to time in Eq. (8) can be eliminated as follows: the numerical scheme for Eq. (8) can be
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written as(
1− 2
rr˙
+ r¨
r˙3
)
(un+1(i, j)− un(i, j))
t
= 1
r˙2
(un+1(i, j)− 2un(i, j)+ un−1(i, j))
t2
+ ∇21un(i, j)+
1

f (un(i, j), vn(i, j)),
vn+1(i, j)= t (un(i, j)− vn(i, j)). (9)
The ﬁrst equation of (9) can be rearranged in the following form:
(
1− 2
rr˙
+ r¨
r˙3
)
(un+1(i, j)− un(i, j))
= 1
r˙2
[
(un+1(i, j)− un(i, j))
t
− (u
n(i, j)− un−1(i, j))
t
]
+ t
(
∇21un(i, j)+
1

f (un(i, j), vn(i, j))
)
.
In the above equation the term
(un+1(i, j)− un(i, j))
t
− (u
n(i, j)− un−1(i, j))
t
= 0,
since it consists of the time derivative of the function u at the point (i ,j ), using the forward and the
backward differences. Therefore the numerical scheme reduces to the following equations:
(
1− 2
rr˙
+ r¨
r˙3
)
(un+1(i, j)− un(i, j))= t
(
∇21un(i, j)+
1

f (un(i, j), vn(i, j))
)
,
vn+1(i, j)= t (un(i, j)− vn(i, j)). (10)
Now, we choose r0 and the amplitude of oscillations A so that the spiral wave propagates in time.
There exists a critical sphere radius below which spiral waves do not exist. From purely geometrical
considerations this critical value rc can be related to the spiral wavelength . An estimated value of rc
can be obtained in the following way: the rotation period, 	, of spiral waves may be found by monitoring
the local dynamics at ﬁxed spatial points on the surface of the sphere. Therefore, the wavelength can be
obtained from = 	c where c is the velocity of the wave propagation which is calculated from the times
of excitation of two spatial points separated by a known ﬁxed distance. Thus rc can be estimated from
the condition 2rc ≈ 1, i.e. when the wavelength and the perimeter have the same magnitude.
For the set of parameters chosen in the previous section, i.e., a=0.83, b=0.01, = 1100 and r=10.0,
our simulation shows that 	= 2.35 and c = 24.06 which implies rc = 9.0.
Therefore, with r0= 10.0 we chooseA ∈ [0, 1]. Note thatA= 0 corresponds to the static domain. The
radius r depends on the two parameters, i.e. the frequency and the amplitude of the oscillations. First, we
ﬁx the frequency of the oscillations at  = 15 and choose a small amplitude A = 0.05, the parameters
are a = 0.83, b = 0.01,  = 1100 . With these values we solve Eq. (10), including the case r˙ = 0. The
numerical solution is given in Fig. 8. The ﬁgure shows that the meandering pattern is oscillating with
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Fig. 8. For = 15.0 and A= 0.05 the tip trajectory is oscillatory meandering pattern.
Fig. 9. (a) The trajectory of the tip after several rotations for A = 0.05. (b) The trajectory of the tip after several rotations for
A= 0.5.
respect to the oscillations of the radius r. The dynamics do not change when we increase the amplitude
A, only the amplitude of the oscillations shown in Fig. 8 increases. For the higher values of A, say
A= 0.5, these oscillations collide. Now, we ﬁx the frequency of the oscillations at a lower value = 1
and vary the amplitude A in (0, 1], we observe a dramatic change of the dynamics occur at A = 0.1.
The torus-type modulated wave converts to an erratic modulation shown in Fig. 9. We study closely the
change of dynamics by looking at only three rotations and the process is given in Fig. 10. While the
motion looks certainly chaotic, the real test lies in how sensitive the motion is to the initial conditions.
Therefore we solve Eq. (10) with two, very close, initial solutions sayUc andUc+Uc/1000, whereUc is
a known solution, and we monitor the norm of the solutions which is shown in Fig. 11. The oscillations
are persistently irregular and never quite settle into a repeating pattern. They display extreme sensitivity
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Fig. 10. The parameters are a= 0.83, b= 0.01, = 1100 , = 1. (a) The trajectory of the tip after 3 rotations for A= 0.01. (b)
The trajectory of the tip after 3 rotations forA=0.05. (c) The trajectory of the tip after 3 rotations forA=0.1. (d) The trajectory
of the type after 3 rotations for A= 0.3.
Fig. 11. The light curve is for U and the bold curve is for U + U100 .
to initial conditions. The bold curve in Fig. 11 shows the effect of changing the initial condition just 1 part
in 1000. At ﬁrst, the two responses are particularly indistinguishable but after few oscillations the two
curves diverges rapidly into two different erratic oscillations. We conclude that a small disturbance on
the excitable medium have a major effect on the spiral dynamics and meandering behaviour can convert
to an erratic rotation.
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5. Discussion
In this paper, we considered spiral waves on a static and an oscillating spherical medium. It is shown
that on the static medium, the meandering of spiral waves depends on the physical parameter a. Inﬁ-
nite period waves are obtained for some parameter values and spiral breaking occurred for large do-
mains. It is shown, numerically, that after each rotation of the spiral its length increases until the spiral
wave reaches its maximum length and the wave rotates around the vertical axis, due to the choice of
initial solutions.
Of fundamental importance is the stability of meandering spiral waves. The stability of rotating waves
have been the subject of intensive experimental and theoretical study (see [3] and references therein).
Cowie and Rybicki [9] studied the propagation of a detonation wave front in a differentially rotating disk.
They derived a partial differential equation and showed that, subject to certain boundary conditions, stable
quasi-stationary spiral waves exist which rigidly rotate with a ﬁxed pattern speed. Later Balbus [1] stud-
ied the propagating wave on rotating disks and focused on the local inclination of the front, giving some
additional insight into the stability of these wave fronts. Balbus [1] focused on the analytical treatment of
the partial differential equation. Until now there is no mathematical evidence about the stability of mean-
dering spiral waves. The usual way to study the stability of meandering waves requires the construction of
the Monodromy (ﬂoquet) matrix and then look for ﬂoquet multipliers. This methodology works perfectly
for ﬁnite-dimensional ordinary differential equations. In this paper, we presented a numerical approach to
deal with the time-dependent Jacobian matrix of the linearized equations and to investigate the stability of
meandering waves. We considered a small perturbation of a meandering wave from its original position
and showed that the perturbation remains bounded and small indicating that the meandering waves are
stable.
Geometry often plays a role in determining the nature of pattern structure and dynamics. Our interest
is in excitable systems where wave propagation may be strongly inﬂuenced by geometrical features.
Such systems are common in nature and the propagation of electrochemical waves in the heart is an
especially important example. It is known that factors such as topology, thickness, and inhomogeneity
of cardiac tissue can strongly inﬂuence wave propagation and give rise to ﬁbrillation or ﬂutter. In this
paper such complex systems are not considered but instead a much simpler case of excitable mediumwith
spherical oscillatory geometry is examined.Real human hearts are enormously complex three dimensional
structures.Although there havebeen investigations of the dynamics in these complexgeometrical domains,
in the current study we investigated an extremely simple geometry—a moving spherical geometry. One
of our motivations for studying this problem is to develop a mathematical basis for understanding the
dynamics of cardiac arrhythmias which are abnormal rhythms in the heart. Although such arrhythmias
are most likely associated with changes both in the physiological properties of the tissue as well as the
geometry of the tissue, abnormal heart geometries confer signiﬁcant risk for serious arrhythmia [23].
Thus, it becomes immediately of interest to investigate the possible types of wave organization and their
dynamics as a function of the geometry of the excitable medium in which waves propagate.
Part of the motivation for the present study stems from the application of spiral wave dynamics to the
physiology of cardiac arrhythmias. Although a real heart is inhomogeneous and has a very complicated
geometry and local dynamics, the problems studied here are also of relevance for the heart. In particular, re-
entrant waves (spiral waves) cause a little movement. It is then important to determine how the movement
andgeometry changes inﬂuence thewavepropagation in amovingmedium. In the simplemoving spherical
medium which is studied in this paper the wave propagation is related to the amplitude and frequency of
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the oscillations imposed in the medium and dramatic changes in the dynamics of the meandering waves
can happen when the amplitude and frequency of the oscillations are varied.
While the topology of a heart is quite complex and differs from that of a simple spherical moving
domain, some of the principle features of spiral wave dynamics are best elucidated by studying more
simple dynamics in simple geometries, such as the moving spherical domain considered here.
Onemay extend the understanding of the dynamics presented here to includemore complicatedmodels.
Examples of such models include spiral oscillation on a moving spherical shell in which case a ﬁnite
element approach might be a possible approximation.
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