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Abstract. A stable added-mass partitioned (AMP) algorithm is developed for fluid-structure interaction (FSI) problems
involving viscous incompressible flow and compressible elastic-solids. The AMP scheme remains stable and second-order accurate
even when added-mass and added-damping effects are large. The fluid is updated with an implicit-explicit (IMEX) fractional-
step scheme whereby the velocity is advanced in one step, treating the viscous terms implicitly, and the pressure is computed
in a second step. The AMP interface conditions for the fluid arise from the outgoing characteristic variables in the solid and
are partitioned into a Robin (mixed) interface condition for the pressure, and interface conditions for the velocity. The latter
conditions include an impedance-weighted average between fluid and solid velocities using a fluid impedance of a special form.
A similar impedance-weighted average is used to define interface values for the solid. The fluid impedance is defined using
material and discretization parameters and follows from a careful analysis of the discretization of the governing equations and
coupling conditions near the interface. A normal mode analysis is performed to show that the AMP scheme is stable for a
few carefully-selected model problems. Two extensions of the analysis in [1] are considered, including a first-order accurate
discretization of a viscous model problem and a second-order accurate discretization of an inviscid model problem. The AMP
algorithm is shown to be stable for any ratio of solid and fluid densities, including when added-mass effects are large. On
the other hand, the traditional algorithm involving a Dirichlet-Neumann coupling is shown to be unconditionally unstable as
added-mass effects become large with grid refinement. The algorithm is verified for accuracy and stability for set of new exact
benchmark solutions. These new solutions are elastic piston problems, where finite interface deformations are permitted. The
AMP scheme is found to be stable and second-order accurate even for very difficult cases of very light solids.
Key words. fluid-structure interaction, moving overlapping grids, incompressible Navier-Stokes, partitioned schemes,
added-mass, elastic solids
AMS subject classifications. 65M12, 74F10, 74S10, 76M20, 76D99
1. Introduction. In this paper, we consider fluid-structure interaction (FSI) of incompressible fluids
and bulk elastic solids. FSI arises in many scientific and engineering applications including flow-induced
vibrations of structures (i.e., aircraft wings, undersea cables, wind turbines, and bridges) and simulating
blood flow in arteries and veins. FSI is typically modeled by solving suitable partial differential equations in
the fluid and solid domains together with coupling conditions involving velocity and stress at the fluid-solid
interface. FSI algorithms can either be categorized as monolithic schemes, where the solutions for the fluid
and solid are advanced implicitly as one large system, or partitioned schemes, where the evolution of the
fluid and solid solutions are decoupled from the interface conditions. While partitioned schemes are generally
more computationally efficient than monolithic schemes, they may suffer from instabilities when added-mass
effects are present. The goal of current work is to develop a robust partitioned scheme.
In the traditional partitioned (TP) scheme, the solid provides a Dirichlet (no-slip) boundary condition
for the fluid, and then the fluid supplies a Neumann (traction) boundary condition for the solid. Without
sub-iterations, it is well known that the TP scheme is unstable for light solids. On the other hand, we
can consider the anti-traditional partitioned (ATP) scheme, which reverses the role of the solid and fluid.
In this scheme, the solid provides a Neumann (traction) boundary condition for the fluid and the fluid
supplies a Dirichlet (no-slip) boundary condition for the solid. This scheme is only stable when the solid is
sufficiently light, see [1]. Stability of the aforementioned schemes is typically addressed by using an iteration
of the interface conditions. Research on acceleration techniques such as Aitken acceleration or quasi-Newton
methods has proven that the number of sub-iterations can be greatly reduced, see [2, 3]. Reduction of
sub-iterations can also be achieved by considering Robin-Neumann or Robin-Robin coupling instead of the
traditional Dirichlet-Neumann coupling [4, 5, 6, 7, 8, 9, 10, 11, 12, 13].
In recent work [1], we developed a new class of Added-Mass Partitioned (AMP) algorithms for FSI
problems coupling incompressible flow and elastic solids. The fluid AMP interface conditions are Robin
conditions motivated from the propagation of characteristics out of the solid domain. One important property
of the AMP scheme is that it approaches the TP scheme in the heavy solid limit and the ATP scheme in the
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light solid limit. The algorithms use a fractional-step approach for the fluid in which the velocity is advanced
in one stage followed by the solution of a Poisson problem for the pressure. During the pressure step, a Robin
condition which involves both the interface traction and acceleration is applied. This condition is derived
by manipulating the characteristic conditions using the governing equations of the fluid. The central aim of
this paper is to extend the AMP algorithm in [1] for IMEX fluid solvers, where the viscous terms are treated
implicitly and the convection and pressure gradient terms are treated explicitly. The adaptation to IMEX
solvers necessitated important modifications for stability. An impedance-based projection of the interface
velocity and stress (motivated from [14] for the case of compressible fluids and linearly-elastic solids) is
applied after the fluid and solid updates to ensure the heavy and light solid limits are achieved. An implicit
version of this projection is also used during the stage for the fluid velocity. These projections rely on defining
the fluid impedance, which is a key ingredient which leads to a stable scheme.
A fluid impedance was defined for incompressible flows and bulk solids in [1]. This definition leads
to a stable scheme for explicit time step restrictions which are typically limited by viscous terms, but
led to instabilities for IMEX schemes where the time step is less restrictive and chosen by the convective
terms. In this paper, a suitable definition for the fluid impedance is derived through an analysis of a
discretization of the fluid equations near the interface. In this analysis, it was revealed that the impedance
has an inertial component for treating added-mass instabilities and a viscous component for treating added-
damping instabilities. For this choice of fluid impedance, an analysis of the AMP scheme is performed to
show stability for any ratio of the mass of the solid to that of the fluid. The stability analysis extends [1] in
two different directions. Previously in [1], stability was analyzed for a first-order accurate scheme applied to
an inviscid incompressible fluid and acoustic solid in a Cartesian geometry. First we consider an extension
of the model problem to include viscous fluids. Due to the introduction of viscosity, there are both pressure
and shear forces at the interface and instabilities can arise from both added-mass and added-damping effects.
This new analysis is complicated by the introduction of more dimensionless parameters, namely the viscous
CFL number in the fluid. Despite the added complication, the AMP scheme is shown to be stable for
all possible mass ratios and viscous CFL numbers when applied to this new model problem. Secondly,
we consider the same inviscid model problem in [1] and analyze a second-order accurate scheme. In both
extensions, we consider a detailed study of the traditional and anti-traditional schemes. The stability and
accuracy of the AMP algorithm is tested on new exact solutions for a wide range of fluid and solid densities.
The stability and accuracy of the AMP algorithm is verified numerically for new exact solutions. In our
companion paper [15], the AMP algorithm is implemented using deforming composite grids for curvilinear
geometries.
The remaining sections of the paper are organized as follows. The equations governing the FSI problem
are described in Section 2. The AMP algorithm is summarized in Section 3. In Section 4, the fluid impedance
is derived following an analysis of an FSI discretization near the interface. The stability of the AMP algorithm
is analyzed in Section 5 for a viscous model problem and in Section 6 for an inviscid model problem. Section 7
provides numerical results confirming the stability and accuracy of the scheme. Some of the results use new
exact solutions of benchmark FSI problems. Conclusions are given in Section 8.
2. Governing equations. We consider the coupled evolution of an incompressible fluid and a linear
elastic solid. The fluid occupies the domain x ∈ Ω(t), where x = (x1, x2, x3) is a vector of physical coordinates
and t is time. The velocity-pressure form of the incompressible Navier-Stokes equations is given by
ρvt + ρ(v · ∇)v +∇p = µ∆v, x ∈ Ω(t),(2.1a)
∆p = −ρ∇v : (∇v)T , x ∈ Ω(t),(2.1b)
where
∇v : (∇v)T ≡
3∑
i=1
3∑
j=1
∂vi
∂xj
∂vj
∂xi
.(2.2)
Here, v(x, t) is the velocity, p(x, t) is the pressure, ρ is the (constant) density, and µ is the (constant) dynamic
viscosity. The fluid stress tensor is given by
σ = −pI + τ , τ = µ
(
∇v + (∇v)T
)
,(2.3)
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where I is the identity matrix and τ (x, t) is the viscous stress tensor. In the velocity-pressure form of the
equations, an extra boundary condition is required and a suitable choice is to impose ∇·v = 0 for x ∈ ∂Ω(t),
see [16].
The equations for the solid are written in terms of the Lagrangian coordinate x¯ = (x¯1, x¯2, x¯3) for a
reference configuration x¯ ∈ Ω¯0 at t = 0. (An overbar is used here and elsewhere to denote quantities
belonging to the solid.) The position of the solid in physical space is determined by the mapping
x = x¯ + u¯(x¯, t),(2.4)
where u¯(x¯, t) is the displacement of the solid. The Cauchy stress tensor σ¯(x¯, t) for a linearly-elastic solid is
defined by
σ¯ = λ¯(∇x¯ · u¯)I + µ¯
(
∇x¯u¯ + (∇x¯u¯)T
)
,(2.5)
where λ¯ and µ¯ are Lame´ parameters (taken to be constants). The solid equations are considered as a
first-order system of PDEs in time and space, following [17], and are given by
u¯t = v¯, x¯ ∈ Ω¯0,(2.6a)
ρ¯v¯t = ∇x¯ · σ¯, x¯ ∈ Ω¯0,(2.6b)
σ¯t = λ¯(∇x¯ · v¯)I + µ¯
(
∇x¯v¯ + (∇x¯v¯)T
)
, x¯ ∈ Ω¯0,(2.6c)
where v¯(x¯, t) is the velocity of the solid, and ρ¯ is its density (assumed constant). In this form, upwind solvers
can be used to advance displacement, velocity and stress of the solid. We note that (2.5) is enforced at t = 0.
The fluid and solid are coupled at an interface described by x ∈ Γ(t) in physical space and x¯ ∈ Γ¯0 in the
corresponding reference space. At the interface, the conversion between reference and physical coordinates
is determined by the mapping in (2.4). The interface is assumed to be smooth so that a well-defined normal
to the interface exists. Along the interface, the following matching conditions hold:
v = v¯, x ∈ Γ(t),(2.7a)
σn = σ¯n, x ∈ Γ(t),(2.7b)
where n(x, t) is the outward unit normal to the fluid domain, i.e. n points from the fluid domain to the
solid domain. Suitable boundary conditions are applied on the boundaries of the fluid and solid domians not
included in Γ(t), and initial conditions on v, u¯ and v¯ are set to close the problem.
3. AMP interface conditions and algorithm. In this section, we derive the AMP interface condi-
tions at a continuous level and discuss their implementation in the AMP algorithm. The derivation follows
the work in [1], but there are important modifications discussed to accommodate the IMEX fractional-step
scheme used in the AMP algorithm to solve the equations in the fluid domain. These modifications are
guided by a consideration of the behavior of the AMP interface conditions in the limits of very light and
very heavy solids.
3.1. AMP interface conditions. The starting point for the derivation is the matching conditions
involving velocity and stress in (2.7). Following [1], a linear combination of these conditions are expressed
in terms of the outgoing characteristic variables of the solid, i.e.
−p+ nT τn + z¯pnTv = nT σ¯n + z¯pnT v¯, x ∈ Γ(t),(3.1a)
tTmτn + z¯st
T
mv = t
T
mσ¯n + z¯st
T
mv¯, m = 1, 2, x ∈ Γ(t),(3.1b)
where n is the unit normal, tm, m = 1, 2, are mutually orthogonal unit vectors tangent to the interface, and
z¯p and z¯s are impedances involving the characteristic velocities of the solid given by
z¯p = ρ¯c¯p, z¯s = ρ¯c¯s, c¯p =
√
λ¯+ 2µ¯
ρ¯
, c¯s =
√
µ¯
ρ¯
.
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In the AMP algorithm, the conditions in (3.1) are interpreted as providing boundary conditions for the fluid
at the interface with the outgoing characteristic quantities of the solid on the left-hand side considered to
be known from a previous stage of the algorithm. While these conditions, along with ∇ · v = 0 for x ∈ Γ(t),
are sufficient conditions for the fluid equations in velocity-pressure form, a further manipulation is required
to obtain suitable conditions to be used for the fractional-step solver. The objective is to separate the
conditions in (3.1) to obtain a condition to be used in the IMEX time-stepping scheme for the fluid velocity
and a condition for the subsequent update for the pressure.
For the Poisson problem for the fluid pressure, the interface condition in (3.1a) is used with the mo-
mentum equation in (2.1a) to derive a Robin condition for the pressure. The momentum equation involves
the acceleration of the fluid, and this quantity may be obtained on the moving fluid-solid interface using the
Taylor approximation
v(x, t−∆t)
∣∣∣
x=P(t−∆t)
≈ (v(x, t)−∆tDtv(x, t))∣∣∣
x=P(t)
,(3.2)
where Dt = ∂t+v ·∇ is the material derivative, P(t) is a point on the moving interface and ∆t is a time-step.
The corresponding approximation for the solid is
v¯(x¯, t−∆t)
∣∣∣
x¯=P¯0
≈ (v¯(x¯, t)−∆tv¯t(x¯, t))∣∣∣
x¯=P¯0
,(3.3)
where P¯0 is the Lagrangian position associated with P(t). Using (3.2) and (3.3) in (3.1a), and assuming the
fluid and solid velocities match on the interface at times t−∆t and t, we obtain
−p+ nT τn + z¯p∆tnTDtv = nT σ¯n + z¯p∆tnT v¯t, x ∈ Γ(t).(3.4)
We may now eliminate the fluid acceleration using (2.1a) to obtain the following Robin condition for the
fluid pressure:
−p− z¯p∆t
ρ
∂np = n
T (σ¯n− τn) + z¯p∆tnT
(
v¯t + ν∇×∇× v
)
, x ∈ Γ(t),(3.5)
where ∂n = n ·∇ is the normal derivative and ν = µ/ρ is the kinematic viscosity of the fluid. Following [16],
we have used the identity, ∆v = −∇×∇× v, noting that ∇ · v = 0, to replace ∆v on the right-hand side
of (3.5) in favor of the curl-curl operator. This is done for improved stability of the fractional-step scheme.
The condition in (3.5), along with suitable conditions for x ∈ ∂Ω(t)\Γ(t), is used for the Poisson equation
in (2.1b) for the pressure.
As was noted in [1], the remaining interface conditions in (3.1b), together with the continuity equation,
can be used as boundary conditions to advance the fluid velocity. This was found to be an effective approach
for an explicit integration of the momentum equations. To ensure that the fluid velocity and tractions match
at the end of the time step, an interface projection is performed to give a common interface velocity vI and
interface traction σIn. In analogy to the interface projection used for compressible fluids in [14, 18], which
is based on a characteristic analysis, the projection for incompressible fluids is also proposed to be of the
form of an impedance-weighted average. For the velocity, the projection has the form
nTvI =
zf
zf + z¯p
nTv +
z¯p
zf + z¯p
nT v¯ +
1
zf + z¯p
nT
(
σ¯n− σn),(3.6a)
tTmv
I =
zf
zf + z¯s
tTmv +
z¯s
zf + z¯s
tTmv¯ +
1
zf + z¯s
tTm
(
σ¯n− σn), m = 1, 2,(3.6b)
while for the traction, the projection is based on an inverse impedance-weighted average of the form
nTσIn =
z−1f
z−1f + z¯
−1
p
nTσn +
z¯−1p
z−1f + z¯
−1
p
nT σ¯n +
1
z−1f + z¯
−1
p
nT
(
v¯ − v),(3.7a)
tTmσ
In =
z−1f
z−1f + z¯
−1
s
tTmσn +
z¯−1s
z−1f + z¯
−1
s
tTmσ¯n +
1
z−1f + z¯
−1
s
tTm
(
v¯ − v), m = 1, 2.(3.7b)
4
These projections introduce a fluid impedance, zf , which is well defined for compressible fluids, but has
no obvious definition for incompressible fluids. However, an analysis of a discrete approximation to the
governing equations given in Section 4 suggests a form for zf given by
(3.8) zf
def
= CAM
( ρh
∆t
)
+ CAD
(µ
h
)
,
where h is an appropriate mesh spacing and (CAM, CAD) are constants whose approximate values are provided
by the analysis. The projections in (3.6) and (3.7) can be used to set values of the fluid and solid velocity
and traction at the interface.
For the IMEX scheme considered here, a modification of the previous approach in [1] is required in the
implementation of the interface conditions for the fluid velocity. The issue is informed by considering the
limits of very light and heavy solids. In the limit of a very light solid (z¯p, z¯s → 0), for example, the Robin
condition in (3.5) becomes a Dirichlet condition for the pressure, while the interface conditions in (3.1b)
reduce to matching conditions involving the shear stress of the fluid. The latter conditions, along with
the continuity constraint, provide Neumann conditions on the fluid velocity. These conditions for the fluid
pressure and velocity correspond to those for a free surface, and the latter are suitable for the implicit
solution of the fluid velocity in the IMEX fractional-step scheme.
The difficulty is revealed in the limit of a very heavy solid (z¯p, z¯s →∞). In this limit, the Robin condition
in (3.5) becomes a Neumann condition for the fluid pressure balancing the acceleration of the interface as
determined by the solid. This condition is analogous to the usual Neumann boundary condition for the
pressure at a rigid boundary obtained from the fluid momentum equations as a compatibility condition
(see [16] for example). The interface conditions in (3.1b) reduce to matching conditions involving the
tangential components of velocity. However, the matching condition on the normal component of velocity,
(3.9) nTv = nT v¯, x ∈ Γ(t),
implied by (3.1a) in the limit of a heavy solid has been lost in the derivation of (3.5). A remedy can be
obtained by using the interface projection for the normal component of the velocity in (3.6a) as a boundary
condition for the implicit solution of the fluid velocity in the IMEX fractional-step scheme. The implemen-
tation of this approach is described next in the discussion of the AMP algorithm.
3.2. AMP algorithm. Algorithm 3.1 provides a consise description of the AMP time-stepping scheme
(see [15] for additional details of the implementation of the algorithm). The algorithm advances the solution
from a time tn to tn+1 = tn + ∆t. It is assumed that the fluid domain is represented by a grid consisting
of interior points i ∈ Ωh, boundary points i ∈ ∂Ωh and interface points i ∈ Γh, where i = (i1, i2, i3) is a
multi-index. Similarly, the solid reference domain is covered by a grid with interior points i¯ ∈ Ω¯h, boundary
points i¯ ∈ ∂Ω¯h and interface points i¯ ∈ Γ¯h. Discrete operators, such as ∇h and ∆h, denote approximations
of the corresponding differential operators on the grid.
The time-stepping scheme uses a predictor-corrector approach. Steps 1–5 of Algorithm 3.1 describe the
preditor steps. Predicted values for the solid displacement u¯i¯ are obtained in Step 1 using a Lax-Wendroff-
type scheme, while the solid velocity and stress q¯i¯ = (v¯i¯, σ¯i¯) are advanced using a Godunov type scheme
with numerical fluxes F¯±
m, i¯
corresponding to the x¯m coordinate direction. In Step 2, the solid displacement
is used to compute the deformed fluid grid at time tn+1.
The fluid velocity is predicted in Step 3. Here, Nh and Lh represent grid operators associated with the
explicit and implicit terms in the velocity update, respectively, given by
Nh(vi, pi) = −
(
(vi − x˙i) · ∇h
)
vi − 1
ρ
∇h pi, Lh(vi) = ν∆hvi,(3.10)
where x˙i is the velocity of the grid. The explicit terms are advanced using an Adams-Bashforth scheme,
while the implicit terms use Crank-Nicholson. The boundary conditions on the interface makes use of a
predicted velocity, coming from the interior equation applied on the boundary, and defined by
Vph(v
(p)
i )
def
= vni +
∆t
2
(
3Nh(v
n
i , p
n
i )−Nh(vn−1i , pn−1i )
)
+
∆t
2
(
Lh(v
(p)
i ) + Lh(v
n
i )
)
.(3.11)
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Algorithm 3.1 Added-mass partitioned (AMP) scheme
// Predictor steps
1. Predict solid:{
u¯
(p)
i¯
= u¯ni¯ + ∆tv¯
n
i¯ +
∆t2
2ρ¯
∇¯h · σ¯ni¯ , i¯ ∈ Ω¯h.
q¯
(p)
i¯
= q¯ni¯ −∆t
∑3
m=1
1
∆x¯m
(
F¯+
m, i¯
− F¯−
m, i¯
)
, i¯ ∈ Ω¯h,
2. Predict fluid grid: advance fluid grid to tn+1 using u¯
(p)
i¯
for i¯ ∈ Γ¯h, and compute grid velocity.
3. Predict fluid velocity:
v
(p)
i = v
n
i +
∆t
2
(
3Nh(v
n
i , p
n
i )−Nh(vn−1i , pn−1i )
)
+ ∆t
2
(
Lh(v
(p)
i ) + Lh(v
n
i )
)
, i ∈ Ωh\Γh,
tTmτ
(p)
i n+ z¯st
T
mv
(p)
i = t
T
mσ¯
(p)
i¯
n+ z¯st
T
mv¯
(p)
i¯
, i ∈ Γh, i¯ ∈ Γ¯h,
∇h · v(p)i = 0, i ∈ Γh,
nTv
(p)
i =
zf
zf+z¯p
nTVph(v
(p)
i ) +
z¯p
zf+z¯p
nT v¯
(p)
i¯
, tTmv
(p)
i = t
T
mV
p
h(v
(p)
i ), i ∈ Γh, i¯ ∈ Γ¯h,
Velocity boundary conditions on ∂Ωh\Γh.
4. Predict fluid pressure:
∆hp
(p)
i = −ρ∇hv(p)i :
(∇hv(p)i )T + αi∇h · v(p)i , i ∈ Ωh,
−p(p)i − z¯p∆tρ (n · ∇h)p(p)i = nT
(
σ¯
(p)
i¯
n− τ (p)i n
)
+ z¯p∆tn
T
(
(v¯t)
(p)
i¯
+ ν∇h ×∇h × v(p)i
)
, i ∈ Γh, i¯ ∈ Γ¯h,
Pressure boundary conditions on ∂Ωh\Γh.
5. Project solid interface:
nT v¯Ii¯ =
zf
zf+z¯p
nTv
(p)
i +
z¯p
zf+z¯p
nT v¯
(p)
i¯
+ 1
zf+z¯p
(
nT σ¯
(p)
i n− nTσ(p)i n
)
, i¯ ∈ Γ¯h, i ∈ Γh,
tTmv¯
I
i¯ =
zf
zf+z¯s
tTmv
(p)
i +
z¯s
zf+z¯s
tTmv¯
(p)
i¯
+ 1
zf+z¯s
(
tTmσ¯
(p)
i n− tTmσ(p)i n
)
, i¯ ∈ Γ¯h, i ∈ Γh,
nT σ¯Ii¯ n =
z−1
f
z−1
f
+z¯−1p
nTσ
(p)
i n+
z¯−1p
z−1
f
+z¯−1p
nT σ¯
(p)
i¯
n+ 1
z−1
f
+z¯−1p
(
nT v¯
(p)
i¯
− nTv(p)i
)
, i¯ ∈ Γ¯h, i ∈ Γh.
tTmσ¯
I
i¯ n =
z−1
f
z−1
f
+z¯−1s
tTmσ
(p)
i n+
z¯−1s
z−1
f
+z¯−1s
tTmσ¯
(p)
i¯
n+ 1
z−1
f
+z¯−1s
(
tTmv¯
(p)
i¯
− tTmv(p)i
)
, i¯ ∈ Γ¯h, i ∈ Γh,
v¯
(p)
i¯
← v¯Ii¯ , σ¯(p)i¯ n← σ¯Ii¯ n, i¯ ∈ Γ¯h, i ∈ Γh,
Apply solid boundary conditions and set all ghost points.
// Corrector steps
6. Correct fluid grid: recompute grid velocity using v¯Ii¯ for i¯ ∈ Γ¯h.
7. Correct fluid velocity:
vn+1i = v
n
i +
∆t
2
(
Nh(v
(p)
i , p
(p)
i ) +Nh(v
n
i , p
n
i )
)
+ ∆t
2
(
Lh(v
n+1
i ) + Lh(v
n
i )
)
, i ∈ Ωh\Γh,
tTmτ
n+1
i n+ z¯st
T
mv
n+1
i = t
T
mσ¯
I
i¯ n+ z¯st
T
mv¯
I
i¯ , i ∈ Γh, i¯ ∈ Γ¯h,
∇h · vn+1i = 0, i ∈ Γh,
nTvn+1i =
zf
zf+z¯p
nTVh(v
n+1
i ) +
z¯p
zf+z¯p
nT v¯Ii¯ , t
T
mv
n+1
i = t
T
mv
(e)
i , m = 1, 2, i ∈ Γh, i¯ ∈ Γ¯h,
Velocity boundary conditions on ∂Ωh\Γh.
8. Correct fluid pressure.
∆hp
n+1
i = −ρ∇hvn+1i :
(∇hvn+1i )T + αi∇h · vn+1i , i ∈ Ωh,
−pn+1i − z¯p∆tρ (n · ∇h)pn+1i = nT
(
σ¯Ii¯ n− τn+1i n
)
+ z¯p∆tn
T
(
(v¯t)
I
i¯ + ν∇h ×∇h × vn+1i
)
, i ∈ Γh, i¯ ∈ Γ¯h,
Pressure boundary conditions on ∂Ωh\Γh.
9. Correct solid interface.
v¯n+1
i¯
= vn+1i , i¯ ∈ Γ¯h, i ∈ Γh,
σ¯n+1
i¯
n = σn+1i n, i¯ ∈ Γ¯h, i ∈ Γh,
Reset ghost points corresponding to i¯ ∈ Γ¯h.
In particular, this velocity is used in the impedance-weighted average condition
nTv
(p)
i =
zf
zf + z¯p
nTVph(v
(p)
i ) +
z¯p
zf + z¯p
nT v¯
(p)
i¯
, i ∈ Γh, i¯ ∈ Γ¯h,(3.12)
6
which is obtained from the projection in (3.6a). Here the the term involving the jump in the stress is
dropped (because a suitable approximation for the fluid stress is unavailable at the predictor stage). Notice
that (3.12) is an implicit condition on v
(p)
i which appears on the left and right-hand sides. In the light-solid
limit (z¯p → 0), the boundary condition in (3.12) reduces to nTv(p)i = nTVph(v(p)i ), which simply sets the
normal component of the fluid velocity to be equal to that given by the interior time-stepping scheme applied
on the boundary. In the heavy-solid limit (z¯p →∞), (3.12) becomes
nTv
(p)
i = n
T v¯
(p)
i¯
, i ∈ Γh, i¯ ∈ Γ¯h,
which recovers the matching condition in (3.9). Our later analysis of a viscous model problem (Section 5)
and an inviscid model problem (Section 6), and subsequent numerical results (Section 7), verify that the
boundary conditions used to advance the fluid velocity in the fractional-step scheme lead to stable and
accurate results for a wide range of solid densities.
Steps 4 and 5 complete the set of steps belonging to the predictor stage of the algorithm. The predicted
fluid pressure is computed in Step 4 by solving a discrete Poisson problem. This elliptic problem uses a
discrete approximation of the Robin condition in (3.5). Finally, interface values for the solid velocity and
traction are obtained in Step 5 using the impedance-weighted projections in (3.6) and (3.7). These interface
values overwrite the corresponding predicted values of the solid on the boundary.
The set of corrector steps consisting of Steps 6–9 essentially mirror those of the predictor. The fluid grid
is recomputed in Step 6 using an updated grid velocity obtained from solid velocity. In Step 7, the discrete
fluid velocity at tn+1 is determined, now using an Adams-Moulton corrector. The fluid pressure is updated
in Step 8 according to the solution of a discrete Poisson problem. Lastly, the solid velocity and traction are
set equal to the corrected fluid values in Step 9, so that the fluid and solid interface values agree at the end
of the corrector stage of the AMP time-stepping scheme.
4. Derivation of the fluid impedance. The focus of this section is an analysis of a FSI problem
leading to an expression for the fluid impedance that guides the choice for zf introduced in (3.8). A value for
the fluid impedance is required in the formulas for the interface projections in (3.6) and (3.7), and also for the
implementation of the IMEX fractional-step scheme for the fluid velocity. The interface projections were also
used in our earlier paper [1], as these provide formulas for the interface velocity and traction that ensure the
fluid and solid velocities and tractions match at the interface and that smoothly accommodate the limiting
cases of light and heavy solids. The earlier paper introduced a fluid impedance given by zf = ρH/∆t, where
H was a measure of the depth of the fluid layer, and it was found that this choice led to a stable AMP
algorithm when using an explicit fractional-step scheme for the fluid. It was also noted that the scheme
was quite insensitive to the choice of H. For the present AMP scheme, we use an IMEX fractional-step
scheme. Since the viscous terms in the fluid equations are now treated implicitly, the viscous CFL number,
Λ = ν∆t/h2, can be large in which case the choice for zf used in [1] is no longer sufficient for stability.
We have found that the difficulty can be resolved by considering an analysis of a more general FSI model
problem for which the viscous terms in the fluid equations contribute.
Consider a FSI model problem in which the fluid occupies the two-dimensional domain, Ω, given by
0 < x < L, y > 0, while the solid exists on the domain, Ω¯0, for 0 < x < L, y < 0, see Figure 1. The
fluid-solid interface, Γ, of length L is linearized about a flat surface, y = 0. The equations governing the
model problem are
Fluid:

ρ∂tv +∇p = µ∆v, x ∈ Ω,
∆p = 0, x ∈ Ω,
∇ · v = 0, x ∈ Γ,
(4.1a)
Solid:
{
ρ¯∂tv¯ = ∇ · σ¯, x ∈ Ω¯0,
∂tσ¯ = λ¯(∇ · v)I + µ¯(∇v + (∇v)T ), x ∈ Ω¯0,
(4.1b)
Interface:
{
v = v¯, x ∈ Γ,
σn = σ¯n, x ∈ Γ.(4.1c)
Solutions of the model problem are assumed to be periodic in x with period equal to L, and bounded as
y → ±∞.
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solid: Ω¯0
fluid: Ω
interface: Γ
y = 0
x = 0 x = L
y → −∞
y → +∞
Fig. 1. The rectangular geometry for the viscous model problem.
The equations governing the fluid and solid are discretized in the x-direction on a uniform grid, x` = `∆x
for ` = 0, 1, . . . Nx, with grid spacing ∆x = L/Nx. Since the problem is periodic, each variable can be
represented as a discrete Fourier series
q(x, y, t) =
Nx/2∑
k=−Nx/2
e2piikx/Lqˆk(y, t), x ∈ [0, L],(4.2)
where qˆk(y, t) are the Fourier coefficient functions and Nx is an integer, assumed to be even for convenience.
Taking a finite Fourier transform of the fluid equations in (4.1a) gives
ρ∂tv1 + ikxp = µ(∂
2
y − k2x)v1, y > 0,(4.3a)
ρ∂tv2 + ∂yp = µ(∂
2
y − k2x)v2, y > 0,(4.3b)
(∂2y − k2x)p = 0, y > 0,(4.3c)
where kx = 2pik/L. The hats and k subscripts on the coefficient functions in (4.3) have been dropped
for notational convenience. The equations for the Fourier coefficient functions are now discretized in time.
Define the grid functions vn(y) ≈ v(y, tn) and pn ≈ p(y, tn), where tn = n∆t for a (fixed) time step ∆t. An
implicit scheme to advance the solution from tn to tn+1, based on backward-Euler time-stepping, is given by
ρ
vn+11 − vn1
∆t
+ ikxp
n+1 = µ(∂2y − k2x)vn+11 , y > 0,(4.4a)
ρ
vn+12 − vn2
∆t
+ ∂yp
n+1 = µ(∂2y − k2x)vn+12 , y > 0,(4.4b)
(∂2y − k2x)pn+1 = 0. y > 0.(4.4c)
Assume that the coefficient functions for the solid variables have been advanced to t = tn+1 using an upwind
scheme, for example, and that bn+1p and b
n+1
s are, respectively, the normal and tangential components of the
outgoing characteristic variables of the solid at tn+1. Using (3.1), the boundary conditions for the fluid at
y = 0 take the form
−pn+1 + τn+122 − z¯pvn+12 = bn+1p , y = 0,(4.5a)
τn+112 − z¯svn+11 = bn+1s , y = 0,(4.5b)
where the components of the fluid shear stress in (4.5) are given by
τn+112 = µ
(
ikxv
n+1
2 + ∂yv
n+1
1
)
, τn+122 = 2µ∂yv
n+1
2 .(4.6)
The implicit scheme in (4.4) with boundary conditions in (4.5) at y = 0 and boundedness as y → ∞
determine the grid functions for the fluid at tn+1 in terms the fluid velocity at tn and the outgoing solid
data (bn+1p , b
n+1
s ).
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Consider perturbations in the grid functions of the fluid at tn+1 for y > 0 subject to perturbations in
the interface data bn+1p and b
n+1
s at y = 0. Define
V n+11 = v
n+1
1 + δV1, V
n+1
2 = v
n+1
2 + δV2, P
n+1 = pn+1 + δP, y > 0,
and
Bn+1p = b
n+1
p + δBp, B
n+1
s = b
n+1
s + δBs,
where (δV1, δV2, δP ) and (δBp, δBs) are small perturbations. Assuming the fluid velocity at t
n is fixed, the
variational equations corresponding to (4.4) are
ρ
∆t
δV1 + ikxδP = µ(∂
2
y − k2x)δV1, y > 0,(4.7a)
ρ
∆t
δV2 + ∂yδP = µ(∂
2
y − k2x)δV2, y > 0,(4.7b)
(∂2y − k2x)δP = 0, y > 0.(4.7c)
Solution to these equations that remain bounded as y →∞ are
δV1(y) = − 1
ikx
∂yδV2(y),(4.8a)
δV2(y) = δV0e
−βy +
kx∆tδP0
ρ
(
e−kxy − e−βy) ,(4.8b)
δP (y) = δP0e
−kxy,(4.8c)
where
δV0 = δV2(0), δP0 = δP (0), β =
[
k2x +
ρ
µ∆t
]1/2
.
Substituting the solution for the perturbations of the fluid variables into the variational equations (4.5) for
the interface conditions leads to the linear system[
a11 a12
a21 a22
] [
δV0
δP0
]
=
[
δBp
δBs
]
,(4.9)
where
a11 = −µkx (2γ + θp) , a12 = −1 + 2Λ (γ − 1) ,
a21 = iµkx
(
γ2 + 1 + θsγ
)
, a22 = −iΛ(γ − 1) (γ + 1 + θs) .
The coefficients aij in the linear system are defined in terms of the dimensionless parameters
Λ = νk2x∆t, γ =
β
kx
=
√
1 +
1
Λ
, Zα =
µkx
z¯α
, α = p or s.
The solution of the linear system
δV0 =
a22δBp − a12δBs
a11a22 − a12a21 , δP0 =
a11δBs − a21δBp
a11a22 − a12a21 ,(4.10)
determines the variation in the interface values of the fluid velocity and pressure in terms of the variations
in the outgoing characteristic variables of the solid.
The AMP algorithm uses impedance-weighted averages to set values for the velocity and pressure at the
interface. For example, the normal component of velocity at the interface is given by (3.6a). In terms of the
variational problem, (3.6a) reduces to
δV0 = − 1
zf + z¯p
δBp,(4.11)
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assuming that the fluid velocity and stress on the right-hand side are held fixed. In view of the solution
in (4.10), we have
1
zf + z¯p
= − a22
a11a22 − a12a21 ,(4.12)
which, after some manipulation, gives
(4.13) zf = µkxR, R = 2γ +
(γ + Zs(γ
2 + 1))(1− 2Λ(γ − 1))
Λ(γ − 1)(1 + Zs(γ + 1)) .
Of particular interest are the limiting cases when the viscous CFL number, Λ, is small and large. A
straightforward analysis of the dimensionless parameter R in (4.13) gives
R ∼
{
1
Λ , Λ→ 0,
2, Λ→∞,(4.14)
to leading order. In view of (4.14), we define the relatively simple approximation
R˜
def
=
1
Λ
+ 2.
The plots in Figure 2 show that R/R˜ ≈ 1 over a wide range of values for θs, so that the fluid impedance
given by
(4.15) zf = µkxR˜ = µkx
(
1
Λ
+ 2
)
=
ρ
kx∆t
+ 2µkx,
is a good approximation of the more complicated form given in (4.13). The model problem analysis of
Section 5 confirms that this choice leads to a stable scheme.
10-4 10-2 100 102
1
1.05
1.1
1.15
1.2
Fig. 2. Behavior of the ratio, R/R˜, versus the viscous CFL number Λ, for Zs = 10−3, 10−1 and 103 showing that R˜ is a
reasonable approximation to R over a wide range of Λ and Zs.
Formula (4.15) provides the generic form of the fluid impedance we use, but it remains to make a choice
for kx so that the approximation can be used for a discrete approximation in physical coordinates (as opposed
to the Fourier transformed space). Note that in a discrete approximation, the possible wave numbers kx
appearing in (4.15) are bounded by approximately 1/h, where h is a measure of the grid spacing in the
tangential direction. For the present model problem with the the pseudo-spectral approximation (4.2),
for example, we have |kx| ≤ pi/∆x, while a second-order difference approximation would roughly imply
|kx| ≤ 2/∆x. Experience [19] shows that added-damping instabilities are generally caused by relatively
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high-frequency modes on the grid, and this suggests taking kx = 1/h which leads to a definition of the fluid
impedance of the form
zf
def
= CAM
(ρ h
∆t
)
+ CAD
(µ
h
)
,(4.16)
as was done in (3.8). The extensive numerical results in Section 7 and [15] confirm that this is an appropriate
choice, and furthermore that the scheme is rather insensitive to the choice of h, CAM and CAD.
5. Stability analysis of a viscous model problem. The stability of the AMP algorithm is explored
in the context of two FSI model problems. The first model problem, discussed in this section, involves a
viscous incompressible (Stokes) fluid in contact with a simplified elastic solid. This analysis extends the
work in [1] to the case of a viscous fluid where both added-mass and added-damping effects are important,
and for an IMEX-type scheme in the fluid. The stability analysis of a second FSI model problem involving
an inviscid incompressible fluid is carried out in Section 6.
We will compare the stability of the AMP scheme to that of the traditional partitioned (TP) scheme and
the anti-traditional partitioned (ATP) scheme. In the TP scheme, the solid provides a Dirichlet (no-slip)
boundary condition for the fluid, and then the fluid supplies a Neumann (traction) boundary condition for
the solid. The ATP scheme reverses the role of the solid and fluid. In this scheme, the solid provides a
Neumann (traction) boundary condition for the fluid and the fluid supplies a Dirichlet (no-slip) boundary
condition for the solid.
5.1. Viscous model problem. The viscous model problem analyzed here is similar to the one dis-
cussed in Section 4 and illustrated in Figure 1. An incompressible Stokes fluid satisfies the system of equations
in (4.1a) for x ∈ Ω. The solid satisfies (4.1b) for x ∈ Ω¯0, but with λ¯ set equal to −µ¯. This choice simplifies
the system of equations for the solid somewhat since the compressive and shear wave speeds both equal
c¯ =
√
µ¯/ρ¯, i.e. the shear wave speed which is particularly relevant for the viscous model problem. It is
convenient to consider the hyperbolic equations for the solid in characteristic form. These equations are
∂ta1 − c¯∂ya1 = c¯(∂xd− ∂xb2), x ∈ Ω¯0,(5.1a)
∂tb1 + c¯∂yb1 = c¯(∂xa2 − ∂xd), x ∈ Ω¯0,(5.1b)
∂ta2 − c¯∂ya2 = c¯∂xb1, x ∈ Ω¯0,(5.1c)
∂tb2 + c¯∂yb2 = −c¯∂xa1, x ∈ Ω¯0,(5.1d)
∂td = 0, x ∈ Ω¯0,(5.1e)
where
am = σ¯m2 + z¯v¯m, bm = σ¯m2 − z¯v¯m, m = 1 or 2, z¯ = ρ¯c¯,(5.2)
are the variables associated with the incoming (a1, a2) and outgoing (b1, b2) characteristics at the interface,
and
d = σ¯11 + σ¯22.(5.3)
The interface is linearized about a flat surface Γ given by y = 0, and the matching conditions between the
fluid and the solid are given in (4.1c).
5.2. Discretization. The discretization of the equations in the x-direction follows the approach used
previously in Section 4. The equations for the fluid are transformed using the finite Fourier series in (4.2),
which results in a system of equations for the corresponding Fourier coefficient functions given in (4.1a).
These equations are then discretized in time using an IMEX-type scheme given by
vn+11 = v
n
1 −
ikx∆t
ρ
pn + ν∆t
(−k2x + ∂2y) vn+11 ,(5.4a)
vn+12 = v
n
2 −
∆t
ρ
∂yp
n + ν∆t
(−k2x + ∂2y) vn+12 ,(5.4b) (−k2x + ∂2y) pn+1 = 0.(5.4c)
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Here, vn1 (y), v
n
2 (y) and p
n(y) approximate v1(y, t
n), v2(y, t
n) and p(y, tn), respectively, at tn = n∆t for a
fixed time step ∆t. Recall that kx = 2pik/L, and that the hats and k subscripts on the Fourier coefficients
have been suppressed. Note that the components of the fluid velocity are advanced in time using (implicit)
backward Euler for the viscous terms and (explicit) forward Euler for the pressure gradient terms. An elliptic
equation is solved at each time step to update the pressure. It is convenient to keep the discrete equations
for the fluid variables continuous in y, and we assume that solutions are bounded as y →∞.
The characteristic equations for the solid in (5.1) are similarly transformed using the finite Fourier series
in (4.2), and then the resulting equations are discretized in time and space using an upwind-type scheme
given by
an+11,j = a
n
1,j + λy(a
n
1,j+1 − an1,j) + iλx(dn+1j − bn+12,j ),(5.5a)
bn+11,j = b
n
1,j − λy(bn1,j − bn1,j−1) + iλx(an+12,j − dn+1j ),(5.5b)
an+12,j = a
n
2,j + λy(a
n
2,j+1 − an2,j) + iλxbn+11,j ,(5.5c)
bn+12,j = b
n
2,j − λy(bn2,j − bn2,j−1)− iλxan+11,j ,(5.5d)
dn+1j = d
n
j ,(5.5e)
where, for example, an+11,j ≈ a1(yj , tn) with yj = j∆y and tn = n∆t, and where λx = c¯kx∆t and λy =
c¯∆t/∆y. The grid in the y-direction is collocated about the interface at y = 0. The terms involving
transverse derivatives are treated implicitly to stabilize the pseudo-spectral approximation. For reference,
the solid velocity and stress are related to the characteristic variables by
v¯n1,j =
1
2z¯
(
an1,j − bn1,j
)
, v¯n2,j =
1
2z¯
(
an2,j − bn2,j
)
,(5.6a)
σ¯n12,j =
1
2
(
an1,j + b
n
1,j
)
, σ¯n22,j =
1
2
(
an2,j + b
n
2,j
)
.(5.6b)
We assume bounded solutions of (5.5) as yj → −∞.
5.3. Interface coupling. We explore the stability of partitioned schemes for the model problem that
use different interface coupling approaches. For any of the approahes, corresponding to the AMP, TP, and
ATP schemes, the discrete equations require a certain number of boundary conditions at the interface. For
example, the evolution of the fluid equations in (5.4) require three boundary conditions on the interface,
y = 0, to determine the interface velocity and pressure. Similarly, the evolution of the solid equations in (5.5)
require two boundary conditions at y = 0 corresponding to the two incoming characteristic variables.
We first describe the coupling based on the AMP interface conditions given in Section 3. We assume
the fluid and solid solutions are known at time tn. The solid variables are advanced first to tn+1 on grid
points j = 0,−1,−2, . . . using the evolution equations in (5.5). The solid interface velocity and stress are
computed using
v¯n+1m,0 =
1
2z¯
(
an+1m0 − bn+1m,0
)
, σ¯n+1m2,0 =
1
2
(
an+1m,0 + b
n+1
m,0
)
, m = 1, 2.(5.7)
The fluid velocity is advanced using (5.4a)–(5.4b). Two boundary conditions are required at y = 0 to obtain
the fluid velocity at tn+1. The condition on the outgoing solid tangential characteristic in (3.1b) becomes
µ
(
ikxv
n+1
2 + ∂yv
n+1
1
)− z¯vn+11 = σ¯n+112,0 − z¯v¯n+11,0 , y = 0.(5.8)
The normal component of the velocity is projected to obtain the proper limiting behaviors for heavy and
light solids. This condition, taken from (3.12), reduces to
vn+12 =
zf
zf + z¯
V p(vn+12 ) +
z¯
zf + z¯
v¯n+12,0 , y = 0,(5.9)
where the fluid impedance is given by
zf =
ρ
kx∆t
+ 2µkx,(5.10)
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according to the derivation in Section 4. The predicted velocity, V p(vn+12 ), in (5.9) is given by
V p(vn+12 ) = v
n
2 −
∆t
ρ
∂yp
n − ν∆t (k2xvn+12 + ikx∂yvn+11 ) , y = 0.(5.11)
This definition is analogous to that in (3.11), but with the substitution ∂yv
n+1
2 = −ikxvn+11 noting that
∇ · v = 0 on the boundary. The pressure is updated using (5.4c) along with the AMP pressure condition
described in (3.5). For the present scheme, this condition reduces to
−pn+1 + z¯∆t
ρ
∂yp
n+1 = σ¯n+122,0 + 2ikxµv
n+1
1
− z¯∆t [ ˙¯vn+12,0 + ν (k2xvn+12 + ikx∂yvn+11 )] , y = 0,(5.12)
again using ∂yv
n+1
2 = −ikxvn+11 . The acceleration of the solid on the interface, denoted by ˙¯vn+12,0 in (5.12),
is taken to be
˙¯vn+12,0 =
v¯n+12,0 − v¯n2,0
∆t
.(5.13)
After solving for the fluid velocity and pressure, interface quantities from the fluid are obtained using
vn+1m,f = v
n+1
m , m = 1, 2,(5.14a)
pn+1f = p
n+1,(5.14b)
σn+112,f = µ
(
∂yv
n+1
1 + ikxv
n+1
2
)
,(5.14c)
σn+122,f = −pn+1 + 2µ∂yvn+12 ,(5.14d)
where all fluid quantities on the right-hand side are evaluated at y = 0. The interface velocity and traction
are projected from fluid and solid values using (3.6) and (3.7). These equations reduce to
vIm =
zf
zf + z¯
vn+1m,f +
z¯
zf + z¯
v¯n+1m,0 +
1
zf + z¯
(σ¯n+1m2,0 − σn+1m2,f ),(5.15a)
σIm2 =
z−1f
z−1f + z¯−1
σn+1m2,f +
z¯−1
z−1f + z¯−1
σ¯n+1m2,0 +
1
z−1f + z¯−1
(v¯n+1m,0 − vn+1n,f ),(5.15b)
where m = 1, 2. Finally, the ghost points at j = 1 for the incoming solid characteristics are set using
an+1m,1 = σ
I
m2 + z¯v
I
m, m = 1, 2,(5.16)
which is a first-order accurate approximation (consistent with the order of accuracy of the upwind scheme).
We next consider the coupling conditions for the TP and ATP schemes. These conditions can be obtained
from the coupling conditions for the AMP scheme in the limits of heavy (z¯ →∞) and light (z¯ → 0) solids.
For the AMP algorithm, the fluid velocity and pressure conditions are given in (5.8), (5.9) and (5.12), while
the final interface values are defined by the projections in (5.15). For the TP algorithm (z¯ →∞), the AMP
conditions in (5.8) and (5.9) reduce to Dirichlet conditions on the fluid velocity given by
vn+1m = v¯
n+1
m,0 , y = 0, m = 1, 2.(5.17)
The pressure condition in equation (5.12) becomes a Neumann condition given by
∂yp
n+1 = − ˙¯vn+12,0 − ν
(
k2xv
n+1
2 + ikx∂yv
n+1
1
)
, y = 0.(5.18)
For the TP scheme, the interface velocity is taken to be the solid velocity, vIm = v¯
n+1
m,0 , and the interface
traction is taken to be the fluid traction, σIm2 = σ
n+1
m2,f , m = 1.2.
For the ATP scheme, we consider the light-solid limit (z¯ → 0) of the AMP conditions. In this limit,
the condition on the outgoing solid tangential characteristic in (5.8) reduces to a Neumann condition for the
velocity given by
µ
(
ikxv
n+1
2 + ∂yv
n+1
1
)
= σ¯n+112,0 , y = 0,(5.19)
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while the condition in (5.9) becomes
vn+12 = V
p(vn+12 ), y = 0,(5.20)
where V p(vn+12 ) is given by (5.11). Using (5.4b), it can be shown that the condition in (5.20) can be replaced
by
∂y
(
ikxv
n+1
1 + ∂yv
n+1
2
)
= 0, y = 0,(5.21)
which is equivalent to setting the fluid velocity to be divergence-free on the interface. For the ATP scheme,
the pressure condition in (5.12) reduces to
−pn+1 + 2µ∂yvn+12 = σ¯n+122,0 , y = 0.(5.22)
For the ATP scheme, the interface velocity is taken to be the fluid velocity, vIm = v
n+1
m,f , and the interface
traction is taken to be the solid traction, σIm2 = σ¯
n+1
m2,0, m = 1, 2.
5.4. Stability analysis. In order to assess the stability of the AMP, TP and ATP schemes, we search
for normal mode solutions to the discrete evolution equations. In the fluid, solutions are of the form
vnm(y) = A
nv˜m(y), p
n(y) = Anp˜(y), m = 1, 2,(5.23)
where A is an amplification factor. Substituting (5.23) into (5.4) and integrating gives
v˜1(y) = v
0
1,fe
−γkxy − ip
0
f
µkxA(γ2 − 1)
(
e−kxy − e−γkxy) ,(5.24a)
v˜2(y) = v
0
2,fe
−γkxy +
p0f
µkxA(γ2 − 1)
(
e−kxy − e−γkxy) ,(5.24b)
p˜(y) = p0fe
−kxy,(5.24c)
where
γ =
√
1 +
1
Λ
(
A− 1
A
)
, Λ = νk2x∆t.(5.25)
Here, Λ represents the viscous CFL number and we have imposed boundedness of the solution in (5.24)
as y → ∞. The constants, v0m,f and p0f , are obtained by imposing the appropriate boundary conditions
at y = 0, namely, (5.8),(5.9) and (5.12) for the case of the AMP scheme. For the TP scheme, the three
constraints are the two boundary conditions for the components of the velocity in (5.19) and the condition
on the pressure in (5.18), while the ATP scheme uses the boundary conditions in (5.19), (5.21) and (5.22).
Having found solutions for the velocity and pressure of the fluid, these solutions can be used (along with
the appropriate boundary conditions at y = 0 for the AMP, TP or ATP coupling) to eliminate the fluid
variables on the boundary in favor of the solid variables. The issue of stability, then, reduces to examining
the behavior of the evolution equations for the solid with the appropriate boundary conditions. Solutions of
these evolution equations are sought in the form
(5.26) anj = φ
jAnr˜, anj = [a
n
1,j , b
n
1,j , a
n
2,j , b
n
2,j , d
n
j ]
T ,
where φ is a spatial eigenvalue and r˜ is a constant eigenvector. The scheme is said to be weakly stable if
there are no non-trivial solutions with |A| > 1. Our strategy for determining regions of stability will be to
search for unstable modes with |A| > 1, and then identify regions of the parameter space where no non-trivial
solutions exist. To do this, we begin by finding the general solution for the spatial grid functions satisfying
the discrete equations and regularity condition as j → −∞, assuming |A| > 1. We then apply the conditions
at the interface to determine whether non-trivial solutions exist.
When the normal mode ansatz in (5.26) is substituted into the evolution equations for the solid in (5.5),
a homogeneous system arises of the form
F(φ)r˜ = 0.(5.27)
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The matrix F is given by
F(φ) =

η(φ) 0 0 −iAλx iAλx
0 η(1/φ) iAλx 0 −iAλx
0 iAλx η(φ) 0 0
−iAλx 0 0 η(1/φ) 0
0 0 0 0 1−A
 ,
where
η(φ) = 1−A+ λy(φ− 1), λx = c¯kx∆t, λy = c¯∆t/∆y.(5.28)
The determinant of F is given by
f(φ)
def
= det(F(φ)) = (1−A) (η(φ)η(1/φ) + (Aλx)2)2 .(5.29)
The system is singular when f(φ) = 0, which occurs when A = 1 or η(φ)η(1/φ) + (Aλx)
2 = 0. Since we are
searching for unstable modes with |A| > 1, we are interested in the latter case which leads to roots given by
φ± = ξ ±
√
ξ2 − 1, ξ = 1− (Aλx)
2 + (1−A)2
2λy(1−A− λy) .(5.30)
The product of the roots is equal to one (φ+φ− = 1). Since we are searching for solutions that are bounded
as j → −∞, we are only interested in the root with modulus greater than one.
Lemma: If |A| > 1 and if λx and λy are chosen to satisfy a CFL condition, then there is precisely one root,
either φ+ or φ−, denoted by φ∗ that has magnitude strictly greater than one, i.e. |φ∗| > 1.
This result follows from a similar argument to that given in [20]. We first consider the scheme applied to the
pure initial-value problem (Cauchy problem). Setting φ = eiϑ in (5.29), we determine a region of the (λx, λy)
plane for which |A| ≤ 1 for all ϑ ∈ [0, 2pi]. This region is found numerically as discussed in Section A.1 and
shown in Figure 14, and it corresponds to a region where the Cauchy problem is (Fourier) stable. It is also
shown that this stability region includes a region of (λx, λy) satisfying a reasonable CFL restriction, namely
λ2x + λ
2
y ≤ 1. Next, since |A| ≤ 1 when |φ| = 1, we have that |φ| 6= 1 when |A| > 1. Thus, if |A| > 1 and
if (λx, λy) remains within the CFL restriction, then φ cannot cross the unit circle, |φ| = 1, as (λx, λy) vary.
It is therefore only necessary to prove that the lemma holds for one set of parameters. For λx = 0, the
discretization reduces to four uncoupled upwind schemes for linear advection. In this case, equation (5.29)
is equivalent to η(φ)η(1/φ) = 0, which has solutions φ+ = (A− 1 + λy)/λy and φ− = 1/φ+. When |A| > 1
and λy ∈ (0, 1], |φ+| > 1 and therefore φ∗ = φ+. Thus, the condition holds for all (λx, λy) provided the CFL
condition is satisfied.
When φ = φ∗, there are two eigenvectors, namely
r˜1 =
[
η(1/φ∗)
iAλx
, 0, 0, 1, 0
]T
, r˜2 =
[
0, −η(φ∗)
iAλx
, 1, 0, 0
]T
.(5.31)
The solution which remains bounded as j → −∞ is given by
an1,j = k1
η(1/φ∗)
iAλx
φj∗A
n, bn1,j = −k2
η(φ∗)
iAλx
φj∗A
n, an2,j = k2φ
j
∗A
n, bn2,j = k1φ
j
∗A
n,
where k1 and k2 are constants to be determined by the two interface conditions in (5.16). The application
of these interface conditions leads to another homogeneous system of equations given by
G(A)k =
[ G11 G12
G21 G22
] [
k1
k2
]
= 0.(5.32)
The coefficients of the matrix G are provided in Section A.2 for the AMP, TP, and ATP schemes. Solutions
for the amplification factor A are roots of the transcendental equation given by
g(A)
def
= det(G(A)) = G11G22 − G12G21 = 0.(5.33)
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These roots dependent on the choice of interface coupling and four dimensionless parameters (Λ, Z, λx, λy),
where
Z =
µkx
z¯
.(5.34)
Proving stability of the partitioned scheme for a choice of the interface coupling and dimensional pa-
rameters is equivalent to showing that no roots of (5.33) exist such that |A| > 1. The number of roots with
|A| > 1 can be assessed using the argument principle. Define
P def= 1
2pii
∮
|ζ|=1
G′(ζ)
G(ζ)
dζ, G(ζ) = g(1/ζ).(5.35)
There are branch points of G(ζ) in the region |ζ| > 1, and a single-valued branch of G(ζ) can be defined so
that its branch cuts lie outside the unit disk. The only singularity of G(ζ) in the region |ζ| ≤ 1 is a pole of
order 2 at the origin, and thus P = N−2, where N corresponds to the number of roots of g(A) with |A| > 1.
Fig. 3. Left: Green circles represent points for which the AMP algorithm is stable in the CFL region λ2x + λ
2
y ≤ 1. Right:
stability regions for the TP (red) and ATP (blue) schemes.
An analytic evaluation of the integral for P is unavailable, and so we consider a numerical evaluation. The
four-dimensional parameter space (Z,Λ,λx,λy) is discretized on a 31×31×20×20 array. The parameters Z
and Λ are equally spaced on a logarithmic scale on the interval [10−3, 103], while λx and λy are equally spaced
on the interval [0.05, 0.95]. At each grid point, P is computed numerically with |P + 2| ≤ δ corresponding
to stability, where δ is a small parameter taken to be 10−5. The results of this computation are shown
in Figure 3 for the AMP, TP and ATP schemes. A grid point in the (Λ, Z) plane is marked as stable if
the computations of P for all values of λx and λy in the search region are stable. The point is marked as
unstable otherwise. The results shown in the left plot indicate that the AMP scheme applied to the viscous
model problem is stable for all points in the (Λ, Z) plane, whereas the results shown in the right plot indicate
that the TP and ATP schemes have large regions of instability. For example, the region in red shows the
stable region for the TP scheme, which occurs for heavy solids (Z small) and coarser meshes (Λ large).
The stability region for the ATP scheme shown in blue corresponds to light solids (Z large). The following
theorem summarizes the results for the AMP scheme.
Theorem: The AMP scheme applied to viscous model problem is weakly stable |A| ≤ 1 provided λ2x+λ2y ≤ 1,
which gives the usual CFL-type time-step restriction
∆t ≤ 1
c¯
[
1
∆y2
+ k2x
]1/2
.(5.36)
This is a sufficient but not a necessary condition. The proof follows from the argument principle and a
numerical evaluation of P.
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6. Stability analysis of an inviscid model problem. In this section, the stability of the AMP, TP
and ATP algorithms are explored for a two-dimensional FSI model problem involving an inviscid incompress-
ible fluid. A similar stability analysis was performed in [1] for a first-order accurate scheme on a staggered
grid. The algorithms considered here are second-order accurate, as in the full AMP algorithm discussed in
Section 3, and thus the present analysis extends the previous results for less dissipative partitioned schemes.
6.1. Inviscid model problem. The fluid is assumed to be inviscid and incompressible, and it occupies
the region Ω given by 0 < x < L and 0 < y < H. The solid lies below the fluid in the semi-infinite region
Ω¯0 given by 0 < x < L and y < 0, see Figure 4. The solid is taken to be an “acoustic” solid that supports
a motion in the vertical direction only. The fluid-solid interface Γ is linearized about the flat surface, y = 0,
and it is assumed that the vertical components of the velocity and stress between the fluid and solid match
along Γ. The fluid pressure is taken to be zero along the top boundary, y = H, and the solutions for the fluid
and solid are assumed to be periodic in the x-direction with period equal to L. The governing equations for
this FSI model problem are
Fluid:

ρ∂tv2 + ∂yp = 0, x ∈ Ω,
(∂2x + ∂
2
y)p = 0, x ∈ Ω,
p = 0, x ∈ (0, L), y = H,
(6.1a)
Solid:

ρ¯∂tv¯2 = ∂xσ¯21 + ∂yσ¯22, x ∈ Ω¯0,
∂tσ¯21 = ρ¯c¯
2
p∂xv¯2, x ∈ Ω¯0,
∂tσ¯22 = ρ¯c¯
2
p∂y v¯2, x ∈ Ω¯0,
(6.1b)
Interface:
{
v2 = v¯2, x ∈ Γ,
p = −σ¯22, x ∈ Γ.
(6.1c)
We note that the horizontal component of the fluid velocity is omitted from the equations for the fluid
in (6.1a) since it decouples in the simplified FSI problem and can be determined from the remaining fluid
variables once the solution is known. The solid variables are assumed to be bounded as y → −∞. The model
problem described here corresponds to the MP-IA model problem considered in [1].
solid: Ω¯0
fluid: Ω
interface: Γ
y = 0
x = 0 x = L
y → −∞
y = H
Fig. 4. The rectangular geometry for the FSI model problems.
6.2. Discretization. The equations for the fluid in (6.1a) are transformed to Fourier space using (4.2).
The resulting equations for the Fourier coefficient functions are
ρ∂tv2 + ∂yp = 0, 0 < y < H,(6.2a)
∂2yp− k2xp = 0, 0 < y < H.(6.2b)
The solution of the elliptic equation for the pressure in (6.2b), with p = 0 at y = H, is
p(y, t) = pI(t)
sinh(kx(H − y))
sinh(kxH)
,(6.3)
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where pI(t) is an interface pressure which is specified later by the chosen coupling at the interface. For the
purpose of the analysis, we only require the fluid velocity on the interface, which we define to be vI(t). The
evolution of the interface velocity involves the gradient of pressure at y = 0, which is given by
∂yp(0, t) = −pI(t)
Heff
, Heff =
tanh(kxH)
kx
.(6.4)
The effective fluid height, Heff, in the formula for the pressure gradient depends on the normalized wave
number, and it takes the limiting values of Heff = H as kx → 0 and Heff = 0 as kx →∞.
The equations for the solid in (6.1b) are also transformed to Fourier space, and then expressed in the
characteristic form
∂ta− c¯p∂ya = ikxc¯pd, y < 0,(6.5a)
∂tb+ c¯p∂yb = −ikxc¯pd, y < 0,(6.5b)
∂td =
ikxc¯p
2
(a− b), y < 0,(6.5c)
where a(y, t), b(y, t) and d(y, t) are Fourier coefficients of the characteristic variables
a = σ¯22 + z¯pv¯2, b = σ¯22 − z¯pv¯2, d = σ¯21.(6.6)
Equations (6.5a) and (6.5b) are advection equations for the incoming and outgoing characteristic variables
a and b, respectively, while (6.5c) describes the evolution of the tangential component of the solid stress.
The solid characteristic variables are discretized in the y-direction using a uniform collocated grid,
yj = j∆y for j = 0,−1,−2 . . ., with grid spacing ∆y. Although a staggered grid is used for the analysis
in [1], and for the stability analyses of other FSI algorithms in [21, 22], it is cleaner to use a collocated grid
for the second-order accurate scheme examined here. Define the grid functions bnj ≈ b(yj , tn), anj ≈ a(yj , tn)
and dnj ≈ d(yj , tn), where tn = n∆t for a (fixed) time step ∆t. The advection equations in (6.5a) and (6.5b)
are approximated using a second-order accurate Lax-Wendroff-type scheme having the form
an+1j = a
n
j +
λy
2
δ0a
n
j +
λ2y
2
δ+δ−anj + iλxd
n
j +
iλxλy
4
δ0d
n
j −
λ2x
4
(anj − bnj ),(6.7a)
bn+1j = b
n
j −
λy
2
δ0b
n
j +
λ2y
2
δ+δ−bnj − iλxdnj +
iλxλy
4
δ0d
n
j +
λ2x
4
(anj − bnj ),(6.7b)
where λx = kxc¯p∆t and λy = c¯p∆t/∆y. The centered approximations of the spatial derivatives in (6.7)
are defined in terms of the undivided difference operators δ+u
n
j = u
n
j+1 − unj , δ−unj = unj − unj−1 and
δ0u
n
j = u
n
j+1 − unj−1 for an arbitrary grid function unj . The evolution equation in (6.5c) is approximated
using a second-order accurate BDF scheme of the form
dn+1j =
4
3
dnj −
1
3
dn−1 +
iλx
3
(
an+1j − bn+1j
)
.(6.8)
For reference, the Fourier coefficients of the solid velocity and normal stress are related to the incoming and
outgoing characteristic variables by
v¯n2,j =
1
2z¯p
(anj − bnj ), σ¯n22,j =
1
2
(anj + b
n
j ),(6.9)
and the boundedness condition at infinity implies that
|bnj |2 + |anj |2 + |dnj |2 <∞, as j → −∞.(6.10)
6.3. Interface coupling. The evolution of the solid requires a boundary condition on the interface,
y = 0, corresponding to the incoming characteristic variable. Similarly, the evolution of the fluid requires
a boundary condition at y = 0, which can be interpreted as an interface pressure needed to complete the
solution of the elliptic problem for the fluid pressure in (6.3). These two boundary conditions come from
the matching conditions at the interface involoving the vertical velocity and normal stress. In terms of
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the discretization of the Fourier coefficents for the model problem, the coupling at the interface takes on
different forms depending on the choice of the partitioned scheme. Since the behavior of the fluid for the
model problem is determined by the solution of an elliptic problem for the pressure and an evolution equation
for the vertical velocity on the interface, the coupling of the fluid to the behavior of the solid can be reduced
to a modified boundary condition for the solid depending on the partitioned scheme employed as we discuss
below.
Let us first consider the AMP algorithm and its interface coupling scheme. The general algorithm is
described in Section 3 and we follow this basic description but with suitable modifications for the choices
of the discretizations made for the present model problem. Let us assume that the discrete characteristic
variables for the solid given by anj , b
n
j and d
n
j are known at time levels t
n and tn−1 for all grid points,
yj = j∆y, j = 0,−1, . . ., including a ghost point at j = 1. We also assume that the interface velocity, vI(t),
is known at t = tn and tn−1. The evolution equations for the solid variables in (6.7) and (6.8) are used
to advance the variables to tn+1, and from these we compute the solid velocity and normal stress on the
interface using
v¯n+12,0 =
1
2z¯p
(an+10 − bn+10 ), σ¯n+122,0 =
1
2
(an+10 + b
n+1
0 ).(6.11)
We next compute an extrapolated interface velocity, v
(e)
I , using a second-order accurate BDF-type integration
of the evolution equation for the fluid velocity. This gives the formula
v
(e)
I =
4
3
vnI −
1
3
vn−1I −
2∆t
3ρ
∂yp(0, t
n+1),(6.12)
where the pressure gradient on the interface is given in (6.4). This extrapolated value for the fluid is averaged
with the interface velocity for the solid from (6.11) to give
vn+1I =
zf
zf + z¯p
v
(e)
I +
z¯p
zf + z¯p
v¯n+12,0 ,(6.13)
where we take zf = ρH/∆t. The choice for zf here is the same one used in [1], and it agrees with (3.8)
for CAMh = H. We have found that the results are insensitive to the choice of zf for this inviscid model
problem. For later convenience, define the weights
θf =
zf
zf + z¯p
, θ¯p =
z¯p
zf + z¯p
,(6.14)
and we note that θf+θ¯p = 1. The AMP condition for the fluid pressure given in (3.5) requires an acceleration
of the interface, and for this we use the backward difference formula
v˙n+1I =
1
2∆t
(
3vn+1I − 4vnI + vn−1I
)
.(6.15)
Using (6.12) in (6.13) to eliminate v
(e)
I , and then using the computed result in (6.15) to eliminate v
n+1
I gives
an alternate expression for the acceleration having the form
v˙n+1I = θf
(
pn+1I
ρHeff
)
+ θ¯p
(
3v¯n+12,0 − 4vnI + vn−1I
2∆t
)
,(6.16)
which shows that the acceleration of the interface is also a weighted average of the acceleration from the
fluid and that computed from the solid. Finally, the AMP condition for the fluid pressure in (3.5) reduces to
−pn+1I −
z¯p∆t
ρHeff
pn+1I = σ¯
n+1
22,0 − z¯p∆t v˙n+1I .(6.17)
Using (6.16) in (6.17) to eliminate v˙n+1I , and then solving for the interface pressure gives
−pn+1I =
M
M + θ¯p
[
σ¯n+122,0 − z¯pθ¯p
(
3
2
v¯n+12,0 − 2vnI +
1
2
vn−1I
)]
,(6.18)
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where M is a mass ratio given by
M =
ρHeff
z¯p∆t
=
ρHeff
ρ¯c¯p∆t
.(6.19)
We may now complete the time-step for the solid variables by specifying values for the incoming and outgoing
characteristic variables in the ghost points using
an+11 = −an+1−1 + 2an+1I , bn+11 = 2bn+10 − bn+1−1 ,(6.20)
where an+1I is an interface value for the incoming characteristic variable determined by
an+1I = −pn+1I + z¯pvn+1I ,(6.21)
Thus, the boundary condition for the incoming characteristic variable is specified by an+1I (using a second-
order accurate average) and the outgoing characteristic variable at the ghost point is given by a simple
extrapolation.
For the AMP algorithm, the interface velocity and pressure used in (6.21) to define the interface value
for the incoming characteristic variable are given by the formulas in (6.13) and (6.18), respectively, while
the corresponding interface values for the TP and ATP algorithms use difference formulas. For the TP
algorithm, the interface velocity is given by the solid, while the interface stress is determined by the fluid.
This specification leads to
vn+1I = v¯
n+1
2,0 , p
n+1
I = ρHeff v˙
n+1
I ,(6.22)
where the solid velocity is given in (6.11) and the interface acceleration is given in (6.15). For the ATP
algorithm, the interface velocity is given by the fluid, while the interface stress is determined by the solid,
and this gives
vn+1I = v
(e)
I , p
n+1
I = −σ¯n+122,0 ,(6.23)
where the fluid velocity is given in (6.12) and the solid stress is given in (6.11). It is worth noting that values
specified for the TP and ATP algorithms in (6.22) and (6.23), respectively, agree with values given by the
AMP algorithm in the limiting cases of a heavy solid (z¯p →∞) and a light solid (z¯p → 0).
6.4. Stability analysis. In order to assess the stability of the AMP, TP and ATP schemes, we consider
normal mode solutions of the discrete equations for the solid with the appropriate interface conditions. For
this analysis, we let
anj = A
na˜j , b
n
j = A
nb˜j , d
n
j = A
nd˜j ,(6.24)
where A is an amplification factor and (a˜j , b˜j , d˜j) are spatial grid functions. As in stability analysis of
Section 5, showing the scheme is weakly stable is equivalent to showing there are no non-trivial solutions
where |A| > 1 for a given set of parameters. We first make the assumption |A| > 1 and solve the spatial
problem by finding general solutions of the discretization and boundedness condition as j → −∞. The
interface conditions are then used to determine if the amplification factor satisfies the assumption |A| > 1.
The discrete equations for the solid in (6.7) and (6.8), with b˜j = [a˜j , b˜j , d˜j ]
T , can be written as a system
of linear, second-order difference equations of the form
[H0 +H1δ0 +H2δ+δ−]b˜j = 0,(6.25)
where
H0 = −A2

1 0 0
0 1 0
− iλx3 iλx3 1
+A

1− λ2x4 λ
2
x
4 iλx
λ2x
4 1− λ
2
x
4 −iλx
0 0 43
−

0 0 0
0 0 0
0 0 13
 ,
H1 = A
 λy2 0 iλxλy40 −λy2 iλxλy4
0 0 0
 , H2 = A

λ2y
2 0 0
0
λ2y
2 0
0 0 0
 .
20
Solutions of the difference equations in (6.25) are sought in the form b˜j = r˜φ
j , where r˜ is a constant vector
and φ is a scalar. This implies the homogeneous linear system[
H0 +H1
(
φ− φ−1)+H2 (φ− 2 + φ−1)] r˜ = 0.(6.26)
Non-trivial vectors r˜ exist for values of φ satisfying
det
[
H0 +H1
(
φ− φ−1)+H2 (φ− 2 + φ−1)] = 0.(6.27)
It can be shown that the algebraic condition in (6.27) is equivalent to a quartic polynomial in φ for which
there are four roots, φα, α = 1, 2, 3, 4. Since we seek spatial grid functions that are bounded as j → −∞,
we are only interested in the roots satisfying |φα| ≥ 1.
Lemma: If |A| > 1 and if λx and λy are chosen to satisfy a CFL condition, then the roots of the quartic
polynomial implied by (6.27) satisfy
|φ1| > 1, |φ2| > 1, |φ3| < 1, |φ4| < 1.(6.28)
The analogous lemma for the viscous stability analysis was proven in Section 5. The following proof is
structured similarly. First, the stability for the scheme applied to the pure initial-value problem (Cauchy
problem) is considered. This corresponds to setting φ = eiϑ in (6.27) and finding the region of stability
|A| ≤ 1 in the λx-λy plane for all ϑ ∈ [0, 2pi]. This region is found in Section A.1 and shown in Figure 15.
This region contains the quarter circle defined by λ2x + λ
2
y ≤ 1 and λx, λy ≥ 0. When |φ| = 1, we must have
|A| ≤ 1. Therefore |A| > 1 implies |φ| 6= 1. Due to the continuity of φ, if |A| > 1 and if (λx, λy) remains
within the CFL restriction, φ cannot cross the unit circle, |φ| = 1, as (λx, λy) vary. Therefore, it is only
necessary to prove that the conditions on the roots in (6.28) hold for one set of parameters. For λx = 0,
the difference scheme reduces to a pair of decoupled Lax-Wendroff schemes (and a BDF scheme applied to
∂td = 0), where it is well known (see [23] for example) that the conditions in (6.28) hold provided |λy| ≤ 1.
Thus, the condition holds for all (λx, λy) provided the CFL condition is satisfied.
In view of the above Lemma, we can now write the general solution for bnj = [a
n
j , b
n
j , d
n
j ]
T , satisfying the
regularity condition and assuming |A| > 1, in the form
bnj = A
n
(
k1r˜1φ
j
1 + k2r˜2φ
j
2
)
,(6.29)
where k1 and k2 are scalar constants. Let r˜α = [q˜α, r˜α, s˜α]
T for α = 1, 2. We note that the third equation in
the matrix system (6.26) implies
s˜α =
A2iλx
3A2 − 4A+ 1(q˜α − r˜α), α = 1, 2,(6.30)
so that the third component of bnj can be eliminated in terms of the first two components. The final two
constraints are given by the interface conditions in (6.20), and this leads to a homogeneous system for
k = [k1, k2]
T of the form
H(A)k =
[ H11 H12
H21 H22
] [
k1
k2
]
= 0.(6.31)
The coefficients of the matrix H involve the amplitude factor A, and these are given in Section A.3 for the
AMP, TP and ATP schemes. For non-trivial solutions, we seek solutions for A such that
det(H) = H11H22 −H12H21 = 0.(6.32)
We first proceed with an analysis of the 1D case assuming λx = 0. After finding solutions for A when λx = 0,
we use a continuation procedure to determine solutions for A numerically as λx increases from zero.
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6.4.1. 1D schemes (λx = 0). As noted earlier, the discrete evolution equations in (6.7) for the solid
reduce to a pair of standard Lax-Wendroff schemes (without source terms) for the variables associated with
incoming and outgoing characteristics when λx = 0. Accordingly, the first two components of (6.25) become
Aa˜j =
(
1 +
λy
2
δ0 +
λ2y
2
δ+δ−
)
a˜j , Ab˜j =
(
1− λy
2
δ0 +
λ2y
2
δ+δ−
)
b˜j .(6.33)
Setting a˜j = a˜0φ
j
a and b˜j = b˜0φ
j
b yields the eigenvalues
φa,± =
A− (1− λ2y)±
√
A2 − (2A− 1)(1− λ2y)
λy (λy + 1)
, φb,± =
1
φa,∓
.(6.34)
If |A| > 1 and if λy satisfies the CFL constraint |λy| ≤ 1, then one eigenvalue from each plus-minus
pair in (6.34) has magnitude greater than one, while the other has magnitude less than one in agreement
with (6.28). Let φ1 to be the eigenvalue from φa,± with magnitude greater than one and let φ2 to be the
corresponding eigenvalue φb,±. Assuming the principal branch of the square-root function in (6.34), we set
(φ1, φ2) =
{
(φa,+, φb,+), if <(A) ≥ 1− λ2y,
(φa,−, φb,−), if <(A) < 1− λ2y.
(6.35)
Since the evolution equations for anj and b
n
j are decoupled, the corresponding eigenvectors in (6.29) are unit
vectors, r˜1 = [1, 0, 0]
T and r˜2 = [0, 1, 0]
T , i.e. q˜2 = r˜1 = s˜1 = s˜2 = 0, and the matrix H in (6.31) becomes
diagonal. Thus, the determinant condition in (6.32) reduces to
det(H) = H11H22 = 0.(6.36)
The component, H22, is associated with the extrapolation of the outgoing characteristic variable from (6.20),
and this factor is zero only if φ2 = 1. However, |φ2| > 1, so that H22 6= 0 and thus k2 = 0 in (6.29). The
remaining component, H11, is associated with the interface condition on the incoming characteristic variable,
and this term takes different forms depending on the choice of the interface coupling (see Section A.3).
Manipulation of the constraint, H11 = 0, for the AMP, TP and ATP schemes leads to polynomials in A of
degrees 6, 6 and 4, respectively, whose coefficients depend on λy and M0 = ρH/(z¯p∆t). Due to the algebraic
complexity, the software package Maple is used to generate the polynomials and compute the roots for given
values of (λy,M0). We note that some roots of the polynomials may not be solutions of the determinant
constraint and so these spurious roots are discarded. If no valid roots are found satisfying |A| > 1 for a
given value of (λy,M0), then we conclude that k1 in (6.29) must also be zero so that only the trivial solution
exists and thus the scheme is (weakly) stable.
We find it convenient to explore the roots of the three polynomials in terms of the parameters λy and
M, where
M = M0λy = ρH
ρ¯∆y
.(6.37)
The latter parameter is the ratio of the mass contained in a fluid column of height H to that of the solid
with the same cross section and of height ∆y. Starting with the AMP scheme, we compute valid roots of its
polynomial for an 800 × 800 array of parameter values on a logarithmic scale for the range 10−6 ≤ λy ≤ 1
and 10−6 ≤M ≤ 107. For these values, no roots with |A| > 1 are found, which provides a strong indication
of stability of the 1D AMP scheme for 0 < λy ≤ 1 and M > 0. Shaded contours of the maximum values of
|A| are displayed in the left plot of Figure 5 for a range of values ofM and λy. The roots of the polynomials
associated with the 1D TP and ATP schemes are also computed, and parameter values for which |A| > 1
are found indicating that regions of instability exist for these two schemes. The right plot of Figure 5 shows
regions of stability of the TP and ATP schemes where no roots with |A| > 1 are found. We note that for
a fixed value of λy = c¯p∆t/∆y ∈ (0, 1], decreasing the mesh spacings in both time and space corresponds
to increasing the mass ratio M defined in (6.37). The right plot in the figure indicates that the TP scheme
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Fig. 5. Left: Shaded contours of the maximum amplification factor |A| for the AMP scheme for the parameters λy =
c¯p∆t/∆y and M = ρH/(ρ¯∆y). Right: Stability regions for the 1D TP and ATP schemes. Grid refinement corresponds to
increasing M, and thus the TP scheme becomes unstable as the grid is refined while the ATP scheme becomes stable.
becomes unstable as the mesh is refined, while the ATP scheme ultimately becomes stable. In contrast,
the AMP scheme is always stable, and these observations agree with the analysis of the first-order accurate
difference schemes performed in [1].
The AMP, TP and ATP schemes can be implemented for the one-dimensional FSI model problem, and
then run numerically for different values of the parameters to check the results of the stability analysis.
Initial conditions are specified so that the exact solution decays exponentially in time, see Section A.4 for
details. Since the interface velocity is expected to decay in time, we can assess the stability of the scheme
by checking the magnitude of the interface velocity. If this velocity grows in time, becoming larger than the
initial interface velocity, then we consider the scheme to be unstable for the choice of parameter values. For
the AMP scheme, no parameter values are found for which the numerical results are unstable. For the TP
and ATP schemes, the colored marks in Figure 6 indicate stability or instability of the numerical scheme for
selected parameter values. The black curves in the figure correspond to the stability boundaries obtained
from the stability analysis. We note that there is good agreement between the numerical results of the
schemes and that given by the analysis.
Fig. 6. Verification of the stability regions for the TP scheme (left) and the ATP scheme (right) using numerical solutions
of the 1D FSI model problem. Green marks correspond to a stable numerical solution, while red markers correspond to numerical
instability. The black curves give the stability boundaries obtained from the stability analysis.
6.4.2. 2D schemes (|λx| 6= 0). The strategy for finding solutions of the determinant condition in (6.32)
for |λx| 6= 0 is to use the solutions for A of the 1D determinant condition as a starting point for a numerical
root solver that performs a continuation as λx varies. In addition to the principal continuation parameter
λx, the roots also depend on the parameters λy and M = ρHeff/(z¯p∆t), where Heff was defined previously
in (6.4). As before, we find it convenient to examine the roots in terms of the mass ratio M introduced
in (6.37) and the height ratio, η = Heff/H, which varies on (0, 1], and we note that M = Mη. Using our
continuation procedure, we are able to compute the roots of the determinant condition as a function of the
parameters λx, λy and M = Mη. Though there are multiple roots, Az, z = 1, 2, . . . ,Z, for a given set of
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parameters, we are only interested in the amplification factor with the maximum modulus. Define
Amax(λx, λy,Mη) = max
1≤z≤Z
|Az(λx, λy,Mη)|,(6.38)
to be the maximum amplification factor in magnitude for a given set of parameters. The pseudo-spectral
approximation of the model problem given in (6.1b) depends on the normalized wave number kx. The
corresponding discrete evolution equations for each Fourier mode of the approximation must all be stable
for the chosen partitioned scheme to be stable (either the AMP, TP or ATP schemes). Since λx and η both
depend on kx, we are interested in the values of Amax for all possible values for λx and η. Define
Amax(M, λy) = max
λx∈D(λy), η∈(0,1]
Amax(λx, λy,Mη),(6.39)
where D(λy) gives the interval of λx satisfying the Cauchy stability bound for a given value of λy (see
Section A.1). We take D(λy) = [0, (1 − λ2y)1/2]. Since the maximum amplification factor for the 1D case
(with λx = 0) must be less than or equal to Amax, we are effectively examining whether the maximum
amplification can increase when |λx| > 0. Figure 7 shows shaded contours of Amax(M, λy) on the left, and
the stability regions of the TP and ATP schemes on the right. These plots are similar to the ones for the
1D analysis in Figure 5, indicating that the stability results provided by the 1D analysis are essentially
unchanged when variations in the transfer direction are considered. In fact, Figure 8 shows the stability
regions for the TP and ATP schemes given by the 1D and 2D analyses overlayed. Here, we observe that the
stability regions given by the 2D analysis are only slightly smaller than those given by the 1D analysis.
We can also search for a maximum amplification factor over all mass ratios, ACFL, to see the CFL region
for the AMP scheme in (λx, λy) plane. Define
ACFL(λx, λy) = max
0<Mη<∞
Amax(λx, λy,Mη).(6.40)
This definition allows us to find a time step restriction regardless of the mass ratio of the problem. Figure 9
shows a surface plot of ACFL and the stability region, |A| ≤ 1 in the λx-λy plane.
Theorem: By numerical evaluation of ACFL(λx, λy), we have found that the AMP algorithm is weakly
stable, i.e. |ACFL| ≤ 1, provided that λ2x + λ2y ≤ 1. This implies the time-step restriction
∆t ≤ 1
c¯p
[
1
∆y2
+ k2x
]−1/2
.(6.41)
This is a sufficient but not a necessary condition.
Fig. 7. Left: Shaded contours of the maximum amplification factor Amax(M, λy) (as defined in equation (6.39)) for the
AMP scheme for the parameters λy = c¯p∆t/∆y and M = ρH/(ρ¯∆y). Right: Stability regions (ie. where Amax(M, λy) ≤ 1)
for the 2D TP and ATP schemes. Grid refinement corresponds to increasing M, and thus the TP scheme becomes unstable
as the grid is refined while the ATP scheme becomes stable.
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Fig. 8. Stability regions for the TP and ATP schemes in 1D and 2D for the parameters λy = c¯p∆t/∆y and M =
ρH/(ρ¯∆y). The lighter shaded colors represent the 1D regions and the darker shaded colors represent the 2D regions. Grid
refinement corresponds to increasingM, and thus the TP scheme becomes unstable as the grid is refined while the ATP scheme
becomes stable.
Fig. 9. Left: surface plot of maximum |A| over Mη ∈ [10−6, 106] for the AMP scheme. Right: the green fill indicates
the stability region |A| ≤ 1. The dotted line is a plot of λ2x + λ2y = 1. For reference, λy = c¯p∆t/∆y,M = ρH/(ρ¯∆y), λx =
c¯pkx∆t, η = tanh(kxH)/(kxH).
7. Numerical results for an elastic piston. We now present numerical results for two FSI problems
to verify the accuracy and stability of the AMP scheme. The two FSI problems considered involve the
interaction of a fluid column with an elastic piston. In the first problem, we examine longitudinal motion of
the piston, while transverse motion of the piston is considered in the second problem. Exact solutions are
found for both FSI problems, and these are used to verify the accuracy and stability of the AMP algorithm
for a range of the problem parameters.
solid: Ω¯(0)
fluid: Ω(0)
interface: Γ(0)
y¯ = 0
x = 0 x = L
y¯ = −H¯
y¯ = H
solid: Ω¯(t)
fluid: Ω(t)
interface: Γ(t)
y = yI(t)
x = 0 x = L
y = −H¯
y = H
Fig. 10. Longitudinal motion of an elastic piston: initial solid and fluid domains (left), and deformed piston and fluid
domain (right) for t > 0.
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7.1. Longitudinal motion of an elastic piston. The geometry of the elastic piston problem is shown
in Figure 10. The plot on the left shows the configuration at t = 0. The fluid occupies the physical domain
between y = 0 and y = H initially, while the solid lies in its reference domain between y¯ = −H¯ and y¯ = 0.
It is assumed that there is no dependence in the x-direction so that the fluid-solid interface remains flat
at a position y = yI(t) as shown in the plot on the right. In the fluid domain, Ω(t), it is assumed that
the horizontal component of velocity v1 is zero, and thus the vertical component v2 is a function of t alone
according to the continuity equation. The fluid pressure is a linear function y, and is given by
(7.1) p(y, t) =
(H − y)pI(t) + (y − yI(t))pH(t)
H − yI(t) ,
where pI(t) is the pressure on the interface and pH(t) is a specified fluid pressure at y = H. The momentum
equation for the fluid in the vertical direction reduces to
(7.2) ρv˙2 = −py = pI(t)− pH(t)
H − yI(t) ,
where ρ is the (constant) fluid density.
With the displacement of the solid in the horizontal direction assumed to be zero, the equation for the
vertical component of the displacement in the reference domain, Ω¯(0), becomes
(7.3) u¯2,tt = c¯
2
pu¯2,y¯y¯, −H¯ < y¯ < 0,
where c¯p is the longitudinal wave speed. The general solution of (7.3), assuming a zero-displacement condition
at y¯ = −H¯, is
(7.4) u¯2(y¯, t) = F¯ (t− (y¯ + H¯)/c¯p)− F¯ (t+ (y¯ + H¯)/c¯p),
where F¯ (τ¯) is any smooth function. The vertical position of the fluid-solid interface is determined by the
solid displacement evaluated at y¯ = 0. Thus,
(7.5) yI(t) = u¯2(0, t),
and the matching conditions on velocity and stress imply
(7.6) v2(t) = u¯2,t(0, t), −pI(t) = (λ¯+ 2µ¯)u¯2,y¯(0, t).
The interface conditions in (7.5) and (7.6) can be used in (7.2) to eliminate the fluid variables, which leads
to a boundary condition involving the solid displacement and its derivatives. This boundary condition can
be written in the form
(7.7) ρ
(
H − u¯2(0, t)
)
u¯2,tt(0, t) + (λ¯+ 2µ¯)u¯2,y¯(0, t) = −pH(t).
We are interested in finding a function F¯ (τ¯) in (7.4) so that u¯2(y¯, t) satisfies initial conditions on u¯2 and
u¯2,t, and also satisfies the nonlinear boundary condition in (7.7) for a specified fluid pressure pH(t). While
this could be done in principle, we choose instead to construct an exact solution by making a choice for F¯ (τ¯),
and then backing out the corresponding initial conditions on u¯2(y¯, t) and the fluid pressure pH(t). This is
done in our verification tests using the choice
F¯ (τ¯) = α cos(ωτ¯),
where α and ω are parameters. With u¯2(y¯, t) and pH(t) known from (7.4) and (7.7), respectively, the
remaining fluid variables can be obtained from (7.1), (7.5) and (7.6). In particular, we note that for this
choice, the position of the fluid-solid interface oscillates with frequency ω and an amplitude a given by
yI(t) = a sin(ωt), a = 2α sin(ωH¯/c¯p).
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Fig. 11. Longitudinal motion of an elastic piston: Shaded contours of the numerical solution at t = 0.6 for (σ22, σ¯22) on
the left and (v2, v¯2) on the right computed using the AMP algorithm for ρ¯/ρ = 1.
Table 1
Longitudinal motion of an elastic piston: Maximum-norm errors and convergence rates of the numerical solution at
tfinal = 0.6 computed using the AMP algorithm for ρ¯/ρ = δ = 10
3, 1 and 10−3.
Heavy solid (δ = 103):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 6.0e-04 5.9e-05 4.0e-05 5.9e-05 1.9e-01
1/ 40 1.4e-04 4.2 1.7e-05 3.5 9.6e-06 4.2 1.7e-05 3.5 4.5e-02 4.2
1/ 80 3.4e-05 4.1 4.4e-06 3.8 2.3e-06 4.1 4.4e-06 3.8 1.1e-02 4.1
1/160 8.5e-06 4.1 1.1e-06 3.9 5.8e-07 4.1 1.1e-06 3.9 2.7e-03 4.1
Medium solid (δ = 1):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 1.8e-05 4.9e-05 1.2e-05 4.9e-05 5.0e-05
1/ 40 7.5e-06 2.4 1.2e-05 4.0 3.0e-06 4.2 1.2e-05 4.0 1.3e-05 3.7
1/ 80 2.3e-06 3.3 3.0e-06 4.0 7.1e-07 4.1 3.0e-06 4.0 3.6e-06 3.8
1/160 6.3e-07 3.6 7.4e-07 4.0 1.8e-07 4.1 7.4e-07 4.0 9.2e-07 3.9
Light solid (δ = 10−3):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 8.0e-07 6.5e-07 3.3e-06 2.4e-05 1.3e-07
1/ 40 2.4e-07 3.3 1.6e-07 4.0 5.3e-07 6.3 4.2e-06 5.7 3.4e-08 3.9
1/ 80 6.6e-08 3.7 4.1e-08 4.0 8.9e-08 5.9 8.3e-07 5.0 8.8e-09 3.9
1/160 1.7e-08 3.8 1.0e-08 4.0 2.3e-08 3.8 1.8e-07 4.5 2.2e-09 4.0
Numerical results are obtained for the case H = 1, ρ = 1 and µ = 0.01 for the fluid, and using H¯ = 0.5
and µ¯ = λ¯ = ρ¯ = δ for the solid. The interface position is specified by a = 0.1 and ω = 2pi. The density ratio,
ρ¯/ρ = δ, is taken to be 10−3, 1 and 103, representing FSI problems with light, moderate and heavy solids,
respectively. Numerical solutions are computed using the AMP algorithm on a two-dimensional rectangular
configuration (as shown in Figure 10) with periodic boundary conditions taken at x = 0 and x = L consistent
with a one-dimensional solution. Table 1 gives the maximum-norm errors for solutions computed using the
AMP algorithm at tfinal = 0.6 with grid resolutions h = 1/(20j) for j = 1, 2, 4, 8. The errors in the table
indicate that the solution is converging at second-order accuracy. The solution is plotted in Figure 11 for
the case δ = 1.
7.2. Transverse motion of an elastic piston. Exact solutions can also be constructed for an FSI
problem involving transverse motion of an elastic piston, see Figure 12. For this case, the vertical compo-
nents of the fluid velocity and solid displacement are taken to be zero, while the corresponding horizontal
components are assumed to be functions of y and t alone. As a result, the interface remains in its initial
position, yI(t) = yI(0) = 0, and so the solid reference coordinate y¯ is equivalent to the physical coordinate y.
For this problem, the equations governing the horizontal components of the fluid velocity and solid
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solid: Ω¯0
fluid: Ω0
interface: Γ0
y¯ = 0
x = 0 x = L
y¯ = −H¯
y¯ = H
solid: Ω¯(t)
fluid: Ω(t)
interface: Γ(t)
y = 0
x = 0 x = L
y = −H¯
y = H
Fig. 12. Transverse motion of an elastic piston: initial solid and fluid domains (left), and deformed piston and fluid
domain (right) for t > 0.
displacement reduce to
(7.8) v1,t = νv1,yy, 0 < y < H,
and
(7.9) u¯1,tt = c¯
2
su¯1,yy, −H¯ < y < 0,
respectively, where ν = µ/ρ is the kinematic viscosity of the fluid and c¯s is shear wave speed of the solid.
Solutions of (7.8) and (7.9) are sought in the form
(7.10) v1(y, t) = vˆ1(y)e
iωt, u¯1(y, t) = ˆ¯u1(y)e
iωt,
where ω is a parameter (ultimately an eigenvalue). The coefficient functions, vˆ1(y) and ˆ¯u1(y), in (7.10)
satisfy
(7.11) vˆ′′1 + λ
2vˆ1 = 0, ˆ¯u
′′
1 + k
2
s
ˆ¯u1 = 0,
where
(7.12) λ2 = − iω
ν
, k2s =
ω2
c¯2s
.
Solutions of the second-order ODEs in (7.11) satisfying a no-slip condition in the fluid at y = H and a
zero-displacement condition in the solid at y = −H¯ are
(7.13) vˆ1(y) = b sin(λ(H − y)), ˆ¯u1(y) = b¯ sin(ks(H¯ + y)),
where (b, b¯) are constants. The interface matching conditions on velocity and shear stress imply
(7.14) vˆ1(0) = iω ˆ¯u1(0), µvˆ
′
1(0) = µ¯ˆ¯u
′
1(0).
Using (7.13) in (7.14) leads to the system
(7.15)
[
sin(λH) −iω sin(ksH¯)
µλ cos(λH) µ¯ks cos(ksH¯)
][
b
b¯
]
= 0.
Nontrivial solutions for (b, b¯) exist if the determinant of the coefficient matrix in (7.15) is zero, which implies
(7.16) D(ω) = µ¯
µω
tan(λH) +
iλ
ks
tan(ksH¯) = 0.
28
Assuming a value for ω is found satisfying (7.16), the constants b and b¯ are given by
b¯ =
u¯0
sin(ksH)
, b =
iωu¯0
sin(λH)
,(7.17)
where u¯0 is the interface displacement at t = 0. The fluid pressure is constant and equal to zero due to the
matching of the normal component of stress at the interface (σ22 = σ¯22 = 0). The real part of (7.10) is used
as the solution.
Table 2
Solutions to the dispersion relation in (7.16) for H = 1, H¯ = 0.5, ρ = 1, µ = 0.1 and δ = ρ¯ = µ¯ = λ¯.
δ ω
103 3.141 + 7.930 · 10−4
100 2.351 + 5.433 · 10−1
10−3 6.285 + 1.784 · 10−3
Table 3
Transverse motion of an elastic piston: Maximum-norm errors and convergence rates of the numerical solution computed
using the AMP algorithm for ρ¯/ρ = δ = 103, 1 and 10−3. The exact solutions use values of ω from Table 2 and tfinal = 0.3.
Heavy solid (δ = 103):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 6.0e-04 5.9e-05 4.0e-05 5.9e-05 1.9e-01
1/ 40 1.4e-04 4.2 1.7e-05 3.5 9.6e-06 4.2 1.7e-05 3.5 4.5e-02 4.2
1/ 80 3.4e-05 4.1 4.4e-06 3.8 2.3e-06 4.1 4.4e-06 3.8 1.1e-02 4.1
1/160 8.5e-06 4.1 1.1e-06 3.9 5.8e-07 4.1 1.1e-06 3.9 2.7e-03 4.1
Medium solid (δ = 1):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 1.8e-05 4.9e-05 1.2e-05 4.9e-05 5.0e-05
1/ 40 7.5e-06 2.4 1.2e-05 4.0 3.0e-06 4.2 1.2e-05 4.0 1.3e-05 3.7
1/ 80 2.3e-06 3.3 3.0e-06 4.0 7.1e-07 4.1 3.0e-06 4.0 3.6e-06 3.8
1/160 6.3e-07 3.6 7.4e-07 4.0 1.8e-07 4.1 7.4e-07 4.0 9.2e-07 3.9
Light solid (δ = 10−3):
h E(p) r E(v) r E(u¯) r E(v¯) r E(σ¯) r
1/ 20 8.0e-07 6.5e-07 3.3e-06 2.4e-05 1.3e-07
1/ 40 2.4e-07 3.3 1.6e-07 4.0 5.3e-07 6.3 4.2e-06 5.7 3.4e-08 3.9
1/ 80 6.6e-08 3.7 4.1e-08 4.0 8.9e-08 5.9 8.3e-07 5.0 8.8e-09 3.9
1/160 1.7e-08 3.8 1.0e-08 4.0 2.3e-08 3.8 1.8e-07 4.5 2.2e-09 4.0
Values of ω with <(ω) > 0 satisfying D(ω) = 0 correspond to solutions of the transverse elastic piston
problem that decay in time. Selected values of ω are listed in Table 2 for H = 1, H¯ = 0.5, ρ = 1 and
µ = 0.1, and for different values of δ = ρ¯ = µ¯ = λ¯. Table 3 gives the maximum-norm errors for solutions
computed using the AMP algorithm for u¯0 = 0.1. The results are presents for solutions at tfinal = 0.3 using
grid resolutions h = 1/(20j), for j = 1, 2, 4, 8. The errors in the table indicate that the solution is converging
at second-order accuracy. The solution is plotted in Figure 13 for the case δ = 1.
8. Conclusions. A stable added-mass partitioned (AMP) algorithm was developed for fluid-structure
interaction problems involving viscous incompressible flow and compressible elastic solids. The new algorithm
is stable, without sub-time-step iterations, for both heavy and very light solids and effectively suppresses both
added-mass and added-damping effects. The fluid is advanced using a fractional-step IMEX scheme with the
viscous terms treated implicitly. Key elements of the new AMP scheme are a Robin interface condition for
the pressure and an impedance-weighted interface projection based on a new form for the fluid impedance.
The fluid impedance is derived from an analysis of a solution to an FSI problem near the interface. Stability
of the AMP scheme is analyzed for two model problems, one involving a first-order accurate discretization
of a viscous model problem and a second-order accurate discretization of an inviscid model problem. The
elastic-piston, a set of new benchmark problems, was developed to verify stability and accuracy of the AMP
scheme. These solutions are exact and include finite interface deformations either normal or tangent to the
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Fig. 13. Shaded contours of the numerical solution for (σ12, σ¯12) on the left and (v1, v¯1) on the right at t = 0.3 for δ = 1.
surface.
Appendix A. Results supporting the stability analysis of the model problems. The subsec-
tions below give additional results used for the stability analysis of the viscous and inviscid model problems
of Sections 5 and 6, respectively.
A.1. CFL region for Cauchy problem. The CFL stability regions are describedfor the discretiza-
tions of the model problems discussed in Sections 5 and 6 applied to the pure initial-value problem (Cauchy
problem). For both discretization, we assume that the spatial eigenfunction is given by φ = eiϑ for all
ϑ ∈ [0, 2pi], i.e. |φ| = 1. For the viscous model problem, the amplification factor A can be found from (5.29)
for a given value of φ, while (6.27) gives A in terms of φ for the inviscid model problem. The CFL stability
region is defined as the region in the (λx, λy) plane for which the amplification factor satisfies |A| ≤ 1. This
region can be found numerically by computing the Amax = max|φ|=1 |A| for a range of values in the (λx, λy)
plane. The left plot of Figure 14 shows shaded countours of Amax, while the plot on the right indicates the
region for which Amax ≤ 1. Note that the constraint λ2x + λ2y ≤ 1 is sufficient for CFL stability. Similar
results are shown in Figure 15 for the analysis of the inviscid model problem.
Fig. 14. CFL stability for the discretization of the viscous model problem. Left: shaded contours of the maximum
amplification factor, Amax for φ = eiϑ with ϑ ∈ [0, 2pi]. Right: green shaded region indicates the stability region for which
Amax ≤ 1. The dotted line shows the curve λ2x + λ2y = 1 which lies in the stability region.
A.2. Matrix system in the stability analysis of the viscous model problem. The stability
analysis of the viscous model problem in Section 5 led to the matrix system
G(A)k =
[ G11 G12
G21 G22
] [
k1
k2
]
= 0,
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Fig. 15. CFL stability for the discretization of the inviscid model problem. Left: shaded contours of the maximum
amplification factor, Amax for φ = eiϑ with ϑ ∈ [0, 2pi]. Right: green shaded region indicates the stability region for which
Amax ≤ 1. The dotted line shows the curve λ2x + λ2y = 1 which lies in the stability region.
where the components Gij depend on the choice of coupling at the interface for the partitioned scheme. For
the AMP scheme, the components can be written in the form
G11 = i(φ− 1)η(1/φ)
[
β0 + β1Z + β2Z
2 + β3Z
3
]
,
G12 = G21 = 0,
G22 = −λx(φ− 1)A
[
β0 + β1Z + β2Z
2 + β3Z
3
]
,
where
β0 =
[
(γ + 1)A2 −A]Λ2,
β1 =
[
(γ + 1)
(
2Λ2 + (γ + 3) Λ + 2
)
A2 − (2Λ + 1) (Λ (γ + 1) + γ + 2)A+ 2Λ + 1]Λ,
β2 = (γ + 1)
(
4γΛ3 + 2 (2γ + 1) Λ2 + (2γ + 3) Λ + 1
)
A2
− (4 (γ2 + γ)Λ3 + 4 (γ2 + γ)Λ2 + (γ2 + 3γ)Λ + γ + 1)A,
β3 = (2Λ + 1)
[
(2Λ + 1)
(
γ2 + γ
)
A2 − (γ − 1) (γ + 2Λ + 2)A− 2] .
For the TP scheme, the components of the linear system have the form
G11 =iη(1/φ)Λ [(2φ− 1) ((γ + 1)A− 1) + γA(γ + 1)Z]− iλxZ
[
Λ(γ + 1)A2 − (2Λ + 1)A+ 1] ,
G12 =− iη(φ)Λ [(γ + 1)A− 1− γA(γ + 1)Z] + iλxZ
[
Λ(γ + 1)A2 − (2Λ + 1)A+ 1] ,
G21 =η(1/φ)ΛZ [γA(γ + 1)− 2γ]
− λx
[(
(γ + 1)A2 −A)Λ− ((γ + 1) ((2γ + 1)Λ + 1)A2 − (2(γ + 1)Λ + γ + 3)A+ 2)Z] ,
G22 =η(φ)ΛZ [γA(γ + 1)− 2γ]
+ λx
[
(1− 2φ) ((γ + 1)A2 −A)Λ− ((γ + 1) ((2γ + 1)Λ + 1)A2 − (2(γ + 1)Λ + γ + 3)A+ 2)Z] .
The components of the linear system for the ATP scheme are
G11 =iη(1/φ)
[
γ(γ + 1)A+ (2φ− 1) ((γ + 1)(γ2 + 1)A+ 2(γ − 1))Z]+ iλx [(γ − 1)A] ,
G12 =− iη(φ)
[
γ(γ + 1)A− ((γ + 1)(γ2 + 1)A+ 2(γ − 1))Z]+ iλx [(γ − 1)A] ,
G21 =− η(1/φ) [(γ + 1)A− 2]− λx
[
(γ + 1)A− ((γ + 1)(γ2 + 1)A2 + 2(γ − 1)A)Z] ,
G22 =η(φ) [(γ + 1)A− 2]− λx
[
(γ + 1)A+ (2φ− 1) ((γ + 1)(γ2 + 1)A2 + 2(γ − 1)A)Z] .
A.3. Matrix system in the stability analysis of the inviscid model problem. The stability
analysis of the inviscid model problem in Section 6 led to the matrix system
H(A)k =
[ H11 H12
H21 H22
] [
k1
k2
]
= 0,
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where the components Hij depend on the choice of coupling at the interface for the partitioned scheme as
before. The first row of G is associated with boundary condition on the incoming characteristic. For the
AMP scheme, the components of this row are given by
H1α = δ2,αM
2 + δ1,αM + δ0,α(
A2 − 43A+ 13
)
M2 +A2M +A2
, α = 1, 2, [AMP scheme](A.1)
where
δ0,α = A
2
(
q˜α − r˜α − q˜α
(
φα +
1
φα
))
,(A.2)
δ1,α = −A2
(
q˜α
6
− 5r˜α
6
+ q˜α
(
φα +
1
φα
))
+ 2A(q˜α − r˜α) + 1
2
(r˜α − q˜α),(A.3)
δ2,α =
(
A2 − 4
3
A+
1
3
)(
q˜α + r˜α − q˜α
(
φα +
1
φα
))
.(A.4)
For the TP and ATP schemes, the components of the first row are given by
H1α = (r˜α + q˜α)
(
φα +
1
φα
)
−M 3A
2 − 4A+ 1
A2
(r˜α − q˜α), [TP scheme](A.5)
H1α = (r˜α − q˜α)
(
φα +
1
φα
)
− 1
4M
A2
3A2 − 4A+ 1(r˜α + q˜α), [ATP scheme](A.6)
where α = 1, 2. The second row of G is common to all three schemes as it represents an extrapolation of the
outgoing characteristic into the interface ghost point. This extrapolation condition gives
H2α = r˜α
(
φα − 2 + 1
φα
)
, α = 1, 2, [all schemes].(A.7)
A.4. Exact solution for the 1D inviscid model problem. The verification of the stability analysis
of the inviscid model problem in Section 6.4.1 requires the exact solution of the model problem. Assuming
that the solution has no variation in the x-direction, the ODE for the pressure with the boundary condition
at y = H gives
p(y, t) = ρv˙I(t)(H − y), 0 < y < H, t > 0,(A.8)
where vI(t) is the interface velocity (to be determined). In terms of the characteristic variables of the solid,
the solution is
a(y, t) =
{
a0(y + c¯pt), 0 < t < −y/c¯p
aI(t+ y/c¯p), t > −y/c¯p
, b(y, t) = b0(y − c¯pt),(A.9)
where a0(y) and b0(y), y < 0, are given by the initial conditions for v¯2 and σ¯22, and aI(t) specifies the
incoming characteristic variable of the solid at the interface (to be determined). Evaluating the outgoing
characteristic of the solid at the interface gives bI(t) = b0(−c¯pt), and this can be matched with the fluid to
give
−ρHv˙I − z¯pvI = bI(t).(A.10)
The solution of the ODE in (A.10) for the interface velocity has the form
vI(t) = vI(0)e
−λt − 1
ρH
∫ t
0
eλ(τ−t)bI(τ) dτ,(A.11)
where λ = z¯p/(ρH) and vI(0) is assumed to be given as an initial condition. The fluid pressure in (A.8) is
now specified, and the incoming characteristic of the solid at the interface can now be obtained from
aI(t) = −ρHv˙I + z¯pvI .(A.12)
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This completes the characteristic description of the exact solution for the solid in (A.9), which gives
v¯2(y, t) =
1
2z¯p
(a(y, t)− b(y, t)) , σ¯22(y, t) = 1
2
(a(y, t) + b(y, t)) , y < 0, t > 0.(A.13)
The initial conditions used to specify the exact solution in Section 6.4.1 are
a0(y) = 2ρ¯c¯
2
p exp
(−(y/H)4) , b0(y) = 0, vI(0) = 2c¯p,
and the parameters of the model problem are taken as ρ = H = c¯p = 1, while ρ¯ is varied as needed to
generate the plots in Figure 6.
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