Modal analysis is now mature and well accepted in the design of mechanical structures. It determines the vibration mode shapes and the corresponding natural frequencies. However, the validity of modal analysis is limited to structures showing a linear behaviour. In non-linear structural dynamics, it is well known that mode shapes are no longer useful for the characterization of the dynamic response. The purpose of the present paper is to define new features which efficiently capture the dynamics of a non-linear structure. The proposed methodology takes advantage of auto-associative neural networks to compute one-dimensional curves which allow for non-linear dependences between the coordinates. Synthetic data sampled from a non-linear normal mode motion are used to illustrate the method and to develop intuition about its implementation.
Introduction
A feature is a variable identified from the physical response which efficiently captures the information contained in the data. It may or may not have any particular significance. At the simplest level, feature extraction involves discarding a subset of the original data. A more complex approach implies the computation of linear or non-linear combinations of all the original variables.
The use of features is motivated by several factors:
• It is difficult to extract valuable information about a structure just from the visual inspection of its time response. The use of features should help to alleviate this problem.
• Multi-variate data occupying n dimensions may be highly redundant and are almost never n-dimensional. The elimination of a significant number of dimensions to obtain an efficient representation of the underlying structure should facilitate the analysis of the structure.
The fact that such dimensionality reduction can lead to better performance may at first appear as a paradox since in most cases it results in loss of information. Dimension reduction techniques do not create new information; 1 Author to whom any correspondence should be addressed.
rather they allow relevant information contained in the signal to be enhanced.
• Noise always corrupts the data, and features may be less sensitive to it.
In linear dynamics, the most popular features are the natural frequencies, mode shapes and damping ratios. This is because modal analysis [1] is now mature and well accepted in the design of mechanical structures. For instance, mode shapes, also referred to as eigenmodes or normal modes, are widely used for various purposes such as model reduction, model updating and damage detection. Their computation is reduced to the equivalent problem of finding the eigenvectors of an eigenvalue problem defined from the mass, damping and stiffness matrices. From a geometric point of view, a mode shape is represented by a straight line in the configuration space which passes through the origin of that space [2] .
In non-linear dynamics, the situation is more problematic mainly because the validity of modal analysis is limited to structures showing a linear behaviour. The consequence is that new features must be defined in order to gain some insight into the dynamics of a non-linear system. Important progress in this direction has been realized thanks to the introduction of the non-linear normal modes (NNMs) (see e.g. [3] [4] [5] ). These modes can be viewed as an extension of the concept of mode shapes to non-linear systems. The NNMs can be similar, i.e. straight lines in the configuration space, or non-similar, i.e. curves in the configuration space. They can be synchronous or non-synchronous depending on whether all points pass through the equilibrium position at the same time or not. A detailed discussion of NNMs would however take us too far afield and the reader is referred to [5, 6] for further details. NNMs provide a valuable theoretical tool for understanding dynamic phenomena such as mode bifurcations or non-linear mode localization. However, their computation still remains difficult and they are not yet appropriate for applications such as damage detection or model updating.
This is why features such as Lyapunov exponents, ARMA models, wavelet transform, correlation dimension, statistical moments and principal component analysis (PCA) have gained popularity for the analysis of time series of non-linear systems (see e.g. [7] [8] [9] [10] [11] [12] [13] [14] ). The purpose of the present study is to take advantage of the work performed within the neural network community to add features of another kind to those already existing. Their extraction involves a technique called non-linear principal component analysis (NLPCA) and autoassociative neural networks with five layers. As we shall see, the key advantage is that these features allow for non-linear dependences between the coordinates and that they are optimal for the reconstruction of the system dynamics.
The paper is organized as follows. The next section gives details about PCA. The NLPCA technique which is a non-linear generalization of PCA is described in section 3. Section 4 explains what kinds of feature can be extracted from NLPCA. Synthetic data sampled from a NNM motion are then used to illustrate the method and to develop intuition about its implementation.
Principal component analysis
The response of a mechanical structure can be expressed as an n-dimensional spatial vector x(t) which evolves in time. A dimension reduction technique provides an approximation x(t) to x(t) which is the composition of two functions f and g:
The projection function f : R n → R r projects the original n-dimensional data x(t) onto an r -dimensional subspace while the expansion function g : R r → R n defines a mapping from an r -dimensional space back into the original n-dimensional space with as the residue. The feature extraction problem may involve the determination of functions f and g. The mean square error (MSE) in reconstructing the original data is
It can be shown that PCA is the algorithm which obtains the smallest MSE among all techniques with linear projection and expansion functions f and g. It is a multi-variate analysis technique which was first introduced by Pearson [15] in 1901 and developed independently by Hotelling [16] in 1933. It is also closely related to proper orthogonal decomposition, also known as Karhunen-Loève transformation, introduced in 1943 by Kosambi [17] .
Given a set of observed n-dimensional data points x i with i = 1, . . . , m, PCA computes principal axes p i onto which the retained variance under projection is maximal. These axes, referred to as PCA modes or proper orthogonal modes, are given by the eigenvectors associated with the largest eigenvalues of the covariance matrix:
where E[·] is the expectation and µ = E[x] is the mean of the data. If the first r PCA modes are collected in a matrix
is a reduced r -dimensional representation of the observed vector x i . The reconstruction of the original vector x i is given byx i = µ + Py i .
While PCA has emerged as a useful technology in numerous fields (e.g., modelling of turbulence [18] ), it is only recently that it has been considered by structural dynamicists for analysing non-linear mechanical structures. For instance, it has been applied to estimate the intrinsic dimensionality of the dynamics of an impacting beam [19] and to build reduced-order models [20] . An advantage of PCA is that its computations are straightforward. In addition, it provides important insight into the spatial information contained in the system response through the PCA modes. This is why these latter have been proposed as an alternative to the classical mode shapes for model updating purposes [11, 13, 21, 22] . It is also emphasized that the PCA modes, while based on a statistical definition, can be physically interpreted in the field of structural dynamics [23, 24] .
Although PCA is frequently applied to non-linear problems, it should be borne in mind that it is a linear procedure since the projection and expansion functions are restricted to being linear. The linear nature of the method is appealing because the theory of linear operators is available, but it also represents its major limitation when the data lie on a non-linear manifold. Recognizing the limitations of PCA, researchers in the field of statistics and neural networks have developed nonlinear generalizations of PCA.
Non-linear principal component analysis
A few non-linear alternatives to PCA have been proposed in the statistical literature. This section aims at presenting a global variant of PCA referred to as non-linear principal component analysis (NLPCA). Note that an application of a local variant of PCA to structural dynamics has been presented in [25] . NLPCA has been applied to problems in psychology [26] and in biomedical signal processing [27] , to find low-dimensional representations of face images [28] and to analyse climate data [29] . In the field of structural dynamics, it has been exploited by Sohn et al [30] to separate the structural changes from the changes caused by the environment (e.g., temperature, input force level) for damage detection purposes.
Architecture of a five-layer auto-associative neural network
Before describing NLPCA itself, it is worth recalling that PCA computation can be carried out using auto-associative neural networks. Neural networks are statistical tools for representing mappings from several input variables to several outputs variables. They can be viewed as circuits of highly interconnected units with adjustable interconnection weights. They are described in detail in [31] . Auto-associative neural networks are a particular class of neural networks in which the target output pattern is identical to the input pattern. The aim is to approximate as closely as possible the input data themselves. Figure 1 represents such a network with a single hidden unit. When used with a hidden layer smaller than the input/output layers and linear activations only, the autoassociator performs a compression scheme which was shown to be equivalent to PCA by Baldi and Hornik [32] and by Sanger [33] . Although there is no direct advantage in using neural networks to perform PCA, this suggests an interesting non-linear generalization introduced by Kramer [34] .
The most obvious generalization of PCA would be to consider non-linear transfer functions in the hidden layer. But a much better compression can be obtained by exploiting a theorem due to Cybenko [35] . It states that a three-layer neural network with n input neurons, non-linear transfer functions in the second layer and linear transfer functions in the third layer of r neurons can approximate to arbitrary accuracy any continuous functions from R n to R r . This is true provided that the number of neurons in the second layer is sufficiently large. This theorem suggests the use of a three-layer network to recover projection function f and the use of another threelayer network to recover expansion function g. Both networks are shown in figure 2 .
In training the network representing the projection function, the input x is known but the target y is unknown. Conversely, in training the network representing the expansion function, the target, i.e., the input data x, is known but the corresponding input y is not. Therefore, direct supervised training of these networks is not feasible. To alleviate this problem, it should be noted that y is both the target and the input of the networks representing functions f and g respectively. The networks can thus be combined in series to build a fivelayer network which is auto-associative since the input and the target are identical and set to be the system response x. Figure 3 illustrates the architecture of a feed-forward autoassociative neural network with five layers:
• The first and fifth layers are referred to as input and output layers respectively. The number of neurons that they contain is equal to the data dimensionality.
• The second and fourth layers are called the mapping and demapping layers respectively. They are not required to have the same number of neurons. But generally, this number is fixed to be the same in order to reduce the number of free parameters in the model architecture. The transfer function in the mapping and demapping layers is the sigmoid function:
This non-linear transfer function provides the capability for modelling arbitrary functions f and g.
• The third layer is referred to as the bottleneck layer. It must have a smaller dimension than either the input or output layer. Since there are fewer neurons in the bottleneck layer, a perfect reconstruction of all input data is not in general possible. This forces the network to optimally encode the input data and to represent significant features in the data. The outputs of the bottleneck layer are called non-linear principal components which may be viewed as a non-linear generalization of principal components. The bottleneck layer can have either linear or non-linear activation functions. Generally speaking, linear transfer functions are chosen unless bounded response is desired.
To illustrate the types of function which can be learnt using auto-associative neural networks, consider a network with n neurons in the input and output layers, p neurons in the mapping and demapping layers and a single neuron in the bottleneck layer. The transfer functions of the bottleneck and output layers are linear. Without biases, the projection and expansion functions f and g take the forms: projection function: expansion function:
where w (k) i j is the weight between the i th neuron of layer k + 1 and the j th neuron of layer k.
Training the network
The first step of using a neural network is the training phase. The weights and biases are updated iteratively until the MSE is minimized and the outputx approximates the input x as closely as possible. Minimizing the MSE during the network training results in minimum information loss in the same sense as in PCA.
The error over the training set generally decreases as a function of the number of epochs. However, it is not desirable to learn the particular details of the training set which may lead to over-training. To have better generalization performance, a procedure called early stopping is considered in which the training phase is terminated before the error function is minimized. In essence, the idea behind early stopping is that the training is allowed to continue for a sufficiently long time to fit the structure underlying the data, but not long enough to fit the noise. A fraction of data points selected randomly are held aside in a validation set not used to train the network. While network training proceeds, the network performance on the validation set is monitored, and training is stopped when this performance begins to degrade.
It should be noted that regularization (e.g. Bayesian regularization) can also be employed in order to obtain good generalization properties but this has not been investigated in the present study.
Selection of the number of neurons
A five-layer feed-forward auto-associative neural network has been chosen for the implementation of NLPCA but it still remains to determine the number of neurons in each layer. The input and output layers obviously have the number of neurons equal to the data dimensionality. This section presents some rules for setting the number of neurons in the other layers, namely the mapping, bottleneck and demapping layers.
Mapping and demapping layers.
An assumption made in this study is that the numbers of neurons p in the mapping and demapping layers are set to be identical. This is not guided by any theoretical development, the only reason being to limit the number of free parameters in the network.
The number of neurons is related to the complexity of the non-linear functions which can be generated by the network. If too few mapping neurons are provided, accuracy might be low because the representational capacity of the network is limited. As the number of hidden neurons increases, there is more flexibility in the function the network can learn. However, care should be taken to avoid allowing the network to fit the noise which is referred to as over-fitting. Indeed, there is a number of hidden neurons above which the generalization performance of the network begins to degrade. This is the optimum in terms of the trade-off between bias and variance.
Several rules have been proposed in the literature for overfitting avoidance. The most widely used technique is probably the cross-validation technique in which the performances of networks with different numbers of neurons are compared on an independent data set. This data set should be different from the training and validation sets and is referred to as the test set. By gradually increasing the number of mapping neurons, the error over the training set decreases steadily but the error over the test set should show a minimum. The number of neurons which realizes this minimum is then selected. The procedure is somewhat similar to over-training avoidance and is illustrated in figure 4. 
Bottleneck layer.
The selection of the number of neurons in the bottleneck layer plays a prominent role since it determines the order of reduction. To have an idea of the compression performed by the neural network, the fraction of explained variance (FEV) [29] can be calculated:
The FEV indicator is similar in spirit to the eigenvalues of the covariance matrix that explain the energy percentage captured by the PCA. A possible strategy is thus to gradually increase the number of neurons until a prescribed value of the FEV has been attained.
Feature extraction using non-linear principal component analysis
Before explaining what kinds of feature can be extracted from NLPCA, it is important to make the distinction between a 'modal' and a 'non-modal' analysis:
• A non-modal analysis refers to an approach where a single neural network with r neurons in the bottleneck layer is considered. From a geometrical point of view, an 'optimal' (as far as the MSE is concerned) r -dimensional surface is learnt from the data.
• A modal analysis refers to an approach where r neural networks with a single neuron in the bottleneck layer are considered. The residual of the i th network is the input for the (i + 1)th network as illustrated in figure 5 . From a geometrical point of view, a series of r curves, i.e. onedimensional approximations, is learnt from the data.
Let us explain now why it is necessary to make this distinction. PCA has an additive structure in the sense that the optimal linear r -dimensional substructure of x(t) can be found all at once, or principal component by principal component. Unlike PCA, NLPCA does not have an additive structure since an arbitrary smooth function f of r variables cannot be decomposed as a sum of smooth functions of a single variable:
for some functions f 1 , . . . , f r . Therefore, a non-modal NLPCA analysis gives different results in comparison with a modal NLPCA analysis.
Model reduction
If the goal is to perform model reduction, clearly a non-modal approach must be considered. The reason is that a network with several neurons in the bottleneck layer is superior to the series of networks because it is drawn from a broader class of functions. 
Model updating
When the goal is model updating, a modal approach seems much more appealing. Indeed, the modal approach enables us to obtain a collection of one-dimensional approximationŝ x (1) (t) , . . . ,x (r) (t) which draw curves in the configuration space. The reconstructed dynamic responses may thus be viewed as a set of non-linear modes and represent r attractive n-dimensional features.
However, it is emphasized that since the reconstructed dynamic response is directly computed from the non-linear principal component (NLPC)
contain exactly the same information. But the NLPCs have the advantage of being scalars for a modal NLPCA analysis. It turns out that they should be preferred in model updating processes because they reduce the number of data that have to be analysed.
Finally, it should be noted that while there exists a single optimal curve characterizing the data, the NLPCs are not unique. The projection and expansion functions f and g are only determined up to a continuous function h with a continuous inverse h −1 becausê
By way of illustration, the unit circle is a one-dimensional parametrized curve in R 2 :
There are many different functions f which define the same curve. For example, the unit circle can also be defined by
Fortunately, this issue is not critical for a curve because the parametrization is determined up to the choice of the origin and scaling. The NLPCs will then be forced to have a zero mean and a unitary norm.
Approximation of a non-linear normal mode
The aim of this section is to illustrate that the features extracted from NLPCA provide a good characterization of the dynamics of a non-linear system. This section also intends to continue the discussion in [23] about the resemblance of the PCA modes and the NNMs. The example consists of a non-linear, conservative system with two unit masses which are connected by linear springs k T equal to [ 1 0.918 ] T , the motion is a single and synchronous NNM, i.e., the displacements are confined to a curve represented in figure 7(a) . 2000 samples are considered from this NNM motion with a sampling frequency set to 50 Hz. White Gaussian noise is added to the data such that the noise contributes 20% of the signal root mean square value (see figure 7(b) ). The data are then rescaled so that they have zero mean and unit standard deviation. This scaling treats the two variables as equally important.
Principal component analysis
Before investigating NLPCA, PCA is first applied to the data of figure 7(b) . The mode given by this technique is shown in figure 8 together with the synchronous NNM. This figure confirms the conclusions drawn in [23] , i.e., the PCA mode can be considered as the best linear representation of the NNM.
The accuracy of the compressed representation is assessed using the normalized mean square error (NMSE):
The NMSE is equal to 5.71%, and the PCA mode explains 94.29% of the total variance. 
Non-linear principal component analysis
NLPCA is now applied to the data of figure 7(b). Several tests are first performed with a data set size varying from 250 samples up to 2000 samples. It is observed that beyond 500 samples (300 samples for the training set, 100 for the validation set and 100 for the test set), the NMSE on the test set is no longer improved. The optimal numbers of neurons in the mapping and demapping layers also need to be determined. To this end, 15 networks with a number of neurons increasing from 1 to 15 are considered. The evolution of the NMSE on the test set with the number of neurons is displayed in figure 9 . It turns out that a network with ten neurons realizes the minimum value for the NMSE. However, it is worth comparing the modes provided by the networks with two and ten neurons (figure 10). Apart from slight differences, these modes remain essentially the same. The decrease in the NMSE (around 0.06%) is thus not sufficient to compensate for the increase in complexity. Indeed, for the network with ten neurons, the time needed for the training is more than three times as high and the number of adjustable parameters is five times as high in comparison with the network with two neurons.
These results reveal that the cross-validation technique needs to be improved, at least for feature extraction purposes. The purpose is to obtain the most accurate representation of a data set but the complexity of the network required to compute the solution should also be taken into account. In this context, the information theoretic criterion (AIC) and the final prediction error (FPE) [36] should be useful for adjusting the number of neurons:
where N = mn is the number of training vectors times their dimension;
is the average SSE; N w = n + r + 2p(n + r + 1) is the number of weights and biases in the network; r is the number of neurons in the bottleneck layer.
The FPE and AIC criteria express the trade-off between goodness-of-fit and the number of adjustable parameters. Unlike the cross-validation technique, they penalize network complexity. Through their minimization, a neural network with a reasonable number of neurons should be obtained.
The evolution of the FPE and AIC indicators with the number of neurons is displayed in figure 11 . They both show a minimum for a neural network with three neurons in the mapping and demapping layers. The NLPCA mode given by such network is illustrated in figure 12 and is compared to the synchronous NNM. It can be observed that the two curves agree to the point where the difference between them is not visible. Figure 13 shows that the time series produced by NLPCA are also in good agreement with those obtained before the addition of noise. The neural network can thus recover the initial NNM motion although 20% of noise has been added to the data. The NMSE on the test set is equal to 1.86%, and the NLPCA mode explains 98.60% of the variance. This allows us to formulate the following conjecture:
If the motion is a single and synchronous NNM, then the curve given by a modal NLPCA analysis coincides with this mode. This is the generalization of the result obtained by Feeny in [23] in which the dominant PCA mode is found to be the best linear approximation of the NNM. Note however that the correspondence between the NLPCA modes and the NNMs does not hold when several NNMs participate in the system response.
The sensitivity of the results to the particular choice of the training set is also investigated. The 500 samples are shuffled to form ten different training sets, and NLPCA is applied to each one of these data sets. It turns out that all the approximations are almost identical to that represented in figure 12 . This enables us to conclude that NLPCA provides excellent results in terms of the bias/variance trade-off. Firstly, the data reconstruction given by the neural network is almost equal to the initial NNM motion, i.e., the bias is minimized. Secondly, the approximation is not sensitive to the particular data set used to train the network, i.e., the variance is reduced.
Finally, it is worth pointing out that the minimization of the NMSE often ends up in one of the local minima. This is because the training of the neural network is a high-dimensional non-linear optimization problem over the weights. This problem has been addressed by inspecting the minimization results from an ensemble of neural networks with different initial weights. In this example, for a given network architecture, 50 trainings are carried out, and the best result in terms of the NMSE on the test set is selected among these solutions. Figure 14 shows the different NMSEs obtained for the 50 trainings of the network with three neurons. The NMSE mainly oscillates between two values which are around 2% and 5%. The former value corresponds to the actual solution of the problem while the latter is the value which would be obtained if PCA was applied to the test set.
To assess the robustness of the solution, a statistical indicator called the normalized mean square distance (NMSD) has been introduced in [29] . It is a quantitative measure of the difference between two NLPCA approximationsx (a) (t) and x (b) (t) to x(t):
Experiments with this indicator reveal that two approximations are indistinguishable if their NMSD is about 2% or less. For NMSD below 20%, the approximations have the same gross features but may differ in details. When the NMSD between two NLPCA approximations exceeds about 40%, they differ considerably. Despite the lack of a theoretical understanding of the NMSD, it can serve as a useful measure of the distance between NLPCA approximations to a data set. The NMSD is computed between the best three approximations out of the 50 given by NLPCA, and values equal to 0.06%, 0.08% and 0.11% are found. The conclusion is that the approximations are identical and that the solution provided by NLPCA is robust.
Conclusions
Feature extraction is a crucial issue in non-linear dynamics simply because modal analysis is no longer available. This paper has proposed the use of a non-linear generalization of PCA referred to as NLPCA to define features which efficiently capture the dynamics of a non-linear system. NLPCA provides insight into the structure of a data set that PCA could not. In addition, the features computed through NLPCA have the key advantage of being optimal in a mean square sense for the characterization of the system response.
NLPCA is well suited for dimensionality reduction and for the estimation of the intrinsic dimensionality. There are other applications that deserve attention. For instance, it would be of great interest to investigate its utility in understanding certain dynamic phenomena such as mode bifurcations. Also, PCA has been applied to identify and update non-linear mechanical systems. In this context, the features given by NLPCA should be more efficient than the PCA modes for the purpose of test analysis correlation. This will be studied in further work.
