High-fidelity, implicit large-eddy simulations were performed for two supersonic turbulent boundary layers with Mach numbers of 2.3 and 2.9, and momentum thickness Reynolds numbers based on wall viscosity of 2.0 × 10 3 and 2.5 × 10 3 , respectively. Transition to turbulence was promoted with an artificial body force trip. Four computational meshes were considered for each case. The resolution of the coarsest mesh met the requirements for implicit large-eddy simulation: ∆x + < 50, ∆y + w < 1, ∆z + < 15, and ∆t + < 1, whereas the resolution of the finest mesh approached that required for direct numerical simulation: max(∆x + , ∆y + , ∆z + ) < 10, ∆y + w < 1, and ∆t + < 1. The computational results were compared for the same flow state, at a station where the skin friction coefficient and Reynolds number agreed within 10% on all grids. At this station, mean velocity and Reynolds stress agreed within 10% for Grids 2-4, but the calculations on Grid 1 did not appear to produce a fullydeveloped turbulent boundary layer flow. Comparing frequency and wavenumber spectra of mass flux fluctuations at this station, additional mesh resolution revealed additional spectral content, and an extension of the inertial subrange to smaller scales. These results suggest that even the finest mesh remains in the large-eddy simulation regime, rather than direct numerical simulation regime. Nonetheless, good convergence of the turbulence statistics and agreement with experiment permitted detailed examination of the behavior of large-scale structures and of parameters used in turbulence modeling. In particular, the strong Reynolds analogy, the ratios of Reynolds stresses, and the near-wall behavior of the turbulent energy transport were evaluated for the two flows. Further, the effects of wall temperature on the turbulent heat flux were examined, as were correlations characterizing large-scale structures. The results were in general agreement with assumptions employed in turbulence models for compressible flow. 
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I. Introduction
The structure of turbulence in high Reynolds number, compressible, turbulent boundary layer flow cannot be considered well-understood, because neither experiments nor simulations can currently resolve the full range of space and time scales.
1-3 Thus, much of the understanding of the structure of turbulence in this regime comes from extrapolation of ideas developed for low-Reynolds-number, incompressible flow.
In the low-speed regime, coherent structures are believed to be the primary mechanism for the transport of mass, momentum, and energy across the boundary layer, 1 and for the entrainment of irrotational freestream fluid into the vortical boundary layer flow. 4, 5 The inner part of the boundary layer (y + < 100) is characterized by alternating streaks of high and low speed fluid. 6 These streaks are persistent in space and time, and tend to be spaced about ∆z + ≈ 100 apart in the spanwise direction. The streaks have been observed to lift up from the wall, oscillate, and break up between y + = 10 and y + = 30. This inner layer burst cycle is believed to be the dominant mechanism for turbulence energy production in the boundary layer. 7 Bulges are the dominant structure in the outer part of the boundary layer, from the beginning of the wake region to beyond the mean boundary layer edge (y/δ ≈ 1.2). The bulges are on the order of the boundary layer thickness in scale, and freestream fluid tends to penetrate close to the wall between the bulges. Studies of outer layer structure have found that a strong shear layer exists on the upstream side of these bulges, formed when high-speed freestream fluid impacts onto slow-moving fluid within the bulges.
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In supersonic flow, the large-scale structures have been studied using hotwires, 9-12 particle image velocimetry, 13 wall pressure transducers, 14 and flow visualization. 15, 16 A number of previous simulations of compressible, turbulent boundary layers have been carried out with a resolution that approached the DNS regime.
17-30
The primary effect of compressibility on turbulent boundary layers is the conversion of mechanical energy to heat through compression and viscous dissipation.
2, 3 Near the wall, these factors cause the temperature to increase and the density to drop. The Reynolds number near the wall tends to decrease rapidly with increasing Mach number, a change that may have a strong effect on the turbulence structure in that region.
2, 3, 31
If the fluctuating Mach number is small, the turbulence structure is believed to be similar to that of the incompressible case, with the primary difference being the property variation across the boundary layer. 2, 3, 32, 33 The principal support for this hypothesis is that a coordinate transform accounting for the fluid property variation succeeds in collapsing profiles of both mean velocity and turbulence statistics onto corresponding incompressible flow profiles. When the fluctuating Mach number is larger, the turbulence structure may be significantly modified by compressible flow phenomena like eddy shocklets and sound radiation.
Turbulent boundary layers are important as inflow boundary conditions of more complex flows. Recent experiments and large-eddy simulations [34] [35] [36] [37] [38] have supported a model of separation unsteadiness 39 in which the separation bubble acts as an amplifier of large-scale disturbances in the incoming turbulent flow. Accurate characterization of these structures in large-eddy simulation is essential in order for computations to be used to make engineering estimates of the fatigue loading associated with separation unsteadiness.
One of the fundamental parameters used to characterize the large-scale structures in turbulent flow is the convection velocity. For example, Poggie et al. 16 used flow visualization to measure convection velocities of δ-scale structures in boundary layers and mixing layers at Mach 3 and Mach 8. Thurow et al., 40 however, have shown that measurements of convection velocity based on flow visualization of large-scale structures differ substantially from those based on planar Doppler velocimetry. These results motivate a reexamination of the metrics used to characterize large-scale turbulent structures in both experiment and computation.
The present project aims to explore turbulent boundary layer flow in the context of high-fidelity, implicit large-eddy simulation. The work focuses on assessing the accuracy of large-eddy simulation as tool for predicting the properties of large-scale structures, and on investigating how the omission of the small scales affects the structure of the flow turbulence. In particular, the boundary between implicit large-eddy simulation and direct numerical simulation is investigated. Spatial and temporal resolution are varied at fixed momentum thickness Reynolds numbers, and the effect of these changes in resolution is explored. Comparison to experiment is carried out for turbulence statistics and for parameters characterizing large-scale boundary layer structures.
II. Procedure
Two supersonic turbulent boundary layer flows at Mach 2.3 and 2.9 were explored using high-fidelity, implicit large-eddy simulation. The numerical scheme was based on sixth-order compact spatial differences, second-order implicit time advancement, and eighth-order filtering. Rectangular grids with smooth stretching were employed, and transition from laminar to turbulent flow was promoted through a trip based on an artificial body force.
A. Physical Model
The calculations were carried out using the code HOPS (Higher Order Plasma Solver), developed by the author. [41] [42] [43] [44] [45] [46] The code includes several physical models and numerical schemes. Here, the physical model consists of the perfect-gas, compressible-flow Navier-Stokes equations. The conservation of mass, momentum, and energy are expressed as:
where ρ is the gas density, u is its velocity, Σ is the total stress tensor, E = ρ( + u 2 /2) is the total fluid energy, is the internal energy, and Q is the heat flux. An optional body force f and energy source term S are included on the right hand side of the equations.
The total stress tensor Σ is given by the usual constitutive equation for a Newtonian fluid, and the heat flux Q follows Fourier's heat conduction law:
where p is the pressure, µ is the viscosity, and k is the thermal conductivity. The transport coefficients were evaluated using the correlations given in Ref. 47 . The working fluid (air) was assumed to be a calorically and thermally perfect gas: = c v T and p = ρRT , where T is the temperature, c v is the specific heat, and R is the ideal gas constant.
B. Numerical Methods
The numerical approach was based on compact spatial differencing, filtering, and an implicit time-marching scheme. Employed in this manner as a perfect-gas, compressible-flow Navier-Stokes solver, the HOPS code is similar to the AFRL code FDL3DI. 48, 49 A previous publication 50 showed good comparison between the HOPS and FDL3DI codes in a large-eddy simulation of a supersonic turbulent boundary layer flow. (See Pirozzoli 51 for alternative approaches, and for a general review of numerical methods for high-speed flows.) The conservation laws were solved using an approximately-factored, implicit scheme, related to those developed by Beam and Warming 52 and Pulliam. 53 All calculations were carried out using double-precision arithmetic. Applying the standard transformation from physical coordinates (x, y, z) to grid coordinates (ξ, η, ζ), the conservation equations (1)- (3) can be written in the form:
where the usual notation 54 is used. For example, U = [ρ, ρu, E] T is the the vector of dependent variables, E is a flux, U = U/J, E = (ξ x E + ξ y F + ξ z G)/J, and J is the Jacobian of the grid transformation.
Writing Eq. (6) as ∂U /∂t = R, and discretizing in time, we have:
where θ = 0 for an implicit Euler scheme and θ = 1/2 for a three point backward scheme. We introduce subiterations such that U n+1 → U p+1 , with ∆U = U p+1 − U p . The right hand side R n+1 is linearized in the standard thin layer manner. Collecting the implicit terms on the left hand side, and introducing approximate factoring and a subiteration time step ∆t gives:
where B is the source Jacobian, and A 1−3 and R 1−3 are flux Jacobians. The spatial derivatives on the left-hand-side are evaluated using second order central differences. The symbol D i represents the implicit damping operator described by Pulliam. 53 The implicit terms were evaluated using the scalar pentadiagonal formulation of Pulliam and Chaussee. 55 The metrics were evaluated using the method of Thomas and Lombard.
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The spatial differencing scheme for the right-hand-side was based on compact differencing. 48, 57 In one dimension, the finite difference approximation to the first derivative φ i is evaluated by solving a tridiagonal system of the form:
where α, a, and b are constants chosen to give a certain order of accuracy and set of spectral properties for the scheme. Second derivatives were found by applying the first derivative operator twice. Numerical stability was enforced using a low-pass, Padé-type, non-dispersive spatial filter. 48, 57 The filtering approach replaces the computed value φ i at a particular node with a filtered value φ i :
where the constants α f , a 0 , ... a N are chosen to give appropriate filter properties. The filter was applied to the solution vector, sequentially, in each of the three computational directions, following each sub-iteration for implicit time integration. The order of the filtering operation was permuted at each time step. The code includes the shock capturing methods 49 of Visbal and Gaitonde, but this additional complexity was found to be unnecessary for the weak compression waves in the turbulent boundary layers studied here.
In the implementation of the computer code, multi-level parallelism is exploited by using vectorization, multi-threading with OpenMP commands, 58 and multi-block decomposition implemented through MPI commands. 59 Typical runs were carried out by decomposing the domain into blocks of 65 3 ≈ 2.7 × 10 5 points, each executed with an MPI task and up to eight OpenMP threads. Additional details on these aspects of the implementation were reported in an earlier paper by Poggie.
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C. Flowfield
Two flat-plate turbulent boundary layer flows were investigated here. The flow conditions are listed in Tables 1 and 2 . The conditions for the Mach 2.3 case are similar to those employed in several previous numerical investigations. 17, 21, 22, 60 Corresponding experimental data are available from a 1955 experiment by Shutts et al., documented as Case 55010501 in Fernholz and Finley. 61 The flow conditions for the Mach 2.9 case correspond to those reported for the experiments of Bookey et al., 62 and studied in a number of previous computations. 63 The conditions in the experiments of Spina 64 are similar, but correspond to an order of magnitude higher Reynolds number.
For each case, the inflow boundary condition was provided by a similarity solution of the compressible, laminar boundary layer equations. No-slip conditions were imposed on the flat-plate surface, with zero normal pressure gradient enforced to third-order accuracy. Periodic boundary conditions were imposed in the spanwise direction. Grid stretching and extrapolation were used to provide outflow boundary conditions at the top and the end of the domain.
The boundary layer was tripped to turbulence using a body-force trip method. 65 An artificial body force f was added to the momentum equation (2), and its corresponding work f ·u was added to the total energy equation (3) . The magnitude of this body force was taken to be:
The smooth variation in the form of the trip function obviated the need for grid clustering around the trip, and the sinusoidal variation in the spanwise direction was found to promote more rapid transition. (Previous work 50 used a force distribution for the trip that was triangular in the x-y-plane, and uniform in the spanwise direction.) Note that this spatial distribution is scaled so that:
The components of the force were:
The parameters were chosen to be 
D. Numerical Resolution
The computational meshes consisted of 1.0 × 10 7 to 1.1 × 10 9 cells. The streamwise extent of the resolved region was 100δ 0 , where δ 0 is the thickness of the laminar boundary layer imposed at the inflow plane. The wall-normal extent of the resolved region was 5δ 0 for the Mach 2.3 case, and 6δ 0 for the Mach 2.9 case. The spanwise extent was 5δ 0 for most cases, but additional test cases were run with 10δ 0 and 20δ 0 to examine the effect of domain width on the computational results. Details for each case are presented in Table 3 for the Mach 2.3 boundary layer flow, and in Table 4 for the Mach 2.9 boundary layer flow.
Typical resolution recommendations 66, 67 for wall-resolving large-eddy simulation are 50 ≤ ∆x + ≤ 150, ∆y + w < 1, 15 ≤ ∆z + ≤ 40, and ∆t + < 1. (The conventional inner variable scaling is used here: ∆t + = u 2 τ ∆t/ν w , ∆y + w < u τ ∆y w /ν w , where u τ = τ w /ρ w is the friction velocity.) Following these guidelines, the resolution at the wall for initial runs was set with the proportions ∆x : ∆y : ∆z = 50 : 1 : 10. Based on the results of these initial calculations, Grid 1 was generated for each Mach number case to meet the restriction ∆x + < 50, ∆y + w < 1, ∆z + < 15. Grids 2 and 3 were then generated to carry out a conventional grid resolution study, in which resolution was doubled twice for the same pattern of the distribution of mesh points. Finally, an additional case (Grid 4) was developed that increased the streamwise resolution of Grid 2 until the overall resolution was comparable to a level reported as direct numerical simulation (DNS) in the literature. 30, 68 From Tables 3-4 , we see that the requirements for wall-resolved large-eddy simulation are met for all cases, and the Grid 4 case could be considered near-DNS.
Grids 5 and 6 were employed for the domain width study at Mach 2.3 (see Table 3 ). These grids maintained the spatial resolution of Grid 4, but respectively doubled and quadrupled the spanwise extent of the computational domain.
For direct numerical simulation in the strictest sense, the Kolmogorov microscale 67, 69 η = (ν 3 / ) 1/4 and its associated time scale τ = (ν/ ) 1/2 must be resolved everywhere in the flow. The most stringent spatial resolution requirement occurs at the wall, where the viscous dissipation is highest. Estimating the dissipation as w = ν w (∂u/∂y) 2 w and the friction velocity as u τ = ν w (∂u/∂y) w , we find η + = 1 and τ + = 1. To meet the requirements for true direct numerical simulation at the wall, the mesh size would have to be increased from the Grid 4 case by a factor of about 25 at Mach 2.3 and 35 at Mach 2.9.
III. Results
The present work focuses on the turbulent fluxes and properties of the large-scale structures in the region of fully-developed turbulent boundary layer flow. To illustrate the region of the flow under consideration, cross-sections of the instantaneous flowfield for the Mach 2.3 turbulent boundary layer are given in Figs. 1-2 . All the plots correspond to the same instant in time, and were obtained from the results of the computations on Grid 4. Figure 1 shows instantaneous contours of the density ρ. Three planes are shown: an end view in the x/δ 0 = 100 plane, a plan view in a plane about halfway through the boundary layer, and a side view plane at the center of the domain. In all the plots, the highly convoluted interface between the boundary layer and the freestream is apparent. Boundary layer fluid appears to be ejected beyond the mean boundary layer edge and freestream fluid often reaches close to the wall. Within the sectional planes, islands of freestream fluid are sometime visible wholely surrounded by boundary layer fluid, as are disconnected islands of boundary layer fluid in the freestream. These results are qualitatively consistent with flow visualization experiments. 16 Corresponding plots of quantities at the wall are shown in Fig. 2. Figure 2a shows the instantaneous wall pressure and Fig. 2b shows the magnitude of the wall shear stress. Structures in the pressure field appear relatively isotropic, whereas structures in the shear stress are highly elongated in the streamwise direction.
A. Effects of Numerical Resolution
A comparison of the turbulence statistics was carried out for the different grids and Mach numbers. For each case discussed here, averaging was carried out over 6 × 10 4 time steps, corresponding to a non-dimensional time of U ∞ t/δ 0 = 300 or t + > 3 × 10 3 . Figure 3 shows the mean skin friction profile for each case. Here the skin friction coefficient is
, where τ w is the mean wall shear stress. The shear stress was computed in an auxiliary routine, using the same compact difference scheme and order of accuracy as the main flow solver. The shear stress distribution on the wall was stored as a function of time in a log file. The results were averaged in time, and across the spanwise direction, to produce the figures shown. The results show general agreement for the different grids, with a moderate variation in transition location with mesh resolution. Figure 4 shows profiles of streamwise velocity in van Driest transformed 70 inner coordinates at x/δ 0 = 100 for each case. The results were obtained by averaging over time and over the spanwise direction. The following closed-form expression was used for the van Driest effective velocity (see White, 47 pp. 544-546):
The adiabatic wall temperature was estimated as:
with a recovery factor of r = 0.89. The data are presented in the form u + = u vD /u τ versus y + = u τ y/ν w . The flow appears to be transitional at this station on Grid 1 for both the Mach 2.3 and 2.9 cases. Nonetheless, good agreement is obtained for Grids 2 through 4. Figure 5 shows profiles of the streamwise Reynolds normal stress in inner coordinates at x/δ 0 = 100 for each case. Again, the data were averaged over time and the spanwise direction. Following Morkovin's hypothesis, 32 the data are scaled by the local mean density and the friction velocity: ρu 2 /(ρ e u 2 τ ). The streamwise fluctuation intensity varies with grid resolution, with the Grid 1 case displaying particularly high values. For the cases showing grid convergence, peak values of the normal Reynolds stress occur at y + ≈ 13, and scaling with the local density collapses the data for the two Mach numbers. Figure 6 shows corresponding profiles of the Reynolds shear stress component −ρu v /(ρ e u 2 τ ) for each case. In contrast to the results for the Reynolds normal stress, general agreement is obtained on all meshes for the Reynolds shear stress. For both Mach number cases, peak values of the Reynolds shear stress occur at y + ≈ 45. Again, scaling with the local density collapses the data for the two Mach numbers. Figure 7 shows the spectra of the mass flux fluctuations for the different cases. Figures 7a-b show frequency spectra E(f ), and Figs. 7c-d show spanwise wavenumber spectra E(k z ). The momentum thickness Reynolds number varies by less than 10% between solutions on the different grids (Tables 3-4) , and the skin friction profiles for Grids 2-4 show a similar state of boundary layer development (Fig. 3) . The differences in the spectra can thus be attributed to differences in numerical resolution. The results are that expected for implicit large-eddy simulation: as the grid resolution is increased, the calculations capture an increasing portion of the inertial subrange. As mentioned earlier, the grid resolution of Grid 4 would have to be increased by a factor of 25-35 to achieve direct numerical simulation in the strictest sense, that is max(∆x + , ∆y + , ∆z + ) < 1 at the wall. A time resolution study was also carried out. Figure 8 shows the effect of changing the time step in the range U ∞ ∆t/δ 0 = 2.5 × 10 −3 , 5.0 × 10 −3 , and 1.0 × 10 −2 (∆t + ≈ 2.7 × 10 −2 , 5.3 × 10 −2 , and 1.1 × 10 −1 ) for the Mach 2.3 case on Grid 4. The turbulence statistics are seen to be independent of the time step for the range considered here.
B. Effect of Domain Width
Additional calculations were carried out for the turbulent boundary layer flow at M = 2.3, Re θi = 2.0 × 10 3 , using the resolution level of Grid 4, but varying the spanwise extent of the computational domain (L z /δ 0 = 5, 10, and 20). Sample density contours in the x/δ 0 = 100 plane shown in Fig. 9 illustrate that the results are qualitatively the same for all three domain widths.
The quantitative effect on the numerical solution is shown in Fig. 10 . The skin friction (Fig. 10a ) and the mean velocity profiles (Fig. 10b) are indistinguishable on the three grids. Spanwise wavenumber spectra of mass flux (Fig. 10c ) and wall pressure (Fig. 10d ) are identical at high frequency, but increasing the domain width brings additional spectral content at low wavenumber (large spanwise scale). Such large-scale content is expected to play an important role in large-scale unsteadiness, 38 and merits additional study in that context.
C. Comparison to Experiment
Comparisons to experimental data are shown in Fig. 11 , and the measurement uncertainty is on the order of the symbol size used in the plots. As expected, the van Driest transform collapses the data for the different Mach numbers very effectively, and the primary differences are due to variation in Reynolds number.
In inner coordinates, the inner part of the profiles collapses, with differences in the wake region due to the differing Reynolds numbers. Of particular note is the agreement of the computations with the experimental data of Alving in the buffer region (Fig. 11a , y + = 20-40). The data ofÉléna and Lacharme very nearly match the Reynolds number of the Mach 2.9 large-eddy simulations, and this is borne out in the close agreement between these data sets in inner coordinates for the wake region (Fig. 11a , y + = 500-1000). In outer coordinates, the wake region collapses for all the profiles, and variation due to Reynolds number is displayed in the inner part of the profiles (Fig. 11b) . Agreement between computation and experiment in the logarithmic region is evident in this plot.
Various components of the Reynolds stress tensor are shown in Figs. 11c-11f . The data of Alving and Konrad were obtained with hotwire probes, whereas the data ofÉléna and Lacharme were obtained with laser Doppler anemometry. Error bars corresponding to the statistical uncertainty reported byÉléna and Lacharme are included on the plots. There is an additional bias error in two-component LDA data that causes the Reynolds stress measured in this manner to be systematically low. 72 The results are plotted in outer coordinates, and collapse of the data should be expected for the outer portion of the profiles (say y/δ > 0.2).
For the streamwise component of the Reynolds normal stress (ρu 2 , Fig. 11c ), computation and experiment agree within the measurement uncertainty. The agreement is not as good for the transverse normal stress (ρv 2 , Fig. 11d ) or the spanwise normal stress (ρw 2 , Fig. 11e ). The computational results tend to be somewhat higher than the values measure by Alving and byÉléna and Lacharme, and differ substantially from the crosswire measurements of Konrad. The quantities v 2 and w 2 are difficult to measure, and their proper scaling is matter of debate (see Smits and Dussauge, 3 pp. 238-239). In particular, their peak values may vary with Reynolds number.
The Reynolds shear stress −ρu v is shown in Fig. 11f . Good agreement is obtained between the computations and the incompressible flow measurements of Alving. Considering the large statistical uncertainty in the data ofÉléna and Lacharme, and the tendency for the LDA data to be biased low, agreement for these data can also be considered reasonably good.
D. Turbulence Modeling
Several turbulence closure parameters 74 were evaluated using the results of the simulations. The results are shown in inner coordinates in Fig. 12 for the two Mach number cases. Figure 12a shows profiles of the parameters predicted by the classical strong Reynolds analogy.
3, 21, 32
Neglecting total temperature fluctuations and assuming uniform mean total temperature, the classical strong Reynolds analogy predicts Pr T = 1, R uv = −R vT , and R uT = −1. Here the turbulent Prandtl number is defined as:
∂T /∂y ∂u/∂y (16) and each of the correlations R has a form analogous to:
In the results of the large-eddy simulations, 0. 
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Another closure model parameter, the ratio τ T xy /τ T yy , is presented in Fig. 12c . This ratio is compared to the theoretical relation:
where C = 0.68. Again, reasonable agreement is obtained between the results of the present simulations and the predictions of the theory. Since the prediction of wall heat transfer rates is one of the primary motivations for numerical simulations of supersonic turbulent flow, accurate modeling of the turbulent energy flux is of strong interest. The leading terms in a Taylor series expansion 74, 75 for the turbulent energy flux in the vicinity of the wall are as follows:
where f 1 = 0 for an adiabatic wall. The turbulence model of Bowersox 74 assumed f 1 = 0 in general. Figure 12d shows the near-wall behavior of the turbulent energy flux for the present simulations on logarithmic axes. A curve proportional to y 4 is shown for reference. The results show the fourth-power scaling with distance from the wall expected for the adiabatic case.
The adiabatic wall temperature for the Mach 2.3 flow is about T w = 323 K; additional calculations were carried out for a slightly cold wall (T w = 303 K) and a slightly hot wall (T w = 343 K). These moderate changes in boundary conditions allowed wall temperature effects to be explored without significant changes in grid resolution requirements. Figure 13 shows the effects of varying wall temperature on the flow. Mean temperature profiles for the three cases are shown in Fig. 13a . They illustrate the change in temperature gradient that occurs for the different wall boundary conditions. Figure 13b shows the turbulent energy flux. Bowersox's assumption 74 of f 1 = 0 is seen to hold well for all three cases; the near-wall turbulent energy flux follows q T y ∼ y 4 quite closely.
E. Correlations
Time series of the fluctuations of mass flux generated by the simulations were saved in order to carry out a correlation analysis. The analysis is intended to be similar to that of the classic hotwire measurements of Kovasznay et al. 8 in a low-speed turbulent boundary layer and of Spina et al. 10, 11, 64 in a supersonic boundary layer.
Spatial correlations are shown in Fig. 14. (See Fig. 1 for plots of the instantaneous mass-flux in the same planes.) Figures 14a-b show correlations for the x/δ 0 = 100 plane, corresponding to an end view with flow into the page. Plan views at y/δ = 0.5 are shown in Figs. 14c-d; here the view is from above and flow is left to right. Finally, Figs. 14e-f show side views for the center of the domain (z/δ 0 = 2.5), with flow left to right. In each case, the origin of the x and z axes has been shifted to the reference point for the correlations (x/δ 0 = 100, y = 0, z/δ 0 = 2.5), but the origin for the y-coordinate is kept at the wall for clarity.
The scale and orientation of the large-scale structures in the simulated boundary layer are similar to those observed in experiments. 8, 10, 11, 16 The mass flux is well-correlated over a length scale on the order of the mean boundary layer thickness δ, and the correlation contours are roughly ellipsoidal. The characteristic length scales in the spanwise direction (∼ 0.4δ) and wall-normal direction (∼ 0.5δ) are somewhat smaller than that in the streamwise direction (∼ 0.8δ). Contours in the x-y-plane are oriented at an angle of about 45 deg from the wall. These results are generally consistent with the appearance of the instantaneous massflux field seen in Fig. 1 . Moderate differences are seen between the Mach 2.3 and 2.9 cases, and further exploration of compressibility effects on the large-scale structures is warranted.
Another flow variable that has been extensively studied experimentally is the fluctuating wall pressure. Another quantity of interest is the wall shear stress. Spatial correlations of fluctuations in the magnitude of the wall shear stress are shown in Fig. 16 . Note how the correlation contours are elongated in the streamwise direction (∼ 0.6δ streamwise scale vs. ∼ 0.1δ spanwise scale), consistent with the long streaks seen in the instantaneous skin friction field (Fig. 2b) .
F. Convection Velocity
Convection velocities derived from space-time correlations of the fluctuating wall pressure are shown in Fig. 17a . The broadband convection velocity is seen to be U c /U e ≈ 0.60, in agreement with experimental results.
64 Broad-band convection velocities, derived from space-time cross-correlations of the mass flux fluctuations, are shown in Fig. 17b . The convection velocity for both Mach numbers closely follows the mean velocity profile. Based on hotwire measurements in a Mach 2.9 turbulent boundary layer, Spina et al.
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reported U c /U e = 0.9 ± 0.1 across the outer part of the boundary layer. (The experimental uncertainty was primarily due to temporal discretization, the sampling rate of the analog-to-digital converter.) Note that, in the present work, the broadband convection velocity extracted from the wall pressure fluctuation data is consistent with the convection velocity in the near-wall region (y/δ < 0.2) determined from the mass flux fluctuations.
IV. Conclusions
High-fidelity, implicit large-eddy simulations were performed to examine large-scale structures in compressible, turbulent flow. Calculations were carried out for turbulent boundary layers at Mach 2.3 and 2.9, with momentum thickness Reynolds numbers based on wall viscosity of 2.0 × 10 3 and 2.5 × 10 3 , respectively. Four computational meshes were considered for each Mach number case. The coarsest mesh met the recommended resolution for implicit large-eddy simulation, whereas the finest mesh corresponded to a level of resolution commonly called direct numerical simulation. The computational results were compared at a station where the skin friction coefficient and Reynolds number agreed within 10% for all cases, so that the flow state could be considered the same for each grid. Comparing statistical results between the grids, the nondimensionalized mean velocity and Reynolds stress was found to agree within 10% for Grids 2-4. The calculations carried out on Grid 1 did not appear to produce a fully developed turbulent boundary layer flow. A time resolution study indicated that a time step of ∆t + ≈ 0.05 is well resolved. Despite the convergence of statistics like the mean velocity and Reynolds stress, differences were observed on all grids for frequency and wavenumber spectra. Comparing all cases for a fixed flow state, increasing the mesh resolution led to additional spectral content, and to an extension of the inertial subrange to smaller scales. These results suggest that the simulations are better described as implicit large-eddy simulations than direct numerical simulations. To achieve strict direct numerical simulation at the wall, the resolution there would have to be increased by a factor of 25-35 from the present grids.
Nonetheless, good agreement was obtained between computation and experiment for profiles of mean velocity and several components of the Reynolds stress. Further, convection velocity, scale, and orientation of large-scale structures extracted from space-time correlations also were in good agreement with experiment.
Convergence of the turbulence statistics permits the examination of a number of parameters used in turbulence modeling. In particular, the strong Reynolds analogy, the ratios of Reynolds stresses, and the near-wall behavior of the turbulent energy transport were evaluated for the two flows. Further, the effects of wall temperature on the turbulent heat flux were examined. The results support assumptions made in turbulence modeling for compressible flow. 
