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Abstract
The TIP3P water model is widely used in biological and chemical applications because of
its simplicity, computational efficiency and reasonable reproduction of liquid water proper
ties at ambient conditions. The focus of this thesis is the study of the nonlocal properties
of TIP3P water model by means of molecular dynamics computer simulation. We measure
the wavevector-dependent dielectric function which is found to behave similarly to the one
previously calculated for the BJH water model, and map the result to an electrostatic energy
functional theory. Also, we determine the coefficients of the number density gradient expan
sion of the free energy density up to the fourth order, and, hence, the nonlocal bulk modulus of
liquid water. The second-order coefficient is found to be negative and its value agrees with the
one recently calculated in the framework of the square gradient theory, while the fourth-order
coefficient is positive and ensures the stability of the gradient expansion theory.

Keywords: TIP3P water model, molecular dynamics simulation, nonlocal dielectric func
tion, electrostatic energy functional, gradient expansion.
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Chapter 1
Introduction
Water is one of the most important liquids found in nature. Due to this fact water is also the
most studied liquid in the literature (see e.g. [1-3] and references therein). A deep understand
ing of the behaviour of water is essential for the understanding of the wide range of phenomena
in biological systems where water is a unique medium for interactions, chemical systems where
aqueous solutions are important constituents, and geological systems due to the ubiquity of wa
ter in our environment. Responding to the huge interest in a correct description and explanation
of water properties, the chemical physics of water is a very active field with vast applications
in biochemistry [4], electrochemistry [5], industrial chemistry [6] and geophysics [7].
Since water is a complex system and quantum mechanics equations can not be solved for
it analytically, the main techniques used in investigating water and aqueous solutions are ex
periment and computer simulations. There also exists a few mesoscopic phenomenological
theories for water [8-10]. Two main computer simulation techniques used include molecular
dynamics and Monte Carlo methods [11].
Molecular dynamics (MD) is a computer simulation technique in which the properties of
the system under consideration are calculated using the laws of classical mechanics [1 1 , 12].
The history of MD simulations goes back to the 1950s when computers became available
for scientific use. The first MD simulation was conducted by Alder and Wainwright in 1956
[13] for a system of hard spheres. Since then MD (together with the Monte Carlo simulation
method) became an essential tool in exploring complex many-body systems for which the
equations of motion cannot be solved analytically.
Usually, simplified models are constructed to describe such complex systems and approxi
mate phenomenological theories are used to calculate the properties of the model system. The
problem is the lack of our knowledge about the detailed structure of real physical, chemical
1
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or biological systems and interaction potentials between systems constituents, which makes it
difficult to build an adequate model system. That is why, prior to the invention of computer
simulations, in the case when calculated results were in disagreement with the experimentally
measured ones researchers did not know what was wrong: the model or the usually approxi
mate solution of the theory.
Computer simulations filled the gap in this scheme. First the model can be tested by com
paring the model system’s properties measured in computer simulation with available experi
mental data. If they coincide then the model is suitable and the theory can be tested by com
paring the predictions it gives for the considered model with either the simulation results for
the same model or known experimental results.
The method of checking the theories by computer simulations is called a computer exper
iment. This is a very important and widely used method because computer experiments are
simpler and cheaper than real ones and can be conducted under physical conditions that are
either hardly, or not at all, achievable in a laboratory or for systems that do not exist in nature
(for example materials or devices that cannot be made yet). Also, computer simulations pro
vide access to information like atomic positions as a function of time not easily accessed by
experiment.
It is accepted that the results of properly conducted computer simulations are always reli
able for the class of systems they were designed for. In particular, MD simulations can be used
to compute the properties of the systems in which the motion of constituent particles (atoms or
molecules) obeys the laws of classical mechanics.
This requirement is satisfied with a high degree of accuracy for a wide range of materials,
biomolecular, biochemical and biophysical systems. Quantum effects come into play only for
the vibrational motions with frequencies' v > kBT/h, motion of light atoms or molecules and
for systems at low temperatures (when the length of an atom’s de Broglie wave is comparable
with the distance between atoms).
The typical MD simulation consists of the following steps. First the system whose prop
erties will be measured in the simulation is prepared. In order to do this one should specify
the size of the simulation box, the number of particles, their masses and potentials of interac
tion between them, initial conditions (i.e., initial positions and velocities of the particles) and
boundary conditions. Also the conditions of the run (i.e., the integration time step, the total
time duration of the run and the desired statistical ensemble) should be set.
At each time step the forces acting on all particles are computed and Newton’s equations
'Here ks is the Boltzmann constant, h is the Planck’s constant, T is the temperature.
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of motion are integrated, which gives the positions and velocities of all particles at the next
time step and so on during the whole run. At each time step the calculated particles’ positions
and velocities are used to compute the desired thermodynamic properties of the system, i.e.
the temperature, various energies (total, kinetic, potential, pairwise, molecular, etc.), pressure,
etc. For this purpose, the mentioned quantities should be expressed as functions of particles’
positions and momenta.
When the thermodynamic properties no longer change in time drastically, the system is
equilibrated and one can start to measure the properties of interest. They also should be ex
pressed as functions of particles’ positions and momenta. Then the considered properties are
averaged over the time interval they were calculated in (from the moment the system is con
sidered equilibrated till the end of the simulation). This completes the MD measurement of
a macroscopic property: from the ergodic hypothesis we conclude that the measured time av
erage is the considered statistical ensemble average which is the definition of an observable
macroscopic property. After this, the statistical errors in a measured quantity can be estimated.
In some sense, MD simulation measurements are very similar to real experiments.
Note that in an MD simulation the time interval over which the evolution of the given sys
tem is considered should be larger than the typical relaxation time of the system. However,
long MD simulations are mathematically ill-conditioned due to the fact that Hamiltonian sys
tems, with very few exceptions, are chaotic (this fact is usually referred to as molecular chaos).
This means that two trajectories differing initially by an infinitesimal amount x(0) will diverge
exponentially in time (Lyapunov instability):

x(t) = ¿c(0) exp(At),

(1.1)

where A > 0 is the Lyapunov exponent. Thus, errors inevitably arising in numerical integration
of Newton’s equations of motion guarantee that the MD particle’s trajectory will drastically
diverge from the true trajectory after a certain (short) time interval. However, there exist in
tegration algorithms (e.g., the Verlet algorithm) that generate trajectories that closely follow
an exact trajectory for the system, but one that starts from a slightly displaced initial point
(the so-called shadow orbit) [12]. Shadow orbits are known to exist for hyperbolic systems
and can sometimes be shown to exist, for long times, for more general systems (see e.g. [14]).
Since researchers conducting MD simulations are interested in statistical information about the
system’s dynamics rather than in exact evolution of each particle’s position, the underlying
description is considered fine in the absence of a better choice. As long as the integration algo
rithm accurately tracks trajectories for times t £ 1 ¡A the statistical information is not affected
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(i.e., we get “convergence in distribution”).
The first model for water was proposed in 1933 by Bernal and Fowler [15], twenty years be
fore computer simulations were invented. Since then a great number of different water models
for use in both MD and MC computer simulations have been developed (see [1] for a review).
Most of these models are empirical and, in fact, model the charge distribution of the water
molecule and the interaction potential. Examples of such models are BNS, ST2, CF, SPC,
RWK, BJH, TIP3P, TIP4P and many more (see [1] and references therein). The charge distri
bution is usually modelled by the point charges assigned to the nuclei (e.g. SPC, TIP3P) and
sometimes to additional Active sites (e.g. TIP4P, ST2). The water force field is modelled by
the combination of the Coulomb potential and the term that accounts for the electronic repul
sion, usually a Lennard-Jones potential which also includes the dispersion term. Some models
specifically account for the polarization effects in terms of fluctuating charges, for example
SPC/FQ and TIP4P/FQ [16].
The existing water models can be divided into rigid (e.g. SPC, TIP3P) and flexible (e.g.
SPC/F, BJH) ones. The rigid models keep the internal geometry of the water molecule rigid
while the flexible models allow intramolecular vibrations. Generally speaking, flexible mod
els are not characterized by better performance in reproducing the properties of real water in
comparison to rigid models.
The other approach in constructing water models is based on ab initio calculations (see [1],
[3] and references therein). In this method, the water force field is extracted from quantum me
chanical calculations instead of using empirical potentials. Then the idea that lies behind the ab
initio MD simulation is solving Newton’s equations of motion for ions in a potential that incor
porates their Coulomb interactions and the contribution from the electronic structure derived
by quantum mechanical calculations at each simulation time step. A successful example of
water ab initio calculations is the Car-Parinello molecular dynamics scheme (CPMD) [17,18].
Nowadays ab initio water modelling is at the early stage of development and does not yet pro
vide better performance than simple empirical models, except for very specific cases, while
being very demanding in computer resources thus allowing the simulations of only very small
systems of a few tens of molecules and for very short times. Besides, ab initio methods inherit
problems of the Hohenberg-Kohn-Sham density functional theory they use (e.g. the choice
of the exchange-correlation functional). Nevertheless, ab initio techniques are very promising
and conceptually appealing because they rely on fundamental laws of quantum mechanics, do
not contain adjustable parameters and assumptions of empirical potentials, and automatically
take into account polarization effects.
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The reason why so many water models exist is that although each of them is moderately
successful in reproducing certain water properties at ambient conditions, none of them is able
to reproduce all known water properties. With every model bang studied this fact resulted in
new water models being proposed in search of better performance. Recently, the process of
new model development slowed down substantially. Extensive work is being done for the de
velopment of ab initio methods and improvement of existing empirical models. The latter can
be done by taking into account charge penetration eifects (the actual charge distribution of wa
ter is not point-like), accurately incorporating the charge transfer mechanism in the hydrogen
bond, inclusion of polarizability, and the optimization of the repulsion-dispersion term in the
interaction potential [1]. Also, a successful empiric potential should be able to reproduce the
difference between water isotopes, which is a purely quantum effect. The problem is that the
information we currently input in empirical water models is not enough to reproduce all known
water properties even at ambient conditions. Detailed information about the hydrogen bonding
mechanism needs to be input in the model, and progress in ab initio methods and experiment
should be achieved in order to obtain this information.
Meanwhile, in waiting for progress, simple models like SPC, TIP3P and TIP4P are widely
used in biological and chemical applications, and are incorporated in simulation packages like
LAMMPS, CHARMM, GROM ACS. The reason for this is that the more complex empirical
models rarely provide better quantitative description of water properties while being compu
tationally expensive and time consuming, and present ab initio methods can be used only in
the simulations of very small systems (a few tens of molecules), which is typically not enough
for applications. Another area where simple empirical models are useful is the investigation
of critical water properties [2] where the main requirement for the model is belonging to the
same universality class as real liquid water or aqueous solutions under consideration. These
arguments imply that the further detailed study of simple empirical water models and in partic
ular the investigation of the properties that present interest for applications are important. One
such property is the nonlocal dielectric function. Knowing the wavevector-dependent dielectric
function is crucial for understanding such nonlocal electrostatic phenomena as overscreening.
Mesoscopic continuum theories are designed to describe the system’s behaviour on inter
mediate scales, between those where quantum effects are of primary importance and those
where the macroscopic description is fully appropriate. They are usually mean-field theories
built from general theoretical principles making certain assumptions and serve as a bridge
between the existing established macroscopic continuum theories and results of discrete com
puter simulations. So, in order for the mesoscopic theory to be considered valid, the correct
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macroscopic limit description and the agreement with computer simulations results in their
characteristic scales are required. If this requirement holds, the mesoscopic theory is believed
to provide a reasonable description of the systems that are much larger than the size of the
corresponding simulated system but not so big that their properties are scale-independent as in
macroscopic case.
In the present thesis, we consider two mesoscopic continuum theories for liquid water:
the number density gradient expansion theory [10] and the electrostatic energy functional the
ory [9]. The number density gradient expansion of the fluid free energy density was originally
proposed by van der Waals [19] at the end of 19th century in order to describe a liquid-gas co
existence and consistently calculate the interfacial properties such as the surface tension. Later
the gradient expansion theory for fluids was formulated rigorously [10, 20] and expressions for
the expansion coefficients up to the second order were obtained. The resulting square gradient
theory is widely used in applications for the purposes of a qualitative analysis [21-25]. We
will consider the gradient expansion theory including the next, fourth-order term. An electro
static energy functional was introduced by Maggs and Everaers [9] to describe the dielectric
response. It was used by the authors to include the nonlocal dielectric effects in implicit sol
vent simulations within a cluster Monte Carlo algorithm for the simulation of dielectric media.
They showed that the electrostatic energy functional can reasonably reproduce qualitatively
most linear dielectric response phenomena including the overscreening effect.
In this work, we measure the nonlocal dielectric function of TIP3P water model [26] by
means of molecular dynamics computer simulation. The obtained macroscopic dielectric con
stant is in agreement with the previously reported result [27], and the wavevector-dependent
dielectric function exhibits two poles with a region of negative values between them, which in
dicates the overscreening and is in qualitative agreement with the nonlocal dielectric function
behaviour measured for the BJH water model [28]. We also determine the parameters of the
electrostatic energy functional [9] for the TIP3P water model. The determination is done by
fitting the measured wavevector-dependent dielectric function with the one generated by the
underlying functional. The rest of this work consists of determining the coefficients of the gra
dient expansion of the water free energy density from the results of MD simulation of TIP3P
water model we performed. The obtained value of the square gradient coefficient is consistent
with the previous measurements [63] and the fourth-order coefficient is found to be positive,
which ensures the stability of the gradient expansion theory.

Chapter 2
Nonlocal dielectric function of TIP3P
water model
In this chapter, we describe the molecular dynamics simulation of the modified TIP3P water
model we performed. First, we discuss the version of the TIP3P water model used for simu
lations with Ewald summation. Then we present the site-site radial distribution functions and
partial static structure factors for liquid water we obtained in our MD simulation using the con
sidered water model. Finally, we use these results to derive the nonlocal dielectric function of
liquid water.

2.1

Modified TIP3P water model for simulations with Ewald
summation

The original TIP3P (transferable intermolecular potential with three point charges) model was
proposed by Jorgensen et al. [26]. It is a 3-site empirical rigid model which mimics the water
molecule with one oxygen and two hydrogen atoms on the sites. Point positive charges are
assigned to the hydrogen atoms and a negative point charge to the oxygen atom {qo - - 2qH
to ensure charge neutrality). The interaction potential of the TIP3P water model consists of
Coulomb and Lennard-Jones contributions. TIP3P model was parametrized to improve the heat
of vaporization and the density for liquid water in comparison with the previously proposed
TIPS water model [30], The TIP3P model gives the following values [1,26,31] for water
properties at 25 °C and 1 atm (experimentally measured values are given in brackets): density
0.982 g/sm3 (0.997 g/sm3 [26]), heat of vaporization 10.45 kcal/mol (10.52 kcal/mol [32]), selfdiffusion coefficient 4 • 10-5 cm2/s (2.3 • 10-5 cm2/s [33]), dipole moment 2.347 D (2.6-3 D [1]),
7
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Figure 2.1: Water molecule schematic in TIP3P water model.
and dielectric constant 96.9 (78.4 [34]).
The Lennard-Jones potential used in TIP3P water model is the standard one

where e is the depth of the potential well, cr is the finite distance at which the potential is zero,
r is the distance between particles. The model’s parameters are such that only oxygen atoms
interact via the Lennard-Jones potential. There also exists a modification to the TIP3P water
model adapted for use with the CHARMM simulation package [35]; in this modification the
H-H and O-H Lennard-Jones interaction parameters are also non-zero.
The bond and the angle harmonic potentials are given by
V = U r - r0f

(2 .2)

V = ke( e - e 0)2

(2.3)

and

respectively, where r0 and 0Qare the equilibrium values of the bond length and the angle.
A schematic of the water molecule in the TIP3P model is shown in Fig 2.1, and the model
parameters are the following [26]:
• Mass and charge
O : m = 15.9994 g/mol, q = -0.834e.
H : m = 1.008 g/mol, q = 0.4lie .
• Lennard-Jones parameters for pair interaction
0 -0 : e = 0.152 kcal/mol, cr = 3.1508 A.
H -H : e = 0 kcal/mol, cr = 0 A.
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O-H: e = 0 kcal/mol, cr = 0 A.
• Bond interaction
O-H bond, harmonic potential: kr = 0.450 kcal/(mol-A2), r0 = 0.9572 A.
H-O-H angle, harmonic potential: kg = 55 kcal/(mol-rad2), do = 104.52°.
Traditionally, in MD (and MC) simulations, truncated potentials are used [11], i.e., the pair
potential V(r) is set to zero for distances r > rc, where rc is the cutoff distance. This procedure
substantially reduces the time required to perform the simulation. The majority of existing
force fields (including TIP3P potential) have been parametrized based on simulations with a
cutoff applied.
The cutoff procedure is a reasonable approximation for the short-range forces. Although
after applying a cutoff the properties of the model system are no longer exactly the same as for
the system with non-truncated potential, the long-range corrections can be estimated and are
expected to be small [11]. For example, in the simulation of Lennard-Jones atoms, the value of
the pair potential at the boundary of the cutoff sphere of a typical radius rc = 2.5cr is just 1.6%
of the well depth.
However, using relatively short cutoffs for long-range interactions (e.g., the Coulomb in
teraction which decreases as ~ 1/r) can cause various problems. There has been reported a
generation of orientational artifacts due to the short electrostatic potential cutoff, which lead
to unrealistic solvent behaviour, changes in structural, interfacial, transport and diffusion prop
erties of polar liquids, structural distortions in biomaciomolecule solutes and unstable simula
tions under some conditions [35-43].
These difficulties indicate the need to use a more appropriate technique than a simple trun
cation to treat Coulomb forces in MD simulations. This is why the computationally efficient
implementations of the Ewald summation technique (see e.g. [11,12]) such as the particleparticle particle-mesh (PPPM) [44] or particle-mesh Ewald (PME) [45] solvers are currently
widely used to compute the long-range Coulomb interactions. These methods allow one to
take into account all electrostatic interactions in our effectively infinite system (due to the peri
odic boundary conditions imposed). In this scheme every particle interacts with all its periodic
images (excluding itself) and all other particles in the basic simulation box and all their pe
riodic images. We will discuss this in more detail in the next section. There also exist other
techniques for including long-range forces in MD simulation, for example the reaction field
method [1 1 ].
The problem is that the TIP3P water model was developed and parametrized with a short
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electrostatic cutoff. This results in considerable deviations in the density (ca. 2% for the origi
nal TIP3P and 1% for the CHARMM modified TIP3P) and the heat of vaporization (ca. 8% for
the original TIP3P and 4% for the CHARMM modified TIP3P) when the TIP3P water model
is simulated with a PME solver [27]. Simulations with the reaction field method show similar
deviations [46].
The natural solution to this problem was the appropriate reparametrization of the TIP3P
water model in order to make it suitable for simulations with long-range electrostatic interac
tions. This was done by Price and Brooks [27]. The new modified TIP3P water model for
simulation with Ewald summation (TIP3P-Ew) has the following parameters.
• Mass and charge
O : m = 15.9994 g/mol, q = -0.830e.
H : m = 1.008 g/mol, q = 0.415e.
• Lennard-Jones parameters for pair interaction
0 - 0 : e = 0.102 kcal/mol, cr = 3.188 À.
H-H : e = 0 kcal/mol, cr = 0 À.
O-H : e = 0 kcal/mol, cr = 0 À.
• Bond interaction
O-H bond, harmonic potential: kr = 0.450 kcal/(mol-À2), r0 = 0.9572 À.
H-O-H angle, harmonic potential: ke = 55 kcal/(mol-rad2), do = 104.52°.
In this work, we perform a MD simulation of TIP3P-Ew water model in order to derive the
nonlocal dielectric function of liquid water.

2.2 M olecular dynamics simulation of TTP3P-Ew water model
We perform molecular dynamics computer simulations of liquid water using the modified ver
sion of the TIP3P water model for simulation with Ewald summation (TIP3P-Ew) [27] de
scribed in the previous section.
The simulation was performed using the LAMMPS simulation package [47,48]. LAMMPS
(Large-scale Atomic/Molecular Massively Parallel Simulator) is a classical molecular dynam
ics code which can be used as a parallel particle simulator at the atomic, meso, or continuum
scale.
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LAMMPS input script of our simulation can be seen in Appendix A. We consider 1728 wa
ter molecules in a cubic box with L = 37.28766 Â. The resulting density of water is 0.997 g/sm3
which coincides with the experimental value at 25 °C and 1 atm.
The goal of the simulation is to study the dielectric properties of bulk water, which is why
the periodic boundary conditions are imposed in order to get rid of surface and wall effects [1 1 ].
The system is simulated in microcanonical (constant N, V, E, where N stands for number
of particles, V stands for volume, and E stands for energy) ensemble. However, we wish to
model the canonical (constant N, V, T, where T stands for temperature) distribution because, in
practice, when doing the experiment one controls the temperature instead of energy. There exist
a number of methods to control the temperature in a MD simulation [12,49,50]. They include
the Andersen thermostat, the Nose-Hoover thermostat, Nose-Hoover chains, the Berendsen
thermostat and Langevin thermostat. We have used the last method in our MD simulation for
keeping the temperature fixed at 25 °C.
In the Langevin thermostat technique, in order to simulate the canonical ensemble the as
sumption is made that the particles of the original system are exposed to collisions with much
lighter particles, which represent the heat bath [49]. The collisions of light particles with the
i-th system’s particle are described by the random force ifr(t) and the friction term -T /?,, where
T is the damping constant and p,- is the momentum of the particle considered. The resulting
equations of motion are the coupled Langevin equations:
MX;

H

- TMX, + 17,(0,

(2.4)

where the random force 77,(1) has a Gaussian probability distribution with the correlation func
tion
= 2MTkBT6u,S(t - O ,

(2.5)

H is the Hamiltonian of the system considered, M is the mass of i-th particle, X, is its position,
and T denotes the temperature of the heat bath.
Then the Fokker-Planck equation associated with the Langevin equations (2.4) gives the
stationary solution for the probability density distribution for the the original system which is
the canonical distribution:
P 0(X U ...,X N-,XU ...,X N) ~ e-W .

(2.6)

In the MD simulation, the system’s particles are allowed to move under the influence of
the computer-generated random force starting from the initial set of positions and velocities.
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LAMMPS uses a uniform random number distribution instead of a Gaussian distribution for
generating random forces [51], which gives an advantage in speed.
The temporal evolution of the particles’ positions and velocities are calculated with a set
of difference equations approximating the Langevin equations (2.4). The velocity-Verlet algo
rithm [52] is usually used for this purpose in MD simulations. The theoretical background is
the following.
The Langevin equations (2.4) can be rewritten as
F2

ert/2

eTt/2

Ut) = j y.M - - ^ 7 V,V(X, (t),.... X*(0) + — I7i(0,

(2.7)

where V (X t(0,..., X N(t)) is the potential energy of the system and the new variables
yi

=

eTt/2X i

(2.8)

allow one to eliminate the velocities from the original equations (2.4) for the accelerations and
hence to implement the velocity-Verlet algorithm for new variables:
1) new positions at time t + At read
y i(t + A0 = y,(t) + y,(0 Ar + ^y,(0A t2;

(2.9)

2) knowing y,(t + At) allow one to calculate accelarations at time t + At via (2.7);
3) the velocities at time t + At are then given by

U t + AO = U t ) + \ (y.(0 + U t + AO)Ai.

(2.10)

Going back to the old variables one straightforwardly obtains for the time evolution of the
particles’ positions and velocities:
F

r2

2

8

X,(t+At) = X,(0 1 + - A t + — At2 +X,(0Ai-

% (t + At) =e~rAt/2

(0 + X,(0 (;t + At)

[W

2 Mi

, (0,....Xai(0) - 17/(0] At2, (2.11)

(V,-V(X, (0 ,.... x * (0 ) - 77/(0)

At
(V,-V(X, (t + At),
2Mi

X N(t + At)) - 77,(t + At)) •
( 2. 12)

However, in our MD simulation the water molecules are treated as rigid bodies, consistent
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with the TIP3P water force field. For this reason, the system’s evolution is computed in the
following way. All atoms are thermostated using the described Langevin dynamics. Knowing
all atoms’ positions and velocities at some time to, LAMMPS obtains the forces acting at each
atom at a given time using (2.4). From forces acting on a rigid molecule’s constituent atoms,
the force acting on the considered molecule at time to, and hence its position, velocity and
other motion properties at time to + At are calculated using the NCLSQUISH (novel symplectic
quaternion scheme) method [53]. Then the positions and the velocities of constituent atoms at
time tQ+ At are reconstructed in such a way that they are consistent with the movement of the
molecule as a single rigid entity. The NCLSQUISH method is the alternative to the using the
SHAKE algorithm [54] to model rigid bodies.
The Lennard-Jones potential is truncated at a cutoff distance of 13 Â. The Coulomb po
tential is treated using the particle-particle particle-mesh technique [44]. In this method, the
Coulomb potential is split as follows
1 _ f ir ) t 1 - /( r )
r
r
r

(2.13)

where the first and the second terms represent the short- and the long-range parts respectively.
The function f{r) can be chosen in different ways with the main goal to reduce the range of
the first term in (2.13) (e.g. f( r ) = e~ar, where a > 0). The final result is independent of the
particular choice of /( r ). However, this choice has a strong impact on the efficiency of the
method [55].
The short-range part is calculated in real space directly from the particle-particle interac
tions. The corresponding potential energy is
/(If; - U'D

m j - z —r r

(2.14)

The cutoff for the short-range part of Coulomb potential is chosen to be equal to the LennardJones cutoff, namely 13 A.
The long-range contribution to the Coulomb potential is calculated in Fourier space using
the partice-mesh technique. The solution of the Poisson’s equation for the long-range part of
the electrostatic potential 4>in Fourier space reads
<Pi(k) = |(k)ÿ(k)p(k),

(2.15)

where g(k) = An Ik1 is the Green’s function, p(k) and y(k) are the Forier transforms of the
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charge density distributionp(r), and the smearing function y{r) which depends on the particular
choice of function f(r). Making the inverse Fourier transform, one obtains the long-range part
of the electrostatic potential at point r,

<Pi(ri) = A Y j g(k)?(k)P(k) exp(ikr,).

(2.16)

L k*0
The corresponding contribution to the potential energy is given by
Vi = \ Y

i

j

$i0/(r /)-

(2.17)

In the particle-mesh method, the potential (2.16) is calculated using the fast Fourier trans
form (FFT). In order to employ this method one needs to perform the following steps:
1. Introduce a three-dimensional mesh and apply some procedure to map the system’s
particles’ charges to the mesh by assigning the charges to the mesh points.
2. The FFT is used to solve Poisson’s equation for the electrostatic potential due to the
discrete charge distribution obtained at the first step. This gives the potential at each mesh
point.
3. The force field at each mesh point is calculated by differentiating the potential energy
numerically.
4. The forces acting on the original charged particles are calculated by interpolating the
mesh force field.
In our simulation we use a time step of 1.5 fs and equilibration time of 75 ps. We run 1.44 ns
of averaged simulation during which the site-site radial distribution functions are calculated.

2.3 M easurements of water structure from MD simulation
The site-site radial distribution functions (rdf) are defined as follows:

NN;«ZZ
<1/2

gap(r) ~

S (rJ S (rjp - r)) - <Sa/3( ^ 5(r,ft)6(r;/J - r))),
“ ^ >'«=! ¿/J=1
¡«=1

(2.18)

where a ,fi = 1,2 (1 refers to hydrogen, 2 refers to oxygen), Na and Np are the numbers of
atoms of species a and /? respectively, rin is the position of the /th atom of species a, *V is the
volume of simulation box, and spherical symmetry and translation invariance are assumed (i.e.
the system is homogeneous). However, in a simulation, instead of using this formal definition,
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Figure 2.2: Site-site radial distribution functions gap{r) of TIP3P water model at ambient con
ditions obtained from MD simulation.
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the site-site radial distribution functions gap(r) are calculated as the ratio between the number
of atoms of species ¡3 at a distance r from a given atom of species a and the number of atoms
of species /? in an ideal gas of the same density at the same distance r, something that can be
shown to be equivalent for an isotropic system.
For the purpose of calculating the nonlocal dielectric function we are interested only in the
site-site radial distribution functions for pairs of atoms belonging to different molecules, as will
be shown in the next section. Regardless this point, the site-site radial distribution functions for
pairs of atoms belonging to the same molecule are obvious and can be easily calculated even
by hand (because the water molecule in TIP3P water model is rigid), and hence do not present
much interest. So, in our MD simulation of TIP3P water model, we measure the site-site radial
distribution functions for pairs of atoms belonging to different molecules. The obtained results
are shown in Fig. 2.2.
Knowing the site-site radial distribution functions, one can calculate the Fourier trans
formed partial static structure factors S ap(k) via

Sap(k) =

+

f

—SQ.p + An-

d3r e ikr[gap(r ) - l ]
r * , , sin(fcr)
d r r —:---- hafi(r),

V

(2.19)

Jo

where Rc is the cutoff radius, and hap(r) = gap(r) - 1 are the site-site pair correlation functions.
Note that we have periodic boundary conditions imposed, which restricts k values to k = nkmin,
where kmin = 2n/L , n > 1 is an integer, L is the size of the simulation box, and we have assumed
spherical symmetry.
There exists a problem that expression (2.19) gives inaccurate results for small k values
because gap{r) is calculated only for r < Rc. We avoid this problem by using a different method
of calculating S ap(k) for small k. We use the definition
<na(k)n^(-k))
S ap{k) -

■y/N^Np
y

< jN jfp

(2?r)3d(k),

( 2 . 20 )

where na(k) is the Fourier transform of the particle number density of species a
Na

na(r) = Y

j

<5(rlfl - r),

2 21)

( .
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hence
na(k)np(- k ) = £

(2 . 22)

e'k(r‘»-,V )

idt'jfi

and
Sap(k) =
j N aNf

e ik {rio ~ Tjfi)) -

y

(2nfô(k).

(2.23)

During the simulation, we record the positions of all atoms every 10 timesteps and use this
information to calculate the partial static structure factors for small k from (2.23). In doing so,
we do not include terms corresponding to correlations between two different hydrogens and
between oxygen and hydrogen within the molecule, in order to compare the obtained partial
static structure factors with the ones calculated using Eq.(2.19) with gap(r) we measured. Since
we are interested in S ap(k) for k £ 0, the second term in (2.23) is not relevant.
The results for
nhap(k) =

N
VÂÿVfl

{S af}(k)

(2.24)

where S ap(k) is calculated using Eq. (2.23) for k < 2.02207 A 1 and Eq. (2.19) for k >
o _|

2.02207 A , N and n are the number of molecules and the molecule number density respec
tively, are shown in Fig. 2.3.
We calculated the Fourier transformed partial static structure factors using both Eq.(2.19)
and Eq.(2.23) for the first 12 ¿-points (i.e. for k e [0.168506,2.02207] A 1). The comparison
of S ap(k) obtained by these two methods show that the difference is rather small (see the in
set in Fig. 2.3). However, this difference has crucial impact on the calculation of the responce
o .

function, and, consequently, on the dielectric function, at first few ¿-points (for ¿ < 1 A-1)
due to the division by k2 in (2.37) and strong cancellation between inter- and intramolecu
lar contributions to the charge density static structure factor, as will be discussed in the next
section.

2.4

Determination of the dielectric function

In this chapter, our goal is to determine the nonlocal dielectric properties of the TIP3P water
model by means of MD simulation.
The calculation of the nonlocal dielectric function of liquid water using MD simulation has
been previously performed (see [28,56]) for the BJH flexible central force water model [29].
Their result is shown in Fig. 2.4 (taken from [56]). One can see that the dielectric function
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k[A-']
Figure 2.3: The Fourier transformed site-site pair correlation functions nhap(k) for TIP3P water
model, calculated using Eq. (2.23) for k < 2.02207 A 1 and Eq. (2.19) for k > 2.02207 A 1. The
insets show nhap(k) calculated using Eq. (2.23) (squares) and Eq. (2.19) (circles) for k < 1 A .
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is nonlocal (i.e. wavenumber-dependent in Fourier space) as it should be for polar fluids. In
the small k region, the dielectric function drops from its macroscopic value e = 78 to a value
o -1

near 15 and then rises to a first divergence point at k « 1A

where the dielectric function

becomes negative and stays such until the second divergence point at k » 12.5 A

where

the dielectric function becomes positive and decreases monotonically to the short wavelength
limit e(k —» oo) = 1, decaying as l / k 2. The existence of a negative region of values in a
dielectric function indicates the overscreening effect and [28] was the first reference where
such behaviour for polar liquids and for water in particular had been obtained.

Figure 2.4: Nonlocal dielectric function of BJH central force water model. The picture is
taken from [56]. Experimental points were derived in the framework of BJH model proceeding
similarly to the way described below and using the neutron diffraction data for the hap(k) [57].
The BJH central force water model is more complicated than the TIP3P water model and
although it may be better than TIP3P in describing some particular water properties, relatively
simple water models such as TIP3P and SPC/E are most widely used in applications (because
of their lower computational cost), in particular as explicit solvent in modelling chemical and
biological systems and devices where the water is a component (see e.g. [58-60]). For this
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reason, it is important to know the properties of these models in detail. Here we calculate the
nonlocal dielectric function of TIP3P water model.
Water is a nonlocal dielectric, i.e. the dielectric displacement field D(r) at some point r
depends on the electric field not only at the considered point but in other points as well. In
CGS units
Da(r) =

dr'ea/3(r, r')£/j(r'),

(2.25)

so that the dielectric tensor depends on two spatial arguments and hence is wavevector depen
dent. In Fourier space:

Da(k) = ea/3(k)£>(k).

(2.26)

We wish to calculate the wavenumber dependent dielectric function e(k) which is the longitu
dinal part of the static dielectric tensor eap{k)‘.
€{k) = -£2~ea/3(k),

(2.27)

We are interested only in the longitudinal component of the dielectric tensor since water is
an approximately isotropic material in the continuum limit. We use the relation between the
dielectric function and the longitudinal part of the dielectric response tensor ; ^ ( k ) in Fourier
space:
€(k) = [1 ~ X (k )]-\

(2.28)

kaka
= - f r * ° 0OO-

(2.29)

m

Pa(k) = ¿ ^ ( k ) D ^ ( k ) ,

(2.30)

where P is the polarization.
Now we need to relate the response function x(k) to the quantities extracted from MD
simulation. The following method is similar to the one used in [28], [56]. The classical form of
the fluctuation dissipation theorem [61] relates the response function to the polarization static
structure factor through
x(k) = 4n/3S(k),

(2.31)

where /? = 1/k BT and S (k) is the charge density static structure factor
S(k) =

(Mk)Pfc(-k))

W

(2.32)
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where p*(k) is the bound charge density,
Pi>(k) = Po(k) + P h, (k) + PH2(k) = ze(-2«o(k) + «Hi (k) + «H2(k)),

(2.33)

where nff(k) is the Fourier transform of the particle number density of species a, H] and H2
correspond to two hydrogen atoms in water molecule, z is the valency (z = 0.415), and e is the
elementary charge. The charge density static structure factor S (k) is related to the (geometric)
partial static structure factors Sap(k) measured in our simulation, as we will show below.
In what follows, we wish to distinguish the intra- and intermolecular contributions to the
structure factor, i.e., the contributions that come from the correlation of charged particles within
a molecule and the ones belonging to different molecules:
S(k) = S intra(&) + S W * ).

(234)

Let us first consider the intermolecular part. We have
2 2

Simeri*) = ^ (4 < n o (k )n o (-k ))+ (n H (k )n H(-k))-2(no(k)rtH (-k))-2<«H (k)no(-k))), (2.35)

W

where the individual terms correspond to all possible correlations of 0 0 , HH, OH and HO
atoms from different molecules respectively. Making use of (2.22), the above expression can
be rewritten as

inter (*)

=

z2e2 (

W

No

Nh

No ,N h

4 ( 2 *«■?-?>) + ( J e ^ - ^ ) - 2( £
i* j

i±j

N h ,No

\

'■'?’) - 2( £

ij

ij

(2.36)

Note that in all terms, the atoms whose difference of positions we see in the exponents, belong
to different molecules.
Combining Eqs. (2.19) and (2.23), equation (2.36) can in turn be presented as

Sinter(* ) = ^ ^ ( ¿ O o ( * ) + *H h (* ) ~

2/ i 0h ( * ) ) ,

( 2. 37)

where n is the molecular number density, and h00(k), huu(k), and h0u(k) are the site-site pair
correlation functions for pairs of atoms belonging to different molecules we calculated in the
previous section and shown in Fig. 2.3.
To calculate the intramolecular contribution to the static structure factor, we multiply the
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contribution from one molecule by the number of molecules N:
2 2

S imra(^) = N

((-2«o(k) + «h, (k) + rtH2(k))(-2«o(-k) + «h, (-k) + /iH2(-k))).

(2.38)

Substituting the Fourier transform of (2.21) into (2.38) and using
•kA _ sin(*|Ar|)
(eikAT) =
k\Ar\

(2.39)

where |Ar| = const, which is true for distances between atoms in rigid molecule, we obtain the
expression for intramolecular contribution for the case of rigid water molecules:
o

/7, _ 2n z V /o , sinffafon)
intTa()
&
kdm

„ sin(tóoH)')
kdou r

(2.40)

where don, <^hh are distances between oxygen and hydrogen atoms and two hydrogen atoms
respectively in a water molecule.
Substituting the site-site pair correlation functions hap{k) obtained from MD simulation
(Fig. 2.3) into the intermolecular static structure factor (2.37) and adding the intramolecular
part calculated via (2.40) with molecular parameters of TIP3P water model, we get the to
tal charge density static structure factor. Now we can calculate dielectric response function
X(k) via (2.31). The result obtained is shown in Fig. 2.5. The response function has a main
maximum at kmaX « 3.03 A ' ,x(hutx) = 33.9 and a satellite maximum at k » 4.96 A \ and
decreases as ak~2 as k —»

oo.

The obtained form of the total response function in the small k

region is the result of strong cancellation between inter- and intramolecular contributions to the
dielectric response function, as evident from Fig. 2.5. This fact, together with the 1/k 2 factor
in (2.37), is responsible for the extreme sensitivity of the response and dielectric functions to
small variations in hap(k) in the small k region and indicates the need to calculate S ap(k) directly
in ¿-space using Eq. (2.23) which gives more accurate results in this region than Eq. (2.19) us
ing the Fourier transform of gap{r) known only for r < Rc. The difference in the response
function arising from using Eq. (2.23) instead Eq. (2.19) in the small k region is shown in the
inset of Fig. 2.5.
Knowing the response function, we can derive the dielectric function e(k) from (2.28) at all
points except k = 0. To obtain e(k = 0) we use the expression for the macroscopic dielectric
constant for a simulation with conducting boundary conditions [62]:
eik = 0) = ! + ^ ( < M 2> - <M>2),

(2.41)
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k[A“']
Figure 2.5: Dielectric response function (dielectric susceptibility) x(k) of TIP3P water model:
intermolecular contribution, intramolecular contribution, total response function. The inset
shows the total response function calculated using Eq. (2.23) (squares) and Eq. (2.19) (circles)
fo rk < 1 Â- '.
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where M is the electric dipole moment of the simulation box. Expression (2.41) can be evalu
ated using atoms positions recorded during MD simulation. The resulting macroscopic dielec
tric constant is e(k = 0) = 88.9, which is in a perfect agreement with the value e = 89 obtained
by the authors who suggested the considered modifed TIP3P water model for simulation with
Ewald summation [27]. We wish to point out that the authors of [27] performed simulation
in the isothermal-isobaric ensemble. We repeated our originally NVE simulation with NPT
ensemble (T = 25 °C, p = 1 atm) to ensure that result does not change and obtained e = 90.
The final result for the wavenumber-dependent dielectric function of TIP3P water model
is shown in Fig. 2.6. The behaviour is qualitatively the same as the one reported for the BJH
flexible water model [28], [56], The forbidden region from zero to one and the correct limit
e(k —> oo) = 1 are observed, the nonlocal dielectric function drops from the macroscopic value
e = 88.9 to a value near 20 then rises to a first divergence point at k\ « 0.53 A , and the
second divergence point occurs at ki « 14.8 A 1 with the region of negative values between k\
and

which indicates the overscreening effect. The quantitative difference originates from

the difference of BJH and TIP3P water models and manifests most notably in the divergence
points’ positions and macroscopic dielectric constant value.

Chapter 3
Mapping TIP3P water model to
mesoscopic continuum theories
In this chapter, we map the TIP3P water model to two phenomenological theories, namely
the gradient expansion theory and the electrostatic energy functional theory. We determine
the parameters of these theories by comparing the predictions they give with the results of the
conducted molecular dynamics simulation of the TIP3P water model.

3.1

The fourth-order number density gradient expansion of
a free energy density

The expansion of the fluid free energy density in number density gradients was originally
proposed by van der Waals [19] at the end of 19th century in order to describe a liquid-gas
coexistence and consistently calculate the interfacial properties like the surface tension. Later
the gradient expansion theory for fluids was formulated rigorously [10,20] and the expressions
for the expansion coefficients up to the second order were obtained. The resulting square
gradient theory was widely used for a qualitative analysis and in multiphase fluid computer
simulation [21-25] in order to create an interface with the qualitatively correct long-wavelength
behaviour. In all these cases, the square gradient coefficient was assumed to be positive in order
to ensure stability.
However, in recent work [63] the coefficients of the square gradient theory were directly
measured by means of the molecular dynamics computer simulation for several real liquids,
including water (the TIP3P-Ew water model was used), and in all cases the square gradient co
efficient was found to be negative, which gives rise to an ultra-violet divergence in the theory.
25
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Another interesting feature found in [63] is that the square gradient theory provides not only
qualitative understanding but also a reasonable quantitative description of the number density
fluctuations in the liquid from macroscopic scale down to the molecular scale and reason
able values for the surface tension after the lattice regularization of the theory. These findings
suggest that further study of the gradient expansion theory is needed. While the lattice regu
larization is one possibility, the next-order term may be included in the gradient expansion. If
it turns out to be positive, the theory will obtain the required stability. Moreover, in the light
of the work in Ref. [63] the inclusion of the higher-order gradient term should provide a quan
titative agreement between the gradient expansion theory and the MD simulation in a broader
range of wave-lengths.
Our goal in this and the next section is to build the fourth-order number density gradient
expansion of a fluid free energy density and to determine the expansion coefficients from the
MD simulation of the TIP3P-Ew water model by using a method different from the one de
scribed in [63]. In this section, we proceed similarly to the square gradient theory construction
given in [ 10] but including also fourth-order gradient terms.
We consider a fluid as a system of particles (water molecules in our case) enclosed in a
fixed volume *V. The number of particles N is fixed. The Hamiltonian reads
H = T + U + V,

(3.1)

T = £ p ? / 2m
(=1

(3.2)

U = U ( r u ...,rN)

(3.3)

where

and

are total kinetic energy of particles, potential energy of interaction between particles respec
tively, and
N

(3.4)
i=i
is an arbitrary external potential. Then the functional il[n] is constructed as
D[n] = J * d r n(r)Vext(r) + f r[n\ -fx J ' drn(r),

(3.5)

where n(r) is the particle number density and the chemical potential fj. is a Lagrange multiplier
to enforce fixed N. At equilibrium density no(r),
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N

no(r) = < 2 <5(r - r,)>

(3.6)

i=i
the functional ii[n] reduces to the grand potential fi. The total Helmholtz free energy is
F =

d rn 0(r)Vext(r) + T [n 0],

(3.7)

f

where T [ n 0] = f drf[no\ is the intrinsic Helmholtz free energy of the system.
We assume that the number density distribution n(r) can be written as n(r) = tj/(r/r0).
Provided the scale parameter r0 -> oo, i.e. the number density distribution exhibits only longwavelength variations, the free energy density /[no] can be expanded as a series of number
density gradients:
3

f[n] = /o(n(r)) +

3

/(n(r))V,n(r) + J ] [/y(n(r))V,n(r)V;n(r) + fÿ (n (r ))V ^ jn(r)]
1=1

ij= 1

3

+ Z [- C («(*•))V,n(r )Vyn(r)V*n(r) +
iJM 1

(n(r))V,V;«(r)V,n(r) + f ^ k(n(r))V¡VjV kn(r)\

3

+ Z

lfï ïk ,M rW F W m n (.r ) + /.® m(«(r))ViVJ.«(r)V,Vmn(r)

iJX m = 1

+ f^ M r))V tn (r)V jn (r)V kn(r)Vmn(r) + / ^ m(n(r))VIVyn(r)Vtn(r)Vmn(r)
+ / S , m(n(r))V,V;v ,n(r)Vmn(r)] +...
(3.8)
The free energy density f[n] is invariant under rotations (as a unique functional of n(r)) and
the coefficients of a gradient expansion are functions of n (i.e. are also rotational invariants),
which implies that (3.8) is restricted to the form:
f[n] = /o(n(r)) + F 2 + F4 + 0(V6),

(3.9)

Fi = / 2(,)(n)V2n + / 2(2)(n)VnVn,

(3.10)

F a = ./ f D , + / 4(2)D2 + y f D3 + / 4(4)D4 + / 4(5)D5 + / 4(6)D6 + / 4(7)D7,

(3.11)

D, = V j V i V j V j n = V2V2n,

(3.12)

where

and where
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D2 = (V,V,h)(VjV jri) = (V2n)(V2n),
D3 = (ViHXV.TzXVXVyn)

(3.13)

ee ((Vn)(Vn))2,

(3.14)

D4 = (ViVin)(V^)(V; /i) = (V2/i)(Vn)(Vn),

(3.15)

Ds = (V,VyVjn)(V;») = (V(V2n))(Vn),

(3.16)

£>6 = (V,V;H)(V,V^),

(3.17)

£>7 = (VjVjnXVmXVjn).

(3.18)

A summation over repeating indices is implied throughout. Constituents of fa and fa are related
through the divergence terms that vanish on integrating f[n] over the volume of the system:
V(/(n)Vn) = f(n )V 2n + /'(n)VnVn,

(3.19)

V,(/(«)(V,n)(V;7z)(Vjn)) = f'(n )D 3 + f{n)D A + 2f(n )D n,

(3.20)

^ iifin y y m y y jV jn )) = f \ n ) D A + /(« ) d 2 + /(« ) d 5,

(3.2i)

V,(/(/i)(V, V;V7n)) = /'(« )D 5 + f(n )D ],

(3.22)

Vi(/(n)(V 1V7n)(V;n)) = /'(n )D 7 + /(n )D s + /(n )D 6.

(3.23)

So, there is only 2 - 1

= 1 independent term in F2 and 7 - 4 = 3 independent terms in

F4. We choose independent terms to be VhVn, D2, D3, D4, so that the number density gradient
expansion of the free energy density has the form:
m

= fain) + /2(n)(Vn)(Vn) + f^(n)(V2n)(V2n) + /4(i)(n)((Vn)(Vn))2
+ /4c)(n)(V 2n)(Vn)( V n) + 0(V6),
fW =

(3.25)

Obviously, / 0(n) in (3.24) is the Helmholtz free energy density of a uniform fluid of density n.
Now we wish to determine the other coefficients in gradient expansion (3.24).
Now let us further restrict our consideration and, in addition to the slowly varying (number
density distribution exhibiting only long-wavelength variations) requirement, consider number
density distributions which exhibit only small deviations from some mean value nu, i.e. fn(r)| =
\n {r)-n u\ «: nu. Then the functional T[n] can be expanded in powers of7z(r), and the existence
of such a series guarantees the existence of the gradient expansion. The functional Taylor
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expansion of !F is
T[n] = T [n u] +

ô2T [n ]
n(r)n(r') + ...
ôn(r)ôn(r') n„

6T[n]
ôn(r)

The intrinsic chemical potential

(3.26)

is defined as [10]:
ST[n]
ôn(r) ’

l*in[n\ r]

(3.27)

so that
Vext(r) + /Uinino; r] = //,

(3.28)

where fi is a chemical potential, and no is the equilibrium number density (3.6). Equation (3.28)
follows from the fact that the equilibrium number density minimizes the functional fi[n]:
ôn[n]
= 0,
<5n(r) "0

H[no] = i l

(3.29)

Equation (3.28) is very important since it is the differential equation for the equilibrium number
density n0(r) (see (3.27), (3.25), (3.24)) and its solution provides the possibility to calculate
various thermodynamic potentials.

The mean constant density nu corresponds to the uniform fluid (i.e. Vext = 0, n(r) = nu),
which implies
<5n(r) nu

= n{nu),

(3.30)

where /i(n„) is the chemical potential of the uniform fluid with the number density nu.

The intrinsic free energy functional T in ] can be written as
T[n] = r ideai[n]-<D[n],

(3.31)

where the contribution fheaiin] is the intrinsic free energy functional of the considered system
with turned-off interactions (U = 0):

r ideaM =/T 1J
where thermal wavelength A =

drn(r)(lrr(A3n(r)) - 1),

(3.32)

and the part 0[«] comes from taking the interac-
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tions into account. The functional 0[n] generates the hierarchy of correlation functions:
C, [n\ r] = p

8<b[n]
<5n(r) ’

(3.33)

„ r
,n SCdn;r]
d20[n]
SCdn; r']
„ r
C2[n\ r, r =
=p
=
■
= C2[n; r , r].
Sn(r')
n(r)n(r')
Sn(r)

,,
(3.34)

Higher order correlation functions are obtained by further functional differentiation of 0[n].
The second correlation function C2[n; r, r'] is the Ornstein-Zernike direct correlation function
of the non-uniform fluid. The representation (3.31) implies that the second functional derivative
of T [n \ in (3.26) is related to the Ornstein-Zernike direct correlation function. Taking the
second functional derivative of (3.31) and making use of (3.32) and (3.34) one gets:
„ ô2T [n ]
<5(r - r') „ r
=
,_.x - C2[n\ r,r'].
n(r)n(r')
n(r)

(3.35)

P — A

For a homogeneous system C[n\ r, r'] = C[n; |r - r'|] and equation (3.26) can be rewritten as
T[n\ = T [ n u] + J 'd r /j(n u)n(r) + ^

drdr’

~ C2[nu-, |r - r'|]jn(r)7f(r') + 0(7?).
(3.36)

Let us Fourier transform the second order term in number density deviations n in (3.36):
T [n \ = T [ n u] + J ' drfx(nu)n(r) -

^

{ c 2[nu\q ] -

n(q)7i(-q) + 0(7?).

(3.37)

We consider only slowly varying number density distributions, which implies that only the
low q Fourier components are important in the above expansion. Next, we expand the Fourier
transformed Ornstein-Zernike direct correlation function C2[nu\q] in a Taylor series. Only even
powers of q survive in this expansion because of the system’s homogeneity and only the first
few terms are important (see the previous remark about slowly varying densities):
C2[n\ q] = a(nu) + b(nu)q2 + d(nu)q4 + 0(q6),

(3.38)

where the coefficients are
a(nu) = /

d rC 2[n\ r],

b(nu) = - ^ J ' d r r 2C2[nu\ r],

(3.39)
(3.40)
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J

d(nu) =

dr r4C2[nu\ r\.
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(3.41)

Substituting (3.38) into (3.37) and Fourier transforming back, we find

T[ri\ = T[nu] + J " drfx(nu)n(r)

~^

drn2^ ) + b(nu) J ' dr(Vn(r))2 + d(nu) J dr(y*n(r)y

+ ()(??).
(3.42)

To compare this result with the original gradient expansion (3.24), let us expand its coefficients
in Taylor series in the vicinity of nu. Then (3.25) reads:
Tin]

J dr |/ o K ) +

dfo(n)
dn(r)

- (r)+ l â 2/o(n)
« (r)
2 dn2(r) nu

(3.43)

+ / 2(na)(V7T(r))2 + ^ a)(n J ( V ^ ( r ))2 + ... + 0(V 6) ] .
Comparing the coefficients of (3.42) and (3.43) we obtain:
dfoin)
dn nu

(3.44)

M"«).

d2fo(n)
= - p \a ( n u) - l / n u),
dn2 rtu
h i n u) =

]b(nu),

(3.45)

(3.46)

f f ( n u) = - l- (3-'d{nu).

(3.47)

Equations (3.44) and (3.45) are the well-known thermodynamic relations, and equation (3.46)
was obtained before in Refs. [10,20]. Equation (3.47) is a new result, which relates the coeffi
cient of the (V2n)2 term in the number density gradient expansion of the free energy density to
the ^-coefficient in the expansion of the Fourier transformed Omstein-Zemike direct correla
tion function:

Aa)(nu) =

J d r r 4c 2[nu; r].

Note that we were not able to determine the coefficients

(3.48)

\ AA in (3.24). In order to match

them to (3.42) we will likely need to take into account the third and fourth functional derivatives
of T \n \ in (3.26) and go beyond the linear response theory we are dealing with. As such, we
will take them to be zero, consistent with linear response.
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Coefficients (3.44)-(3.47) of the gradient expansion (3.24) can be determined from the
molecular dynamics computer simulation of the fluid we want to study. We do this in the
next section for liquid water at ambient conditions using the results of our MD simulation of
TIP3P water model with Ewald summation.

3.2

Determination of the gradient expansion coefficients from
the MD simulation

We start from the Omstein-Zemike equation for a homogeneous system (see e. g. [64]):
h(r) = C2(r) + n j dr'h(r')C2Qr - r'|),

(3.49)

where n is the particle (in our case water molecules) number density, h(r) = g(r) - 1 is a pair
correlation function, and C2(r) is the Omstein-Zemike direct correlation function defined in the
previous section. Fourier transforming this Omstein-Zemike equation and using the definition
of the static structure factor Sn(q) [64]:
Sn(q) - 1 = n J dr (g(r) - 1) ei<ir,

(3.50)

nC2(q) = 1 " F T v

(3.5i)

we obtain

Sn(q)

The water molecules’ static structure factor S„(q) is related to the molecular number densitydensity correlation function and should not be confused with the charge density static structure
factor S (q) defined in the previous chapter and related to the bound charge density-density cor
relation function. The relation (3.51) allows us to derive C2(q) from Sn(q) known from either
experiment or computer simulation, and consequently fit the coefficients in the ^-expansion
of the direct correlation function (3.38), and determine the gradient expansion coefficients via
(3.45)-(3.47). In order to follow this scheme, we first need to relate the water molecules static
structure factor Sn(q) to the quantities measured in our simulation. Here we make an assump
tion that the water molecule static structure factor Sn(q) is reasonably approximated by the
oxygen-oxygen static structure factor Sooiq) given by (2.23) with a = j6 = 2. The validation
is that the water molecule number density is equal to the one of oxygen atoms, and the oxygen
atoms are much heavier than the hydrogen ones, so the mass centre of the molecule lies close to
its oxygen atom and the movement of each molecule can be fairly well traced by the movement
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of its oxygen atom. The influence of the hydrogen atoms and the water molecule structure is
taken into account in Soo(q) because it is measured in the all-atomic MD simulation of liquid
water.
The Omstein-Zemike direct correlation function for liquid water calculated from (3.51)
with Sn(q) given by S00(q) as measured in our MD simulation of the TIP3P water model is
shown in Fig. 3.1. Plotting C2(q) versus q2 and fitting the obtained result by a quadratic poly
nomial in the region of small q, where a gradient expansion is reasonable (see Fig. 3.2), we
derive the coefficients of the expansion (3.38):
a = -351.309 A3,

b = 211.098 A5,

d = -32.503 A7.

(3.52)

Now we are able to evaluate the second- and fourth-order gradient expansion coefficients
(3.46) , (3.47) and d2f 0(n)ldn2 (3.45) for nu = 0.03333lA~3. Substituting (3.52) into (3.45)(3.47) , we obtain the following values:
d2{o(^
onz

= 225.6 14 kcalA3/mol,

f 2 = -62.4509 kcalA5/mol,

/,(a) = 9.61564 kcalA7/mol.
(3.53)

The nonlocal (wavenumber-dependent) bulk modulus is given by
B{q) = B + n2 (K(2)q2 + K ^q* + 0(q6) ) ,

(3.54)

where B = 1//3 is the macroscopic bulk modulus, ¡3 = (n2d2fo(ri)/dn2)~] is the usual macro
scopic isothermal compressibility, K
from (3.53) is 3.99^ ^

= 2 /2,

= 2j$a\

The compressibility we get

(i.e. 0.57 GPa-1). The experimentally measured compressibility

of liquid water is 3.14kca^ o| (i.e. 0.46 GPa-1). The compressibility values of the TIP3P wa83
ter model quoted in the literature and measured by different methods are 1.23^ , - -^ [65] to
3.46kca| moi [63]. The range found is symptomatic of the failure to account for the negative
value of K™ which is important for measurements of small systems.
The first two quantities in (3.53) have been previously measured in the framework of
the square gradient theory for the TIP3P water model in [63] using a different technique,
namely by measuring the system’s response to a small periodic force in a linear regime. The
values obtained by the authors of [63] are the following: d2fo(n)/dn2 = 265 kcalA3/mol,
A^2) = -1 1 0 kcal A5/moI (we have

= -1 2 5 kcalA5/mol), which is satisfactory close to

our results taking into account the different techniques used. The concern expressed in [63]
about the negative value of the square-gradient coefficient f 2 implying an ultra-violet diver-
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C2(q)

: The Omstein-Zemike direct correlation function of the TIP3P water model.

Figure 3.2: Fitting the Omstein-Zemike direct correlation function (dotted) with the expansion
(3.38) (solid line).
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gency of the theory and the consequent need for including the fourth-order term is one of the
reasons for conducting the present research. Our results (3.53) and their reasonable agreement
with [63] confirm the negativity of the square gradient coefficient while providing the positive
value of the fourth-order coefficient, which ensures the stability of the number density gradient
expansion theory for the free energy density.

3.3

M apping the TIP3P water model to the electrostatic en
ergy functional

An electrostatic energy functional was introduced by Maggs and Everaers [9] to describe the
dielectric response. It was used by the authors to include the nonlocal dielectric effects in im
plicit solvent simulations within a cluster Monte Carlo algorithm for the simulation of dielectric
media. They showed that the electrostatic energy functional can reasonably reproduce most lin
ear dielectric response phenomena including the overscreening effect. Later the BJH central
force water model [29] has been mapped to this functional and the Bom solvation energy and
the dielectric barrier for an ion channel have been calculated with obtained parameters [66].
Here we wish to determine the parameters of the electrostatic energy functional by mapping
the wavevector-dependent dielectric function it generates to the one measured from the MD
simulation of the TIP3P water model.
The electrostatic energy functional reads [9]
U

dr (D(r) - 4^P (r))2 + -

u

rfn/r'P (r)/i:(r,r')P (r'),

(3.55)

u

where D is the dielectric displacement field, P is the electric polarization of the medium, and
K(r , r ') is the short-ranged kernel containing all material properties. From the functional
(3.55), the wavevector-dependent fluctuations of the polarization field can be calculated [9].
The longitudinal fluctuations are given by
(¿»P • <5P)/(q)

1

y S (l+ ^ (q ))’

(3.56)

where Af/(q) is the longitudinal part of the operator K(r, r') in q-space. The longitudinal fluctu
ations of the polarization field represent the charge density static structure factor S (q) defined
in Section 2.4:

S(q) =

(<?P • <5P)/(q)
*V

<pi>(q)Pè(-q))
<yqi

(3.57)
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which is related to the dielectric response function through the classical form of the fluctua
tion dissipation theorem (2.31), so the electrostatic energy functional generates the following
wavevector-dependent dielectric susceptibility:

= i r | ( 5)'

<3'58>

and the corresponding dielectric function is readily obtained from (2.28). We added the sub
script “eef” (i.e. electrostatic energy functional) in order to distinguish response functions
given by (3.58) from the ones measured in the MD simulation.
Applying a Landau-Ginzburg expansion to the second term of the functional (3.55) one
obtains for a homogeneous system:
U = ^ f dr (D(r) - 47rP(r))2 + ^ f dr (kP2 + &,(curl P)2 + kt(div P)2 + a(grad div P )2 + ...),
(3.59)
so the equation (3.58) becomes
An
Xeefiq) =

1 +k

+ kiq2 + aq 4

+ 0(,q6).

(3.60)

Our goal is to determine the parameters of the electrostatic energy functional in the mean field
theory approximation for the TIP3P water model. We do it by fitting the dielectric response
function measured in our MD simulation shown in Fig. 2.5 with the expression given by (3.60).
The main features of the response function shown in Fig. 2.5 we wish to reproduce by
the expression (3.60) are the position and the height of the main maximum and the points at
which the response function crosses unity (i.e. the divergence points of the dielectric function).
Interpolating the dielectric response function xiQ) (<? = nqmin, where qmin = 2n/L, n > 1 is
an integer, L is the size of the simulation box), measured in our MD simulation of the TIP3P
water model and shown in Fig.2.5, we get:
qmax = 3.02919A \ X {qmax) = 33.8946;
q\ = 0.528954Â"', q2 = 14.7947À- ', *(<?,,2) = 1.
We set&o = 1+k, y = q2 in (3.60) in order to simplify the analysis. The maximum of Xeef(y)
occurs at ymax = - k j l a . Since ymax = ql^x is positive, ki and a should have different signs. We
are particularly interested in the case ki < 0, a > 0, necessary to generate non-trivial behaviour
while ensuring stability at large wavevectors. So we put kt = -2 a y max, h < 0, a > 0.
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q[A-']
Figure 3.3: Dielectric response function of the TIP3P water model: from electrostatic energy
functional (solid line) and measured from MD simulation (dotted).

Substituting this into Xeeffy) we obtain the following equation for the points y \, y2 at which
Xeef(y\.i)

= 1:

y2\,2-

2)W y i,2 = {An - ko)/a.

(3.62)

We should choose only one point yi or y2 to fix the parameter {An - ko)/a, then the other
point is found from the solution of the considered quadratic equation with fixed {An - ko)/a.
It is reasonable to select the point yi = q\ to fix {An - ko)/a because, first, the expression
(3.60) coming from the Landau-Ginzburg expansion of the electrostatic energy functional is
the expansion in powers of q2 and is more reliable for small q, and second, we are mostly
interested in reproducing the long-wavelength behaviour of the nonlocal dielectric function.
So, k0 - A n - a{y2 - 2ymajcy]), where y\ = q2v and we have only parameter a left in Xee/(yY______________1_____________
Xeef(y ) =

1 + ^< J2 - tymaxy + 2ymaxy ] - y\)

+ 0 (y3).

(3.63)

We require that the function Xeef(y) does not have any real poles which imposes the con
straint a < An/ (y„ax - yO2. We fix the parameter a by fitting Xeeftymax) to the main maximum
height of the measured response function x(4max)- The resulting values of parameters are:
a = 0.15397 A4, kt = -2.82679 A2, k = 12.3452. The obtained response function and di
electric function are shown in Fig. 3.3 and Fig. 3.4 respectively, together with the original ones
measured from the MD simulation.
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Figure 3.4: Nonlocal dielectric function of the TIP3P water model: from electrostatic energy
functional (solid line) and measured from MD simulation (dotted).
We see that in the small-# regionXeefiq) reproduces;^#) fairly well, and although the main
peak in Xeefiq) is narrower than in^(#) and the second satellite peak is not reproduced at all,
the overall qualitative behaviour is reasonably similar. In the wavenumber range from qmin =
2n /L = 0.1685 A ' to q « 4 A ' (which is close to the HH distance in the water molecule) the
dielectric function is well reproduced by the expression coming from the electrostatic energy
functional. The main drawbacks in reproducing the dielectric function this way are: first, that
the second divergence point is shifted towards zero from q = 14.7947 A 't o # = 4.252 A
and second, eeef(q = 0) does not reproduce the value of the macroscopic dielectric constant of
the TIP3P water model e « 89; and third, there is no local minimum between q = 0 and the
first divergence point.
We have already commented on the first issue, the reason for it is that we chose to fit
the first divergence point. The second problem can in principle be overcome by choosing
a different fitting procedure. For example, we can fit the measured response function with
the expression (3.60) in which the parameters are fixed as described in [66], i.e. k is fixed
by setting eeef{q = 0) = e, k[ = -2 a q 2max from fixing the main maximum position, and
a is found by setting XeeMmax) = X(<lmax)- Parameter values, obtained in such a way, are:
a = 0.146424 A4, k, = -2.68824 A2, k = 11.7093 and the resulting dielectric function is
shown in Fig. 3.5. This set of parameters is close enough to the aforementioned one, but the
obtained dielectric function is noticeably different, although the qualitative behaviour is the
same and agrees also with the behaviour obtained in [66] for the BJH water model. One can
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Figure 3.5: Nonlocal dielectric function of the TIP3P water model: from electrostatic energy
functional with parameters fitted using the procedure described in [66] (solid line) and mea
sured from MD simulation (dotted).
see that although the macroscopic limit of dielectric function is now observed, the fitting in
the small-# region is not so good, and there is no local minimum as before. In addition, now
both divergence points are significantly shifted towards zero, they occur at 0.230926 A 1 and
4.27855 A 1. Fixing e«./(0), main maximum position and first divergence point position gives
poorer results. We are investigating other parameterizations.
While including higher-order terms in the Landau-Ginzburg expansion may overcome these
difficulties, for now it seems reasonable to adopt the first set of parameters which gives good
fitting (see Fig. 3.4) for a #-range from 0.1685 A ' to 4 A ' and claim that the electrostatic
energy functional in the Landau-Ginzburg approximation truncated after the grad div term
with the considered set of parameters in the underlying region is suitable for the description
of the nonlocal dielectric properties of TIP3P water model. The region of applicability can
be broadened to include q = 0 by adding this point with correct e(q = 0) and interpolating
e(q) in the region from zero to qmin, which also allowes to generate the local minimum in this
region. Essentially it is the way we proceeded when deriving the dielectric function from the
simulation results: the dielectric function was calculated by using different methods at q = 0
(Eq. 2.41) and q - nqmin, (n > 1 is an integer) (Eqs. (2.28), (2.31), (2.34)), and the conclusion
about the local minimum existence comes from interpolation.

Chapter 4
Applications
Here we consider some applications of the results obtained in Section 2.4. The wavenumberdependent dielectric response function x (k ) (and hence, the dielectric permittivity e{k)) repre
sents the medium with nonlocal dielectric properties. In such media usual electrostatics is not
applicable.
For example, the potential created by a point charge q in a nonlocal dielectric medium with
permittivity e(k) is written as [67]:
= ± S (r),
er

(4.1)

where S (r) is the so-called screening factor:
S(r)

_ 2 r°

7TJo

dk

e sin(fcr)
e(k) k

(4.2)

where e is a macroscopic (in the limit k —» 0) dielectric permittivity. At large distances nonlocal
effects vanish, S (r -> oo) = 1 , and we recover the usual electrostatics result.
Another phenomenon where nonlocal effects play an important role is the interaction of two
ions of finite size solvated in the medium with permittivity e(k) [56,66,68]. The interaction
energy of the ions reads:
W M = ~~~'Sab(R').
eR

(4.3)

Here the screening factor S ab{R) is given by
Sab(R) = - r d k - ^ - ^ ^ p a(k)pb(k),
n Jo
e(k)
k

(4.4)

where R is the distance between the centers of the ions, pa(k), p b(k) are the Fourier transforms
of ions’ form factors, a and b characterize the sizes of ions, e is a macroscopic dielectric
40
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Figure 4.1: Screening factor for the potential created by a point charge embedded in water.

permittivity, and, again, in the limit of large distances nonlocal effects vanish, S ab(R —> oo) = 1 .
We calculate both screening factors (4.2), (4.4) for liquid water using e(k) obtained from
the MD simulation of the TIP3P-Ew water model in Section 2.4 (see Fig. 2.6). Note, that the
nonlocal dielectric function generated by the electrostatic energy functional [9] with parameters
determined in Section 3.3 can be used as well. To calculate the interaction energy screening
factor S ab(R), we use the Bom model of spherical ions, in which the ion of radius a has the
Fourier transformed form factor given by
Pa(k) =

sin(fca)
ka

(4.5)

Results obtained are shown in Fig. 4.1-4.2. The screening factor for a point charge exhibits
oscillations around zero (see Fig. 4.1), which indicates an overscreening effect (i.e. charges of
the same sign may attract each other and vice versa) resulting from the existence of a negative
value region in the nonlocal dielectric function. However, the potential obtained in such a
point-charge model is huge compared to both water in the dispersionless limit and vacuum,
which is obviously an unphysical result and the reason to consider the finite size ions solvated
in water. Interestingly, negative value regions in the screening factor vanish as we replace the
point charges with Bom ions of big enough radii (see Fig. 4.2), although regions of metastable
attraction still appear and for small ions (a = b = 1 A) we observe the overscreening. Both
calculated interaction energy screening factors have the correct physical limit of unity at large
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Figure 4.2: The interaction energy screening factor Sab(R) for two hydrated Born ions of radii
a = b = 1 A (above) and a = b = 2 A (below) as a function o i R - a - b , where R is a distance
between the centres of the ions.

distances.
The overscreening effect was first observed for molten salts both theoretically [69] and
in computer simulations [70]. In water, overscreening was predicted theoretically [67], [71],
observed in simulations [28], and is considered to be an established feature required to be re
produced by successful phenomenological theories [9,68,72]. Considering the fact that ions
play a fundamentally important role in solution mediating interactions between charged objects
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in a vast number of biological systems and industrial processes, the overscreening phenomenon
deserves further detailed study. Although it may be unimportant in dilute salt solutions where
the ions are far away from each other, overscreening should alter the structure of a condensed
counterion cloud around strongly charged colloids or polyelectrolytes [73]. The systems of the
last kind take a central place in the current research in colloid science, soft condensed matter
physics, and biology (see e.g. [74,75] and references therein). Two important and striking
examples of experimentally observed and intensively studied phenomena in such systems are
overcharging (a situation when a macroion is locally covered by a cloud of counterions whose
global charge overcompensates that of the macroion, so that the effective charge of the com
plex changes sign) [76] and like-charge attraction (effective attraction between two macroions
having the same electric charge sign) [77]. Counterions’ nature, interactions and correlations
play crucial role in explanation of these systems’ behaviours.

Chapter 5
Conclusions
In this thesis, we have investigated the nonlocal properties of the TIP3P water model by means
of molecular dynamics computer simulation. The first object of the present study was the
wavevector-dependent dielectric function of TIP3P water model. It was extracted from the
molecular dynamics computer simulation carried out by using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) by employing the classical form of the fluctua
tion dissipation theorem. We mapped the calculated nonlocal dielectric function to the electro
static energy functional which presents a phenomenological theory that is believed to reproduce
most linear dielectric response phenomena. Also, we used the wavevector-dependent dielectric
function we obtained to calculate the interaction energy screening factor for two hydrated Bom
ions. The second part of the present thesis consisted of a determination of the coefficients of the
number density gradient expansion of the free energy density of liquid water up to the fourth
order, using the results of the molecular dynamics computer simulation of TIP3P water model.
The determined values of these coefficients allowed us to calculate the wavevector-dependent
bulk modulus of TIP3P water model.
In Chapter 1, we reviewed the importance of studying water and aqueous systems, the avail
able water models, and computer simulation techniques used to investigate water properties,
in particular molecular dynamics simulations, and gave the reasoning for choosing the TIP3P
water model for the present research, and also provided a brief outline of the thesis.
In Chapter 2, we gave a review of the modified TIP3P water model for simulations with
Ewald summation, described the molecular dynamics computer simulation we performed of
this model using LAMMPS, presented site-site radial distribution functions and partial static
structure factors measured in the simulation, and calculated the nonlocal dielectric function of
the TIP3P water model by employing the fluctuation dissipation theorem and using the results
44
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of the molecular dynamics simulation. The behaviour of the wavevector-dependent dielectric
function we obtained is qualitatively the same as the one previously reported for the BJH
flexible water model: the nonlocal dielectric function first drops from the macroscopic value
corresponding to the known dielectric constant of the TIP3P water model, then rises to its first
divergence point, after which a region of negative values occurs indicating the overscreening
effect, then becomes positive again at the second divergence point and monotonically decreases
to the short-wavelength limit of unity, and the forbidden region from zero to one is observed
throughout. The fact that the two substantially different water models generate qualitatively the
same nonlocal dielectric functions suggests that this form of the dielectric function is modelindependent and able to describe the dielectric properties of real liquid water.
In Chapter 3, we mapped the TIP3P water model to two phenomenological theories: the
gradient expansion theory and the electrostatic energy functional theory. In Sections 3.1, we
built the fourth-order number density gradient expansion of a fluid free energy density, and
in Section 3.2, we determined the coefficients of this expansion for the TIP3P water model
employing the results of the molecular dynamics simulation. We found that the second-order
coefficient is negative and its value agrees with the one recently calculated in the framework of
the square gradient theory, while the fourth-order coefficient is positive and ensures the stability
of the gradient expansion theory. The theory built in Section 3.1 with the coefficients deter
mined in Section 3.2 was found to reasonably describe the water molecules number density
fluctuations down to the scales of molecular size. We also derived the wavevector-dependent
bulk modulus of TIP3P water model based on the considered gradient expansion theory, and its
macroscopic value is in a reasonable agreement with experimental data. In Section 3.3, we de
termined the parameters of the electrostatic energy functional which was previously suggested
in order to include nonlocal dielectric effects in implicit solvent simulations and is considered
to reproduce most linear dielectric response phenomena. The determination was done by com
paring the wavevector-dependent dielectric function calculated from the molecular dynamics
computer simulation of TIP3P water model with the one generated by the underlying functional
in the Landau-Ginzburg approximation.
In Chapter 4, we considered some applications of the results obtained in Chapter 2, in par
ticular the interaction of two hydrated Bom ions. The calculated interaction energy screening
factor exhibits oscillations around zero, which indicates an overscreening effect (i.e. ions of
the same sign may attract each other and vice versa). Interestingly enough, negative value re
gions in screening factor vanish as the sizes of interacting ions increase, although the regions
of metastable attraction still appear.

C hapter 5. C onclusions

46

As one of the possible directions for future work we consider the construction of a phe
nomenological mesoscopic theory that will take into account correlations between the polar
ization field and number density fluctuations. This theory should unify the gradient expansion
and electrostatic functional theories considered here, and as such, will be able to provide bet
ter quantitative agreement with the simulation and experimental data, and, hopefully, bring a
better qualitative description and understanding of the studied system’s properties.
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Appendix A
LAMMPS input script
Here we provide the LAMMPS input script of the MD simulation of TIP3P-Ew water model we
performed. The file data.mywatertip3p is a data file containing information regarding number
of atoms, bonds and angles, their types and appropriate force field coefficients, simulation box
boundaries, atom masses and initial coordinates.
# input file for TIP3P water simulation final version

units

real

atom_style

full

pair_style

lj/cut/coul/long 13

bond_style

harmonic

angle_style

harmonic

timestep

1.5

kspace_style

pppm 1.8e-7

reacLdata

data.mywatertip3p

pair_coeff

2 2 8.182 3.188

pair_coeff

1 1 6.8 6.8

pair_coeff

1 2 6.6 6.8

velocity

all create 298 87287

neighbor

2.8 bin
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neigh_modify

every 1 delay 8 page 18888888 one 1888888

fix

1 all rigid/nve molecule

fix

2 all langevin 298 298 588 48279

the™o

1886

dump

1 all custom 18 dumpmywatertip3p.atom id mol type x y z

run

58666

compute

WATERRDF all rdf 388 1 1 1 2 2 2

fix

WATERRDFOUTPUT all ave/time 968 1888 1818888 c_WATERRDF
file tmp.mywatertip3prdf mode vector

run

962866
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