It is easy to see that in general j * (M ⊗ "f s ") is not finitely generated as a D X [s]-module:
, generated by the section f s . It is easy to see that we have an isomorphism
where δ 0 is the δ-function at 0 ∈ A 1 , thought of as a left D-module on A 1 , and n ∈ N is regarded as a point of k ⊂ Spec(k[s]).
The goal of this note is to describe the set
that corresponds to those M that are finitely generated as D X [s]-modules.
where To state our main result, we shall adopt the following conventions. By an arithmetic progression in k we shall mean a coset of k modulo Z. Let Λ ⊂ k be a subset equal to union of finitely many arithmetic progressions. We say that some property of an element of Λ holds for λ ≫ 0 (resp., λ ≪ 0), if it holds for elements of the form λ 0 + n for any fixed λ 0 ∈ Λ, whenever n ∈ Z is sufficiently large (resp., small).
We now are ready to state our theorem: Theorem 1. There exist a subset Λ ⊂ k equal to the union of finitely many arithmetic progressions such that for any M ∈ V f (M) we have:
Note that assertion of the theorem provides an algorithm for computing j ! (M ). Namely, we must pick any finitely generated submodule
, and
for a sufficiently large integer n.
A reformulation
2.1. We shall derive Theorem 1 from a slightly more precise assertion. Before stating it, let us recall the following result, which is a well-known consequence of the b-function lemma (the proof will be recalled for completeness in the next section).
In what follows, if P is a module over k[s] and λ is an element of k ⊂ Spec(k[s]), we shall denote by P (λ) the localization of P at the corresponding maximal ideal, i.e., s − λ.
We are going to study
Theorem 2. For any λ ∈ k the following holds:
. Moreover, we have:
The strengthening of Theorem 1 mentioned above reads as follows:
Theorem 3. Let Λ be as above, and let M be an element of V(M).
are isomorphisms. Finally, the "only if" direction Theorem 3(III), combined with point (A) of Theorem 2, implies the "if" direction.
Furthermore, we have the following corollaries: and M 2 (λ) coincide for all but finitely many elements λ ∈ k. 2.4. We shall now give a description of the set V(M (λ) ), appearing in Corollary 1, in terms of a vanishing cycles datum. With no restriction of generality, we can assume that λ = 0.
Recall that by [2] , the quotient M 
For each K as above, let us describe more explicitly the corresponding D Xmodule N 0 := N/s. By [1] , N s is completely determined by the corresponding D-module of vanishing cycles Φ nilp (N 0 ), together with maps
It is easy to see that Φ nilp (N 0 ) is given in terms of K by either of the following two expressions:
coker 
which has the following non-zero components:
The map c is the composition
and the map v is the composition
We note that the !-restriction of N 0 to Y is then
and the *-restriction
3. Proofs 
Let us deduce some of the statements of Theorems 2 and 3:
3.2. First, it is clear that for λ ∈ k and n ∈ Z such that
Point (C) of Theorem 2 and point (II) of Theorem 3 follow as well.
Finally, note that we obtain that the
does not have proper submodules, whose restriction to
This proves point (B.1) of Theorem 2 modulo the existence of M min (λ) .
3.3. To prove point (B) of Theorem 2 and the remaining "only if" direction of Theorem 3(III), we shall use a duality argument.
Let A be a localization of a smooth k-algebra (we shall take A to be either
Consider the contravariant functor
followed by tensor product with ω We have:
) is acyclic off cohomological degree 0, and
where σ means that the action of k[s] on the two sides differs by the automorphism
Let now N be an element of V(M (λ) ); in particular, N is finitely generated over D X [s] (λ) by Theorem 2(A). We shall prove:
is an injection.
The above lemma implies point (B) of Theorem 2 and the "if" direction in Theorem 3(III):
For point (B) of Theorem 2, the sought-for submodule M min (λ) is given by
Point (B.2) follows from equation (1).
For a finitely generated submodule M as in point (III) of Theorem 3, the map
is an isomorphism whenever the corresponding map
is an isomorphism.
3.5. Proof of Lemma 2. We shall use the following corollary of Lemma 1, established in [3] :
k(s) is holonomic.
By Corollary 3 and the last remark in Sect. 3.1, both assertions of Lemma 2 would follow once we show that the object
is acyclic off cohomological degree 0. By (1) , this is equivalent to k
being holonomic. The latter is true for N = j * (M ⊗ "f s ") (λ) , since in this case N λ ≃ j * (M ⊗ "f λ "), which is known to be holonomic.
For any N we argue as follows. We note that j * (M ⊗ "f s ") (λ) /N, being finitely generated over D X ⊗k[s] (λ) and (s − λ)-torsion, is finitely generated over D X . Since (j * (M ⊗ "f s ") (λ) /N)/s − λ is holonomic, being a quotient of j * (M ⊗ "f s ") (λ) /s − λ, we obtain that j * (M ⊗ "f s ") (λ) /N is itself holonomic as a D X -module.
We have a map N λ → j * (M ⊗ "f λ "), whose kernel and cokernel are subquotients of j * (M ⊗ "f s ") (λ) /N, which implies that N λ is holonomic as well.
