Abstract-Recently, nonnegative matrix factorization (NMF) attracts more and more attentions for the promising of wide applications. A problem that still remains is that, however, the factors resulted from it may not necessarily be realistically interpretable. Some constraints are usually added to the standard NMF to generate such interpretive results. In this paper, a minimum-volume constrained NMF is proposed and an efficient multiplicative update algorithm is developed based on the natural gradient optimization. The proposed method can be applied to the blind source separation (BSS) problem, a hot topic with many potential applications, especially if the sources are mutually dependent. Simulation results of BSS for images show the superiority of the proposed method.
important problem in signal processing; but it is difficult for that both of the mixing matrix and the sources are completely unknown [7] . Although independent component analysis (ICA) based methods can solve BSS in some senses, it is still a challenge problem when the sources are mutually dependent. In this paper, a volume-constraint based NMF method is proposed. It keeps the advantage of NMF which may process the dependent sources [8] . Remarkably, due to the volume constraint which is applied to spectral unmixing successfully [9] , the identifiability of the sources is enhanced.
The rest of this paper is organized as follows. In Section II, the general NMF model and the new volume based model are introduced. Section III is devoted to the optimization of the new model. Simulations are presented in Section IV. Finally, conclusions are made in Section V. 
II. NMF WITH MINIMUM-VOLUME CONSTRAINT
As NMF itself does not necessarily generate useful factors, some constraints are often added to the standard NMF to get desired results. General constrained NMF is given below [6] 
where 0 α > is a balancing parameter.
If r<M, the columns of W form an r-parallelogram in geometry, and the volume of the r-parallelogram can still be calculated by T det W W (it is the so-called Gram determinant) [10] . Therefore, (4) is also valid for r<M.
III. ALGORITHM
Due to the possible advantages for applications involving larger databases [1] , [3] , the generalized Kullback-Leibler divergence is proposed to measure the fitting error:
where Y= WH . Substitute (5) to (4), then the partial derivatives of the function J with respect to H and W are: 
where δ is a small positive constant to avoid numerical instabilities [2] . For the optimization of W, the natural gradient (NG) based updating is adopted (it is proved to be the steepest descend direction in Riemann manifold [11] 
where
is the natural gradient [11] . Note that the potential inverse operation (see (7)) that may destroy the nonnegative updating is also avoided due to the usage of NG.
Then by setting 
Interestingly, this is a multiplicative updating rule. According to the analysis above, the proposed BSS algorithm, NG based MVC_NMF (NG_MVC_NMF), is summarized as follows:
give initial values for W and H .
2) Update H , W by using rules (9) and (11).
3) Normalize the sum of each column of W to one, and adjust the row norm of H accordingly. 4) Stopping: if a termination criterion is satisfied, the algorithm stops and 1 − = H HD ; else, goes to step 2).
IV. SIMULATIONS
Simulation for BSS is performed to evaluate the proposed method, where 0.01
, and the maximal iteration number is 2000. Signal-to-noise ratio (SNR) is utilized to evaluate the recovery accuracy of the sources (defined as: [ ] E i denotes the statistical expectation).
Three natural image signals are used for the sources, and the proposed NG_MVC_NMF is compared with the VCA algorithm [12] , FastICA [13] and sNMF [3] . In each run, the mixing matrix is generated so that each component is uniformly distributed over [0 1]. In a typical run, the separation results are shown in Fig.1 , from which we can observe that the extracted signals by NG_MVC_NMF match the sources better than the others. FastICA does not give desirable results because the sources are correlated. The reason that VCA fails to separate the sources possibly is that it is a lack of pure samples in the sources. Table I shows the averaged SNR values over 100 Monte Carlo runs. From the table, it can be concluded that NG_MVC_NMF achieves the highest separation accuracy.
V. CONCLUSION
A minimum-volume constrained NMF was proposed in this paper. Based on the natural gradient, an efficient multiplicative update algorithm NG_MVC_NMF was developed. It can even separate the dependent and sparse sources. Remarkably, the over-determined mixing matrix can be fully recovered, as there is no need for the rank-reduction in prior. Due to these advantages, it is promisingly applied for feature extraction, spectral unmixing in hyper-spectral image processing, etc. 
