Category Maxim Attention in the literature

Quantity
Be as informative as required ??? Do not be more informative than required ???
Quality
Do not say what you believe is false
All models exploit some kind of corpus data to construct descriptions that are maximally probable (Yang et al., 2011; Kuznetsova et al., 2012; Le et al., 2013) . These approaches typically use language modelling to construct hypotheses based on the available evidence, but may eventually be false.
Do not say that for which you lack evidence
Relevance Be relevant
No models try to generate irrelevant descriptions. explored the separation between what can be seen/not seen in an image/caption pair.
Manner
Avoid obscure expressions No model has been deliberately obscure.
Avoid ambiguity introduced visual attributes to describe and distinguish objects.
Be brief ???
Be orderly and Elliott and Keller (2013) explicitly try to predict the best ordering of objects in the final description. adequate Quantity. It is not clear that current human judgements capture this distinction, yet the goldstandard crowdsourced descriptions almost certainly do conform to the maxim of sufficient Quantity. A further important consideration is how to obtain human judgements for multiple maxims without making the studies prohibitively expensive. Using Grice's maxims to think about image description from the perspective of enabling effective communication helps us reconsider the state of the art of automatic image description and directions for future research. In particular, we identified the open problems of determining the minimum and most relevant aspects of an image, and the challenges of conducting human evaluations along alternative dimensions to semantic correctness.
