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Abstract. Two extensions to Lighthill’s aeroacoustic analogy are presented. First, equiv-
alent sources due to initial conditions are derived that supplement those due to boundary
conditions, as given by Ffowcs Williams & Hawkings.1 The resulting exact inhomoge-
neous wave equation is then reformulated with pressure rather than density as the wave
variable, and the right-hand side is rearranged using the energy equation with no additional
assumptions. Applications to computational aeroacoustics are discussed, and illustrated
with examples based on 2D and 3D simulations.
1 INTRODUCTION
The idea of replacing a region of unsteady fluid flow by a distribution of equivalent
sources that drive linear perturbations to a base flow has been extremely useful in the field
of acoustics. Rayleigh2 used equivalent sources to describe scattering of sound in a non-
uniform unbounded medium. Lighthill3 used the same idea to develop his acoustic analogy
in which the equations of fluid motion, expressing conservation of mass and momentum,
are rearranged into a linear wave equation with nonlinear forcing terms. In both cases
the ‘base flow’ is a uniform fluid at rest. Provided the forcing terms can be estimated
independently of the far-field radiation, Lighthill’s equation can be said to describe the
nonlinear generation of sound by unsteady flows.
In this paper we provide two extensions aimed at (a) solving initial-value problems in
aeroacoustics, and (b) improving the accuracy of wave extrapolation methods (WEM)
based on the Lighthill acoustic analogy. Both extensions involve use of the energy conser-
vation equation, in contrast to Lighthill3 and Ffowcs Williams & Hawkings1 who based
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their development entirely on mass and momentum conservation. Here we extend the
Ffowcs Williams & Hawkings1 treatment of bounded flows (referred to as FWH in what
follows) by showing how use of the energy equation leads to a significant reinterpretation
of the surface sources in that theory. Other distinctive features of the present work are
the use of p as the wave variable, and the use of generalized functions to represent initial
conditions as equivalent volume sources in the same way that FWH represents boundary
conditions as equivalent surface sources. As with the surface sources, use of the energy
equation leads to decisive advantages in formulating the source terms. The base flow is
a uniform ideal fluid at rest, but viscous stresses and heat conduction are allowed for in
the governing equations. In the initial derivation no restriction is placed on the fluid’s
equation of state; later results assume the fluid is an ideal gas.
The structure of the paper is as follows. First we derive the additional source terms
needed to describe sound radiation from flows that start from given initial conditions. The
resulting inhomogeneous wave equation is written in both its density and pressure forms
in §2. In the pressure form, as is well known, a monopole source term appears, which is
related to ‘excess density’ fluctuations, meaning density variations that differ from what
would be expected in the linear acoustics of a lossless uniform medium. Recasting this
term using the energy equation leads to the second extension: an acoustic analogy with
pressure fluctuation as the wave variable, in which the effect of entropy variations in the
source field is made explicit. The modified formulation resembles the FWH equation in
general structure, but the surface terms differ in not depending on the local instanta-
neous density. Instead, they depend on the instantaneous ‘ideal acoustic medium density’
ρ⋆ = ρ0 + (1/c20)p, which is controlled by the local pressure perturbation p. Comparisons
between the modified formulation, the original FWH equation and the Kirchhoff WEM
are summarized in §3, and implications are discussed. Finally, three CAA examples are
presented in §4; two of these demonstrate WEM applications, and the third demonstrates
matching of a sound field to an incompressible simulation of turbulent flow.
2 EXTENSION OF LIGHTHILL ACOUSTIC ANALOGY
This section outlines the extensions to the standard FWH formulation (Howe4 §2.2)
that result from including initial conditions (§2.1) and from use of the energy equation
(§§2.2, 2.3). A generalized source-term notation is introduced in §2.4 to aid later discus-
sion.
2.1 Representation of initial and boundary conditions by source terms
Starting from the mass and momentum conservation equations, window functions H(f)
and Θ(t) are introduced to exclude the domains f(x, t) < 0 and t < 0; here H, Θ denote
unit step functions. Much of the analysis is standard, and only the final results are given
here. Notation and derivations are summarized in Appendices A & B.
2
C. L. Morfey, Z. W. Hu and M. C. M. Wright
2.1.1 Density form of the acoustic analogy
Equation (43) of Appendix B leads directly to the FWH bounded-domain formulation
of the Lighthill acoustic analogy, but in a generalized form. Specified domains f < 0 (in
space) and t < 0 (in time) are excluded; they are replaced by equivalent sources on the
domain boundaries. The next step is to form the d’Alembertian of a suitable wave variable,
chosen as the windowed version of either c20ρ′ or p, leaving all other terms from (43) on the
right-hand side. Here we choose c20ρ′, and subtract c20∇2ρ′ from (43); the overbar denotes
the windowing operation, ρ′ = ρ′ HΘ. With 2 written for the d’Alembertian operator
∇2 − (1/c20)∂2/∂t2, the result is
−2(c20ρ′) =
∂
∂t [ρ
′ H δ(t)]− ∂∂xi
[ρui H δ(t)]
+ ∂∂t [Jinˆiδ(n)Θ]−
∂
∂xi
[Lijnˆjδ(n)Θ]
− ∂Gi∂xi
+ ∂
2Tij
∂xi∂xj
. (1)
Symbols Tij, Ji and Lij on the right of (1) stand for the Lighthill stress tensor
Tij = ρuiuj + pij − c20ρ′δij, (2)
the surface mass flux vector
Ji = ρui − ρ′vi = ρ(ui − vi) + ρ0vi, (3)
and the surface momentum flux tensor
Lij = ρui(uj − vj) + pij. (4)
The sources on the right hand side of (1) can be interpreted as follows:
1. The first two terms represent the impulsive addition of mass and momentum needed
to start the flow from its initial reference state.
2. The second line contains the usual FWH surface monopoles and dipoles, windowed
by Θ.
3. Volume source terms appear in the third line, with the body force Gi and the
Lighthill stress tensor Tij windowed spatially and temporally by ΘH.
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2.1.2 Pressure form of the acoustic analogy
Instead of writing a generalized wave equation for c20ρ′, as in (1), the wave variable can
be defined as p with p = P − P0. On the right of (42), we write pij = pδij − τij where
τij is the viscous stress tensor. Then rearranging (42) to show −2p on the left of the
equation, and following the same steps as before, gives
−2p = ∂∂t [ρ
′ H δ(t)]− ∂∂xi
[ρui H δ(t)]
+ ∂∂t [Jinˆiδ(n)Θ]−
∂
∂xi
[Lijnˆjδ(n)Θ]
− ∂Gi∂xi
+ ∂
2Sij
∂xi∂xj
− ∂
2ρe
∂t2 . (5)
Here the ‘excess density’ ρe is defined as ρ′ − (1/c20)p, as in Morfey,5 and the applied
stress tensor Sij = ρuiuj − τij is the Lighthill stress tensor without the ‘entropy term’
(p− c20ρ′)δij.
2.2 Use of energy equation
The final source term on the right of (5) can be rewritten with the aid of the energy
equation. We introduce the notation
∆• = ∆ +KDpDt
= −1ρ
Dρ
Dt +K
Dp
Dt , (6)
where K is the isentropic compressibility 1/ρc2, D/Dt is the material derivative operator
(∂/∂t+ui∂/∂xi) and ∆ = ∂ui/∂xi is the dilatation rate. The quantity ∆• is the difference
between the actual dilatation rate and that due to isentropic compression; we therefore re-
fer to ∆• as the entropic dilatation rate. From the energy equation for a single-component
viscous heat-conducting fluid, with heat input rate q˙ per unit volume, it follows that
∆• = αρCp
(
Φ− ∂qi∂xi
+ q˙
)
(7)
where Φ is the viscous dissipation function
Φ = τij
∂ui
∂xj
, (8)
and qi is the heat flux vector; other symbols are α for the volumetric thermal expansivity
and Cp for the constant-pressure specific heat. We now use the definitions of ρe and ∆•,
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together with the mass conservation equation and the ideal-gas equation of state, to write
the following equivalent forms of the quantity
Q = −
(Dρe
Dt + ρe∆
)
, (9)
whose windowed version Q will be shown to act as a monopole source term in the pressure
form of the acoustic analogy:
Q = ρ⋆∆• + 1c20
[γ − γ0
γ +
γ0 − 1
γ
p
P
] Dp
Dt (10a)
= ρ⋆∆• + γ − γ0γ
1
c20
Dp
Dt + (nonlinear acoustic term), (10b)
where γ is the ratio of specific heats. The entropic dilatation rate ∆• is given by the
energy equation (7). It contains contributions
∆•µ =
α
ρCp
Φ due to viscous dissipation; (11)
∆•κ = −
α
ρCp
∂qi
∂xi
= αρCp
∂
∂xi
(
κ ∂T∂xi
)
due to heat conductivity κ; (12)
∆•q =
α
ρCp
q˙ due to external heat sources. (13)
In an Euler equation model, only ∆•q survives.
2.3 Entropic dilatation rate formulation
The identity
∂ξ
∂t ≡
Dξ
Dt −
∂
∂xi
(ξui) + ξ∆, (14)
which is valid for any field quantity ξ wherever ui is defined, is used twice to yield the
following rearrangement of the final source term in the wave equation (5):
−∂
2ρe
∂t2 =−
∂
∂t [ρe H δ(t)] +
∂
∂xi
[ρeui H δ(t)]
− ∂∂t [ρe(ui − vi)nˆiδ(n)Θ] +
∂
∂xi
[ρeui(uj − vj)nˆjδ(n)Θ]
+ ∂Q∂t −
∂
∂xi
(
Qui −
ρe
ρ Gi +
ρe
ρ
∂pij
∂xj
)
− ∂
2
∂xi∂xj
( ρeuiuj ) . (15)
5
C. L. Morfey, Z. W. Hu and M. C. M. Wright
Substitution in (5) gives the Entropic Dilatation Rate (EDR) formulation of the acoustic
analogy
−2p = 1c20
∂
∂t [pH δ(t)]−
∂
∂xi
[ρ⋆ui H δ(t)]
+ ∂∂t [J
⋆
i nˆiδ(n)Θ]−
∂
∂xi
[
L⋆ijnˆjδ(n)Θ
]
+ ∂Q∂t −
∂
∂xi
(
Qui +
ρ⋆
ρ Gi +
ρe
ρ
∂pij
∂xj
)
+
∂2S⋆ij
∂xi∂xj
, (16)
where J⋆i , L⋆ij and S⋆ij are defined in the same way as Ji, Lij and Sij with ρ replaced by ρ⋆.
The quantity ρ⋆ = ρ − ρe = ρ0 + (1/c20)p appearing in several of the source terms above
may be interpreted as the ‘ideal acoustic medium density’, i.e. the instantaneous density
that would be associated with linear acoustic propagation through the reference medium.
The presence of convected density inhomogeneities in the flow will make ρe non-zero,
even in a non-conducting fluid. The dipole body force term then depends on fluctuations
in the body force per unit mass Gi/ρ rather than Gi, and an extra dipole term appears
(the term in pij on the last line of (16)). The pij term acts like an additional body force
applied to the reference medium; it is the generalization to viscous flows of the dipole
source term identified in Morfey,5 Lilley6 and Howe4 (§2.1.3).
The monopole density Q, defined in (9) and related to the pressure and dilatation
rate by (10), is non-zero in general. However in an ideal fluid its effect is limited to the
scattering of sound by sound (nonlinear acoustics), or to scattering in an inhomogeneous
medium by variations of compressibility (the γ − γ0 term in (10) above); whereas in real
turbulent flows, fluctuations in Q also arise from unsteady viscous or thermal dissipation.
An exact expression for Q in perfect-gas flows that is convenient for computational studies
follows from (7) and (9):
Q = γ − 1c20
(
Φ− p∆− ∂qi∂xi
+ q˙
)
, (γ = const.) (17)
2.4 Structure of source terms
It is helpful to introduce a generalized notation for the wave variable and the source
terms. We write ψ for either c20ρ′ or p, and ψ for its windowed version ψHΘ. The acoustic
analogy formulations discussed above may be written
2ψ = −ΓI − ΓS − ΓV . (18)
Here ΓI , ΓS represent initial-condition and boundary-condition equivalent sources. They
involve the delta functions δ(t), δ(n) respectively; their general form is
ΓI = D(x, t)H δ(t) +
∂
∂t [Dt(x, t)H δ(t)]−
∂
∂xi
[Di(x, t)H δ(t)] , (19)
ΓS = B(x, t)δ(n)Θ+
∂
∂t [Bt(x, t)δ(n)Θ]−
∂
∂xi
[Bi(x, t)δ(n)Θ] . (20)
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ψ = c20ρ′ ψ = p
(i) linear (ii) FWH (iii) linear (iv) FWH (v) EDR
D ∂ρ′∂t 0 c
−2
0
∂p
∂t 0 0
Dt ρ′ ρ′ c−20 p ρ′ c−20 p
Di 0 ρui 0 ρui ρ⋆ui
Table 1: Comparison of impulsive initial-value source terms for five different aeroacoustic formulations
with a generalized wave variable ψ = ψΘH. Linear = standard initial-value source terms, based on the
linear homogeneous wave equation; FWH = Ffowcs Williams & Hawkings generalized formulation, based
on mass and momentum transfer; EDR = entropic dilatation rate formulation of §2.3, with ρ⋆ = ρ0+c−20 p
denoting the reference-medium density under acoustic pressure p. The notation for the D terms is
explained in (19).
The ΓV term is a non-impulsive volume distribution that has the form
ΓV =F (x, t)−
∂
∂xi
[
Fi(x, t)
]
+ ∂
2
∂xi∂xj
[
Fij(x, t)
]
+ ∂∂t
[
Ft(x, t)
]
− ∂
2
∂xi∂t
[
Fit(x, t)
]
+ · · ·
+ ∂
2
∂t2
[
Ftt(x, t)
]
+ · · · ; (21)
no more than 3 of F , Fi, Ft etc. are required for any given formulation of (18). Explicit
expressions are given in §3. The notation of (18–21) is used in §3 to compare the EDR
formulation §2.3 with the standard FWH approach of §2.1, and with the Kirchhoff solution
of the inhomogeneous wave equation. Note that the control surface S, which separates
regions V (H = 1) from V ′ (H = 0) and on which f(x, t) is zero, can move in an arbitrary
manner at this stage; in §3.4 we consider the special case of steady uniform translation.
3 SUMMARY OF EXTENDED ANALOGY SOURCE TERMS
3.1 Comparisons between Kirchhoff, FWH and EDR
Five sets of (ΓI ,ΓS,ΓV ) are compared in tables 1–3. Of these, column (v) based on equa-
tion (16) appears best adapted to practical applications in computational aeroacoustics
(CAA). The advantages of (16) for calculating noise from jets are discussed in §3.2.
Table 1 lists the factors D, Dt, Di in ΓI , the initial-value source contribution of (19).
Of the five numbered columns, the first four represent standard formulations and the fifth
corresponds to (16). Terms in column (v), like those in (iii), do not involve ρ′.
Table 2 lists the factors B, Bt, Bi in ΓS, the boundary-value source contribution of (20).
The five numbered columns are arranged as in table 1. Column (v) represents the EDR
formulation derived in §2.3. The monopole and dipole components resemble those of
FWH, but ρ⋆ = ρ0 + c−20 p appears in place of the local density ρ. This difference has
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ψ = c20ρ′ ψ = p
(i) linear (ii) FWH (iii) linear (iv) FWH (v) EDR
B −c20 ∂ρ
′
∂n − v
∂ρ′
∂t 0 −
∂p
∂n − vc20
∂p
∂t 0 0
Bt −vρ′ ρ(un − v) + ρ0v − vc20p As col. (ii) ρ
⋆(un − v) + ρ0v
Bi c20ρ′nˆi ρui(un − v) + li pnˆi As col. (ii) ρ⋆ui(un − v) + li
Table 2: Comparison of boundary source terms for the five different aeroacoustic formulations in table 1.
The columns labelled (i) and (iii) are the standard Kirchhoff surface terms. v is the local speed of advance
of S into V, and li is the local force per unit area exerted by S on the fluid, given by li = pij nˆj . The
notation for the B terms is explained in (20).
ψ = c20ρ′ ψ = p
(i) IWE (ii) FWH (iii) IWE (iv) FWH (v) EDR
F ∂
2Tij
∂xi∂xj
0 ∂
2Sij
∂xi∂xj
− ∂
2ρe
∂t2 0 0
Ft 0 0 0 0 Q
Ftt 0 0 0 −ρe 0
Fi 0 0 0 0 Fi
Fij 0 Tij 0 Sij S⋆ij
Table 3: Supplementary volume terms required to complete the equivalent-source description for each of
the five aeroacoustic formulations listed in tables 1 & 2. IWE = inhomogeneous wave equation (windowed
source terms). Tij is the Lighthill stress tensor in (2); Sij = ρuiuj − τij ; S⋆ij = ρ⋆uiuj − τij . Q is defined
in (9) & (10), and Fi = Qui + (ρe/ρ)(∂pij/∂xj), where ρe is the excess density ρ− ρ⋆ = ρ′ − c−20 p. Body
forces are assumed absent for simplicity (Gi = 0). The notation for the F terms is explained in (21).
significant implications for surface integral methods in computational acoustics; see for
example Shur et al.7
Finally, table 3 lists under the same headings the factors F , Ft, Fi etc. in ΓV , the
remaining volume term in (18). Column (v) contains the volume terms given by the EDR
formulation, with monopole and dipole components as well as a quadrupole component.
The latter does not involve the local density, unlike Tij and Sij in columns (i)–(iv).
3.2 Implications for CAA
In CAA, a 2-stage procedure—called a hybrid method in the reviews by Bailly &
Bogey8 and Colonius & Lele9—is used to calculate the far-field sound radiated by a
region of turbulent or unsteady flow. An accurate numerical simulation is first performed
to capture the unsteady flow in a limited domain D, which is chosen to extend as far into
the surrounding region of smaller-amplitude unsteadiness as computational costs allow.
Boundary conditions on D are chosen so as to minimize the reflection of outgoing acoustic
waves. The resulting simulation in D is then extended to the far field by one of several
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methods that typically involve linearized approximations to the flow equations and are
less demanding computationally.9
Since the late 1980s, two popular choices for far-field extension of accurate near-field
simulations have been the analytically-based FWH method and the related Kirchhoff
method, both of which rely on the flow outside D approximating a uniform acoustic
medium with small-amplitude disturbances governed by the wave equation. If (for the sake
of definiteness) p is chosen as the wave variable, the Kirchhoff method corresponds to use
of column (iii) of table 2 to describe equivalent monopoles and dipoles on a closed surface
S, with S chosen to lie just inside D; the required values of p and its derivatives are taken
from the accurate simulation in D. The corresponding volume source distribution from
column (iii) of table 3 is neglected, on the basis that the flow outside S is linear. For the
alternative FWH method, the surface monopoles and dipoles are defined by column (iv)
of table 2, and the neglected volume terms are correspondingly different, being given by
column (iv) of table 3.
Brentner & Farassat10 have carried out a detailed comparison of the FWH and Kirch-
hoff methods as applied to transonic rotor noise. By calculating the far-field radiation
with S taken progressively further from the rotor, they were able to show that FWH
converged more rapidly with increasing distance. A similar conclusion was reached by
Singer et al.11 who studied the sound field of a long rigid cylinder in subsonic cross-flow
(M = 0.2) with a turbulent wake. Since the FWH and Kirchhoff formulations are both
exact if all the terms in tables 1–3 are retained, these differences must be due to the
neglected volume terms in table 3 being different. Specifically, since the flow in both
studies was approximately homentropic with ρe/ρ0 ∼M4, they are due to the quadrupole
term ∂2Sij/∂xi∂xj from column (iv) being a weaker source of sound than the windowed
quadrupole term ∂2Sij/∂xi∂xj from column (iii). Since the far-field solution was obtained
with the free-field Green’s function in both cases, and the radiating surface S was compact
with respect to the lower radiated frequencies, the true quadrupole term is expected to
produce less far-field sound than its windowed version.
For CAA calculations of jet noise, different problems arise with the FWH and Kirchhoff
techniques for far-field extrapolation, because jets of practical interest are typically heated
(as in aircraft gas turbine exhausts). Rahier et al.12 found significant differences, of order
10–20 dB, between the far-field mean square pressures given by the Kirchhoff ρ and the
FWH ρ surface term formulations (cols. (i) and (ii) of table 2); the Kirchhoff p formulation
(col. (iii)) gave similar results to the latter. These differences are related to convected
density fluctuations in the jet (ρe 6= 0), which decay slowly in the downstream direction.
A recent review of CAA results for turbulent jets (Shur et al.7) draws attention to this
problem, and offers a pragmatic solution: the authors recommend that in the FWH surface
terms (column (iv) of table 2), ρ should be replaced by ρ⋆ = ρ0+ c−20 p. This change arises
naturally in the EDR formulation (column (v) of table 2), and provides evidence that the
EDR formulation is better suited to some CAA problems than FWH.
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3.3 Explicit formulation of heat flux terms
For wall-bounded unsteady flows with heat transfer, a significant source of sound arises
from unsteady heat flux at solid boundaries. Abe et al.13 have used incompressible DNS
to simulate turbulent flow in a plane channel with heated walls; the wall temperature
is constant with time, but increases linearly in the streamwise direction. For Prandtl
numbers of order 1, they find a close relation between unsteady normal heat flux, q′n, and
unsteady wall shear stress in the streamwise direction, τ ′x:
q′n/qw ≈ τ ′x/τw, for Pr ≈ 1. (22)
Here primes denote fluctuations and qw, τw denote time-average wall values. Unsteady
thermal expansion in the wall layer due to q′n represents a monopole source of sound, as
we show explicitly in this section.
The fluid is modelled for simplicity as an ideal gas. Table 3 shows a volume source
term with Ft = Q, where Q is given by (10). For unsteady flows with M2 ≪ 1,
∂Q
∂t = ρ0
∂∆•
∂t
[
1 +O(M2)
]
. (23)
Here we have used (10b), and we are assuming γ − γ0 is O(M2); in other words any
variations of specific-heat ratio due to gradients of entropy or composition are of the
same order of magnitude as those due to pressure variations. We further assume that
external heat sources are absent, so that q˙ = 0. Then the dominant contribution to ∆•
comes from the heat conduction term (12):
∆• = − αρCp
∂qi
∂xi
[
1 +O(M2)
]
, (24)
giving (for Θ = 1) the following expression for ∆• in (23):
∆• H ≈ − αρCp
H ∂qi∂xi
= αρCp
qinˆiδ(n) + qi
∂
∂xi
( α
ρCp
)
H− ∂∂xi
[ α
ρCp
qi H
]
. (25)
We shall call these terms ∆•1, ∆•2 and ∆•3.
When boundaries are present and ∆•1 is substituted for ∆• in (23), the heat flux at the
boundary, qinˆi = qn (positive into the fluid), leads to a surface monopole distribution of
strength Bt = ρ0(α/ρCp)qn per unit area.∗ This result holds for either fixed or moving
boundaries. An oscillating heat flux qn on S is thus acoustically equivalent to vibrating an
impermeable boundary with a normal velocity of (α/ρCp)qn, if terms in q2n are neglected.
∗The B notation is as used in table 2 and equation (20).
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This source of sound has been discussed by Landau & Lifshitz14 using matched expan-
sions; by Howe15 (§8) using volume sources in an acoustic analogy; and by Kempton16
(§2), who compared both these methods with a surface heat flux formulation. The ex-
amples discussed by these authors all relate to the small-amplitude case, with the solid
boundary either an infinite plane surface, or an acoustically compact body. The results
from all three methods are equivalent to the more general result stated here.
The small-amplitude restriction of Refs. (14–16) means ∆•2 → 0; while the fact that
the ∆•3 term is of dipole order makes it a relatively weak radiator, provided the thermal
penetration depth in the fluid, lκ = (2κ/ωρCp)1/2, is small in comparison with the acoustic
wavelength λac = 2pic0/ω.∗ The radiated sound can then be expressed entirely in terms
of the ∆•1 surface source distribution.
3.4 Extension to source regions embedded in a uniform stream
The acoustic analogy developed in §2 assumes that the fluid outside the source region
is uniform and at rest. In many CAA problems the source region is more conveniently
described in a reference frame that is moving with respect to the ambient medium:17–19
examples are the jet plume of an aircraft in flight, and the unsteady flow field of a bluff
body placed in a uniform stream. In these examples, use of a reference frame attached to
the nozzle or the bluff body allows the flow statistics to be regarded as time-stationary.
In addition, by fixing the observer in the same reference frame, the radiation of sound is
described by a time-invariant Green’s function.
The extension to include a co-flowing ambient medium with uniform steady velocity
U (in the chosen frame of reference) is summarized here. We assume the control surface
S is fixed relative to this reference frame, so v = 0.† The generalized source description
in equations (19–21) requires use of a reference frame that moves with the surrounding
stream, so we introduce coordinates (x′i, t′) measured with respect to this “acoustic anal-
ogy” frame; the control surface S now moves with velocity v′ = −U. In equations (19–21)
we label the source functions D, B, F etc. with primes to emphasise that they are con-
structed using velocities v′i, u′i measured relative to this moving frame.
On the other hand coordinates and velocities in the chosen reference frame will be
denoted by (xi, t) and ui, and no primes will be used on D′, B′, F ′ etc. after they are
∗In the case of the plane boundary, use of the Neumann Green’s function eliminates the contribution
of normal dipoles placed on or close to the boundary. The same applies to any solid body whose radius
of curvature is everywhere much greater than lκ, given lκ ≪ λac.
†This would normally be appropriate for wave extrapolation from jet or wall layer simulations. For
open rotors in flight, a control surface that rotates with the rotor may be used; then v 6= 0 and v′ = v−U.
The results given in §3.4 still apply.
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converted to (xi, t) coordinates. The transformation is described by
x′i = xi − Uit, t′ = t, u′i = ui − Ui; (26)
∂
∂x′i
= ∂∂xi
, ∂∂t′ =
∂
∂t + Ui
∂
∂xi
. (27)
Note that the n and t variables are unaltered, so the window functions H(n), Θ(t) and
their derivatives δ(n), δ(t) do not change either. However, the transformation to (xi, t)
coordinates does affect the time-derivative source terms D′t, B′t, F ′t . Because of (27)
additional dipole terms appear:
Di = D′i − UiD′t, Bi = B′i − UiB′t, Fi = F ′i − UiF ′t . (28)
Also the F ′tt term, if present, leads to additional terms of dipole and quadrupole order:∗
Fit = F ′it − 2UiF ′tt, Fij = F ′ij + UiUjF ′tt. (29)
With these changes, the original acoustic analogy wave equation
2x′,t′p = −Γ′ in (x′i, t′) coordinates (30)
becomes
2x,tp = −Γ in (xi, t) coordinates (31)
where
2x,t =
1
c20
( ∂2
∂t2 + UiUj
∂2
∂xi∂xj
+ 2Ui
∂2
∂xi∂t
)
− ∂
2
∂x2i
(32)
is the transformed wave operator for a medium in uniform motion. The free-field Green’s
function for the moving-medium wave equation is needed in order to solve (31). It is
defined in the time domain by
2x,tG = −δ(x− y) δ(t− τ), (33)
or in the frequency domain by a corresponding reduced wave equation. For 3D geometry,
G is obtained from the zero-flow result by a Lorentz-type transformation;20 for 2D geom-
etry an analytical frequency-domain result has been given by Lockard.18 For some CAA
applications it is convenient to use 2D geometry with spanwise-varying source terms, as in
the plane jet simulation discussed in §4.2; Hu et al21,22 have generalized the 2D frequency-
domain Green’s function to allow arbitrary spanwise wavenumbers, while retaining the
analytical form of Lockard’s 2D result.
∗Note that for WEM purposes, all these volume terms—denoted in (21) by ΓV —are set equal to zero.
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4 COMPUTATIONAL EXAMPLES
The three examples presented in this section are taken from ongoing research at
Southampton, in which DNS studies of idealized jets and wall layers are being used to
investigate sound generation by turbulent flows. The geometry of each example is suf-
ficiently simple to permit the use of 2D or spectral methods, when combined with the
assumption of periodic boundary conditions in certain directions:
• Example 1 (§4.1) is a 2D transient simulation, representing unstable growth and
nonlinear evolution of a local disturbance on a jet-like plane parallel flow (figures 1,
2). The simulation is spatially periodic in the streamwise (x1) direction, with inde-
pendent variables (x1, x2, t).
• Example 2 (§4.2) is a turbulent plane jet that develops spatially (in x1) from an
artificially perturbed inflow profile. The simulation is periodic in the spanwise (x3)
direction, and uses (x1, x2, k3, t) variables, where k3 is the spanwise wavenumber;
see figures 3–4.
• Example 3 (§4.3) is a turbulent plane channel flow driven by a steady pressure
gradient (turbulent Poiseuille flow, figure 5). The simulation is periodic in x1 and
x2, with independent variables (k1, k2, x3, t) where x3 is the wall-normal coordinate.
The 3 examples illustrate the use of different methods for coupling a DNS solution to a
more extensive sound field:
• Examples 1 and 2 are compressible simulations, for which wave extrapolation meth-
ods (WEM) are appropriate. Both model flows are free of physical boundaries
outside the DNS domain D, so the techniques discussed in §§2, 3 can be combined
with the appropriate free-field Green’s function for outgoing waves. In Example 1,
wave extrapolation is from a plane S into a half-space, and uses a 2D time-domain
Green’s function.23 In Example 2, a similar extrapolation is performed; but because
k3 6= 0, it is necessary to work in the frequency domain.21,22
• The channel flow of Example 3 uses incompressible DNS. Here a hybrid approach
is required, with the DNS used to provide a statistical description of the Lighthill
equivalent sources (figure 6) as described in more detail below.
4.1 2D wave packet on a plane jet23
The unperturbed flow at t = 0 is a 2D plane parallel jet with a rounded top-hat
velocity profile. The ambient velocity is zero, and M = 0.9 on the jet centreline. The
Reynolds number based on jet width d is Red = 2000, and the initial vorticity thickness
of each shear layer is 0.1d. Introduction of a localized transverse-velocity disturbance
u2 in the upper shear layer triggers an unstable wave packet that grows with time as it
convects downstream. Figure 1 shows a typical result at t = 20 (scaled on d and the
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initial centreline velocity), with vorticity contours (figure 1a) and dilatation rate contours
(figure 1b).
Time domain wave extrapolation for this flow is demonstrated in figure 2. DNS data
at x2/d = −3.9 were used to provide the Bt and Bi terms in table 2, with viscous
contributions neglected. The 2D time-domain Green’s function was then used to evaluate
the pressure time-history at (x1/d = 18, x2/d = −7.8). This point lies within D, so
comparison with the Navier–Stokes solution is possible. Figure 2 shows close agreement up
to t = 30; subsequent deviations may be due to the volume sources neglected in the wave
extrapolation process. However, it should be noted that the streamwise-periodic boundary
condition introduces unrealistic ‘image sources’ on the wave extrapolation surface that are
not included in the WEM integration. As the wave packet grows in streamwise extent,
the finite streamwise box makes the WEM progressively less accurate for this reason.
4.2 Spatially evolving plane jet22
The jet flow shown in figure 3 is generated by solving the 3D Navier–Stokes equations
subject to similar inflow conditions as in §4.1, but perturbed by a 3D disturbance con-
sisting of a spanwise- and time-harmonic velocity input, distributed across the jet inflow
boundary so as to trigger the symmetric and antisymmetric modes of the jet.
Figure 4 shows a validation of the WEM developed for this flow,22 based on a single-
frequency line source of volume velocity in a uniform (M = 0.5) mean flow. The spanwise
wavenumber is k3 = 0.5k0 where k0 is the acoustic wavenumber. Because of the mean flow,
the line-source pressure field is not axisymmetric; an analytical solution is available from
linearized inviscid theory.21 Data for Bt and Bi were obtained from the theory at radius
r0 (with k0r0 = 1), and used as in §4.1 to extrapolate to 5r0. Exact and extrapolated
azimuthal directivities are compared in figure 4; the relative error is typically 10−7.
Application of the same WEM procedure to the simulated plane jet of figure 3 requires
an extrapolation surface S to be placed within D, so as to enclose the entire region
of significant sound generation. Shur et al.7 have discussed the difficulties involved in
accomplishing this; downstream closure of S presents a particular problem because of the
need to cut through the turbulent jet. Further work will be needed to resolve this issue
before reliable results can be obtained for radiated jet noise.
4.3 Turbulent channel flow24–27
The geometry and coordinate system used are shown in figure 5. Incompressible DNS
was used to obtain wavenumber (k1, k2)–frequency (f) spectra of the viscous wall shear
stress in the channel, at Reynolds numbers Reτ up to 1440 (based on friction velocity uτ
and channel half-width h). Spatial Fourier transformation of the (k1, k2, f) spectra yields
2-point cross-spectra of the wall shear stress components (τ1, τ2) in the streamwise and
spanwise directions. The box dimensions (L1, L2) were sufficiently large that the τ1 and
τ2 cross-spectra had decayed by a factor of 10 or more within half the box length.26
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For compressible flow in a channel with rigid adiabatic walls, sound radiation is domi-
nated in the limit M → 0 by wall dipole sources related to τ˙1 and τ˙2. This is true both
when the dipoles radiate into the channel acting as a waveguide,26 and when dipoles on a
single wall radiate into a half-space.24 Figure 6a shows S11(k1, 0, f), the (k1, k2, f) power
spectrum of τ˙1 at k2 = 0, plotted against streamwise wavenumber k1 for various f ; all vari-
ables are normalized using h, uτ and the mean wall shear stress τw. A contour plot of the
same information in figure 6b shows the streamwise convective character clearly. Match-
ing to a radiated sound field as M → 0, however, requires evaluation of the (k1, k2, f)
spectrum at zero wavenumber. Here figure 6a provides evidence that S11(0, 0, f) is finite
for incompressible channel flow, thus justifying the use of incompressible DNS as input to
the acoustic analogy in this situation. Further details on the channel flow sound-radiation
problem, and the related model of boundary-layer sound radiation, may be found in Hu
et al.26 and Hu et al.24 respectively.
5 CONCLUSIONS
1. A modified version of the Lighthill acoustic analogy has been presented, which
justifies changing the fluid density ρ in the usual FWH surface terms to the ideal
acoustic medium density ρ⋆ = ρ0 + c−20 p.
2. The residual volume terms in the modified formulation include an O(M2) monopole
term, and a dipole term that is O(1) when density inhomogeneities are present.
The dipole term is well known from earlier studies;4–6 it is present in concealed
form in Lighthill’s isotropic ‘entropy term’, which forms part of the Tij stress tensor
(equation (2)).
3. It follows from 2 that for wave extrapolation in CAA, the modified formulation
is better adapted than the standard FWH formulation for dealing with heated or
inhomogeneous mixing flows: in this situation the FWH surface terms contain a
fluctuating-density component that is partly cancelled by the ‘entropy term’ in Tij.
4. The examples in §4 illustrate the use of different techniques for matching DNS
solutions to outgoing sound waves in a uniform acoustic medium, including a uniform
stream.
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APPENDICES
A NOTATION AND DEFINITIONS
Let S be a moving closed surface in three dimensions that separates region V ′ from
an adjacent region V . The idea is that V ′ may contain solid boundaries; alternatively
information on the flow in V ′ may be inaccessible. In either case the aim of the acoustic
analogy formulation is to describe the fluctuating pressure or density field in V ; no interest
attaches to the field in V ′. Any acoustic influence of V ′ will be accounted for by equivalent
sources on S, and no use will be made of the equations of fluid motion within V ′. Likewise
no use will be made of information for t < 0; the acoustic influence of events prior to
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t = 0 will be accounted for by impulsive sources at t = 0, distributed throughout region
V . Let f(x, t) be a continuous indicator function such that f < 0 in V ′, f > 0 in V , and
let |∇f | = 1 on S. Smoothness of S is assumed, so that ∇f is single-valued. Let n be
a local normal co-ordinate, defined by n = f ; then ∂/∂n evaluated on S is the gradient
operator normal to S, in the direction from V ′ to V . Define the spatial and temporal
Heaviside functions
H(n) =
{
1 in V and on S
0 in excluded region V ′;
(34)
Θ(t) =
{
1 for t ≥ 0
0 for t < 0,
(35)
which henceforth will be written without their arguments. From the definition of the
Heaviside function we have
∂Θ
∂t = δ(t),
∂Θ
∂xi
= 0, ∂H∂n = δ(n),
∂H
∂xi
= nˆiδ(n), (36)
where δ(·) is the Dirac delta function and nˆi = ∂n/∂xi, the unit normal to S. The time
derivative of H is found by noting that H is constant in a reference frame moving with
the surface, so that
∂H
∂t = −vi
∂H
∂xi
= −vinˆiδ(n) = −vδ(n). (37)
Here vi is the local velocity of the surface S, and v = vinˆi is the surface normal velocity
directed into V .
A line over any variable or quantity means that it is multiplied by ΘH, thus windowing
it in space and time.
B Initial–boundary value formulations for aeroacoustics
As a starting point for deriving a generalized statement of Lighthill’s acoustic analogy
that incorporates both initial and boundary conditions, we take the windowed equations
of motion for a fluid occupying region V . Conservation of mass is expressed by
∂ρ′
∂t +
∂
∂xi
(ρui) = 0, (38)
where ρ′ = ρ− ρ0, and conservation of momentum by
∂
∂t(ρui) +
∂
∂xj
(ρuiuj + pij) = Gi. (39)
Here and throughout, subscript 0 denotes the properties of a uniform reference medium,
chosen to coincide with the actual flow in the acoustic far field. Without loss of generality,
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we choose a frame of reference that makes the fluid velocity zero at infinity. In (38) & (39),
ρ denotes fluid density; ui is the fluid velocity in the xi direction; pij = Pij − P0δij where
P is absolute pressure and Pij is the compressive stress in the fluid; δij is the Kronecker
delta, and Gi is an applied body force per unit volume. The quantities ρ′, ρui, ρuiuj +pij,
Gi in (38) & (39) all vanish in the far-field region.
Subtracting (∂/∂xi)(39) from (∂/∂t)(38) gives
∂
∂t
( ∂ρ′
∂t
)
+ ∂∂t
[ ∂
∂xi
(ρui)
]
− ∂∂xi
[ ∂
∂t(ρui)
]
− ∂∂xi
[ ∂
∂xj
(ρuiuj + pij)
]
= −∂Gi∂xi
. (40)
This can be rearranged so that flow variables are always multiplied by H (or a derivative
thereof) before gradients are taken, and by Θ and H (or derivatives thereof) before dif-
ferentiation with respect to time. As a result, space or time derivatives of the original
unwindowed flow variables on the domain boundaries (t = 0, f = 0) are explicitly avoided:
∂
∂t
[∂ρ′
∂t − ρ
′ ∂
∂t(ΘH)
]
− ∂∂t
[
Θ ρui
∂H
∂xi
]
+ ∂∂xi
[
ρui
∂
∂t(ΘH)
]
− ∂
2
∂xi∂xj
( ρuiuj + pij ) +
∂
∂xi
[
Θ(ρuiuj + pij)
∂H
∂xj
]
= −∂Gi∂xi
. (41)
Equation (41) leads to an expression for the second time derivative of ρ′, the windowed
density perturbation, that is valid for all (xi, t):
∂2ρ′
∂t2 =
∂
∂t
[
ρ′ ∂∂t(ΘH) + Θ ρui
∂H
∂xi
]
− ∂∂xi
[
ρui
∂
∂t(ΘH) + Θ(ρuiuj + pij)
∂H
∂xj
]
− ∂Gi∂xi
+ ∂
2
∂xi∂xj
( ρuiuj + pij ). (42)
Equations (36) & (37) can be used to replace derivatives of H and Θ by delta functions,
giving the equivalent expression
∂2ρ′
∂t2 =
∂
∂t {ρ
′ H δ(t) + Θ [−ρ′vi + ρui] nˆiδ(n)}
− ∂∂xi
{ρui H δ(t) + Θ [ρui(uj − vj) + pij] nˆjδ(n)}
− ∂Gi∂xi
+ ∂
2
∂xi∂xj
( ρuiuj + pij ). (43)
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Figure 1: Two-dimensional wave packet on a plane parallel jet flow. (a) Vorticity contours; (b) dilatation
rate contours.
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Figure 2: Time-history of pressure radiated from the evolving wave packet (x1/d = 18, x2/d = −7.8).
The solid line shows the Navier–Stokes solution and the dashed line shows the result of time domain wave
extrapolation. Time is scaled on d and the initial centreline velocity.
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Figure 3: Visualization of turbulent plane jet.
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Figure 4: Comparison of wave extrapolation in the frequency domain from r0 to r with the analytic
solution at radius r, for a line source with harmonic spanwise variation. (a) Azimuthal directivity of
complex pressure showing good agreement; (b) associated error. k0r0 = 1, k0r = 5.
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Figure 5: Definition sketch for plane channel flow.
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Figure 6: (a) Wavenumber–frequency spectrum of τ˙1, for zero spanwise wavenumber. (b) Contours of
S11(k1, 0, f) showing the convective character of the wall shear stress fluctuations in a plane channel,
Reτ = 720.
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