We give new simple algorithms for the fast computation of the quotient boot and the gcd of two polynomials, and obtain a complexity
Introduction
While the number of coefficients arising in the euclidean remainder sequence of two polynomials of degre d is of order O(d 2 ), the quotient boot, consisting of the sequence of quotients and the gcd, contains only O(d) coefficients. Note that the quotient boot provides the gcd as well as enough information to compute in linear time the Cauchy index of a rational fraction with numerator and denominator bounded by d, which is a basic computational task in real algebraic geometry, [3, 1] . Our aim is to design an algorithm performing the quotien boot in quasi-linear time.
Let us introduce some notation. Let P(0) be a polynomial of degree d 0 and P(1) a polynomial of degree d 1 < d 0 . Define the remainder sequence of P(0), P(1) by P(i + 1) := Rem(P(i − 1), P(i)),
stopping at the first n such that P(n + 1) = 0. Thus, G = gcd(P(0), P(1)) = P(n), and the remainder sequence is P(0), P(1), . . . , P(n).
We denote d i = deg(P(i)) (by convention deg(0) = −∞). Let C(i) := Quo(P(i − 1), P(i)) (2) be the quotient of P(i − 1) by P(i). Denoting
we have
Let also
(note that M(i, 0) := M(i)).
Our aim is to compute the quotient boot of P(0) and P(1), i.e. the quotients C(i), for i = 1, . . . , n, as well as the gcd G = P(n) in time O(d(log 2 d) 2 ). This paper contains three different algorithms for computing fastly the quotient boot.
They are all based on two classical properties that are usually adopted to design fast gcd algorithms (see [5, 4] ):
• the leading part of two polynomials is enough to compute their quotient,
• some products of the form M(i, j), computed using fast multiplication, can be used for intermediate computations.
The main difference between our approach and the existing litterature, based on a Divide and Conquer approach, is that our algorithms proceed straightforwardly, basing the computation on the dyadic valuation of the iteration index.
In Section 2, we give two different algorithms computing the quotient boot when the degrees of the polynomials in the remainder sequence is known in advance: the first A 1 is particularly simple, and the second A 2 avoids some redundant computations. In Section 3 we describe our maint result, Algorithm B giving the quotient boot when the degrees of the remainders are unknown.
The complexity analysis of Algorithm B is given in details in Section 4 both in the non defective case (when the degrees of the quotients are equal to 1) and in the general case. We obtain the complexity (9/2 M (d) + O(d)) log 2 d in the non-defective case (when degrees drop one by one), and (21
in the general case, improving the complexity bounds (respectively (10
previsouly known for these problems [2] (see Exercise 11.7).
2 Computing the quotient boots when the degrees of the remainders are known.
We suppose in this Section that we know in advance the degree d i of the polynomials P(i) in the remainder sequence. We first introduce notation that will be useful throughout the paper. Given a polynomial
we denote, if m ≥ n,
(with the convention that a monomial above the degree, or with a negative exponent has coefficient 0),
and
If
is a vector of two polynomials, we denote by
The following obvious lemma will be very useful Lemma 2.1 Let V be a vector of two polynomials and M a 2 × 2 matrix of polynomials of degree at most d
In other words, M · V and M · V ]···n] coincide up to degree n + d.
Algorithm A 1 (Quotient boot for known degrees)
We remark that the matrix M(i) depends only on the d i−1 −d i +1 leading terms of P(i − 1) and P(i), since the degree of C(i) is
We are going to define, by induction on i, a vector of two polynomials
which should be thought as an approximation of V(i): enough of the leading terms of V(i) coincide with the leading terms of V(i) to allow the correct computation of C(i) as
The first steps of our method. In order to compute C(1) (thus M(1, 0)) correctly, we divide P(0) ]···d1] by P(1) ]···2d1−d0] and notice that with less leading terms we would not get the right answer. Now rather than multiplying V(0) by M(1, 0) to get V(1), we multiply enough leading terms of V(0) by M(1, 0) in order to compute the correct C(2). Using our knowledge of d 2 , we define
and notice that, since C (1) We note
For
The following lemma is immediate.
Lemma 2.3
For from v(i) − 1 to 0,
In particular
Description and correctness of Algorithm A 1 . We are now ready for the description of Algorithm A 1 . We define, by induction on i,
as follows V(0) = V(0),
(note that M(i, 0) := M(i)) and
We now prove the following result, which is the key to the correctness of Algorithm A 1 .
Proposition 2.4 For every i,
So, Proposition 2.4 is an immediate corollary of the following Lemma, taking into account Equation (15).
Lemma 2.5 For every i,
In other words, V(i) and
Proof :
By induction on i. The claim is obviously true for i = 0. We suppose by induction hypothesis that the claim is true for every j < i. In particular for
By definition of V(i), since the degree of the entries of M(i, v(i)) are at most d p(i) − d i , and using Lemma 2.1,
The input of Algorithm A 1 is P(0), P(1) and the degrees d i of P(i). Its output is the quotient boot.
Algorithm 2.6 (A 1 , Quotient boot for known degrees)
• Initialize V(0) := V(0), i := 1.
• While Q(i − 1) = 0, with
.
-Compute
-Replace i by i + 1.
• EndWhile
The correctness of Algorithm A 1 follows from Proposition 2.4.
Algorithm A 2 : Improved quotien boot for known degrees.
It is possible to improve the preceding algorithm by taking into account the partial computation already performed in the computation of V(i).
The first steps of our method. We explain how Algorihm A 2 works for the first values of i. The first change in Algorithm A 2 with respect to Algorithm A 1 appears when we compute V(2). Rather than computing V(2) as M(2, 1)
The advantage of this new method for computing V(2) is that we use more extensively the previously computed data, namely V(1), rather than starting directly from V(0), and this saves some computation. The next change with respect to Algorithm A 1 is the computation of V(4).
It is easy to check that
The advantage of this new method for computing V(4) is that we use more extensively the previously computed data, namely V(2) and V(3), rather than starting directly from V(0), and this saves some computation.
Description and correctness of Algorithm "Improved quotien boot for known degrees" Algorithm 2.7 (A 2 : Improved quotient boot for known degrees)
-If i is even, compute
• Define G := P(i − 1).
We now prove the correctness of Algorithm A 2 , which is a consequence of the following result and of the correctness of Algorithm A 1 .
Lemma 2.8 When i is even
V(i) = M(i, 0) · V(i − 1) + ∑ v(i)−1 k=1 M(i, k) · V(i − 2 k ) ]2di−d i−2 k ··· ] +M(i, v(i)) · V(p(i)) ]2di−d p(i) ···2d f(i) −d p(i) ] .
Proof :
We prove by induction on from v(i) − 1 to 0 that
Using Lemma 2.3,
Suppose now by induction hypothesis that
. 
QED
and then calls itself with input V(2 ν−1 ) = V(2 ν−1 ), without needing to record any of the preceeding computations.
An algorithm computing the quotient boot
The main difficulty we have to face now is that contrarily to what we supposed in the last section, we do not know the degree d i of the successive remainders.
We are going to define for every i a vector of two polynomials V(i) =
with the property that enough of the leading terms of V(i) coincide with the leading terms of V(i) to allow the correct computation of C(i) as
As before, the main idea is that since the leading part of V(i − 1) only is necessary to compute C(i), we an postpone the multiplication of the part of lower degree of V(i − 1) by M(i), which makes it possible to group the matrices M(i) before performing these postponed computations. Since we do not know the d i , we are going to compute non definitive V(i) that will be updated during the computation. The idea is to start the computation as if the new degrees were decreasing as the old ones and to update the necessary V(i) if it is not the case, i.e. if the drop of degree is bigger than expected.
The first steps of our method. We explain how the algorithm works for the first values of i.
For i = 1, reading V(0) gives the correct value of d 1 , and we can compute C(1) but in order to compute V(1) the value of d 2 is necessary. Since we do not know yet d 2 we start by acting as if
We note that V(1) ]···d1−δ1] = V(1) ]···d1−δ1] , using Lemma 2.1 and check whether
If not, we try increasing values of δ 1 (andδ 1 ), by steps of 2(d 0 − d 1 ), and update V(1) by
. Since V(1) coincides with V(1) up to degree d 1 − δ 1 , which is smaller than 2d 2 − d 1 , we can compute C(2) as
For i = 2, since we do not know yet d 4 , we start by acting as if
We note that V(2) ]···d2−δ2] = V(2) ]···d2−δ2] , using Lemma 2.1 and check whether 
This is possible only if
If not, we storeδ 2 inδ 2 and define
Before defining V(3), we update V (2) i.e. we compute
We then define 
This is possible only if 2d
Before updating V(3), we update V (2) i.e. we compute
We then update
and check whether
Note that at the end of this loop V(3) coincides with V(3) up to degree d 3 − δ 3 , which is smaller than 2d 4 − d 3 . So, we can compute C(4).
Description and correctness of Algorithm B.
In the general case we have the following algorithm.
Algorithm 3.1 (B, Quotient boot)
Remark 3.2 Note that if for every
, which is always the case in the non defective case where
We now prove the correctness of Algorithm B which is the following result:
Let us denote by γ i the value of δ i at the end of Loop i.
and taking into account Equation 15, the proposition is a consequence of the following technical lemma:
At the end of each step ( b ) and (
c ) in Algorithm B V(i) ]···di−δi] = V(i) ]···di−δi] .
As a consequence at the end of Loop i, V(i) and V(i) coincide up to degree d i − γ i and Proposition 3.3 holds.
Lemma 3.5 Throughout Algorithm B, for every j > 0,
Proof : We prove that the claim holds by induction on the successive definitions and updates of the various V(j) throughout Algorithm B.
• ( a ): After the update,
since before the update
• ( b ) The claim is true by Equation (26), and if i is even and d i = d i , bt Lemma 2.5.
• ( c ) The proof is similar to ( a ).
QED

Proof of Lemma 3.3:
We prove that the claim holds by induction on the successive definitions and updates of the various V(j) throughout Algorithm B.
• ( 0 ) The base case is clear since V(0) = V(0).
• ( a ) By induction hypothesis
Noticing that δ p(j) ≥δ j , since the condition
is ensured, we obtain
and that, by Lemma 3.5,
Since, by induction hypothesis,
for every k ≤ j, the degree of the entries of M(j, v(j)) are d p(j) − d j , and using Lemma 2.1, 
QED
Complexity analysis
Notation and preliminary remarks
Let M (n) be the cost of a multiplication of two polynomials of degree n i.e. the maximum number of arithmetic operations performed in the base field by a given multiplication algorithm over any input polynomials of degree n. Note that if M (n, m) is the cost of a multiplication of a polynomials of degree n by a polynomial of degree m, then M (n, m) ≤ M (max(n, m) ).
We suppose that the function M (n) satisfies the following properties
These properties are easy to check for the functions n log n and n log n log log n which correspond to the cost of FFT multiplication in a field supporting FFT and general FFT multiplication in any field [2] .
The cost of the multiplication of two 2×2 matrices with entries polyniomials of degree n takes 7 multiplications and a fixed number of additions of polynomials of degree n, and costs 7M (n) + O(n) using Strassen fast multiplication of matrices [6, 2] . The cost of the multiplication of a 2 × 2 matrix by a vector of length two with entries polyniomials of respective degree n is 4M (n)+O(n). The cost of the multiplication of a 2 × 2 matrix by a vector of length two with entries polyniomials of respective degree n and 2n is 7M (n) + O(n), since the vector can be split in two parts of degree n and we can perform the multiplication of two 2 × 2 matrices and a few additions.
We denote by n + 1 the number of elements in the remainder sequence of P(0) and P(1), by ν the number of bits of n, ν = log 2 n +1, i.e. 2 ν−1 ≤ n < 2 ν .
Complexity analysis in the non-defective case
This is the case where For every multiple i of 2
takes 7 multiplications and a fixed number of additions of polynomials of degree 2 k−1 .The number of multiples of 2 k which are less than d is
So the complexity of the computation of all the
which is smaller than 7
using i) and iii).
takes 14 multiplications and a fixed number of additions of polynomials of degree
whihch is smaller than 7
using i), ii) and iii). Finally, for i = 2 ν−1 , p(i) = 0, and the computation of
takes 7 multiplications and a fixed number of additions of polynomials of degree
The cost of the polynomial multiplications performed evaluated in the base field is bounded by
) .
QED
It is finally easy to see that the total cost of the additions for computing
for every i such that v(i) = k is bounded by O(d Note that the constant 9/2 that we obtain for Algorithm 3.1 improves significantly the previously known constant which was 10 [2]. We first prove that denoting by γ j the value of δ j obtained at the end of Loop j of Algorithm 3.1 Note that the constant 21 that we obtain for Algorithm 3.1 improves slightly the previously known constant which was 24 [2] .
Complexity analysis of
γ j < 2(d j − d j+1 ) + 2(d p(j) − d j )(27)
