We derive new properties of the Abel-Goncharov interpolation polynomials, relating them to investigate necessary and sufficient conditions for an arbitrary polynomial of degree n to be trivial, i.e. to have the form a(z − b) n . These results are associated with an open problem, conjectured in 2001 by E. Casas-Alvero. It says, that any complex univariate polynomial, having a common root with each of its non-constant derivative must be a power of a linear polynomial. In particular, we establish determinantal representation of the Abel-Goncharov interpolation polynomials, having its own interest. Among other results are new Sz.-Nagy-type identities for complex roots and a generalization of the Schoenberg conjectured analog of Rolle's theorem for polynomials with real and complex coefficients.
In 2001 E. Casas-Alvero [1] conjectured that an arbitrary polynomial f degree n ≥ 1 with complex coefficients of degree n ∈ N f (z) = a 0 z n + a 1 z n−1 + · · · + a n−1 z + a n , a 0 = 0
is of the trivial monomial form f (z) = a(z − b) n , a, b ∈ C, if and only if f shares a root with each of its derivatives f (1) , f (2) , . . . , f (n−1) . It is proved for small degrees, for infinitely many degrees, for instance, for all powers n, when n is a prime (see in [2, 3] ). We will call these common roots of the corresponding derivatives by z 1 , z 2 , . . . , z n−1 ∈ C (repeated terms are permitted). As it was recently observed by Yakubovich, [4] the polynomial (1), satisfying the Casas-Alvero conditions (the CA-polynomial), can be identified, involving the familiar Abel-Goncharov interpolation polynomials, [5] which are defined by the following recurrence relation:
(2) with the additional conditions (z 0 is a root of f ) G n (z j , z 0 , z 1 , . . . , z n−1 ) = 0, j = 1, 2, . . . , n − 1.
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It is known, [5] that the Abel-Goncharov polynomial can be represented as a multiple integral in the complex plane 
Moreover, making simple changes of variables in (4) , it can be verified that G n (z) is shift-invariant and a homogeneous function of degree n (cf. [6] ). Namely, for any α ∈ C\{0}, β ∈ C it has
Without loss of generality, one can assume in the sequel that f is a monic polynomial of degree n ∈ N, i.e. a 0 = 1 in (1). Generally, it has k distinct roots λ j of multiplicities r j , j = 1, . . . , k, 1 ≤ k ≤ n such that
By r we denote the maximum of multiplicities in (6), i.e. r = max 1≤j≤k r j . Since for n = 1, the polynomial is trivial, we will consider n ≥ 2. Moreover, a possible non-trivial CApolynomial cannot have all distinct roots, because at least one root is common with its first derivative. Therefore, the maximum of multiplicities is at least 2 and a maximum of possible distinct roots is n−1. Another observation tells that a polynomial whose distinct roots are of the same multiplicity m ≥ 2, i.e.
m of degree n = km cannot satisfy the Casas-Alvero conditions since the derivative f (m) has no common roots with f. Consequently, at least two roots are of different multiplicities.
Concerning the Abel-Goncharov polynomials, it was shown in [4] that G n satisfies the following upper bound:
where z −1 ≡ z and
This estimate is sharper than the classical Goncharov upper bound [5] 
These polynomials can be represented via the so-called Levinson binomial-type expansion (see in [6] ,p.732)
where H 0 = 1 and
However we will prove in turn that the polynomials H n−k can be represented in a determinantal form of an upper Hessenberg matrix (n − k) × (n − k) with the entries equal to 1 on the main subdiagonal. [7] Generally, it has Lemma 1: Let n ∈ N and a j ∈ C, j = 1, . . . , n. Then
Proof: Appealing to the principle of mathematical induction and easily verifying formula (9) for n = 1,2 via the calculation of the corresponding integral (8), i.e.
we assume that the statement holds for all 1 ≤ k ≤ n and will prove it for n+1. Indeed, expanding the corresponding determinant along the first column by the Laplace theorem, we find
The first n × n determinant in the right-hand side of the latter equality by the induction hypothesis is equal to
The second determinant we will expand in the same fashion to obtain
Continuing the same process and applying every time the induction hypothesis, we arrive at the final expansion of the determinant in the left-hand side of the equality (9)
Fortunately, the expression in the right-hand side of (8) is calculated by Levinson via the Taylor theorem (cf., [6] p.731) and we find
Thus we get the validity of equality (9) for all n ∈ N and complete the proof of the lemma.
Corollary 1:
The Levinson polynomials H n , n ∈ N have the following determinantal representation:
Proof: In fact, the proof easily follows from (9) . For this we multiply, the last column of the determinant by n!, the second column by 2!, the third one by 3!, etc., and the n−1th column by (n − 1)!. Then, dividing the third row by 2!, the fourth row by 3! etc., and the last row by (n − 1)!, we get the result.
The determinantal form (12) can be involved to investigate the Casas-Alvero problem. Precisely, the shift-invariant property (5) for the Abel-Goncharov polynomials allows to suppose without loss of generality that one of the polynomial roots, say, z 0 = 0. Then for a fixed sequence {z j } n−1 1 of common roots of f and its derivatives up to the order n−1 (7) implies
Assuming the existence of a possible non-trivial CA-polynomial f, it follows that at least one of z 1 , . . . , z n−1 is nonzero, otherwise the polynomial has the unique root of multiplicity n, which is equal to zero. Let f have s nonzero common roots (1 ≤ s ≤ n − 1) in our sequence
corresponding the derivatives of the order i 1 , . . . , i s , respectively. Hence, appealing to Corollary 1 and observing from (4) and (8) that the left-hand side of (13) equals to −H n (z, z 1 , . . . , z n−1 ), we end up with the equality
Moreover, the determinant (15) can be compressed, eliminating rows, containing only one nonzero element of the main subdiagonal of Hessenberg's matrix, which is equal to 1. Therefore, we arrive at the equality for any z = 0
containing the determinant of the order (s + 1) × (s + 1). Now, taking into account the conditions (see (3))
we have
Let s = 1, i.e. the polynomial has only one nonzero root z i 1 = 0 in our sequence of common roots z 1 , z 2 , . . . , z n−1 , which corresponds to the i 1 th derivative. Hence, putting in (18) j = i 1 , the determinant
But this is impossible, since we have
Returning to (13) and using conditions (17), we sum up these s equalities to obtain Recalling distinct roots of f (z) λ j , j = 1, . . . , k and assuming that the root of the n−1st derivative takes, for instance, the value λ 1 , we use the first Viéte formula to write the identity (cf. [4] )
Proposition 6: A possible non-trivial polynomial of degree n ≥ 2 with k distinct roots λ j , j = 1, . . . , k, sharing the root λ 1 with its n−1st derivative must contain at least one root
Proof:
The proof is based on the inequality involving weighted arithmetic and geometric means for complex numbers proved in [8] . Indeed, let λ j ∈ D μ , j = 1. Then according to Fournier [8] we find from equality (21) the following estimate:
which gives a contradiction.
Employing the Sz.-Nagy-type identity for complex roots of f and its the mth derivative
which is proved in [4] , we let m = 1 and z = 0, writing, in particular, the equality
The unique root z n−1 of the n−1st derivative is called the centroid of the sets λ j and ξ (m) j and it satisfies the Sz.-Nagy-type identity (cf. [4] )
But since among the roots of the first derivative f are roots λ j of multiplicities r j − 1, correspondingly, we let m = 1 and z = 0 in (24) to find
whereξ
(1) j are roots of the logarithmic derivative (log f (z)) . The corresponding identity for squares of these roots can be obtained from (22), (23), and we have
Following Schoenberg, [9] we say that the set of 2n−1 points is rectilinear, if k roots λ j with multiplicities r j and n−1 roots ξ
are on a straight line in the complex plane, which passes through the origin. Then the centroid z n−1 and the root z n−2 of the n−2nd derivative are contained on this line as well. Hence, there is an angle ϕ such that λ j = ±|λ j |e iϕ , ξ (1) j = ±|ξ (1) j |e iϕ for all j and z n−1 = ±|z n−1 |e iϕ , z n−2 = ±|z n−2 |e iϕ . Consequently, equalities (23) and (26) imply the identities
respectively. When z n−1 = ±|z n−1 |e iϕ but z n−2 = ∓|z n−2 |e iϕ the latter equality becomes
Furthermore, equality (27) suggests a generalization of the Schoenberg conjecture. Indeed, we have
Conjecture 1:
For any complex roots of f and its first derivative, we have the inequality
with the equality sign if and only if all roots lie on a straight line, passing through the origin.
The Sz.-Nagy-type identities (22) yield the following proposition for polynomials (1) whose centroid is zero. But since λ j = ±|λ j |e iϕ , j = 1, . . . , k it has all roots should be zero and f (z) = z n .
Further, we generalize Proposition 1 for polynomials whose roots are lying on the vertical or horizontal line of the complex plane. In fact, we have Hence, Imλ j = Imz n−1 , j = 2, . . . , k and the polynomial is trivial. On the same manner, we prove the proposition for roots lying on the horizontal line of the complex plane. The necessity is obvious.
Recalling identity (26) we generalize it for polynomials of degree n ≥ 2 with simple n roots w j , j = 1, . . . , n and roots of its mth derivative. Precisely, with the use of (22), we find
(31) Next, we will derive a formula, involving higher order derivatives of log f (z), which seems to be new.
Lemma 2:
Let m ∈ N 0 , z ∈ C and f (z) = 0. Then the following formula takes place:
Proof: In order to prove (32) we call the familiar Hoppe formula (see [10] ,p.224) for higher derivatives of the composition of two functions. Thus, we derive
Hence, a simple substitution in the index of summation and the use of the combinatorial identity Let a possible non-trivial CA-polynomial f have real zeros only . Proposition 5 says that it has at least 5 distinct zeros, i.e k ≥ 5. Then, by virtue of the Rolle theorem all zeros of the derivatives f (j) (x), x ∈ R, j = r − 1, r, . . . , n − 1, where 2 ≤ r = max 1≤j≤k r j are simple. Denoting by 
or, in the equivalent form,
The latter inequality implies the property B j ∩ B j+1 = ∅. Let C j ⊂ A be a subset of B j , containing n j ∈ N common roots of f (j) with f, i.e. 
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