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Abstract
This is the second of two papers on the end-to-end distance of a weakly self-
repelling walk on a four dimensional hierarchical lattice. It completes the proof
that the expected value grows as a constant times
√
T log
1
8 T
(
1 +O
(
log logT
log T
))
,
which is the same law as has been conjectured for self-avoiding walks on the
simple cubic lattice Z4.
Apart from completing the program in the first paper, the main result is
that the Green’s function is almost equal to the Green’s function for the Markov
process with no self-repulsion, but at a different value of the killing rate β which
can be accurately calculated when the interaction is small. Furthermore, the
Green’s function is analytic in β in a sector in the complex plane with opening
angle greater than pi.
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1 Introduction
This paper is the second in a series of two papers in which we study the asymptotic
end-to-end distance of weakly self-avoiding walk on the four dimensional Hierarchical
lattice G. The reader is referred to [BEI92] or the first paper [BI], henceforth referred
to as paper I, for definitions of these terms. Results from the first paper have the prefix
“I”.
In paper I we proved that the self-avoidance causes a log1/8 T correction in the
expected end-to-end distance after time T relative to the
√
T law of a simple random
walk. Paper I was devoted to the problem of how to recover the end-to-end distribution
by taking the inverse Laplace transform of the Green’s function, assuming that the
Green’s function has certain properties, which are proved in this paper in Theorem 1.1
and Proposition 6.1. These properties are of independent interest and, with minor
changes, should also hold for the Green’s function for the simple cubic four dimensional
lattice. We prove they hold for the hierarchical problem in this paper.
The interacting Green’s function is defined by the Laplace transform
Gλ(β, x) =
∫ ∞
0
e−βTE0
(
1ω(T )=xe
−λ
∫
G
τ2x dx
)
dT, (1.1)
where τx = τ
(T )
x is the time up to T that ω(t) is at site x. Our main result is Theorem 1.1.
It says that the interacting Green’s function is almost equal to the Green’s function for
the Markov process, λ = 0, but at a different value of the β parameter which depends on
x and (β, λ) and which can be accurately calculated when λ is small. The error in the
approximation decays more rapidly than the Green’s function because it contains, as
a prefactor, the “running coupling constant” λN(x). Furthermore the Green’s function
is analytic in β in a sector in the complex plane with opening angle greater than π.
This very large domain of analyticity seems to be needed for accurately inverting the
Laplace transform to calculate the end-to-end distance.
The main theorem refers to domains
Dβ = {β 6= 0 : | arg β| < bβ};
Dλ = {λ : 0 < |λ| < δ and | arg λ| < bλ}. (1.2)
For details see paper I, but, for example, we can choose (bβ , bλ) =
(
5pi
8
, pi
8
)
. The main
theorem also refers to a recursion: given (β0, λ0) we define the Renormalization Group
(RG) recursion (βj , λj) in Sections 3 and 4 and establish the recursive properties in
Proposition 6.1. Having established these estimates, we know from paper I that the
recursion has various properties. In particular, from Proposition I.1.3, for each λ0 in
the domain there exists a special choice β0 = β
c(λ0) for the initial β such that the
RG recursion (βcn, λn) is defined for all n and β
c
n → 0. This should be viewed as a
partial description of a stable manifold for the fixed point (0, 0), but note that our RG
recursion is not autonomous because there are other degrees of freedom, for example,
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the r in Section 4, which have been projected out in this simplified description. We
called (βcn, λn) the critical trajectory. For β0 some other choice of initial data, we defined
the deviation βˆn := βn − βcn of its trajectory from the critical trajectory. The main
result is
Theorem 1.1. Let λ0 ∈ Dλ with δ sufficiently small. Then Gλ0(β0, x) is analytic in
β0 in the domain Dβ + βc(λ0) and
|Gλ0(β0, x)−G0(βeff,N(x), x)| ≤ O(λN(x))|G0(βeff ,N(x), x)|. (1.3)
Here N(x) = log |x| for x 6= 0, N(0) = 0, and βeff ,j = L−2j βˆj.
This theorem and Proposition 6.1 are the two results needed to complete the results
in paper I.
The paper begins in Section 2 with a review of an isomorphism that recasts the
Green’s function as an almost Gaussian integral with very special properties (super-
symmetry). The virtue of this representation is that it leads to a precise definition of a
Renormalization Group (RG) transformation which relates the Green’s function with
given interaction to a rescaled Green’s function with smaller interaction. The RG trans-
formation is defined in Section 3 and its effect on the interaction is further described
in Section 4. To use this RG transformation we need an approximate calculation of
its effect on the interaction. This is carried out in Section 5. The proof of the main
Theorem 1.1 is in Section 6. All the analysis in this paper is in Section 7. The methods
introduced there have several noteworthy features: (i) the demonstration that analysis
with supersymmetric integrals containing differential forms ≡ Fermions is possible ;
(ii) the use of rotation of contours of integration in the supersymmetric integral to
obtain the large domain of analyticity needed for inverting the Laplace transform; and
(iii) simultaneous control over behavior in x and behavior in β both large and small.
With Steven Evans we wrote an earlier paper [BEI92] on this same model which
studied the Green’s function but only at the critical value of the killing rate. Here we
have opted for some repetition of ideas in that paper because we have since learned that
the Grassmann algebras used in [BEI92] are natural differential forms and we wanted
to incorporate this insight systematically.
2 τ Isomorphism
In a precise sense that we will now review, the differential form
φxφ¯x +
1
2πi
dφx dφ¯x
represents the time τx a finite state Markov process occupies state x. The following is
a distillation of ideas in papers [McK80, PS80, Lut83, LJ87].
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The forms dφx, dφ¯x are multiplied by the wedge product. To connect with notation
in [BEI92, BMM91], we set
ψx = (2πi)
−1/2dφx, ψ¯x = (2πi)
−1/2dφ¯x,
where (2πi)−
1
2 is a fixed choice of square root. Let Λ be a finite set. Given any matrix
Axy with indices x, y ∈ Λ we define the even differential form
SA =
∑
φxAxyφ¯y +
∑
ψxAxy ψ¯y, (2.1)
and then the exponential of this form is defined by the Taylor series
e−SA = e−
∑
φxAxyφ¯y
∑ 1
n!
(−
∑
ψxAxy ψ¯y)
n.
The series terminates after finitely many terms because the anticommutative wedge
product vanishes if the degree of the form exceeds the real dimension 2|Λ| of CΛ.
By definition
∫
CΛ
vanishes on forms that are of degree less than the real dimension
of CΛ. For example, taking |Λ| = 1 and Axy = A > 0, we find that
∫
C
e−SA = 1 because
only the n = 1 term in the expansion of the exponential contributes and this term is
−(2πi)−1A
∫
C
e−φAφ¯ dφ dφ¯ =
A
π
∫∫
e−A(u
2+v2) du dv = 1,
using φ = u+ iv and dφ dφ¯ = −2i dudv. Thus these integrals are self-normalizing. This
feature generalizes:
Lemma 2.1. Suppose that A has positive real part, meaning Re
∑
φxAxyφ¯y > 0 for
φ 6= 0. Then ∫
CΛ
e−SA = 1,∫
CΛ
e−SA φaφ¯b = Cab,
where C = A−1.
The second part of the lemma follows from the first part together with the standard
fact that the covariance of a normalized Gaussian measure is the inverse of the matrix
in the exponent. The first part is a corollary of Lemma 2.2 given below.
Let
τx = φxφ¯x + ψx ψ¯x,
and let τ be the collection (τx)x∈Λ. Given any smooth function F (t) defined on R
Λ, we
use the terminating Taylor series
F (τ) =
∑
α
1
α!
F (α)(φφ¯)(ψψ¯)α
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to define the form F (τ), where φφ¯ = (φxφ¯x)x∈Λ, (ψψ¯)
α =
∏
(ψxψ¯x)
αx . The even degree
of τx relieves us of any necessity to specify an order for the product over forms.
Supersymmetry: There is a flow on CΛ given by φx 7−→ exp(−2πit)φx. This flow
is generated by the vector field X such that X(φx) = −2πiφx and X(φ¯x) = 2πiφ¯x.
A form ω is invariant (under this flow) if it is unchanged by the substitution φx 7−→
exp(−2πit)φx. The Lie derivative LXω of a form ω is obtained by differentiating with
respect to the flow at t = 0 so invariance is equivalent to LXω = 0.
Let iX be the interior product with the vector field X . The supersymmetry operator
[Wit92, AB84]
Q = d+ iX (2.2)
is an anti-derivation on forms with the property that Q2 = diX + iXd = LX is the Lie
derivative. Therefore Q2 = 0 on forms ω which are invariant. A form ω that satisfies
the stronger property Qω = 0 is said to be supersymmetric. For example SA is super-
symmetric and the derivation property implies that exp(−SA) is also supersymmetric.
Since Qφxdφ¯x = dφxdφ¯x+(2πi)φxφ¯x, there is a form ux such that τx = Qux. SA is also
in the image of Q.
For any form u whose coefficients decay sufficiently rapidly at infinity,∫
CΛ
Qu = 0,
because the integral of du is zero by Stokes theorem, while the integral of iXu is zero
because it cannot contain a form of degree 2|Λ|.
Let F ∈ C∞0 (RΛ). Then
∫
e−SAF (λτ) is independent of λ, because the λ derivative
has the form∫
CΛ
e−SA
∑
x
Ftx(λτ)Qux =
∫
CΛ
Q
(
e−SA
∑
x
Ftx(λτ)ux
)
= 0.
The compact support condition is a simple way to be sure that there are no boundary
terms at infinity. Adequate decay of the integrand and its partial derivatives is all that
is needed. If the exponential has better decay then there is no need for such a strong
condition on F . Thus
Lemma 2.2. If A has positive real part and F is smooth on RΛ with bounded deriva-
tives, then ∫
CΛ
e−SA F (τ) = F (0).
Part (1) of Lemma 2.1 is obtained when F = 1.
The following Proposition will be called the τ isomorphism. It is the main result of
this section.
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Proposition 2.3. [PS79, McK80] Suppose that A generates a Markov process with
killing on first exit from Λ. Let Ea (·) denote the associated expectation over paths
ω(t) such that ω(0) = a. Let F ∈ C∞0 (RΛ), then∫
CΛ
e−SA F (τ)φaφ¯b =
∫ ∞
0
dT Ea
(
F (τ) 1ω(T )=b
)
.
On the right-hand side τx = τ
T
x is the time up to T that the stochastic process ω(t) is
at site x,
τTx =
∫ T
0
1ω(t)=x dt.
On the left-hand side it is the form φxφ¯x + ψxψ¯x.
As noted above, the compact support condition on F is stronger than necessary. The
left-hand side is a linear combination of integrals that involve finitely many derivatives
of F . It is still valid if these derivatives have adequate decay at infinity, as will be the
case for functions used in this paper.
Proof. We can assume, with no loss of generality, that Re
∑
φxAxyφ¯y > 0 when φ 6= 0,
because both sides are unchanged by
F (t) 7→ F (t)eκ
∑
tx , A 7→ A+ κI. (2.3)
Consider the special case where F (τ) = exp(i
∑
kxτx). Then∫
CΛ
e−SA F (τ) φaφ¯b =
∫
CΛ
e−SA−iKφaφ¯b, (2.4)
where K is the diagonal matrix kxδxy. By Lemma 2.1 the right-hand side equals
(A− iK)−1ab which is∫ ∞
0
(e−T [A−iK])ab =
∫ ∞
0
dT Ea
(
F (τ) 1ω(T )=b
)
.
by the Feynman-Kac formula1 and F (τ) = exp(i
∑
kxτx) = exp(i
∫ T
0
kω(s) ds).
By (2.4) the proposition is proven for F (τ) = exp(i
∑
kxτx). Both sides of the
proposition are linear in F so we can generalize to F ∈ C∞0 by substituting the Fourier
inversion formula
F (τ) = (2π)−n
∫
Fˆ (k)ei
∑
kxτxd|Λ|k
into
∫
exp(−SA)F (τ)φaφ¯b. Since the k and φ integrals, by (2.3), are absolutely conver-
gent, the integral over k may be interchanged with the φ integrals.
1 The Feynman-Kac formula is given in [Sim79] for Brownian motion. The proof that uses the
Trotter product formula is valid for finite state Markov processes.
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3 Renormalization Transformations
Since the τ isomorphism is only applicable when the state space is finite we have to
study the Green’s function as a limit of processes with finite state spaces.
Let N be a positive integer and let EΛ0 (·) be the expectation for the hierarchical
Levy process ω(t) killed on first exit from Λ = GN . Define the finite volume interacting
Green’s function
GΛλ (β, x) =
∫ ∞
0
e−βTEΛ0
(
1ω(T )=xe
−λ
∫
G
τ2x dx
)
dT. (3.1)
When λ = 0, GΛλ=0(β, x) is the β potential for the hierarchical Levy process ω(t)
killed on first exit from Λ = GN . In this section we single out this important object
with the notation UΛ(β, x) = GΛλ=0(β, x).
Given a bounded smooth function g(t) we define a generalization of the Green’s
function
GΛg (β, x) =
∫ ∞
0
e−βTEΛ0
(
gΛ1ω(T )=x
)
dT, (3.2)
where gΛ =
∏
x∈Λ g(τx). When g is the function g(t) = exp(−λt2) this is the Green’s
function (3.1). By the τ isomorphism,
GΛg (β, x) =
∫
CΛ
µΛ
(
e−βτg
)Λ
φ0φ¯x, (3.3)
where µΛ is the Gaussian form exp(−SA) with A equal to the inverse of UΛ with β = 0.
Scaling: This is a transformation x 7→ L−1x that maps the hierarchical lattice to
itself by identifying all points that lie in the same ball of diameter L in the hierarchical
lattice so that they become a single point in a new hierarchical lattice. Thus it is the
canonical projection (of groups), GN → GN/G1, rewritten as
L−1x = (. . . , x3, x2, x1), for x = (. . . , x3, x2, x1, x0),
which maps Λ = GN to Λ/L := GN−1. Associated to these lattices we have manifolds
C
Λ and CΛ/L. A point in CΛ is specified by (φx)x∈Λ. Scaling therefore maps a point φ
in CΛ/L backward to a point Sφ in CΛ according to
Sφx ≡ (Sφ)x = L−1φL−1x,
so Sφ is constant on cosets x+G1. The prefactor L−1 is put there to make the RG map,
to be defined below, autonomous. Functions and forms on CΛ are mapped forward. For
example, for x ∈ Λ, dφx is a form on CΛ. Under scaling we get
S(dφx) = L−1dφx/L,
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which is a form on CΛ/L. We define scaling on covariances by
SCΛ/L(x, y) ≡ (SCΛ/L)(x, y) = L−2C(L−1x, L−1y).
Covariances are functions on the lattices so they are mapped backwards. To summarize:
the direction of maps may appear reversed, but observe that the projection Λ → Λ/L
induces a map backwards of manifolds CΛ/L → CΛ because CX = map (X → C) and
so forms/functions on the manifold CΛ are mapped forward to forms/functions on the
manifold CΛ/L.
The renormalization group rests on the following scaling decomposition
UΛ(β, x) = SUΛ/L(L2β, x) + Γ(β, x). (3.4)
The important properties of Γ defined by this formula are that Γ is positive semi-definite
and finite range. In Appendix B we prove that
Γ(β, x) =
1
1 + β
(1G0(x)− L−41G1(x)). (3.5)
Γ also has the inessential properties
∑
y Γ(β, y) = 1 and Γ(β, y) = Γ(β, y
′) for y, y′ 6= 0
which lead to simplifications specific to this model, notably Lemma 3.5.
Let Cxy with x, y ∈ Λ be an invertible matrix and let A be the inverse of Cxy. Define
µC = exp(−SA). According to Lemma 2.1,
∫
µCφaφ¯b = Cab whenever the inverse A
has positive-definite real part. The Γ appearing in (3.4) is only positive semi-definite
because, as an operator on CΛ, it has the kernel Ξ⊥ consisting of all φx that are constant
on cosets x+ G1, because
∑
y Γx−y = 0. Let Ξ ⊂ CΛ be the subspace orthogonal to the
kernel of Γ. Γ restricts to the invariant subspace Ξ. The restricted Γ is positive-definite
and invertible. We choose coordinates ζ in Ξ by picking any basis and define µΓ as a
form on Ξ using the inverse of Γ computed in this basis. The form µΓ is independent
of this choice of basis because forms are coordinate invariant. The matrix SUΛ/L also
has no inverse, but by the same reasoning defines a form µSUΛ/L on Ξ
⊥. The action of
S on covariances was defined so that∫
µSU u =
∫
µU Su, (3.6)
where U = UΛ/L and u is a form on on Ξ⊥ ≈ CΛ/L.
Let g(φ) =
∑
gα,α¯(φ)dφ
αdφ¯α¯ be a form on CΛ. Then g(φ+ ζ) is a form on Ξ⊥ × Ξ
defined by pullback, i.e., substituting φ+ ζ for φ. Define the form µΓ ∗ g on Ξ⊥ by
µΓ ∗ g(φ) =
∫
Ξ
µΓ(ζ)g(φ+ ζ).
The scale decomposition (3.4) leads to the convolution property∫
CΛ
µU(φ)F (φ) =
∫
Ξ⊥
µSU(φ)µΓ ∗ F (φ), (3.7)
which is valid for F (φ) any smooth bounded form. This claim follows by changing
variables (u, v) = (φ+ ζ, ζ) and integrating out v using Corollary A.3.
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Definition 3.1. Define the linear operator Tβ that maps forms on C
Λ to forms on
CΛ/L by Tβu = SµΓ(β) ∗ u. Tβ is called a renormalization group (RG) transformation.
Proposition 3.2. ∫
CΛ
µΛ e
−β
∫
τu =
∫
CΛ/L
µΛ/L e
−(L2β)
∫
τ
Tβu
Proof. By the τ isomorphism, the covariance of the Gaussian µΛ exp(−β
∫
τ) is the
same as the covariance of µU when U has parameters Λ, β. Therefore the two Gaussian
forms are equal. By the convolution property (3.7),
∫
µUu =
∫
µSU µΓ ∗ u where U in
SU has scaled parameters Λ/L and L2β. Apply (3.6).
Lemma 3.3. Tβ commutes with the supersymmetry operator Q defined in (2.2). Fur-
thermore, if u is an even supersymmetric form on Cx+G1, then there is a unique function
f such that Tβu = f(τx).
Proof. Q commutes with S because S is a pullback. By Lemma A.2, Q also commutes
with integrating out. Thus [Tβ , Q] = 0 because µΓ is supersymmetric. The existence
of f follows from Lemma A.4.
Let X be a subset of Λ. A form FX is said to be localized in X if it is a form on
C
X . Since Gaussian random variables are independent if their covariance vanishes, we
have the independence property
µΓ ∗ (FXGY ) = (µΓ ∗ FX) (µΓ ∗GY ),
whenever the hierarchical distance between X and Y exceeds the range of Γ. Given
forms gx localized at single sites {x} let
gX =
∏
x∈X
gx.
Then the independence property implies
Tβg
Λ =
∏
x∈Λ/L
Tβg
x+G1. (3.8)
Tβg
x+G1 is a form on C{x}. By Lemma 3.3, it has the form gnew(τx) for some function
gnew(t) on R. This is a marvelous property of the hierarchical lattice because it means
that the RG map preserves the multiplicativity of the interaction:
Tβg
Λ = gΛ/Lnew ,
and therefore Tβ can be described by the map g → gnew. This has come about because
the hierarchical topology has no overlapping neighborhoods: any pair of neighborhoods
are either disjoint or nested.
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However, there is some redundancy in the pair (β, g): as noted in (2.3), the Green’s
function Gg(β, x) depends only on the combination g(t) exp(−βt). We will remove this
redundancy by imposing the normalization condition
g(t) = 1 +O(t2) as t→ 0. (3.9)
This normalization assumes that gnew(0) = 1. This is true for the initial interaction
g(t) = exp(−λt2) and, by Lemma 2.2, it also holds for gnew. After each map by Tβ ,
which, referring to Proposition 3.2, takes (β, g) to (L2β, gnew), the pair (L
2β, gnew) is
replaced by an equivalent pair (β ′, g′) = (L2β + ν ′, exp(ν ′t)gnew) to restore (3.9).
Definition 3.4. Let g be a smooth bounded function on R and let gx = g(τx). Tβg is
the function on R, given by
Tβg(τx) = e
ν′t
Tβg
x+G1,
where ν ′ is chosen so that Tβg(t) = 1 +O(t
2).
In (3.3) there is also the factor φ0φ¯x. By the independence property (3.8), the RG
acts on each of the factors φ0 and φx independently if |x| > L. In fact, in this model,
the RG acts simply by scaling:
Lemma 3.5. Suppose that g = a(φ) + b(φ) dφ dφ¯ is an even form on C. Define gx by
replacing φ by φx, then
Tβg
x+G1φx = (Tβg
x+G1)Sφx.
Proof. Let G = gx+G1 with L−2φx/L + ζx substituted in place of φx, then
Tβg
x+G1φx =
(
S
∫
µΓG
)
Sφx + S
∫
µΓGζx,
so we have to prove that
∫
µΓGζx = 0. By G1 invariance,
∫
µΓGζx =
∫
µΓGζy for all
y ∈ x+ G1. Since ζ ∈ Ξ,
∑
y∈G ζy = 0.
By (3.3), Proposition 3.2 and Lemma 3.5 we have proved that
Proposition 3.6. For |x| > L,
GΛg (β, x) = SGΛ/Lg′ (β ′, x), (3.10)
where g′ = Tβg and β
′ = L2β + ν ′ with ν ′ as in Definition 3.4.
What happens if |x| ≤ L? The transformation of the factor φ0φ¯x is no longer
simple, but the next result says that it reproduces itself together with supersymmetric
corrections.
Lemma 3.7. If u is a smooth supersymmetric even form on CG1, then there are unique
functions f1, f2 such that Tβuφ0φ¯x = f1(τ0) + f2(τ0)φ0φ¯0.
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Proof. Let v = Tβuφ0φ¯x and w = Qv, then w is a supersymmetric form of odd
degree. By Lemma A.4, w = a(τ)(φdφ¯ + φ¯dφ). The solutions of w = Qv are
v = −(2πi)−1a(τ)φφ¯ + b(τ). a and b are unique because the degree zero part of v
determines the combination −(2πi)−1a(t)t + b(t) and the degree two part determines
−(2πi)−1a′(t)t + b′(t).
4 Coordinates for Interactions
The parameters in the Green’s function (3.2) are β, a smooth function g, and the
volume Λ. g defines a coupling constant λ and a smooth function r(t) by
g(t) = e−λt
2
+ r(t) with r(t) = O(t3) as t→ 0,
because by Definition 3.4, β is adjusted so that g(t) = 1 + O(t2). r will be called the
remainder.
Consequently, we may describe the map g → Tβg by its action on the parameters
β, λ, r→ β ′, λ′, r′ , where β ′ , λ′ and r′ solve
e−L
2βτ
Tβ(e
−λτ2 + r)G1 = e−β
′τ
(
e−λ
′τ2 + r′
)
, r′(t) = O(t3). (4.1)
Iteration of this map defines a finite sequence (βj , λj, rj,Λj)j=0,...,N−1. The sequence
terminates because the initial Λ0 = GN is scaled down by L with each RG map and
eventually becomes G1. Then there is one final integration. This sequence exists for
any initial choice of parameters with Reλ0 > 0 because Λ0 is finite.
This hierarchical model has the nice feature that enlarging the initial volume Λ0
merely extends the sequence — the longer sequence coincides with the shorter for shared
indices j. Therefore the sequences consistently extend to an infinite sequence.
In (3.3) we rewrite the observables φ0 and φx as if they were part of the interaction
by
gΛφ0φ¯x =
d
dγ |0
gΛeγO,
with O = b1φ0φ¯x and b1 = 1. Then Lemma 3.5 asserts that Tβ acts on γO at order
γ by x → L−1x and b1 → L−2b1 to produce iterates xj := L−jx and bi,j := L−2jb1 for
j = 1, . . . , N(x)−1, such that |xj | ≥ L. N(x) is the number of iterations, logL |x|, that
are needed to scale x to 0. For j ≥ N(x)− 1, Lemma 3.7 asserts that Tj := Tβj maps
γOj into
Oj+1 = f1,j+1(τ0) + f2,j+1(τ0)φ0φ¯0.
In this and subsequent calculations functions of γ are identified with their linearizations
because we only need to know the derivative with respect to γ at γ = 0. The Green’s
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function can be accurately calculated without complete knowledge of f1,j and f2,j . To
this end we define
vx =
{
λτ 2x if x 6= 0
λτ 20 − γ(b0 + b1φ0φ¯0 + b2τ0φ0φ¯0 + b3τ0) if x = 0
(4.2)
and consider the action of Tβ on g
Λ when gx = e
−vx + rx. Part of the observable O is
in v, and the rest of it, which is the part we will not need to calculate in detail, is in r.
The split is uniquely determined by
Definition 4.1. Let r be a form localized at a single lattice site. We say r is normalized
if d
q
dtq
rt = 0 at t = 0 for q = 0, 1, . . . , 5, where rt is defined by replacing φ by tφ in r
including in dφ and dφ¯.
The interaction v is said to be normalized if v = λτ 2 + γO for some λ and O is an
even polynomial form of degree less than or equal to four.
The action of Tβ on g
Λ is now completely described by the action on parameters
(β, λ, b, r,Λ)→ (β ′, λ′, b′, r′,Λ′),
where b = (b0, b1, b2, b3). The Green’s function is
GΛ0λ0 (β0, x) =
d
dγ |0
∫
µΛ0
(
e−β0τ−λ0τ
2
)Λ0
eγφ0φ¯x
=
d
dγ |0
∫
µG1
(
e−βN−1τ [e−vN−1 + rN−1]
)G1
=: b0,N , (4.3)
because the final integration with respect to µG1 is being considered to be a final RG
map2 followed by setting φ and dφ to zero so that only the b0 part of v ends up in the
final result.
Note that the normalization condition is designed so that there is no γ dependence
in the sequence (βj , λj).
A surprising fact is that the b3τ term never plays any role beyond being there! No
term of the form γF (τ) with F (0) = 0 contributes to the Green’s function because
(d/dγ)0
∫
µG(τ) exp(γF (τ)) = G(0)F (0) by Lemma 2.2. For this reason, we leave out
the b3 terms in the rest of this paper.
5 Second Order Perturbation Theory
We have shown that the RG induces a map from parameters (β, λ, b, r) to (β ′, λ′, b′, r′).
We will also write v → v′ recalling that v is determined by (4.2). In this section we
2with Γ replaced by UG1
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construct an approximation
v → v˜, (β, λ, b)→ (β˜, λ˜, b˜)
to the exact map using second order perturbation theory in powers of λ. This ap-
proximation plays a major role in determining the log
1
8 corrections in the end-to-end
distance of the interacting walk.
Notation:
B = 1− L−4, Bp =
∫
Γp(y) dy. (5.1)
Bp is a function of β through Γ. In particular,
B1 = 0, B2 = B(1 + β)
−2, Γ(0) = B(1 + β)−1. (5.2)
We will show that the second order approximation to (β, λ)→ (β ′, λ′) is
β˜ = L2(β + 2Γ(0)λ+O(Γ3)λ2)
λ˜ = λ− 8B2λ2, (5.3)
where O(Γp) is an analytic function3 of β and λ that is bounded in absolute value by
c|1 + β|−p, for |λ| bounded.
Likewise, the parameters b have the approximate recursion
b˜0,j+1 = b0,j + Γj(xj)b1,j +O(Γ
3
j)λjb1,j +O(Γ
2
j)b2,j
b˜1,j+1 = L
−2
[
b1,j +O(Γ
2
j)λjb1,j +O(Γj)b2,j
]
b˜2,j+1 = L
−4
[
b2,j +O(Γ
2
j)λjb2,j
]
, (5.4)
where the j subscript on Γ means that β = βj. All the terms involving Γ vanish for
j < N(x)− 1. See Section 4.
Proposition 5.1. Let rmain = Tβ(e
−v)G1 − e−v˜−ν˜τ with ν˜ = β˜ − L2β. Then rmain =
O(λ3) +O(λ2γ) as a formal series in powers of λ.
To prove Proposition 5.1 we introduce the following Laplacian
∆Γ =
∑
x,y
Γ(x− y)
(
∂
∂φx
∂
∂φ¯y
+
∂
∂ψx
∂
∂ψ¯y
)
. (5.5)
The partial derivatives ∂/∂ψx are formal anti-derivatives (equivalently, interior products
with vector fields dual to the forms ψx). Let F be a smooth bounded form, then
µtΓ ∗ F = F + t∆ΓF +O(t2) as t→ 0. (5.6)
3They are integrals of p or more covariances, Γ(β) and polynomial in λ. They can be computed
explicitly using Feynman diagrams as in Appendix C.
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Given forms X, Y we define a new form X
↔
∆Γ Y by
∆ΓXY = (∆ΓX)Y +X∆ΓY +X
↔
∆Γ Y.
Therefore, denoting partial derivatives with respect to φx and φ¯x by subscripts,
X
↔
∆Γ Y =
∑
x,y
Γ(x− y)
(
XφxYφ¯y +Xφ¯xYφy + (−1)sgn(X)XψxYψ¯y − (−1)sgn(X)Xψ¯xYψy
)
.
Thus we can define X
↔
∆Γ
↔
∆Γ Y by applying the second
↔
∆Γ to each term on the right-
hand side of this equation.
A polynomial form is a form whose coefficients are polynomials in φ and φ¯. The
essential property of such forms is that they are annihilated by ∆jΓ for j >> 1.
Let V be any polynomial form and set
Vt = e
t∆ΓV, L = ∂
∂t
−∆Γ.
Then Vt has the important property LVt = 0.
Lemma 5.2. For any polynomial form V ,
Qt =
1
2
∑
j≥1
1
j!
Vt
↔
∆
j
tΓ Vt
satisfies
L[−Vt +Qt] = 1
2
Vt
↔
∆Γ Vt.
Proof. Since V is a polynomial form, the sum over j terminates after finitely many
terms, so Q is defined. Furthermore LVt = 0. Therefore,
L
(
Vt
↔
∆tΓ Vt
)
= Vt
↔
∆Γ Vt − Vt
↔
∆Γ
↔
∆tΓ Vt
L
(
1
2!
Vt
↔
∆
2
tΓ Vt
)
= Vt
↔
∆Γ
↔
∆tΓ Vt − 1
2!
Vt
↔
∆Γ
↔
∆
2
tΓ Vt,
together with similar equations for the remaining terms in Qt. Add these equations.
Lemma 5.3. Let Vˆt = [Vt − Qt]t=1. Then µΓ ∗ e−V − e−Vˆt = O(V 3) where O(V 3)
means that the formal power series in powers of α obtained by replacing V by αV in
the left-hand side is O(α3).
We call Vˆ1 the second order perturbative effective interaction.
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Proof. We use the Duhamel formula: Let Wt be any smooth family of forms with
W0 = exp(−V ). Then, using (5.6),
µΓ ∗ e−V −W1 =
∫ 1
0
dt
d
dt
µ(1−t)Γ ∗Wt
=
∫ 1
0
dt µ(1−t)Γ ∗ LWt.
Choose Wt = exp(−Vˆt). By Lemma 5.2 LWt = O(λ3) because
LeVˆt = eVˆt
(
1
2
Vt
↔
∆Γ Vt − 1
2
Vˆt
↔
∆Γ Vˆt
)
= eVˆt
(
Qt
↔
∆Γ Vt − 1
2
Qt
↔
∆Γ Qt
)
= O(V 3). (5.7)
Proof of Proposition 5.1. By Lemma 5.3 applied to V :=
∫
x+G1
vy dy, with vy as
defined in (4.2)
e−L
2βτxTβe
−V = e−L
2βτxSe−Vˆ1 = e−L2βτxe−SVˆ1.
SVˆ1 is a priori a polynomial of degree six, but in fact the degree six part vanishes
because it contains, from
↔
∆, a factor B1 = 0. Therefore, SVˆ1 is a polynomial form of
degree four. It contains a part ν˜τx which is absorbed into β˜, so that β˜ = L
2β + ν˜ and
the remaining part SVˆ1 − ν˜τx =: v˜x is in the form (4.2) with coefficients (λ˜, b˜).
Details for deriving the formulas (5.3, 5.4) for (λ˜, b˜) are in Appendix C. The main
points are as follows: Suppose coefficients b, λ are assigned minus the degree of the
monomial they preface. Thus b0 has degree zero, b1, ν have degree −2 and b2, λ have
degree −4. Let Γ have degree 2. Then, for example, a term such as b2λO(Γ2) can
appear in the right-hand side of the b2 recursion because it has degree −2 which equals
the degree of b2. There are certain terms that do not appear because they contain
a factor Γ in the form B1 =
∑
Γ(y) = 0. In fact, for this reason the b recursion is
triangular.
The Large Field Problem: We are confining ourselves at present to formal power
series statements because Wt = exp(−Vˆt) is not integrable: unlike SVˆ , the sixth degree
part of Vˆ does not vanish and Wt consequently fails to be integrable. When we prove
estimates on remainders in Proposition 7.8, we will use another choice of Wt which is
the same up to order O(V 3).
6 The Green’s function
In this section we will prove the main result in this paper, Theorem 1.1.
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Recall that in paper I we introduced the enlarged domains
Dβ = {β 6= 0 : | argβ| < bβ + 1
4
bλ + ǫ};
Dβ(ρ) = Dβ + B(ρ) with B(ρ) = {β : |β| < ρ};
Dλ = {λ : 0 < |λ| < δ and | argλ| < bλ + ǫ}.
We will need
Proposition 6.1. Let (β0, λ0) be in the domain Dβ
(
1
2
)×Dλ with δ¯ sufficiently small.
The sequence (βj , λj)j=0,1,... ,M is such that
λj+1 = λj −
8Bλ2j
(1 + βj)2
+ ǫλ,j ,
βj+1 = L
2
[
βj +
2B
1 + βj
λj
]
+ ǫβ,j , (6.1)
where the ǫλ,j, ǫβ,j defined by these equations are analytic functions of (β0, λ0) satisfying
|ǫλ,j| ≤ cL|λj|3|1 + βj |−1,
|ǫβ,j| ≤ cL|λj|2|1 + βj |−2. (6.2)
Here B = 1 − L−4 and M is the first integer such that (βM , λM) is not in the domain
Dβ
(
1
2
)×Dλ. If no such integer exists, then M =∞.
The formulas (6.1) were already obtained in (5.3). The new content is the estimate
on the errors.
Recall also that there are observable parameters bj := (b0,j , b1,j , b2,j). Let ǫ∗,j =
b∗,j+1 − b˜∗,j+1 where ∗ = 0, 1, 2, be the errors between the exact recursions for these
parameters and the second order perturbative recursions, defined in (5.4). Since we
defined the observable to be a derivative at γ = 0, we may suppose, without loss of
generality, that ǫ∗,j are linear in bj . Higher order terms will drop out when γ is set to
zero. O(Γpj) denotes an analytic function of β0 and λ0 which is defined on Dβ
(
1
2
)×Dλ
and bounded in absolute value by cL|1 + βj |−p.
Proposition 6.2. For M ≥ j ≥ N(x)− 1 and q = 0, 1, 2,
|ǫq,j| ≤ O(Γ3−qj )|λj|2|bj |,
where |bj | := |b1,j|+ |b2,j |.
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These two theorems will be proved in the next section. In the next proof cL denotes
constants chosen after L is fixed, whereas c denotes constants chosen before L is fixed.
The values of these constants are not relevant to the proof so these symbols can change
values from one appearance to the next.
Proof of Theorem 1.1. During this proof we will write λ¯ := λN(x), Γ¯ := ΓN(x) and
k := j −N(x) + 1. We fix ξ ∈ (1, 2). The constant δ¯ that controls the size of |λ| in the
domain Dλ will be the minimum of a finite number of choices that achieve bounds in
generic inductive steps. The choices depend on L and ξ. Thus, throughout the proof
we will be using the following principles:
1. ∃c : |λj| ≤ c|λ¯| for j ≥ N(x) by Proposition I.1.5.
2. |cLλj| < c for any c because the domain for λ0 is chosen after L is fixed.
3. 1 + cL|λj| < ξ because the domain for λ0 is chosen after ξ is fixed.
4. O(Γj) ≤ cL because βj ∈ D¯β(12).
5. For j ≥ N(x), O(Γj) ≤ cO(Γ¯) because it holds when |βN(x)| ≤ 1 since βj ∈
Dβ(1/2) and it also holds when |βN(x)| > 1 because then the β recursion causes
βj to grow exponentially.
Recall from Section 4 that for j ≤ N(x)−1, b0,j and b2,j vanish, while b1,j = L−2j . These
values will start inductive arguments at j = N(x)− 1. The term recursion denotes the
perturbative recursion (5.4) combined with the bound on the error, Proposition 6.2.
Claim 1: For j ≥ N(x), |b1,j| ≤ ξkL−2j , |b2,j| ≤ O(Γ¯)|λ¯|2ξkL−2j .
Proof. By induction using the recursion.
Claim 2: For j ≥ N(x), |L2jb1,j − 1| ≤ ξkO(Γ¯2)|λ¯|.
Proof. Let rk := |L2jb1,j − 1|. Then r0 = 0. By the recursion and claim 1, rk+1 ≤
rk +O(Γ¯)|λ¯|ξk. This implies the claim.
Claim 3: For j = N(x)−1 let aj = 0 and for j ≥ N(x) let aj+1 = aj+L−2jΓ(βj , L−2jx).
Then
|b0,j − aj | ≤ L−2N(x)O(Γ¯3)|λ¯|.
Proof. Let rj = |b0,j − aj |. Then rj = 0 for j = N(x) − 1. By the recursion and the
previous claims,
rj+1 ≤ rj + L−2jξkO(Γ¯3)|λ¯|.
This proves the claim.
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Recall the definition of βˆj = βj−βcj in Proposition I.1.3. Let uj := L2[k−1]βˆN(x). By
Proposition I.1.5, uj ∈ Dβ.
Claim 4: For j ≥ N(x)− 1,∣∣∣∣ 11 + βj −
1
1 + uj
∣∣∣∣ =
∣∣∣∣ uj − βj(1 + βj)(1 + uj)
∣∣∣∣ ≤ |λ¯|ξkO(Γ¯2).
Proof. By Proposition I.1.3, (1 + βj)
−1 is indistinguishable from (1 + βˆj)
−1 up to an
error that can be absorbed in the right-hand side of our claim. By Lemma I.4.2, part
(4),
βˆj = uj
j−1∏
l=N(x)
(1 +O(λlO(Γl))) ,
so
|βˆj − uj| ≤
∣∣∣ek|λ¯|O(Γ¯) − 1∣∣∣ |uj| ≤ |λ¯|O(Γ¯)ξk|uj|.
The claim follows because u/(1 + u) is bounded for u ∈ Dβ .
Claim 5: |aN −G0(βeff ,N(x), x)| ≤ L−2N(x)|λ¯|O(Γ¯2).
Proof. By the definition of uj and βeff ,l = L
−2lβˆl,
G0(βeff ,N(x), x) =
∑
L−2lΓ(ul, L
−lx).
aN is the same expression but with ul replaced by βl. Thus the claim is a consequence
of claim 4.
In our first paper we proved that the sequences (βj , λj) in Theorem 1.1 never exit
the domain Dβ(1/2) × Dλ, so M = ∞. Recall from (4.3) that the Green’s function
equals b0,N . By claims 3 and 5,
|b0,N −G0(βeff,N(x), x)| ≤ L−2N(x)|λ¯|O(Γ¯2).
By Proposition I.1.4, part (3), the right-hand side is less than |G0(βeff ,N(x), x)|.
7 Estimates on a Renormalization Group Step
In this section we will prove Propositions 6.1 and 6.2.
Let X be a subset of Λ. A form FX is said to be localized in X if it is a form on
CX . Thus FX =
∑
α FX,α(φ)ψ
α where FX,α is a smooth function on C
X and ψα =∏
x∈X ψ
αx
x ψ¯
α¯x
x . In particular, g
X defined by gX =
∏
x∈X gx is localized in X , when the
forms gx are localized at single sites {x}.
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Definition 7.1. Given h ≥ 0, w > 0, w−X =∏x∈X w−1(φx), let
‖FX‖w,h =
∑
α,β
hα+β
α!β!
sup
φ
|∂βφFX,α|w−X ,
|FX |h =
∑
α,β
hα+β
α!β!
|∂βφFX,α(0)|.
These norms measure large- and small-field behaviors, respectively.
Complex Covariances and Weights: The weight w is a positive function used to
track decay or growth of the interaction at φ = ∞. In this paper we use w(A, κ) :=
A exp(−κ|φ|2) with A ≥ 1 and, for tracking decay, κ is positive. We want to see how
decay is affected by convolution with Gaussian functions and forms. Let
ρα(φ) := det(παC)
−1e−
∑
α−1φxC
−1
xy φ¯y , (7.1)
where α = exp(iθ) has unit modulus and positive real part and Cxy is a positive-definite
matrix with indices with x, y ∈ X . By Gaussian integration, |ρα| ∗w(A, κ)X is bounded
by w(A′, κ′)X , where A′ = 2A/ cos θ and κ′ = κ/2, if κ‖C‖operator is small enough. Thus
there is a new weight wαC such that w
X
αC ≥ |ρC | ∗ wX. Then, for any smooth function
fX ,
|ρα ∗ fX | ≤ |ρα| ∗ wX‖w−XfX‖∞.
By applying this estimate also to derivatives of fX ,
‖ρα ∗ fX‖wαC ,h ≤ ‖fX‖w,h. (7.2)
We use the notation ∂αψ =
∏
x ∂
αx
ψx
∂¯α¯xψx where ∂ψx is a formal anti-derivative with
respect to ψx.
Lemma 7.2. Properties of the norms:
(i) ‖gX‖w,h ≤ ‖g‖Xw,h, where ‖g‖Xw,h =
∏
x∈X ‖gx‖w,h
(ii) ‖fxgx‖w,h = ‖fx‖wf ,h ‖gx‖wg,h when wfwg = w
(iii) ‖SFX‖w¯,Sh ≤ ‖FX‖w,h where w¯ ≥ Sw|G1| and Sh := Lh
(iv) For 0 ≤ h < h′, ‖∂αψ∂βφFX‖w,h ≤ (α + β)!(h′ − h)−α−β‖FX‖w,h′
(v) ‖µC ∗ FX‖wαC ,h ≤ exp
[∑
x,y∈X |Cxy|h−2
]
‖FX‖w,h
(i) - (iv) are valid when ‖ · ‖∗,h is replaced by | · |h.
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Proof. Properties (i) – (iv) need only be proved for the w, h norm because the | · |h
norm is the limit as κ→ −∞ of the ‖ · ‖w,h norm, when w = w(1, κ).
Parts (i) and (ii) are proved on page 103 and Appendix A of [BEI92]. (iii) is easy.
(iv) is proved on page 104 of [BEI92]. (v) is also proved starting on page 104, noting
that (7.2) is (6.4) in [BEI92].
The results of this section are organized by increasing number of hypotheses. Each
proposition assumes the hypotheses that have been given earlier. The important point
is that each hypothesis is satisfied when: (a) L ≥ 2 is sufficiently large; (b) |λ| is
sufficiently small depending on L; and (c) h = |λ|−1/4.
The constants c, cL, cq, . . . that appear in hypotheses and conclusions are numbers
in (0,∞). c∗ denotes a number in (0,∞) whose value is permitted to depend on ∗,
whereas c is a number determined independently of all parameters L, λ, β and others
that appear in the theorems. These symbols are permitted to change value from one
appearance to the next. Constants that always have the same value in all appearances
will be denoted by a letter other than c.
Hypothesis (µ): µ = µeiθC where Cxy is a positive semi-definite matrix such that
Cxy = 0 if |x− y| > L, cos θ ≥ c1 and |Cx,y| ≤ c2.
The constants c1, c2 in this hypothesis can be chosen arbitrarily. Once they are
fixed; estimates below are uniform in the choice of µ. Constants appearing without
qualification in hypotheses can be chosen arbitrarily.
In the following lemma, ∆ = ∆Γ is the Laplacian defined in (5.5) with Γ replaced
by exp(iθ)C and ‖C‖ is the maximum of |Cxy|. Eq(∆) is the power series
∑
n≤q∆
n/n!
for exp(∆) truncated at order q. X is a subset of a G1 coset.
Hypothesis (h): 0 ≤ h ≤ h. The parameter for the small-field norm | · |h specifies
how large a “small field” can be. In most cases this is determined by the covariance C
(so h ≈ ‖C‖1/2) but occasionally it is useful to let it be determined by the interaction
(so h = h ≈ λ−1/4).
Lemma 7.3. (Sµ ≈ S): Let w¯ ≥ SwXtC for t ∈ [0, 1].
(i) ‖Sµ ∗ gX − SEq−1(∆)gX‖w¯,Sh ≤ cq,Lh−2q‖C‖q‖g‖Xw,2h
(ii) |Sµ ∗ gX − SEq−1(∆)gX |h ≤ cq,Lh−2qw¯(0)‖C‖q‖g‖Xw,h, q = 1, 2, . . . .
Proof. Let µt be µ with e
iθC replaced by teiθC. Then
Sµ ∗ gX − SEq−1(∆)gX = Rq, with Rq =
∫ t
0
(1− t)q−1
(q − 1)! Sµt ∗∆
qgX dt.
By parts (iii) - (v) of Lemma 7.2,
‖Rq‖w¯,Sh ≤ cq,Lh−2q‖C‖q‖g‖Xw,2h.
In part (ii), |Rq|h is bounded by w¯(0)‖Rq‖w¯,Sh/2.
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Hypothesis (λ): λ lies in a sector |λ| ≤ c1Reλ in the right half of the complex plane
and |λ| ≤ c, where c is small.
The qualification “where c is small” means that each of the following results of this
section may require a hypothesis |λ| ≤ c, with c determined in the proof.
Hypothesis (h ≈ λ−1/4): |λ|h4 ∈ [c−1, c]. The default choice is h = |λ|−1/4 but this
assumption allows us to assume the same estimates for e.g., 2h.
Hypothesis (vˆ, w): |ν| ≤ c1h−2, vˆ = λτ 2 + ντ + γO and w(φ) = e−a|φ/h|2 with
4c1 ≤ a ≤ c2. The default choice is a = 1 and ν ≤ 12h−2. The observable O is a
polynomial as in (4.2) such that |γb1|h4 + |γb2|h4 ≤ c, where c is small. 4
The hypothesis on the observable ensures that it is small relative to λτ 2. In principle
γ is infinitesimal because we only use the derivative with respect to γ at zero, but it
seems to be simpler to allow a finite variation of γ. The (vˆ, w) hypothesis implies that
|vˆ|h ≤ c.
Referring to the paragraph Complex Covariances and Weights, we find that the
weight w in the (vˆ, w) hypothesis is w(A, κ) with A = 1 and κ = ah−2. Thus κ ≈ |λ|1/2
is small, as required, and we can choose w¯ = Sw(A′, κ′)X in Lemma 7.3. Next, we can
reduce to A′ = 1 in w(A′, κ′) by putting a constant cL = A
′X in front of the norm.
Finally, the rescaling S maps w(1, κ′)X into w(1, L2κ′), which brings the decay rate κ
back to better than the original value. In particular we can choose w¯ = w2 for L > 2.
To summarize: for λ small, the rescaling more than restores the loss of decay caused
by convolution so that the whole RG map will actually strengthen this parameter in
the norm.
Lemma 7.4. (Integrability of e−vˆ): If M is a polynomial form with degree m, then
‖Me−vˆ‖w,h ≤ cm(h/h)m|M |h, |fevˆ|h ≤ c|f |h.
Proof of second estimate . |fevˆ|h ≤ |f |he|vˆ|h and |vˆ|h ≤ c|vˆ|h ≤ c by hypotheses.
The first estimate is reduced to the case h = 1, λ = c by scaling φ = hφ′. See the
proof of (7.4) in [BEI92]. Similarly we can bound the exp(−ντ) in exp(−vˆ) for ν either
positive or negative, but we must then have a weight that allows growth at infinity as
in
Lemma 7.5. (Integrability of eντ): ‖e−ντ‖w−1,h ≤ c and | exp(−ντ)|h ≤ c.
Lemma 7.6. (Interaction scales down): If r is normalized, then ‖r exp(−vˆ)‖w,h ≤
cL−6‖r‖w,Sh/2 and |r|h′ ≤ c[h′/(h− h′)]6|r|h for h′ < h. More generally, if (c.f. Defini-
tion 4.1), rt = O(t
p), then L−6 is replaced by L−p.
4 When |x| = L, the observable is γφ0φ¯x. But as far as estimates are concerned, the behavior is
the same as that of γ
2
(φ0φ¯0 + φxφ¯x).
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Proof. By Taylor’s theorem in t applied to rt = r(tφ) it suffices to estimate the w, h
norm of ∫ 1
0
(1− t)5
5!
d6
dt6
rte
−vˆ dt,
which is bounded by c times terms of the form supt ‖r(6)t Me−vˆ‖w,h where r(6) denotes
a sixth φ, ψ derivative of r and M is a monomial in φ, dφ of degree 6. This is less than
sup
t
‖r(6)t ‖wt,h ‖Me−vˆ‖w/wt,h = sup
t
‖r(6)‖w,th ‖Me−vˆ‖w/wt,h
≤ ‖r(6)‖w,h ‖Me−vˆ‖w,h,
where wt = w(tφ), because the norm is decreasing in w and w/wt ≥ w. r(6) is bounded
by c(Sh)−6 times the w,Sh/2 norm by Lemma 7.2 (iv) andMe−vˆ is bounded by h6 using
Lemma 7.4. The second inequality is proved by the same steps with the h norms.
Lemma 7.7. (Extraction): The solution (ν ′, v′, r′) to
e−vˆ + rˆ = e−ν
′τ (e−v
′
+ r′), (v′, r′) normalized (7.3)
satisfies
(i) |vˆ − ν ′τ − v′|h ≤ c|rˆ|h
(ii) |ν ′ − ν|h2 + |λ′ − λ|h4 ≤ c|rˆ|h where γ = 0 in rˆ
(iii) ‖r′‖w,h ≤ c‖rˆ‖w2,h
(iv) |r′|h ≤ c|rˆ|h
provided that for each estimate the right-hand side is less than a constant c which is
small.
Proof of (i). Define | · |(p)h by truncating the sum in the definition of | · |h so that
only derivatives of order p or less are included. This seminorm satisfies |F1F2|(p)h ≤
|F1|(p)h |F2|(p)h . Rewrite the (ν ′, v′, r′) equation,
vˆ − ν ′τ − v′ = ln
(
1 + evˆ rˆ − evˆ−ν′τr′
)
. (7.4)
Expand the ln, take the | · |(p)h with p = 4:
|vˆ − ν ′τ − v′|(p)h ≤
∑
j
xj
j
, x = |evˆ rˆ|(p)h + |evˆ−ν
′τ |(p)h |r′|(p)h .
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It suffices to prove the estimate for p = 4 because |vˆ − ν ′τ − v′|(4)h = |vˆ − ν ′τ − v′|h
whereas |rˆ|(p)h ≤ |rˆ|h. x = |evˆrˆ|(p)h because the first five derivatives of r′ are zero by
normalization. Also, |evˆ rˆ|(p)h ≤ c|rˆ|h as in the proof of Lemma 7.4. By hypothesis, the
sum is dominated by the first term so that
|vˆ − ν ′τ − v′|(p)h ≤ c|rˆ|h.
Proof of (ii). Bound the left-hand side by c|vˆ − ν ′τ − v′|h and use part (i).
Proof of (iii). Let
r′(α) = eν
′τ (e−vˆ + αrˆ)− e−v′(α) (7.5)
be the solution when rˆ is replaced by αrˆ. For α in the disk ‖αrˆ‖w2,h ≤ c1, with c1 small,
we show that ‖r′(α)‖w,h is bounded by c. First, exp(ν ′τ − vˆ) and exp(−v′) satisfy a
(vˆ, w) hypothesis by (a) parts (ii) and (i) with h = h, and (b) |rˆ|h ≤ ‖rˆ‖w2,h. Second,
‖ exp(ν ′τ)(αrˆ)‖w,h ≤ ‖ exp(ν ′τ)‖w−1,h‖αrˆ‖w2,h ≤ c,
using Lemma 7.5. Since r′(α) vanishes at α = 0 we have, by analyticity in α,
‖r′‖w,h ≤ c‖rˆ‖w2,h.
Proof of (iv). By taking the norm of (7.5),
|r′(α)|h ≤ e|ν′τ |h(e|vˆ|h + |αrˆ|h) + e|v′|h ≤ c.
Therefore, as in part (iii), |r′|h ≤ c|rˆ|h.
Define
rmain = constant and linear in γ part of SµC ∗ (e−v)G1 − e−vˆ, (7.6)
with vˆ = v˜ + ν˜τ as in Proposition 5.1. The right-hand side is expanded in a series in
powers of γ and truncated at order γ. For computing the observable, we only need the
derivative in γ at zero so there is no loss in such truncation.
Lemma 7.8. (Remainder after perturbation theory is small in norm): Suppose that∑
y Cxy = 0 and |h| ≤ cL‖C‖
1
2 . Then
‖rmain‖w,h ≤ cL‖C‖2|λ|, |rmain|h ≤ cL‖C‖3|λ|3.
The main obstacle to proving this lemma is the “large field problem” described at
the end of Section 5. Using the notation of Lemma 5.3, let Vˆt = −Vt + Qt with Q
linearized in γ and let Eq(A) =
∑q
j=0A
q/q! denote the exponential truncated at order
q. We solve the large field problem by splitting Vˆt = J¯t+J t and using the approximation
exp(J t)Eq(J¯t) in place of exp(Vˆt). J¯t will contain the polynomial of degree six which
would ruin integrability if fully exponentiated.
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Qt is a sum of terms of the form PxC
j
x,yPy+O(γ), where Px is a polynomial in φx, ψx
and conjugates. Let Qt be the same sum with Py replaced by Px. The degree 6 term
that seems to be in Qt is actually zero because
∑
y Cxy = 0. We choose J t = −Vt+Qt.
Then J¯t = Qt −Qt has the property that SJ¯t = 0 and
vˆ = SVˆt=1 = −SJ t=1. (7.7)
Since λ is small we can assume the same (vˆ, w) hypothesis for v and vˆ.
Note that J t contains the τ
2 terms. We keep them in a standard exponent because
exp(−λτ 2) is useful for suppressing large values of φ, unlike Eq(−λτ 2).
Proof of Lemma 7.8. Equation (7.7) implies that at t = 1, S exp(J t)Eq(J¯t) = e−vˆ.
Recall from Section 5 the Duhamel formula
rmain = S
∫ 1
0
dt µ(1−t) ∗ LeJtEq(J¯t). (7.8)
By a calculation based on the differentiation rule DEq(J¯) = Eq−1(J¯)DJ¯ ,
LeJEq(J¯) = eJEq−1(J¯)
[
LVˆ − 1
2
Vˆ
↔
∆ Vˆ
]
+
1
q!
eJ J¯q
[
LJ − 1
2
J
↔
∆ J
]
+
1
2(q − 1)!e
J J¯q−1J¯
↔
∆ J¯ . (7.9)
We have omitted t subscripts. We choose q = 2. As in (5.7),
LeJE2(J¯) = eJE1(J¯)
[
Q
↔
∆ V − 1
2
Q
↔
∆ Q
]
+
1
2
eJ J¯2
[
LJ − 1
2
J
↔
∆ J
]
+
1
2
eJ J¯ J¯
↔
∆ J¯ . (7.10)
Consider the term exp(J)E1(J¯)Qt
↔
∆ Vt in (7.10). Since E1(J¯) = 1 + J¯ it splits into
two terms, one of which is F := exp(J)Qt
↔
∆ Vt. F is a sum of products of terms of
the form (Me−v)G1 as in Lemma 7.4 because there are three sites in G1 where there are
monomials corresponding to the three factors vx, vy, vz in F . If we consider the λτ
2
parts of v then we find that the total degree of the monomials is 3×4−4 = 8. The −4
is because F contains two
↔
∆, one explicit and one in Qt. Associated with these two
↔
∆
are Cx,y and Cy,z. There is also λ
3. Therefore, by Lemmas 7.2 - 7.4, ‖(Me−v)G1‖w,h is
bounded by cLh
8|λ|3‖C‖2 = cL|λ|‖C‖2. The cL includes factors L4 = |G1| from sums
over x, y, z.
The other term in exp(J)E1(J¯)Qt
↔
∆ Vt is J¯F . This is smaller by an additional
factor cLh
6|λ|2‖C‖2 by the same methods. In fact, all of the terms in (7.8,7.10) can
be estimated by this procedure by cL|λ|‖C‖2. The O(γ) terms may be absorbed into
these bounds because, according to the (vˆ, w) hypothesis, |γb| ≤ c|λ|.
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The | · |h norm is estimated in the same way but taking into account the hypothesis
on h, (i) |λ|3hp ≤ cL,p|λ|3 and (ii) if M is a monomial of order 2p then |M |h ≤ ch2p ≤
cL,p‖C‖p. There are at least two factors of C in every term and for terms with only
two at least one more is contributed by (ii).
Hypothesis (λ, r small depending on L): |λ|, ‖r‖w,h and (h/h)4|r|h ≤ cL where cL is
determined in the proof of the next theorem.
Proposition 7.9. Let v be given by (4.2), h, h′ = |λ|−1/4, |λ′|−1/4 and cL
√‖C‖ ≥ h ≥
h′ ≥ L√‖C‖. Then the map from (v, r) to (v′, r′, ν ′) defined by
Sµ ∗ (e−v + r)G1 = e−ν′τ (e−v′ + r′),
with v′, r′ normalized, satisfies
(i) ‖r′‖w,h′ ≤ cL|λ|‖C‖2 + cL−2‖r‖w,h
(ii) |r′|h′ ≤ cL|λ|3‖C‖3 + cL−2(h′/h)6|r|h+ cL‖C‖5h−10‖r‖w,h
(iii) |β ′ − β˜|h2 + |λ′ − λ˜|h4 ≤ cL|λ|3‖C‖3 + cL−2(h′/h)6|r|h
+ cLh
−10‖C‖5‖r‖w,h.
Proof of (i) and (ii). By solving Tβ(exp(−v) + r)G1 = exp(−vˆ) + rˆ for rˆ,
rˆ = rmain + SEq−1(∆)
∑
x∈G1
(e−v)G1\{x}rx
+SEq−1(∆)
∑
X⊂G1,|X|>1
(e−v)G1\XrX
+(Tβ − SEq−1(∆))
∑
X⊂G1
(e−v)G1\XrX . (7.11)
First term in (7.11): By Lemma 7.8 ‖rmain‖w2,h ≤ cL‖C‖2|λ|.
Second term in (7.11): We choose q = 1. Let X = G1 \ {x}. S(exp(−v))X equals
exp(−vnew) where vnew still satisfies the (vˆ, w) hypothesis5. By Lemma 7.6, Lemma 7.2
part (iii) and w2 ≥ SwG1 ,
‖
∑
x∈G1
S(e−v)XSrx‖w2,2h ≤ cL4L−6‖Sr‖w2,Sh ≤ cL−2‖r‖w,h. (7.12)
Third term in (7.11): By Lemmas 7.2 and 7.4, ‖third term‖w2,2h ≤ cL‖r‖2w,h.
Fourth term in (7.11): By Lemma 7.3, with w¯ = w2 as explained below the (vˆ, w)
hypothesis, followed by Lemmas 7.2 and 7.4, ‖fourth term‖w2,2h ≤ h−2‖r‖w,h because
5because it equals λnewτ
2 + observable with λnew = λ(1 − L−4).
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there are less than cL terms in the sum over X and each has one or more factors of r
and q = 1.
Therefore
‖rˆ‖w2,2h ≤ cL|λ|‖C‖2 + cL−2‖r‖w,h, (7.13)
where we used the hypotheses (r and h−2 =
√|λ| small depending on L) to put the
estimates for the third and fourth terms inside cL−2‖r‖w,h.
To estimate the h′ norm, we use (7.11) with q = 5. Consider the second term in
(7.11). Let
F =
∑
x∈G1
(e−v)G1\{x}rx.
Note that Ft = O(t
6) is normalized, using the subscript t notation of Definition 4.1.
However, (∆nF )t = O(t
6−2n). By Lemma 7.6, with h replaced by Lh/2, and Lemma 7.2
part (iii)
|S∆nF |h′ ≤ c [h′/(Lh)]6−2n |∆nF |h/2,
for n = 0, 1, 2. When n = 3, 4, 5 we still have this bound (by Lemma 7.2 (iii)) because
h′/(Lh) ≤ 1. By Lemma 7.4, | exp(−v)|h ≤ 1 + L−4 for |λ| < cL. Therefore, by
Lemma 7.2,
|S∆nF |h′ ≤ cL4 [h′/(Lh)]6−2n
[‖C‖h−2]n |r|h,
and then, by h′ ≥ L√‖C‖,
|second term in (7.11)|h′ ≤ cL−2[h′/h]6|r|h.
The third term in (7.11) is absorbed into the same bound by using the same argument.
There are merely more factors of r which make it much smaller by the hypothesis on
|r|h. The fourth term in (7.11) is bounded by Lemma 7.3 so that
|rˆ|h′ ≤ cL|λ|3‖C‖3 + cL−2(h′/h)6|r|h+ cL‖C‖5h−10‖r‖w,h. (7.14)
The proof of (i) and (ii) is completed by applying Lemma 7.7 to (7.13, 7.14).
Proof of (iii). Immediate consequence of Lemma 7.7 and (7.13,7.14).
Proof of Proposition 6.1. Recall that the finite volume Green’s function GΛ0λ0 (β0, x)
has been expressed as an integral, (4.3). This integral is convergent for all β0 ∈ C,
provided the real part of λ0 is positive, which is the case for λ0 ∈ Dλ. In this case we
can also define (βj, λj, rj) by conglomerating the j RG steps into one giant step (for
RG), with covariance equal to the sum of all the covariances of the individual RG steps,
and applying it to the initial interaction. The big RG step is a convolution of a Gaussian
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into an interaction that decays faster than any Gaussian so it is convergent and the
result defines (βj , λj, rj). Furthermore, rj is entire in φ. The sequence (βj, λj , rj) is
defined for all j by the remark below (4.1).
In order to obtain useful estimates on the sequence, we rotate the contours of
integration of each φx (both real and imaginary parts). For any |θ| ≤ bβ + bλ/4 +
9ǫ/8 − π/2 we may rotate φx → exp(iθ/2)φx and φ¯x → exp(iθ/2)φ¯x. Likewise ψx =
(2πi)−1/2dφx and ψ¯x = (2πi)
−1/2dφ¯x pick up factors exp(iθ/2). The effect of the rotation
is to replace β, λ, A with
β(θ) = eiθβ, λ(θ) = e2iθλ, A(θ) = eiθA.
Since the covariance A−1xy = U
Λ(β, x−y) is determined by Γ through (3.4), the rotation
of A is equivalent to an anti-rotation Γ(β) → Γ(θ) = Γ(β) exp(−iθ). Recalling the
discussion of bβ , bλ below (I.1.15), the above condition on θ is sufficient to ensure that
| arg λ(θ)| < π/2− ǫ/4 for any | arg λ| < bλ + ǫ, since by assumption,
2(bβ + ǫ) +
3
2
(bλ + ǫ) <
3
2
π.
Hence the integrals remain rapidly convergent at ∞ and there is no contribution from
the contours at ∞. We obtain the functional equation
GΛλ,Γ(β, x) = G
Λ
λ(θ),Γ(θ)(β(θ), x)e
iθ. (7.15)
The sequence (βj , λj, rj) transforms to (βj(θ), λj(θ), rj(θ)), where βj(θ) = βj exp(iθ),
λj(θ) = λj exp(2iθ), and rj(θ, φ) = rj(φ exp(iθ)). It is evident that βj, λj transform
in the same manner as β, λ because shifts in the coupling were defined in Section 4 as
derivatives of functions of φ, now φ exp(iθ/2) and each derivative introduces a factor
exp(iθ/2).
Define a decomposition Dβ(12) = H+ ∪ H− of the β domain into two overlapping
fattened sectors. Here
H± = {β 6= 0 : | arg β ∓ θ| < π
2
− ǫ
8
}+ B(1
2
),
where θ = bβ + bλ/4 + 9ǫ/8− π/2.
Claim 1: Suppose that β0 is in H− and λ0 is in Dλ. Let hj = L‖Γ(βj−1)‖1/2. For
L sufficiently large, there is a constant kL such that
‖rj(θ)‖w,hj ≤ kL|λj−1|‖Γ(βj−1)‖
1
2
|rj(θ)|hj ≤ kL|λj−1|3‖Γ(βj−1)‖3, (7.16)
for all j ≥ 1 such that (βj−1, λj−1) lies in H− × Dλ. The analogous claim with H−
replaced by H+ and rj(θ) replaced by rj(−θ) is also true.
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Proof by induction. Since λj−1 ∈ Dλ, we have as above that | arg λj−1(θ)| <
π/2− ǫ/8 and so the λ hypothesis is valid for λj(θ). The covariance is
Γ(θ) = Γ(βj−1)e
−iθ =
e−iθ
1 + βj−1
Γ(0) =
e−i(θ+arg(1+βj−1))
|1 + βj−1| Γ(0),
and we verify the µ hypothesis. First we observe that Γ(0) is positive semi-definite.
Second, since bβ+ǫ < 3π/4, we have that |1+βj−1| > (
√
2−1)/2. Third, our definition
of H− guarantees that |θ + arg(1 + βj−1)| < π/2− ǫ/8.
As a result, Proposition 7.9 is applicable to the rotated parameters. By part (ii),
|rj+1(θ)|hj+1 ≤
1
2
kL|λj|3‖Γ(βj)‖3 + 1
4
(hj+1/hj)
6|rj(θ)|hj + cL‖Γ(βj)‖5h−10‖rj(θ)‖w,hj .
Wemade a j independent choice of L large to get the second term in this particular form.
The first term has the constant kL because we choose kL in the inductive hypothesis
to make it so. This bound proves the second inequality of claim 1 for j = 1 because
r0 = 0. In the right-hand side, substitute the inductive assumptions (7.16) to obtain
|rj+1(θ)|hj+1 ≤ kL
(
1
2
|λj|3‖Γ(βj)‖3 + 3
8
|λj−1|3‖Γ(βj)‖3
)
,
where cL‖Γ(βj)‖5h−10‖rj(θ)‖w,hj went into the second term by a j independent choice
of Dλ so that |λ| is small, making h large and consequently h−10j ≪ |λj|2. By the λ
recursion 3
8
|λj−1| ≤ 48 |λj|. Thus we have advanced j to j + 1 in the second estimate
estimate of claim 1. The advance of j to j + 1 in the first estimate is proved similarly.
But first observe that there exists an L-independent constant k such that
‖Γ(βj−1)‖
‖Γ(βj)‖ =
∣∣∣∣ 1 + βj1 + βj−1
∣∣∣∣ =
∣∣∣∣ 1 + βj1 + L−2βj +O(λj−1)
∣∣∣∣ ≤ k2L2
for all βj ∈ Dβ(1/2). (The relation between βj−1 and βj follows from Proposition 7.9
(iii) and the inductive assumption (7.16)). Hence, by Proposition 7.9 (i) and (7.16), we
have
‖rj+1(θ)‖w,hj+1 ≤ kL‖Γ(βj)‖
1
2
(
1
2
|λj|+ cL−2kL|λj−1|
)
,
so we may choose L > 4ck to complete the induction.
For later use we observe that if, in the above argument, we use (7.13, 7.14) in place
of Proposition 7.9 (i) and (ii), we obtain
Claim 1′: (7.16) holds when rj+1 is replaced by rˆj .
Claim 2: Let (βj, λj) with j = 0, 1, . . . ,M − 1 be an RG sequence in Dβ(1/2)×Dλ.
If βj lies in H− \H+, then βj+1 is not in H+.
The idea is that the factor L2 in the β recursion causes a large expansion in β in a
direction that takes βj further from H+. There are other terms in the β recursion, but
they are small by claim 1.
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Proof. By the hypothesis, Re βj(−θ − ǫ/8) ≤ −14 . Therefore, ReL2βj(−θ − ǫ/8) ≤
−1
4
L2, so no β within distance one of L2βj can be in H+. On the other hand, by claim
1 and part (iii) of Proposition 7.9, |βj+1(θ)−β˜j+1(θ)| ≪ 1. Therefore |βj+1−L2βj| ≪ 1.
Consequently βj+1 is not in H+.
By claim 2, either the whole sequence (βj, λj) with j = 0, 1, . . . ,M − 1 lies in H−
or it lies in H+ or in both. Therefore Proposition 6.1 follows from claim 1 applied with
either H+ or H−, Proposition 7.9 (iii), along with (5.3).
Remark: The functional equation (7.15) provides an analytic continuation of Gλ
into the larger domain |2 arg β − (3/2) argλ| < 3π/2, | arg β| < π, | argλ| < π, even
though the defining integral fails to converge for | argλ| > π/2. However, to obtain the
end-to-end distance from Gλ, we require bβ > π/2 and so bλ < π/3.
Proposition 6.2 involves derivatives with respect to the observable parameter γ at
γ = 0. Derivatives at zero will be denoted by γ subscripts as in vγ and rγ. We
will repeatedly use four principles: (1) distinguishing partial dependences on γ by
subscripts on γ; (2) the total γ derivative is the sum of the partial derivatives with
respect to partial dependences; (3) Functions of γ may be replaced by linearizations;
and (4) Cauchy estimates on derivatives. These are illustrated in detail in the proof of
Corollary 7.10 and are subsequently used without comment.
Corollary 7.10. (to Lemma 7.7)
(i) |vˆγ − v′γ|h ≤ c (|rˆ|h|vˆγ|h+ |rˆγ|h)
(ii) |r′γ|h ≤ c (|rˆγ|h+ |rˆ|h|vˆγ|h)
(iii) ‖r′γ‖w,h ≤ c (‖rˆγ‖w2,h + ‖rˆ‖w2,h|vˆγ |h)
Proof of (i) . Firstly, vˆ−ν ′τ−v′ is a function of γvˆ when vˆ is replaced by vˆ+γvˆvˆγ . It
is h norm analytic and bounded by c uniformly in the disk |γvˆvˆγ |h ≤ c. By the Cauchy
formula for the derivative at γ = 0 and Lemma 7.7 part (i), |(vˆ−ν ′τ−v′)γvˆ |h ≤ c|rˆ|h|vˆγ|h.
Secondly, vˆ−ν ′τ−v′ is a function of γrˆ when rˆ is replaced by rˆ+γrˆrˆγ. It is norm analytic
and, by Lemma 7.7 part (i), is bounded by c uniformly in the disk |γrˆrˆγ|h ≤ |rˆ|h. By
the Cauchy formula |(vˆ− ν ′τ − v′)γrˆ |h ≤ c|rˆγ|h. Since the γ derivative of vˆ− ν ′τ − v′ is
bounded by the sum of these two estimates and since ν ′ is independent of γ, part (i) is
proved.
Proof of (ii) and (iii) . Apply the same argument to r as a function of γvˆ and γrˆ.
Part (iii) uses uniform bounds by c on the disks ‖γrˆrˆγ‖w2,h ≤ c1 and |γvˆvˆγ |h ≤ c1.
Proof of Proposition 6.2. As in the proof of Theorem 6.1 all parameters are rotated
by θ in the complex plane, but here we simplify notation by writing b, β, λ, r,Γ in place
of b(θ), β(θ), λ(θ), r(θ),Γ(θ).
Claim: Define hj as before (above (7.16)). There exists cL such that
‖rj,γ‖w,hj ≤ cL‖Γ(βj−1)‖
1
2 |bj−1|
|rj,γ|hj ≤ cL|λj|2‖Γ(βj−1)‖3|bj−1|. (7.17)
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By (7.11), rˆ is a function of γrmain and γv and γr, and note that rˆγrmain = rmain ,γv . By
Lemma 7.8, there are uniform bounds on the w2, h and h norms of rmain in the disk
|γrmain||b| ≤ ch−4. By the Cauchy estimate and (7.11),
‖rmain ,γv‖w2,h ≤ cL‖C‖2|b|, |rmain ,γv |h ≤ cL‖C‖3|λ|2|b|.
We obtain the same estimates on the γv derivative of rˆ because (7.13, 7.14) are uniform
on a disk |γv||b| ≤ ch−4.
Consider the γr derivative of rˆ. The derivative of the second term in (7.11) is
SEq−1(∆)(e−v)G1\{x}rx,γr ,
where there is no sum over x and x = 0 because rx,γr = 0 unless x = 0 and then
rx,γr = rγr . The absence of the sum over x saves a factor of L
4 when the argument
leading to (7.12) is repeated so that
‖S(e−v)G1\{x}Srx,γr‖w2,2h ≤ cL−6‖rγr‖w,h,
and the same factor L4 is also saved in estimating the h norm. These terms are the
dominant contribution to the γr derivative of rˆ: recall the w
2, 2h estimate on the third
term in (7.11) in the proof of Proposition 7.9. It is uniform on the disk ‖γrrγr‖w,h ≤
‖r‖w,h, so that the γr derivative of this term is bounded by cL‖r‖w,h‖rγr‖w,h. This can
be absorbed into a small change in the constant c in cL−6‖rγr‖w,h because r is small by
(7.16). The γr derivative of the fourth term can also be absorbed because it is down in
norm by h−2q with q = 1. In summary,
‖rˆγ‖w2,2h ≤ cL‖C‖2|b|+ cL−6‖rγ‖w,h
|rˆγ|h′ ≤ cL‖C‖3|λ|2|b|+ cL−6(h′/h)6|rγ|h+ cL‖C‖qh−2q‖rγ‖w,h,
where the second equation is obtained in the same way using the h norm and q = 5.
By this estimate and parts (ii) and (iii) of Corollary 7.10,
‖rj+1,γ‖w,hj+1 ≤ cL‖Γ(βj)‖
1
2 |bj |+ cL−6‖rj,γ‖w,hj
|rj+1,γ|hj+1 ≤ cL‖Γ(βj)‖3|λj|2|bj|+ cL−6(hj+1/hj)6|rj,γ|hj + cL‖Γj‖qh−2qj ‖rj,γ‖w,hj ,
where, in the first estimate, the term ‖rˆ‖w2,h|vˆγ|h of Corollary 7.10 was absorbed by
a change of constant into cL‖Γ(β)‖1/2|b|, using Claim 1′ and |λ||vˆγ|h ≤ c|b|. Likewise,
in the second estimate, the term |rˆ|h|vˆγ |h was absorbed into cL‖C‖3|λ|2|b|. The claim
(7.17) follows by induction (c.f. the proof of (7.16)).
By Corollary 7.10 (i), Claims 1 and 1′, and the estimates above on rˆγ,
|vˆγ − v′γ|hj ≤ cL‖Γj−1‖3|λj−1|2|bj−1|.
We change the indices j − 1 to j on the right by increasing cL. By the definition of
ǫ∗,j in Section 6, |vˆγ − v′γ |hj dominates |ǫ0,j|, |ǫ1,j|h2j and |ǫ2,j |h4j . Solving the inequality
for the ǫ∗ concludes the proof of Proposition 6.2.
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A Convolution of Forms and Supersymmetry
Convolution f, g → ∫ f(u − v)g(v) dv of functions has a natural extension to forms.
Furthermore many associated facts such as the closure of Gaussian functions under
convolution also have form analogues. This is because functions and forms both pull
back under the map
u, v → u− v, CN × CN → CN . (A.1)
To make this extension we first must define the integral of a form over a linear
manifold of dimension less than the form. Thus, suppose V is a complex linear subspace
of Cm and ω is an integrable form on Cm. Given any complementary subspace V ⊥ we
define a form
∫
V
ω on V ⊥ by requiring that∫
V ⊥
ω⊥
∫
V
ω =
∫
Cm
ω⊥ω
holds for all ω⊥ on V ⊥, where, on the right-hand side, ω⊥ is the form on Cm obtained by
pulling back the projection from Cm ≈ V ⊥ ⊕ V to V ⊥. Taking V = CM as a subspace
of CN+M we have the following form analogue of a familiar Gaussian identity:
Proposition A.1. Let A be a matrix on CN+M = CN × CM with positive real part.
Define the quadratic form SA as in (2.1). Then∫
CM
e−SA = e−SAu ,
where Au is the N × N matrix obtained by inverting (A−1)ij with indices restricted to
1 ≤ i, j ≤ N .
The partial integration over complex linear subspaces has the following desirable
property:
Lemma A.2. If ω is a smooth, rapidly decaying form, then Q
∫
V
ω =
∫
V
Qω.
Proof. ∫
V ⊥
ω⊥
∫
V
Qω =
∫
Cm
ω⊥Qω
Since Q is a derivation and
∫
Q(ω⊥ω) = 0, the right-hand side is − ∫
Cm
(Qω⊥)ω. Since
V and V ⊥ are complex linear, this is the same as
−
∫
V ⊥
(Qω⊥)
∫
V
ω =
∫
V ⊥
ω⊥Q
∫
V
ω.
Therefore, ∫
V ⊥
ω⊥
∫
V
Qω =
∫
V ⊥
ω⊥Q
∫
V
ω.
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This proves the claim because ω⊥ is arbitrary.
Proof of Proposition A.1. Let (u, v) ∈ CN × CM . exp(−SA) is a Gaussian times a
sum of constant forms. Since Gaussian functions remain Gaussian when variables are
integrated out, ∫
CM
e−SA = e−uAuu¯ × some constant form ω.
The covariance of a normalized Gaussian is always the inverse of the matrix in the
exponent. This identifies Au because the covariance of the u variables is not changed
by integrating out v. By Lemma A.2, Q(exp(−uAuu¯)ω) = 0. Multiply both sides of
this equation by exp(uAuu¯ + duAudu¯/(2πi)) which is supersymmetric and therefore
commutes past Q. Therefore,
Q(eduAudu¯/(2pii)ω) = 0.
Since the only constant forms annihilated by Q are constants,
ω = const e−duAudu¯/(2pii).
Therefore ∫
CM
e−SA = const e−uAuu¯−duAudu¯/(2pii).
The constant is one because the integral of both sides over CN is one by Lemma 2.1.
Next comes the form analogue of the well known closure property of Gaussian
convolutions. SA(u− v) denotes the pullback of SA by the map (A.1).
Corollary A.3. ∫
e−SA(u−v)e−SB(v) = e−SC(u),
with C−1 = A−1 +B−1. The integral is over v ∈ CN .
Proof. Apply Proposition A.1 noting that the left-hand side is a Gaussian form exp(−SA˜)
with
A˜ =
[
A, −A
−A, A +B
]
whose inverse is
[
A−1 +B−1, B−1
B−1, B−1
]
.
We conclude with a characterization of supersymmetric forms on C.
Lemma A.4. (i) If ω is a smooth even supersymmetric form on C then ω = f(τ) for
some smooth function f . (ii) If ω is a smooth odd degree supersymmetric form on C
then ω = f(τ)(φ dφ¯ + φ¯ dφ) for some smooth function f .
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Proof. (i) Any even form can be written as ω = a+ b dφ dφ¯, where a, b are functions of
φ. Then
Qω = aφ dφ+ aφ¯ dφ¯− (2πi)bφ dφ¯− (2πi)b dφ φ¯.
Therefore supersymmetry implies that the partial derivatives satisfy aφ = 2πiφ¯b, aφ¯ =
2πiφb which implies there is f such that a = f(φφ¯) and b = (2πi)−1f ′(φφ¯). Therefore
ω = f(τ). (ii) Away from φ = 0 we can write ω = aφ dφ¯ + bφ¯ dφ. Qω = 0 implies a = b
and then Qa = 0, so a = a(τ).
B Dirichlet Boundary Conditions
UΛ,β(x) = GΛλ=0(β, x) is the β potential for the hierarchical Levy process ω(t) killed on
first exit. Recall that the Hierarchical lattice is invariant under the map L−1 which is the
shift x 7−→ x + G1, or equivalently, when x = (. . . , x2, x1, x0), L−1x = (. . . , x3, x3, x1).
This map induces a scaling S that acts on Green’s functions by SU(x) = L−2U(L−1x)
and on β by L2β = L2β. We also define Λ/L = {Sx|x ∈ Λ}.
The main result for this section is the scale decomposition
UΛ(β, x) = SUΛ/L(L2β, x) + Γ(β, x),
where
Γ(β, x) =
1
γ + β
(1G0 −
1
n
1G1),
and γ = 1 for the four dimensional hierarchical process. This is the only property of
the hierarchical Levy process that is used in the renormalization group analysis. The
remainder of this section is provided for a completeness but plays no further role in the
paper.
Recall from [BEI92], that conditional on jumping, the probability of jumping from
x to y is proportional to |x|−6. This jump law was chosen because it makes the process
scale in the same way as random walk on a four dimensional simple cubic lattice, namely
for N = ∞, we have Uβ=0(x) ∝ |x|−2. The jump rate r is chosen so that the constant
of proportionality is one. Equation (3.4) is an immediate consequence of
Proposition B.1.
UΛ,β(x) =
N−1∑
j=0
SjΓ(Sjβ, x) + (r + SNβ)−1SN1G0(x)
Proof. We will prove a more general result by considering a unit ball G1 with n elements
and
q(x− y) = c|x− y|−α, = 0 if y = x.
Note that ∫
Gk
q(x) dx = 1− nkL−αk.
By repeating the proof of Lemma 2.2 on page 89 of [BEI92], taking into account
the killing, we find
E
Λ (〈ω(t), ξ〉) = exp(−tψ(ξ)),
with
ψ(ξ) = r − r
∫
GN
q(x)〈x, ξ〉 dx.
Since
∫
q dx = 1
ψ(ξ) = r
∫
GN
q(x)[1− 〈x, ξ〉] dx+ r
∫
G\GN
q(x) dx.
Case: ξ ∈ HN . Recall from [BEI92] that the dual ball Hj is defined by: ξ ∈ Hj if
〈x, ξ〉 = 1 for every x ∈ Gj . Therefore, for ξ ∈ HN ,
ψ(ξ) = r
∫
G\GN
q(x) dx = rnNL−αN .
Cases: ξ ∈ Hj \ Hj+1, with j = 0, 1, . . .N − 1. By the calculation starting at the
bottom of page 89 of [BEI92],
∫
GN
q(x)[1− 〈x, ξ〉] dx = cnj+1L−α(j+1) + c
N∑
k=j+2
L−αk(nk − nk−1)
= cnj+1L−α(j+1) +
∫
GN\Gj+1
q(x) dx.
Therefore
ψ(ξ) = rcnj+1L−α(j+1) + r
∫
G\Gj+1
q(x) dx = γnjL−αj .
where γ = r(1 + c)nL−α is the same as the γ in [BEI92].
Therefore, using 1Hj − 1Hj+1 to isolate these cases:
(β + ψ(ξ))−1 =
N−1∑
j=0
(β + γnjL−αj)−1(1Hj − 1Hj+1) + (β + rnNL−αN)−11HN .
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Then we invert the Fourier transform using lemma 2.1 in [BEI92],
UΛ,β =
N−1∑
j=0
(β + γnjL−αj)−1n−j(1Gj −
1
n
1Gj+1) + (β + rn
NL−αN )−1n−N1GN .
The proposition now follows by choosing α, n so that n = Lα−2 and obtain
UΛ,β(x) =
N−1∑
j=0
n−jL2j Γ(βL2j,
x
Lj
) + n−NL2N (r + βL2N)−11G0(
x
LN
),
and then setting α = 6.
Remark Choosing α, n so that n = Lα−2 and n = Ld gives the canonical scaling factor
n−jL2j = L−(d−2) so that the infinite volume potential (N →∞) with β = 0 is
U0(x) =
∞∑
j=0
L−(d−2)j Γ(0,
x
Lj
) = ρ|x|−(d−2)
for x 6= 0 and d > 2. We choose r and thereby γ = r(1 + c)nL−α so that ρ = 1. This
requires, as in [BEI92],
γ =
1− L−2
1− L4−α , r =
1− L−2
1− L4−α
1− L2−α
1− L−α .
C Calculations for Proposition 5.1
To classify the different algebraic expressions that result from carrying out the deriva-
tives in the formula in Lemma 5.2 we introduce the Feynman diagram notation. The
diagrams
 ✒❅❘  ✠❅■ ❅❘ ✒
all represent
∑
τx. The incoming vector symbolizes the φx and the ψx and the outgoing
vector symbolizes the φ¯x and ψ¯x. The vectors are called legs. The common vertex
signifies the single sum over x and the sum over a term φxφ¯x and a term ψxψ¯x, whereas
two vertices close together as in the two diagrams
 ✒❅❘
 ✠❅■
 ✒❅❘
❅❘ ✒
represent
∑
τ 2x , in which there is a single sum over x but each τx is a sum of two
contributions φxφ¯x and ψxψ¯x. The action of the Laplacian ∆Γ on
∑
τ 2x is symbolized
by joining an outgoing leg to an incoming leg as in
 ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■ . (C.1)
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The second two diagrams each contain a closed loop. This closed loop is a factor of
∆Γτ = 0 in the algebraic expression represented by the diagram: the anticommuting
ψ derivatives in ∆Γ give a contribution that exactly cancels the contribution from the
φ derivatives. Closed loops are always a factor which is the sum of two canceling
contributions so diagrams containing closed loops will not be exhibited.
We classify all the terms that arise by applying ∆kΓ by drawing all possible diagrams
with k pairs of consistently oriented legs joined. A joined pair of legs is called a line.
Each line is associated to a factor Γ(x, y) coming from ∆Γ. Consistently, a line joining
legs at the same vertex carries the factor Γ(x− x) from ∆Γ.
Set γ = 0 so that there is no observable and consider
V =
∑
y∈x+G1
vy.
By (C.1), ∆ΓV involves two non-vanishing diagrams, but since both diagrams represent
the same algebraic expression, λΓ(0)
∑
τx, we write one diagram with the combinatoric
coefficient 2,
V1 := e
∆ΓV =  ✒❅❘
 ✠❅■
+ 2  ✒❅❘
 ✠❅■ .
The graphical representation for 1
2
V1
↔
∆Γ V1 is
4  ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■
+ 8  ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■
+ 4  ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■ .
First diagram: any of 4 legs in left-hand vertex pairs with either of 2 legs in right-hand
vertex and prefactor 1
2
. Second diagram: any of four legs pairs with one leg, prefactors
1
2
2 and a factor 2 because we can interchange the 4 leg vertex with the 2 leg vertex.
Third diagram: either of 2 legs can pair with one leg, prefactors 1
2
4.
The graphical representation for 1
2
1
2!
V1
↔
∆
2
Γ V1 is
2  ✒❅❘
❅❘ ✒
 ✒❅❘
❅❘ ✒
+ 2  ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■
+ 4  ✒❅❘
 ✠❅■  ✠
❅❘
❅❘
 ✠+ 4  ✒❅❘
 ✠❅■
 ✒❅❘
 ✠❅■ .
First diagram: there is already a factor of 4 in the first diagram in 1
2
V1
↔
∆Γ V1, there is
one way to add additional line to obtain this topology, prefactor 1
2!
. Second diagram:
same. Third diagram: there is a factor of 4 in the second diagram in 1
2
V1
↔
∆Γ V1,
there are two ways to add additional line to obtain this topology, prefactor 1
2!
. Fourth
diagram: there is a factor of 8 in the third diagram in 1
2
V1
↔
∆Γ V1, there is one way to
add additional line to obtain this topology, prefactor 1
2!
.
The graphical representation for 1
2
1
3!
V1
↔
∆
3
Γ V1 is
4 ❅❘
❅❘ .
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There is 2 in first diagram in 1
2
V1
↔
∆
2
Γ /2V1, there are 2 ways to add one more line.
There is no way to add an additional line to the second diagram in 1
2
V1
↔
∆
2
Γ /2V1. There
is 4 in third diagram in 1
2
V1
↔
∆
2
Γ /2V1, there are 2 ways to add one more line. The total
is 12, there is prefactor 1
3
in 1
3!
.
For p > 3, V1
↔
∆
p
Γ V1 = 0, therefore
S 1
2
V1
↔
∆Γ V1 = L
−2B1λ
2 τ 3x = 0 because B1 = 0
S 1
2
1
2!
V1
↔
∆
2
Γ V1 = 8B2λ
2 τ 2x + 4B2B0L
2λ2τx
S 1
2
1
3!
V1
↔
∆
3
Γ V1 = 4B3L
2λ2τx,
so that
λ˜ = λ− 8B2λ2
β˜ = L2β + 2B0L
2λ− 4L2B2B0λ2 − 4L2B3λ2.
There are three cases to consider for the observable. Case (1) there have been fewer
than N(x) − 1 iterations so that the observable is −γb1,jφ0φ¯xj with |xj| > L. Here
we know by Lemma 3.5 that bi,j = L
−2j and b1,j = b2,j = 0 and there is no need to
calculate anything. Case (2) j ≥ N(x). For this case v0 contains the additional terms
−γ(b0 + b1φ0φ¯0 + b2τ0φ0φ¯0 + b3τ0).
Therefore in SV1 we have the additional terms
−b0 − b1L−2φφ¯− b2L−4τφφ¯− Γ(0)b1 −O(Γ2)b2 − 2Γ(0)b2φφ¯,
where we have omitted 0 and j subscripts. Terms of the form bτ have been omitted
for reasons explained at the end of Section 4. In the second order part SQ1 we have
additional terms
O(Γ3)λb1 +O(Γ
4)λb2 +
(
O(Γ2)λb1 +O(Γ
3)λb2
)
L−2φφ¯+O(Γ2)λb2L
−4φφ¯τ.
There is no O(Γ)λb1 contribution to b2 because B1 = 0.
Case (3) j = N(x)− 1. This is almost the same as case (2), but with b2,j vanishing.
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