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Abstract
Based on coordinate transformation, a mixed finite element method is proposed and analyzed for
a single phase quasi-linear Stefan problem with forcing term in non-divergence form. A better rate
of convergence for the flux in L2- norm is derived using H1-Galerkin mixed method in one space
dimension.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The mathematical formulation of many problems arising in practice leads to boundary
value problem for partial differential equation with the feature that the boundary is not
prescribed in advance but depends on certain properties of the solution itself. We must
seek to determine both the free boundary and the solution of the differential equations.
Recently, the analysis of the solution of free boundary problems has been studied
by many researchers [5,6,11,12,15,19,20]. Stefan problem is one of the most important
free boundary problems. The melting or freezing of an ice-block is one of the physical
interpretations.
Consider the following unidimensional single-phase quasi-linear Stefan problem with a
forcing term in non-divergence form:
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154 M.-R. Ohm / J. Math. Anal. Appl. 281 (2003) 153–163Find a pair {(U,S): U =U(y, τ ) and S = S(τ)} such that U satisfies
Uτ − a(U)Uyy = F(y, τ ) in Ω(τ)× (0, T0], (1.1)
with initial and boundary conditions
U(y,0)= g(y), for y ∈ I,
U(0, τ )=U(S(τ), τ )= 0, for 0< τ  T0, (1.2)
and further, on the free boundary, S satisfies
Sτ =−Uy
(
S(τ), τ
)
, S(0)= 1, (1.3)
where Ω(τ)= {y: 0 < y < S(τ)} for each τ ∈ (0, T0] and I = (0,1).
A single-phase Stefan problem is the description, typically, of the melting of a body
ice, maintained at zero centigrade in contact with a region of water. The unknowns are the
temperature U as a function of space y and time τ , and the free boundary S(τ), which
consists of ice–water interface.
Nitsche [11] proposed a finite element approximation on the single-phase linear Stefan
problem and gave the error analysis of semidiscrete finite element solution in one
dimension space. Das and Pani [19,20] extended the error analysis to non-linear problem in
divergence form and derived optimal errors for semidiscrete approximation of single-phase
quasi-linear Stefan problem with F = 0 in H1- and H2-norms. Ohm et al. [16] analyzed
the error analysis of the semidiscrete approximation with different boundary conditions and
gave the optimal errors for semidiscrete approximation of single-phase quasi-linear Stefan
problem with forcing term. Moreover, Das and Pani [19] obtained the error estimates for
the fully discrete Galerkin approximation of a single-phase quasi-linear Stefan problem
with F = 0 depending on the backward Euler method. Their results are first accurate in
time. By the modified Galerkin–Crank–Nicolson method, Lee and Lee [14] improved the
rate of convergence in time direction, second order accurate in time. Ohm et al. [17,18]
analyzed the error analysis for the single-phase quasi-linear Stefan problem with forcing
term in L2-, H1-, H2- and L∞-norms for the semidiscrete approximation, and in L2- and
H1-norms for the fully discrete approximation.
But when we approximate the temperature distribution U , as well as the heat flux Uy ,
the standard way of regular finite element method is first to find an approximation Uh to U
and then differentiate Uh. The resulting approximate flux becomes (Uh)y . The numerical
differentiation brings ill-conditioning to the system and then pollutes the approximation.
Then whole process leads to an inaccurate approximation of heat flux which may relevant
term the user perhaps looking for.
In our problem, since the free boundary S depends on Uy , it is desirable to have a more
accurate evaluation of Uy in order to obtain the free boundary more accurately. There are
other occasions where we really need a more accurate approximation in flux. For example,
in the oil reservoir studies, the velocity which is related to the pressure gradient through
Darcy velocity is appeared in the concentration equation, that is less accurate velocity
will pollute the concentration heavily. Therefore, it is natural to consider U and Uy as
primary variables and then apply H1-Galerkin method to a resulting first order system. By
solving for the gradient as one term, difficulties occurring in H1-Galerkin method caused
by differentiating a computed approximation to U are minimized.
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for a unidimensional single-phase linear Stefan problem and for the first time has presented
optimal rates of convergence in various Sobolev Hilbert spaces. His method has advantages
similar to that of mixed methods. But, instead of flux, ifU is prescribed at τ = 0 the method
fails and an H1-method is introduced by Nitsche [11] and Pani et al. [19–21].
Earlier mixed finite element methods have been developed and analyzed in [1,2,7] for
elliptic equations, [3,10] for parabolic problems and [4,9] for wave equations.
In this paper,H1-Galerkin method is applied to a mixed system in U and its fluxUy . The
approximating finite element spaces Vh and Wh are allowed to be of different polynomial
degrees. And we need not the inverse property of the approximation space and a better
order of convergence for the flux in L2-norm is obtained
The organization of this paper is as follows: In Section 2, a mixed weak formulation and
semidiscrete Galerkin approximation are discussed. Auxiliary projections and the related
estimates are obtained in Section 3. Finally, optimal rates of convergence in L2-norm are
described in Section 4.
2. Mixed weak formulation, semidiscrete Galerkin approximation
For an integer m  0 and 1  p ∞, Wm,p will denote the usual Sobolev space
equipped with the usual Sobolev norm ‖ · ‖m,p . We shall use the symbol Hm for Wm,2
and ‖ · ‖m instead of ‖ · ‖m,2.
Throughout this work, K will always denote a generic constant. On occasion, we will
show that a constant depends on certain parameters, while independent of others.
We shall now state our main assumption on a(·), g,F and the solution {U,S} and call
them collectively Condition 1.
Condition 1.
(1) The pair {U,S} is the unique smooth solution to (1.1)–(1.3) with S(τ) ν > 0 for all
0  τ  T0. The condition S(τ) ν > 0 excludes the possibility of disappearance of
the phase during the time interval.
(2) The forcing function F belongs to L∞(0, T0;L2) and is bounded by K˜1.
(3) The function a(·) belongs to C1(R) and has bounded derivatives up to order 1, bounded
by K˜2. Further there exists α˜ > 0 such that a(ω) α˜ for all ω ∈R.
(4) The initial function g is sufficiently smooth and non-negative and satisfies the
compatibility conditions g(0)= g(1)= 0.
Concerning the results on the existence, uniqueness and regularity of a classical solution
to the general class of free boundary value problem (1.1)–(1.3), the reader may refer to
Fasano and Primicerio [8].
Further it is assumed that the solution of (1.1)–(1.3) satisfies the following regularity
conditions:
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U ∈W1,∞(0, T0;Wr+1,2)∩L∞(0, T0;Wr+1,∞),
S ∈W1,∞(0, T0).
Let K˜3 be a bound for the functions in above mentioned norms.
In order to reduce the Stefan problem (1.1)–(1.3) to one with fixed domain, we introduce
the new space variable
x = y
S(τ)
(2.1)
and the new time variable
t (τ )=
τ∫
0
1
S2(τ ′)
dτ ′. (2.2)
Then we get the following problem Pu:
Find {(u, s) | u(x, t)≡U(y, τ ) and s(t)= S(τ)} such that
ut − a(u)uxx =−ux(1, t)xux(x, t)+ f (x, t)s2(t) in I × (0, T ], (2.3)
ds
dt
=−ux(1, t)s(t), for 0 < t  T , s(0)= 1, (2.4)
dτ
dt
= s2(t), τ (0)= 0, (2.5)
with the boundary conditions
u(0, t)= 0, u(1, t)= 0 for 0 < t  T , (2.6)
and the initial condition
u(x,0)= g(x) for x ∈ I.
Here t = T and f (x, t) correspond to τ = T0 and F(y, τ ), respectively. Note that all the
regularity properties in Condition 1 and Regularity condition for F , a(U) and {U,S} are
inherited by f , a(u) and {u, s} with the bound K1, K2 and K3, respectively. The original
Stefan problem is now turned into a combination of the coupled system of differential
equations on a fixed domain and a ordinary differential equation (2.5).
Let us introduce the space
H 01 =
{
z ∈H1 | z(1)= z(0)= 0
}
.
For H1-Galerkin mixed finite element procedure, we first split the parabolic equation
into a first-order system.
Now introduce
v = ux. (2.7)
Then (2.3) can be written in the form of a first-order system as
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ut − a(u)vx =−v(1)xv+ s2f. (2.9)
Multiplying (2.8) by zx , with z ∈H 01 and (2.9) by wx with w ∈ H1 and integrating by
parts only first term in the left-hand side of (2.9), we obtain the mixed weak formulation:
(ux, zx)= (v, zx), for z ∈H 01 , (2.10)
(vt ,w)+
(
a(u)vx,wx
)= v(1, t)(xv,wx)− (f s2,wx), for w ∈H1. (2.11)
Here (· , ·) denotes the L2(0,1)-scalar product.
Further for t = 0
u(x,0)= g(x) for x ∈ I,
and
v(x,0)= g′(x) for x ∈ I.
Let Vh and Wh be finite dimensional subspaces of H 01 and H1, respectively, with the
following approximation properties: for j = 0,1 and k > 0, r > 0 integers, there is a
constant K0, independent of h and v,w, such that
inf
vh∈Vh
‖v − vh‖j K0hk+1−j‖v‖k+1 for v ∈Hk+1 ∩H 01
and
inf
wh∈Wh
‖w−wh‖j K0hr+1−j‖w‖r+1 for w ∈Hr+1 ∩H1.
The semidiscrete H1-Galerkin finite element approximation {uh, vh} of {u,v} is defined
as:
Find {uh, vh} : [0, T ]→ Vh ×Wh such that
(uhx,χx)= (vh,χx), for χ ∈ Vh ⊂H 01 with uh(0)=Qhg, (2.12)
(vht ,wh)+
(
a(u)vhx,whx
)= vh(1, t)(xvh,whx)− (f s2h,whx),
for wh ∈Wh ⊂H1 with vh(0)= Phg′, (2.13)
where Qh and Ph are appropriate projection operators to be defined later.
Further, the Galerkin approximations sh and τh of s and τ , respectively, are defined as
dsh
dt
=−vh(1, t)sh(t) with sh(0)= 1, (2.14)
dτh
dt
= s2h(t) with τh(0)= 0. (2.15)
3. Auxiliary projections and the related estimates
Define two bilinear forms:
A(u,w)= (ux,wx), for u,w ∈H 0, (3.1)1
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B(u, v;w,z)= (a(u)wx, zx)− v(1)(xw, zx), for u ∈W1,∞ w,z ∈H1, (3.2)
where u(1)= u(1, t).
The boundedness and Gärding type inequality for A and B can be proved by standard
arguments.
Lemma 3.1.
(1) Boundedness: for u,w, z ∈H1,∣∣A(u,w)∣∣ ‖ux‖‖wx‖,∣∣B(u, v;w,z)∣∣K4‖w‖1‖z‖1,
where K4 =K4(K2,‖v‖L∞(L∞)).
(2) Gärding type inequality:
A(u,u)= ‖ux‖2 for u ∈H 01 ,
B(u, v; z, z) α‖z‖21 − ρ‖z‖2 for u ∈W1,∞, v ∈ L∞ and z ∈H1,
where ρ = ρ(‖v‖L∞(L∞)).
For the safe of coercivity, we define a new bilinear form
Bρ(u, v;w,z)= B(u, v;w,z)+ ρ(w, z).
An application of Lax–Milgram theorem shows the existence of unique solutions u˜ and
v˜ of
A(u− u˜, χ)= 0 for χ ∈ Vh, (3.3)
Bρ(u, v; v − v˜,wh)= 0 for wh ∈Wh, (3.4)
respectively.
We define η= u− u˜ and ζ = v − v˜ and estimate η and ζ . It is quite standard to obtain
the following estimates for η and ζ .
Lemma 3.2. For j = 0,1 there exists a constant K5 =K5(K0,K3,K4) such that
‖η‖j + ‖ηt‖j K5hk+1−j
(‖u‖k+1 + ‖ut‖k+1),
‖ζ‖j + ‖ζt‖j K5hr+1−j
(‖v‖r+1 + ‖vt‖r+1),
‖η‖Wj,∞ K5hk+1‖u‖Wk+1,∞ ,
‖ζ‖Wj,∞ K5hr+1‖v‖Wr+1,∞ ,∣∣ζ(1, t)∣∣K5h2r‖v‖r+1.
Here we note that by regularity condition and Lemma 3.2, there exists a constant K6
such that for j = 0,1
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‖u˜‖Wj,∞ + ‖v˜‖Wj,∞ K6. (3.5)
4. Error estimates for a semidiscrete Galerkin approximation
Throughout this section, we assume that there exist positive constants K∗ and h0 such
that
‖vh‖L∞(0,T ;H1) K∗ for 0 h h0. (4.1)
Since we shall prove the error estimates ‖v − vh‖L∞(0,T ;H1) in terms of h and‖v‖L∞(0,T ;H1) is bounded by K3, (4.1) is indeed not a restriction. And uh(x,0) and
vh(x,0) are is defined as Qhg and Phg′, respectively, satisfying
A(g−Qhg,χ)= 0 for χ ∈ Vh,
Bρ(g, g
′;g′ − Phg′,wh)= 0 for wh ∈Wh.
Clearly, uh(x,0)≡ u˜(x,0) and vh(x,0)≡ v˜(x,0).
From (2.14) and (4.1), we can obtain a bound for ‖sh‖L∞(0,T ):
‖sh‖L∞(0,T ) K∗. (4.2)
Let
e1 = u− uh = (u− u˜)− (uh − u˜)= η− θ,
e2 = v − vh = (v − v˜)− (vh − v˜)= ζ −ψ.
We shall estimate θ and ψ in terms of η and ζ .
Theorem 4.1. For r  1, there exists a constant K7 = K7(K2,K3,K5,K6,K∗, ρ) such
that for some β > 0
‖ψ‖L∞(0,T ;L2) + β‖ψ‖L2(0,T ;H1) +‖s − sh‖L∞(0,T ) K7hmin(k+1,r+1).
Proof. From (2.10), (2.12) and (3.3) we have
(θx,χx)= (vh − v,χx). (4.3)
Choose χ = θ in (4.3) to obtain
‖θx‖ ‖ζ‖+ ‖ψ‖. (4.4)
And from (2.11), (2.13) and (3.4), we have
(ψt ,wh)+
(
a(uh)ψx,whx
)= (ζt ,wh)− v(1)(xv˜,whx)+ vh(1)(xvh,whx)
+ ([a(u)− a(uh)]v˜x ,whx)− (f [s2h − s2],whx)− ρ(ζ,wh). (4.5)
Since
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2
d
dt
|s − sh|2 = (s − sh)(st − sht )
=−(s − sh)
[
v(1)(s − sh)+
(
ζ(1)−ψ(1))sh],
choosing wh =ψ in (4.5) and using Condition 1 (3), we get
1
2
d
dt
[‖ψ‖2 + |s − sh|2]+ α‖ψx‖2
 (ζt ,ψ)− ρ(ζ,ψ)+ vh(1)(xvh,ψx)− v(1)(xv˜,ψx)
+ ([a(u)− a(uh)]v˜x ,ψx)+ (s2 − s2h)(f,ψx)
+ (s − sh)
[
v(1)(s − sh)+
(|ζ(1)| + |ψ(1)|)sh]
= I1 + I2 + I3 + I4 + I5. (4.6)
Now by Young’s inequality, we can get
|I1|K(ρ)
[‖ζ‖2 + ‖ζt‖2 + ‖ψ‖2].
I2 can be rewritten as
I2 = v(1)(xψ,ψx)− ζ(1)(xvh,ψx)+ψ(1)(xvh,ψx).
Using Condition 1, Young’s inequality, Sobolev embedding inequality and (4.1), we have
|I2|K(K2,K3,K∗, 5)
[‖ψ‖2 + |ζ(1)|2]+K(5)‖ψx‖2.
Here 5 is fixed and will be appropriately chosen later on.
For I3, rewrite it in such way that we can apply the Lipschitz continuity property for au.
Then using Young’s inequality, (3.5) and (4.4) we get
|I3|K(K2,K6, 5)
[‖η‖2L∞ + ‖ζ‖2 + ‖ψ‖2]+K(5)‖ψx‖2.
And by Condition 1, Regularity condition and (4.2) we have
|I4|K(K1,K3,K∗, 5)|s − sh|2 +K(5)‖ψx‖2.
Finally, using Sobolev embedding inequality and (4.2), we get
|I5|K(K2,K3,K∗, 5)
[|s − sh|2 + |ζ(1)|2 + ‖ψ‖2]+K(5)‖ψx‖2.
From the estimates for I1 to I5, (4.6) gives us
1
2
d
dt
[‖ψ‖2 + |s − sh|2]+ α‖ψx‖2
K(K2,K3,K5,K6,K∗, ρ, 5)
[‖ζ‖2 + ‖ζt‖2 + |ζ(1)|2 +‖η‖2L∞]
+K(K2,K3,K5,K6,K∗, ρ, 5)‖ψ‖2
+K(K1,K3,K∗, 5)(s − sh)2 +K(5)‖ψx‖2.
For sufficiently small 5 there exists β such that α −K(5)= β > 0. Thus integrating with
respect to t and taking the supremum over all t ∈ [0, T ], we have
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K(K2,K3,K5,K6,K∗, ρ, 5)
T∫
0
[‖ζ‖2 + ‖ζt‖2 + |ζ(1)|2 + ‖η‖2L∞]dt
+K(K2,K3,K5,K6,K∗, ρ, 5)
T∫
0
‖ψ‖2 dt
+K(K1,K3,K∗, 5)
T∫
0
(s − sh)2 dt.
With the help of Gronwall’s inequality, we get
‖ψ‖2L∞(0,T ;L2) + |s − sh|2L∞(0,T ) + β‖ψx‖2L2(0,T ;L2)
K(K2,K3,K5,K6,K∗, ρ, 5)
T∫
0
[‖ζ‖2 + ‖ζt‖2 + |ζ(1)|2 + ‖η‖2L∞]dt.
Using Lemma 3.2, we get the desired results for r  1. ✷
From Lemma 3.2, Theorem 4.1 and (4.4) we obtain the following theorem:
Theorem 4.2. There exists a constant K8 = K8(K2,K3,K5,K6,K∗, ρ, 5) such that for
r  1 with e1 = u− uh and e2 = v − vh
‖e1‖L∞(0,T ;Hj ) K8hmin(k+1−j,r+1), for j = 0,1,
‖e1‖L∞(0,T ;L∞) K8hmin(k+1,r+1),
‖e2‖L∞(0,T ;L2) K8hmin(k+1,r+1),
‖e2‖L2(0,T ;H1) K8hmin(k+1,r),
‖e2‖L2(0,T ;L∞) K8hmin(k+1,r+1).
We are now looking for approximations of U,V and S, where the pair {U,S} is the
solution of (1.1)–(1.3) and V = Uy . The Galerkin approximations Uh,Vh and Sh, respec-
tively, are given by
Uh(y, τ )= uh(x, t),
Vh(y, τ )= vh(x, t),
Sh(τ )= sh(t),
where y = sh(t)x , τ = τh(t) and sh and τh are given by (2.14) and (2.15).
Finally we have the error estimates for the Galerkin approximation as follows:
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‖U −Uh‖L∞(0,T0;Hj(Ω˜)) =O
(
hmin(k+1−j,r+1)
)
, for j = 0,1,
‖U −Uh‖L∞(0,T0;L∞(Ω˜)) =O
(
hmin(k+1,r+1)
)
,
‖V − Vh‖L∞(0,T0;L2(Ω˜)) =O
(
hmin(k+1,r+1)
)
,
‖V − Vh‖L2(0,T0;H1(Ω˜)) =O
(
hmin(k+1,r)
)
,
‖V − Vh‖L2(0,T0;L∞(Ω˜)) =O
(
hmin(k+1,r+1)
)
,
‖S − Sh‖L∞(0,T0) =O
(
hmin(k+1,r+1)
)
,
‖τ − τh‖L∞(0,T0) =O
(
hmin(k+1,r+1)
)
,
where Ω˜ = (0,min(Sh(τ ), S(τ ))).
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