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Marcin MICHALSKI∗
REDISCOVERED THEOREM OF LUZIN
In 1934 N. N. Luzin proved in his short (but dense) paper Sur la decomposition des ensembles that every
set X ⊆ R can be decomposed into two full, with respect to Lebesgue measure or category, subsets.
We will try to (at least partially) decipher the reasoning of Luzin and prove this result following his
idea.
1. INTRODUCTION AND PRELIMINARIES
Although there are more recent and stronger results on topic of decompositions, in-
volving advanced methods (e.g. Gittik-Shelah theorem in [2]), there is a unique charm
in classic results. In this paper we will provide a detailed proof of one of such results,
namely, the following theorem of Luzin ([4])
Theorem 1.1. Every set X ⊆ R can be decomposed into two full, with respect to
Lebesgue measure or category, subsets.
A need for such a endeavor arose in us mainly for two reasons. The first is curiosity
since the formulation of the theorem gives an impression that it can be proved in a quite
simple way. As it has occurred it is not the case. The second reason is that the paper of
Luzin is not, let us say, reader -friendly. It has many shortcomings of works published
at that time - it lacks precise definitions, most claims come without a proof and key
reasonings are hard to interpret due to a relatively frivolous language. In the case of the
category Luzin lost us right after defining the set T and sets Hn. We took off from there
on our own with the Lemma 2.1 and the rest of of our reasoning seems not to correspond
to that of Luzin. In the case of measure we managed to follow Luzin quite well, although
parts where Lemma 2.2 are needed, as well, as the finish, where one has to invoke the
ccc property and Borel hulls, came originally without the proof.
It should be also noted that we are not the only ones that found this result captivating.
In the same time and independently from us E. Grzegorek and I. Labuda published a
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marvelous work [1] on the topic, including the result of Luzin (calling it ”forgotten”),
with a wide historical overview. They also took different approach - they were much
more patient with the lecture of the work of Luzin and managed to translate the reasoning
literally to the letter. We strongly recommend their paper for any reader interested in the
historical context of the topic and analysis of similar results from that time.
We will use the standard set theoretic notation, e.g. as in [3]. We denote the real
line by R. By Greek alphabet letters α, β, γ, κ, . . .we denote ordinal numbers with an
exception of λ (λ∗) which denotes the Lebesgue (outer) measure on R and R2 (it will be
clear from the context). A cardinality of any set A will be denoted by |A|. If |A| ≤ ω
then we say that A is countable. In the other case we shall say it is uncountable. A σ-
ideal of sets of Lebesgue measure zero (linear or planar- it will be clear from the context)
will be denoted by N . In the same fashion byM we will denote a σ-ideal of sets of the
first category (also: meager). Sets not belonging toM are called of the second category.
We shall denote a σ-algebra of Borel sets by B. We say that a Borel set B is I-positive
with respect to a σ-ideal I (or simply: positive) if B /∈ I . Let us recall some notions
regarding σ-ideals and Borel sets.
Definition 1.1. We say that a σ-ideal I
• has a Borel base if (∀A ∈ I)(∃B ∈ B ∩ I(A ⊆ B);
• has a Borel hull property if for (∀A)(∃B ∈ B)(A ⊆ B and (∀B′ ∈ B)(A ⊆ B′ ⊆
B)(B\B′ ∈ I)). We call such a set B a Borel hull of A, B = [A]I .
Both M and N have Borel bases, since every meager set is contained in some Fσ
meager set and each null set is contained in a Gδ set of measure zero. Also both M
and N satisfy countable chain condition (briefly: ccc) property (there is no uncountable
family of positive pairwise disjoint Borel sets), so they have the Borel hull property. We
give a short proof of this fact.
Proposition 1.1. If a σ I is ccc and has a Borel base, then it has the Borel hull property.
Proof. Let A be a set. If A ∈ I we are done. If not, let us take Borel B0 ⊇ A. If
B0\A contains some I-positive Borel set C1, then let B1 = B0\C1. Let say that we
are at the step α < ω1. If
⋂
β<αBβ\A does not contain any I-positive Borel set, we
are done. Otherwise let Cα be that set and set Bα =
⋂
β<αBβ\Cα. By ccc a family
{Cα : α < ω1} is countable, which means that the above procedure stabilizes at some
countable step κ and
⋂
α<κBα is the set.
Let us recall that a set M is I-measurable if it belongs to σ(B ∪ I)- a σ-algebra of
sets generated by Borel sets and I . Now let us specify a notion of fullness.
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Definition 1.2. We say that a set A ⊆ B is full in B with respect to I , if for each
I-measurable set M we have M ∩A ∈ I ⇔M ∩B ∈ I .
We will call a set A comeager in B if B\A is meager. Let us give somewhat more
intuitive characterization of full subsets with respect to measure.
Proposition 1.2. Let A ⊆ B. (∀M ∈ σ(B ∪ N ))(λ∗(A ∩M) = λ∗(B ∩M)) ⇔ A is
full in B with respect to N .
Proof. Let us consider the nontrivial implication ”⇐”. Suppose that there is a mea-
surable set M such that 0 6= λ∗(A ∩ M) = δ < λ∗(B ∩ M). Let G1 and G2 be
Gδ sets covering A ∩ M and B ∩ M respectively such that λ(G1) = λ
∗(A ∩ M)
and λ(G2) = λ
∗(B ∩ M). Then λ∗(G2\G1 ∩ A) = 0, but λ
∗(G2\G1 ∩ B) ≥
λ∗(G2 ∩B)− λ
∗(G1) > 0.
It is easy to check that for sets A and B, λ∗(B) < ∞, A is full in B ⇔ A and B
have the same outer measure.
Let us conclude this section with the two following facts which we will find useful later.
Proposition 1.3. If A =
⋃
n∈ω An and we have sets Bn, n ∈ ω, full in An, then⋃
n∈ω Bn is full in A.
Proposition 1.4. Lebesgue outer measure λ∗ is continuous from below.
Proof. Let (An : n ∈ ω) be a sequence of sets,
⋃
n∈ω An = A. Let A˜ be a Borel hull
of A and A˜n be a Borel hull of An, n ∈ ω. Then λ
∗(
⋃
k<nAk) = λ(
⋃
k<n A˜k)→
n→∞
λ(
⋃
n∈ω A˜n) = λ(A˜) = λ
∗(A) by continuity of λ.
2. DECOMPOSITIONS
2.1 THE CASE OF THE CATEGORY
Let X ⊆ R be of the second category (otherwise we have nothing to do), enumerated
(X = {xα : α < κ}), and let  be an order on X given by the enumeration. Thanks to
Proposition 1.3 we may assume that X ⊆ [0, 1].
Without loss of generality we may assume that every initial segment of X is meager.
Otherwise we take the smallest initial segment I0 of X which is of the second category
and remove its hull [I0] from X. We repeat the procedure for X\[I0], find I1 - the
smallest initial segment of X\[I0] and remove its hull from X\[I0] and so on. By ccc
we will stop after countably many steps. Now if we have a collection {In : n ∈ ω}
of these smallest initial segments of the second category, then it is sufficient to find
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decompositions of sets In, n ∈ ω. The rest follows by Proposition 1.3.
Let us fix a set T ⊆ R2 as follows
T = {(x, y) ∈ X ×X : y ≺ x},
where ≺ is the strict well order determined by the enumeration ofX. Let us observe that
each vertical slice Tx is meager and each horizontal slice T
y is equal to X except some
set of the first category. For every x ∈ X and n ∈ ω let us denote nowhere dense sets
Fnx such that
⋃
n∈ω F
n
x = Tx. We may assume that for fixed x ∈ X sets F
n
x , n ∈ ω, are
pairwise disjoint. Clearly
X =
⋃
x∈X
⋃
n∈ω
({x} × Fnx ) =
⋃
n∈ω
⋃
x∈X
({x} × Fnx ).
For every n ∈ ω let us denote
⋃
x∈X({x} × F
n
x ) by Hn. Let {In : n ∈ ω} be an
enumeration of intervals with rational endpoints which have intersection with X of the
second category. Before we continue we will prove the following lemma.
Lemma 2.1. Let a set X ⊆ R be nonmeager and A ⊆ R2 such that for every x ∈ R Ax
is nowhere dense. Then a set
Y = {y : X\Ay ∈M}
is nowhere dense.
Proof. Suppose that it is not. Then there exists a countable set Q ⊆ Y dense in Y . Then⋃
y∈QX\A
y ∈ M, so
X\(
⋃
y∈Q
X\Ay) =
⋂
y∈Q
Ay
is nonmeager and thus nonempty. It means that there is x ∈
⋂
y∈QA
y and
(∀y ∈ Q)(x ∈ Ay) ≡ (∀y ∈ Q)(y ∈ Ax)
which means Q ⊆ Ax, a contradiction with Ax being nowhere dense.
Now, let us consider a set
Y = {y ∈ X : (∀k ∈ ω)(∃∞n)(Hyn ∩ Ik /∈ M)}.
We claim that Y is comeager inX. Suppose that B = X\Y is nonmeager.
B = {y ∈ X : (∃k ∈ ω)(∀∞n)(Hyn ∩ Ik ∈ M)}
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Then there exist n0, k0 ∈ ω such that a set
Bn0,k0 = {y :∈ X : (∀n > n0)(H
y
n ∩ Ik0 ∈ M)}
is nonmeager. Let us denote H =
⋃
n≤n0
Hn. Clearly, for every x ∈ X the slice Hx is
nowhere dense. For every y ∈ X we have that
⋃
n∈ωH
y
n is comeager in X and, since
for each y ∈ Bn0,k0 a set
⋃
n>n0
Hyn ∩ Ik0 is meager, H
y is comeager in X ∩ Ik0 for
nonmeager many y. On the other hand by Lemma 2.1 we have that {y : X ∩ Ik0\H
y ∈
M} is nowhere dense which brings a contradiction.
Therefore Y is nonempty so let us pick y ∈ Y . Let us construct by induction two
sequences of sets (X1k : k ∈ ω) and (X
2
k : k ∈ ω). For k = 0 we have infinitely
many n′s such that Hyn ∩ I0 /∈ M, so let us pick two, say, n
1
0 and n
2
0 and let us set
X10 = H
y
n1
0
and X20 = H
y
n2
0
. Notice that they are disjoint, since sets Fnx were pairwise
disjoint. Let us assume that at the step k ∈ ω we have already sequences (X1m : m < k)
and (X2m : m < k), for which X
1
m = H
y
n1m
and X2m = H
y
n2m
for all m < k. We still
have infinitely many natural numbers n distinct from each of nim, i ∈ {1, 2},m < k,
such that Hyn ∩ Ik /∈ M, so let us pick n
1
k and n
2
k such that H
y
ni
k
∩ Ik /∈ M, i ∈ {1, 2}
and set Xik = H
y
ni
k
, i ∈ {1, 2}. Sets X1 =
⋃
n∈ωX
1
n and X2 =
⋃
n∈ωX
2
n constitute the
desired decomposition.
2.2 THE CASE OF MEASURE
Similarly to the previous case let X ⊆ [0, 1] be a set of positive outer measure,
X = {xα : α < κ}, such that its initial segments are null. Again, let us fix a set T ⊆ R
2
as follows
T = {(x, y) ∈ X ×X : y ≺ x},
where ≺ is the strict well order determined by the enumeration of X. Let us observe
that each vertical slice Tx is null and each horizontal slice T
y is equal toX except some
set of measure zero. Let ǫ > 0. For every x ∈ X and n ∈ ω let us denote intervals with
rational endpoints Inx such that
⋃
n∈ω I
n
x ⊇ Tx and λ(
⋃
n∈ω I
n
x ) < ǫ. Clearly
X =
⋃
x∈X
⋃
n∈ω
({x} × (Inx ∩ Tx)) =
⋃
n∈ω
⋃
x∈X
({x} × (Inx ∩ Tx)).
For every n ∈ ω let us denote
⋃
x∈X({x} × I
n
x ) by Hn. For every y ∈ X we have
that
⋃
n∈ωH
y
n = X (mod N ), therefore by Proposition 1.4 for every y ∈ X there exists
ny ∈ ω such that λ
∗(
⋃
k<ny
Hyk ) > λ
∗(X) − ǫ. Let us denote
Yn = {y ∈ X : λ
∗(
⋃
k<n
Hyk ) > λ
∗(X)− ǫ}.
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Clearly
⋃
n∈ω Yn = X, so again by Proposition 1.4 there exists N ∈ ω such that
λ∗(
⋃
k<N Yk) > λ
∗(X) − ǫ. For y ∈
⋃
k<N Yk we have λ
∗(
⋃
k<N H
y
k ) > λ
∗(X) − ǫ.
Let us denote
⋃
k<N Hk by H . Before we continue we will prove the following lemma.
Lemma 2.2. Let X ⊆ [0, 1]2. Assume that there is a set A ⊆ [0, 1] such that λ∗(A) = a
and (∀x ∈ A)(λ∗(Xx) ≥ b). Then λ
∗(X) ≥ ab.
Proof. LetG ⊇ X be such that λ(G) = λ∗(X). Without loss of generality let us assume
that G ⊆ A˜ × [0, 1], A˜ - the Borel hull of A with respect to measure. Let us consider a
function f : [0, 1]→ [0, 1], f(x) = λ(Gx). Since f is measurable we may write
λ(G) =
∫
[0,1]
f(x)dλ(x) =
∫
A˜
f(x)dλ(x) =
=
∫
{x∈A˜:f(x)≥b}
f(x)dλ(x) +
∫
{x∈A˜:f(x)<b}
f(x)dλ(x).
Since {x ∈ A˜ : f(x) ≥ b} ⊇ A we have that λ({x ∈ A˜ : f(x) ≥ b}) = a and
λ({x ∈ A˜ : f(x) < b}) = 0, so
λ∗(X) = λ(G) =
∫
{x∈A˜:f(x)≥b}
f(x)dλ(x) ≥ b
∫
{x∈A˜:f(x)≥b}
1 dλ(x) = ab.
Now, by Lemma 2.2 we have that λ∗(H) > (λ∗(X) − ǫ)2. Let {Gn : n ∈ ω} be
a family of finite unions of intervals with rational endpoints such that {Gn : n ∈ ω} =
{
⋃
k<N I
k
x : x ∈ X}. For every n ∈ ω let An = {x ∈ X : Gn =
⋃
k<N I
k
x}. We see
that we cannot separate sets An with their Borel hulls [An], otherwise we would have
H ⊆
⋃
n∈ω([An] × Gn) which has a measure < λ
∗(X) · ǫ. So there are n0 6= m0
such that [An0 ] ∩ [Am0 ] is of positive measure. Sets X
1
0 = An0 ∩ [An0 ] ∩ [Am0 ] and
X20 = Am0 ∩ [An0 ] ∩ [Am0 ] constitute a desired decomposition of X ∩ [An0 ] ∩ [Am0 ].
We repeat the whole procedure forX0 = X\[An0 ]∩ [Am0 ] and so forth; by ccc we shall
have a decomposition of X after countably many steps.
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