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Introduction.
This paper, the first in a projected series of three, is concerned with the clas-
sification of holomorphic principal G-bundles over an elliptic curve, where G is a
reductive linear algebraic group. The motivation for this study comes from physics.
The F-theory/heterotic string duality predicts that, given an elliptically fibered
Calabi-Yau manifoldM of dimension n over a base space B, together with a stable
E8 × E8-bundle over M and a so-called complexified Ka¨hler class, there should be
an associated Calabi-Yau manifold W of dimension n + 1, fibered over the same
base B, where the fibers are elliptic K3 surfaces. In some sense, this paper and its
two sequels are an attempt to understand this prediction in purely mathematical
terms. The physical approach to this construction has been discussed in [14], as
well as in the many references in that paper. For several mathematical reasons
it has seemed worthwhile to consider not just E8 × E8 but the case of a general
reductive group G. In this paper, we shall consider the problem of classifying
holomorphic G-bundles over a single smooth elliptic curve E, as well as proving a
number of auxiliary results which we shall need later. The methods of this paper
are not well-suited to dealing with singular curves of arithmetic genus one or with
families. Moreover, they do not work well in defining universal bundles, even lo-
cally in the case of a single smooth elliptic curve. In fact, all of these problems are
already evident in the case of vector bundles with trivial determinant, i.e. in case
G = SLn(C). In the first sequel to this paper, we will describe another method
for constructing bundles, at least when G is simple, by considering deformations of
certain minimally unstable G-bundles corresponding to special maximal parabolic
subgroups of G. It turns out that this construction overcomes the problems out-
lined above, and it can be used to give a new proof and generalization of a theorem
of Looijenga and Bernshtein-Shvartsman [24, 4] concerning the global structure of
the moduli space of G-bundles. In Part III of this series, we specialize to the case
motivated by physics and relate the case where the group G is E6, E7, E8 to del
Pezzo surfaces and simple elliptic singularities. The study of flat G-bundles over
E also leads to a somewhat different set of questions, involving normal forms for
two or more commuting elements in a compact Lie group. This question is studied
from the point of view of Lie groups in [6].
The study of holomorphic principal bundles over compact Riemann surfaces has
a long history, dating back in modern times to Grothendieck’s 1956 paper [18] on
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the structure of principal G-bundles over P1. As is very well-known, Grothendieck
showed there that every holomorphic vector bundle over P1 is isomorphic to a direct
sum of line bundles, thereby showing that there is a holomorphic reduction of the
structure group to the diagonal subgroup of GLn(C). What is less well-known is
that, in the same paper, he went on to prove the analogous statement for principal
G-bundles, for an arbitrary reductive algebraic group G, by showing that in this
case the structure group reduces holomorphically to a Cartan subgroup of G. A
year later, Atiyah classified all holomorphic vector bundles over an elliptic curve
[1], without however considering more general structure groups. In this case, the
structure group does not in general reduce to a diagonal subgroup of GLn(C). Since
the notion of a semistable bundle was not available at that time, Atiyah was not
able to discuss the moduli space in a meaningful way and could not attempt to
construct universal bundles.
The study of vector bundles over a Riemann surface was greatly clarified by
Mumford’s introduction in 1961 of the notion of stability or semistability of a vec-
tor bundle. Shortly thereafter, Narasimhan and Seshadri [25] showed that a vector
bundle of degree zero is stable if and only if it arises as the flat vector bundle
associated to an irreducible unitary representation of π1(C, ∗). A slight modifica-
tion, using a central extension of π1(C, ∗), is needed to handle the case of arbitrary
degree. The definition of stability and the analogue of the Narasimhan-Seshadri
theorem for arbitrary reductive groups G were worked out by Ramanathan [27,28].
Finally, Atiyah-Bott [2] showed that there was a correspondence between flat vector
bundles, or more generally flat K-bundles where K is a compact semisimple group,
and Yang-Mills theory. There is also a slightly technical generalization to arbitrary
compact groups involving representations of the central extension of π1(C, ∗) dis-
cussed above. One basic reason to work with semistable bundles is that the set of
all semistable bundles can be parametrized by a coarse moduli space, whereas this
is impossible for the set of all bundles. However, in order to get a separated moduli
space, one must identify two semistable bundles if they are S-equivalent, which is
a weaker equivalence relation than isomorphism in general. It follows easily from
the definitions and Atiyah’s classification theorem that the coarse moduli space of
vector bundles with a fixed determinant over an elliptic curve is in fact simply a
projective space.
Atiyah’s classification, in the case of rank two and trivial determinant, was an-
alyzed in a relative setting in [11, 12, 13]. The major motivation for this analysis
came from Donaldson theory, where it was necessary to understand the moduli
space of stable rank two vector bundles over an elliptic surface. In order to do
this, one constructs relative moduli spaces of vector bundles over families of elliptic
curves and tries to write down relative universal vector bundles over these relative
moduli spaces. The point is that a vector bundle whose restriction to every fiber is
semistable defines a section of the corresponding relative moduli space. Conversely,
given a section of the relative moduli space, one can pull back a universal bundle
via the section to obtain a bundle over the elliptic surface, and then see how all
bundles can be obtained from this basic construction. These ideas were re-examined
for arbitrary rank over elliptic fibrations over an arbitrary base in [16].
Given Grothendieck’s theorem and Atiyah’s classification of vector bundles, it
is natural to try to understand the structure of the moduli space of S-equivalence
classes of semistable G-bundles over an elliptic curve for more general groups G.
However, this question does not seem to have arisen mathematically in the inter-
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vening 40 years since the appearance of Grothendieck’s paper, with the exception
of the theorem of Looijenga and Bernshtein-Shvartsman, which as stated does not
even appear at first glance to involve G-bundles. We will discuss this theorem in
more detail in Section 5. By contrast, the case of bundles over curves of higher
genus has received a great deal of attention, mainly due to the efforts to prove the
Verlinde formula (see for example [3], [10]).
We turn now to a more detailed description of the contents of this paper. Let G
be a connected reductive (complex linear algebraic) group, with maximal compact
subgroup K. The main result of this paper (Theorem 4.5) generalizes Atiyah’s
theorem by giving a classification up to isomorphism of holomorphic principal G-
bundles ξ over an elliptic curve E. The classification is in terms of three pieces of
data. The first is the Levi factor L of a parabolic subgroup P of G, the Harder-
Narasimhan parabolic of the bundle ξ. The bundle ξ reduces to a semistable bundle
ξL over L and L is maximal among Levi factors of parabolic subgroups with this
property. The second datum is a representation ρ of a central extension of π1(E, ∗)
by R into the maximal compact subgroup KL of L This representation is required
to send the copy of R into the center of KL. These representations are considered
up to conjugation in KL. Such a representation is equivalent to a Yang-Mills
connection on the principal KL-bundle whose curvature is central in KL. The
third datum is the conjugacy class of a nilpotent element in the Lie algebra of
the centralizer in L of the image of ρ. We show how this classification generalizes
Atiyah’s theorem for vector bundles. The remainder of the paper is concerned
with the local and global structure of the moduli space of S-equivalence classes of
semistableG-bundles. We also describe special representatives for the S-equivalence
classes and their automorphism groups.
The paper is organized as follows. We begin by reviewing Atiyah’s classification
of vector bundles in Section 1. Following the statement of his theorem, we recall
the definitions of semistability, S-equivalence, and the Harder-Narasimhan filtra-
tion for vector bundles. Using these definitions and some of the basic results, we
outline another proof of the classification theorem. Then we discuss the relation
between semistable bundles and representations of the fundamental group of an
elliptic curve (or a central extension of it), or equivalently Yang-Mills connections.
(In the case that the image of the representation lies in SLn(C), the representation
factors through the fundamental group of E and the resulting Yang-Mills con-
nection is flat.) Bundles with Yang-Mills connections have maximal dimensional
automorphism group in their S-equivalence class. For many applications to moduli
questions, it is important to classify semistable vector bundles which are at the op-
posite extreme from vector bundles with Yang-Mills connections, in the sense that
their automorphism groups have minimal possible dimension in their S-equivalence
class. Such bundles are called regular, and already play an important role in study-
ing vector bundles over elliptic fibrations [11, 12, 13, 16]. The plan then for the
rest of the paper will be to use Section 1 as a guide for generalizations to other
reductive groups G. Unlike the case of vector bundles, however, we cannot give
completely elementary proofs of the main results, but must rely on the machinery
of Yang-Mills and deformation theory.
In Section 2, we reduce the case of unstable G-bundles to the semistable case via
the analogue of the Harder-Narasimhan filtration. For a general reductive group
G and a general compact Riemann surface C, this construction says that every
unstable G-bundle over C has a canonical reduction to a bundle with structure
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group a parabolic subgroup of G, in such a way that the associated bundle over the
Levi factor is semistable. In case g(C) = 0 or 1, one can further reduce the structure
group to the Levi factor. For the case of genus zero, we use this fact to give a quick
proof of Grothendieck’s theorem on G-bundles over P1. Over a general curve, there
is an invariant which Atiyah and Bott have associated to an unstable G-bundle. We
use this invariant, in the case of curves of genus 1, to determine when a reduction of
structure from G to a reductive subgroup yields the Harder-Narasimhan reduction
described above.
The results of Section 2 enable us to concentrate attention on semistable G-
bundles. By general theory, the S-equivalence classes of semistable G-bundles form
a coarse moduli space. Thus, the classification of semistable G-bundles divides
into two parts: First describe all bundles in a given S-equivalence class, and then
describe the set of all S-equivalence classes. Sections 3 and 4 are concerned with
the first problem. The first step is to choose a canonical representative for each
S-equivalence class. It turns out that there are two possible such representatives,
the Yang-Mills representative and the regular representative; for an open dense set
of G-bundles, these representatives will coincide. In order to describe the possi-
ble S-equivalence classes, we will single out the Yang-Mills representatives as the
canonical choice. They are constructed via Yang-Mills connections, and correspond
to conjugacy classes of homomorphisms ρ from a central extension of π1(E, ∗) into
the maximal compact subgroup K of G. Using this description, we identify the
set of semistable G-bundles S-equivalent to a Yang-Mills bundle arising from the
representation ρ with the set of conjugacy classes of nilpotent elements X in the
subalgebra zg(ρ) of the Lie algebra of G which centralizes ρ. To make this identifi-
cation, we give normal forms for the transition functions of a semistable G-bundle
in Section 3, depending only on the pair (ρ,X), where ρ is the representation cor-
responding to the Yang-Mills representative and X is a nilpotent element in zg(ρ).
In Section 4, we show that two pairs (ρ,X) and (ρ′, X ′) lead to isomorphic bundles
exactly when there is an element of G conjugating ρ to ρ′ and X to X ′. The gener-
alized form of Atiyah’s theorem is then a recapitulation of the results in Sections 2,
3, and 4. We also describe the structure of the automorphism group of a semistable
bundle.
In Section 5, we turn to the local and global structure of the moduli space. We
relate the singularities of the moduli space, viewed as an orbifold, to the compo-
nents of the centralizer of the corresponding representation ρ from π1(E, ∗) into K.
Quoting results from [6], we are able to identify these singularities explicitly. Next
we turn to the general global description of the moduli space. If G is semisimple, it
is described as the quotient of a product of copies of the elliptic curve E by a finite
group. In case G is simple and simply connected, the theorem of Looijenga and
Bernshtein-Shvartsman says that the moduli space is a weighted projective space.
Analogous results hold in the general case.
In Section 6, we define the notion of a regular bundle. These are bundles whose
automorphism groups have minimal possible dimension. We show that each S-
equivalence class contains a unique regular representative. The automorphism
groups of regular bundles are studied in detail, and we make the link between
the deformation theory of a regular bundle and the local structure of the moduli
space. Finally, Section 7 deals with the example of the classical groups and gives
elementary constructions for all regular semistable bundles in each case.
Throughout this paper we adopt the following notation: G is a connected, reduc-
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tive complex linear algebraic group with K as a maximal compact subgroup. The
Lie algebra of G is g, and h denotes a Cartan subalgebra of g. Also, C denotes a
smooth projective complex curve of arbitrary genus whereas E is always an elliptic
curve. We always assume that we have chosen a fixed origin p0 for the elliptic curve
E.
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1. Holomorphic vector bundles over an elliptic curve.
1.1. Statement of Atiyah’s theorem.
Let us begin by giving Atiyah’s theorem as originally stated in [1]. Recall that a
vector bundle V on a projective variety is indecomposable if V is not the direct sum
of two proper subbundles. An easy argument using the finite-dimensionality of co-
homology shows that every vector bundle on a projective variety can be written as
a direct sum of indecomposable bundles, where the summands and their multiplic-
ities are uniquely determined up to isomorphism. Thus, to classify all holomorphic
vector bundles over E, it suffices to describe the indecomposable ones. To do so,
we begin with the following:
Lemma 1.1. For any n ≥ 1, there is a unique indecomposable vector bundle In of
rank n over E all of whose Jordan-Ho¨lder constituents are isomorphic to OE . The
bundle In has a canonical filtration
{0} ⊂ F 1 ⊂ · · · ⊂ Fn = In,
with F i ∼= Ii and F i+1/F i ∼= OE. 
We shall describe explicit transition functions for In, in a somewhat more general
context, in Section 3 of this paper.
For a line bundle λ of degree zero on E, we let In(λ) = In ⊗ λ. As we shall see,
the indecomposable vector bundles of degree zero over E are exactly the bundles
In(λ). To describe bundles of nonzero degree, we have the following, whose proof
is also in [1]:
Lemma 1.2. Let n be a positive integer. For each integer a relatively prime to n
and each line bundle λ over E of degree a, there exists up to isomorphism a unique
indecomposable bundle Wn(a;λ) over E of rank n and such that detWn(a;λ) = λ.
Moreover, Wn(a;λ) is simple. 
Note that, if a = 0, then Wn(a;λ) must have rank one and so is isomorphic to λ.
In general, for λ = OE(ap0), we let Wn(a;OE(ap0)) =Wn(a) and setWn(1) =Wn.
Define Id(Wn(a;λ)) to be Id ⊗Wn(a;λ); it has a filtration, all of whose successive
quotients are isomorphic to Wn(a;λ), and in fact it is the unique indecomposable
bundle of rank dn with this property.
We can now state Atiyah’s theorem.
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Theorem 1.3. The bundle Id(Wn(a;λ)), where a is relatively prime to n, is
indecomposable, and every indecomposable holomorphic bundle is isomorphic to
Id(Wn(a;λ)) for a suitable choice of d, n, λ. Every holomorphic vector bundle V
over E is a direct sum of vector bundles of the form Idi(Wni(ai;λi)), where the ni
and di are positive integers and the λi are line bundles of degree ai, where ai is
relatively prime to ni. Moreover, the triples (ni, di, λi) are uniquely specified up to
permutation by the isomorphism type of V . 
We shall outline a proof of this theorem below.
1.2. Semistable holomorphic vector bundles.
Let us restate the above results from a more modern perspective, which can then
be generalized to the case of groups other than GLn. We begin by recalling the
standard definitions:
Definition 1.4. Let C be a smooth projective curve and V be a nonzero holomor-
phic vector bundle over C. We define the slope µ(V ) by
µ(V ) = deg V/ rankV.
The bundle V is semistable if, for every holomorphic subbundle W of V with
0 < rankW < rankV , we have µ(W ) ≤ µ(V ). Stability of V is defined similarly,
by replacing the above inequality by a strict inequality.
For example, µ(Id(Wn(a;λ))) = a/n. As we shall see below, the bundlesWn(a;λ)
are stable, and in fact they are exactly the stable bundles over E. It then follows
easily by induction that Id(Wn(a;λ)) is semistable for all d ≥ 1.
Theorem 1.5. Let V be a holomorphic vector bundle over a smooth projective
curve C. Then there is a unique filtration
{0} ⊂ F1 ⊂ · · · ⊂ Fk = V
by subbundles Fi of V , with the property that the sequence µ(Fi/Fi−1) is strictly
decreasing, and such that Fi/Fi−1 is semistable. 
The filtration above is called the Harder-Narasimhan filtration of V . For exam-
ple, V is semistable if and only if the filtration is trivial, i.e. F1 = V above.
In the case of an elliptic curve, it follows by an easy direct argument that the
Harder-Narasimhan filtration is split. As a consequence, we see the first part of the
next theorem, which is a variant of Theorem 1.3:
Theorem 1.6. Let E be an elliptic curve.
(i) Every holomorphic vector bundle V over E is isomorphic to a direct sum⊕
i Vi of semistable bundles, where µ(Vi) > µ(Vi+1).
(ii) Let V be a semistable bundle over E with slope µ(V ) = a/n, where n is a
positive integer and a is an integer relatively prime to n. Then V is a direct
sum of bundles of the form Id(Wn(a;λ)), where λ is a line bundle of degree
a. 
The Vi are determined up to isomorphism by the isomorphism type of V , but
the splitting is not canonical.
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Given (i) of Theorem 1.6, the proof of Theorem 1.3 reduces to the classification
of semistable bundles given in (ii). An outline of this classification is as follows:
first, one checks that for each n > 0, each integer a relatively prime to n, and
each line bundle λ of degree a, there exists a stable vector bundle Wn(a;λ) as in
Lemma 1.2. Next, suppose that V is semistable with slope µ(V ) = a/n for some
positive integer n and some integer a relatively prime to n. An argument with
the Grothendieck-Riemann-Roch theorem shows that there exists a line bundle λ
of degree zero such that Hom(Wn(a;λ), V ) 6= 0. By stability, every nonzero map
from Wn(a;λ) to V must be an injection onto a subbundle. In particular, V has
a filtration whose successive quotients are of the form Wn(a;λi) for appropriate
choices of i, and examining the possibilities leads to the final classification.
We return for a moment to a general curve C. Associated to a holomorphic vector
bundle V of rank n over C and its Harder-Narasimhan filtration as in Theorem 1.5
is the decreasing sequence of integers {µ(Fi/Fi−1)}. Following Atiyah-Bott [2], we
replace this strictly decreasing sequence of rational numbers by the following: to
each i, if ni is the rank of Fi/Fi−1, then we associate to Fi/Fi−1 the ni-vector
νi = (µ(Fi/Fi−1), . . . , µ(Fi/Fi−1)). To V itself we associate the n-vector
µ(V ) = µ = (µ1, . . . , µn) = (ν1, . . . , νk).
Note that the sequence µi is weakly decreasing.
Corollary 1.7. Let V be a vector bundle of rank n over C and let µ(V ) be the
vector defined above. Then:
(i)
∑
i µi = deg V , and hence is an integer ;
(ii) If d(µi) is the multiplicity of µi in µ, i.e. the number of j such that µj = µi,
then µi · d(µi) ∈ Z.
Conversely, given a weakly decreasing sequence µ1, . . . , µn of rational numbers sat-
isfying the above two conditions, if we set µ = (µ1, . . . , µn), then there is a vector
bundle V for which µ(V ) = µ. 
In general, we can view the vector µ = (µ1, . . . , µn) as lying in the standard
Cartan subalgebra h of the Lie algebra gln of GLn(C), where h is the set of diagonal
matrices. The fact that the µi are decreasing means that µ lies in the standard
Weyl chamber defined by the usual ordering of the roots for sln. Moreover, V is
semistable if and only if µ lies in the center of gln.
1.3. S-equivalence and Yang-Mills connections on vector bundles.
Let us begin this section by recalling a standard definition.
Definition 1.8. A family of vector bundles over the curve C parametrized by a
complex space (or scheme) S is a holomorphic vector bundle V over C × S. The
family V is a family of semistable vector bundles over C if V|C × {s} = Vs is
semistable for all s ∈ S. Finally, let V and V ′ be two semistable bundles over
C. We say that V and V ′ are S-equivalent if there exists a family of semistable
bundles V parametrized by an irreducible S and a point s ∈ S such that, for t 6= s,
Vt ∼= V and Vs ∼= V ′. More generally, we let S-equivalence be the equivalence
relation generated by the above relation.
One can describe S-equivalence quite explicitly. Every semistable vector bundle
V has a filtration by subbundles Vi such that the quotients Vi/Vi−1 are stable bun-
dles with µ(Vi/Vi−1) = µ(V ). Such a filtration, which is not in general canonical, is
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called a Jordan-Ho¨lder filtration. The associated graded bundle grV is then a direct
sum of stable bundles of the same slope, and its isomorphism class is independent
of the choice of Jordan-Ho¨lder filtration. In general, a direct sum of stable bundles
of the same slope is called polystable. We then have the following characterization
of S-equivalence:
Theorem 1.9. Two semistable bundles V1 and V2 are S-equivalent if and only if
the associated graded bundles grV1 and grV2 are isomorphic. 
In general, S-equivalence can be coarser than isomorphism. On the other hand,
we must factor out by S-equivalence if we are to have a separated moduli space,
and indeed it is a standard result that there is a coarse moduli space for the set of
semistable vector bundles modulo S-equivalence. One goal in studying vector bun-
dles is to single out a best representative in each S-equivalence class. For simplicity,
we shall begin by describing one such choice in the case where V is semistable and
has trivial determinant, in other words the case of an SLn(C)-bundle. As we have
seen, in this case V is isomorphic to
⊕
i Idi(λi), where the λi are line bundles of
degree zero. By induction on d, Id is S-equivalent to OdE , and hence⊕
i
Idi(λi) is S-equivalent to
⊕
i
(λi ⊕ · · · ⊕ λi︸ ︷︷ ︸
di times
).
In particular, every semistable holomorphic vector bundle V with trivial determi-
nant is S-equivalent to a direct sum of line bundles of degree zero. It is easy to
see that the line bundles and their multiplicities are uniquely determined by V .
Conversely, V is determined by the line bundles λi and the integers di, which can
be thought of as Jordan blocks corresponding to the summand Idi(λi).
The above picture can be described in terms of flat SU(n)-connections as well.
By the theorem of Narasimhan-Seshadri, a semistable vector bundle V with trivial
determinant is S-equivalent to a vector bundle given by a flat SU(n)-connection,
or equivalently by a representation ρ : π1(E)→ SU(n). Since π1(E) is abelian and
every commuting pair of matrices in SU(n) can be simultaneously diagonalized, a
vector bundle given by a flat SU(n)-connection is isomorphic to a direct sum of n
line bundles λ1, . . . , λn on E such that λ1 ⊗ · · · ⊗ λn ∼= OE . It is easy to see that
the set of the λi, together with the multiplicities, is unique up to order.
If V is a semistable vector bundle whose determinant is of non-zero degree we
cannot hope to have an S-equivalent bundle with a flat U(n) connection, because
the degree of the determinant does not change under S-equivalence and no bundle
with non-zero degree can have a flat connection. Thus, the notion of flat connection
must be generalized in the case of U(n). This was done by Atiyah-Bott [2]. They
describe semistable vector bundles whose determinant is not necessarily trivial via
central Yang-Mills connections on U(n)-bundles. Let C be a smooth projective
curve, together with a Hermitian metric. Fix a C∞ vector bundle V of rank n
over C, or equivalently a C∞ U(n)-bundle. A Yang-Mills connection A on V is a
U(n)-connection A whose curvature FA is covariantly constant. If moreover ∗FA
is a constant multiple of the identity matrix in Hom(V, V ), we call A a central
Yang-Mills connection. A Yang-Mills connection A defines a holomorphic structure
on V , by taking the (0, 1)-part of A.
A version of the Narasimhan-Seshadri theorem then says that there is a canonical
representative, up to isomorphism, in each S-equivalence class, namely the central
curvature Yang-Mills representative.
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Theorem 1.10. Let C be a smooth projective curve.
(i) If V is a holomorphic vector bundle whose holomorphic structure is defined
by a central Yang-Mills connection, then V is semistable, and in fact it is
polystable, i.e. a direct sum of stable bundles with the same slope.
(ii) Conversely, if V is a holomorphic semistable vector bundle on C, then V is
S-equivalent to a holomorphic vector bundle V0 defined by a central Yang-
Mills connection A, unique up to U(n)-gauge equivalence.
(iii) Two holomorphic semistable vector bundles V1 and V2 are S-equivalent if
and only if the corresponding central Yang-Mills connections are U(n)-gauge
equivalent. 
There is also a formulation of this result in terms of representations. Let α and
β be a pair of oriented generators for π1(E). There is a unique central extension
0→ R→ ΓR → π1(E)→ 0,
where if A and B are any two lifts of α, β to ΓR, then the commutator [A,B] =
1 ∈ R. Of course, there is a similar construction for a curve of arbitrary genus. In
particular, taking the quotient of ΓR by Z ⊂ R, we see that ΓR/Z ∼= U(1)× π1(E).
In any case, ΓR is a Lie group. A central representation of ΓR to a Lie group G is
a (continuous) representation ρ : ΓR → G such that ρ(R) is contained in the center
of G. With this said, we have the following theorem of Atiyah-Bott:
Theorem 1.11. Fix once and for all a Yang-Mills connection A0 on the line bundle
L over C with c1(L) = 1. Then the choice of A0 induces a bijection from the
set of central Yang-Mills connections on a C∞ vector bundle of rank n, modulo
gauge equivalence, and the set of isomorphism classes of central representations
ρ : ΓR → U(n). 
Corollary 1.12. Given the fixed Yang-Mills connection A0 on the line bundle L
over C with c1(L) = 1, the following three sets of data are equivalent :
(i) A holomorphic semistable vector bundle over C of rank n, up to S-equiva-
lence;
(ii) A central Yang-Mills connection on a C∞ vector bundle of rank n over C,
up to gauge equivalence;
(iii) A central representation ρ : ΓR → U(n), up to conjugation. 
We note that, in the above correspondence between isomorphism classes of cen-
tral representations and semistable bundles, irreducible representations correspond
to stable bundles.
To make the link between this discussion and the previous classification, note
that to classify central representations ρ : ΓR → U(n), up to conjugation, we may
assume that ρ is irreducible. Given such a representation, let A ∈ U(n) be the
image of a lift of x ∈ π1(E) to ΓR and let B be the image of a lift of y ∈ π1(E).
Then [A,B] = ABA−1B−1 = λ Id for some nonzero complex number λ. It follows
that λn = 1, and ρ is irreducible if and only if λ = exp(2π
√−1a/n) for an integer
a relatively prime to n. Thus ρ must be given on the central subgroup R by
ρ(t) = exp(2π
√−1at/n) · Id,
where a is a well-defined integer (not just modulo n). It then follows that, up to
conjugation, we can assume that B is diagonal with entries µ, λµ, · · ·λn−1µ and
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that Ae1 = νe2, Aei = ei+1 for i > 1, Aen = e1, for uniquely specified nonzero
complex numbers µ, ν of absolute value 1. This leads to another description of the
bundles Wn(a;λ).
1.4. Regular vector bundles.
In the preceding discussion, we found a best representative for the S-equivalence
class of a holomorphic vector bundle by looking at a flat representative, or a bun-
dle with a Yang-Mills connection with central curvature in the case where the
determinant was not necessarily trivial. It turns out that such representatives
have holomorphic automorphism groups which are as large as possible, and which
can be quite complicated. For example, if V = OnE is the trivial bundle, then
Aut V = GLn(C). Here we describe a choice whose automorphism group is as
small as possible.
Definition 1.13. A semistable holomorphic vector bundle V is regular if, for all
vector bundles V ′ which are S-equivalent to V , dimAutV ≤ dimAutV ′.
We shall see that, given an S-equivalence class of semistable bundles, a regular
representative is unique up to isomorphism.
We begin by determining the automorphism groups of the bundles we have de-
scribed in §1.1. A proof is given in [16], as well as in Lemma 4.3 of this paper.
Lemma 1.14. If Id is the bundle of Lemma 1.1, then Hom(Id, Id) ∼= C[T ]/(T d),
with t ∈ C acting as t · Id, and a choice of T is given by choosing a surjection
Id → Id−1, followed by an inclusion of Id−1 in Id. In particular Hom(Id, Id) is an
abelian C-algebra of dimension d. 
A similar argument handles the case of the bundles Id(Wn(a;λ)). In fact, we
have the following general result:
Lemma 1.15. Suppose that W is a stable bundle on E and that I and I ′ are
bundles of the form
⊕
i Idi . Then the map ϕ 7→ ϕ⊗ Id defines an isomorphism
Hom(I, I ′)→ Hom(I ⊗W, I ′ ⊗W ).
In particular, Hom(Id(Wn(a;λ)), Id(Wn(a;λ)) is an abelian C-algebra of dimension
d, isomorphic to C[T ]/(T d).
Proof. Clearly the map from Hom(I, I ′) to Hom(I ⊗W, I ′⊗W ) is an inclusion. To
see that it is onto, note that there is an isomorphism of vector bundles
Hom(I ⊗W, I ′ ⊗W ) ∼= Hom(I, I ′)⊗Hom(W,W ).
Using 1n trace : Hom(W,W )→ OE , there is an induced map
Hom(I ⊗W, I ′ ⊗W ) ∼= Hom(I, I ′)⊗Hom(W,W )→ Hom(I, I ′),
which leads to the corresponding map on global sections τ : Hom(I⊗W, I ′⊗W )→
Hom(I, I ′). Note that τ is functorial with respect to morphisms both of I and I ′.
The composition of τ with the inclusion of Hom(I, I ′) in Hom(I⊗W, I ′⊗W ) is the
identity. Thus, it suffices to prove that if ϕ : I⊗W → I ′⊗W is such that τ(ϕ) = 0,
then ϕ = 0. The proof is by double induction on the ranks of I and I ′. Note that
if I and I ′ both have rank one, then Hom(I ⊗W, I ′ ⊗W ) ∼= Hom(W,W ) ∼= C and
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the statement is clear. Suppose that the statement has been shown for all I ′ of
a given rank and bundles I of rank less than k. Given I of degree k, if I0 is a
proper degree zero subbundle of I, then τ(ϕ|I0 ⊗W ) = 0 by functoriality. Thus
by induction ϕ|I0 ⊗W = 0 and ϕ induces a homomorphism ϕ¯ from (I/I0) ⊗W
to I ′ ⊗W with τ(ϕ¯) = 0, and again by induction ϕ¯ = 0. Thus ϕ = 0. A similar
induction handles the case where the rank of I ′ varies but that of I is held fixed,
by looking at degree zero quotients of I ′. This completes the inductive step and
the proof of the lemma. 
Corollary 1.16. Suppose that W and W ′ are two stable bundles over E with
µ(W ) = µ(W ′) and that I and I ′ are as in Lemma 1.15. Then Hom(I ⊗W, I ′ ⊗
W ′) ∼= Hom(I, I ′) if W ∼=W ′, and Hom(I ⊗W, I ′ ⊗W ′) = 0 otherwise.
Proof. The first statement follows from Lemma 1.15. To see the second, it suffices
to show that Hom(W,W ′) = 0 if W is not isomorphic to W ′, since both I ⊗W and
I ′⊗W ′ have filtrations whose associated gradeds are isomorphic to a direct sum of a
number of copies ofW (resp.W ′). But ifW andW ′ are stable and µ(W ) = µ(W ′),
then every nonzero homomorphism from W to W ′ is necessarily an isomorphism.
Thus either Hom(W,W ′) = 0 or W is isomorphic to W ′. This concludes the proof
of Corollary 1.16. 
We can now give an explicit description of regular bundles.
Theorem 1.17. Let V be a semistable vector bundle of rank n and degree d. Let
e = gcd(d, n) and set k = n/e, a = d/e. Suppose that V ∼=⊕i Idi(Wk(a;λi)) as in
Theorem 1.3, so that e =
∑
i di. Then:
(i) With the above notation, dimAut V ≥ e, with equality if and only if, for
i 6= j, then λi 6= λj.
(ii) If dimHom(V, V ) = e, then Hom(V, V ) is abelian and in fact in the above
notation Hom(V, V ) ∼=⊕i C[t]/(tdi).
Proof. If V ∼=⊕i Idi(Wk(a;λi)), then
Hom(V, V ) ∼=
⊕
i,j
Hom(Idi(Wk(a;λi)), Idj (Wk(a;λj))).
But by Corollary 1.16,
Hom(Idi(Wk(a;λi)), Idj (Wk(a;λj))) =
{
0, if λj 6∼= λi;
Hom(Idi , Idj ) if λj
∼= λi.
Thus, fixing a line bundle λi, the nonzero factors in Hom(V, V ) are of the form
Hom
( ⊕
λj∼=λi
Idj ,
⊕
λj∼=λi
Idj
)
.
So it suffices to show that the dimension of such a space is strictly bigger than the
sum over all dj such that λj ∼= λi unless λj ∼= λi implies j = i, i.e. unless there is
just one summand in the direct sum. We leave this straightforward argument to
the reader. 
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Corollary 1.18. A semistable vector bundle is regular if and only if it is isomor-
phic to ⊕
i
(
Idi ⊗Wk(a;λi)
)
where, for i 6= j we have λi 6∼= λj. Thus, each S-equivalence class of semistable
vector bundles has a unique regular representative, up to isomorphism. 
Our goal in this paper is now to generalize the results of this section to principal
holomorphic G-bundles over E, where G is now an arbitrary complex reductive
group.
2. The Harder-Narasimhan reduction for holomorphic principal
bundles.
2.1. The space of all holomorphic structures on a principal bundle.
We begin with some generalities concerning C∞ and holomorphic principal G-
bundles. For the moment, let ξ denote a fixed C∞ principal G-bundle over the
smooth projective curve C. The topological types of such bundles are classified by
H2(C;π1(G)) ∼= π1(G).
For a C∞ principal G-bundle ξ, a holomorphic structure on ξ is given by an
integrable ∂¯-operator on ξ, i.e. an integrable (0, 1)-connection on ξ. Note that C∞
(0, 1)-connections always exist, and that every (0, 1)-connection is integrable since
dimC = 1. The set of all (0, 1)-connections is an affine space A over Ω0,1(ad ξ),
the space of C∞ (0, 1)-forms on C with values in the vector bundle ad ξ associated
to the adjoint representation of G. The complex gauge group GC acts on A and
the quotient is the set of holomorphic structures on ξ. In particular, for a fixed
C∞-type of a principal G-bundle, the space of all complex structures is connected
and nonempty. For the rest of this paper, we shall denote by ξ a holomorphic
principal G-bundle, in other words a C∞ G-bundle together with some fixed choice
of holomorphic structure.
2.2. Semistable principal bundles.
The quotient A/GC of all holomorphic structures on a given C∞-principal G-
bundle is highly non-separated, and to find a separated space we need to restrict to
the set of semistable principal G-bundles. For the purposes of this paper, we shall
define semistability as follows:
Definition 2.1. Let G be a connected reductive complex Lie group and let ξ → C
be a holomorphic principal G-bundle. Then ξ is semistable if the associated vector
bundle ad ξ is a semistable vector bundle. The principalG-bundle ξ → C is unstable
if it is not semistable.
The above definition differs from that given in Ramanathan [27], but the two
definitions are equivalent. In fact, the following is shown in essentially contained
in [27] (see for example Proposition 7.1) and [2] (e.g. Proposition 10.6 and 10.9):
Theorem 2.2. Let G be a connected reductive group and let ξ → C be a principal
G-bundle. The following conditions are equivalent :
(i) The bundle ξ is semistable.
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(ii) The principal G/C(G)-bundle associated to ξ is semistable, where C(G) is
the identity component of the center of G and the quotient group G/C(G)
is semisimple, possibly trivial.
(iii) For every irreducible representation φ : G → GL(V ), where V is a finite-
dimensional vector space, the vector bundle V (ξ) = ξ ×G V associated to ξ
via φ is semistable.
(iv) There exists a finite-dimensional vector space V and an irreducible repre-
sentation φ : G→ GL(V ) whose kernel is finite modulo the center such that
the associated vector bundle V (ξ) is semistable.
(v) For every parabolic subgroup P of G, and every dominant character χ : P →
C∗, if the structure group of ξ reduces to P , then the associated line bundle
over C defined by the character χ has nonpositive degree. 
Stability of a G-bundle is defined via (v) above, by requiring that, for every
parabolic subgroup P of G, and every dominant character χ : P → C∗, if the
structure group of ξ reduces to P , then the associated line bundle over C defined
by the character χ has strictly negative degree. Even if ξ is stable in this sense, the
vector bundle ad ξ may only be strictly semistable. In case G is simply connected
and C is an elliptic curve E, there are essentially no properly stable G-bundles over
E.
In case G is semisimple, we have the following variant of Theorem 2.2:
Theorem 2.3. Suppose that G is semisimple. Let ξ → C be a principal G-bundle.
Then the following are equivalent :
(i) ξ is semistable.
(ii) For every finite-dimensional vector space V and representation φ : G →
GL(V ), the vector bundle V (ξ) associated to ξ via φ is semistable. 
2.3. Families of principal bundles and S-equivalence.
Recall the following standard terminology:
Definition 2.4. A family of principal G-bundles over the curve C parametrized
by a complex space (or scheme) S is a principal G-bundle Ξ over C × S. The
family Ξ is a family of semistable principal G-bundles over C if Ξ|C × {s} = Ξs
is semistable for all s ∈ S. Finally, let ξ and ξ′ be two semistable bundles over
C. We say that ξ and ξ′ are S-equivalent if there exists a family of semistable
bundles Ξ parametrized by an irreducible S and a point s ∈ S such that, for t 6= s,
Ξ|C × {t} ∼= ξ and Ξ|C × {s} ∼= ξ′. More generally, we let S-equivalence be the
equivalence relation generated by the above relation.
2.4. The Harder-Narasimhan reduction.
Let ξ be an unstable G-bundle over the smooth curve C. In this case, the
structure group of ξ reduces canonically to a parabolic subgroup P of G, the Harder-
Narasimhan parabolic associated to ξ [26] or [2], pp. 589–590. The construction
is as follows. On V = ad ξ, there is the nondegenerate skew bilinear form [·, ·]
induced by Lie bracket. The Harder-Narasimhan filtration of the vector bundle V
is self-dual in the obvious sense, under the isomorphism from V to V ∨ induced by
the bracket. Thus, if
{0} ⊂ V0 ⊂ · · · ⊂ Vk = V
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is the Harder-Narasimhan filtration, then Vi = V
⊥
k−i. After re-indexing, we can
write the filtration as
{0} ⊂ V−n ⊂ · · · ⊂ Vn = V,
where if the filtration has odd length we set V0 = V−1 (we will see that the filtration
cannot in fact have odd length in a minute). Here µ(Vk/Vk−1) = µk is a strictly
decreasing sequence of integers, with µ−k = −µk, and V−i = V ⊥i−1. Since, for
i, j ≥ 0,
µ(V−i ⊗ V−j) = µ−i + µ−j ≥ µ−i,
it follows that V0 is a bundle of subalgebras and that V−1 is a subbundle of nilpotent
ideals of V0. Note that if V0 = V−1, then V0 is a nilpotent subbundle of V of rank
1
2 dim g. But every nilpotent subalgebra of g has dimension strictly less that
1
2 dim g
(the maximal possible such dimension is the dimension of the nilpotent radical of a
Borel subalgebra, which is the number of positive roots). Thus V0 6= V−1. Moreover
V ⊥−1 = V0.
Fixing a point x of C, we can choose an identification of ξx with G and hence we
can identify Vx with g. Via this identification, (V0)x is identified with a subalgebra
p of g, and (V−1)x with a nilpotent ideal u = u−1 of p. By [7, Chap. 7,8, VIII, §10,
The´ore`me 1], p is a parabolic subalgebra of g and the proof of the theorem shows
moreover that u is the nilpotent radical of p. Let P be the parabolic subgroup of
G corresponding to p. The map t 7→ (V0)t defines a holomorphic section of the
bundle associated to ξ via the action of G on the space of all parabolic subalgebras
conjugate to p, namely G/NG(p), and thus a reduction of the structure group of
ξ to NG(p). The normalizer of p is contained in the normalizer NG(P ) of P in G.
By [19], NG(P ) = P and thus NG(p) = P . This construction thus reduces the
structure group of ξ to P (compare [18]). We call P (which is well-defined up to
conjugation) the Harder-Narasimhan parabolic associated to P and the P -bundle
ξP the Harder-Narasimhan reduction of ξ. In particular, every unstable bundle has
a canonical reduction of structure group to a parabolic subgroup of G. In fact, it is
easy to check that, in the above notation, for every i > 0, det(V−i/V−i−1) is a line
bundle of positive degree over E associated to a dominant character χ of P , and
thus ξ is unstable by (v) of Theorem 2.2. In case ξ is a semistable bundle over G,
we set P = G and ξP = ξ.
Let u−i correspond to (V−i)x. For i ≥ 0, u−i is an ideal in u and in p. Further-
more, u−n lies in the center of u. Likewise u−i/u−i−1 lies in the center of u/u−i−1.
Let U−i be the unipotent subgroup of P corresponding to u−i. Following our earlier
notation, we let U = U−1; it is the unipotent radical of P . Let L = P/U . Then P
is isomorphic to a semidirect product of L and U . A subgroup of P isomorphic to
L under the projection (well-defined up to conjugation) is called a Levi factor and
also denoted by L. The group L acts by conjugation on U and U−i. Thus there
is an induced action of L on U−i/U−i−1. Let η be the principal L-bundle induced
from ξP by taking the projection from P to L. We can summarize the above as
follows:
Theorem 2.5. Let ξ be an unstable G-bundle. Then associated to ξ is a parabolic
subgroup P of G, canonically defined up to conjugation, and a principal P -bundle
ξP such that ξP×PG ∼= ξ. The bundle ξP is uniquely determined up to isomorphism
of P -bundles. If U is the unipotent radical of P , L = P/U is a Levi factor of P , and
ξL = ξP /U is the associated L-bundle, then ξL is a semistable principal L-bundle
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for the reductive group L, uniquely determined up to isomorphism of L-bundles.
Finally, the identity component of AutG ξ is equal to the identity component of
AutP ξP .
Proof. We have already discussed the construction of ξP and hence of ξL. To see
that ξL is semistable, note that ad ξL is the L-bundle associated to the representa-
tion of L on p/u, which is the vector bundle V0/V−1. By construction, V0/V−1 is
semistable, and hence ξL is semistable as well.
To see the final statement, since the bundles Vk/Vk−1 are semistable with nega-
tive slope for k > 0, h0(E; ad ξ) = h0(E;V0) = h
0(E; adP ξP ), and this implies the
statement about the identity components. 
2.5. The case of genus zero and one.
In case C has genus 0 or 1, we can further reduce the structure group of the
Harder-Narasimhan reduction ξP to that of a Levi factor L, viewed as a subgroup
of P . This statement for genus 1 is then a preliminary analogue of (i) of Theorem
1.6.
Proposition 2.6. Let ξ be an unstable G-bundle over a smooth projective curve
C and let P be the Harder-Narasimhan parabolic subgroup of G associated to ξ.
Suppose that the genus of C is 0 or 1. Then the structure group of ξ reduces from
P to a Levi factor L. In fact, there exists a maximal parabolic subgroup P0 of G
such that the structure group of ξ reduces to a Levi factor L0 of P0, and such that,
for every nonzero dominant character χ : P0 → C∗, the line bundle associated to
the L0-bundle ξ and the character χ has positive degree.
Proof. Let ξP be the Harder-Narasimhan reduction, and let η be the L-bundle
induced by ξP . To prove the first part of the proposition, it suffices to show that
the set of isomorphism classes of lifts of the L-bundle η to a P -bundle consists
of a single element, which then must be the bundle induced by the inclusion of
L as a subgroup of P . Such lifts are classified by the nonabelian cohomology set
H1(C;U(η)), where U(η) is the sheaf of groups associated to the principal bundle
η via the action of L on U . Likewise, the set of isomorphism classes of lifts of η to a
LU−i-bundle is classified by the nonabelian cohomology set H
1(C;U−i(η)). There
is an exact sequence
0→ U−i−1 → U−i → U−i/U−i−1 → 0,
where U−i/U−i−1 is an abelian unipotent group, and thus a vector space. By taking
the associated long exact sequence of pointed sets (see [17]), it suffices to show that
H1(C; (U−i/U−i−1)(η)) = {0} for all i ≥ 1, where (U−i/U−i−1)(η)) is the vector
bundle η×L(U−i/U−i−1) associated to η and to the representation of L on the vector
group U−i/U−i−1. But it is easy to see that the vector bundle (U−i/U−i−1)(η) is
simply the vector bundle V−i/V−i−1, which is a semistable bundle with slope µi > 0.
By Serre duality,
h1(C;V−i/V−i−1) = h
0(C; (V−i/V−i−1)
∨ ⊗KC).
Since g(C) ≤ 1, degKC ≤ 0, and thus (V−i/V−i−1)∨⊗KC is a semistable bundle of
negative degree. Hence h0(C; (V−i/V−i−1)
∨⊗KC) = 0, and so h1(C;V−i/V−i−1) =
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0 as well. It follows that the unique lift of η to a P -bundle is given by the bundle
induced by the inclusion of L in P . This proves that the structure group of ξ
reduces to L.
Let ξP be the Harder-Narasimhan reduction of ξ. By the construction of ξP ,
there exists a dominant character χ : P → C∗ such that the degree of the line bundle
corresponding to ξP is positive. Suppose that P contains a Cartan subgroup H and
a Borel subgroup B corresponding to a choice of positive roots, or equivalently a
basis ∆ of simple roots. Then the parabolic subgroups containing B are in 1 − 1
correspondence with proper subsets Σ of ∆, and, if P corresponds to Σ, then the
character group of P is the group generated by the fundamental weights ̟α for
α ∈ ∆− Σ. Since χ is a positive combination of the fundamental weights ̟α with
α ∈ ∆ − Σ, there exists a fundamental weight ̟α, α ∈ ∆ − Σ, such that the line
bundle associated to the character ̟α of P has positive degree. Let P0 be the
maximal parabolic corresponding to the subset ∆−{α}. Then P0 contains P , and
there exists a Levi factor L0 of P0 containing L. Every dominant character of P0
is a positive multiple of ̟α, and thus the extension of ξP to a P0-bundle is as
claimed. 
We remark that the genus zero case of Proposition 2.6 leads to a quick proof of
Grothendieck’s theorem that, for G a connected reductive group, every holomorphic
G-bundle ξ over P1 has a holomorphic reduction of structure group to a Cartan
subgroup. The proof is by induction on the rank of the derived subgroup of G. If
this rank is zero, then G is an algebraic torus and there is nothing to prove. If the
rank is positive and ξ is not semistable, then we can reduce to the case of smaller
rank by Proposition 2.6. Thus we may assume that ξ is semistable. Furthermore,
it suffices to show that the induced bundle on the quotient of G by the identity
component of the center is trivial, for then by the long exact cohomology sequence
the structure group of ξ reduces to the identity component of the center. Thus we
may assume that ξ is semistable and that G is semisimple, and will show that ξ is
the product bundle. If G = SLn(C), then the result is immediate from Riemann-
Roch, which guarantees that the rank n vector bundle associated to ξ has a section,
and induction on n. In general, there is a faithful representation of G in SLN (C) for
some N , and by (ii) of Theorem 2.3 the associated bundle ξ ×G SLN(C) is trivial.
By the long exact cohomology sequence, ξ is in the image of H0(P1;SLN(C)/G),
where SLN (C)/G) denotes the sheaf of sets on P
1 whose sections over an open set
U are the holomorphic maps from U to the quotient variety SLN(C)/G. But since
SLN(C) is affine and G is reductive, the quotient SLN(C)/G is affine and hence
every map from P1 to SLN (C)/G is constant. It then follows easily that the image
of H0(P1;SLN(C)/G) in H
1(P1;G) is trivial, so that ξ is the trivial bundle.
Let us summarize what we showed so far:
Theorem 2.7. Let ξ be a holomorphic G-bundle over an elliptic curve. If ξ is not
semistable, then there is a holomorphic reduction of ξ to a semistable L-bundle ξL,
where L is a Levi factor of the Harder-Narasimhan parabolic subgroup associated
to ξ. The parabolic subgroup P and hence L are determined up to conjugation in
G, and the bundle ξL is determined up to isomorphism of L-bundles. Finally, the
identity component of AutG ξ is equal to the identity component of AutP ξP , where
ξP is the Harder-Narasimhan reduction of ξ. 
In case G = GLn, the reduction of the bundle ξ to an L-bundle corresponds
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to the direct sum decomposition V =
⊕k
i=1 Vi, where each Vi is semistable and
µ(Vi) > µ(Vi+1). In this case L = GLd1 × · · · ×GLdk , where di is the rank of Vi.
2.6. Some comments on the Jordan-Ho¨lder filtration.
If V is a semistable vector bundle over the smooth algebraic curve C, then V
also has a canonical filtration. Recall that a semistable vector bundle is polystable
if it is a direct sum of stable bundles (necessarily all of the same slope). It is easy
to check that, if V is semistable, then there is a largest polystable subbundle F 0 of
V . (If W1 is a polystable subbundle of V and W2 is a stable subbundle of V with
µ(W1) = µ(W2) = µ(V ) = µ, then µ(W1+W2) ≤ µ and thus µ(W1∩W2) ≥ µ(Wi).
By stability, either W1 ∩W2 =W2 or W1 ∩W2 = 0. Thus, if W2 is not contained in
W1, the mapW1⊕W2 → V is injective, and its image is a subbundle.) Applying the
same construction to V/F 0 and using induction on the rank produces a canonical
filtration F i of V with F i+1/F i polystable. Moreover V is S-equivalent to grF i,
which is polystable. Of course, if V was polystable to begin with, the filtration is
trivial. This construction is generalized to an arbitrary reductive group G in [28].
In case C = E is an elliptic curve, it follows from Theorem 1.3 that every
polystable vector bundle of degree zero is a direct sum of line bundles. Thus the
above construction reduces the structure group of a semistable SLn-bundle to the
Borel subgroup. In fact, the structure group can be reduced to a much smaller
subgroup. We will see in the next section how to do this for a general simply
connected group.
2.7. The Atiyah-Bott point.
In this subsection, we introduce an invariant of a G-bundle ξ, due to Atiyah-Bott.
Then we apply this invariant to solve the following problem: suppose that L is a
Levi factor of a parabolic subgroup of G, and that ξL is a holomorphic reduction of
ξ to L which is semistable as an L-bundle. When is ξL the L-bundle arising from
the Harder-Narasimhan reduction of ξ? Throughout this subsection, we work over
an elliptic curve E, although much of the discussion generalizes to curves of higher
genus.
Let L be a reductive group and let C be the identity component of the center of
L. Let C be the quotient of L by its derived subgroup DL. Then C → C is a finite
covering. Let c be the Lie algebra of C, which we can view as the universal cover
of C and of C and let ΛC ⊆ ΛC ⊆ c be the lattices π1(C) and π1(C) respectively.
Let ξ be a semistable L-bundle. We define the Atiyah-Bott point µ(ξ) ∈ ΛC ⊂ c as
follows. We have the C-bundle det ξ = ξ/DL. We define
µ(ξ) = c1(det ξ) ∈ H2(E; ΛC) ∼= ΛC ⊂ c,
where c1 is the analogue of the first Chern class arising from the coboundary map
in the long exact sequence
0→ ΛC → c⊗C OE → C → 0.
Notice that µ(ξ) is an element of the Lie algebra of L whose image under the
exponential map is of finite order.
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Lemma 2.8. Suppose that L ⊆ L′ is an inclusion of reductive groups, that ξ is
a semistable L-bundle and that ξ′ = ξ ×L L′ is also semistable. Then under the
inclusion l ⊆ l′ the image of µ(ξ) ∈ l′ lies in the Lie algebra of the center of L′ and
is the Atiyah-Bott point µ(ξ′).
Proof. Let C, resp. C′, be the center of L, resp. L′, and let C, resp. C′ be the quotient
of L, resp. L′, by its derived subgroup DL, resp. DL′. We decompose l′ under the
action of the semisimple element µ(ξ) ∈ l:
l′ =
⊕
q
(l′)q,
where (l′)q is the q-eigenspace for the adjoint action of µ(ξ) and q ∈ Q (since µ(ξ)
is a rational point of the Lie algebra of C′). We have the associated vector bundle
(l′)q(ξ), and its degree is given by dim(l′)q · q. By definition, since ξ′ is semistable,
so is ad(ξ′) = ξ ×L l′. This means that all of the nonzero summands (l′)q(ξ) must
have the same slope, but since l ⊆ (l′)0, there is a nonzero summand with slope
zero. Thus the only possibility is that (l′)0 = l′. Hence, µ(ξ) is contained in the
center of l′, proving the first statement.
Clearly, the inclusion L ⊆ L′ induces an inclusion DL ⊆ DL′ and hence there
is an induced mapping C → C′. Under this mapping the bundle det ξ maps to
det(ξ′). This proves that the Atiyah-Bott points for ξ and ξ′ correspond under this
mapping. 
Lemma 2.9. Let ξ be a holomorphic G-bundle. Suppose that ξ reduces to a
semistable bundle ξL, where L is a reductive subgroup of G. Then there exists
a Harder-Narasimhan parabolic subgroup P for ξ and a Levi factor L′ of P which
contains L, and such that the Harder-Narasimhan reduction ξL′ of ξ is ξL ×L L′.
Proof. Consider the adjoint action of µ(ξL) on g. It is a diagonalizable action all of
whose eigenvalues are rational numbers. We define g0(µ(ξL)) ⊆ g to be the subspace
which is the direct sum of the eigenspaces corresponding to nonnegative eigenvalues
of this action. It follows from the proof of Lemma 2.8 that g0(µ(ξL)) is the Lie
algebra of the Harder-Narasimhan parabolic for ξL ×L G and that the subalgebra
of 0-eigenspaces is the Lie algebra of the Levi factor L′ of this parabolic. (This
also includes the case where P = G.) Clearly, L ⊆ L′. It follows from the Harder-
Narasimhan construction that ξP = ξL ×L P and hence that ξL′ = ξL ×L L′. 
Corollary 2.10. Let ξ be a holomorphic G-bundle. Suppose that there are two
reductions of ξ to semistable bundles ξL and ξL′ over reductive subgroups L,L
′ of
G. Then the Atiyah-Bott points µ(ξL) ∈ l ⊆ g and µ(ξL′) ∈ l′ ⊆ g are conjugate
points of g under the adjoint action of G.
Proof. By Lemma 2.9, there exists a Harder-Narasimhan parabolic P and a Levi
factor L′′ of P which contains L. By Lemma 2.8, µ(ξL) = µ(ξL′′), where ξL′′ =
ξ×LL′′. The corollary now follows from the uniqueness of the Harder-Narasimhan
reduction up to conjugation in G. 
Thus, we define the Atiyah-Bott point of any holomorphic G-bundle for any
reductive group G, by choosing a reductive subgroup L ⊆ G and a semistable L-
bundle ξL reducing ξ and taking the image of the Atiyah-Bott point of ξL under
the inclusion l ⊆ g. For example, we could always choose the reduction of ξ to the
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Levi factor of a Harder-Narasimhan parabolic. By the above corollary the result is
well-defined up to conjugation by an element of G, and the conjugacy class will be
denoted µ(ξ). Of course, fixing a Cartan subalgebra h for G and a Weyl chamber
C0 of h, we can identify µ(ξ) once and for all with a point of C0. Note that the point
µ(ξ) satisfies an integrality condition similar to that of Corollary 1.7 (ii), namely
that µ(ξ) ∈ ΛC ⊆ ΛC ⊗Q.
Quite generally, suppose that µ is a semisimple element of the Lie algebra g,
all of whose eigenvalues are rational. We can break g into a direct sum
⊕
q g
q of
eigenspaces for adµ. Let P (µ) be the connected group whose Lie algebra corre-
sponds to the direct sum of the eigenspaces for nonnegative eigenvalues q, and let
L(µ) be the subgroup of P (µ) corresponding to the eigenspace for q = 0. It is easy
to see that P (µ) is a (closed) parabolic subgroup of G and that L(µ) is a Levi factor
of P (µ). Clearly µ is contained in the center of L(µ).
We may then characterize the L-bundles arising from the Harder-Narasimhan
reduction as follows:
Corollary 2.11. Let ξ be a holomorphic G-bundle and let µ(ξ) be the associated
Atiyah-Bott point. Let L be a reductive subgroup of G. Suppose that there is a
holomorphic reduction of ξ to a semistable L-bundle ξL. Then ξL is the L-bundle
arising from the Harder-Narasimhan reduction of ξ if and only if L = L(µ(ξ)), if
and only if the roots of G vanishing on µ(ξ) are exactly the roots of L. 
Definition 2.12. Let L be a reductive subgroup of G, let c be the Lie algebra
of the center of L, and let µ ∈ c. We say that the pair (L, µ) is saturated if the
roots of G vanishing on µ are exactly the roots of L. With L as above, let ξL
be a semistable L-bundle. We say that the pair (L, ξL) is saturated if the pair
(L, µ(ξL)) is saturated. In this case, by Corollary 2.11, L is a Levi factor of the
Harder-Narasimhan parabolic associated to ξL ×L G = ξ, and ξL is the L-bundle
associated to the Harder-Narasimhan reduction of ξ.
For example, for G = GLn and L = GLd1 × · · · × GLdk , a reduction of a
vector bundle V to an L-bundle is a direct sum decomposition V =
⊕k
i=1 Vi with
rankVi = di. The L-bundle ξL is semistable if and only if each Vi is semistable.
Finally, in this case the pair (L, ξL) is saturated if and only if µ(Vi) 6= µ(Vj) for
i 6= j.
3. A normal form for the transition functions of a semistable bundle.
This section is concerned with the description of all semistable bundles within
a fixed S-equivalence class. Let ξ be a fixed semistable G-bundle. It is a well-
known result that, for every smooth projective curve C, there is a unique central
Yang-Mills representative ξ0 S-equivalent to ξ. This representative is associated to
a representation ρ from a central extension of π1(C) to K. In case C = E, to find
a normal form for the transition functions of ξ, we begin by finding a canonical
form for the transition functions of the corresponding Yang-Mills bundle ξ0 (which
we call normalized transition functions). The canonical form for the transition
functions of ξ is then obtained by multiplying the normalized transition functions
for tξ0 by elements of the form {exp(fijX)} where {fij} is a OE-valued 1-cocycle
giving the standard generator for H1(E;OE) and X is a nilpotent element in zg(ρ),
the subalgebra of g consisting of elements which commute with the representation
ρ.
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We shall use the following notation throughout the rest of this paper. For any
subset S ⊆ G we denote by ZG(S) the centralizer of S in G and by zg(S) its
Lie algebra. Clearly zg(S) is the subalgebra of g invariant under AdS. Given a
representation ρ : ΓR → G, we define ZG(ρ) to be ZG(Im ρ), and similarly for zg(ρ).
3.1. Flat and Yang-Mills connections.
Let C be a smooth projective curve and let K be a compact, semisimple Lie
group. Given a representation ρ : π1(C)→ K, we can form the associated principal
K-bundle ξ0 = (C˜ ×K)/π1(C) → C, where π1(C) acts on C˜, the universal cover
of C, in the usual way, and on K via ρ. We shall call such a K-bundle a flat K-
bundle. The inclusion of K in G then yields a holomorphic G-bundle ξ0×K G. We
shall refer to a G-bundle which arises in this way as a flat K-bundle or, in the case
where C = E is an elliptic curve and G is simply connected, as a split bundle. (We
shall also blur the distinction between the K-bundle ξ0 and the G-bundle ξ0×KG.)
The flat structure on a flat K-bundle ξ0 is equivalent to a K-connection A on ξ0
with curvature FA = 0, modulo gauge equivalence. There is an induced connection
on ξ0 ×K G, which we shall also denote by A, and the holomorphic structure on
ξ0 ×K G is induced by the (0, 1)-connection which is the (0, 1) part of A.
More generally, suppose that K is compact but not necessarily semisimple. In
general we will let K = C ×F D, where C = CK is the identity component of the
center of K and D is the derived group. Let G be the complexification of K; it
is a reductive algebraic group, and conversely every reductive group arises in this
way. Let ΓR(C) be the central extension of π1(C, ∗) defined in §6 of Atiyah-Bott
[2], generalizing the construction we have given in Section 1 for C = E. Thus there
is a central extension
0→ R→ ΓR(C)→ π1(C, ∗)→ {1},
and it is unique specified by the condition that, if αi, βi are the standard generators
of π1(C, ∗) and Ai, Bi are any lifts of the αi, βi to elements of ΓR(C), then∏
i
[Ai, Bi] = 1 ∈ R.
It is straightforward to check that the class of this central extension is the element
1 ∈ H2(C;R) ∼= R. Let ν → C be the unique C∞ U(1)-bundle with Chern class 1
and let C˜ → C be the universal cover of C. Then ν×C C˜ is a π1(C)×U(1)-bundle,
and one can check that there is a unique lift of this bundle to a bundle ΓR → C
with structure group ΓR(C). Fix a Yang-Mills (i.e. harmonic) connection Aν on ν.
Then Aν lifts to a connection on ΓR → C, which we denote by A0.
Given the compact Lie group K, a representation ρ : ΓR → K will be called
central if ρ(R) is contained in the center of K. Recall that a Yang-Mills connection
on aK-bundle is aK-connectionA whose curvature FA is covariant constant. Given
a central representation ρ : ΓR(C)→ K, there is the inducedK-bundle ΓR×ΓR(C)K,
and it has a Yang-Mills connection ρ∗(A0) = A. Note that ∗FA has values in the
Lie algebra of the center of K, not just the Lie algebra of K. We will refer to
such a connection as a central Yang-Mills connection. Thus, the image of the fixed
Yang-Mills connection A0 on ΓR under a central representation is a central Yang-
Mills connection, and conversely, up to gauge equivalence, every central Yang-Mills
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connection arises in this way. Given a central Yang-Mills connection A, we shall
somewhat inaccurately refer to the corresponding representation ρ : ΓR(C)→ K as
the holonomy representation. Note that the identification of central representations
with central Yang-Mills connections depends on the choice of the connection A0.
The inclusion R ⊂ C defines an inclusion of groups ΓR(C) ⊂ ΓC(C). Clearly
there is an exact sequence
0→ Z→ ΓC(C)→ C∗ × π1(C)→ 0,
compatible with the exact sequence
0→ Z→ ΓR(C)→ U(1)× π1(C)→ 0.
The fixed Yang-Mills connection A0 on ΓR induces a holomorphic structure on ΓC =
ΓR ×ΓR(C) ΓC(C), and we shall denote this bundle, together with its holomorphic
structure, by ΓC → C, with structure group ΓC(C). A central representation
ρ : ΓR(C)→ K induces a holomorphic representation ρC : ΓC(C)→ G. Hence there
is an associated holomorphic G-bundle ΓC ×ΓC(C) G. Clearly
ΓC ×ΓC(C) G ∼= (ΓR ×ΓR(C) K)×K G,
and the holomorphic structure on ΓC ×ΓC(C) G is easily seen to be the same as the
one on (ΓR×ΓR(C)K)×KG induced by taking the (0, 1)-component of the Yang-Mills
connection ρ∗(A0) = A. We shall refer to a holomorphic G-bundle ξ = ξK ×K G
whose holomorphic structure arises from the (0, 1)-part of a central Yang-Mills
connection on the K-bundle ξK as a Yang-Mills bundle and we shall also refer to
the associated central representation ρ as the holonomy of ξ. We emphasize that,
in our definition, a Yang-Mills bundle arises from a central Yang-Mills connection,
since we shall never need to consider non-central Yang-Mills connections.
We will need the following version of the theorem of Narasimhan-Seshadri [25]
and Ramanathan [27] (see also Atiyah-Bott [2] and Donaldson [8]).
Theorem 3.1. Suppose that G is reductive and that K is a maximal compact
subgroup of G.
(i) Let ξ0 be a Yang-Mills K-bundle. Then the induced G-bundle ξ0 ×K G is
semistable.
(ii) Let ξ → C be a semistable principal G-bundle. Then there is a Yang-Mills
K-bundle ξ0 whose induced G-bundle is S-equivalent to ξ. More precisely,
there is a family of semistable principal G-bundles Ξ over C×C, such that,
for t 6= 0, Ξt ∼= ξ, and such that Ξ0 is the G-bundle induced by the Yang-
Mills K-bundle ξ0.
(iii) The bundle ξ0 is unique up to isomorphism of Yang-Mills K-bundles. More
precisely, suppose that ξ and ξ′ are two semistable principal G-bundles as-
sociated to Yang-Mills K-bundles ξ0, ξ
′
0. Then ξ and ξ
′ are S-equivalent if
and only if ξ0 and ξ
′
0 are isomorphic as Yang-Mills K-bundles, if and only if
their associated holonomy representations ΓR → K are conjugate in K. 
The proof of the result, in the form stated here, is essentially contained in Ra-
manthan’s thesis [28, Prop. 3.12 and 3.15] as well as in Atiyah-Bott [2, Lemma
22 ROBERT FRIEDMAN AND JOHN W. MORGAN
10.12]. (Although the result is stated for curves of genus at least 2 in [28], the proof
goes through with minor modifications in the case of genus 1.)
Suppose that K is compact, with C the identity component of the center of K,
and let c be the Lie algebra of C. If ξ0 is a Yang-Mills bundle corresponding to
a central representation ρ : ΓR → K, then we have defined µ(ξ) ∈ c in §2.5. The
following is a straightforward calculation:
Lemma 3.2. With the above notation, let dρ : R → c be the differential of the
homomorphism ρ. Then µ(ξ) = dρ(1). 
3.2. Semistable G-bundles with Yang-Mills connections over an elliptic curve.
From now on, we restrict attention to an elliptic curve E, and set ΓR = ΓR(E)
and ΓC = ΓC(E). We have the C
∞ ΓR-bundle ΓR → E and its complexification
ΓC → E. The choice of a fixed harmonic connection on the U(1)-bundle ν → E
with Chern class 1 defines a holomorphic structure on ΓC, which we also fix once
and for all. Let {Ui} be an open Stein cover of E such that each Ui is simply
connected and such that Ui ∩ Uj is either connected or empty for all i 6= j. Then
we can find a holomorphic trivialization of the bundle ΓC over the open cover {Ui}.
Let γij : Ui ∩ Uj → ΓC be the holomorphic transition functions for this choice of
trivialization.
Now suppose that K = C ×F D is a compact group, where as usual D is the
derived group and C is the identity component of the center. Let CC be the algebraic
torus which is the complexification of C. Suppose that ξ0 is a holomorphic bundle
corresponding to a Yang-Mills connection with holonomy ρ: ΓR → K. Then there is
the associated holomorphic representation ρC : ΓC → G. Let hij = ρC(γij). Clearly,
the hij are holomorphic transition functions for the bundle ξ0, contained in the
image of ρ. We shall call such transition functions normalized (with respect to the
fixed cover {Ui} and the choice of trivializations {γij}). Since the choice of the open
cover and trivializations will be made once and for all, we will suppress this choice
from the notation. Note that the construction of normalized transition functions
is functorial with respect to central homomorphisms of compact Lie groups, i.e.
homomorphisms π : K1 → K2 such that π(CK1) ⊆ CK2, where CKi is the identity
component of the center of Ki. We then have the following lemma on normalized
transition functions:
Lemma 3.3. With notation as above, if ξ0 is a holomorphic bundle corresponding
to a Yang-Mills connection with holonomy ρ: ΓR → K, then the structure group of
ξ0 reduces to Im ρC. Moreover:
(i) The elements hij generate Im ρC modulo ρC(C) ⊆ CC, and thus generate
Im ρC modulo CC.
(ii) If {hij} and {h′ij} are two normalized transition functions (with respect to
the cover {Ui}) defining isomorphic bundles, then there exists g ∈ K such
that h′ij = ghijg
−1 for all i, j.
(iii) An element X ∈ g satisfies Ad(hij)(X) = X for all i, j if and only if
X ∈ zg(ρ).
(iv) There is a natural inclusion of ZG(ρ) in AutG(ξ0), whose image is the set
of automorphisms of ξ0 defined by functions which are constant with respect
to the given local trivializations over {Ui}.
Proof. Clearly the structure group of ξ0 reduces to Im(ρC).
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Next we show (i). Using the projection ΓC → π1(E), we can take the image γ¯ij ∈
π1(E) of the transition functions γij , and the functions γ¯ij are transition functions
for the π1(E)-bundle E˜ → E. Thus, the γ¯ij generate π1(E). It follows that the
images h¯ij of the hij generate the image of the homomorphism ρ¯C : π1(E)→ DG/F
induced by ρ. From this, (i) is clear.
To see (ii), suppose that {hij} and {h′ij} are two normalized transition functions
defining isomorphic bundles. Let ρ and ρ′ be the respective holonomy maps. Then
ρ and ρ′ are conjugate under K: say ρ′ = gρg−1 for some g ∈ K. The same will be
true for ρC and ρ
′
C
. Thus h′ij = ρ
′
C
(γij) = gρC(γij)g
−1 = ghijg
−1.
To see (iii), by (i), X ∈ g is fixed by Ad(hij) for every i, j if and only if X is
fixed by Ad(Im ρ), if and only if X ∈ zg(ρ).
As for (iv), for h ∈ ZG(ρ), define an automorphism Ui×G→ Ui×G by sending
(u, g) to (u, hg). Since h ∈ ZG(ρ), h commutes with hij for all i, j. This means
these local automorphism fit together to define an automorphism of the G-bundle
ξ0 which clearly is constant with respect to the given trivialization over {Ui}. The
converse is also easy to see, namely that any constant automorphism of ξ0 lies in
the image of ZG(ρ)→ AutG(ξ0). 
We have not shown that ZG(ρ) = AutG(ξ0), since a priori there might exist
nonconstant holomorphic functions gi:Ui → G with hijgih−1ij = gj . We will return
to this point in the next section and verify that indeed ZG(ρ) = AutG(ξ0).
If K is semisimple, then ρ factors through a homomorphism π1(E)→ K. Since
π1(E) is abelian, Im ρC = Im ρ is contained in ZG(ρ). In general, however, Im ρ
need not be contained in ZG(ρ).
3.3. Construction of all semistable G-bundles.
Next we give a general method for constructing G-bundles. If X ∈ g and f is a
holomorphic function on some complex manifoldM , then exp(fX) is a holomorphic
map from M to G, and, fixing f , X 7→ exp(fX) is a holomorphic map from g to
the space of holomorphic mappings from M to G. We will apply this as follows:
for the given Stein cover {Ui}, let {fij} be a 1-cocycle for OE for the cover {Ui}
such that {fij} represents the same element as dz in the 1-dimensional vector
space H1(E;OE). For a fixed X ∈ g, the function exp(fijX) defines an element
of H1(E;G) and thus a holomorphic principal bundle over E. Doing this for all
X ∈ g, we define a holomorphic family of bundles over E × g, such that at 0 ∈ g,
the corresponding G-bundle is the trivial G bundle E ×G.
More generally, suppose that ξ0 has a Yang-Mills connection with holomony
ρ: ΓR → K and in fact is defined by normalized transition functions {hij} with
values in ZG(ρ). For X ∈ zg(ρ), we define transition functions hij exp(fijX) : Ui ∩
Uj → G. Since the {hij} form a 1-cocycle for K ⊂ G, since each hij centralizes X ,
and since the {fij} are a 1-cocycle, it is easy to see that {hij exp(fijX)} is indeed a
1-cocycle with respect to the open cover {Ui}. Performing the above construction
for all X ∈ zg(ρ), we obtain a holomorphic family of bundles Ξ0 over E × zg(ρ),
such that the bundle corresponding to 0 ∈ zg(ρ) is ξ0.
Lemma 3.4. Let Ξ0 → E × zg(ρ) be the family of G-bundles constructed above.
(i) The inclusion zg(ρ) ⊆ H0(E; ad ξ0) of covariant constant sections is an
isomorphism. Likewise, there is a homomorphism H1(E;OE) ⊗ zg(ρ) →
H1(E; ad ξ0) defined by cup product and it is also an isomorphism.
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(ii) The Kodaira-Spencer map of the family Ξ0 at the origin is given by
zg(ρ)→ H1(E;OE)⊗ zg(ρ) = H1(E; ad ξ0),
where the first map is defined by tensoring with the element in H1(E;OE)
represented by {fij} and the second isomorphism is that of (i). In par-
ticular, the Kodaira-Spencer map is an isomorphism, and hence Ξ0 is a
semiuniversal deformation of ξ0 at the origin.
Proof. To see (i), note that ad ξ0 is a Yang-Mills vector bundle for the representa-
tion of the compact group K acting on g. Thus, using the maximum principle, a
standard argument due to Narasimhan and Seshadri [25] shows that the holomor-
phic sections are the covariant constant sections with respect to the connection, and
these are given by constant elements of g commuting with the holonomy represen-
tation ρ. In particular, H0(E; ad ξ0) is identified with H
0(E;OE)⊗zg(ρ). A similar
argument via the Dolbeault isomorphism H1(E; ad ξ0) ∼= H0,1(E; ad ξ0) and using
the existence of the nowhere vanishing (0, 1)-form dz¯ on E shows that H1(E; ad ξ0)
is identified with H1(E;OE)⊗ zg(ρ) via cup product.
To see (ii), we first note that, if η is an arbitrary G-bundle with transition
functions {gij} and if {gij exp(tXij)} is a first order deformation of η, then the Xij
satisfy
Ad(gkj)Xij +Xjk = Xik,
in other words {Xij} is a 1-cocycle for ad η, and by definition it is the Kodaira-
Spencer class. Applying this remark to ξ0 and the bundle Ξ0 above, it follows that
the first order term for the transition functions of Ξ0 along the tangent direction
X ∈ zg(ρ) is the 1-cocycle {fijX}, and clearly this element projects to [{fij}]⊗X ∈
H1(E;OE) ⊗ zg(ρ), where [{fij}] is the image of {fij} in H1(E;OE). Thus the
identification of H1(E;OE) with C via [{fij}] shows that the Kodaira-Spencer
map is the map zg(ρ) → H1(E;OE) ⊗ zg(ρ) given by tensoring with the class
[{fij}] followed by the natural inclusion of this tensor product into H1(E; ad ξ0).
By (i), this map is an isomorphism from zg(ρ) to H
1(E; ad ξ0).
Thus, the Kodaira-Spencer map is an isomorphism, which means that Ξ0 is a
semiuniversal deformation of ξ0 at the origin. 
Corollary 3.5. Let ξ be a semistable principal G-bundle. Let ξ0 be the unique
bundle with a Yang-Mills K-connection S-equivalent to ξ, and let {hij} be normal-
ized transition functions for ξ0. Then there exists an X ∈ zg(ρ), such that ξ is
trivialized on the open cover {Ui} with transition functions {hij exp(fijX)}.
Proof. Let S be a semiuniversal deformation of the bundle ξ0, with 0 ∈ S corre-
sponding to ξ0. By the theorem of Narasimhan-Seshadri, Ramanathan, Donaldson
et al (Theorem 3.1), in every neighborhood of 0 ∈ S there exists a bundle isomor-
phic to ξ. Taking S to be a neighborhood of the origin in zg(ρ) and the family to be
the family Ξ0 constructed above, the result now follows immediately from Lemma
3.4. 
The main result of this subsection is that we can further assume that X ∈ zg(ρ)
given above is nilpotent.
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Theorem 3.6. Let ξ be a semistable principal G-bundle, let ξ0 be the unique bundle
with a Yang-Mills K-connection S-equivalent to ξ, and let {hij} be the normalized
transition functions for ξ0 with respect to the open covering {Ui}. Then there exists
a holomorphic trivialization of ξ over the cover {Ui} with holomorphic transition
functions of the form {hij exp(fijX)}, where X ∈ zg(ρ) is nilpotent.
Proof. Begin with transition functions {hij exp(fijX)} for ξ as in Corollary 3.5,
where X is an arbitrary element of zg(ρ). Note that modifying the 1-cocycle
{hij exp(fijX)} by the 1-coboundary which is given by a constant element g of
ZG(ρ) has the effect of leaving the hij invariant and replacing X by (Ad g)(X).
Write X = Xs + Xn, where Xs, Xn ∈ zg(ρ), adXs is semisimple, adXn is nilpo-
tent, and [Xs, Xn] = 0. Fix a Cartan subalgebra h(ρ) of zg(ρ), which we assume to
be the complexification of the Lie algebra of a maximal torus T (ρ) in the centralizer
of ρ in K. After conjugating by an element of ZG(ρ), we may assume that Xs lies
in the Cartan subalgebra h(ρ). Let H(ρ) be the corresponding maximal torus of
ZG(ρ). Its unique maximal compact subgroup is T (ρ) = K ∩ H(ρ). Let H ′(ρ) be
the subgroup of the complex torus H(ρ) consisting of all elements which commute
with Xn. Although H
′(ρ) is not necessarily connected, its identity component is
a subtorus of H(ρ). Let T ′(ρ) be the maximal compact subgroup of H ′(ρ). Then
T ′(ρ) is contained in the unique maximal compact subgroup T (ρ) = K ∩ H(ρ) of
H(ρ), and in particular T ′(ρ) is contained in K.
Consider the principal bundle η over E with structure group H ′(ρ) and tran-
sition functions {exp(fijXs)}. This bundle is topologically trivial (since t 7→
{exp(tfijXs)} defines a path from its transition functions to those of the trivial
bundle) and hence the complex structure on η is defined by a flat connection with
values in the maximal compact subgroup T ′(ρ) of H ′(ρ). Hence, with respect to
the given open covering {Ui}, there exist normalized transition functions {h′ij} with
values in T ′(ρ) corresponding to a flat H ′(ρ)-bundle η0, where η0 is isomorphic as
a holomorphic H ′(ρ)-bundle to η. Let ϕi:Ui → H ′(ρ) be local holomorphic func-
tions such that ϕi exp(fijXs) = h
′
ijϕj . Consider now the bundle ξˆ over E whose
transition functions relative to the open covering {Ui} are {hij exp(fijXs)}. (Since
Ad(hij)Xs = Xs for all i, j, these functions satisfy the cocycle condition.) Changing
the local trivializations of ξˆ over the Ui by the ϕi changes the transition functions
for ξˆ to transition functions {hijh′ij}. Since the h′ij are normalized transition func-
tions which commute with the hkℓ, it is easy to see that the functions hijh
′
ij are in
fact normalized transition functions for a Yang-Mills bundle. In fact, if ρ′ : ΓR → K
is the representation corresponding to the h′ij , then ρ and ρ
′ commute, and thus
ρρ′ is again a homomorphism from ΓR to K whose normalized transition functions
are {hijh′ij}. In particular, the bundle ξˆ is a Yang-Mills bundle.
Since by definition the holomorphic functions ϕi commute with Xn, changing
the local trivializations of ξ by the ϕi produces new transition functions
{hijh′ij exp(fijXn)}
for ξ. Here Xn is nilpotent and is centralized by the hij and the h
′
ij and hence by
the products hijh
′
ij .
A standard argument shows that, since Xn is nilpotent, the bundle defined by
transition functions {hijh′ij exp(fijXn)} is S-equivalent to that defined by transition
functions {hijh′ij}, which is ξˆ. (It suffices to note that there is a 1-parameter
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subgroup { hλ : λ ∈ C∗ } of H such that limλ→0 Ad(hλ)(X) = 0.) Thus the bundle
G-bundle ξ0 with normalized transition functions {hij} is S-equivalent to the G-
bundle ξˆ with normalized transition functions {hijh′ij}. By Theorem 3.1, this is
only possible if the two bundles are isomorphic as Yang-Mills K-bundles. By (ii)
of Lemma 3.3, there is an element g ∈ K such that hij = g(hijh′ij)g−1 for all i, j.
Let X = Ad(g)Xn. After conjugating the local trivializations by g, the bundle ξ
has transition functions of the form hij exp(fijX), where X is a nilpotent element
of g. Since Xn is centralized by the hijh
′
ij , the element X is centralized by hij . By
Lemma 3.3, this implies that X ∈ zg(ρ). Of course, X = Ad(g)Xn is a nilpotent
element of g, and hence of zg(ρ) We have thus found transition functions for ξ as
claimed in Theorem 3.6. 
We shall also refer to transition functions of the form {hij exp(fijX)}, where the
{hij} are normalized transition functions for the S-equivalent Yang-Mills bundle
with holonomy ρ and X ∈ zg(ρ) is nilpotent, as normalized transition functions for
the semistable bundle ξ.
Corollary 3.7. Suppose that K is semisimple. Let ξ be a semistable principal
G-bundle. Then the structure group of ξ reduces to an abelian subgroup of G.
More precisely, let ξ0 be the bundle with flat K-connection S-equivalent to ξ and
let ρ:π1(E) → K be the holonomy representation of this connection. Then there
exists a 1-parameter unipotent subgroup U of ZG(ρ) such that the structure group
of ξ reduces to Im(ρ)× U .
Proof. In the notation of the statement of Theorem 3.7, let U be the 1-parameter
unipotent subgroup of ZG(ρ) defined by exp(tXn). Then we have defined a holo-
morphic reduction of structure to the abelian subgroup Im(ρ)× U of G. 
Remark. Note however that we cannot necessarily reduce the structure group to a
connected abelian subgroup, even when G is simply connected.
3.4. Defining holomorphic structures via (0, 1)-connections.
We can also give a description of the holomorphic structure on ξ in terms of
a (0, 1)-connection. Fix once and for all a nonzero holomorphic 1-form dz on E,
corresponding to a choice of coordinate z on the universal cover C, and let dz¯ be
the corresponding (0, 1)-form. We fix a good open cover {Ui} of E and normalized
transition functions {hij} for the S-equivalent Yang-MillsK-bundle. Let X ∈ zg(ρ).
Over each Ui, we can define a (0, 1)-connection ∂¯i by the formula
∂¯i = ∂¯ +Xdz¯,
where ∂¯ denotes the trivial connection on the product bundle over Ui. Since X is
centralized by the hij , we can glue these connections together via the transition
functions {hij} to obtain a well-defined (0, 1)-connection ∂¯ξ0,X on ξ0. Our result is
then:
Proposition 3.8. In the above notation, the holomorphic structure defined on ξ0
by the (0, 1)-connection ∂¯ξ0,X has transition functions of the form {hij exp(fijX)},
where {fij} is a 1-cocycle for OE so that the induced element of H1(E;OE) corre-
sponds to −dz¯ under the Dolbeault isomorphism.
Proof. We need to find local holomorphic cross sections si over Ui and compare
them over Ui ∩ Uj. First, on Ui there exists a C∞ function ψi : Ui → C such that
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∂¯ψi = dz¯|Ui. On Ui ∩ Uj , ψi − ψj = −fij is holomorphic, and, via the Dolbeault
isomorphism, −fij is a generator for H1(E;OE), i.e. the 1-cocycle {fij} and −dz¯
give the same element of H1(E;OE).
Choose a faithful representation G→ GLn(C) ⊂Mn(C), the vector space of n×
n-matrices. Given a C∞ section si : Ui → G, we identify si with the corresponding
function to Mn(C), and likewise we view the connection ∂¯ξ0,X as a connection on
the corresponding vector bundle, defined by the same formula. In this case, si is
holomorphic if and only if
∂si
∂z¯
+X · si = 0.
In particular, we can choose si to be of the form
si = exp(−ψi(z)X).
Comparing on overlaps, we have
sis
−1
j = hij exp((−ψi + ψj)X) = hij exp(fijX),
as claimed. 
Remark. (1) If ξ0 is a topologically trivial bundle over E with a flat K-connection,
then one can show that the holomorphic structure on ξ0 is given by a (0, 1)-
connection of the form ∂¯+hdz¯, where h is a constant element of a Cartan subalgebra
h of g. However, in this description, ZG(ρ) does not always act via constant ele-
ments of G.
(2) Ideally, it would be nice to have a version of (3.8) which said, for example, that
every holomorphic structure on the trivial bundle arose from a connection on the
trivial bundle with constant coefficients, in other words of the form ∂¯+Y dz¯, where
we could write Y = h+X where adh is semisimple, adX is nilpotent, and [h,X ] =
0. While this is possible for SLn(C) and Sp(2n), one can show that, for every
other simple and simply connected group G, there exist semistable holomorphic
structures on the C∞-trivial bundle which do not admit such a description.
4. Isomorphism classification of semistable bundles.
In the previous section, we gave a normal form for the transition functions of a
semistable bundle in terms of the transition functions {hij} of the associated Yang-
Mills bundle and the choice of a nilpotent element X ∈ zg(ρ). Our goal in this
section will be to decide when two such normalized transition functions determine
isomorphic bundles. Related to this problem is that of determining the group of
holomorphic automorphisms of a semistable bundle. We give a description in terms
of {hij} and X . At the end of this section, we describe the Zariski tangent space
of the deformations of a semistable bundle in terms of the data ρ and X .
4.1. Isomorphisms and automorphisms of semistable bundles.
Fix a good Stein cover {Ui} of E as in §3.2, and fix holomorphic functions fij
on Ui ∩ Uj such that {fij} is a 1-cocycle generating H1(E;OE). A semistable G-
bundle ξ is given by normalized transition functions {hij exp(fijX)} and is thus
determined by the representation ρ : ΓR → K and the nilpotent element X ∈ zg(ρ).
Thus, a pair (ρ,X) as above determines a semistable G-bundle.
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Theorem 4.1.
(i) Let ξ be the semistable G-bundle determined by the pair (ρ,X), where
ρ : ΓR → K is a representation and X is a nilpotent element in zg(ρ). Then
every automorphism of ξ is given by a constant function g with respect to
the given local trivializations of ξ for the cover {Ui}, such that g ∈ ZG(ρ)
and Ad g(X) = X. Thus, the group of automorphisms of ξ is identified with
the subgroup of ZG(ρ) which centralizes X.
(ii) Two pairs (ρ,X) and (ρ′, X ′) determine isomorphic holomorphic G-bundles
if and only if ρ and ρ′ are conjugate in G by an element sending X to X ′.
In this case, ρ and ρ′ are also conjugate by an element of K.
Proof. If g ∈ G commutes with the image of ρ and is such that Ad g(X) = X ,
then the automorphism of ξ defined by the constant function g commutes with
the transition functions of ξ and hence defines a holomorphic automorphism of
ξ. Likewise, if g conjugates ρ to ρ′ and X to X ′, then g defines a holomorphic
isomorphism from ξ to ξ′. Thus we need to prove the converse of these statements.
To prove (i), suppose that ϕ is a holomorphic automorphism of ξ. We shall first
show that ϕ is given by a constant element g of G and then argue that g ∈ ZG(ρ)
and that Ad g(X) = X . The proof of (ii) will run along similar lines. It will suffice
to show that, for every irreducible representation π : G → GL(V ), where V is a
finite-dimensional vector space, π(ϕ) is constant and commutes with the image of
π ◦ ρ and with π∗(X).
Thus, fix a finite-dimensional representation π : G → GL(V ). We may assume
that there is a Hermitian inner product on V such that the image of K is contained
in the corresponding unitary group U(V ). Let ρˆ : ΓR → U(V ) be the representation
induced from ρ by the homomorphism K → U(V ). Then there is a decomposition
of V as a ΓR-module:
V =
⊕
χ
χ⊗ Vχ(ρˆ),
where the χ are distinct irreducible representations of ΓR and the representation
of ΓR on the summand χ⊗ Vχ(ρˆ) is the tensor product of the representation on χ
with the trivial representation on Vχ(ρˆ). We shall always assume that Vχ(ρˆ) 6= 0,
i.e. that the χ in the direct sum actually appear in V . Letting ξ0 be the Yang-Mills
bundle determined by ρ, there is then a decomposition of V (ξ0) = ξ0 ×G V as a
direct sum of subbundles
V (ξ0) ∼=
⊕
χ
(
λχ ⊗C Vχ(ρˆ0)
)
,
where λχ is the vector bundle determined by the representation χ. Since χ is
irreducible, λχ is stable.
Next we must deal with the nilpotent element X . Let Y ∈ gl(V ) be the image
of X under π. It is a nilpotent transformation commuting with the action of ΓR.
Thus, the action of Y preserves the above decomposition of V and acts as Id⊗Yχ
on the summand χ⊗Vχ(ρˆ), where Yχ is a nilpotent endomorphism of Vχ(ρˆ). Corre-
spondingly, then, it is easy to check that Y acts as a holomorphic automorphism of
V (ξ0), preserving the above decomposition of V (ξ0), and it acts on each summand
λχ ⊗ Vχ(ρˆ) as Id⊗Yχ.
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Quite generally, suppose that V is a finite-dimensional vector space and that Y is
a nilpotent endomorphism of V . Define a holomorphic vector bundle V (Y ) via the
transition functions {exp(fijY )}. Note that the transition functions for V (Y ) are in
fact normalized transition functions for the group SL(V ), where hij = 1 ∈ SU(V ).
In the notation of Lemma 1.1, if Y has k Jordan blocks of size di, i = 1, . . . , k, then
V (Y ) ∼=
k⊕
i=1
Idi .
In particular, applying the above construction to the nilpotent endomorphism of
Vχ(ρˆ) defined by the image Y of X , we obtain a vector bundle Vχ(ρˆ, Y ) which is
isomorphic to a direct sum of bundles of the form Idi for some positive integers di.
Clearly, as a vector bundle,
V (ξ) =
⊕
χ
(
λχ ⊗ Vχ(ρˆ, Y )
)
.
Now suppose that ξ, ξ′ are two holomorphic G-bundles determined by two pairs
(ρ,X) and (ρ′, X ′) respectively. Let ϕ : ξ → ξ′ be a holomorphic isomorphism. Let
Y and Y ′ be the nilpotent elements of gl(V ) determined by X and X ′, respectively.
There is an induced isomorphism
ϕˆ : V (ξ)→ V (ξ′).
Claim 4.2. In the above notation, the isomorphism
ϕˆ : V (ξ) =
⊕
χ
(
λχ ⊗ Vχ(ρˆ, Y )
)
→ V (ξ′) =
⊕
χ
(
λχ ⊗ Vχ(ρˆ′, Y ′)
)
is compatible with the direct sum decompositions. Moreover, the restriction of ϕˆ to
a homomorphism λχ ⊗ Vχ(ρˆ, Y ) → λχ ⊗ Vχ(ρˆ′, Y ′) is of the form Id⊗Mχ, where
Mχ : Vχ(ρˆ)→ Vχ(ρˆ′) is a vector space isomorphism such that MχY = Y ′Mχ.
Proof. The vector bundle Vχ(ρˆ, Y ) is filtered by subbundles such that each succes-
sive quotient is isomorphic toOE . Thus, λχ⊗Vχ(ρˆ, Y ) is filtered by subbundles such
that each succesive quotient is isomorphic to λχ. Hence, the slope of λχ⊗Vχ(ρˆ, Y )
is equal to the slope of λχ. It follows by the semistability of V (ξ) that all of
the vector bundles λχ which appear in the above direct sum have the same slope,
and similarly for the bundles appearing in the direct sum decomposition for V (ξ′).
Since V (ξ) ∼= V (ξ′), all of these common slopes are equal. But if λχ and λχ′ are
two such stable bundles with the same slope, every holomorphic map from λχ to
λχ′ is zero if χ and χ
′ are distinct irreducible representations of ΓR, and it is mul-
tiplication by a scalar if χ = χ′. In particular, we see that ϕˆ preserves the direct
sum decomposition.
Since, by Lemma 1.15, the map M 7→ Id⊗M is an isomorphism
Hom(Vχ(ρˆ, Y ), Vχ(ρˆ
′, Y ′)) ∼= Hom(λχ ⊗ Vχ(ρˆ, Y ), λχ ⊗ Vχ(ρˆ′, Y ′)),
we see that Claim 4.2 follows from:
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Lemma 4.3. For i = 1, 2, let Vi be a finite-dimensional vector space and let
Yi : Vi → Vi be a nilpotent endomorphism. Let ϕ : V1(Y1) → V2(Y2) be a holo-
morphic map. Then, in the given local trivializations of the bundles Vi(Yi), ϕ is
given by a constant element M of Hom(V1, V2) such that MY1 = Y2M .
Proof. We begin with the following special case:
Lemma 4.4. Let V be a finite-dimensional vector space with a nilpotent endomor-
phism Y , and let s be a holomorphic section of V (Y ). Then, in the given local
trivializations of the bundle V (Y ), s is given by a constant element s of V such
that Y (s) = 0.
Proof. It is clear from the description of the transition functions that every element
s ∈ V such that Y s = 0 defines a holomorphic section of V (Y ). Conversely, let
s be a holomorphic section of V (Y ). We must show that s is a constant section
in KerY . As we have seen in §3.4, the holomorphic structure on V (Y ) is defined
by the (0, 1)-connection ∂¯ + Y dz¯ on the C∞ trivial bundle E × V . Putting Y into
Jordan blocks decomposes V (Y ) as a direct sum, and it suffices to work on each
summand. On each such summand of dimension k, there is a basis e1, . . . , ek such
that Y ei = ei−1 if i > 1, and Y e1 = 0. A holomorphic section of V (Y ) corresponds
to a vector of C∞-functions on E, (s1, . . . , sk) such that
∂si
∂z¯
+ si+1 = 0, if i < k, and
∂sk
∂z¯
= 0.
First it follows that sk is a holomorphic function on E and is thus a constant ck.
Next, we can view sk−1 as a doubly periodic C
∞ function on the universal cover
C of E of the form −ckz¯ + fk−1(z), where fk−1 is holomorphic on C. In this case
∂sk−1 = dfk−1 is a holomorphic differential on E, and thus fk−1(z) = bk−1z+ck−1,
where bk−1 and ck−1 are constant. An easy argument shows that a function of the
form −ckz¯ + bk−1z + ck−1 is doubly periodic if and only if bk−1 = ck = 0. Thus
sk = 0 and sk−1 is a constant ck−1. Continuing in this way, we see by induction
that si = 0, i > 1 and that s1 is a constant. Thus the space of holomorphic sections
of V (Y ) is exactly the set of constant sections with values in KerY . This concludes
the proof of Lemma 4.4. 
To prove Lemma 4.3, first note that it follows by comparing transition func-
tions that the vector bundle Hom(V1(Y1), V2(Y2)) is given by V (Y ), where V =
Hom(V1, V2), and Y is the nilpotent endomorphism of V defined by Y (M) = Y2M−
MY1. Thus, by Lemma 4.4, the space of holomorphic maps from V1(Y1) to V2(Y2),
or equivalently the space of global holomorphic sections of Hom(V1(Y1), V2(Y2)), is
the same as the space of M ∈ Hom(V1, V2) such that MY1 = Y2M . 
Returning to the proof of Theorem 4.1, suppose that ϕ : ξ → ξ′ is an isomorphism
of G-bundles. Then ϕ induces an isomorphism ϕˆ : V (ξ) → V (ξ′) of the associated
vector bundles, which by Claim 4.2 is given by a constant linear isomorphism M
from V to itself (with respect to the given local trivializations) such thatMYM−1 =
Y ′. Since this is true for all irreducible representations π, we must have ϕ = g for
some constant element g ∈ G, and Ad g(X) = X ′. In particular, g exp(fijX) =
exp(fijX
′)g. But g satisfies
ghij exp(fijX) = h
′
ij exp(fijX
′)g
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for all i, j, and thus ghij = h
′
ijg. Hence g conjugates ρ to ρ
′. In particular, if ξ = ξ′,
then g commutes with the hij and hence with Im ρ, and furthermore Ad g(X) = X .
This proves (i), as well as the first statement of (ii).
To see the last statement of (ii), it will suffice to prove that two representations
ρ and ρ′ of ΓR into K are conjugate by an element of G if and only if they are
conjugate by an element of K. Following the argument of Ramanathan [27], this
is an easy consequence of the Cartan decomposition: there exists a subset Q ⊆ G,
invariant under conjugation by K, such that every element g of G can be written
uniquely as g = kq, where k ∈ K and q ∈ Q. Using this, it is a straightforward
argument to show that, if ρ and ρ′ are conjugate via g = kq, then they are already
conjugate via k. This completes the proof of (ii). 
We are now in a position to give the analogue for semistable G-bundles of
Atiyah’s classification of vector bundles over an elliptic curve.
Theorem 4.5. Let ξ be a holomorphic principal G-bundle. Then there exists a
triple (L, ρL, X), where
(i) L is a reductive subgroup of G with a maximal compact subgroup KL;
(ii) ρL : ΓR → KL is a central homomorphism and X is a nilpotent element of
zl(ρL), where l is the Lie algebra of L;
(iii) L is saturated with respect to µ = dρL(1)in the sense of (2.12);
such that, if ξL is the semistable L-bundle associated to the pair (ρL, X), then
ξ ∼= ξL×LG. Two triples (L, ρL, X) and (L′, ρL′ , X ′) with the above properties lead
to isomorphic G-bundles if and only if there is an element g ∈ G which conjugates
L to L′, ρL to ρL′ (viewing these as homomorphisms to L and L
′ respectively), and
X to X ′. 
4.2. Deformations of semistable bundles.
Let ξ be a semistable bundle. Methods very similar to the proof of Theorem 4.1
show the following:
Theorem 4.6. Let ξ be a semistable bundle corresponding to the representation ρ
and the nilpotent element X ∈ zg(ρ). Then
H0(E; ad ξ) ∼= Ker{ adX : zg(ρ)→ zg(ρ) };
H1(E; ad ξ) ∼= Coker{ adX : zg(ρ)→ zg(ρ) }. 
Of course, the first isomorphism is just a less precise version of Theorem 4.1(i).
The second isomorphism, in case X = 0, was given in Lemma 3.4(ii). As in the
remarks before the statement of Lemma 3.4, if we begin with normalized transition
functions {hij exp(fijX)} for ξ, given a Y ∈ zg(ρ), we can form a new bundle with
(not necessarily normalized) transition functions {hij exp(fij(X + Y ))}. By the
proof of Lemma 3.4(ii), the Kodaira-Spencer class of this family in the tangent
direction corresponding to Y is {fijY }, viewed as a section of H1(E; ad ξ). The
Kodaira-Spencer map then defines a homomorphism zg(ρ) → H1(E; ad ξ), and
under the identification of Theorem 4.6 this becomes the obvious surjection zg(ρ)→
zg(ρ)/ ImadX . In particular, a complement to the image of adX in zg(ρ) defines
a locally semiuniversal deformation of ξ by the above construction.
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5. Local and global properties of the moduli space.
5.1. The moduli space as a complex variety.
We begin by recalling the general properties of the moduli space of semistable G-
bundles in the case of a smooth curve C of arbitrary genus. We have the following
theorem [28]:
Theorem 5.1. For each reductive group G and each smooth projective curve C,
there exists a coarse moduli space MC(G) of S-equivalence classes of semistable
principal G-bundles over C. If G is simply connected, MC(G) is irreducible. In
general, the connected components of MC(G) are in one-to-one correspondence
with the topological types of G-bundles over C, in other words, with π1(G). The
components of MC(G) are normal projective varieties. 
Given an element c ∈ π1(G), we let MC(G, c) be the corresponding component
of the moduli space MC(G). Of course, if G is simply connected, then necessarily
MC(G, c) =MC(G).
Strictly speaking, Theorem 5.1 is proved in [28] in case C has genus at least 2,
but the proof applies in the special cases g = 0, 1 with minor modifications. The
analogue of Theorem 5.1 for the open subset of stable bundles is proved in [27].
Faltings [9] constructed a compactification of this space where the boundary points
were S-equivalence classes of strictly semistable bundles. This result also does not
apply in case C = E has genus one and G is simply connected, since there are
no properly stable G-bundles over an elliptic curve. However, the method of [9]
suffices to handle this case as well. See also LePotier [23].
From now on, we restrict to the case C = E, and abbreviate ME(G) by M(G),
and similarly for ME(G, c).
5.2. The local structure of the moduli space.
Theorem 5.2. Let ξ0 be a Yang-Mills bundle, corresponding to the representa-
tion ρ. Let [ξ0] be the corresponding S-equivalence class, viewed as a point of the
coarse moduli space M(G). Then there is a neighborhood of [ξ0] in M(G) which
is biholomorphic to a neighborhood of the origin in the GIT quotient zg(ρ)//ZG(ρ),
where ZG(ρ) acts on zg(ρ) via the adjoint action. Finally, the universal bundle Ξ0
over E × zg(ρ) constructed in Lemma 3.4 defines a ZG(ρ)-invariant map from a
neighborhood of the origin in zg(ρ)//ZG(ρ) to M(G) which induces the above iso-
morphism.
Proof. The proof will, for the most part, consist in recalling various standard re-
sults. First, the construction of [28] realizesM(G) as the GIT quotient of a smooth
quasiprojective variety R by a reductive group G = GLN (C) for some N . Further-
more, if x ∈ R is some point lying over [ξ0] ∈ M(G) = R//G, then the normal
space N to the orbit G · x in R is identified with the Zariski tangent space to the
deformation space of ξ0, and this identification is equivariant with respect to the
action of the isotropy group Gx = Aut ξ0. Now the assumption that ξ0 is a Yang-
Mills bundle means, by (ii) of Theorem 3.1, that G ·x is a closed orbit. A standard
application of Luna’s e´tale slice theorem implies that there is an e´tale neighborhood
of [ξ0] in M(G) which is isomorphic to an e´tale neighborhood of the origin in the
GIT quotient H1(E; ad ξ0)//Aut ξ0. On the other hand, it follows from Lemma 3.4
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that H1(E; ad ξ0) ∼= zg(ρ), and it is easy to see that this isomorphism is equivariant
with respect to the identification of Aut ξ0 with ZG(ρ) given in Theorem 4.1 (for
the case X = 0). Thus we have identified M(G), locally at [ξ0], with zg(ρ)//ZG(ρ).
The final statement follows by Lemma 3.4(ii). 
To further analyze the local structure of the moduli space, we introduce some
notation. Let Z0G(ρ) be the identity component of ZG(ρ), and let I = π0(ZG(ρ))
be the (finite) component group of ZG(ρ). Let h(ρ) be a Cartan subalgebra of
Z0G(ρ). The adjoint quotient zg(ρ)//Z
0
G(ρ) can be identified with the finite quotient
h(ρ)/W (ρ), which is an affine space. Furthermore, there is an action of I on h(ρ)
for which the quotient zg(ρ)//ZG(ρ) is identified with (h(ρ)/W (ρ))/I. Thus we see:
Corollary 5.3. In the above notation, a neighborhood of [ξ0] ∈ M(G) is biholo-
morphic to a neighborhood of the origin in (h(ρ)/W (ρ))/I. 
To be able to describe this action explicitly, we shall use the following result
about adjoint quotients:
Lemma 5.4. Let g be a reductive Lie algebra and let I be a finite group of outer
automorphisms of g.
(i) There exists a realization of I as a group of automorphisms of g, and a
Cartan subalgebra h invariant under I. Thus, if W is the Weyl group of g
with respect to h, then the group W ⋊ I acts on h.
(ii) The quotient h/W is an affine space on which I acts. Moreover, the ac-
tion of I on h/W may be linearized in such a way that the corresponding
representation of I on h/W is isomorphic to the representation of I on h.
Proof. The proof of (i) is standard; see for example [7], Chap. 7. The first statement
of (ii) is also standard; see for example [7], Chap. 5. To see the final statement,
first consider the algebra C[h∗]W of Weyl invariant polynomials on h. This is a
graded C-algebra, on which I acts, and the action of I preserves the grading.
Moreover, C[h∗]W = C[p1, . . . , pr] is a polynomial algebra, where the pi are W -
invariant polynomials of degree di. But now an elementary argument using the
complete reducibility of the action of I onC[h∗]W shows that there exist polynomials
q1, . . . , qr, with deg qi = deg pi, such that I acts linearly on the span on the qi and
for which C[q1, . . . , qr] = C[p1, . . . , pr]. In particular, this shows that the action of
I on h/W can be linearized.
By the proof of The´ore`me 3.4 in [5] (see also [7], Chap. 9, Corollaire on p. 48),
there exists a regular element x in hI , the fixed set of the action of I on h. By
definition, the differential of the quotient map h → h/W is then an I-equivariant
isomorphism at x. But the differential of the action of I, acting on the tangent space
of h at x, gives a representation of I which is isomorphic to the representation of I
acting on h. A similar statement holds for the differential of the action of I on the
tangent space to h/W at the image of x. Since these actions are identified, we see
that representation of I on h/W is isomorphic to the representation of I on h. 
Applying the lemma above to the case where g = zg(ρ) and using Corollary 5.3,
we have:
Corollary 5.5. With notation as in Corollary 5.3, a neighborhood of [ξ0] ∈M(G)
is biholomorphic to a neighborhood of the origin in h(ρ)/I. 
5.3. The component group and its action on a Cartan subalgebra.
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Thanks to Corollary 5.5, to describe the local structure of the moduli space at
a point [ξ0], it will suffice to understand the component group I = π0(ZG(ρ)) and
its action on a Cartan subalgebra. Here we shall just recall the results of [6]. We
shall only consider the case where G is simple of rank r. Let us introduce some
basic notation. Suppose that α1, . . . , αr are the simple roots (with respect to some
ordering) of G, and let α˜ be the highest root. Write the coroot α˜∨ dual to α˜ as a
positive linear combination of the simple coroots:
α˜∨ =
r∑
i=1
giα
∨
i .
Thus the gi are positive integers. By convention we set α0 = −α˜ and g0 = 1.
Next assume that G is in addition simply connected. We then have the following,
which is proved in [6]:
Theorem 5.6. Suppose that G is simply connected. For a given Yang-Mills bundle,
let ρ denote the corresponding representation.
(i) A Cartan subalgebra h of zg(ρ) is a Cartan subalgebra of g.
(ii) The group I = π0(ZG(ρ)) is cyclic, and its order divides gi for some i.
(iii) The locus of points [ξ0] in M(G) such that I is cyclic of order d is a locally
closed, irreducible analytic subvariety of M(G), and its complex dimension
is equal to one less than the number of i such that d|gi.
(iv) If I has order d, then the action of a generator of I on h has eigenvalues
exp(2π
√−1gi/d) for each i, 0 ≤ i ≤ r, such that d does not divide gi. The
multiplicity of the eigenvalue 1 is one less than the number of i such that
d|gi. 
Direct inspection of the numbers gi shows that, for d > 1, the isotropy for the
action of I on h has codimension at least two, and hence the locus where I has
order d for some d > 1 is the singular locus of M(G).
The corresponding results in case G is not simply connected are analogous, al-
though a little more difficult to state. For the moment, let us just assume that G
is semisimple. Let G˜ be the universal cover of G. Let F ⊆ ZG˜ be the kernel of
the homomorphism G˜ → G, where ZG˜ is the center of G˜. Then from the exact
sequence
0→ F → G˜→ G→ 0,
there is a first Chern class map which associates to every G-bundle ξ an element
c ∈ H2(E;F ) ∼= F . Moreover, every G-bundle with first Chern class c lifts to a
bundle over the group G˜/〈c〉. Finally, the moduli space of semistable G-bundles
which lift to a G˜/〈c〉-bundle is a quotient of the moduli space of semistable G˜/〈c〉-
bundles, which do not lift to any further cover of G˜/〈c〉, by the finite abelian group
F/〈c〉. Thus, we shall assume that G is of the form G˜/〈c〉, where G˜ is the universal
cover of G, and shall only consider bundles ξ which do not lift to any quotient of
G˜ by a proper subgroup of 〈c〉, or equivalently such that the first Chern class of ξ
is a generator for 〈c〉. The moduli space in the general case will then be a quotient
of such a moduli space by the action of the finite abelian group F/〈c〉.
In terms of representations, since G is semisimple, a semistable bundle ξ is S-
equivalent to a flatK-bundle ξ0, in other words to a homomorphism ρ : π1(E)→ K,
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well-defined up to conjugation. To say that ξ, or equivalently ξ0, does not lift to a
cover of G, in the case where G = G˜/〈c〉, says that the images of a pair of generators
of π1(E) lift to elements x, y ∈ K˜, the universal cover of K, such that [x, y] = c′
for some generator c′ of 〈c〉. The condition that the first Chern class of the bundle
ξ0 is c easily implies that c = c
′. Thus, we make the following definition:
Definition 5.7. Let K˜ be a compact, simply connected group and let c be an
element of the center of K˜. A c-pair (x, y) ∈ K˜ × K˜ is a pair (x, y) such that
[x, y] = c.
We begin by showing that the classification of flat representations ρ and their
centralizers in K is essentially the same as the classification of c-pairs (x, y) and
their centralizers in K˜.
Lemma 5.8. Let K˜ be a compact, simply connected group and let c be an element
of the center of K˜. Let K = K˜/〈c〉.
(i) Suppose that ρ : π1(E) → K and ρ′ : π1(E) → K are two homomorphisms,
and that (x, y) and (x′, y′) are two c-pairs in K˜ lifting the images of a pair
of generators of π1(E) under ρ, ρ
′ respectively. Then ρ and ρ′ are conjugate
if and only if the pairs (x, y) and (x′, y′) are conjugate by an element of K˜.
(ii) If ρ : π1(E) → K is a homomorphism, and (x, y) is a c-pair in K˜ lifting ρ
as above, then there is an exact sequence
{1} → 〈c〉 → ZK˜(x, y)→ ZK(ρ)→ 〈c〉 × 〈c〉 → {1}.
Thus there is an exact sequence
〈c〉 → π0(ZK˜(x, y))→ π0(ZK(ρ))→ 〈c〉 × 〈c〉 → {1}.
Similar statements hold when we replace K and K˜ by G and G˜.
(iii) Suppose that K˜ ∼= ∏ki=1Ki is a product of simple and simply connected
groups and that, under this isomorphism, c = (c1, . . . , ck). Then the moduli
space of c-pairs in K˜ modulo conjugation is isomorphic to the product of
the moduli spaces of of ci-pairs in the groups Ki, modulo conjugation in Ki.
Proof. To see (i), note that the statement that ρ and ρ′ are conjugate means that
we can conjugate (x, y) to (cax′, cby′) for some choice of a, b. Since (x′, y′) is a c-
pair, it is easy to check that the element (x′)−b(y′)a further conjugates (cax′, cby′)
to (x′, y′). Conversely, if (x, y) and (x′, y′) are conjugate, then trivially ρ and ρ′ are
conjugate.
To see (ii), let x¯ and y¯ be the images of x, y in K. An element g¯ of K lies in
ZK(ρ) if and only if [g¯, x¯] = 1 = [g¯, y¯]. Lift g¯ to an element g of K˜. Then [g, x] = c
a
and [g, y] = cb, where the elements ca, cb are independent of the choice of lift of g¯.
This gives a well-defined homomorphism φ : ZK(ρ)→ 〈c〉×〈c〉. An argument using
powers x¯−by¯a as in the proof of (i) shows that φ is surjective. Its kernel is the set
of elements g¯ which lift to an element of ZK˜(x, y), yielding the first exact sequence
in (ii). From this, the exactness of the second follows. Finally, (iii) is clear. 
In the second exact sequence in (ii), the element c may or may not be in the
identity component of ZK˜(x, y), and hence the map π0(ZK˜(x, y)) → π0(ZK(ρ))
may or may not be injective. However, one can show that the answer only depends
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on K˜ and c, not on x and y. In fact, in the notation introduced below, the answer
only depends on whether c lies in the identity component of Twc .
We return to the problem of describing the GIT quotient zg(ρ)//ZG(ρ), or equiv-
alently (h(ρ)/W (ρ))/I, in the non-simply connected case, and shall assume that G
is in fact simple. Note that the center of G˜ acts trivially on zg(ρ) under the adjoint
representation, as do the elements x and y. Hence
zg(ρ)//ZG(ρ) = zg(ρ)//ZG˜(x, y).
To analyze the action of I, we introduce some more notation. Fix a Cartan sub-
algebra h of g and and a Weyl chamber in h. Let α1, . . . , αr be the corresponding
set of simple roots. There is a well-defined homomorphism from the center of K˜,
or equivalently the center of G˜, to the Weyl groupW [6]. We denote the image of c
under this homomorphism by wc. If K˜ is simple, the Weyl element wc permutes the
set ∆˜ = {α0, α1, . . . , αr}, where as usual α0 = −α˜. Let Twc be the fixed subgroup
of T under the action of wc. Thus T
wc is an extension of a finite group by a torus.
We define Hwc and hwc similarly.
The action of wc on ∆˜ divides ∆˜ into orbits o. The number gi is independent of
the choice of αi ∈ o, and depends only on o. We write this number as go. For each
orbit o, let no be the number of elements of o. Finally, let d0 be the gcd of the
numbers nogo. We then have the following generalization of Theorem 5.6, which is
proved in [6]:
Theorem 5.9. Suppose that G is simple. For a given Yang-Mills bundle, let ρ
denote the corresponding representation.
(i) There exists a Cartan subalgebra for zg(ρ) of the form h
wc , where h is a
Cartan subalgebra of g.
(ii) The group I˜ = π0(ZG˜(x, y)) is cyclic, and its order divides nogo for some
o. Moreover, d0 divides the order of I˜ for every ρ.
(iii) Suppose that d0|d and that d divides nogo for some o. The locus of points
[ξ0] in M(G) such that I˜ is cyclic of order d is a locally closed, irreducible
analytic subvariety of M(G), and its complex dimension is equal to one less
than the number of o such that d|nogo.
(iv) If I˜ has order d, then the action of a generator of I˜ on hwc has eigenvalues
exp(2π
√−1(nogo)/d) for each orbit o such that d does not divide nogo. The
multiplicity of the eigenvalue 1 is one less than the number of o such that
d|nogo. 
Unlike the simply connected case, it is possible for I˜ to be nontrivial for every ρ.
This happens exactly when d0 > 1. Moreover, the action of I˜ on h
wc is not faithful
in this case. Another difference between the simply connected and the non-simply
connected case is that it is possible for there to be isotropy in codimension one.
Thus the locus where I˜ has more than d0 elements need not be equal to the singular
locus of M(G, c).
5.4. The global structure of the moduli space for a semisimple group.
We begin with the case where G is semisimple and simply connected. Of course,
the same will be true for the maximal compact subgroup K. In this case, the
moduli space is described as follows:
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Theorem 5.10. Let K be a compact, simply connected group and let T ⊂ K be a
maximal torus. Let W =W (T,K) be the Weyl group of the pair (K,T ). Then the
moduli space of isomorphism classes of representations ρ : π1(E)→ K is isomorphic
to (T × T )/W where the action of W is the diagonal action.
Proof. Choosing an isomorphism π1(E) ∼= Z⊕Z, let x, y ∈ K be the images under
ρ of the two generators. Clearly, ρ is specified by x and y and the isomorphism
class of ρ is determined by the pair (x, y) modulo simultaneous conjugation by K.
Furthermore x and y commute. We then have the following, which is a theorem of
Borel [5] or [9, p. 48, Cor. 1(b)]:
Lemma 5.11. Let K be a compact, simply connected Lie group, and let x and y
be two commuting elements of K. Then there exists a maximal torus T in K with
x, y ∈ T .
Proof. Given y ∈ K, let T1 be a maximal torus in K containing y and let K(y)
be the centralizer of y in K. Then by [5] or [9, p. 48, The´ore`me 1 (c)], K(y) is
connected. Since y ∈ T1, T1 ⊆ K(y) is clearly a maximal torus of K(y). It follows
that every maximal torus for K(y) is also a maximal torus for K. Since x ∈ K(y),
there is a maximal torus T of K(y) containing x. Since y is in the center of K(y),
y is contained in every maximal torus of K(y) and in particular in T . Thus T is a
maximal torus of K which contains both x and y. 
To complete the proof of Theorem 5.10, after conjugation we may assume that
x and y lie in a fixed maximal torus T of K, and must consider the equivalence
relation induced by conjugation by elements of K on T × T . But an elementary
argument [7, Chap. 9, Corollaire 7 on p. 10] shows that, if two ordered pairs (x, y)
and (x′, y′) in T ×T are conjugate by an element of K, then they are conjugate by
an element of the Weyl group W of K with respect to T . Thus the moduli space
of all commuting pairs up to conjugation is identified with (T × T )/W . 
There is another way to formulate Theorem 5.10. Writing T invariantly as
U(1)⊗Z Λ, where Λ is the coroot lattice of G, we have
Hom(π1(E), T ) = Hom(π1(E), U(1))⊗Z Λ.
But Hom(π1(E), U(1)) is the space of flat connections on E and so is canonically
Pic0 E, which we can identify with E by the choice of the base point p0. Under
this identification, given ρ : π1(E) → T , a character α:T → U(1) defines a homo-
morphism χ : π1(E)→ U(1), namely α ◦ ρ. The flat U(1)-bundle corresponding to
χ then determines a complex line bundle λχ of degree zero, which is an element
of Pic0(E) ∼= E. Thus, given ρ, each α:T → U(1) determines a point eα(ρ) ∈ E.
Of course, α also induces a map Λ → Z. Clearly the element of E obtained by
identifying ρ with a point of E ⊗Z Λ and evaluating the map E ⊗Z Λ→ E defined
by α at the point ρ is just eα(ρ). Note that α(ρ) = 1 is the trivial character, if and
only if λα(ρ) = OE , if and only if eα(ρ) = 0.
Clearly, the natural action of the Weyl group on Hom(π1(E), T ) goes over the
natural action of W on Λ in the tensor product E ⊗Z Λ. Thus, we see:
Corollary 5.12. Let E be an elliptic curve and let K be a compact simply con-
nected group with complexification G. Let Λ denote the coroot lattice for K, i.e.,
the fundamental group of a maximal torus of K. Then the moduli space of S-
equivalence classes of semistable G-bundles is identified with the moduli space of
38 ROBERT FRIEDMAN AND JOHN W. MORGAN
flat K-connections on E which in turn is identified with (E ⊗Z Λ)/W , where the
action of W on E ⊗Z Λ is via the natural action of W on Λ. Thus it is a normal
complex projective variety of complex dimension equal to the rank of G. 
A different proof of Corollary 5.12 has been given by Laszlo [22]. We shall
compare the complex structure of (E ⊗Z Λ)/W with that of M(G) in §5.6 below.
We turn now to the non-simply connected case, i.e. to the description of the
moduli space of flat K-bundles corresponding to first Chern class c. By (i) of
Lemma 5.8, this is the same as the moduli space of c-pairs (x, y) up to conjugation.
In order to describe this moduli space, we first introduce some notation. Fix a set
of simple roots α1, . . . , αr for K˜. Then there is the element wc of W defined above.
As before, let Twc be the fixed set of wc acting on T . Let Twc be the group of
coinvariants of T under the action of wc: Twc = T/(Id−wc)T . Thus Twc is a torus,
and in particular it is connected.
Fix an element x0 ∈ T and a representative v for wc such that [x0, v] = c; it is
not difficult, using the construction of wc, to see that such x0 exist. Then there is
a map from Twc × T to the space of c-pairs defined by
(t, s) 7→ (x, y) = (tx0, sv).
An easy calculation shows that the assumptions s ∈ Twc , t ∈ T imply that the (x, y)
above is a c-pair. Here the projection of the image to the first factor is clearly the
set of r ∈ T such that wc(r) = r + c (writing the group law on T additively). We
write this set as T c. Conjugation of (x, y) by u ∈ T corresponds to replacing (t, s)
by (t, s+u−wc(u)), if we write the group law on T additively. Thus the map from
Twc × T to the space of c-pairs defined above factors through the quotient map
Twc × T → Twc × Twc .
We then have the following, whose proof is due to Schweigert [29] and is also
given in [6]:
Theorem 5.13. Let ZW (wc) be the centralizer of wc in the Weyl group W . Then
the moduli space of c-pairs in K˜ modulo conjugation is equal to (T c×Twc)/ZW (wc).
Here the action of ZW (wc) on the first factor T
c is by an affine action, and it is
the natural linear action on the second factor. 
Corollary 5.14. The moduli space of c-pairs has real dimension equal to twice the
dimension of Twc , or equivalently twice the dimension of the vector space twc . 
Since T c need not be connected, it is not at all apparent from Theorem 5.13 that
the moduli space is connected. In fact, there are other descriptions of the moduli
space. One can show that the quotient (T c × Twc)/ZW (wc) is identified with the
quotient (Twc×Twc)/ZW (wc), where the group ZW (wc) does not act faithfully, but
acts via group homomorphisms on Twc , see [29] and [6]. If Λwc = π1(Twc), then
we can identify this quotient with (E ⊗ Λwc)/ZW (wc). Direct computation for the
classical groups identifies Λwc with the coroot lattice of a simply connected group
and the action of ZW (wc) with the action of the corresponding Weyl group, and
a similar statement holds for the exceptional groups as well. The correspondence,
which is worked out in [29], is as follows:
(1) G˜ = SLn+1(C) and c of order f dividing n + 1: the moduli space of G-
bundles is the same as the moduli space of SL(n+1)/f(C)-bundles.
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(2) G˜ = Spin(2n+ 1) and c of order 2: the moduli space of G-bundles is the
same as the moduli space of Sp(2n− 2)-bundles.
(3) G˜ = Sp(2n), n even and c of order 2: the moduli space of G-bundles is the
same as the moduli space of Sp(n)-bundles (which has dimension n/2).
(4) G˜ = Sp(2n), n odd and c of order 2: the moduli space of G-bundles is
the same as the moduli space of Sp(n − 1)-bundles (which has dimension
(n− 1)/2).
(5) G˜ = Spin(2n), c the element of order 2 such that the quotient Spin(2n)/〈c〉
is SO(2n): the moduli space of G-bundles is the same as the moduli space
of Sp(2n− 4)-bundles.
(6) G˜ = Spin(2n), n odd and c of order 4: the moduli space of G-bundles is
the same as the moduli space of Sp(n− 3)-bundles.
(7) G˜ = Spin(2n), n even and c one of the exotic elements of order 2: the moduli
space of G-bundles is the same as the moduli space of Spin(n+1)-bundles.
(8) G˜ = E6 and c of order 3: the moduli space G-bundles is the same as the
moduli space of G2-bundles.
(9) G˜ = E7 and c of order 2: the moduli space G-bundles is the same as the
moduli space of F4-bundles.
In spite of the fact that the moduli spaces are the same as the moduli spaces of
the corresponding simply connected groups, they can be given by different weighted
projective spaces, as we shall see below and in Part II. This difference is reflected
in the structure of the component groups of the automorphism groups of the cor-
responding flat bundles.
5.5. The adjoint bundle.
We begin with the case of a simply connected group G, and identify the Lie
algebra zg(ρ).
Definition 5.15. For a representation ρ : π1(E)→ T , define
R(ρ) = {α ∈ R : α(ρ) = 1 }.
We then clearly have the following:
Lemma 5.16. Let ρ be a representation from π1(E) to T .
(i) If gα is the root space corresponding to the root α, then
zg(ρ) = h⊕
⊕
α∈R(ρ)
gα.
In particular, zg(ρ) is a reductive Lie algebra of rank r.
(ii) If ξ0 is the bundle corresponding to ρ, then
ad ξ0 ∼= (h⊗C OE)⊕
⊕
α∈R
λα(ρ) ∼= OrE ⊕
⊕
α∈R
λα(ρ).
Hence h0(E; ad ξ0) ≥ r, and h0(E; ad ξ0) = r if and only if, for every α ∈ R,
α(ρ) 6= 1. 
40 ROBERT FRIEDMAN AND JOHN W. MORGAN
Thus there is an open and Zariski dense subset of flat bundles ξ0 for which
h0(E; ad ξ0) = r, corresponding to the ρ such that eα(ρ) 6= 0 for every root α.
Next we turn to a description of the adjoint bundle in the more general case
of c-pairs, corresponding to the case where the group K is not necessarily simply
connected. For a flat K-bundle with holonomy ρ corresponding to the c-pair (x, y),
let ξ be the corresponding G-bundle. Then ad ξ is the flat vector bundle with
fiber g associated to the holonomy action of ρ on g. We suppose that x and y are
chosen so that x ∈ Twcx0 and y ∈ NG(T ) corresponds to the Weyl element wc.
As usual, let h be the Lie algebra of the Cartan subgroup of G and let gα be the
root space corresponding to the root α. We can decompose the set of roots R into
orbits o for the action of wc. Since wc(x) = xc, the value of a root α ∈ o on x is
independent of the choice of α. Fix the basis e1, e2 of π1(E) such that ρ(e1) = x¯
and ρ(e2) = y¯. Let Lx,o be the flat complex line bundle over E with holonomy
given as follows: e1 acts as α(x) for any choice of α ∈ o and e2 acts trivially.
Define the flat vector bundle Vy,o as follows: the fiber of Vy,o is the direct sum⊕
α∈o g
α. The holonomy is as follows: e1 acts trivially, and e2 acts in the natural
way, via Ad(y). Thus, if o = {α,wc(α), . . . , wd−1c (α)}, then there are generatorsXi
of gw
i
c(α) such that Ad(y)Xi = Xi+1 for 0 ≤ i ≤ d− 2, and Ad(y)Xd−1 = co(y)X0
for some co(y) ∈ U(1), which in fact only depends on o and not on α. Note that
Vy,o ⊗ Lx,o = Vo is the flat vector bundle associated to the action of π1(E) on⊕
α∈o g
α. Finally, let V0 be the corresponding flat vector bundle with fiber h: here
x acts trivially, and y acts according to the representation of wc on h. In particular,
as holomorphic vector bundles, we have
V0 ∼= (hwc ⊗OE)⊕ V ′0 ,
where V ′0 is a direct sum of nontrivial torsion line bundles on E and depends only
on wc, not on x and y.
Define O(ρ) to be the set of wc-orbits o for the action of wc on R, such that, for
every α ∈ o, α(x) = 1 and such that, in the above notation, co(y) = 1. For each
o ∈ O(ρ), choose an α ∈ ρ and a nonzero element
Xo = X0 + · · ·+Ad(yd−1)X0 ∈
d−1⊕
i=0
gw
i
c(α),
where d is the number of elements of o.
We then have:
Lemma 5.17. In the above notation, we have
zg(ρ) = h
wc ⊕
⊕
o∈O(ρ)
C ·Xo.
Moreover, zg(ρ) is a reductive Lie algebra of rank rc = dimC h
wc and hwc is a
Cartan subalgebra of zg(ρ). Finally,
ad ξ ∼= (hwc ⊗OE)⊕ V ′0 ⊕
⊕
o
(Vy,o ⊗ Lx,o).
Proof. All of these statements follow from the definition, except the fact that zg(ρ)
is reductive with rank rc. For the proof of this fact, we refer to [6]. 
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Corollary 5.18. Suppose that x is regular, in other words, that no root annihilates
x. Then H0(E; ad ξ) ∼= hwc . Thus the connected component of Aut ξ is an algebraic
torus of dimension rc = dimC h
wc . 
Of course, it is possible for the conclusions of Corollary 5.18 to hold without x
being a regular element.
5.6. Comparison of complex structures.
In this subsection, we relate the global description of the moduli space given by
Lie theory to its complex-analytic structure. For example, in the simply connected
case, we have identified the moduli space M(G) as a set with the normal complex
variety (E⊗Z Λ)/W . Our goal now is to show that they are isomorphic as complex
varieties:
Theorem 5.19. Suppose that G is simply connected, and let Λ be the coroot lat-
tice of G. Then, as normal projective varieties, M(G) ∼= (E ⊗Z Λ)/W . More
precisely, there is a holomorphic map (E ⊗Z Λ)/W →M(G) and it is an isomor-
phism of normal projective varieties. More generally, suppose that G is semisimple
and let c be an element of the center of the universal cover G˜ of G, such that
G = G˜/〈c〉. Then, in the notation of Theorem 5.13, there exists a complex struc-
ture on (T c×Twc)/ZW (wc) for which it is an irreducible, normal projective variety,
and a holomorphic isomorphism from (T c × Twc)/ZW (wc) to M(G, c).
Proof. We begin with the simply connected version. The space (E ⊗Z Λ)/W has a
holomorphic structure, coming from the holomorphic structure on E ⊗Z Λ ∼= Er.
Indeed, (E ⊗Z Λ)/W is a normal projective variety. Let us show that this holo-
morphic structure agrees with that of every coarse moduli space of semistable G-
bundles modulo S-equivalence. First we claim that there is a universal tautological
holomorphic bundle over E × (E ⊗Z Λ):
Lemma 5.20. There is a universal holomorphic H-bundle ΞH over E× (E⊗ZΛ),
such that the restriction of ΞH to the slice E×{p} is induced from the flat T -bundle
corresponding to the point p ∈ E ⊗Z Λ.
Proof. One way to describe ΞH is as follows: fix a basis α1, . . . , αr of simple roots,
and use the corresponding basis {α∨1 , . . . , α∨r } of coroots to identify Λ with Zr . Let
Pi be the Poincare´ bundle over E×E, pulled back to E×(E⊗ZΛ) via the projection
E ⊗Z Λ ∼= Er → E defined by the basis {α∨1 , . . . , α∨r } of Λ. We then define ΞH as
an H-bundle by the ordered r-tuple (P1, . . . ,Pr). It is routine to check that ΞH
has the desired property. 
Another way to think of the bundle ΞH defined above is as follows: there is
a universal holomorphic (C∗)r-bundle over E × Er, defined by taking r copies of
the Poincare´ bundle. The identification of (C∗)r with H given by the coroot basis
{α∨1 , . . . , α∨r } defines a homomorphism (C∗)r → G of algebraic groups with image
H , and thus a universal H-bundle.
The universal bundle ΞH above defines a holomorphic, W -invariant morphism
E ⊗Z Λ → M(G). By Theorem 5.10 and Corollary 5.12, the morphism (E ⊗Z
Λ)/W → M(G) is a bijection on the set of points. It follows from Zariski’s main
theorem that the map (E ⊗Z Λ)/W →M(G) is an isomorphism.
The non-simply connected case is similar, but slightly more involved. First let us
define a natural complex structure on (T c × Twc)/ZW (wc), depending of course on
42 ROBERT FRIEDMAN AND JOHN W. MORGAN
the complex structure on E. To do so, let T0 = (T
wc)0 be the identity component of
Twc . There is the natural quotient homomorphism T0 → Twc , and it is a surjection.
Thus there is a finite surjective homomorphism of real tori from T0×T0 to T0×Twc .
If Λ0 = π1(T0), then the identification T0 ∼= Λ0 ⊗Z U(1) and the isomorphism
T0 × T0 ∼= Hom(π1(E), T0) ∼= Hom(π1(E), U(1))⊗Z Λ0 ∼= E ⊗Z Λ0
show that T0 × T0 is naturally the abelian variety E ⊗Z Λ0. Since T0 × Twc is
the quotient of T0 × T0 by a finite subgroup, it is also an abelian variety. The
identity component of Twc × Twc has the structure of an abelian variety, and thus
Twc × Twc is a finite union of abelian varieties. Finally, T c × Twc is isomorphic to
Twc×Twc and so inherits a complex structure via this isomorphism. We claim that
the action of ZW (wc) defined above, which is by affine maps of the real torus to
itself, is holomorphic with respect to this complex strucure. It is enough to check
the differential of the action, which corresponds to the linear action of ZW (wc) on
E⊗ZΛ0 via its action on Λ0. Thus ZW (wc) acts holomorphically, and the quotient
variety (T c × Twc)/ZW (wc) is an irreducible normal projective variety.
Next we have the following analogue of Lemma 5.20, which constructs a universal
holomorphic G-bundle parametrized by T c × Twc :
Lemma 5.21. There exists a universal holomorphic G-bundle Ξ1 over the space
E × (T c × Twc), and hence the induced map
(T c × Twc)/ZW (wc)→M(G, c)
is an isomorphism of complex spaces.
Proof. We begin by describing a universal holomorphic bundle on the connected set
(T0 ·x0)× (T0 · v). Recall that we chose a fixed c-pair (x0, v) in the discussion prior
to the proof of Theorem 5.13, and then were able to write an arbitrary c-pair, up
to conjugation, as (tx0, sv), with t ∈ Twc and s ∈ T . Let ξ1 be the flat G-bundle
corresponding to the choice of holonomy x¯0, v¯, where x¯0, v¯ are the images of x0, v
in G. Thus the transition functions of ξ1 live in the subgroup of G generated by x¯0
and v¯. Let rc be the rank of Λ0, or in other words the dimension of T
wc . Let H0 be
the subtorus of H corresponding to T0, in other words the connected component of
the identity of the fixed set of v ∈ NG(H) acting on H , and let H¯0 be its image in
G. Choosing an integral basis for Λ0 identifies H0 with (C
∗)rc and E ⊗Z Λ0 with
Erc . For i = 1, . . . , rc, let Pi be the pullback to E × (E ⊗Z Λ0) of the Poincare´
bundle on the ith factor and let P be the H0-bundle corresponding to (P1, . . . ,Prc).
As in the proof of Lemma 5.20, we can think of P as corresponding to the image of
the universal topologically trivial (C∗)rc -bundle via the inclusion (C∗)rc ∼= H0 ⊂ G.
There is an induced H¯0-bundle P over E × (E ⊗Z Λ0).
The images x¯0, v¯ of x0, v in G commute with H¯0 and with each other. Thus the
structure group of P centralizes the transition functions for π∗1ξ1. It follows that
there is a holomorphic G-bundle Ξ1 defined by taking the product of the transition
functions, and it is easily seen to be a universal bundle in the appropriate sense. A
similar construction handles the other components.
By the universal property of the moduli space, there is then an induced holo-
morphic map from Twc × T0 to M(G, c) which is holomorphic. Clearly, it factors
through the quotient map to Twc × Twc and through the action of ZW (wc), since
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these actions do not change the isomorphism class of a flat bundle. By Theorem
5.13, the induced morphism (T c×Twc)/ZW (wc)→M(G, c) is a holomorphic bijec-
tion between two normal varieties and hence it is an isomorphism. Thus we have
proved Lemma 5.21 and with it Theorem 5.19. 
Of course, the description of the moduli space above gives us another way to
describe its singularities. Let us just work out the case where G is simply connected
for simplicity. Let ρ correspond to a point of E ⊗Z Λ. Then by [6], the isotropy
group of ρ is a semidirect product W (ρ)⋊ I. The local structure of the quotient is
given by looking at the action of the isotropy group on the tangent space to E⊗ZΛ,
which is canonically identified with h. Thus, as in Corollary 5.3, we see again that
the moduli space is locally given as (h/W (ρ))/I.
5.7. Looijenga’s theorem and its generalizations.
In the case where G is simply connected, we have described the moduli space
M(G) as the complex variety (E ⊗Z Λ)/W . The precise nature of this variety has
been determined in a theorem due to Looijenga [24] and Bernshtein-Shvartsman
[4]:
Theorem 5.22. Let E be an elliptic curve and let Λ be the coroot lattice of a simple
root system R with Weyl group W . Then (E ⊗Z Λ)/W is the weighted projective
space P(g0, . . . , gr), in other words it is the quotient of C
r+1 − {0} by the diagonal
action of C∗ given by
λ · (z0, . . . , zr) = (λg0z0, . . . , λgrzr). 
The proof of [24] and [4] makes use of formal theta functions for a complexified
affine Weyl group. We shall give a different proof of Theorem 5.22 in Part II, based
on a study of the deformations of certain unstable bundles over special maximal
parabolic subgroups of G. Note that the holomorphic structure of the moduli space
is independent of the complex structure on E. Furthermore, the local informa-
tion concerning the singular points of the moduli space follows immediately from
Theorem 5.22.
In the non-simply connected case, we have the following generalization of Theo-
rem 5.22, which will also be proved in Part II:
Theorem 5.23. Let G be a simple group and let c be an element of the center of
the universal cover G˜ of G, such that G = G˜/〈c〉. Then M(G, c) is isomorphic to
a weighted projective space with weights nogo. 
Note that, as opposed to the simply connected case, the knowledge of the integers
nogo is more information than the isomorphism class of the weighted projective
space. For example, for the unliftable SO(2n)-bundles, the integers nogo are all
equal to 2, indicating that the weighted projective space is an ordinary projective
space but that the isotropy group, which acts trivially on the Zariski tangent space
H1(E; ad ξ), has order 2. A more interesting example is given by the unliftable
SO(2n + 1)-bundles or the unliftable Sp(4n)/{± Id}-bundles. In this case, the
weighted projective space is a P(1, 2, . . . , 2), which is isomorphic as a projective
variety to Pn. However, the isotropy behaves quite differently. In these examples,
as we have noted in the discussion after Theorem 5.13 and Corollary 5.14, we can
identify the moduli space with (E ⊗Z Λ¯)/W¯ , where Λ¯ is the coroot lattice for a
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simply connected group of smaller rank and W¯ is the corresponding Weyl group.
However, the weighted projective space for the smaller group (which is of type Cn)
is a P(1, . . . , 1).
5.8. The case where G is not simple.
We have given an explicit description of the moduli space M(G) in case G is
simple and simply connected; it is a weighted projective space. In case G is simply
connected but only semisimple, G is a product of simple and simply connected
groups Gi, and the moduli space is a product of the corresponding moduli spaces.
Of course, this is also clear from the description of the moduli space as (E⊗ZΛ)/W ,
which did not need G to be simple, since in this case Λ =
⊕
i Λi and W =
∏
iWi.
The next case to consider is the case where G is semisimple. As in the discussion
prior to Definition 5.7, we begin by assuming that G is of the form G˜/〈c〉, where
G˜ is simply connected and c is an element of the center of G˜, and we want to
describe the component M(G, c). The moduli space M(G, c) is the same as the
set of conjugacy classes of c-pairs in K˜. Suppose that K˜ =
∏
iKi, where the Ki
are the simple factors of K˜, and that c = (c1, . . . , cn), where ci is an element of the
center of Ki. Let Gi be the complex form of the compact and simply connected
group Ki and let G¯i = Gi/〈ci〉. By (iii) of Lemma 5.8, the moduli space M(G, c)
is a product of the corresponding moduli spaces M(G¯i, ci). By Theorem 5.23,
each spaceM(G¯i, ci) is a weighted projective space. Thus M(G, c) is a product of
weighted projective spaces.
In the case where G is semisimple but not necessarily of the form G˜/〈c〉, the
discussion prior to Definition 5.7 shows that the moduli space M(G, c) is a quo-
tient of the moduli space M(G˜/〈c〉, c) by a finite abelian group. Thus, M(G, c)
is a quotient of a product of weighted projective spaces by a finite abelian group.
Of course, the action of this group can in principle be made explicit. Examples
show that, even if G is simple, the moduli space M(G, c) need not be a weighted
projective space.
Next suppose that G = C is abelian, and is the complexification of the compact
torus T . Let Λ(T ) = π1(T ) = π1(C). After choosing an isomorphism C → (C∗)d,
a holomorphic C-bundle over E is the same thing as a collection of d line bundles
over E. Thus there is a discrete invariant, the set of d degrees, corresponding to
the choice of c ∈ π1(C). All components are isomorphic to the identity compo-
nent, which is isomorphic to (Pic0E)d. More invariantly, the identity component
is given as E ⊗Z Λ(C). Of course, we can see this from the point of view of Yang-
Mills connections as well. Since T is abelian, a homomorphism ρ : ΓR → T factors
into a homomorphism U(1) × π1(E) → T , or equivalently a pair of homomor-
phisms ρ1 : U(1)→ T and ρ2 : π1(E)→ T . The first homomorphism ρ1 records the
multidegree, and a fixed choice of a Yang-Mills connection for ΓR defines a fixed
holomorphic C-bundle of any given multidegree. As for ρ2, writing T invariantly as
U(1)⊗Z Λ(C), we have
Hom(π1(E), T ) = Hom(π1(E), U(1))⊗Z Λ(C).
Now Hom(π1(E), U(1)) is the group of flat U(1)-connections on E, and is thus
identified with Pic0E. A choice of base point of E identifies Pic0E, as an algebraic
group, with E. Thus, from the viewpoint of Yang-Mills connections, we have again
identified the identity component of the moduli space with E ⊗Z Λ(C).
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Finally suppose that G is written as C ×F D, where C is the identity component
of the center of G, D = DG is the derived group and is semisimple, and F is a
finite central subgroup of D. Let CR be the maximal compact subgroup of C. There
is an exact sequence
{1} → C → G→ D¯ → {1},
where D¯ = D/F . A G-bundle ξ then produces a D¯-bundle ξ¯, and ξ is semistable if
and only if ξ¯ is semistable. Moreover, since C ∼= (O∗E)c, H2(E; C) = 0, and so every
D¯-bundle lifts to a G-bundle. The choice of lift is well-defined up to an element
in H1(E; C), which, as we have seen above, is a complex Lie group whose identity
component is the complex torus E ⊗Z Λ(C). In general, the action of H1(E; C)
on the moduli space is not faithful, but has a finite kernel. To see this, we again
look at the problem from the point of view of central representations of the group
ΓR. Suppose that ξ is S-equivalent to the Yang-Mills bundle with holonomy ρ,
where ρ : ΓR → K is a central representation. Then ξ¯ is S-equivalent to a flat
DK/F -bundle, where DK is the derived group of K and is the maximal compact
subgroup of D, corresponding to the homomorphism ΓR → DK/F . The fiber
of the natural map from the set of isomorphism classes of central representations
ΓR → K to the set of isomorphism classes of representations π1(E) → DK/F is
acted on transitively by the group of homomorphisms χ : ΓR → CR, which is just
H1(E; C). To determine the kernel of this action, let c = c1(ξ¯) ∈ H2(E;F ) ∼= F .
Then the images under ρ¯ of two generators for π1(E) lift to elements x, y ∈ DK
with [x, y] = c. Hence ρ itself lifts to a representation from ΓR to CR ×〈c〉 DK,
and ξ lifts to a C ×〈c〉 D-bundle. As in the discussion of the semisimple case, we
assume that F = 〈c〉, in other words that we have lifted ξ as far as possible, since
the moduli space in the general case will be finitely covered by the moduli space
of such bundles. It is then an easy exercise to check that ρχ is conjugate to ρ if
and only if Imχ ⊆ 〈c〉. In this way, the moduli space for G-bundles becomes an
e´tale fiber bundle over the moduli space for D¯-bundles, where the fibers are finite
quotients of copies of the complex torus H1(E; C).
We can summarize the results above as follows:
Corollary 5.24. Let G be a reductive group and let c ∈ π1(G). Then there is a
finite cover of M(G, c) which is an e´tale fiber bundle over a product of weighted
projective spaces, and where the fiber is isogenous to a product of copies of E and
in particular is a complex torus. 
6. Regular bundles.
Our goal now will be to describe the bundles whose automorphism groups have
minimal possible dimension. We call such a bundle regular. It turns out that
there is a unique regular bundle in each S-equivalence class. For a Zariski open
and dense subset of the moduli space, the Yang-Mills representative is also regular,
but they will be different at special points. It is natural to study regular bundles
for many reasons. For example, in moduli questions, their deformation theory
is much closer to reflecting the local structure of the moduli space than the Yang-
Mills representative in general. Also, it is not possible to fit together the Yang-Mills
bundles to form a universal bundle, even locally, but, as we shall see in Part II, local
and in many cases global universal bundles can be constructed using the regular
representatives. Finally, because they are more complicated, regular bundles are
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interesting to study in their own right. To illustrate this point, we work out the
automorphism groups of regular bundles in this section. In the final section, we
shall determine the regular bundles for the classical groups.
6.1. Definition of a regular bundle.
We begin by recalling some standard facts about nilpotent elements in reductive
Lie algebras [7, Chap. 8, VIII, §11] or [21]. Let g be a complex semisimple Lie
algebra of rank r and let X ∈ g be such that adX is nilpotent. Every such element
can be completed to an sl2-triple, in other words, a representation of sl2 on g for
which X is the image of a nonzero nilpotent element. For such X , dimKer(adX) ≥
r. If dimKer(adX) = r, then X is called a principal nilpotent element. All
principal X are conjugate under G. If X is principal, as sl2-modules, we have
g =
r⊕
i=1
Sym2di−2 V (2) =
r⊕
i=1
V (2di − 1),
where V (2) denotes the standard representation of sl2, and, for an integer k > 1,
V (k) = Symk−1 V (2) is the unique irreducible representation of sl2 of dimension
k. Here r is the rank of g and the di are the Casimir weights; di = mi + 1, where
the mi are the exponents of g. For an element X of g which is not principal, the
corresponding representation of sl2 on g breaks up as
g =
s⊕
i=1
V (ki),
where s ≥ r + 2 [20, Prop. 4.11]. Equivalently, if X is not principal, then
dimKer(adX) ≥ r + 2.
If X is principal, the centralizer a of X in g is an abelian nilpotent Lie algebra.
Conversely, if the centralizer of X is abelian, then X is principal. Clearly, all of
the above extends to the case where g is only assumed to be reductive, and c is its
center. In this case, we have an isomorphism of sl2-modules
g ∼= c⊕
r⊕
i=1
V (2di − 1),
where the di are the Casimir weights of the semisimple part of g, and c is the center
of g, viewed as a trivial sl2-module.
Definition 6.1. A semistableG-bundle is said to be regular if it is given by normal-
ized transition functions {hij exp(fijX)} where X is a principal nilpotent element
of zg(ρ). (Here, ρ is the holonomy representation of the S-equivalent Yang-Mills
K-bundle.)
Corollary 6.2. Each S-equivalence class of semistable G-bundles has a unique (up
to isomorphism) regular representative. The regular representative is also the Yang-
Mills representative if and only if zg(ρ) is abelian. Finally, there is a Zariski open
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and dense subset of the moduli space M(G, c) where the regular representative is
also the Yang-Mills representative.
Proof. The principal nilpotent elements of zg(ρ) are all conjugate. Thus, the first
statement follows immediately from Theorem 4.1. As for the second statement, a
regular representative is Yang-Mills if and only if the principal nilpotent elememt
X of the reductive Lie algebra zg(ρ) is zero, which is the case if and only if zg(ρ) is
abelian. The final statement follows from Lemma 5.16 (ii) and Corollary 5.18. 
It follows from Lemma 5.17 that the rank rc of zg(ρ) depends only on the topo-
logical type of the bundle ξ. For example, if G is simply connected, then rc is
always equal to the rank of G. In general, if ξ lies in M(G, c), and wc is the Weyl
group element corresponding to the element c, then rc is equal to dimC h
wc . With
this said, we have:
Corollary 6.3. Let ξ be a semistable G-bundle associated to the pair (ρ,X), where
ρ is the holonomy representation of the Yang-Mills K-bundle S-equivalent to ξ and
X ∈ zg(ρ) is a nilpotent element used to define the normalized transition functions
of ξ. Let rc be the rank of the reductive Lie algebra zg(ρ). Then dimAutG ξ = rc if
X is regular, and if X is not regular, then dimAutG ξ ≥ rc + 2. 
In principle, we can describe the vector bundle ad ξ when ξ is regular. For
example, we have the following description of the adjoint bundle associated to the
trivial bundle:
Proposition 6.4. Let ξ be the unique regular bundle which is S-equivalent to the
trivial bundle. Then, as vector bundles over E,
ad ξ ∼= OcE ⊕
⊕
i
I2di−1,
where c is the dimension of the center of G and the di are the Casimir weights of
G. 
Similar but more involved statements can describe in principle the bundle ad ξ
for an arbitrary regular bundle ξ. To give one such statement along these lines,
let ρ be be the holonomy representation of the Yang-Mills bundle S-equivalent to
ξ. Then zg(ρ) is a direct sum of its center c(ρ) together with N simple factors gi.
Let ri be the rank of gi, and let dij , 1 ≤ j ≤ ri be the Casimir weights of gi. Then
the maximal subbundle of ad ξ which is filtered by subbundles whose successive
quotients are OE is
(ad ξ)OE = (c(ρ) ⊗OE)⊕
N⊕
i=1
ri⊕
j=1
I2dij−1.
From this, it is possible in principle to give a complete description of the vector
bundle ad ξ.
6.2. Automorphisms of regular bundles.
We study in more detail the structure of the automorphism group of a regular
semistable holomorphic bundle ξ. Let ρ be the holonomy representation correspond-
ing to the unique Yang-Mills bundle S-equivalent to ξ. Define A(ξ) = AutG(ξ),
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which according to Theorem 4.1 we can view as a subgroup of ZG(ρ). Let A
0(ξ)
be the component of the identity in A(ξ). Let us analyze the Lie algebra of A0(ξ).
Let D(ρ) be the derived subgroup of the identity component Z0G(ρ) of ZG(ρ) and
let d(ρ) be its Lie algebra, so that d(ρ) is the derived subalgebra of zg(ρ).
Lemma 6.5. Let c(ρ) be the center of zg(ρ) and let d(ρ) be its derived subalgebra,
so that
zg(ρ) ∼= c(ρ)⊕ d(ρ).
Then X ∈ d(ρ) and its centralizer in d(ρ) is an abelian nilpotent subalgebra n. Thus,
the centralizer of X in zg(ρ) is the product c(ρ) ⊕ n. In particular, the Lie algebra
of A0(ξ) is the product of a central semisimple subalgebra and an abelian nilpotent
algebra, and hence it is abelian.
Proof. Everything in this statement is clear except the description of the centralizer
of X in d(ρ), which follows from the remarks above concerning the centralizers of
principal nilpotent elements. 
Corollary 6.6. A0(ξ) is a connected abelian complex linear algebraic group of the
form C × U , where C is an algebraic torus and U is an abelian unipotent group. In
fact, C is the identity component of the center of Z0G(ρ), U is a unipotent subgroup
of the derived subgroup D(ρ) of Z0G(ρ), and the Lie algebra of U is the centralizer
of the principal nilpotent element X in d(ρ). 
The next step in understanding A(ξ) is to describe A(ξ)∩Z0G(ρ) = A1(ξ). Since
Z0G(ρ) is a connected, reductive group, it decomposes as
Z0G(ρ) = C(ρ)×F D(ρ)
where C(ρ), the identity component of the center of Z0G(ρ), is an algebraic torus,
D(ρ), the derived subgroup of Z0G(ρ), is a complex semisimple group, and F is a
finite group which embeds into the center of D(ρ).
Lemma 6.7. Let ξ be a regular semistable G-bundle, let A(ξ) = AutG(ξ), which
we view as a subgroup of ZG(ρ), and let A
1(ξ) = A(ξ) ∩ Z0G(ρ). Then:
(i) A1(ξ) = C(ρ) ×F (ZD(ρ) × U), where ZD(ρ) is the center of D(ρ). In
particular, A1(ξ) is abelian and π0(A
1(ξ)) = ZD(ρ)/F .
(ii) The inclusion A(ξ) ⊆ ZG(ρ) induces an isomorphism
A(ξ)/A1(ξ)
∼=−→ π0(ZG(ρ)).
Proof. The group A1(ξ), which is the centralizer of X in Z0G(ρ), is of the form
C(ρ) ×F D(ρ)(X), where D(ρ)(X) is the subgroup of D(ρ) centralizing X . By
standard results [20, §4.7], if X is a principal nilpotent element of d(ρ), then
D(ρ)(X) = ZD(ρ) × U , where ZD(ρ) is the (finite) center of D(ρ) and U is the
abelian unipotent subgroup of D(ρ) corresponding to the subalgebra of d(ρ) cen-
tralizing X . Thus A1(ξ) = C(ρ) ×F (ZD(ρ) × U). Clearly, A1(ξ) is abelian, but
need not be connected.
To see (ii), let g ∈ ZG(ρ) be given. Then g normalizes Z0G(ρ), and clearly
(Ad g)(X) is again a principal nilpotent element of zg(ρ). By [21], every two prin-
cipal nilpotent elements of zg(ρ) are conjugate under Z
0
G(ρ). Let g
′ ∈ Z0G(ρ) be
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such that (Ad(g′g))(X) = X . Then g′g ∈ A(ξ), and clearly g′g and g have the
same image in π0(ZG(ρ)). Thus, the induced homomorphism A(ξ)→ π0(ZG(ρ)) is
surjective. Since its kernel is clearly A1(ξ), this completes the proof. 
Let us give two simple examples of the structure of A(ξ). If ξ is the trivial G-
bundle, then ZG(ρ) = G and A(ξ) = A
1(ξ) is equal to ZG × U , where ZG is the
center of G and U is a connected, unipotent abelian group. For another example, let
G = SLn(C). Suppose that λi, i = 1, . . . , k, are pairwise distinct line bundles on E
of degree zero, and let ξ correspond to the regular vector bundle
⊕k
i=1 Idi(λi). Set
d = gcd{di}. Then A1(ξ) = A(ξ), and it is easy to check that A(ξ)/A0(ξ) ∼= Z/dZ.
6.3. The action of the component group of A(ξ) on its Lie algebra a(ξ).
We fix a regular bundle ξ and denote by A(ξ) is group of automorphisms. Let ρ
be the holonomy representation of the Yang-Mills K-bundle S-equivalent to ξ. As
we have seen, the Lie algebra a(ξ) of A0(ξ) is abelian. Thus, the adjoint action
of A(ξ) on a(ξ) factors through an action of the component group A(ξ)/A0(ξ).
The purpose of this subsection is to determine the action of the component group
A(ξ)/A0(ξ) on a(ξ). First notice that since A1(ξ) is abelian, A1(ξ)/A0(ξ) acts
trivially on a(ξ) and there is an induced action of A(ξ)/A1(ξ) on a(ξ).
In Lemma 6.5 we showed that a(ξ) ∼= c(ρ)⊕ n, where c(ρ) consists of semisimple
elements in zg(ρ) and n is a nilpotent subalgebra of zg(ρ). Clearly, the action of the
group A(ξ)/A1(ξ) on the Lie algebra must preserve this splitting. The inclusion of
A(ξ) ⊆ ZG(ρ) induces an isomorphism of A(ξ)/A1(ξ) ∼= π0(ZG(ρ)). Thus, we have
a realization of π0(ZG(ρ)) as a group of automorphisms of a(ξ) = c(ρ) ⊕ n. The
action of π0(ZG(ρ)) on c(ρ) is simply the conjugation action of π0(ZG(ρ)) on the
center c(ρ) of the Lie algebra of Z0G(ρ).
Next we claim that there is also an action of π0(ZG(ρ)) on a Cartan subalgebra
h(ρ) of zg(ρ). This is a general statement about outer automorphisms:
Claim 6.8. Fix a Cartan subalgebra h(ρ) for zg(ρ), with H(ρ) the corresponding
subgroup, and a Weyl chamber C0 ⊂ h(ρ). Then for an outer automorphism γ of
Z0G(ρ), there is a lift of γ to an automorphism yγ which normalizes h(ρ) and C0.
Moreover, the element yγ is unique up to multiplication by some h ∈ H(ρ).
Proof. Given an outer automorphism γ, let y be some lift of γ to an automorphism
of ZG(ρ). Conjugation by y sends h(ρ) to another Cartan subalgebra h
′ for zg(ρ).
Since h(ρ) and h′ are conjugate in Z0G(ρ), after multiplying y by some element of
Z0G(ρ), we can assume conjugation by y normalizes h(ρ). Then conjugation by y
sends the Weyl chamber C0 in h(ρ) to some other Weyl chamber C1. But C0 and
C1 are conjugate by an element of the Weyl group of Z
0
G(ρ), so after a further
conjugation we can assume that conjugation by y sends C0 to itself. This produces
the desired element yγ . Finally, two different choices for yγ differ by an element of
ZG(ρ) which normalizesH(ρ) and fixes a Weyl chamber, and hence lies in H(ρ). 
Thus, we now assume that we have chosen the lift yγ of the outer automorphism
γ to normalize h(ρ) and C0. This means that yγ acts as a linear automorphism
of h(ρ) which normalizes the set of simple roots ∆(ρ) associated to h(ρ) and C0.
Thus, each outer automorphism γ acts as a diagram automorphism σγ of the Dynkin
diagram of Z0G(ρ). It is easy to see that this in fact defines an action of the group of
outer automorphisms as a group of diagram automorphisms of the Dynkin diagram
of Z0G(ρ). (The point here is that, by the uniqueness part of Claim 6.8, yγ1yγ2 is
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equal to yγ1γ2 up to an element of H(ρ). Hence conjugation by yγ1yγ2 and by yγ1γ2
agree on h(ρ) and on the set of roots.) Note that the action of the group of outer
automorphisms on the Dynkin diagram then defines a linear action on h(ρ), since
we can identify the vertices of the Dynkin diagram with a basis of h(ρ), and this
linear action is the same as the action of yγ defined above. Applying this discussion
in particular to the group π0(ZG(ρ)), which acts as a group of outer automorphisms
of Z0G(ρ), we see that there is an action of Z
0
G(ρ) on h(ρ).
Our goal for the remainder of this subsection is to prove the following theorem:
Theorem 6.9. There is a linear isomorphism from a(ξ) to h(ρ) which is equivari-
ant with respect to the actions of π0(ZG(ρ)).
Proof. We begin by showing that there is a good choice of the principal nilpotent
element X used to define ξ, namely one which is equivariant for the action of
π0(ZG(ρ)) in an appropriate sense. Fix a Cartan subalgebra h(ρ) for zg(ρ) and a
Weyl chamber C0 ⊂ h(ρ). LetH(ρ) be the Cartan subgroup of Z0G(ρ) corresponding
to h(ρ). Fix lifts yγ ∈ ZG(ρ) for γ ∈ π0(ZG(ρ)) as in the statement of Claim 6.8.
Let ∆(ρ) be the set of simple roots associated to the Weyl chamber C0. Then the
action of π0(ZG(ρ)) on h(ρ) induces an action on ∆(ρ).
Claim 6.10. There exist elements hγ ∈ H(ρ) and a principal nilpotent element
X+ of zg(ρ) such that, for every γ ∈ π0(ZG(ρ)), if we set y′γ = yγh−1γ , then X+ is
invariant under Ad y′γ .
Proof. For each root α ∈ ∆(ρ), choose a non-zero element Xα in the root space zα
associated to α. For each γ and each α ∈ ∆, let µ(α, γ) be the non-zero complex
number with the property that
Ad(yγ)(X
α) = µ(α, γ)Xσγ(α).
Since the α ∈ ∆(ρ) are a linearly independent set of characters on H(ρ), it follows
that there is an element hγ ∈ H(ρ) such that for each α ∈ ∆(ρ) we have α(hγ) =
µ(α, γ). Now replace yγ with the element y
′
γ = yγh
−1
γ . Conjugation by the elements
yγ and y
′
γ agree on h(ρ). But in addition for each α ∈ ∆(ρ) we have
Ad(y′γ)X
α = Ad(yγ)(α(h
−1
γ )X
α) = Ad(yγ)(µ(α, γ)
−1Xα) = Xσγ(α).
Thus, we see that the element
X+ =
∑
α∈∆(ρ)
Xα
is invariant under each of the y′γ . Since, for each α ∈ ∆(ρ), Xα 6= 0, it follows from
[7, Chap. 8] that X+ is a principal nilpotent element. 
Replacing the yγ by the y
′
γ , let us recap what we have managed to establish so
far.
Corollary 6.11. Fix a Cartan subalgebra h(ρ) and a Weyl chamber C0 ⊂ h(ρ).
Then for each element γ ∈ π0(ZG(ρ)) there is a lift yγ in ZG(ρ) such that :
(i) For each γ the element yγ normalizes h(ρ) and C0.
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(ii) Associating to each γ ∈ π0(ZG(ρ)) the automorphism of h(ρ) given by con-
jugation by yγ yields a linear action of π0(ZG(ρ)) on h(ρ) preserving C0 and
hence preserving the set of simple roots ∆(ρ) associated to h(ρ) and C0.
(iii) Viewing the simple roots as a basis for h(ρ), the linear action of π0(ZG(ρ))
on h(ρ) is compatible with an action of π0(ZG(ρ)) by diagram automor-
phisms on the Dynkin diagram for Z0G(ρ).
(iv) There is a principal nilpotent element X+ which is invariant under Ad(yγ)
for each γ. 
We return now to the proof of Theorem 6.9. Let ξ be the regular semisimple
G-bundle determined by the holonomy representation ρ and the nilpotent element
X+ given in Claim 6.10. Then the automorphism group A(ξ) ⊆ ZG(ρ) of ξ is the
subgroup of elements in ZG(ρ) which centralize X+. In particular, the elements yγ
lie in A(ξ). Conjugation by the elements yγ normalizes the Lie algebra a(ξ) of A(ξ)
and determines the action of A(ξ)/A1(ξ) = π0(ZG(ρ)) on a(ξ). Thus, it will suffice
to exhibit an isomorphism from a(ξ) to h(ρ) which is equivariant with respect to
conjugation by the yγ for all γ ∈ π0(ZG(ρ)).
Let h0 ∈ h(ρ) be the unique element contained in the derived subalgebra d(ρ)
which has the property that 〈α, h0〉 = 2 for all α ∈ ∆(ρ). Clearly, h0 is invariant
by the action of π0(ZG(ρ)) on h(ρ) and hence by conjugation by each of the yγ .
Further note that [h0, X+] = 2X+ (and in fact h
0 is the unique element of h(ρ)
with this property). By the Jacobson-Morozov theorem, we can complete h0 and
the principal nilpotent element of X+ of zg(ρ) to an sl2-triple (X+, h
0, X−). Since
X+ is principal, it is easy to see that X− is uniquely determined by X+ and h
0.
Thus, since X+ and h
0 are invariant under conjugation by the yγ for all γ, the same
is true for X−. Hence the sl2 triple (X+, h
0, X−) is invariant under conjugation
by the yγ for all γ. Break the Lie algebra zg(ρ) into irreducible summands for
this action of sl2. Let the rank of zg(ρ) be s. Then since X+ is principal there
are exactly s irreducible summands in this decomposition. On the other hand,
by the classification of irreducible representations of sl2, dimKer adh
0 is equal
to the number of irreducible summands V (k) which have odd dimension. Since
h(ρ) ⊆ Ker adh0 and h(ρ) is of dimension at least as large as Ker adh0, we see that
every irreducible summand must have odd dimension and so be of the form V (2d−1)
for some integer d, and that Ker adh0 = h(ρ). Now (adX−)
d : V (2d−1)→ V (2d−1)
defines an isomorphism from Ker adX+ on V (2d − 1) to Ker adh0 on V (2d − 1).
Thus, given the sl2-triple (X+, h
0, X−), there is a canonical linear isomorphism from
the centralizer a(ξ) of X+ to h(ρ), and since the sl2-triple (X+, h
0, X−) is invariant
under conjugation by the yγ for all γ, it is easy to check that this isomorphism
is equivariant with respect to the conjugations by the yγ for all γ. Thus we have
constructed a π0(ZG(ρ))-equivariant isomorphism from a(ξ) to h(ρ), as claimed in
the statement of Theorem 6.9. 
6.4. The deformation space of a regular bundle.
Our goal now will be to relate the deformation theory of a regular bundle ξ to the
local structure of the moduli space at [ξ]. There is a universal family of semistable
G-bundles over a small neighborhood U of the origin in H1(E; ad ξ). Note that the
finite group I = A(ξ)/A1(ξ) acts on H1(E; ad ξ) and, choosing U to be I-invariant,
the action lifts to an action on the total space of this family. The family induces
an I-invariant map from U to the moduli space M(G). Our aim now is to show
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that, under this map, U/I is identified with a neighborhood of the S-equivalence
class [ξ] of ξ, viewed as a point of M(G). This result does not follow in general
from the e´tale slice theorem, since the stabilizer of a point corresponding to ξ in a
GIT space may fail to be reductive.
Theorem 6.12. Let ξ be a regular semistable bundle and let I = A(ξ)/A1(ξ). Let
U be a sufficiently small I-invariant neighborhood of the origin in H1(E; ad ξ) with
a universal family as constructed above. Then the induced map U →M(G) defines
an analytic isomorphism of U/I onto a neighborhood of [ξ] in M(G).
Proof. Let ξ0 be the Yang-Mills bundle S-equivalent to ξ and let ρ be the cor-
responding holonomy representation. We choose normalized transition functions
{hij exp(fijX)} for ξ, where X ∈ zg(ρ) is a regular nilpotent element. The fixed
1-cocycle {fij} gives us an identification of H1(E;OE) with C. As we have seen in
Lemma 3.4, H1(E; ad ξ0) = H
1(E;OE)⊗C zg(ρ) ∼= zg(ρ) and the Lie algebra zg(ρ)
parametrizes a locally semiuniversal family Ξ0 of semistable bundles whose central
member is ξ0. The parametrization is given in terms of transition functions (not
necessarily normalized) by
Z 7→ {hij exp(fijZ)}.
By Theorem 5.2 and Corollary 5.3, a local model for the moduli space near [ξ] = [ξ0]
is given by
zg(ρ)//ZG(ρ).
This GIT quotient is identified with (h(ρ)/W (ρ))/I, where h(ρ) is a Cartan subal-
gebra for zg(ρ) and W (ρ) is the Weyl group.
By Theorem 4.6,
H1(E; ad ξ) ∼= H1(E;OE)⊗ (zg(ρ)/ Im adX) ∼= zg(ρ)/ Im adX.
The tangent space at X to the orbit of X in zg(ρ) under the adjoint action is the
image of adX . Consider a linear slice N in zg(ρ) normal to the tangent space at X
to the orbit of X . Then N parametrizes a family Ξ of bundles: the point Y ∈ N
determines the bundle with (not necessarily normalized) transition functions
{hij exp(fij(X + Y ))}.
Note that the origin Y = 0 of N corresponds to the bundle ξ. The Kodaira-
Spencer map of Ξ at the central point ξ defines a linear isomorphism from N onto
H1(E; ad ξ), and thus Ξ is a locally semiuniversal deformation of ξ.
As we saw in Theorem 4.1, the group A(ξ) is identified with the subgroup of
ZG(ρ) which fixes the point X . Since A(ξ) is an extension of a finite group by
a commutative algebraic group, it has a Levi factor R(ξ) which is a reductive
subgroup, in fact an extension of a finite group by an algebraic torus. The subgroup
R(ξ) maps onto the component group of A(ξ). We can choose the linear slice N
to be invariant under R(ξ). Clearly, this action lifts to an action on the universal
family Ξ constructed above. By Lemma 6.7(ii), the intersection of R(ξ) with A1(ξ)
is contained in the center of Z0G(ρ) and hence acts trivially on zg(ρ) and on Ξ. Thus,
the action of R(ξ) on the slice N factors through the finite quotient I = A(ξ)/A1(ξ).
For this choice of slice N , the differential of the Kodaira-Spencer map from N to
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H1(E; ad ξ) is a linear isomorphism which is equivariant with respect to the actions
of A(ξ)/A1(ξ).
Now let us consider the map from the family N to the moduli space M(G). By
the remarks at the beginning of the proof, the restriction of the universal family Ξ0
for zg(ρ) to the affine slice {X} + N is the universal family Ξ for ξ. The induced
map from N to M(G) defined by Ξ is then induced by the inclusion of {X}+ N
into zg(ρ) followed first by the natural map to the quotient zg(ρ)//Z
0
G(ρ), and then
by the induced map to M(G).
Claim 6.13. The differential at 0 ∈ N of the composition
N → {X}+N → zg(ρ)→ zg(ρ)//Z0G(ρ)
is an isomorphism.
Proof. Quite generally, let G be a connected, complex reductive group with max-
imal torus H . Then the GIT adjoint quotient of G is identified with H/W , the
quotient of H by the Weyl group. This quotient is a smooth variety of dimension
equal to the rank of G. According to a theorem of Steinberg (see Section 4.20 of
[20]), the differential of the adjoint quotient map G→ H/W at any regular element
x ∈ G is surjective. Now let X be a regular nilpotent element in the Lie algebra
g of G. Then x = expX is a regular unipotent element in G. Furthermore, since
X is conjugate to an element in a small neighborhood of the origin, we see that
the differential of the exponential mapping at X is an isomorphism. Let h be the
Cartan subalgebra of g tangent to H . The map from the adjoint quotient of g to the
adjoint quotient of G is identified with the natural map h/W → H/W and hence it
is a local diffeomorphism at the origin. Thus, it follows that the differential of the
adjoint quotient mapping g→ h/W is surjective at X . Of course, the kernel of this
differential contains the tangent to the orbit space through X . Since X is regular,
the normal to the orbit is the same dimension as h/W , and hence we conclude that
the restriction of this differential to the normal space is an isomorphism. Applying
the above to the case G = Z0G(ρ) establishes the claim. 
The inclusion {X}+N ⊂ zg(ρ) is equivariant with respect to the homomorphism
I = A(ξ)/A1(ξ)→ π0(ZG(ρ))
induced by the inclusion of A(ξ) ⊆ ZG(ρ). There is thus an equivariant isomorphism
fromH1(E; ad ξ) with its I-action to zg(ρ)//Z
0
G(ρ) = h(ρ)/W (ρ) with its π0(ZG(ρ))-
action. We furthermore have a commutative diagram
H1(E; ad ξ)/I −−−−→ (zg(ρ)//Z0G(ρ))/Iy y
M(G) M(G).
Theorem 6.12 now follows from Theorem 5.2 and Corollary 5.3. 
7. The description of regular bundles in the classical cases.
In this section, we shall explicitly describe the regular G-bundles when G is one
of the classical groups, by elementary methods. The cases G = GLn and G = SLn
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were described in detail in Section 1. In this section, we describe the regular
bundles corresponding to the groups Sp(2n) and SO(n). Here, the study of SO(n)-
bundles divides into two cases, depending on whether or not the bundle is liftable to
Spin(n). However, in case the bundle is liftable, we do not explicitly analyze the set
of liftings. Finally, we also consider unliftable bundles on the non-simply connected
groups SO(2n)/{± Id} and Sp(2n)/{± Id}. In this case, it is better to work with
conformal bundles, i.e. with vector bundles together with a nondegenerate form
with values in a line bundle. The set of such bundles corresponding to regular
bundles is described at the end of the section.
7.1. Existence of nondegenerate pairings.
We are interested in the case where V is a semistable rank n bundle with a
nondegenerate form (with values in OE), which is either symmetric or alternat-
ing. Such a form defines an isomorphism from V to V ∨. We have the following
straightforward result for regular vector bundles V :
Proposition 7.1. Suppose that V =
⊕
i Idi(λi) is a regular rank n semistable
vector bundle with detV = OE such that V ∼= V ∨. Then the λi appearing as the
Jordan-Ho¨lder constituents of V have the following property. If λi 6= λ−1i , then
there is a unique j such that λj = λ
−1
i , and in this case di = dj. If λi = λ
−1
i , so
that λi is a line bundle of order 2, then every isomorphism V → V ∨ restricts to an
isomorphism Idi(λi)→ Idi(λi)∨ = Idi(λi). Finally, suppose that λi is a line bundle
of order 2 and that di is odd, so that in particular di 6= 0. Then for every j such
that λj is a nontrivial line bundle of order 2, dj is odd as well. 
Next we turn to existence of nondegenerate symmetric or alternating forms on
vector bundles, and to the corresponding question of when such forms give regu-
lar symplectic or orthogonal bundles. Suppose that V is either an orthogonal or
a symplectic bundle. Writing V =
⊕
i Idi(λi), we see that if λi 6= λ−1i we can
pair up Idi(λi) with a dual space Idi(λ
−1
i ). Moreover, the only symmetric or al-
ternating forms on Idi(λi) ⊕ Idi(λi)−1 are given as follows: take an isomorphism
ϕ : Idi(λi)
−1 → Idi(λi)∨ and define
〈s1, s2〉 = ϕ(s2)s1 ± tϕ(s1)(s2),
with the sign chosen according to whether we want the form to be symmetric or
alternating. Note that every two such forms are then conjugate under the action of
Aut(Idi(λi)⊕Idi(λi)−1), and the group of orthogonal or symplectic automorphisms
is just a copy of Aut Idi(λi)
∼= Aut Idi . In particular it is a connected abelian group
of dimension di. Thus the crucial case to work out is the case of Id(λ) where λ is
a line bundle of order two, and in fact it is clearly enough to work out the case of
In itself:
Theorem 7.2.
(i) There exists a nondegenerate alternating form on In, i.e. a nondegenerate
skew symmetric pairing In ⊗ In → OE, if and only if n is even. Every two
such pairings are conjugate under the action of Aut In.
(ii) There exists a nondegenerate symmetric form on In, i.e. a nondegenerate
symmetric pairing In⊗ In → OE, if and only if n is odd. In this case every
two such pairings are conjugate under the action of Aut In.
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Proof. Fix a homomorphism ϕ : Id → I∨d ∼= Id. Given the canonical filtration F i
on Id, we have the dual decreasing filtration (F
i)⊥ of I∨d , as well as the canonical
increasing filtration (F i)∨ of I∨d . Since both filtrations are canonical, we must have
(F i)⊥ = (F d−i)∨. Now ϕ must preserve the filtrations, and so ϕ(Fi) ⊆ (F d−i)⊥.
It follows that ϕ induces a well-defined pairing
ϕ¯i :
(
F i/F i−1
)⊗ (F d−i+1/F d−i)→ OE .
Either ϕ is an isomorphism or it factors through some homomorphism Id → Id−k ∼=
(F d−k)∨ = (F k)⊥ for some k > 0. In the second case, ϕ(F i) ⊆ (F i−k)∨ =
(F d−i+k)⊥, and hence, for the induced pairing on Id, F
i is annihilated by F d−i+1
But then ϕ¯i = 0 for every i. Conversely, if ϕ is an isomorphism, then so is ϕ¯i for
every i. We see that ϕ is an isomorphism if and only if ϕ¯i is an isomorphism for
every i, if and only if there exists an i such that ϕ¯i 6= 0.
Now given ϕ : Id → I∨d , we can take the transpose tϕ : Id → I∨d . Then ϕ is
symmetric if ϕ = tϕ, i.e. if ϕ − tϕ = 0, and it is alternating if ϕ + tϕ = 0.
Note that, given ϕ, we can consider tϕi =
tϕ¯d−i+1. First consider the case where
d = 2n+ 1 is odd. In this case taking i = n+ 1 we have
(ϕ+ tϕ)n+1 = ϕ¯n+1 +
tϕ¯n+1.
But ϕ¯n+1 is a pairing (F
n+1/Fn) ⊗ (Fn+1/Fn) → OE , and is thus equal to its
transpose. Thus, if ϕ is an arbitrary isomorphism, then ϕ + tϕ is an isomorphism
as well, since (ϕ+ tϕ)n+1 = 2ϕ¯n+1 6= 0. It follows that ϕ + tϕ is a symmetric
isomorphism. Moreover, if we begin with a symmetric ϕ, then 12 (ϕ+
tϕ) = ϕ, and
so every symmetric isomorphism arises from this construction. Since every two ϕ
are conjugate under the multiplication action of Aut I2n+1, every two symmetric
forms ϕ are conjugate under the corresponding action of Aut I2n+1. Clearly there
are no nondegenerate alternating forms in this case, since d = 2n + 1 is odd. We
could also see this as follows: if ϕ is alternating and nondegenerate, then so is
ϕ − tϕ = 2ϕ. But restricting to Fn+1/Fn and using the fact that ϕ¯n+1 = tϕ¯n+1,
we find instead that (ϕ− tϕ)n+1 = 0, so that ϕ must in fact be degenerate.
Now assume that d = 2n is even. We claim that in this case there are no
symmetric nondegenerate forms. Indeed, suppose that ϕ : I2n → I∨2n is a symmetric
homomorphism. Then ϕ induces a pairing
ϕ˜ : (Fn+1/Fn−1)⊗ (Fn+1/Fn−1)→ OE ,
whose associated diagonal components are just ϕ¯n+1 and ϕ¯n. We claim that ϕ˜ is
degenerate, or in other words that every symmetric form on I2 is degenerate. Now
on C2 with the standard nondegenerate form, there are exactly two isotropic lines.
Thus if there were a nondegenerate form on I2, the isotropic subbundle F
1 would
have a unique isotropic complement, and thus I2 would be a direct sum of line
bundles. This is a contradiction. Thus ϕ is degenerate.
Now begin with an arbitrary isomorphism ϕ : I2n → I2n. We claim that ϕ − tϕ
is an isomorphism as well, thus giving a nondegenerate alternating form on I2n.
Indeed, we must have ϕ + tϕ degenerate, and thus (ϕ + tϕ)i = 0 for every i. It
follows that ϕ¯i = −tϕ¯2n−i for every i, and thus that (ϕ− tϕ)i is nonzero for every
i. We conclude that ϕ − tϕ defines a nondegenerate alternating form on I2n. As
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in the symmetric case, if ϕ is alternating to start with, then ϕ − tϕ = 2ϕ, so that
all alternating forms arise in this way, and every two such are conjugate under the
automorphisms of I2n. This concludes the proof of the theorem. 
If V is a vector bundle with an alternating form Q, we denote by AutQ V the
automorphisms of V which preserve the form; these automatically have determi-
nant 1 If instead Q is symmetric, we define AutQ V similarly, but also impose the
requirement that the determinant be 1.
Proposition 7.3.
(i) Let I2n be given a nondegenerate alternating form, and equip F
2n−1/F 1
with the induced nondegenerate form. Then the map
AutQ I2n → AutQ(F 2n−1/F 1)
is surjective, and its kernel is isomorphic to C. Moreover dimAutQ I2n = n.
(ii) Let I2n+1 be given a nondegenerate symmetric form, and give F
2n/F 1 the
induced nondegenerate form. Then the map
AutQ I2n+1 → AutQ(F 2n/F 1)
is surjective, and its kernel is isomorphic to C. Moreover dimAutQ I2n+1 =
n.
(iii) For every n ≥ 1,
dimH0(
2∧
I2n) = dimH
0(Sym2 I2n) = dimH
0(
2∧
I2n+1) = n;
dimH0(Sym2 I2n+1) = n+ 1.
Proof. Consider first the symplectic case. We argue by induction on n. In case
n = 1, AutQ I2 is the same as the elements of determinant one in C[T ]/(T
2), which
is isomorphic to {±1} × C. In general, we always have an exact sequence
{1} → T 2n−2C[T ]/(T 2n)→ Aut I2n → Aut(F 2n−1/F 1)→ {1}.
The image of AutQ I2n in Aut(F
2n−1/F 1) clearly lies in AutQ(F 2n−1/F 1). If we
denote the alternating form on I2n by 〈·, ·〉, and let e1 be a nowhere vanishing
section of F 1, then the Picard-Lefschetz reflection
s 7→ s+ t〈s, e0〉e0
is a symplectic automorphism of I2d, and a calculation with a local basis shows that
these are the unique symplectic elements in Ker(Aut I2n → Aut(F 2n−1/F 1)). More
intrinsically, Ker(Aut I2n → Aut(F 2n−1/F 1)) is identified with Hom(F 2n, F 1) via
α ∈ Hom(F 2n, F 1) 7→ (s 7→ s+ α(s)).
Thus dimAutQ I2n ≤ n, and equality holds only if the map
AutQ I2n → AutQ(F 2n−1/F 1)
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is surjective. (Note that by induction AutQ(F 2n−1/F 1) is a vector group times
{±1} and − Id ∈ AutQ I2n maps onto the −1 ∈ {±1}.)
The set of nondegenerate symplectic forms in H0(
∧2
I2n) is an open dense subset
of H0(
∧2
I2n), and Aut I2n acts transitively on this set, with stabilizer Aut
Q I2n.
Since dimAut I2n = 2n, we see that h
0(
∧2
I2n) = 2n − dimAutQ I2n ≥ n, with
equality if and only if dimAutQ I2n = n. We further claim that, if A is a form
in H0(
∧2
I2n+1), then F1 is in the radical of A, and so there is an induced map
H0(
∧2
I2n+1) → H0(
∧2
I2n) which is clearly an isomorphism. Indeed, given any
homomorphism ϕ : Id → I∨d , Kerϕ is a subbundle of Id and so has degree ≤ 0.
On the other hand Imϕ has degree = − degKerϕ, and also has degree zero since
it injects into the semistable bundle I∨d . It follows that degKerϕ = 0 and thus
that Kerϕ = F i for some i. In particular, if Kerϕ 6= 0, then it contains F 1.
Applying this remark to the necessarily degenerate form A, we see that the radical
of A contains F 1. In conclusion, then, we can at least say that h0(
∧2
I2n+1) =
h0(
∧2
I2n) ≥ n.
Next we consider the orthogonal case. For n = 0, the orthogonal automor-
phisms of OE of determinant one are just the identity. For n > 0, we can again
consider the kernel of the natural map AutQ I2n+1 → AutQ(F 2n/F 1). We claim
that again this kernel is isomorphic to C. In the orthogonal case, the analogue of
the Picard-Lefschetz reflections giving unipotent orthogonal automorphisms are the
Eichler-Siegel transformations. In our case, suppose that ψ ∈ Ker(AutQ I2n+1 →
AutQ(F 2n/F 1). Then (ψ − Id)(F 2n) ⊆ F 1, and we can write ψ(v) = v + α(v)e0
for a well-defined homomorphism α : F 2n → OE . A local calculation shows that,
given α, there is a unique way to define an orthogonal ψ with the given retsric-
tion to F 2n. In this way, we have identified Ker(AutQ I2n+1 → AutQ(F 2n/F 1)
with Hom(F 2n, F 1) ∼= C. Note that all such have determinant one. It follows
that AutQ I2n+1 is a vector group of dimension at most n, with equality only if
AutQ I2n+1 → AutQ(F 2n/F 1) is surjective.
Arguing as in the symplectic case, we see that h0(Sym2 I2n+1) ≥ n + 1, with
equality if and only if AutQ I2n+1 → AutQ(F 2n/F 1) is surjective, and that there
is a natural isomorphism H0(Sym2 I2n+2)→ H0(Sym2 I2n+1). Thus for all n ≥ 0,
h0(Sym2 I2n+2) ≥ n+ 1, with equality if and only if AutQ I2n+1 → AutQ(F 2n/F 1)
is surjective. On the other hand,
2n = h0(I2n ⊗ I2n) = h0(
2∧
I2n) + h
0(Sym2 I2n) ≥ n+ n = 2n,
so that equality must hold for all n. We have thus proved all of the statements of
(7.3). 
To handle orthogonal bundles in the even rank case whose Jordan-Ho¨lder con-
stituents are all OE , we must use the bundle I2d−1 ⊕OE . The next lemma shows
that this bundle has the right number of automorphisms:
Lemma 7.4. Suppose that n > 1. Let I2n−1⊕OE have a nondegenerate symmetric
form given by choosing a nondegenerate symmetric form on I2n−1 and taking the
orthogonal direct sum with a nondegenerate form on OE. Then AutQ(I2n−1 ⊕OE)
is abelian of dimension n. In fact, the identity component of AutQ(I2n−1 ⊕OE) is
(AutQ I2n−1)× C.
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Proof. There is a natural inclusion of AutQ I2n−1 in Aut
Q(I2n−1 ⊕ OE). Now let
ψ ∈ AutQ(I2n−1 ⊕OE). we can write
ψ(s, λ) = (aλe0 + Ts, tα(s) + cλ),
where T ∈ Aut I2n−1 and α : I2n−1 → OE is a homomorphism, well-defined up to
scalars, which we may as well take to be 〈s, e0〉. The condition
s2 + λ2 = ψ(s, λ)2
for all s, λ implies that c = ±1 (taking s = 0). We have (setting λ = 0)
(Ts)2 + t2α(s)2 = s2,
and the remaining condition is
2aα(Ts) + 2tcα(s) = 0.
If s ∈ F 2n−2, then α(s) = 0 and thus (Ts)2 = s2. Now AutQ I2n−1 maps onto
AutQ(F 2n−2/F 1), and so after modifying by an element of AutQ I2n−1 we can
assume that ±Ts = s+bα(s) for all sections s of I2n−1 and thus that α(Ts) = α(s).
A calculation shows that, if we require that the determinant be one, the unique
choices are
ψ+t (s, λ) = (s− (tλ +
t2
2
〈s, e0〉)e0, t〈s, e0〉+ λ);
ψ−t (s, λ) = (−s+ (tλ+
t2
2
〈s, e0〉)e0,−t〈s, e0〉 − λ).
Note that ψ−t = ψ
+
t ◦ (− Id) = (− Id) ◦ ψ+t . Finally, to see that AutQ(I2n−1 ⊕OE)
is abelian, it suffices to show, for all A ∈ AutQ I2n−1, that A ◦ ψ+t = ψ+t ◦ A and
likewise for ψ−t . A calculation shows that it is equivalent to show that, for all
A ∈ AutQ I2n−1 and all sections s of I2n−1, Ae0 = e0 and 〈As, e0〉 = 〈s, e0〉. Since
A is orthogonal it will suffice to check that Ae0 = e0. If Ae0 = ce0, then c
−1 is also
an eigenvalue of A, and since I2n−1 is regular the only possibility is c = ±1 and
that A− c Id is nilpotent. Taking determinants we see that c = 1. 
Of course, in case n = 1, the bundle OE ⊕ OE with the induced diagonal form
has automorphism group SO(2), which has dimension one and is abelian again.
7.2. Description of regular symplectic and orthogonal bundles.
We can now describe the bundles with minimal automorphism group.
Proposition 7.5. Let V be a symplectic bundle of rank 2n which is a semistable
bundle with trivial determinant. Then dimAutQ V ≥ n. Moreover equality holds if
and only if V is regular as a vector bundle, and in this case the symplectic form on
V is unique up to conjugation by Aut V .
Proof. We can write V =
⊕
i Idi(λi), where if λi 6= λ−1i the summand Idi(λi) must
be paired with a summand Idi(λ
−1
i ), whereas if λi = λ
−1
i this is not necessarily the
case. Note that, for λi 6= λ−1i , if there are two summands Idi(λi) and Idj (λi), then
AutQ(Idi(λi)⊕ Idj (λi)⊕ Idi(λ−1i )⊕ Idj (λ−1i )
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at least includes the group Aut(Idi(λi) ⊕ Idj (λi)), which has dimension ≥ di + dj ,
with equality only if one of di, dj is zero. Now consider the case of a λi of order
2. If Idi(λi) is paired with another direct summand isomorphic to Idi(λi), then
AutQ(Idi(λi) ⊕ Idi(λi)) contains Aut Idi(λi) acting on the factors by (ϕ, tϕ). But
it also contains an upper triangular group of the form
(s1, s2) 7→ (s1 + ϕ(s2), s2),
as long as ϕ is symmetric. As we have seen, h0(Sym2 Idi) 6= 0 as long as di > 0.
Thus in this case dimAutQ(Idi(λi)⊕ Idi(λi)) > di.
In case the form pairs Idi(λi) with itself, we must have di = 2d
′
i even and
dimAutQ I2d′
i
(λi) = d
′
i. Suppose now that V contains two summands I2d′i(λi) and
I2d′
j
(λi), each paired with itself by the symplectic form. Then Aut
Q(I2d′
i
(λi) ⊕
I2d′
j
(λi)) contains Aut
Q(I2d′
i
(λi)) × AutQ(Id′
j
(λi)) and so has dimension at least
d′i+d
′
j . However, if both d
′
i and d
′
j are positive the dimension of the automorphism
group must be larger. It suffices to consider the case λi = OE . Choose a section e0
of I2d′
i
and a section f0 of I2d′
j
. The for all t we have the symplectic automorphism
(s1, s2) 7→ (s1 + t〈s2, f0〉e0, s2 + t〈s1, e0〉f0).
So dimAutQ(I2d′
i
(λi))×AutQ(Id′
j
(λi)) > d
′
i+d
′
j unless there is just one factor. We
see that we have shown that dimAutQ V ≥ n, with equality holding if and only if V
is regular. In this case, it follows from the discussion of the cases Idi(λi)⊕Idi(λi)−1),
λi 6= λ−1i prior to (7.2) and (7.2) (i) that a nondegenerate symplectic form on V
exists and is unique up to conjugation by Aut V . 
Definition 7.6. A semistable symplectic bundle V of rank 2n with trivial deter-
minant such that dimAutQ V = n will be called a regular symplectic bundle. Note
that V is regular if and only if the underlying vector bundle is regular.
In the orthogonal case, we have similar but more complicated results. Let
η1, η2, η3 denote the three distinct line bundles of order 2 on E.
Proposition 7.7. Let V be a semistable vector bundle with trivial determinant
and a nondegenerate symmetric form.
(i) If no Jordan-Ho¨lder constituent of V is a line bundle of order 2, then neces-
sarily V has even rank 2n. In this case, dimAutQ V ≥ n. Moreover equality
holds if and only if V is regular, and in this case the orthogonal form on V
is unique up to conjugation by Aut V .
(ii) Suppose given λi 6= λ−1i , 1 ≤ i ≤ k, positive integers di, and nonnegative
integers a1, a2, a3. Consider the bundle
V =
(
k⊕
i=1
Idi(λi)⊕ Idi(λ−1i )
)
⊕ I2a1+1(η1)⊕ I2a2+1(η2)⊕ I2a3+1(η3).
Then V is a regular vector bundle of rank 2n+1, where n =
∑
i di+a1+a2+
a3+1, and V carries a nondegenerate orthogonal form. Moreover every two
such forms on V are conjugate under Aut V . Finally, dimAutQ V = n− 1.
If conversely V is an SO(2n + 1)-bundle, then dimAutQ V ≥ n − 1, and
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equality holds if and only if either V is as described above or V is of the
form V ′ ⊕ I2a+1 ⊕OE, where V ′ is as described above and I2a+1 ⊕OE has
a nondenerate diagonal form as in Lemma 7.4.
(iii) Suppose given λi 6= λ−1i , 1 ≤ i ≤ k, positive integers di, and nonnegative
integers a0, a1, a2, a3. Consider the bundle
V =
(
k⊕
i=1
Idi(λi)⊕ Idi(λ−1i )
)
⊕ I2a0+1 ⊕ I2a1+1(η1)⊕ I2a2+1(η2)⊕ I2a3+1(η3).
Then V is a regular vector bundle of rank 2n, where n =
∑
i di+a0+a1+a2+
a3+2, and V carries a nondegenerate orthogonal form. Moreover every two
such forms on V are conjugate under Aut V . Finally, dimAutQ V = n− 2.
If conversely V is an SO(2n)-bundle, then dimAutQ V ≥ n−2, and equality
holds if and only if V is regular, if and only if V is as described above.
Proof. The proofs are very similar to the symplectic case. If V contains a summand
Idi(λi) ⊕ Idi(λ−1i ) with λi 6= λ−1i , the argument in the symplectic case shows that
such a summand always contributes a group of dimension di to Aut
Q V , and two
summands Idi(λi)⊕Idi(λ−1i ) and Idj (λi)⊕Idj (λ−1i ) with the same λi will contribute
a group of dimension greater than di + dj unless one of di, dj is zero. If Id(η) is
not paired with itself (here η is a line bundle of order 2), then AutQ(Id(η)⊕ Id(η))
contains AutQ Id(η) as well as the maps (s1, s2) 7→ (s1 + ϕ(s2), s2), as long as ϕ
is alternating. This will force AutQ(Id(η) ⊕ Id(η)) to have dimension greater than
e, except in case d = 1 in which case it has dimension exactly 1. Thus Id(η) must
pair with itself, and hence d = 2e + 1 is odd. Keeping track of the parity of the
rank gives the statement of the theorem. 
Cases (ii) and (iii) above describe the regular unliftable SO(k)-bundles. One
difference between the two cases is as follows. In Case (iii), the automorphism
group of V as an SO(2n)-bundle is always abelian. In case (ii), if the bundle V
has a factor isomorphic to OE , then the automorphism group is nonabelian, and
conversely. For example, in the simplest case V has a summand of the formOE⊕OE
as well as the summand η1⊕η2⊕η3. In this case, we can embed the automorphism
group O(2) of the factor OE ⊕ OE into AutQ V , using an automorphism of the
form ±1 on one of the ηi factors to make the determinant 1. The fact that the
automorphism group is not abelian in this case is reflected in the fact that, as a
weighted projective space, the moduli space is of the form P(1, 2, . . . , 2), as we shall
see in Part II.
In Cases (ii) and (iii) of Proposition 7.7, the SO(2n+1) or SO(2n) bundles have
nonzero w2, and so do not lift to Spin bundles. The statement for liftable bundles
is as follows:
Theorem 7.8. Let V be a vector bundle of rank 2n over E with a nondegen-
erate symmetric form, and suppose that V can be lifted to a principal Spin(2n)-
bundle.Then the dimension of the group of orthogonal automorphisms of V is always
at least n. If this dimension is exactly n, then V is isomorphic to
⊕
i
(
Idi(λi)⊕ Idi(λ−1i )
)⊕⊕
j∈S
(
I2aj+1(ηj)⊕ ηj
)
,
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where the λi are line bundles of degree zero, not of order two, such that, for all
i 6= j, λi 6= λ±1j , η0 = OE , η1, η2, η3 are the four distinct line bundles of order two
on E, and the second sum is over some subset S (possibly empty) of {0, 1, 2, 3}.
Conversely, every such vector bundle V has a nondegenerate symmetric form, all
such forms have a group of orthogonal automorphisms of dimension exactly n, and
every two nondegenerate symmetric forms on V are equivalent under the action of
Aut V .
The case of SO(2n + 1) is similar, except that the summand I2a0+1 ⊕ OE is
replaced by the odd rank summand I2a0+1, which must always be present. 
Here the symmetric form on I2a0+1 ⊕OE consists of the orthogonal direct sum
of the nondegenerate form on the factor I2a0+1 given by (7.2)(ii), together with the
obvious form on OE , and similarly for the summands I2ai+1(ηi) ⊕ ηi. Moreover,
not all of the summands I2aj+1(ηj)⊕ ηj need be present in V .
Remark 7.9. We have shown that, if ξ is a regular bundle for G = SLn(C) or
Sp(2n), then AutG ξ is abelian. If ξ is a liftable SO(2n)-bundle and ξ contains at
least two factors of the form ηi⊕ηi , then there is a copy of O(2) inside the SO(2n)-
automorphisms of ξ and thus this group is not abelian. In general, however, the
component group of the SO(2n)-automorphism group acts nontrivially on the set
of the four Spin-liftings of ξ. If however ξ contains a summand of the form
(η1 ⊕ η1)⊕ (η2 ⊕ η2)⊕ (η3 ⊕ η3)⊕ (OE ⊕OE),
then inside the component group, which is ∼= (Z/2Z)4, there is a subgroup (Z/2Z)3
where the product is trivial, corresponding to the subgroup contained in SO(2n).
There is a subgroup ∼= Z/2Z of this (Z/2Z)3 which fixes a given Spin-lifting and
thus acts on the lift. Hence the Spin-automorphism group is nonabelian in this
case.
7.3. Regular conformal bundles.
In this subsection, we consider models for the regular bundles associated to
the groups Sp(2n)/{± Id} and SO(2n)/{± Id}. For example, given the symplectic
group Sp(2n), we have the conformal symplectic groupGSp(2n) = C∗×Z/2ZSp(2n),
with center C∗, and the quotient PSp(2n) = GSp(2n)/C∗ = Sp(2n)/{± Id}. The
group GSp(2n) is the set of all A ∈ GL2n(C) such that, if Q is the standard
symplectic form, then for all v, w ∈ C2n, Q(Av,Aw) = δ(A)Q(v, w) for some
fixed δ(A) ∈ C∗ (depending on A). The map A 7→ δ(A) is a homomorphism
δ : GSp(2n)→ C∗ with kernel Sp(2n), and the restriction of δ to the center is rais-
ing to the power 2. Thus, the restriction of the determinant to GSp(2n) is equal
to δn.
Let ξ be a PSp(2n)-bundle. Since H2(E;O∗E) = 0, ξ lifts to a GSp(2n)-bundle,
giving a vector bundle V of rank 2n, a line bundle λ on E corresponding to the
character δ, and a nondegenerate skew-symmetric form Q : V ⊗V → λ. Twisting V
by a line bundle µ on E has the effect of replacing λ by λ⊗µ⊗2. Thus λ is determined
up to 2PicE, and so we can assume that λ is either trivial or OE(p0). The bundle
ξ lifts to Sp(2n) if and only if λ is trivial, and so we will assume henceforth that
λ = OE(p0). In this case, the GSp(2n)-bundle V lifting ξ is determined up to
twisting by 2-torsion in PicE. (In fact, for the semistable bundles, one can see
directly that the 2-torsion line bundles act trivially on the set of lifts.) It also
follows that det V = OE(np0) and that V ∼= V ∨ ⊗OE(p0).
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If V is a semistable vector bundle of rank 2n and determinant OE(np0), then
it follows from (ii) of Proposition 1.6 that V is a direct sum of bundles of the
form Id(W2(1, λ)), where λ is a line bundle on E of degree 1 and the product of
the λd is OE(np0). For brevity we set W2(1, λ) = W2(q), where q is the unique
point of E such that λ ∼= OE(q). Thus in particular W2 = W2(p0). Clearly
W2(q)
∨ ⊗OE(p0) ∼= W2(−q), where −q is the inverse of q in the group law for E
where p0 is the origin. Similarly (Id(W2(q)))
∨ ⊗ OE(p0) ∼= Id(W2(−q)). We then
clearly have the following:
Lemma 7.10. Let V =
⊕
i Idi(W2(qi)) be a regular vector bundle, and suppose that
Φ: V ∨ ⊗OE(p0) → V is an isomorphism. If qi 6= −qi, then there exists a unique
j such Φ restricts to an isomorphism from Idi(W2(qi))
∨ ⊗OE(p0) to Idj (W2(qj)).
Necessarily di = dj and qi = −qj. 
If qi = −qi in the above notation, then it is possible for Φ to define an isomor-
phism from the summand Idi(W2(qi))
∨ ⊗OE(p0) to Idi(W2(qi)). The next lemma
determines when such an isomorphism can correspond to an alternating or sym-
metric form. Note the parity change in the cases depending on whether q = p0 or
q 6= p0, as well as the contrast in parity with Theorem 7.2:
Lemma 7.11. Let q ∈ E.
(i) If q 6= −q, H0(E;Hom(Id(W2(q))∨ ⊗OE(p0), Id(W2(q))) = 0.
(ii) If q = p0 and d is odd, there exists a nondegenerate alternating form
Id(W2(q)) ⊗ Id(W2(q)) → OE(p0), but no such nondegenerate symmetric
form.
(iii) If q = p0 and d is even, there exists a nondegenerate symmetric form
Id(W2(q)) ⊗ Id(W2(q)) → OE(p0), but no such nondegenerate alternating
form.
(iv) If q = −q, q 6= p0 and d is odd, there exists a nondegenerate symmetric form
Id(W2(q)) ⊗ Id(W2(q)) → OE(p0), but no such nondegenerate alternating
form.
(v) If q = −q, q 6= p0 and d is even, there exists a nondegenerate alternating
form Id(W2(q)) ⊗ Id(W2(q)) → OE(p0), but no such nondegenerate sym-
metric form.
In all cases where a nondegenerate form exists, every two such forms are conjugate
under the action of Aut Id(W2(q)). 
Proof. First consider the case of W2(q) itself. If q 6= −q, then there is no nonde-
generate form W2(q) ⊗W2(q) → OE(p0). In case q = p0, so that W2(q) = W2,
then there is a unique map W2 ⊗W2 → OE(p0) up to a nonzero scalar, the de-
terminant, and it is alternating. If q = −q but q 6= p0, then the isomorphism
W2(q) ∼=W2(q)∨ ⊗OE(p0) defines a map Q : W2(q)⊗W2(q)→ OE(p0), unique up
to scalars since W2(q) is simple. Hence Q(v, w) = tQ(w, v) for some t ∈ C∗, neces-
sarily ±1, so that Q is either alternating or symmetric. But if Q were alternating,
it would induce a nonzero homomorphism
∧2W2(q) = OE(q) → OE(p0). This is
impossible for q 6= p0. Thus Q is symmetric.
Now in general, every form Q : Id(W2(q)) ⊗ Id(W2(q)) → OE(p0) defines a ho-
momorphism from Id(W2(q)) to Id(W2(q))
∨ ⊗ OE(p0), and conversely. Fixing a
nondegenerate form R0 : W2(q) ⊗W2(q) → OE(p0) defines an isomorphism from
Id(W2(q))
∨⊗OE(p0) to I∨d ⊗W2(q). By Lemma 1.15, the inclusion Hom(Id, I∨d )→
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Hom(Id(W2(q)), Id(W2(q))
∨ ⊗OE(p0)) is an isomorphism. Hence every form Q is
induced by a corresponding form Q0 on Id; more precisely, Q = Q0 ⊗ R0. Clearly
Q is nondegenerate if and only if Q0 is nondegenerate. Moreover Q is alternating if
and only if either Q0 is alternating and R0 is symmetric or Q0 is symmetric and R0
is alternating. Thus, a nondegenerate alternating form exists if and only if q = p0
and d is odd or q = −q, q 6= p0, and d is even. The existence of nondegenerate sym-
metric forms is similar. Finally, the last statement follows from the corresponding
statement in Theorem 7.2. 
Using the above, we can give a description of regular bundles in the conformally
symplectic case. Before stating the general result, let us work out the case of
GSp(4) as a concrete example. For q 6= −q, there is a unique alternating form
on W2(q) ⊕ W2(−q), unique up to automorphisms of the bundle. Its group of
conformally symplectic automorphisms, modulo the image of C∗ acting by scalars,
is C∗/{± Id}, where t ∈ C∗ acts via t on the first factor and by t−1 on the second.
For q = p0, since I2(W2) does not have an alternating form, we are forced to use
W2⊕W2 with its natural symplectic form. A calculation shows that the conformally
symplectic automorphisms of this bundle, modulo C∗, is given by C∗ ⋊ (Z/2Z),
where the action of Z/2Z is by t 7→ t−1. In particular, the automorphism group is
not abelian (reflecting the fact that O(2) is not abelian). For bundles containing a
factor of the form W2(q), where q = −q but q 6= p0, there is a symplectic form on
I2(W2(q)), and its automorphism group is abelian. (On the other hand, for q = −q
but q 6= p0, the conformal automorphism group of the bundle W2(q)⊕W2(q) with
the natural symplectic form is GL2(C), and so such bundles are not regular.)
More generally, we have the following:
Theorem 7.12. Let V be a vector bundle of rank 2n, and suppose that there is an
alternating nondegenerate form Q : V ⊗ V → OE(p0).
(i) If n is odd, then the minimal possible dimension for the automorphisms of V
as a PSp(2n)-bundle is (n− 1)/2. In this case, necessarily V is isomorphic
to
⊕
i
(Idi(W2(qi))⊕ Idi(W2(−qi)))⊕
3⊕
j=1
I2ej (W2(rj))⊕ I2a+1(W2),
where di are positive integers, qi 6= −qi, the ej and a are nonnegative in-
tegers, and the rj are the three points such that rj = −rj , rj 6= p0. The
automorphism group of the associated PSp(2n)-bundle is always abelian.
(ii) If n is even, then the minimal possible dimension for the automorphisms of
V as a PSp(2n)-bundle is n/2. In this case, necessarily V is isomorphic
either to
⊕
i
(Idi(W2(qi))⊕ Idi(W2(−qi))) ⊕
3⊕
j=1
I2ej (W2(rj))
or to
⊕
i
(Idi(W2(qi))⊕ Idi(W2(−qi))) ⊕
3⊕
j=1
I2ej (W2(rj))⊕ (I2a+1(W2)⊕W2),
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where di are positive integers, qi 6= −qi, the ej and a are nonnegative in-
tegers, and the rj are the three points such that rj = −rj , rj 6= p0. The
automorphism group of the associated PSp(2n)-bundle is abelian if and only
if the summand I2a+1(W2)⊕W2 is not present. 
Proof. Let I be a vector bundle of the form
⊕
i Iki . If V has a summand of
the form I ⊗W2(q) with q 6= −q, the the argument is straightforward. Consider
summands of V of the form I ⊗W2(q) with q = −q. By Lemma 1.15, the inclusion
Hom(I, I ′)→ Hom(I⊗W2(q), I ′⊗W2(q)) is an isomorphism. In particular, Aut(I⊗
W2(q)) ∼= Aut I under the natural map. Moreover, viewing a form Q on I ⊗W2(q)
with values in OE(p0) as a homomorphism from I⊗W2(q) to I∨⊗W2(q)∨⊗OE(p0)
and using the fixed form R0 to identify W2(q)
∨ ⊗OE(p0) with W2(q), we see that
Q determines a homomorphism from I to I∨ and thus a form Q0 on I. Hence Q
is of the form Q0 ⊗ R0 for some form Q0 on I. It follows that, if AutC
∗Q denotes
the group of conformal automorphisms of the form Q, and similarly for Q0, then
AutC
∗Q(I ⊗W2(q)) ∼= AutC
∗Q0(I) ∼= C∗×Z/2ZAutQ0(I). The theorem then follows
easily from Proposition 7.3 and Lemma 7.4. 
In Case (i) above, we see that the moduli space is given by (n− 1)/2 points of E
moduli sign change and permutation, which is a P(n−1)/2. In Case (ii), the moduli
space is likewise given by n/2 points of E modulo sign change and permutation,
and is a Pn/2.
Very similar results hold for the symmetric case. In this case, we consider
SO(2n)/{± Id}-bundles ξ which do not lift to SO(2n)-bundles. Note that if n
is odd, such bundles lift to no quotient of Spin(2n) by a proper subgroup of the
center, whereas if n is even such bundles will always lift to the quotient of Spin(2n)
by an exotic central subgroup of order 2.
Theorem 7.13. Let V be a vector bundle of rank 2n, and suppose that there is an
symmetric nondegenerate form Q : V ⊗ V → OE(p0).
(i) If n is odd, then the minimal possible dimension for the automorphisms of V
as a PSO(2n)-bundle is (n−3)/2. In this case, necessarily V is isomorphic
to
⊕
i
(Idi(W2(qi))⊕ Idi(W2(−qi)))⊕
3⊕
j=1
I2ej+1(W2(rj))⊕ I2a(W2),
where di are positive integers, qi 6= −qi, the ej and a are nonnegative in-
tegers, and the rj are the three points such that rj = −rj , rj 6= p0. The
automorphism group of the associated PSO(2n)-bundle is always abelian.
(ii) If n is even, then the minimal possible dimension for the automorphisms of
V as a PSO(2n)-bundle is n/2. In this case, necessarily V is isomorphic
to⊕
i
(Idi(W2(qi))⊕ Idi(W2(−qi)))⊕
⊕
j∈S
(I2ej (W2(rj))⊕W2(rj))⊕ I2a(W2),
where di are positive integers, qi 6= −qi, the ej and a are nonnegative in-
tegers, the rj are the three points such that rj = −rj , rj 6= p0, and S is a
subset of {1, 2, 3}, possibly empty. 
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In both cases, the moduli space is a projective space. However, in Case (ii) the
bundles lift to Spin(2n)/(Z/2Z), where the Z/2Z is the exotic subgroup of order 2.
As we shall see in Part II, the corresponding moduli space for Spin(2n)/(Z/2Z)-
bundles is in fact a weighted projective space P(1, 1, 1, 2, 2, . . . , 2). Likewise, the
automorphism group as a Spin(2n)/(Z/2Z)-bundle is not always abelian.
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