



zur Erlangung des akademischen Grades eines
Doktors der Ingenieurwissenschaften
von der Fakulta¨t fu¨r Informatik






Tag der mu¨ndlichen Pru¨fung: 11.7.2007
Erster Gutachter: Prof. Dr.-Ing. R. Dillmann
Zweiter Gutachter: Prof. Dr.-Ing. A. Knoll
2
Danksagungen
Die vorliegende Arbeit entstand wa¨hrend meiner Ta¨tigkeit als wissenschaftli-
cher Mitarbeiter am Institut fu¨r Technische Informatik an der Universita¨t Fri-
dericiana zu Karlsruhe (TH). Am Lehrstuhl
”
Industrielle Anwendungen der
Informatik und Mikrosystemtechnik“ unter der Leitung von Prof. Dr.-Ing.
R. Dillmann hatte ich die Mo¨glichkeit, eingebunden in die deutsche, europa¨i-
sche und internationale Wissenschaftslandschaft zu den Themen ku¨nstlicher
Intelligenz und maschinellem Lernen in der Robotik zu forschen.
Meinem Doktorvater Prof. Dr.-Ing. R. Dillmann mo¨chte ich ganz herzlich
fu¨r die tatkra¨ftige Unterstu¨tzung sowohl durch die Bereitstellung eines groß-
artigen Umfeldes als auch durch Hilfestellungen und ideelle Impulse danken.
Sein stetes Interesse an dem Thema sowie die vielfa¨ltigen Vorschla¨ge und
Hinweise haben der Entwicklung dieser Arbeit steten Antrieb gegeben. Be-
sonders mo¨chte ich mich bei ihm fu¨r die zeitnahe und konstruktive Korrektur
meiner Arbeit bedanken. Ebenso bin ich ihm Dank fu¨r die abwechslungsrei-
chen Beta¨tigungsfelder, das hohe in mich gesetzte Vertrauen und die no¨tigen
Herausforderungen, die die Lehrstuhl- und Projektarbeit mit sich brachten,
schuldig.
Ebenfalls sehr herzlich mo¨chte ich mich bei Prof. Dr.-Ing. A. Knoll fu¨r
die U¨bernahme des Korreferats bedanken, die sehr zu¨gige Korrektur und die
interessanten und beruhigenden Diskussionen vor der mu¨ndlichen Pru¨fung.
Ein besonderer Dank gilt natu¨rlich allen Kolleginnen und Kollegen vom
IAIM, die mich, auf die eine oder andere Art und Weise, bei der Erstellung
dieser Arbeit unterstu¨tzt haben. Leider reicht hier der Platz nur, um einige
zu erwa¨hnen.
Ohne die Organisation, Information und nicht zuletzt Fu¨rsorge unserer
lieben Damen im Chefvorzimmer wa¨re diese Arbeit nicht mo¨glich gewesen.
Der Wert ihrer Hilfe bei der Bewa¨ltigung kleiner Probleme, mittlerer Un-
glu¨cke und gro¨ßerer Katastrophen ist unscha¨tzbar. Ich danke insbesondere
Isabelle Wappler fu¨r ihre nette und zutreffende Kritik an meinen Vortra¨gen,
die aufmunternden Worte an der Kaffeemaschine und die Empathie bei lee-
rem Su¨ßigkeitenkorb kurz vor wichtigen Deadlines, Nela Redzovic fu¨r das
3
4beste Gute-Nachricht-schlechte-Nachricht-Spiel als Abschluß der mu¨hsamen
Suche nach einem Pru¨fungstermin und Christine Brand (
”
Wer hat eigentlich
beim EURON-Treffen Cocktails bestellt?“) fu¨r die großzu¨gige Beru¨cksich-
tigung meiner a¨sthetischen Pra¨ferenzen hinsichtlich Stewardessenuniformen
bei der Buchung von Flu¨gen. Ach und – darf ich den Locher mitnehmen?
Ich danke Dr.-Ing. Peter Steinhaus und Dr.-Ing. Markus Ehrenmann fu¨r
die Betreuung noch zu Studentenzeiten und die ersten Gelegenheiten, mich
zu beweisen. Meinem Vorga¨nger und Mentor in den ersten Monaten, Dr.-Ing.
Raoul Zo¨llner, mo¨chte ich besonders fu¨r die richtungsweisenden Hilfestellun-
gen zu Beginn meiner Arbeit, verbunden mit einem geho¨rigen Schuß Skeptik
und Erduldung meines anfa¨nglichen Elans, danken, fu¨r sein kreatives Chaos
und fu¨r die lange Leine als mein Gruppenleiter. Schade, daß Du nicht la¨nger
geblieben bist!
Meine ehemaligen Bu¨rokollegen, Dr.-Ing. Steffen Knoop und Stefan Vacek
(
”
Bis wann? Reicht vorgestern?“), haben immensen Anteil und Einfluß an
bzw. auf die Entwicklung der in dieser Arbeit vorgestellten Inhalte gehabt.
Ich danke Ihnen fu¨r all die Anregungen, den richtigen Schuß an Idealismus
und Pragmatismus zum richtigen Zeitpunkt, die kollegiale Atmospha¨re und
die gemeinsame Zeit in 310. Ein Tip noch fu¨r die Zukunft: Vergeßt C++!
Lernt Lisp! Selbiges gilt auch fu¨r meine ju¨ngeren Kollegen Martin Lo¨sch und
Sven Schmidt-Rohr, die meine letzten Tage in 310 mit mir teilen und sich
hoffentlich in Zukunft statt mir um die Zimmerpflanzen ku¨mmern.
Bei meinen Studenten Bernhard Glaser, Sebastian Wiedemann, Max-
Gerd Retzlaff, Matthias Rambow und Ulrike Balzert mo¨chte ich mich fu¨r
ihre Unterstu¨tzung und die gute Zusammenarbeit bedanken. Respekt! Viel
Glu¨ck und Erfolg weiterhin!
Herzlich mo¨chte ich allen Freunden fu¨r die zwischenmenschlichen Kon-
takte und die Erholungen vom Arbeiten danken, den Normannen, den Go¨t-
tingern, und allen anderen, die mich in den letzten Jahren begleitet haben.
Meinen Eltern, Großeltern und Geschwistern gilt besonderer Dank, daß
sie mir alles ermo¨glichten und zu jeder Zeit hinter mir standen, wenn ich ihre
Unterstu¨tzung und ihren Zuspruch brauchte.
Und mir fehlen die Worte, Anne zu danken.
Karlsruhe, Juli 2007 Michael Pardowitz
Inhaltsverzeichnis
1 Einleitung 13
1.1 Intelligenz in Robotersystemen . . . . . . . . . . . . . . . . . . 15
1.2 Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Beitrag dieser Arbeit . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 U¨berblick u¨ber diese Arbeit . . . . . . . . . . . . . . . . . . . 20
2 Lernen von Handlungswissen - ein U¨berblick 21
2.1 Wahrnehmung . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Inferenz im Handlungslernen . . . . . . . . . . . . . . . . . . . 27
2.2.1 Induktive Inferenz . . . . . . . . . . . . . . . . . . . . 28
2.2.2 Deduktive Inferenz . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Unu¨berwachte Inferenz . . . . . . . . . . . . . . . . . . 32
2.2.4 Interaktive Inferenz . . . . . . . . . . . . . . . . . . . . 33
2.3 Modellierung von Handlungswissen . . . . . . . . . . . . . . . 35
2.3.1 Umweltmodelle . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Trajektorienmodelle . . . . . . . . . . . . . . . . . . . 37
2.3.3 Mensch- und Benutzermodelle . . . . . . . . . . . . . . 39
2.3.4 Aufgabenmodelle . . . . . . . . . . . . . . . . . . . . . 41
2.4 Doma¨nen fu¨r Handlungslernen . . . . . . . . . . . . . . . . . . 44
2.5 Psychologische Theorien zum Handlungslernen . . . . . . . . . 49
2.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 54
3 Programmieren durch Vormachen als Kommunikationspro-
zess 55
3.1 Anforderungen und Randbedingungen . . . . . . . . . . . . . 56
3.2 Der PdV-Prozess . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Makro-Operatoren als Repra¨sentation fu¨r Handlungswissen . . 60
3.4 Hintergrund- und Umweltwissen im PdV . . . . . . . . . . . . 64
3.5 Eine Architektur zum inkrementellen Handlungslernen . . . . 69
3.6 Verwendete Sensorik . . . . . . . . . . . . . . . . . . . . . . . 73
3.6.1 Datenhandschuhe . . . . . . . . . . . . . . . . . . . . . 74
5
6 INHALTSVERZEICHNIS
3.6.2 Magnetische Positionssensoren . . . . . . . . . . . . . . 75
3.6.3 Vicon Motion Capture System . . . . . . . . . . . . . . 77
3.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 Lexikalische und Syntaktische Analyse von Benutzerdemons-
trationen 81
4.1 Detektion von Ereignissen . . . . . . . . . . . . . . . . . . . . 81
4.2 Griffdetektion und -analyse . . . . . . . . . . . . . . . . . . . 84
4.3 Objektlagenkorrektur . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Objektspezifische Aktionen . . . . . . . . . . . . . . . . . . . . 90
4.5 Segmentierung . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.6 Sprachliche Kommentierungen . . . . . . . . . . . . . . . . . . 93
4.7 Syntaktische Analyse von Benutzerdemonstrationen . . . . . . 95
4.8 Grammatikalische Modellierung der Makro-Operator-
Morphologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.9 Synchronita¨tsmodell . . . . . . . . . . . . . . . . . . . . . . . 100
4.10 Funktionale Kontextanalyse . . . . . . . . . . . . . . . . . . . 101
4.11 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 105
5 Semantische Analyse 107
5.1 Merkmalsbewertung . . . . . . . . . . . . . . . . . . . . . . . 109
5.2 A¨hnlichkeitsanalyse und Distanzmaße . . . . . . . . . . . . . . 113
5.3 Einspeisung in die Geda¨chtnisstruktur . . . . . . . . . . . . . 116
5.4 Unu¨berwachter Aufbau einer Handlungstaxonomie . . . . . . . 118
5.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 122
6 Inkrementelles Lernen und Reasoning 125
6.1 Operatorpermutationen . . . . . . . . . . . . . . . . . . . . . . 126
6.2 Lernen sequentieller Unabha¨ngigkeiten . . . . . . . . . . . . . 131
6.3 Versionsraumalgebren . . . . . . . . . . . . . . . . . . . . . . . 137
6.4 Lernen von Kontrollstrukturen fu¨r repetitive Aufgaben . . . . 141
6.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 146
7 Experimentelle Evaluation 149
7.1 Evaluation der lexikalischen und syntaktischen Analyse . . . . 149
7.1.1 Transport einer Flasche . . . . . . . . . . . . . . . . . 149
7.1.2 Einschenken aus einer Flasche . . . . . . . . . . . . . . 152
7.2 Evaluation der semantischen Analyse . . . . . . . . . . . . . . 158
7.3 Evaluation der Reasoning-Phase . . . . . . . . . . . . . . . . . 164
7.3.1 Bestimmung der Operatorpermutation . . . . . . . . . 166
7.3.2 Evaluation des Lernens von Pa¨zedenzgraphen . . . . . 167
INHALTSVERZEICHNIS 7
7.3.3 Evaluation des Lernens repetitiver Aufgaben . . . . . . 172
7.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 178
8 Schlussbetrachtungen 181
8.1 Diskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
8.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
8 INHALTSVERZEICHNIS
Abbildungsverzeichnis
2.1 Schlu¨sselmodule eines Systems zum Lernen von Handlungs-
wissen aus menschlichen Demonstrationen . . . . . . . . . . . 21
2.2 Markerlose Erfassung des Menschen und seiner Umwelt . . . . 23
2.3 Markerbasierte Verfolgung menschlicher Bewegungen . . . . . 24
2.4 Erfassung von Gelenkwinkeln . . . . . . . . . . . . . . . . . . 25
2.5 Direkte Erfassung der Fingerstellung . . . . . . . . . . . . . . 26
2.6 Einfache Induktive Algorithmen . . . . . . . . . . . . . . . . . 28
2.7 Komplexe Induktive Verfahren . . . . . . . . . . . . . . . . . . 29
2.8 Deduktive Verfahren I . . . . . . . . . . . . . . . . . . . . . . 30
2.9 Deduktive Verfahren II . . . . . . . . . . . . . . . . . . . . . . 31
2.10 Interaktive Inferenz . . . . . . . . . . . . . . . . . . . . . . . . 34
2.11 Objekt- und Umweltmodellierung . . . . . . . . . . . . . . . . 36
2.12 Trajektorienmodelle . . . . . . . . . . . . . . . . . . . . . . . . 38
2.13 Modelle des Menschen . . . . . . . . . . . . . . . . . . . . . . 39
2.14 Funktionalita¨tsmodelle des Menschen am Beispiel von Greif-
mo¨glichkeiten der menschlichen Hand . . . . . . . . . . . . . . 40
2.15 Aktivita¨tssmodelle des Menschen . . . . . . . . . . . . . . . . 41
2.16 Aufgabenmodelle I . . . . . . . . . . . . . . . . . . . . . . . . 42
2.17 Aufgabenmodelle II . . . . . . . . . . . . . . . . . . . . . . . . 43
2.18 Einfache Roboter . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.19 Roboter zum Erlernen von feinmotorischen Fa¨higkeiten . . . . 46
2.20 Roboter-Torsi . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.21 Service- und humanoide Roboter . . . . . . . . . . . . . . . . 49
3.1 Hierarchisch-funktionale Aufgabenmodellierung . . . . . . . . 61
3.2 Semantische Beschreibung eines Weltzustandes durch geome-
trische bina¨re Relationen . . . . . . . . . . . . . . . . . . . . . 66
3.3 Systemkomponenten und ihre Zusammenha¨nge . . . . . . . . . 70
3.4 Sensorumgebung im Trainingscenter. . . . . . . . . . . . . . . 74
3.5 Verwendeter Datenhandschuh . . . . . . . . . . . . . . . . . . 75
3.6 Kalibriergenauigkeit der Positionssensoren . . . . . . . . . . . 76
9
10 ABBILDUNGSVERZEICHNIS
3.7 Typischer Satz von Marken zur Beobachtung des gesamten
Ko¨rpers und der Hand eines Probanden (SFB 588) . . . . . . 77
4.1 Detektorenketten . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Regelbasierte Erkennung von Griff- und Loslaßzeitpunkten . . 85
4.3 Grifftaxonomie nach [Cutkosky 1989] . . . . . . . . . . . . . 87
4.4 Objektpositionskorrektur mittels eines Iterative-Closest-
Point-Verfahrens . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Heuristische Bestimmung von Kontextwechselpunkten . . . . . 93
4.6 Graphische Darstellung der kontextfreien Grammatik zur Mo-
dellierung der strukturellen Morphologie von Makro-Operatoren. 99
4.7 Datenfluß zur Berechnung der Synchronisationspunkte bei ko-
ordinierten zweiha¨ndigen Bewegungen . . . . . . . . . . . . . . 103
4.8 Forwa¨rtspropagierung der A¨nderungen, die durch eine Opera-
torsequenz geta¨tigt werden, zu einem Gesamteffekt . . . . . . 104
4.9 Ru¨ckwa¨rtspropagierung der Effekte . . . . . . . . . . . . . . . 104
5.1 U¨bergangsfunktion α(C) vom Hintergrundwissen zum aufga-
benspezifischen Wissen . . . . . . . . . . . . . . . . . . . . . . 112
5.2 Anisotropie des Merkmalsraumes der Benutzerdemonstrationen 122
6.1 Bestimmung der optimalen Operatorpermutation unter Be-
ru¨cksichtigung des Similarita¨tsmaßes simw . . . . . . . . . . . 129
6.2 Berechnung der optimalen Operatorpermutation durch Maxi-
mierung des Flusses durch ein gewichtetes Netzwerk . . . . . . 130
6.3 Visuell intuitive Darstellung des Algorithmus zum Erschliessen
des Taskpra¨zedenzgraphen . . . . . . . . . . . . . . . . . . . . 136
6.4 Versionsra¨ume zum Erlernen repetitiver Aufgaben . . . . . . . 142
7.1 Experiment mit dem Ganzko¨rper-Tracking-System Vicon. . . . 150
7.2 Lexikalische Analyse im Experiment mit den Daten des Bewe-
gungserfassungssystems [Vicon 2006] . . . . . . . . . . . . . . 151
7.3 Syntaktische Analyse. Segmentierung der Demonstration in
Teilsequenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.4 Schlu¨sselszenen des zweiten Experiments zum Erfassen kom-
plexer zweiha¨ndiger Aufgaben (I) . . . . . . . . . . . . . . . . 154
7.5 Schlu¨sselszenen des zweiten Experiments zum Erfassen kom-
plexer zweiha¨ndiger Aufgaben (II) . . . . . . . . . . . . . . . . 155
7.6 Syntaktische Struktur der Einschenken-Aufgabe . . . . . . . . 156
7.7 Visualisierung der Klassenzugeho¨rigkeit . . . . . . . . . . . . . 160
ABBILDUNGSVERZEICHNIS 11
7.8 Vera¨nderung der A¨hnlichkeitswerte unter Beru¨cksichtigung
der klassenimmanenten Merkmalsverteilung und Relevanz-
scha¨tzung der einzelnen Merkmale . . . . . . . . . . . . . . . . 161
7.9 Relevanzbewertung fu¨r Merkmale der Aufgabe des Tischde-
ckens mit drei Objekten . . . . . . . . . . . . . . . . . . . . . 162
7.10 Tischdecken in der Reihenfolge Teller, Untertasse, Tasse . . . . 164
7.11 Tischdecken in der Reihenfolge Untertasse, Teller, Tasse . . . . 165
7.12 Tischdecken in der Reihenfolge Untertasse, Tasse, Teller . . . . 165
7.13 Suboperator-Permutation fu¨r die Demonstrationen der Aufga-
be des Tischdeckens mit drei Objekten . . . . . . . . . . . . . 167
7.14 Suboperator-Permutation fu¨r die Demonstrationen der Aufga-
be des Tischdeckens mit sechs Objekten . . . . . . . . . . . . 168
7.15 Start- und Zielkonfiguration der Tischdeckaufgabe mit sechs
Objekten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
7.16 Pra¨zedenzgraph fu¨r das Beispiel des Tischdeckens mit sechs
Objekten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
7.17 Lernen von repetitiven Aufgaben. Entladen des Spu¨lmaschi-
nenkorbs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
7.18 Lernen von repetitiven Aufgaben. Tischdecken fu¨r mehrere
Personen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.19 Versionsraum fu¨r die repetitive Aufgabe des Ausra¨umens des
Spu¨lmaschinenkorbs. . . . . . . . . . . . . . . . . . . . . . . . 176
7.20 Versionsraum fu¨r die repetitive Aufgabe des Tischdeckens fu¨r
mehrere Personen. . . . . . . . . . . . . . . . . . . . . . . . . 177
7.21 Bewertungsmaß fu¨r die Programmla¨nge. (a) Ausra¨umen des
Spu¨lmaschinenkorbs (b) Tischdecken mit zwei Objekten fu¨r




Seit dem Ende der fu¨nfziger Jahre des 20. Jahrhunderts werden im industriel-
len Umfeld in zunehmenden Maße Roboter zur Produktion und Manipulation
von Waren und Gu¨tern eingesetzt. Besonders in strukturierten Umgebungen
werden Roboter mit großem Erfolg zur Erledigung einfacher, repetitiver Auf-
gaben herangezogen. Neben der Lo¨sung der mechanischen, kinematischen und
dynamischen Probleme hat sich die Programmierung der hochkomplexen Ro-
botiksysteme als große Herausforderung erwiesen. Dies liegt zum einen an der
sich zunehmend schwieriger gestaltenden Integration komplexer Sensorik und
Aktorik zu einem Gesamtsystem. Es soll stabil, robust und verla¨sslich agieren
und dabei nur geringstmo¨glichen Einschra¨nkungen bezu¨glich der Flexibilita¨t
der zu erledigenden Aufgaben sowie deren effizienten Ausfu¨hrung unterworfen
sein. Andererseits zwingen die Vera¨nderungen, der die Welt der industriellen
Produktion in Zeiten der Globalisierung und zunehmenden Automatisierung
unterworfen ist, zu immer ku¨rzeren Produktionszyklen bei erho¨hter Komple-
xita¨t und Diversita¨t der herzustellenden Produkte bzw. der zu verarbeitenden
Waren und Gu¨tern. Es sind immer ku¨rzere Zeitra¨ume fu¨r die Entwicklung
von Steuersoftware fu¨r Roboter verfu¨gbar. Zugleich wird ein stetig wachsen-
dem Umfang an Funktionalita¨t gefordert, gepaart mit der Notwendigkeit der
Einhaltung hoher Standards in Bezug auf Sicherheit, Robustheit, Verfu¨gbar-
und Verla¨sslichkeit. Dieses Paradoxon fu¨hrt dazu, dass Methoden zur schnel-
len und automatisierten Programmentwicklung immer sta¨rker in den Mittel-
punkt des Interesses ru¨cken. Auf verschiedenen Abstraktions- und Komple-
xita¨tsebenen konnten erste Systeme zum Rapid-Prototyping und/oder der
teilautomatisierten Programmierung im industriellen Umfeld implementiert
und etabliert werden.
In den letzten Jahren hat sich der Fokus der Robotikforschung mehr
und mehr von der industriellen Robotik weg hin zu den zukunftsweisenden
Service- und humanoiden Robotern bewegt. Damit sind mobile Roboter ge-
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meint, welche in unmittelbarer Na¨he des Menschen wie z.B. in einer ha¨us-
lichen Umgebung eingesetzt werden, um den Menschen bei der Erledigung
allta¨glicher Routineaufgaben zu unterstu¨tzen und zu assistieren. Aus diesem
neuen Anwendungsfeld ergeben sich zusa¨tzliche Anforderungen gegenu¨ber
herko¨mmlichen Robotern sowie neue Herausforderungen:
• Der Grad der Strukturiertheit in ha¨uslichen Umgebungen ist deutlich
geringer als im industriellen Umfeld. Gru¨nde hierfu¨r liegen in der Tat-
sache, dass im Wohnumfeld viel mehr Wert auf Ergonomie in Bezug
auf den Menschen gelegt werden muss. Das ist in Produktionsbetrie-
ben nicht der Fall, da hier der Fokus eher auf Funktionalita¨t liegt. Eine
starke Strukturierung wirkt jedoch vereinfachend auf die perzeptiven
Fa¨higkeiten, die ein System aufweisen muss, um in seinem Umfeld be-
stehen und zielgerichtet agieren zu ko¨nnen. Daraus ergibt sich, dass
ho¨herer Aufwand bei der verwendeten Sensorik sowie der Verarbeitung
der gewonnen Datenmengen erforderlich ist, um ein Robotersystem mit
den Grundfunkionalita¨ten Navigation, Interaktion und Wahrnehmung
der Umwelt auszustatten.
• Die beabsichtigte Kolaboration mit Menschen in einem gemeinsamen
Arbeitsraum macht quantitativ aber auch qualitativ neue, komplexere
Sicherheitsanforderungen erforderlich, denen ein Serviceroboter genu¨-
gen muß. Diese ko¨nnen oft nur mit Hilfe von dedizierter Sensorik, ho-
hem Verarbeitungsaufwand und ausgefeilten Systemarchitekturen er-
reicht werden.
• Serviceroboter im Haushaltsbereich werden fu¨r einen sehr weiten An-
wendungsbereich konzipiert, da jeder Anwender unterschiedliche Er-
wartungen und Bedu¨rfnisse hat und mit einer individuell gestalteten
Wohnumgebung aufwartet. Letztere Unterschiede in der Umwelt des
Robotersystems ko¨nnen nur zum Teil durch erho¨hten Aufwand auf der
Sensorik-Seite aufgefangen werden; die unterschiedlichen Anforderun-
gen, Erwartungen und Aufgaben, die an den Roboter herangetragen
werden, ko¨nnen nur durch einen sehr hohen Umfang an Funktionalita¨t
erfu¨llt werden. Es stellte sich heraus, dass dieser Umfang zu gross ist,
um effizient implementiert zu werden und dennoch einen Haushalts-
Serviceroboter zu erschwinglichen, d.h. auf den Kundenkreis des An-
wenders zugeschnittenen Preisen anzubieten. Statt dessen erscheint es
als gangbare Alternative, nach der Implementierung einer standardi-
sierten Menge an Grundfunktionalita¨ten auf dem Roboter den Benut-
zer selbst die Programmierung der von ihm beno¨tigten Funktionali-
ta¨t durchfu¨hren zu lassen. Dies hat neben der Reduzierung des vom
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Anbieter zu implementierenden Funktionsumfangs zur Folge, daß die
Programmierung zielorientierter, d.h. gut abgestimmt auf die genau-
en Bedu¨rfnisse des Anwenders erfolgt. Weiterhin kann das Vorhalten
der Funktionalita¨t deutlich speichereffizienter erfolgen. Es wird nur
ein bestimmter, die Bedu¨rfnisse des Nutzers widerspiegelnder Umfang
an Funktionalita¨t im Speicher abgelegt, der dann aber auch verfu¨gbar
sein muss. Die Programmierung durch den Anwender stellt jedoch ho-
he Anforderungen an die Programmierschnittstelle. Im Gegensatz zu
den Experten, die mit der Programmierung von Industrierobotern be-
traut sind, ist der Anwender von Service- und Haushaltsrobotern in
der Regel nicht mit dem Problemfeld vertraut, in dem sich die Pro-
grammierung von Robotern bewegt. Kenntnisse u¨ber die Kinematik des
Roboters, seine Dynamik und seine Sensorik sowie seine Perzeptions-
fa¨higkeit ko¨nnen nicht vorausgesetzt werden; auch die Beherrschung
der Programmierung von Rechnern im allgemeinen geho¨rt nicht zum
Kanon des Allgemeinwissens und sollte daher auch nicht als Ausgangs-
basis dienen. Verfahren, wie das Teach-In von Verfahrpunkten, wie sie
in der Industrierobotik eingesetzt werden, stellen zwar deutliche Verein-
fachungen in der Roboterprogrammierung dar, sind aber immer noch
fu¨r unerfahrene Programmierer sehr ermu¨dend, unintuitiv und lang-
wierig. Stattdessen sind neue Mo¨glichkeiten zur Programmierung von
Robotern in Betracht zu ziehen.
Eine Herangehensweise an das letztere Problem stellt das Programmieren
durch Vormachen (PdV) dar. Die Idee dahinter ist, den Benutzer die auszu-
fu¨hrende Ta¨tigkeit vormachen und sensorisch aufzeichnen zu lassen, und zwar
derartig, daß sie anschliessend vom Roboter ausgefu¨hrt werden kann. Dabei
kommt es darauf an, dass der Roboter die wesentlichen Eigenschaften einer
Problemstellung sowie deren Lo¨sung erfaßt, interpretiert und selbststa¨ndig
lernt, diese unter a¨hnlichen Ausfu¨hrungsbedingungen anzuwenden. Hierzu ist
das Robotersystem mit der Fa¨higkeit zur Selbstorganisation und Intelligenz
auszustatten. Im folgenden Abschnitt werden einige generelle U¨berlegungen
zum erforderlichen und mo¨glichen Grad an Intelligenz in technischen Syste-
men angestellt.
1.1 Intelligenz in Robotersystemen
Um daru¨ber reden zu ko¨nnen, wie und inwieweit Robotersysteme mit Intelli-
genz ausgestattet werden ko¨nnen, ist es notwendig, den Begriff der Intelligenz
na¨her zu beleuchten. U¨ber die Frage, wie Intelligenz genau zu definieren ist,
gibt es soviele Mutmaßungen wie intelligente Wesen. Selbst im Wissens- und
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Forschungsgebiet der kognitiven Psychologie konnte man sich in den u¨ber
hundert Jahren, seit dieses Gebiet existiert, nicht auf eine umfassende De-
finition einigen (siehe [Funke und Vaterrodt-Plu¨nnecke 2004] fu¨r eine
detailliertere Diskussion). Auch ohne eine feste Definition gibt es Maße fu¨r
die Intelligenz eines Systems, die zwar weithin anerkannt, jedoch auch nicht
vo¨llig unumstritten sind [Guthke 1980]. Eine sehr wesentliche Kontroverse
geht weiterhin von der Frage aus, ob Intelligenz erlernt oder angeboren ist
[Riemann und Fleuret 2005]. Im Rahmen dieser Arbeit soll kein Versuch
unternommen werden, Intelligenz zu definieren. Stattdessen wird von einigen
Postulaten ausgegangen, die notwendige, aber nicht unbedingt hinreichende
Bedingungen fu¨r Intelligenz darstellen.
Einen fu¨r diese Arbeit zentralen Aspekt von Intelligenz hat George Bern-
hard Shaw herausgestellt:
”
Der Nachteil der Intelligenz besteht darin, daß man sta¨ndig ge-
zwungen ist dazuzulernen.“
George Bernhard Shaw, 1856-1950
Man kann sicherlich geteilter Meinung daru¨ber sein, ob die angesprochene
Eigenschaft von Vorteil oder von Nachteil ist. Wichtig ist jedoch, daß Ler-
nen und kontinuierliche Weiterentwicklung, neben anderem, ein wesentlicher
Aspekt von Intelligenz ist.
Menschliches Lernen hat die Eigenschaft, daß es ein niemals abgeschlosse-
ner Prozeß ist und stets mit dem Auftreten neuer Erfahrungen rechnen muß.
Diesen inkrementellen Prozeß hat zuerst der Lern- und Kognitionspsycholo-
ge Jean Piaget beim Menschen beobachtet und protokolliert. Er postulierte
sta¨ndig fortlaufende Akkomodations- und Assimiliationsprozesse eines Indivi-
duums an seine Umwelt als Grundfunktionalita¨ten des menschlichen Lernens
[Ginsburg und Opper 1969, Flavell 1963].
Ausgehend von diesen Feststellungen, stellt sich die Frage, ob Roboter-
systeme zu solchen kontinuierlichen, inkrementellen Lernprozessen fa¨hig sind.
Ein U¨berblick u¨ber die verfu¨gbare Literatur und vorhandene Systeme (siehe
Abschnitt 2) ergab, daß zwar eine Vielzahl von Lernalgorithmen und lernen-
den Systemen verfu¨gbar ist, diese jedoch Lernen nur als zeitlich begrenzten,
punktuellen und schnell beendeten Vorgang ansehen, auf den eine zeitlich
deutlich la¨nger ausgedehnte und vom Lernschritt streng abgenabelte Anwen-
dungsphase folgt.
In dieser Arbeit soll ein Ansatz vorgestellt werden, welcher diese ku¨nstli-
che und fu¨r wirklich intelligente Systeme eher untypische Trennung aufhebt.
Er soll die Verschra¨nkung von Lern- und Ausfu¨hrungsprozessen ermo¨glichen
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sowie die inkrementellen Lernprozesse des Menschen nachbilden. Die Hoff-
nung ist, auf diese Weise Systeme realisieren zu ko¨nnen, welche intelligentes
Verhalten wenigstens in einigen Aspekten realisieren. Die Probleme, die beim
Entwurf und der Implementierung eines solches System auftreten, ist der fol-
gende Abschnitt gewidmet.
1.2 Problemstellung
Es ist ein System zu definieren und zu implementieren, welches
• menschliche Demonstrationen von Handlungen und Aufgabenlo¨sungen
observiert, analysiert und in eine fu¨r den Roboter versta¨ndliche und
ausfu¨hrbare Weise aufbereitet,
• sein Wissen u¨ber unterschiedliche Aufgaben kontinuierlich mit steigen-
dem Erfahrungsschatz erweitert, indem es autonom Schlu¨sse aus der
vorhandenen Datengrundlage zieht und diese in das Gesamtwissen ge-
eignet integriert.
Folgende Anforderungen und Randbedingungen ergeben sich daraus an
ein System, das inkrementell und interaktiv aus mehreren Benutzerdemons-
trationen lernt:
• Das System kann die Vorteile datengetriebender und wissensbasierter
Verfahren miteinander kombinieren: Es ist mo¨glich, aus einem einzi-
gen Lernbeispiel mit einer bestimmten Verla¨sslichkeit eine semantisch
korrekte Aufgabenbeschreibung zu lernen. Andererseits kann das Wis-
sen u¨ber eine Aufgabenlo¨sung verbessert, erweitert und verla¨sslicher
gemacht werden, falls der Benutzer noch weitere Demonstrationen der-
selben Aufgabe vorfu¨hrt.
• Weiterhin ist es mo¨glich, durch das Zulassen einer mehrelementigen
Trainingsdatenmenge fu¨r eine Task die Generalisierung von Aufgaben-
beschreibungen zu optimieren. Bei einer einzelnen Benutzervorfu¨hrung
kann diese lediglich regelbasiert verallgemeinert werden, z.B. u¨ber Ob-
jektklassen. Sind jedoch zwei oder mehrere Vorfu¨hrungen einer Task
vorhanden, so kann festgestellt werden, welche Merkmale der Aufga-
benlo¨sung hohe Varianzen besitzen. U¨ber solche Merkmale scheint eine
weitere Generalisierung sinnvoll als u¨ber andere Eigenschaften, die ei-
ne deutlich geringere Varianz aufweisen. Es liegt nahe, dass eine solche
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zielgerichtete Generalisierung zu besser angepassten Aufgabenbeschrei-
bungen fu¨hrt, die eine maximale Generalisierung entlang der irrelevan-
ten Merkmale aufweisen, die relevanten Merkmale jedoch nicht u¨ber-
generalisiert.
• Die Mo¨glichkeit, bereits aus einer einzigen Benutzervorfu¨hrung ein aus-
fu¨hrbares Programm zu generieren, schafft die Grundlage dazu, erst
teilweise gelernte Aufgaben auszufu¨hren und dann direkt vom Benutzer
u¨berpru¨fen zu lassen. So kann u¨ber natu¨rliche Interaktionsmechanismen
zu einem sehr fru¨hen Zeitpunkt dem Benutzer eine Ru¨ckmeldung u¨ber
die gelernten Merkmale der betrachteten Task gegeben werden und
diese mit Kommentaren und Verbesserungen zu versehen. Alternativ
kann auf dieser Basis der Benutzer entscheiden, eine vollsta¨ndig neue
Demonstration derselben Task durchzufu¨hren.
• Durch die Hinzunahme zusa¨tzlicher Vorfu¨hrungen wird es dem System
mo¨glich, Handlungsalternativen zu erkennen, geeignet zu repra¨sentie-
ren und einer Ausfu¨hrungskomponente zur Verfu¨gung zu stellen, so dass
diese zur Ausfu¨hrungszeit sich fu¨r eine Alternative entscheiden kann,
die unterschiedlichen Optimialita¨tskriterien genu¨gt, abha¨ngig vom Aus-
fu¨hrungskontext. Alternativen ko¨nnen unter anderem in der Reihenfol-
ge der Aktionen, der bedingten Ausfu¨hrung bestimmter Aktionen oder
der Verwendung unterschiedlicher Verfahrtrajektorien zur Lo¨sung der-
selben Aufgabe bestehen.
• Eine Identifikation gleicher oder a¨hnlicher Benutzervorfu¨hrungen sollte
durchgefu¨hrt werden ko¨nnen, um entscheiden zu ko¨nnen, ob eine bisher
unbekannte Task vorgefu¨hrt wird oder ob die Vorfu¨hrung genutzt wer-
den kann, um das Wissen u¨ber eine bereits bekannte Task zu erweitern.
Im letzten Fall muss auch die betreffende, bereits vorhandene Taskbe-
schreibung in einer Datenbasis von bisher gelernten Tasks gefunden und
referenziert werden.
• Das System sollte in der Lage sein, auch auf einem spa¨rlichen Bestand
an Trainingsdaten Generalisierungen zu erstellen. Da dieser jedoch na-
turgema¨ss mit einer grossen Unsicherheit behaftet sein wird, muss die
Mo¨glichkeit bestehen, einmal gemachte Generalisierungen zu verwerfen
und durch andere zu ersetzen, die von neuen Benutzerdemonstrationen
nahegelegt werden. Dies ermo¨glicht es, die Vorteile sowohl wissensba-
sierter als auch datenbasierter Methoden zu nutzen.
• Zu einem fru¨hen Zeitpunkt, bei dem nur eine oder sehr wenige Demons-
trationen einer Task vorliegen, mu¨ssen unterschiedliche Hypothesen er-
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stellt und parallel verfolgt werden, die sich mit zusa¨tzlichen Vorfu¨hrun-
gen verha¨rten ko¨nnen oder verworfen werden mu¨ssen.
• Das Lernen sollte parallel zur Demonstration erfolgen und keine oﬄine-
Schritte beno¨tigen, um eine zeitnahe Ru¨ckmeldung an den Benutzer
und damit Interaktion u¨berhaupt zu ermo¨glichen.
• Es sollte die Mo¨glichkeit bestehen, Robotern zusa¨tzliche Informationen
z.B. durch akustische Kommunikationskana¨le zur Verfu¨gung zu stel-
len, die dieser verwenden kann, um das gelernte Aufgabenwissen zu
verfeinern. In das System sollte also eine Spracherkennungs- und Ver-
arbeitungskomponente sowie ein Dialogprozessor integriert sein.
1.3 Beitrag dieser Arbeit
Der Beitrag dieser Arbeit aus Sicht der Informatik zum Fortschritt des
Arbeitsfeldes des Programmierens durch Vormachen besteht aus folgenden
Kernpunkten:
• Einer systematischen Modellierung von Handlungswissen mittels gram-
matikalischer Beschreibungsverfahren, wie sie bereits seit Jahrzehnten
in anderen Gebieten der Informatik, wie dem U¨bersetzerbau mit Erfolg
eingesetzt werden. Mittels des Konzeptes von Detektorenketten wur-
den die Vorteile formalisierter Beschreibungsmo¨glichkeiten von hierar-
chische Strukturen fu¨r die Repra¨sentation und Klassifikation von Hand-
lungen nutzbar gemacht. Die Handlungsabstraktion profitiert besonders
wegen der Erweiterbarkeit, Modularita¨t und Aussagekraft von der Be-
schreibung von Handlungswissen, wie sie in Kapitel 4 vorgeschlagen
wird.
• Einer konsequenten U¨bertragung des kognitiven Entwicklungsmodells
nach Piaget. Diese erlaubt es zuku¨nftigen Haushaltsrobotern lebenslang
autonom zu lernen. Im Detail wird es mo¨glich, neues Handlungswissen
in eine strukturierte Handlungsdatenbasis einzufu¨gen und Relationen
zwischen neu erlernetem Handlunswissen und bereits vorhandenem her-
zustellen, also einen Abgleich neuer Erfahrung mit Erinnertem zu leis-
ten (siehe Kapitel 5).
• Methoden, wie Handlungswissen mittels Schlußfolgerungsverfahren er-
weitert und vervollsta¨ndigt werden kann. Hierzu werden in Abschnitt 6
Verfahren vorgestellt, welche unterschiedliche Wissensinhalte normali-
sieren und fusionieren, mit dem Ziel, aus einzelnen Observationen nicht
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wahrnehmbares Wissen zu gewinnen. Dies im Rahmen dieser Arbeit an-
hand der Erschließung von sequentieller Pra¨zedenz von Aufgaben und
Handlungen, sowie der Erkennung repetitiver Strukturen aus Benutzer-
demonstrationen demonstriert.
1.4 U¨berblick u¨ber diese Arbeit
Im folgenden Kapitel 2 wird ein U¨berblick u¨ber verschiedene im Einsatz be-
findliche PdV-Systeme gegeben und deren jeweiligen Einschra¨nkungen, Vor-
und Nachteile ero¨rtert. Hierbei wird auch detaillierter als in dieser Einfu¨hrung
auf die psychologischen Ansa¨tze eingegangen, welche Lernprozesse beschrei-
ben und erkla¨ren. In Kapitel 3 werden die Komponenten des im Rahmen
dieser Arbeit erstellten Systems eingefu¨hrt sowie ihre Zusammenha¨nge ero¨r-
tert. Die Kapitel 4 bis 6 stellen die wesentlichen Phasen des hier gewa¨hlten
Ansatzes vor, namentlich die lexikalischen, syntaktischen, semantischen und
schlussfolgernden Analyseschritte. Kapitel 7 beschreibt die mit dem erstellten
System durchgefu¨hrten Experimente sowie deren Ergebnisse. Abschließend
werden in Kapitel 8 die erzielten Ergebnisse zusammengefasst sowie denkba-
re zuku¨nftige Forschungsrichtungen und Weiterentwicklungen aufgezeigt.
Kapitel 2
Lernen von Handlungswissen -
ein U¨berblick
Ein Blick in aktuelle Konferenz- und Zeitschriftenba¨nde der Robotik
la¨ßt erahnen, welch eine Vielfalt an Systemen zum Lernen von Hand-
lungswissen heute existieren. Einen U¨berblick u¨ber die wichtigsten Ar-
beiten auf diesem Gebiet liefern [Schaal 1999, Dillmann et al. 1999,
Billard und Siegwart 2003, Saunders et al. 2004]. Dabei wird bereits
deutlich, daß Systeme zum Erlernen von Handlungswissen in erster Na¨he-
rung von vier unterschiedlichen Faktoren charakterisiert werden, deren Aus-







Abbildung 2.1: Schlu¨sselmodule eines Systems zum Lernen von Handlungs-
wissen aus menschlichen Demonstrationen
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• Die Wahrnehmung der Benutzerdemonstration ist der Eintrittspunkt
fu¨r neue Erfahrungen aus der Umwelt in das System. Die Schnittstelle
bilden unterschiedliche Sensorsysteme. Deren Daten mu¨ssen meist vor-
bearbeitet, gefiltert, erga¨nzt oder gegla¨ttet werden, bevor diese mittels
• Inferenz weiterverarbeitet werden. Die Inferenz ist die zentrale Kom-
ponente eines Systems zum Lernen von Handlungswissen. Hier werden
die einstro¨menden Daten mittels Verfahren des Maschinellen Lernens
in Handlungswissen, das vom Roboter genutzt werden kann, umge-
wandelt. Erwartungsgema¨ß findet sich hier auch eine besonders weite
Varianz, die das gesamte Spektrum der Disziplin Maschinelles Lernen
abdeckt (siehe [Mitchell 1997]). Das erlernte Handlungswissen wird
anschließend durch
• Ausfu¨hrung in der Doma¨ne angewandt. Dies kann entweder mit einem
realen Roboter direkt in der Doma¨ne oder mittels Simulation in der Vir-
tuellen Realita¨t geschehen. Alle diese Phasen des Lernprozesses werden
unterstu¨tzt und teilweise erst ermo¨glicht durch verschiedene
• Modelle. Diese ko¨nnen geometrische, relationale, hierarchische, seman-
tische Repra¨sentationen der Umwelt, des Menschen und der Doma¨ne
umfassen. Sie dienen als Hintergrundwissen fu¨r alle anderen Prozess-
komponenten.
In den folgenden vier Abschnitten werden die in der Literatur vorgefun-
denen Arbeiten zu lernenden Robotersystemen vor dem Hintergrund dieser
Einteilung na¨her beleuchtet, analysiert und verglichen. Zuletzt folgt in Ab-
schnitt 2.5 noch ein U¨berblick u¨ber den Standpunkt der Lern- und Entwick-
lungspsychologie unter dem Aspekt des Lernen von Handlungswissens.
2.1 Wahrnehmung
Die Wahrnehmung des Benutzers, seiner Handlungen und Absichten sowie
seiner Umgebung stellt den Ausgangspunkt eines jeden lernenden Roboter-
systems dar. Dies geschieht mittels verschiedener sensorischer Beobachtungs-
systeme, die sich nicht nur hinsichtlich Genauigkeit, Verla¨ßlichkeit und Aus-
sagekraft unterscheiden. Ein weiterer wesentlicher Aspekt ist der Grad der
Einschra¨nkung und Behinderung des Menschen selber durch die Sensorik,
also den Einfluß, den die Sensorik auf das Wahrzunehmende, den Menschen
und seine Handlungen, ausu¨bt. Generell gilt, daß eine ho¨here Genauigkeit und
Aussagekraft mit gro¨ßerer Einflußnahme auf den Menschen einhergeht. Das
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(a) (b) (c)
Abbildung 2.2: Markerlose Erfassung des Menschen und seiner Umwelt. (a)
Kamerabild. (b) ICP-basiertes Tracking menschlicher Bewegung. (c) Rekon-
struktion von Objektlagen und Fingerposition unter Verwendung von Strei-
fenprojektion. Quellen: (a, b) [Knoop et al. 2006] (c), [Jiar et al. 1996].
Einsatzspektrum reicht hierbei von der passiven und aktiven Beobachtung
mittels visueller Sensorik u¨ber den Einsatz von sog. Exoskeletten, die direkt
Bewegungen am Ko¨rper des Menschen abgreifen, bis hin zu der kompletten
Ersetzung der Umgebung durch Simulation in der Virtuellen Realita¨t. Diese
Bandbreite soll in dem vorliegenden Abschnitt na¨her untersucht werden.
[Rittscher et al. 2002, Knoop et al. 2006] stellen verschiedene Verfah-
ren zur markerlosen Beobachtung menschlicher Bewegung vor. Hierbei wird
der Mensch lediglich durch die Beobachtung mittels optischer Sensorsysteme
erfaßt. Aus den akquirierten Bildsequenzen wird eine Repra¨sentation der Be-
wegungen des Menschen generiert, die anschließend von Robotersystemen ge-
lernt und umgesetzt werden ko¨nnen (siehe Abbildung 2.2 a und b) . Die Bewe-
gungen ko¨nnen entweder mittels Kantendetektoren als Silhouetten detektiert
werden [Rittscher et al. 2002], oder mit Methoden zur 3D-Rekonstruktion,
z.B. mit Hilfe des Iterative-Closest-Point1-Verfahrens in ein aussagekra¨fti-
geres dreidimensionales approximierendes Modell des menschlichen Ko¨rpers
verarbeitet werden [Knoop et al. 2006].
[Jiar et al. 1996, Kang und Ikeuchi 1997] benutzen einen aktiven An-
satz, um die Umwelt, in der der Mensch handelt, zu erfassen und in eine
relationale Beschreibung zu u¨berfu¨hren. Durch strukturiertes Licht, wie z.B.
der Projektion eines Streifenmusters (siehe Abbildung 2.2 c) auf eine Szene,
wird es mo¨glich, dreidimensionale Informationen aus einem einzigen Kamera-
bild zu extrahieren. An diese dreidimensionalen Punktwolken wird nun mit-
tels eines 3D-Modellabgleichs2 die Lage aller Objekte und die Position der
1Abk.: ICP
2engl.: 3D template matching, Abk.: 3DTM
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Abbildung 2.3: Markerbasierte Verfolgung menschlicher Bewegungen: (a)
Anordnung der Marker. (b) Rekonstruktion des Drahtmodells. (c) Anwen-
dung: Greifen von Gegensta¨nden. Quellen: (a, c) [Wank et al. 2004], (b)
[Vicon 2006].
Fingerspitzen des Menschen, der das Objekt manipuliert, ermittelt. Die auf
diese Weise erhaltenen Informationen ko¨nnen mit Methoden des ra¨umlichen
Schließens3 zu einem ersten ra¨umlichen Eindruck weiter verarbeitet werden,
um eine erste Interpretation der vorgefu¨hrten Handlung zu erreichen.
Genauere, aber auch im Betrieb deutlich aufwa¨ndigere Systeme zum Er-
fassen der Bewegung des Menschen und von Objektlagen bieten sogenannte
Motion Capture Systeme, wie sie beispielsweise von der Firma Vicon ver-
trieben werden [Vicon 2006]. Hierbei werden eine Vielzahl von reflektie-
renden Markern auf dem Ko¨rper des Demonstrators befestigt (siehe Abbil-
dung 2.3 a). Diese werden mit Hilfe von bis zu 12 aktiven Hochgeschwin-
digkeitskameras kontinuierlich und sicher verfolgt. Aus der Bewegung der
einzelnen Markerpunkte la¨ßt sich die beobachtete Bewegung auf ein bioki-
nematisches Modell des Menschen abbilden (siehe Abbildung 2.3 b). Die-
se rekonstruierten Trajektorien der Extremita¨ten des Menschen werden in
[Beth et al. 2003, Wank et al. 2004] benutzt, um menschliche Basisaktio-
nen, wie das Ergreifen und Loslassen eines Gegenstandes, zu analysieren und
zu erlernen (siehe Abbildung 2.3 c).
[Grunwald et al. 2001] beschreibt ein System, welches direkt die Ge-
lenkwinkel eines Roboters erfaßt, indem auf dessen Gelenkwinkelenkoder zu-
ru¨ckgegriffen wird. Hierbei wird der Roboter unter sogenannter Null-Kraft-
3engl.: spatial reasoning
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(a) (b)
Abbildung 2.4: Erfassung von Gelenkwinkeln. (a) Direkte Erfassung durch
Gelenkwinkelenkoder am Roboter (b) Ganzko¨rper-Exoskelett zur Erfas-
sung menschlicher Bewegungen. Quellen (a) [Grunwald et al. 2001] (b)
[Meta Motion 2006].
Regelung4 direkt durch haptische Interaktion mit dem Benutzer auf der ge-
wu¨nschten Bewegungsbahn gefu¨hrt (siehe 2.4 a). Neben der Bewegung des
Werkstu¨cks werden dabei noch Kra¨fte- und Momente aufgezeichnet, die beim
Fu¨gevorgang auftreten. Dieses Verfahren hat den Vorteil, daß es einen hohen
Grad an Intuitivita¨t erlaubt und die Abbildung der gelernten Trajektorie auf
den Roboter trivial ist, da der gesamte Lernprozeß im Konfigurationsraum
des Roboters stattfindet. Nachteile bestehen jedoch in der Spezialisierung
dieses Verfahrens auf industrielle Montagesysteme und in den hohen Sicher-
heitanforderungen, die eine enge Kooperation zwischen Mensch und Roboter
erfordert. Dies hat zur Folge, daß solche Systeme erst in ju¨ngerer Zeit fu¨r
konkrete Anwendungen na¨her betrachtet werden [Nilsson et al. 2005].
Bei der Beobachtung der Handlungen des Menschen ist die direkte Er-
fassung der Gelenkwinkel problematisch, da keine Sensoren direkt an den
Gelenken angebracht werden ko¨nne und Messungen nur u¨ber die Hauto-
berfla¨che durchgefu¨hrt werden ko¨nnen. Ein kommerziell erha¨ltliches System
ist das Gypsy-Motion-Cpaturing System [Meta Motion 2006], welches die
Gelenkwinkel des Menschen durch an einem Ganzko¨rperanzug angebrachte
Gelenkwinkelsensoren einliest (siehe 2.4 b). Obwohl diese Systeme einen ho-
hen Genauigkeitsgrad aufweisen und in der Filmindustrie bereits mit großem
4engl. zero force control
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(a) (b)
Abbildung 2.5: Direkte Erfassung der Fingerstellung (a) Datenhandschuh der
Firma Immersion (b) Datenhandschuh mit haptischer Sensorik. Quellen (a)
[Immersion], (b) [Zo¨llner et al. 2001].
Erfolg zur Bewegungserfassung und Animation ku¨nstlicher Charaktere ein-
gesetzt werden, sind sie zur Instruktion von Robotersystemen nur bedingt
geeignet, da das Anlegen des Anzugs große Sorgfalt und viel Zeit beansprucht
sowie die Genauigkeit, wie sie fu¨r Industrieroboter gefordert ist, nicht erreicht
werden kann.
Dieser Nachteil wird umgangen, wenn man sich nur auf die Erfassung der
Ko¨rperteile konzentriert, die bei menschlicher Handlung u¨blicherweise die
ho¨chste Relevanz besitzen, na¨mlich der Ha¨nde. Zur Aufzeichnung der Hand-
und Fingerstellung existieren kommerzielle Systeme [Immersion], die ledig-
lich mittels Handschuh-a¨hnlicher U¨berzu¨gen arbeiten (siehe Abbildung 2.5).
Innerhalb dieser sind Dehnmeßstreifen fest verna¨ht, so daß sich die Flexion
der Fingergelenke direkt auf sie u¨bertra¨gt. Mittels dieser Dehnmeßstreifen
lassen sich die Gelenkstellungen der einzelnen Finger auf einfache Art und
Weise elektronisch auslesen.
In [Zo¨llner et al. 2001] werden solche Datenhandschuhe mit Kraft-Meß-
Sensoren an den Fingerspitzen bestu¨ckt. So ko¨nnen zusa¨tzliche Erkenntnisse
u¨ber die bei Manipulationshandlungen ausgeu¨bten Kontaktrelationen und
Kontaktkra¨fte zwischen Hand und Werkstu¨ck gewonnen und bei der Umset-
zung auf einen Roboter genutzt werden.
[Aleotti et al. 2003] verzichtet unter Verwendung einer gleichartigen
Sensorik komplett auf eine Demonstration im wirklichen Arbeitsraum des
Menschen und verlagert sie in einen virtuellen Handlungsraum. Die damit
deutlich reduzierte Komplexita¨t von Objektmodellierung und Sensorik wird
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erkauft durch Abstriche bezu¨glich der Intuitivita¨t des Verfahrens und Ergo-
nomie des Systems. Dennoch konnte in [Aleotti et al. 2003] der Nachweis
erbracht werden, daß die gewonnenen Daten ausreichen, um damit Roboter-
programme zu erlernen.
2.2 Inferenz im Handlungslernen
Die zentrale Komponente im Handlungslernen ist sicherlich die Fa¨higkeit
zur Inferenz. Erwartungsgema¨ß findet sich hier eine weite Bandbreite in den
betrachteten Systemen vor.
Inferenz bezeichnet den Prozeß, bei dem logische Schlu¨sse und Verallge-
meinerungen aus einer oder mehreren Thesen anhand von Daten und Infe-
renzregeln gezogen werden. Diese Inferenzregeln ko¨nnen sowohl induktive,
deduktive, unu¨berwachte oder interaktive lernende Systeme und Prozesse
unterstu¨tzen. U¨berblicke u¨ber die verwendeten Methoden, Paradigmen und
Algorithmen finden sich unter [Sim et al. 2003, Mahadevan 1996].
• Induktive Methoden beno¨tigen eine Reihe von Demonstrationen, um
konkretes Handlungswissen zu gewinnen. Mit Hilfe von Inferenzmecha-
nismen wird dabei vom Speziellen zum Allgemeinen gefolgert, d.h. die
Lerndaten werden sukzessive zu allgemeingu¨ltigem Handlungswissen
verarbeitet.
• Deduktive Methoden unterstu¨tzen dagegen den U¨bergang von allge-
meingu¨ltigem Regel- und Doma¨nenwissen zu spezialisiertem Hand-
lungswissen. Bei vollsta¨ndigem Hintergrundwissen ist es durchaus mo¨g-
lich, aus wenigen oder sogar unter Verzicht auf Lerndaten sinnvolles
Wissen zu generieren. Sie gehen hierbei aus von allgemeinem Vorwis-
sen und leiten daraus spezielles, anwendungsbezogenes Wissen ab.
• Unu¨berwachte Lernverfahren weisen den ho¨chsten Grad an Autonomie
bezu¨glich der Inferenz auf. Sie sind ausgezeichnet durch die gerings-
te Einschra¨nkung in Bezug auf die Inferenzregeln von allen Verfahren.
Dadurch nimmt aber auch ihre Ma¨chtigkeit und Aussagekraft gegen-
u¨ber anderen Verfahren in gleichem Maße ab. Bei der Anwendung von
unu¨berwachten Lernverfahren stehen statistische Ballungsverfahren im
Vordergrund.
• Den geringsten Grad an Autonomie weisen interaktive Verfahren auf.
Hier greift der Anwender direkt in den Inferenzprozeß ein, entweder
direkt durch Vorgabe des Inferenzergebnisses oder durch Erla¨uterungen
zu oder Bewertungen von Systemhypothesen.
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In den folgenden Abschnitten wird ein detaillierteres Bild der unterschied-
lichen Arten von Schlußfolgerungsverfahren in Systemen zum Handlungsler-
nen von Roboter gegeben.
2.2.1 Induktive Inferenz
(a) (b)
Figure 4: Two movements are divided into cells and
to be compared.
the robot United4, as the imitator, which faced a hu-
man demonstrator. The robot observed the move-
ments performed by the demonstrator in order to im-
itate them later. The experiments were conducted in
two phases for all the cases:
• Learning phase, in which the robot was observ-
ing the demonstrator’s movements, while identi-
fying and recording them to be executed later.
• Execution phase, here the robot performs the
movements learnt in the previous phase.
The robotic platform used is a mobile robot Pio-
neer 2-DX with a Pioneer Arm and a camera, namely
United4. The robot is a small, differential-drive mo-
bile robot intended for indoors. The robot is endowed
with the basic components for sensing and navigation
in a real-world environment. It is also equipped with
a color tracking system. United4 has a Pioneer Arm,
which is a robotic arm with five degrees-of-freedom,
the end-effector is a gripper with fingers allowing for
the grasping and manipulation of objects.
The experiments have been conducted in our
Brooker laboratory. The relevant objects in the en-
vironment (demonstrator’s joints) were marked with
different colors to simplify the feature extraction. The
less cluttered background permits the robot to focus
only on the significant information. We also consider
only planar motions in order to validate our approach.
Our first set of experiments of movements of body
parts involved movements describing different paths.
In Figure 5, we present one path used in the experi-
ments.
In Fig. 5, (a), (c), and (e) show the demonstra-
tor performing a path from up to down with his right
hand. While (b), (d), and (f) present the robot imitat-
ing such movement. In addition, We can observe that
the robot presented the mirror effect. Hence, if the




Figure 5: Movements performed by the demonstrator
and imitated by the robot.














Figure 6: The movement of the demonstrator (solid
line) and the performance of the robot (dotted line),
extracted from the movements in Fig. 5.
left arm, then the imitator would move its arm toward
the right, acting as a mirror.
In Fig. 6, the solid line is the path extracted from
the movements performed by the demonstrator in Fig.
5. The dotted line represents the robot’s performance.
The path was extracted and adjusted in order to be
performed by the robot since the size and shape of
the workspace for the model and the robot were not
the same.
The second set of experiments on imitation of body
movements involved movements writing different let-
ters, e.g. e, s. The robot observed the demon-
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Abbildung 2.6: Einfache Induktive Algorithmen: k-na¨ec ster-Nachb r Me-
thode (a) Demonstration (b) Merkmalsvektoren (c) Reproduktion. Quelle:
(a-c) [Calderon 2005]
Ein einfaches Verfahren zur Wiedererkennung und Ausfu¨hrung von Be-
wegungen pra¨sentieren [Calderon und Hu 2003, Calderon 2005]. Hier-
bei wird eine zweidimensionale Bewegung des menschlichen Armes (siehe
Abbildung 2.6 a) mittels eines lokalen k-na¨chste-Nachbarn5-Algorithmus mit
einer Datenbank von beobachteten Bewegungsmustern verglichen und eine
Klassifikation vorgenommen. Die extrahierten Merkmalsvektoren entstehen
durch eine Rasterung in der Bewegungsebene sowie anschließender Binari-
sierung durch Bestimmung der durch di Ha dtrajektori beru¨hrten Zellen
des Rasters (siehe 2.6 b). Zuletzt wird ein Programm, welches in der Daten-
bank der erkannten Bewegungsklasse zugeordnet wurde, ausgefu¨hrt, welches
den Roboterarm auf einer Bewegungsbahn fu¨hrt, welche der demonstrierten
so nahe wie mo¨glich kommt(siehe Abbildung 2.6 c). Die Arbeit zeigt, daß
bere ts mit sehr einfachen Mitteln eine erfolgreiche Klassifikation von Hand-
lungswissen vorgenommen werden kann. Die Nachteile dieses Verfahrens wer-
den jedoch auch deutlich in der Beschra¨nkung auf 2D-Anwendungen: Gerade
das hier verwendete Verfahren ist sehr anfa¨llig fu¨r d soge a nten
”
Fluch
der Dimension“6, der es verbiet t, ein fu¨r h¨herdimen ionale Ra¨ume zufrie-
denstellendes Ergebniss zu erhalten.
Die inverse Kinematik eines Roboterarms mit immerhin schon 6 Freiheits-
graden wird in [Aleotti et al. 2004] beschrieben. U¨ber eine Trainingsdaten-
5endl.: k-nearest- eighbour
6engl.: curse of dimensionality
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human teacher (Figure 3), and that was subsequently able to re-used the learned
movement in modified behavioral contexts.
Another, more biologically inspired, dynamic system’s approach to imitation was
pursued by Billard et al. (Billard 2000; Billard & Mataric 2001; Billard & Schaal 2001).
Joint angular trajectories, recorded from human demonstrations, were segmented using
zero velocity points. The policy approximated the segment for each joint movement by
a second order differential equation that activated a pair of antagonistic muscles, mod-
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Figure 3: Left Column: Teacher demonstration of a tennis swing, Right Column: Imitated ove en  by
the humanoid robot.
(b) (c) (d)
Abbildung 2.7: Komplexe Induktive Verfahren. (a-b) Reinforcement Lear-
ning (a) Demonstration (b) Reproduktion. (c-d) Markov-Ketten (c) De-
monstration (d) Reproduktion. Quelle: (a-b) [Schaal et al. 2003a] (c-d)
[Calinon und Billard 2006a]
menge, welche aus 243 einzelnen Punkten im Arbeitsraum des Roboterarms
besteht, wird die inverse Kinematik folgendermaßen aufgebaut: Der Robo-
terarm steuert einen dieser Punkte im Gelenkwinkelraum an, die anschlie-
ßend vom Benutzer angefahren wird. Dabei werden die kartesischen Koordi-
naten der Benutzerhand erfasst. So wird fu¨r jede der Trainingskoordinaten
verfahren. Die inverse Kinematik kann anschließend durch mehrschichtige
Neuronale Netze7 fu¨r jeden einzelnen Gelenkwinkel gelernt werden. In einer
Repr duktionsphase kann zuletzt jeder Punkt im kartesischen Raum in den
Gel nkwinkelrau des Roboter bgebilde werden. Auch hier wurde mit Hil-
fe relativ einfacher Methoden die komplexe Aufgabe der inversen Kinematik
rledigt, jedo h zu Kost n d Date aufnahme, di sich aufgrund der großen
Datenmenge mu¨hselig und langwierig gestaltet.
Komplexere Verfahren, wie Reinforcement Learning, erlauben es nicht
nur, einzelne Punkte im Arbeitsraum des Roboters zu betrachten, sondern
diese u¨ber die zeitliche Dimension auszudehnen, d.h. gesamte Trajektori-
enverla¨ufe zu erlernen. So wird in [Schaal et al. 2003b] von erfolgreichen
Versuchen, beispielsweise die Schwungbewegungen fu¨r eine Tennis-Vorhand
eines Lehrers durch einen Roboter reproduziert (siehe Abbildung 2.7 a und
b). Hierbei ist besonders zu erwa¨hnen, daß die Demonstration des Menschen
nach der U¨bertragung auf den Roboter noch durch eigensta¨ndiges Trainieren
verbessert wird.
[Calinon und Billard 2004, Calinon et al. 2005] und
[Billard et al. 2004] pra¨sentieren Systeme, welche es erlauben, noch
komplexere und vor allem umfangreichere Bewegungen zu erlernen Am
Beispiel der Reproduktion von Buchstaben (siehe Abbildung 2.7 c-d) werden
mittels Hidden-Markov-Modellen die zeitlichen Abfolgen von verschiedenen
7engl.: Multi-layerd neural networks
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Abbildung 2.8: Deduktive Verfahren I. (a) Das Spiel
”
Marble Ma-
ze“ mit seitlich angebrachter Aktorik (b) Inferenzprozess Quellen: (a-b)
[Bentivegna 2004]
Kontrollstrategien gelernt, welche es erlauben, mit mehreren Richtungs- und
Zielwechseln umzugehen. Wiederum steigt dabei die Anzahl der beno¨tigten
Trainingsbeispiele mit der Komplexita¨t der Aufgabe an, was dazu fu¨hrt, daß
auch fu¨r noch relativ einfache Aufgaben, wie das Zeichnen des Buchstabens
”
B“ 5-7 Demonstrationen notwendig sind. Weiterhin ist die Tatsache
unbefriedigend, daß der Roboter wenig Mo¨glichkeiten besitzt, dem Benutzer
das gelernte Handlungswissen zu vermitteln, da sich seine Sicht auf das
Handlungswissen gravierend von den menschlichen Denkstrukturen und
Verbalisierungsfa¨higkeiten unterscheidet.
2.2.2 Deduktive Inferenz
Die Lu¨cke in der expliziten Beschreibbarkeit des Handlungswissens, die bei
den meisten induktiven Lernverfahren existiert (siehe Abschnitt 2.2.1), ver-
meiden die deduktiven Inferenzverfahren. Hierbei wird meist wa¨hrend der
Lernprozesse auf eine explizite Menge an Hintergrundwissen oder eine Primi-
tivenbiliothek zuru¨ckgegriffen, die von den konkreten Sensorsignalen abstra-
hiert und eine Zwischensprache bildet, die im allgemeinen gut auf menschliche
Begriﬄichkeiten abgebildet werden ko¨nnen.
Eine solche Zwischensprache bilden beispielsweise Primitiven, wie sie von
[Bentivegna 2004] eingesetzt werden, um das Spiel
”
Marble Maze“ zu meis-
tern. Hierbei geht es darum, eine Kugel auf einem vorgegebenen Pfad durch
ein Labyrinth von Wa¨nden an Lo¨chern vorbei zu steuern, ohne die Kugel
in ein Loch fallen zu lassen. Auf die Kugel ko¨nnen Kra¨fte ausgeu¨bt werden,
indem mittels zweier seitlich angebrachter Rollen die Ebene, in welcher die
Kugel rollt, in zwei Dimensionen geneigt werden kann. Bei den verwendeten
Primitiven wird unterschieden zwischen Rollen in eine Ecke, an einer Wand
entlang, von einer Wand weg oder komplett frei. Primitiven sind hierbei Lo¨-
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(a) (b)
Abbildung 2.9: Deduktive Verfahren II. (a) Auflo¨sung mehrdeutigen Verhal-
tens. (b) Inferenz von Objekteigenschaften fu¨r zusammengesetzte Objekte.
Quellen: (a) [Nicolescu und Mataric 2004], (b) [Bauckhage et al. 1998]
sungen fu¨r kleine Teile einer Gesamtaufgabe, die miteinander kombiniert wer-
den ko¨nnen, um letztere zu lo¨sen, in diesem Falle das erfolgreiche Erreichen
des Zielpunktes mit der Kugel. Sie werden hauptsa¨chlich eingesetzt, um die
Komplexita¨t des Lernproblems zu reduzieren. Primitiven enthalten ein sog.
internes und ein externes Modell: das interne Modell beschreibt, wie die Pri-
mitive auf einem bestimmten Robotersystem auszufu¨hren ist, d.h. es entha¨lt
Bewegungs- und Perzeptionsbefehle. Das externe Modell ist eine Beschrei-
bung der Eigenschaften der Primitive. Es umfaßt Vor- und Nachbedingun-
gen, Effekte, Ziele und Teilziele sowie Nebenwirkungen der Ausfu¨hrung der
Primitive und ist roboterunabha¨ngig.
Auf der Ebene der Navigation ist die Erkennung der Primitiven ein
deutlich schwierigeres Problem, da hier mehrere Primitiven gleichzeitig hy-
pothetisch verfolgt werden ko¨nnen, es jedoch nicht klar ist, welche gera-
de die relevanteste ist. So ko¨nnen beispielsweise das Verfolgen einer Wand
und das Anfahren eines bestimmten Objektes (zwei unterschiedliche Pri-
mitiven) bei entsprechender Umweltkonfiguration dieselben Bewegungen
zur Folge haben, was das Problem der Erkennung von Primitiven nicht
mehr eindeutig lo¨sbar werden la¨ßt (siehe [Nicolescu und Mataric 2001a,
Nicolescu und Mataric 2001b]). Ebendort wird deshalb ein Verfahren
vorgeschlagen, welches unterschiedliche Demonstrationen derselben Navigati-
onsaufgabe in unterschiedlichen Umgebungen heranzieht, um die Mehrdeutig-
keiten aufzulo¨sen. Der verwendete Algorithmus basiert auf der Suche nach der
la¨ngsten gemeinsamen Teilsequenz von Primitiven in unterschiedlichen De-
monstrationen derselben Aufgabe sowie anschließendem Ausfiltern der nicht
intendierten Verhalten nach dem Ausschlußprinzip (siehe Abbildung 2.9(a)).
Auf einer abstrakteren Ebene behandelt [Fritsch et al. 2000] die Aus-
wirkungen von Fu¨geoperationen. Hierbei werden Operationen zum Zusam-
mensetzen komplexer Objekte aus Einzelbausteinen betrachtet und anschlie-
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ßend Ru¨ckschlu¨sse auf das neu erhaltene Objekt gezogen, die zuletzt dazu
verwendet werden ko¨nnen, um automatisch perzeptive Operationen zur Er-
kennung des Objektes in einer Szene (siehe Abbildung 2.9 (b)) durchzufu¨h-
ren. Unter Einsatz von Methoden des Erkla¨rungsbasierten Lernens wird aus
einer Menge von Grundobjekten und der Art deren Verbindungen unterein-
ander auf Eigenschaften des komplexen Objektes geschlossen, die ausgenutzt
werden, um das Objekt bei weiteren Fu¨geoperationen durch visuelle Beob-
achtung identifizieren zu ko¨nnen. Wichtig ist hierbei, daß dies ein rekursiver
Vorgang ist, d.h. die Produkte einer Operation ko¨nnen in weiteren Operatio-
nen als Ausgangsmaterialien dienen.
Einen hybriden Ansatz fu¨r Erkla¨rungsbasiertes Programmieren komple-
xer Handlungen fu¨r Serviceroboter behandelt [Friedrich 1998]. Elementa-
re Handlungsoperatoren werden dabei zu Handlungsketten zusammengefaßt,
deren Eigenschaften durch pra¨dikatenlogische Propagierung der vom Benut-
zer verursachten A¨nderungen und Effekte in einer Umgebung bestimmt wer-
den. Eine sorgfa¨ltige Auswahl der Operationen, welche die Effekte einer Se-
quenz bewirken, erlauben es, irrelevante Operationen einer Gesamthandlung
zu identifizieren und zu eliminieren.
2.2.3 Unu¨berwachte Inferenz
Zwei verschiedene Arten von unu¨berwachtem Lernen in Robotersystemen
sind prinzipiell mo¨glich: Einerseits das Lernen aus selbststa¨ndigem Durch-
fu¨hren von Handlungen mit dem Ziel, Operationssfolgen zu verbessern, um
ein bestimmtes Optimalita¨tskriterium zu maximieren, auf der anderen Seite
das autonome Erschließen von Strukturen und Konzepten.
Diskrete zeitdynamische Modelle senso-motorischer Fa¨higkeiten werden
in [Atkeson und Schaal 1997] gelernt, indem das Robotersystem seine
eigenen Aktionen und vor allem deren Auswirkungen in Bezug auf das
Handlungsziel hin beobachtet. Durch eigenes Experimentieren verbessert
es dadurch seine Fa¨higkeiten. Aus Erfolgen bzw. Mißerfolgen kann eine
Belohnungs- und Bestrafungsfunktion abgeleitet werden, die erfolgreiche Ak-
tionen fo¨rdert, schlechte hingegen sanktioniert. Daraus wird eine verbesserte
Regelungsstrategie entwickelt, die es ermo¨glicht, komplexe senso-motorische
Fa¨higkeiten aus eigenen Experimenten fu¨r das Robotersystem zur Verfu¨gung
zu stellen.
Einen Ansatz zum unu¨berwachten autonomen Lernen durch Interaktion
mit der Umwelt pra¨sentiert [Cohen 2000]. Hierbei werden einerseits Katego-
rien von Aktivita¨ten durch den Roboter erlernt, andererseits Abstraktionen
u¨ber diesen Kategorien abgeleitet, die in sogenannten Konzepten mu¨nden.
Basierend auf den Sensorwerten einer Roboterplattform werden mit steigen-
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dem Umfang der Menge von verfu¨gbaren Episoden Cluster identifiziert, die
a¨hnliche Situationen umfassen. Innerhalb dieser Ballungen werden Prototy-
pen identifiziert, die den Cluster repra¨sentieren. Aus diesen monolithischen
Darstellungen des Wissens werden unter Hinzunahme der anderen Demons-
trationen Konzepte formuliert, die das gesamte Handlungswissens eines Clus-
ters entha¨lten. Als Ergebnis erha¨lt man eine primitive Ontologie der Aktivi-
ta¨ten innerhalb des vorhandenen Erfahrungsschatzes.
2.2.4 Interaktive Inferenz
Menschliche Lernvorga¨nge basieren in erheblichem Umfang auf dem Ge-
brauch sozialer und kommunikativer Prozesse um den Wissenstransfer zu
erleichtern und zu beschleunigen. In der ju¨ngeren Zeit wird der Wissensak-
quisition durch Interaktion im Kontext von Programmieren durch Vormachen
immer gro¨ßere Bedeutung zugestanden.
[Scassellati et al. 2006] benutzt soziale Interaktionsformen zur Bestim-
mung des Aufmerksamkeitsfokus wa¨hrend des Wissenstransfers. Es wird die
Tatsache ausgenutzt, daß die Objekte, denen eine ho¨here Relevanz zur Errei-
chung des Handlungszieles zukommt, ha¨ufiger im Blickfeld liegen, als weniger
relevante. Vor diesem Hintergrund ko¨nnen mittels Blickrichtungsverfolgung
durch ein Stereokamerasystem die im aktuellen Kontext wichtigen Objekte
bestimmt werden. Dies ermo¨glicht eine Objektauswahl sowie weitere Auswer-
tung der Benutzerintention und des Handlungsziels.
Positive bzw. negative Sanktionierung als Folge gelernten Verhal-
tens, d.h. eine Ru¨ckmeldung auf durchgefu¨hrte Handlungen, u¨bertragen
[Calinon und Billard 2006b] auf das Problem des Handlungslernens aus
Demonstrationen. Zusa¨tzlich zu den oben bereits erwa¨hnten Mo¨glichkeiten
der Aufmerksamkeitsfokusierung durch Blickrichtungsverfolgung werden hier
Zeigegesten sowie auch die gesamte Kopforientierung aufgenommen (siehe
Abbildung 2.10(a)). Dies erlaubt es, direkt wa¨hrend der Ausfu¨hrung einer
gelernten Handlung dem System eine Bewertung seiner Aktionen mittels
Kopfschu¨tteln oder Nicken zu geben. Das System kann dadurch seine Hy-
pothesen auf U¨bereinstimmung mit der Benutzerintention u¨berpru¨fen und
diese gegebenenfalls anpassen oder verwerfen. In einer Pilotstudie besta¨tigten
zwanzig Versuchspersonen eine erho¨hte Natu¨rlichkeit, Benutzerfreundlichkeit
und Einfachheit des Wissenstransfers verglichen mit einer interaktionslosen
Methode.
Das in [Iba et al. 2003] beschriebene System verla¨ßt sich zur Kommandie-
rung und Programmierung eines Staubsaugerroboters einzig auf interaktive
Mechanismen. Mittels sprachlicher und nonverbaler Kommunikation (neben
Zeigegesten wird ein fest definiertes Gestenvokabular angewandt) wird der
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Teaching a Humanoid Robot to Recognize and Reproduce Social Cues
Sylvain Calinon and Aude Billard*
Abstract—In a Robot Programming by Demonstration frame-
work, several demonstrations of a task are required to gen-
eralize and reproduce the task under different circumstances.
To teach a task to the robot, explicit pointers are required to
signal the start/end of a demonstration and to switch between
the learning/reproduction phases. Coordination of the learning
system can be achieved by adding social cues to the interaction
process. Here, we propose to use an imitation game to teach
a humanoid robot to recognize communicative gestures, which
then serve as social signals in a pointing-at-objects scenario. The
system is based on Hidden Markov Models (HMMs) and use
motion sensors to track the user’s gestures.
I. INTRODUCTION
Robot Programming by Demonstration explores novel
means of teaching a robot new skills by showing directly
to the robot how to perform a task. Such mechanism pro-
vides user-friendly means for the end-user to re-program
the robot in a natural way, without any needs of program-
ming/engineering skills. In previous work, we developed
a probabilistic system capable of extracting the important
characteristics of a task from multiple trials [1]–[3]. The
system requires to produce different demonstrations of the
same task, while collecting human motion data using mo-
tion sensors and vision. Then, the robot generalizes over
the different demonstrations to reproduce the task under
different situations. Thus, the robot can learn new skills
in a fast and efficient way and reproduce them under new
circumstances without the intervention of the user. However,
explicit pointers are required to guide the scenario, i.e. to
signal the start/end of a demonstration and to switch between
the learning/reproduction phase. These explicit pointers are
currently performed by pressing keys on a keyboard. This
work aims at exploring possible solutions that could be used
for coordinating our learning system, i.e. to conduct a simple
interactive scenario between the user and the robot.
Humanoid robots are endowed with multiple sensors
recording highly-dimensional multimodal signals and acti-
vated by complex redundant manipulators. They are faced
with an incoming stream of data from which they must figure
out what are relevant to a specific task. Imitation learning
has been applied as an efficient way to narrow this search
space and to estimate a control policy by observing the
user’s performance at resolving the task [4]. By extracting
the redundancies and important characteristics of the task,
the learning problem becomes significantly more tractable.
In our work, the salient aspects of the task are determined by
*S. Calinon and A. Billard are with the LASA Laboratory,
EPFL, CH-1015 Lausanne, Switzerland {sylvain.calinon,
aude.billard}@epfl.ch
Fig. 1. Experimental setup. The user is pointing at an object while the
robot is observing his gesture using motion sensors.
a probabilistic approach combining different Machine Learn-
ing tools [5]. These tools usually rely on many demonstra-
tions to infer the task structure. In contrast, the availability
of data is limited by the patience of the user. Here, we
are looking for solutions to enhance the speed convergence
of our statistical algorithms by exploiting additional social
cues extracted during the teaching process. Indeed, explicit
cues such as pointing gesture or gaze direction can guide
the teaching process, by narrowing the search space for the
selection of the important features to reproduce the task.
Finally, the social interaction also aims at entertaining the
user during the process (teaching the task), the interaction,
and the result (executing the task once taught), see e.g. [6].
Several robots have been developed to explore the use of
natural pointing and gazing cues to convey the intention of
the user [7]–[13]. In the majority of these works, the user’s
gaze and pointing directions are extracted from cameras,
with classifiers designed carefully to detect the occurrence
of these cues. The natural pointing behavior is characterized
by the gaze moving to the target first, and the arm/hand
pointing to the target in a second phase, while maintaining
the gaze to the target until the final arm/hand posture has
been reached. During a goal-directed pointing movement,
gazing preparation toward a new visual target is inhibited.
Indeed, experiments showed that subjects were not able to
initiate a saccade to a new target when the hand was reaching
for a first target, i.e. subjects postponed the initiation of
a new saccade until pointing was completed [14]. A well
coordinated motion pattern can thus be observed during goal-
directed arm movements, which can be encoded efficiently
in a Hidden Markov Model (HMM). In this paper, we are
interested in: 1) Testing a robust sensory solution based on
(a)
2. Framework
The programming approach introduced in this paper
offers an intuitive interface for the user and the ability to
provide interactive feedback to coach the robot
throughout the programming process. As input
modalities, we support hand gestures and spontaneous
speech.
The framework is composed of three functional
modules as illustrated in Figure 1. The first module
(multi-modal recognition) translates hand gestures and
spontaneous speech into a structured symbolic data
stream without abstracting away the user’s intent. The
second module (intention interpretation) selects the
appropriate set of primitives based on the user input,
current state, and robot sensor data. Finally, the third
module (prioritized task execution) selects and executes
primitives based on the current state, sensor inputs, and
the task given by the previous step. Each module includes
two modes of operation: a learning and an execution
mode. Depending on the mode of operation, the overall
system can provide interactive robot control, adjustment
of primitiv s, or composition of robot programs.
There are three main reasons for implementing the
syst m in m dular fashion as described in Figure 1.
First, the implementation follows a functional
decomposition of the problem: recognition, interpretation,
and execution. Second, in a modular architecture, one can
easily replace the implementations of individual modules.
For example, if we were to program an industrial
manipulator instead of a vacuum cleaning mobile robot,
the task execution module can be replaced by another
implementation. Finally, because the first and last module
can be implemented as slight modification of existing
software and hardware products, a modular
implementation allows us to work independently on the
intention interpretation module, which is the main focus
of our research.
2.1. Multi-Modal Recognition Module
The function of the multi-modal recognition module
(the first block in Figure 1) is to translate hand gestures
and spontaneous speech into a structured symbolic data
stream without abstracting away the user’s intent. The
symbols could be gestures, words, or both. We consider
three sub-functions. First, the module needs to translate
incoming audio and gesture signals into a structured
stream of word and gesture unit symbols with appropriate
parameters. Second, the module needs to be able to adapt
to new users by reinforcing symbols during recognition.
Finally, the module needs to be able to add new
vocabulary on-line.
The recognition module generates a parameterized
output stream. Examples of such parameters are the
direction and velocity of the hand for a waiving gesture,
or the designated x-y coordinates on the floor for a
pointing gesture. The types of input modalities discussed
throughout the paper are human voice and hand gestures
parameterized by two 22-sensor CyberGlove. Other
modalities can replace or be added to the current
recognition module.
In the recognition module, it is important not to
abstract away the user’s intent. The module should only
make a probabilistic recommendation of recognition
symbols rather than a hard decision. Therefore, this














































































































Figure 1: Framework for a Multi-Modal Interface(b)
Abbildung 2.10: Interaktive Inferenz. (a) Aufnahme von Kopf- und Handbe-
wegungen zur Sanktionierung erwu¨nschten Verhaltens. (b) Interaktive Pro-
grmmierung mittles G ten u d Spracheingabe, Sy temen wurf. Quellen: (a)
[Calinon und Bill rd 2006b] (b) [Iba et al. 2004].
Roboter in die gewu¨nschten Areale gefu¨hrt. Daraus kann bereits ein vorla¨u-
figes Ro oterprogramm erstellt werden. Eine pra¨emptive Ausfu¨hrungsphase
erlaubt es anschließend das Programm zu verfeinern, Teilaufgaben zu priori-
sieren und eve tuell neue Pr grammteile hinzuzufu¨gen.
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2.3 Modellierung von Handlungswissen
Die Aufnahme, Speicherung, Weitergabe, Verarbeitung und Ausfu¨hrung von
Handlungswissen erfordert geeignete Repra¨sentationen seiner Inhalte. Dies
erfordert ada¨quate Modelle, um die relevanten Details erfassen und weiter-
geben zu ko¨nnen. In unterschiedlicher Granularita¨t und Komplexita¨t werden
zur Erfassung von Handlungswissen folgende Aspekte modelliert:
• Die Umwelt. Das Umweltmodell beschreibt die Umgebung, in welcher
der Mensch bzw. der Roboter handelt und die vielfa¨ltigen Einflu¨ße,
welche die Umgebung auf die Handlungen hat.
• Trajektorien. Handlungen gehen einher mit der Durchfu¨hrung von A¨n-
derungen in der Umwelt. Diese werden durch unterschiedlichst geartete
Bewegungen des Menschen bzw. des Roboters initiiert. Deshalb sind
spezielle Modelle zur Erfassung von Bewegungen no¨tig.
• Der Mensch. Die Handlungsmo¨glichkeiten des menschlichen Benutzers
sowie seine internen Zusta¨nde sind neben der Erkennung zur Demons-
trationszeit auch fu¨r die sichere und benutzerfreundliche Ausfu¨hrung
des Handlungswissens notwendig. Das Wissen hieru¨ber wird in der Mo-
dellierung des menschlichen Benutzers zusammengefaßt.
• Die Aufgabe. Um ein intelligentes Systemverhalten wenigstens zu simu-
lieren, ist es notwendig, Wissen u¨ber die Voraussetzungen, Kontexte,
Ausfu¨hrungsbedingungen, Ziele und Teilziele von Handlungen zu erlan-
gen und vorzuhalten. Dies geschieht in der Aufgabenmodellierung.
Die oben genannten Modellarten sollen in den folgenden Unterabschnitten
weiter detailliert und durch Beispiele aus der Literatur verdeutlicht werden.
2.3.1 Umweltmodelle
Modelle der Umwelt erlauben es, die vielfa¨ltigen Eigenschaften und Einflu¨sse
von Objekten im Umfeld des Menschen bzw. des Roboters zu beru¨cksichti-
gen. Es sind Objekt- und Umweltmodelle mit unterschiedlicher Granularita¨t
und Aussagekraft bezu¨glich geometrischer Beschaffenheit und der Semantik
des Umfelds bekannt. Sie sind die Grundlage fu¨r die Bewertung, Interpre-
tation und Deutung von Handlungen, die die Manipulation von Objekten
beinhalten.
Geometrische Modelle von Objekten in Szenen ko¨nnen als Punkt-,
Kanten- oder Fla¨chenmodellen angefertigt werden. Sie beschreiben das Aus-
sehen der Objekte und ko¨nnen im allgemeinen gut zu Simulationszwecken





























Figure 3: Hand-tracking sequence
2.3 Object Tracking
In this section, we discuss a method for 3-
dimensional object tracking combining object region
search in the 2-dimensional image by color and recog-
nition of the 3-dimensional position and posture of
the object by the ICP method.
Tracking of the object region by color clas-
sification. Generally, searching the object region
in a 2-dimensional image by color offers the advan-
tage that one can obtain the edge of an object region
clearly and at high speed, and the drawback that
recognition of a 3-dimensional object is difficult. On
the other hand, the ICP method can estimate the
posture of an object with complicated form, but it
needs exact range data. However, with the stereo
vision system based on area matching used in this
research, no clear range data of the edges of objects












Color Model Creation via Visibility








Figure 4: Object-tracking sequence
ing the two techniques, they compensate each other’s
faults.
The process flow of object region tracking by color
is shown in Fig.4. Color histograms are generated
from an observation image and the silhouette of an
object model, respectively, and the object region is
extracted by comparison.
The vote box I[r][g][b], a 3-dimensional array which
divides into Qconst pieces each of the 3-dimensions
of color space for storing a color histogram, is pre-
pared. The color histogram of an observation image
is generated by scanning the pixels one by one, and
voting a corresponding color to one corresponding
vote box. Next, the color histogram of an object
model is generated. Object information is given be-
forehand as a geometric model and a color model.
The objects, such as a tool, are usually colored by
two or more colors. Since there are differences in the















Abbildung 2.11: Objekt- und Umweltmodellierung. (a) Objektmodellierung
zur Objektlagenerkennung aus Bildsequenzen (b) Modellierung von Ob-
jekt.Kontaktzusta¨nden (c) Aus Bilddaten extrahierter Weltzustand einer
Blockwelt. Quellen: (a) [Sato et al. 2002], (b-c) [Kuniyoshi et al. 1994].
genutz werden, sowie als Grundlage zur sensorischen Erfassung der Objekte.
[Sato et al. 2002] beschreibt ein Verfahren, das Kantenmodelle von Werk-
zeugobjekten auf einer Arbeitsfla¨che nutzt, um die Objekte zu erkennen sowie
deren Position und Orientierung im Raum zu verfolgen (siehe Abbildung 2.11
(a)). Dies kann dazu dienen, die Handlungen, die mit den Objekten durch-
gefu¨hrt werden, zu erkennen und so die Benutzerhandlung zu interpretieren.
[Kuniyos i et al. 1994] geht noch einen Schritt weiter: Aus Kantenmo-
dellen fu¨r relative Beziehungen von Objekten (siehe Abbildung 2.11 (b)) wird
eine relationale Beschreibung der Objektlagen zueinander entwickelt. Die-
se ist als einfache Blockwelt in Abbildung 2.11 (c) dargestellt. Aus diesen
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Blockwelten ko¨nnen ho¨herwertige semantische Beschreibungen des gesamten
Umfeldes erstellt werden, die zu einer realita¨tsna¨heren Interpretation der Be-
nutzerhandlungen fu¨hren ko¨nnen.
Semantische Objektmodelle gehen u¨ber die rein geometrische Modellie-
rung von Objekten hinaus. Sie fu¨gen den Objekten weitere Eigenschaften
und Bedeutung zu. [Becher et al. 2006] beschreibt ein System zur autono-
men und interaktiven Modellierung von Alltagsgegensta¨nden im Haushalts-
bereich. Objekte sind dabei durch verschiedene Merkmale beschrieben, wie
beispielsweise
”
Objekt ist ein Flu¨ssigkeitsbeha¨lter“ oder
”
Objekt ist trans-
portabel“. Anhand dieser Merkmale kann ein Objekt von Menschen einer Ka-
tegorie zugeordnet werden. Gleichzeitig erlauben es Objektmerkmale, dieses
Objekt mit verschiedenen Aktionen zu assoziieren. Eine solche Sicht erlaubt
einerseits einfache Kommunikation und Interaktion zwischen Mensch und
Maschine, da beide in den selben Kategorien agieren, andererseits ko¨nnen
Instruktionen des Benutzers relativ einfach auf die zugeho¨rigen Objektkate-
gorien abgebildet werden. Zusa¨tzlich zu den Merkmalen hat eine konkrete
Instanz eines Objektes noch Attribute und Attributwerte, die seiner Einzig-
artigkeit gerecht werden. Beispielsweise fallen hierunter die Position und Lage
der Objektinstanz in der Welt oder der aktuelle Fu¨llstand eines Flu¨ssigkeits-
beha¨lters. Hierbei handelt es sich um objektindividuelle, klassenunabha¨ngige
Eigenschaften, die aber unter Umsta¨nden fu¨r die semantische Bewertung von
Handlungen, die diese Instanz eines Objektes manipulieren, von eminenter
Bedeutung sind.
2.3.2 Trajektorienmodelle
Der Repra¨sentation von Bewegungen durch Trajektorien kommt besondere
Bedeutung zu, da es beim Programmieren durch Vormachen letztlich immer
darum geht, Bewegungsdemonstrationen des Menschen auf ein Robotersys-
tem zu u¨bertragen.
[Ijspeert et al. 2002, Schaal et al. 2003a] beschreiben Bewegungen
in kinematischen Koordinaten, z.B. Gelenkwinkeln eines Roboters oder
kartesischen Koordinaten eines Endeffektors. Eine Steuerungsvorgabe
bzw. ein Bewegungsplan wird als nichtlineare dynamische Attraktor-
Differentialgleichung mittels lokal gewichteter Regression8 gelernt, die au-
tonom die gewu¨nschte Trajektorie erzeugt. Abbildung 2.12 (a) zeigt die Auf-
teilung zweidimensionalier Trajektorien in Gelenkwinkelkoordinaten sowie
deren dynamischen Bewegungsplan, welcher mittels Regression der nicht-
linearen Differentialgleichungen erzeugt wurde. Zyklische, repetitive Bewe-
8engl.: locally weighted regression
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Figure 6: Error between predictions of the CPs and recorded
movements. The targets of the recorded movements which were
used for fitting each of the five CPs are shown with circles. The
widths of the squares are proportional to the squared error
measurements as described in the text.
tend to follow similar trajectories.2 Second, a CP is a sig-
nificantly better predictor of recorded movements which
are made towards targets located above or below the orig-
inal target, compared to targets located left or right to
that target. This is in agreement with our observation
that human trajectories in our recordings present qualita-
tive differences between left and right —which therefore
require different CPs— and only quantitative differences
between top and bottom —which can be represented by a
single CP with different goals.
Note that the purpose of our CPs is not to explain hu-
man motor control, and there is no reason to expect that
a single CP could predict all these human reaching move-
ments. As mentioned above, the movements exhibit qual-
itative differences in joint space. One would need some
cartesian space criterion (e.g straight line of the end point
of the arm) and some optimization criterion (e.g. min-
imum torque change) to explain human motor control.
Our purpose is rather to develop a system to be used in
humanoid robotics which can accurately encode specific
trajectories, replay them robustly, and modulate them to
different goals easily. Here we observe that, for the spe-
cific trajectories that we recorded from human subjects, a
CP fitted towards a particular target has the additional
property of being a good predictor for human movements
to neighbor targets.
Experiments implementing the trajectories in a real
robot can be found in [2]. The movements per-
2Because of the variability of human movements, the prediction
error for the recorded trajectories towards the same targets as those
used for the fitting are not zero, as the two other instantiations might
vary slightly from the trajectory used for the fitting.
















































































































Figure 7: Examples of two-dimensional trajectories fitted by
the CPs. The demonstrated and fitted trajectories are shown
with dotted and continuous lines, respectively.

















Figure 8: Correlation between the weight vectors of the 20
characters (5 of each letter) fitted by the system. The gray scale
is proportional to the correlation, with black corresponding to a
correlation of +1 (max. correlation) and white to a correlation
of 0 or smaller.
formed by the robot appear strinkingly human-like.
Movies of the recorded trajectories and those per-
formed by the robot can be found at http://www-
clmc.usc.edu/∼ijspeert/humanoid.html.
4.3 Experiment 2: Comparison of trajec-
tories in parameter space
An interesting aspect of the CPs is that trajectories with
similar velocity profiles tend to have similar wi parame-
ters, and the CPs can therefore be used to classify move-
ments. To illustrate this, we carried out a simple task of
fitting two-dimensional trajectories performed by a human
user when drawing two-dimensional single-stroke patterns.
Four characters — I, C, R and A — from the Graffiti al-
phabet used in hand-held computers were chosen. These
characters are drawn in a single stroke, and are fed as two
trajectories x(t) and y(t) to be fitted by our system. Five
examples of each character were presented. Using two sets
of 25 parameters wi (one per dimension), each character
was fitted in a single iteration with very little residual er-
ror (Figure 7).
Given the temporal and spatial invariance of our policy
representation, trajectories that are topologically similar
tend to be fit by similar parameters wi. In particular,
computing the correlation w
T
awb
|wa||wb| between the parameter
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The system is addressing the correspondence prob-
lem for dissimilarly embodied imitators, so the how
to imitate module must produce action commands
that can be used by multiple different target platforms
as imitator agents, both in simulation (software) and
hardware (robots).
Eac particular target platform will pose different
embodiment restrictions and constraints to the ac-
tions, states and effects it can achieve, and eventually
to the quality and character of the imitation.
The demonstrator and the imitator might share the
same workspace or they might operate in different
ones. Even in the same workspace, unless the objects
and agents positions are arranged back into the same
initial configuration before the imitative behaviour,
the context will be different and the imitator therefore
has to take that into consideration when imitating.
Two targeted platforms are used in the current re-
alization of the system, both implemented using the
WebotsTM robot simulation software.
2.5.1 Three Robots As Objects
In the first imitator platform, the imitator’s workspace
contains no objects. Instead, the imitator is ‘embod-
ied’ as three mobile robots, each corresponding to
one of the objects manipulated by the demonstrator
(see Figure 5). Each robot is square 4cm by 4cm (so
in this case, besides dissimilar demonstrator-imitator
embodiments, there is also dissimilar object corre-
spondence, mapping the objects to mobile robots).
Figure 6: The manipulator and three objects imita-
tor platform.
The robots can follow the individual trajectories of
the objects as arranged by the demonstrator, but can-
not match the orientation (while moving) because
they are differential wheel robots. Therefore the an-
gular effect aspect will be ignored when they imitate,
matching only the displacement effect aspect.
In the simulation, as the robots move around the
workspace, they leave behind a colored trail (of same
color as themselves and their corresponding objects)
to help visualize the imitated trajectories.
2.5.2 Manipulator and Three Objects
In the second targeted imitator platform, the imita-
tor’s workspace contains three objects, of the same
size and color as the corresponding objects in the
demonstrator’s workspace (in this case). The imitator
is embodied as a single arm manipulator, positioned
above the workspace and able to pick-up, move and
rotate the three objects (see Figure 6). This embod-
iment, although dissimilar to the one of the human
demonstrator, is nevertheless able to match both dis-
placement and angular effect aspects of the demon-
stration.
As the objects are moved (and rotated) around the
workspace by the manipulator in the simulation, they
leave behind a colored trail (of same color as them-
selves) to help visualize the imitated trajectories. The
manipulator is shown as a vertical yellow cylinder
mounted at the end of a bar positioned above the
workspace.
2.6 How to ImitateModule
The how to imitate module uses the captured data
from the demonstration, the metrics and the sub-goal
granularity discovered by the what to imitate mod-
ule to produce a sequence of action commands for an
agent to execute and imitate. These action commands
(b)
Fig. 5. A,B,C: Snapshots of 3 steps during the reproduction of the ”Chess
Task”. Bottom left: in solid line, projection along the 2 first dimension of the
latent space of the desired trajectory !xd(t) for the robot’s hand. The contin-
uous time-dependent weight matrix Wx(t) is depicted as a superposition of
ellips s, repr senting the task constraints along the trajectory.















!xdk( ) are the regre sion output for each associated Gaussian
component k and wk(t) the corresponding weight, that mea-
sures the relative influence of the Gaussian component k. pik
is the prior probability on the Gaussian component k. Finally,
!xd(t) is the desired trajectory, a generalized form of the
motion learned during training, which will be used during the
reconstruction, as we explain next.
B. Constructing the metric
[18] proposed a general formalism for determining the cost
function of an imitation task. Here, we extend this work and
consider a time-dependent v rsion of the orig nal cost function
H . This generic cost function measures the variations of the
constraints and of the dependencies across the variables over
time. It is continuous, positive, definite and can be estimated
at any time along the trajectory, by interpolating between the
finite set of Gaussians used to encode the trajectories.
Let {!θd(t), !xd(t)} be the desired trajectories for the joints
and hand path, generalized forms of the signals gathered
during the demonstrations. Let {!θ(t), !x(t)} be the candidate
trajectories for reproducing the motions. The metric of imita-
Fig. 6. Probabilistic encoding of the ”Sugar Task” (bottom left), by
projecting along the first 2 dimensions of !xd(t). The continuous generalized
trajectory !xd(t) is represented in solid line, with associated weight matrix
Wx(t) depicted as a superposition of ellipses.
tion performance (cost function for the task) H is given by:











!x(t)− !xd(t))T Wx(t) (!x(t)− !xd(t)) (1)
H=0 correspo ds to a perfect r production. The diagonal
elements of theWθ(t) (4×4 matrix) andWx(t) (3×3 matrix)
matrices give a measure of the relative importance of each set
of variables, while the other elements give a measure of the
correlations across the joint angles and the 3D hand position.























Wx(t) (respectively Wθ(t)) is the inverse of a normalized
sum of the covariance matrices in the GMM/HMM repre-
sentation. p
(
k|!xd(t)) (respectively p(k|!θd(t))) weights the
influence of each component k in the generalized position
!xd(t) at time t (respectively !θd(t))4. As !θd(t) and !xd(t) can
be estimated continuously by regressi n, Wx(t) and Wθ(t)
can also be estimated continuously. Fig. 5 and 6 show the
generalized trajectories and associated weight matrix. Note
that, for clarity in the notation, we will omit the vectorial
notations and the time index for the rest of the developments.
4In practice, a filtered version of p was used, by applying a local regres-
sion smoothing process. This insures to have smoother transitions between
covariance matrix
(c)
Abbildung 2.12: Trajektorienmodelle. (a) Bewegungsbeschreibung durch
Gelenkwinkelkoordinaten. (b) Beschreibung von Schwarmverhalten durch
Multi-Roboter-Trajekt rien. (c) Trajektorienschlauch zur gezielten Be-
schra¨nkung von Bewegungen. Quellen: (a) [Ijspeert et al. 2002], (b)
[Alissandrakis et al. 2005] (c) [Calinon et al. 2006]
gungsbahnen werden in [D’Souza et al. 2001] mittels a¨hnli her Verfahren
behandelt und gelernt.
[Ali sandrakis et al. 2005] verallgemeinert Trajektorien auf die Ge-
samtbewegungen ei es Robot rschwarms. Es gelingt, bestimmte Schwarm-
verhalt durch Le nen von einem Modellverhalten zu erzeugen und auf
mehreren Robotern simuliert zur Ausfu¨hrung zu bringen (siehe Abbildung
2.12 (b)). Besonderer Augenmerk wird dabei auf die notwendige gegenseiti-
ge Perzeption und Synchronisation der Agenten, die einen Roboterschwarm
formen, gelegt (siehe auch [Alissandrakis et al. 2003b]).
Ein wesentlicher Nachteil Trajektorien-basierter V fahren ist sicherliche
die mangelde Generalisierungsfa¨higkeit. Wu¨nschenswe t wa¨re es, nicht u
einzelne Bewegungen zu lernen, so d rn komplette Trajektor enkorridore.
[Yeasin und Chaudhuri 2000] fasst unterschiedliche Trajektorien zu
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trackers that are fixed on the human body), it is required to
identify certain feature points on the human body. This is done
following the H—Anim Specification (see [19]).
D. Joint Model
The joint model is based on the concept of introducing
elastic bands into the body model. These elastic bands repre-
sent the joint constraints. For the ICP algorithm, these elastic
bands can be modeled as artificial correspondences and will





Fig. 2. Different joint type models. Universal Joint 3 DoF a), Hinge Joint 1
DoF + 2 restricted DoF b), Elliptic Joint 3 restricted DoF c)
For each junction of model parts, a set of elastic bands
is defined (see fig. 2). These relations set up corresponding
points on both model parts. The corresponding points can then
be used within the model fitting process to adjust the model
configuration according to all sensor data input and to the
defined constraints.
This approach allows for modeling of different joint types.
Within the described tracking system, three types are used:
• Universal Joints have 3 full degrees of freedom (e.g.
human shoulder).
Universal joints are modeled by one point-to-point cor-
respondence (one elastic band), see fig. 2 a).
• Hinge Joints have one real degree of freedom, the others
being almost fixed (e.g. elbow or knee).
Hinge joints are modeled by a set of correspondences
which are distributed along a straight line, see fig. 2 b).
• Elliptic Joints have all degrees of freedom highly re-
stricted. An example on the human body is the neck:
Motion is possible in all 3 degrees of freedom, but very
limited in range.
Elliptic joints are modeled by a set of correspondences
distributed along an ellipse, see fig. 2 c).
For details of the joint model, see also [20].
IV. SENSOR FUSION ALGORITHM FOR TRACKING
The goal of the VooDoo tracking system is to track the
posture of a human body in 3d by matching the internal 3d
body model with the current input sensor data. Thus, the
tracking system offers three interfaces: sensor data stream
(input), parameter configuration (input), and current posture
estimation (output). All sensor data formats that can be ex-
ploited are described in section IV-A. The configuration values
we have identified will be described in sec. IV-B along with
the processing steps.
The current posture estimation output is given with respect
to the hierarchical body model defined in sec. III-C. In each
time step, the whole body model is provided. This allows for
changes not only in the body pose (joint angle space), but also
for changes in the model itself (configuration and parameters
of the body model). This may concern scaling of the model for
different persons with varying body heights, or even addition
and deletion of body parts in case of changing tracking targets
or other effects. This can be useful e.g. if the tracked person
is holding and handling a big object, which then can be added
easily to the tracked configuration.
The VooDoo tracking algorithm is depicted in fig. 3. The
next section describes possible input data, while sec. IV-B
depicts the processing steps within the tracking loop.
A. Input data
The proposed tracking algorithm is able to include, process
and fuse different kinds of sensor data (see also fig. 3):
• Free 3d points from ToF-sensors or from pure stereo
depth images. The system has to decide whether to use
these points as measurements of the tracked model. For
a point that is not discarded, the corresponding point on
the model surface is computed.
• 3d points on the human body that are e.g. generated
by a stereo vision system that tracks a person in image
space and generates the corresponding 3d points by stereo
reconstruction.
• 3d points assigned to a single body part may also be
generated by a stereo vision system tracking special body
parts like the face or the hands.
• 3d point-to-point relations are 3d points that can be
assigned to a given point on the tracked human body.
Thus, tracking of special features or points (e.g. with
markers, or magnetic field trackers attached to the human
body) can be integrated.
• 2d point-to-line relations can e.g. be derived from a 2d
image space based tracker. The pixel in the image plane
together with the focal point define a straight line in 3d,
which corresponds to the point on the human body that
has been detected in the image.
This data can originate from any sensor that gives data in
the described format. Of course, all input data has to be
transformed into the tracker coordinate system before it is used
within the system.
B. Processing
The algorithm uses the sensor data input, the configuration
parameters and the model configuration from the last time step.
For the ICP matching algorithm, a list of corresponding
point pairs has to be set up for each limb (see also sec. III-
B). Therefore, all “free” 3d points have to be analyzed in
order to decide whether they correspond to points on the
tracked model. Otherwise, they are discarded. Additionally, all
given correspondences from other tracking procedures and the
background knowledge on joint constraints have to be added
to the correspondences list. Then, the optimal resulting model
(a) (b)
Abbildung 2.13: Modelle des Menschen (a) Kinematisches Mo-
dell des Menschen (b) Geometrisches Oberfla¨chenmodell des Men-
schen in Animationsqualita¨t. Quellen: (a) [Knoop et al. 2006] (b)
[Humanoid Animation Worki g Group 2003].
sogenannten Tr jektorienbu¨ndeln zusammen. A schließend wird durch Mit-
telwertbildung eine Traj k orie erzeugt w lche inn rhalb dieses T aje tori-
enbu¨ndels liegt. So entsteht ein Trajektori nkorridor. Die mo¨glichen Abwei-
chungen von dieser Solltrajektorien bleiben jedoch unquantifiziert, so daß zur
Ausfu¨hrungszeit eine Rest-Unsicherheit bleibt.
Eine andere Mo¨glichkeit wird in [Calinon et al. 2006,
Hersch und Bill rd 2006] beschrieben. Hier wird fu¨r jeden Trajek-
torienpunkt ein eliptischer Freiraum konstruiert, der den mo¨glichen
Trajektorienverlauf abdeckt. Dadurch wird es mo¨glich, nicht nur den maxi-
mal mo¨glichen Abstand der durchgefu¨hrten Trajektorie zur Solltrajektorie
anzugeben, zusa¨tzlich ko¨nne bestimmte Dimensionen, in denen gro¨ßere
Varianz erlaubt ist, explizit von Dimensionen mit ho¨herer Restrikiti n
unterschieden werden. Abbildung 2.12 (c) zeigt dies deutlich am Beispiel
einer Bewegungsaufgabe, die in einigen Teilen sehr beschra¨nkt, in anderen
sehr frei ist.
2.3.3 Mensch- u d Benutzermodelle
Die Erfassung der Inention des Benutzers erfordert genaue Modellierung des
Menschen unter besonderer Beru¨cksichtigung seiner hysischen M¨gli hkei-
ten und Beschra¨nkungen, sowie der Interaktionsmo¨glichkeiten.
[Knoop et al. 2006] beschreibt die kinematischen Bewegungsmo¨glich-
keiten des menschlichen Ko¨rpers durch seine Gelenkkonfigurationen (sie-
he Abbildung 2.13 (a)). Hierbei wird zwischen Kugel-, Knick- und el-
liptischen Gelenkformen unterschieden. Dieses Modell erlaubt es, mo¨gli-
che Bewegungen zu bestimmen sowie diese in Bildfolgen wiederzuerken-
nen. Ein deutlich detaillierteres Modell des menschlichen Ko¨rpers wird in
[Humanoid Animation Working Group 2003] standardisiert (siehe Ab-
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Abbildung 2.14: Funktionalita¨tsmodelle des Menschen am Beispiel von Greif-
mo¨glichkeiten der menschlichen Hand. Quelle: [Cutkosky 1989]
bildung 2.13 (b)). Dies erlaubt eine realita¨tsnahe Darstellung und ist insbe-
sondere fu¨r den Animationsbereich ausgelegt.
Eine funktionale Modellierung menschlicher Griffarten wird in
[Cutkosky 1989] vorgeschlagen (siehe Abbildung 2.14). Eine solche
erlaubt es, den verwendeten Grifftyp, welchen ein Mensch zum Greifen eines
Objektes gewa¨hlt hat, zu analysieren. Ru¨ckschlu¨sse auf die ausgeu¨bten Kra¨f-
te und Momente sowie die Stabilita¨t eines Griffes ko¨nnen benutzt werden,
um Greifvorga¨nge bei Robotern zu parametrisieren und Handprothesen fu¨r
den Menschen zu optimieren.
Eine Einteilung menschlicher Aktivita¨ten zu Observationszwecken wird in
[Ehrenmann et al. 2003] vorgenommen. Hierbei wird prima¨r zwischen per-
formativen, kommentierenden und kommandierenden Aktionen unterschie-
den (siehe Abbildung 2.15). Je nachdem, welche Aktion vomMenschen durch-
gefu¨hrt wird, muß das Roboterverhalten eventuell angepaßt werden, um die
Zielrichtung der Handlung verstehen zu ko¨nnen, sowie um die Benutzerak-
zeptanz zu maximieren.
Ein Modell fu¨r die Ermu¨dungsprozesse, die mit la¨ngeren Ta¨tigkeiten ein-











































Fig. 1. Overview on user actions classified by purpose.
and the geometrical structure of the carried object [7], dynamic grasps
may be categorized by movements of manipulated objects around the
local hand coordinate system [42]. Grasps being performed by two hands
have to take into account synchronicity and parallelism in addition to
single grasp recognition.
Movement: Here, the transport of extremities and of objects has to be
discerned. The first may be further partitioned into movements that re-
quire a specific goal pose and into movements where position changes
underly certain conditions (f.e. force/torque, visibility or collision). On
the other hand, the transfer of objects can be carried out with or with-
out contact. It is very useful to check if the object in the hand has or
has not tool quality. The latter case eases reasoning on the goal of the
operator (f.e.: tool type screwdriver → operator turn screw upwards or
downwards). Todays programming systems support very limited move-
ment patterns only. Transportation movements have been investigated
in block worlds [20, 18, 29, 22, 39] or in simple assembly scenarios [4] and
dedicated observation environments [37, 5, 25, 16]. The issue of movement
analysis is being addressed differently by many researchers in contrast to
Abbildung 2.15: Aktivita¨tssmodelle des Menschen. Quelle:
[Ehrenmann et al. 2003].
hergehen, wird in [Potkonjak et al. 2001] ero¨rtert. Besonders wird hier dar-
auf eingegangen, welche Auswirkungen solche Ermu¨dungserscheinungen auf
die Ausfu¨hrung der Aufgabe haben. B ru¨cksichtigung di ser Faktoren ver-
spricht eine ho¨here Klassifikationsleistung zum Observationszeitpunkt.
2.3.4 Aufgabenmodelle
Trajektorien, Umweltzus a¨nde und Modelle des Menschen reichen in der Re-
gel noch nicht aus, um das Lernen von vollsta¨ndigen Handhabungsoperatio-
nen ausreichend zu stu¨tzen. Zielgerichtete Handlungen des Menschen weisen
meist sehr klare S rukturen auf. Dies ko¨nnen beispi lsw ise durch sequen-
tielle Abla¨ufe, zeitlich parallele Verhalten oder hierarchische Gruppierungen
von Teilaufgaben erzeugt werden. Verschiedene Ansa¨tze wurden erprobt, um
diese strukturierenden Elemente aus Demonstrationen des Menschen sowie
diese in eine rechnerada¨quate Darstellung zu u¨berfu¨hren.
[Chen und McCarragher 2000, Onda et al. 1995] beschreiben unter-
schiedliche Systeme zum Erlernen feinmotorischer Handlungen aus Vorfu¨h-
rungen. Dabei werden aus Demonstrationen einer Aufgabe zum Einfu¨hren
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is reached. Invariant sets are defined as a sequence of transi-
tions which are repeatedly executed along the Markov chain.
Invariant sets are detected by tracking sequences of actions and
testing them for loops. All states that belong to an invariant
set jump to a final state, as shown in Figure 4.
Fig. 4. Hybrid Markov chains for different tasks. The chain for simply
waving an hammer contains just two states. But an error occurred for one
of the experiments in which an additional state, arising from a contact event
with the hammer’s own shadow, is created. Since tasks are executed from
different locations and light conditions, this error is not statistically relevant.
For the task of hammering a nail, contact between the hammer and a nail
creates a transition from state 0 to state 1, while a release creates an opposite
transition. An additional state is created whenever another actuator is holding
the nail. The other graphs correspond to simple, non-oscillatory actions.
III. LEARNING ABOUT OBJECTS
Both object segmentation and recognition problems are
casted under a developmental framework [12]. This strategy
permits learning models of objects first from experimental
human/robot manipulation, and their a-posteriori identification
with or without the agent’s actuation.
A. Extracting The Appearance of Objects and its Boundaries
The set of non-skin moving points tracked over time are
sparse, and hence an algorithm is required to group then into
a meaningful template of the object, as follows. First, an
affine flow-model is applied to the flow data to recruit other
points within uncertainty bounds. Clusters of points moving
coherently are then covered by a non-convex polygon – the
union of a collection of locally convex polygons [11]. This
algorithm is much faster than the minimum cut algorithm [13],
and outputs segmentations (Figure 5) of similar quality to the
active min-cut approach in [14]. Boundaries extraction follows
straightforward, by taking edge gradients from a binary seg-
mentation mask. A deformable contour is then attracted to the
object’s boundary to improve segmentation quality.
B. Object Recognition
Recognition of objects has to occur over a variety of scene
contexts. This led to the development of an object recognition
scheme to recognize objects from color, luminance and shape
cues, or from combinations of them. The recognition strategy
consists of three independent algorithms. The input space for
each of these algorithms consists of different features:
Fig. 5. Samples of object segmentations. (left) Top row shows original
images, while bottom row shows segmentations (right) Segmentations from a
large corpora consisting of tens of thousands of computed segmentations.
Color: Input features consist of groups of connected regions
with similar color
Luminance: Input space consists of groups of connected
regions with similar luminance
Shape:A Hough transform algorithm is applied to a contour
image (which is the output of a Canny edge detector).
Line orientation is determined using Sobel masks.
Pairs of oriented lines are then used as input features
Geometric hashing [15] is a rather useful technique for
high-speed performance. In this method, quasi-invariants are
computed from training data in model images, and then stored
in hash tables. Recognition consists of accessing and counting
the contents of hash buckets. An adaptive Hash table (a hash
table with variable-size buckets) was implemented to store
affine color, luminance and shape invariants (which are view-
independent for small perspective deformations) (see [12] for
this algorithm’s details and experimental results).
IV. CONTROL INTEGRATION
The multi-scale time-frequency analysis developed in Sec-
tion II-C offers an elegant solution for integrating oscilla-
tory and non-oscillatory tasks, or mixtures of both. Indeed,
tasks can be communicated to the robot with simultaneous
frequency and spatial desired contents. The integration of both
rhythmic and non-oscillatory control movements is then driven
by such information stored in the task description.
A. Learning Proprioceptive Maps
Controlling a robotic manipulator on the cartesian 3D space
(eg. to reach out for objects) requires learning its kinematics
– the mapping from joint space to cartesian space – as well
as the inverse kinematics mapping.
1) Visual Maps: The Intel Calibration Library is used to
both detect the corners of a calibration object inserted at the
robot’s end-effector, and to compute the intrinsic and extrinsic
camera parameters. Data for computing the camera intrinsic
parameters is collected by moving both the arm grip and
camera (see Figure 6-1) over a sequence of n = 20 images.
A calibrated camera enables the extraction of the extrinsic
parameters from the calibration object on the robot’s arm grip.
Inverting such transformation gives the transformation from
the camera’s focal center relative to the world referential on
the grid (Rwh, Pwh). Hence, by moving the 7-dof robotic head
around a stationary arm grip (see Figure 6-2), a map from head





Fig. 5. Petri Net for task execution of one arm
net is defined by the 4-tuple N = (P, T,A,m0), where
P = {p1, . . . , pnp} and T = {t1, . . . , tnt} are finite sets
of places and transitions. A is a set of arcs, subset of
(P × T ) ∪ (T × P ) and m0 is the initial marking. The
set of places describes the states of the system, and the set
of transitions defines events that can change the state of
the system.
TABLE I
CONDITION AND EVENTS FOR ONE ARM
Conditions (places) Events (Transitions)
S1 Arm is active T1 Task execution is completed
S2 Arm is ready T2 Task execution is not completed
Figure 5 represents a Petri net for modeling one arm
tasks. The associated places and transitions are given in
table I. The shown initial marking indicates the state ready
of the arm. The task execution can be invoked by firing
the transition T2 which leads to the state active. The Petri
net in figure 6 results from the synchronous composition
of two one-arm nets for the coordination of dual-arm task
execution. The descriptions of the transitions and events










Fig. 6. Petri Net for dual-arm coordinated task execution
The coordination of the dual-arm motion takes place
through the common transitions 5, 6, and 7. Firing the
transition 5 or 6 denotes respectively the task execution
through the left arm or the right arm under the condition
that both arms are ready. Firing of transition 7 denotes the
simultaneous and parallel execution of tasks through both
arms.
In order to provide a mechanism for dealing with the
duration of the execution of EO’s, deterministic time delays
are introduced for transitions.
TABLE II
CONDITIONS FOR THE DUAL-ARM PETRI NET
Conditions
A1 Left arm is active
A2 Left arm is ready
B1 Right arm is active
B2 Right arm is ready
TABLE III
TRANSITIONS AND THEIR MEANING FOR THE DUAL-ARM PETRI NET.
Events Description Pre- Post-
condition condition
1 Left arm task is completed A1 A2
2 Right arm task is completed B1 B2
3 New task for left arm A2 A1
4 New task for right arm B2 B1
5 New task for left arm A2, B2 A1, B2
6 New task for right arm A2, B2 A2, B1
7 New task for left and right arm A2, B2 A1, B1
VI. EXPERIMENTAL SETUP
As an experimental execution system the humanoid
robot ARMAR has been used. Coordinated tasks learned
by our PbD-system were mapped, adapted and executed on
this robot. The following section gives a brief description
of the robot system.
A. The Humanoid Robot ARMAR
The humanoid robot ARMAR [18] has 23 mechanical
degrees-of-freedom (DOF): 7 for each arm, 2 for the head,
3 for the torso and 1 for each of the jaw grippers. The arms
are designed in an anthropomorphic manner and resemble
the shape and motion behavior of the human arm. Each
arm is equipped with a 6 DOFs force torque sensor [19]
on the wrist. Different inverse kinematics algorithms [20]
are provided for the programming of manipulation tasks.
B. Control Architecture
This section shows how a Macro operator is processed
through the control architecture of the robot and further
describes the correlation between the Macro operator and
the architecture layers. The control architecture [16] was
designed according to the following summarized global
criteria:
• Flexibility and modularity to cope with various tasks
and to allow the addition of further tasks and hardware
and software modules in a simple manner. This is a
very important featur for the process of integration.
• Real-time performance to allow a prompt response to
varying environments and exceptions which can occur
during the task execution.
(b)
Abbildung 2.16: Aufgabenmodelle I. (a) Endliche Aut m ten zur Repra¨sen-
tation zeitlicher Abfolgen von Teilaufgaben bei Erledigung unter chiedlicher
Ta¨tigkeiten. (b) Petrinetz zur Koordination zweiha¨ndiger Operationen und
Ereignisse. Quellen (a) [Arsenio 2004] (b) [Z¨llner et al. 2004]
einer Spindel in eine Haltevorrichtung entscheidende Schlu¨sselpunkte einer
Demonstration identifiziert. Deren konkrete Abfolge wird anschließend in ei-
nem endlichen Automaten repra¨sentiert. Endliche Automaten sind ein in de
Informatik bereits fru¨h entwickeltes Konzept und verfu¨gen u¨ber einen ho-
hen Grad an Formalisierung und eine gesicherte theoretische Basis, auf der
sich sequentielle Repra¨sentationen zeitlich aufeinanderfolgender Ereignisse,
wie z.B. von Kontaktzusta¨nden bei Objektmanipulationen, darstellen lassen.
[Arsenio 2004] benutzt eine a¨hnliche Repra¨sentation fu¨r endliche Zustands-
automaten, um verschiedene Aktionen (Winken mit einem Hammer in der
Hand, Einha¨mmern eines Nagels, Fallenlassen eines Objekts, und Aufnehmen
eines Objekts) voneinander zu unterscheiden (siehe Abbildung 2.16 (a))
Eine Repra¨sentation a¨hnlicher Ma¨chtigkeit wie Endliche Zustandsauto-
maten stellen Petrinetze dar. [Zo¨llner et al. 2004] betont deren gute Eig-
nung fu¨r die zeitliche Koordination von Aktionen innerhalb von Robotersys-
temen, da Petrinetze nicht nur rein sequentielle Abfolgen von Operationen
sondern auch noch das asynchrone Auftreten unterschiedlicher Ereignisse be-
ru¨cksichtigen. Das erlau t es, zweiha¨ndige Manipulationen, wie beispielsweise
das Aufschrauben einer Kaffeedose, einfach zu modellieren (siehe Abbildung
2.16 (b)) und auf dem zweiarmigen Roboter Armar zur Ausfu¨hrung zu brin-
gen.
[Nicolescu und Mataric 2004] stellt ei System vor, welche die
gleichzeitig aktiven Verhalten eines Roboters mit Navigationsfa¨higkeiten aus
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a mapping between what it observes and what it can perform.
This provides the information needed for learning by observa-
tion. This also stands in contrast to traditional behavior-based
systems, which do not involve explicit goal representation and
thus any computational reflection.
Of course, if the robot is shown actions or effects for which
it does not have any behavior representation, it will not be able
to observe or learn from those experiences. For the purposes of
our research, it is reasonable to accept this constraint; we are
not aiming to teach a robot new behaviors but to show the robot
how to use its existing capabilities in order to perform more
complicated tasks.
Next, we present the algorithm that constructs the task rep-
resentation from the observations the robot has gathered during
the demonstration.
B. Building the Task Representation from Observations
During the demonstration, the robot acquires the status of the
postconditions for all of its behaviors, as well as the values of
the relevant behavior parameters. For example, for theTracking
behavior, which takes as parameters a desired angle and distance
to a target, the robot continuously records the observed angle
and distance whenever the target is visible, i.e., the Tracking
behavior’s postconditions are true). The last observed values are
kept as learned parameters for that behavior.
Before describing the algorithm, we present a few notational
considerations. Similar to the interval-based time representation
of [16], we consider that for any behaviors and , the post-
conditions of being met and behavior being active are time
extended events that take place during the intervals
and , respectively (Fig. 2).
• If and , behavior is a predecessor
of behavior . Moreover, if , the postcondi-
tions of are permanent preconditions for (case 1).
Else, the postconditions of are enabling preconditions
for (case 2).
• If , behavior is a predecessor of behavior
and the postconditions of are ordering constraints for
(case 3).
Behavior Network Construction:
1) Filter data to eliminate false indications of behavior ef-
fects. These cases are detected by having very small dura-
tions or unreasonable values of the behavior parameters.
2) Build a list of intervals for which the effects of any be-
havior have been true, ordered by the time these events
happened. These intervals contain information about the
behavior they belong to and the values of the parameters
(if any) at the end of the interval. Multiple intervals re-
lated to the same behavior generate different instances of
that behavior.
3) Initialize the behavior network as empty.
4) For each interval in the list, add to the behavior network
an instance of the behavior it corresponds to. Each be-
havior is identified by a unique ID to differentiate be-
tween possible multiple instances of the same behavior.
5) For each interval in the list:
For each interval at its right in the list:
Fig. 2. Precondition types.
Compare the end-points of the interval with those of
all other intervals on its right in the list. (We denote
the behavior represented by as and the behaviors
represented in turn by with ).
• If , then the postconditions of are perma-
nent preconditions for (case 1). Add this perma-
nent link to behavior in the network.
• If and , then the postconditions
are enabling preconditions for (case 2). Add this
enabling link to behavior in the network.
• If , then the postconditions of are ordering
constraints for (case 3). Add this ordering link to
behavior in the network.
The general idea of the algorithm is to find the intervals
when the postconditions of the behaviors were true (as detected
from observations) and to determine the temporal ordering
of those: whether they occurred in strict sequence or if they
overlapped. The resulting list of intervals is ordered temporally,
so one-directional comparisons are sufficient; no reverse
precondition–postcondition dependencies could exist.
IV. COMMUNICATION BY ACTING—A MEANS FOR
ROBOT-HUMAN INTERACTION
Our goal is to extend a robot’s model of interaction with hu-
mans so that it can induce a human to assist it by being able
to express its intentions in a way that humans could easily un-
derstand. The ability to communicate relies on the existence of
a shared language between a “speaker” and a “listener.” The
quotes above express the fact that there are multiple forms of
language, using different means of communication, some of
which are not based on spoken language, and therefore, the
terms are used in a generic way. In what follows, we discuss
the different means which can be employed for communication
and their use in current approaches to human–robot interaction.
We then describe our own approach.
A. Language and Communication in Human–Robot Domains
Webster’s Dictionary gives two definitions for language, dif-
ferentiated by the elements that constitute the basis for commu-
nication. Interestingly, the definitions correspond well to two
distinct approaches to communication in the human–robot in-
teraction domain.
Definition 1: Language is a systematic means of commu-
nicating ideas or feelings by the use of conventionalized signs,
sounds, gestures, or marks having understood meanings.
Most of the approaches to human–robot interaction so far fit
into this category, since they rely on using predefined, common
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Fig. 6. An example process of incrementally acquiring task knowledge.
are missing. The robot first requests to teach the hand
motion sequence for the task. (b) Aft r acquiring the
sequence, the r bot notices tha the sensing skills for the
first motion are missing and requests them. (c) Given the
necessary sensing skills, the robot then notices some of
object properties, on which the sensing skills depend, are
missing and requests them. (d) Given necessary object
properties, the robot is now performs the first two motions.
Before executing the last motion, the robot requests the
corresponding sensing skills to complete the task model.
In g nerating a query, the robot examines the state of
the task model and selects the issing piece of knowledge
which is most necessary in executing the current operation.
The most necessary one is determined basically by a depth-
first search of the dependency network starting fro the top
level task description (see Fig. 6).
B. Teaching Examples
This subsection describes an actual res lt of teaching
sensing skills for open door task in Fig. 3. The teaching
process follows the above general strategy for task model-
based interactive teaching.
The examples below show the cases where the robot
acquires sensing skills which are necessary for determining
the finish condition of hand motions. The state of the task
model and the actual robot state (where it changes) at each
step of interaction are described. The process starts where
the robot has already known the models of the robot and
the refrigerator and the trajectories with tolerances.
The first example (see Fig. 7) shows the acquisition of
the sensing skill for move to align motion.
(a) The robot moves the hand to the starting position of
move to align motion, and asks the user which condition
needs to be specified now.
(b) The user selects to specify the sensing skill for the
finish condition. Since the hand is supposed not to touch
the refrigerator at the finish position, the robot proposes to
use a vision (template-based position control, in this case).
(c) The user confirms the proposition and the robot moves
the hand to the specified finish position. The finish position
may be slightly different from the true one in the trajectory
due to the uncertainty in the relative position between the
refrigerator and the robot. At the finish position, the robot
shows the user the image of the hand camera and asks to
specify the target position.
(d) Since the hand camera moves almost in parallel with
ts image plane and thus the vision is used for a horizontal
positioning in the image, a wide rectangular template image
is determined around the user-specified target position.
Then the robot moves the hand from the starting position
again and stops when the template image matches with the
center of the input image, and asks the user to verify it (i.e.,
to verify whether the correct target position is localized
using the template) (see Fig. 8 for an interactive verification
on GUI). If the template is verified, the sensing skill using
the template is registered.
The second example (see Fig. 9) shows the acquisition
of the sensing skill for move to touch motion.
(a) Since at the finish position, the robot is expected to
touch with the refrigerator and the hand direction is aligned
to the trajectory, the robot proposes to use the Z component
of the force sensor data.
(b) The robot moves the hand until the force in the hand
orientation reaches a predetermined threshold, and asks
the user if the current stopping position is appropriate. If
the answer is yes, the force sensing skill with the current
threshold is registered; otherwise, the robot moves the hand
(b)
Abbildung 2.17: Aufgabenmodelle II. (a) Sequentielle und nebenla¨ufige
Verhalten. (b) Hierarchische Dekomposition von Aufgaben. Quellen: (a)
[Nicolescu und Mataric 2001b] (b) [Miura et al. 2004]
Benutzervorfu¨hrungen einer Navigationsaufgabe erlernt. Hierbei treten ver-
schiedene Verhalten wie
”
Suchen eines orangen Objektes“ oder
”
Verfolgen
der na¨chsten Wand“ auf. Diese Verhalten werden in den Handlungen des Be-
nutzers detektiert und in ihrer zeitlichen Abfolge oder Nebenla¨ufigkeit erfasst
(siehe Abbildung 2.17 (a)). Eine verha¨ltnisma¨ßig informelle Beschreibung der
Vorrang- und Nebenla¨ufigkeitsbeziehungen wurde gewa¨hlt, um dem System
zu großer Generalisierungsfa¨higkeit zu verhelfen. Diese wird beno¨tigt, um
aus unterschiedlichen Auspra¨gungen von Lo¨sungen fu¨r dieselbe Navigations-
aufgabe, die jedoch in unterschiedlichen Umgebungen durchgefu¨hrt wurden,
eine allgemeine Repra¨sentation zu erstellen. Fehlerhaft detektierte Verhalten
werden eliminiert.
Systemen, welche eine weitere Spanne von zu lernenden Aufgaben ab-
decken sollen, reichen solche Aufgabenrepra¨sentationen jedoch immer noch
nicht aus. Die Schwierigkeit liegt oft in den unterschiedlichem Abstraktions-
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with the use of different metrics and sub-goal 
granularities.  
For a more detailed description of chessworld and the 
ALICE implementation in this test-bed, see 
(Alissandrakis et al, 2002). 
 
4  The Robotic Arm test-bed 
The robotic arm test-bed was created as a simple, yet 
“rich enough” environment that would allow for several 
interacting model and imitator agents, having dissimilar 
embodiments to each other. Each agent (see Fig. 2) 
occupies a two-dimensional workspace and is embodied 
as a robotic arm that can have any number of rotary 
joints, each of varying length. The agent embodiment 
can be described as the vector L = [l1 l2 l3 … ln], where 
li is the length of the i
th
 joint. 
There are no complex physics in the workspace and 
the movement of the arms is simulated using simple 
forward kinematics but without collision detection or 
any static restraints (in other words, the arms can bend 
into each other). Our intention is to demonstrate the 
features of the imitative mechanism and not to build a 
faithful simulator. 
An action of a given agent is defined as a vector 
describing the change of angle for each of the joints,  
A = [ 1 2 3 … n], where n is the number of joints. 
These angles are relative to the previous state of the arm 
and can only have three possible values, +10° (anti-
clockwise), 0° or -10° (clockwise). 
A state of an agent is defined as the absolute angle 
for each of the joints, S = [ 1 2 3 … n], where n is the 
number of joints. We can distinguish between the 
previous state and the current state (the state of the arm 
after the current action was executed). As a result of the 
possible actions, the absolute angle at each joint can be 
anywhere in the range of 0° to 360° (modulo 360º), but 
only in multiples of 10°. 
The end tip of the arm can leave a trail of paint as it 
moves along the workspace. The effect is defined as a 
directed straight line segment connecting the end tip of 
the previous and the current states of the arm 
(approximating the paint trail).  The effect is 
implemented as a vector of displacement  
E = (xc - xp, yc - yp), where (xp, yp) and (xc, yc) are the 
end tip coordinates for the previous and current state 
respectively. 
The model pattern is broken down as a sequence of 
actions that move the robotic arm of the agent from the 
previous state to the current state, while leaving a 
behind a trail of paint as the effect. 
The nature of the experimental test-bed with the fixed 
base rotary robotic arms favours circular looping effects 
and the model patterns used in the experiments were 
designed as such (see Fig. 3). 
 
 
Figure 2: Example embodiment. A two-joint robotic 
arm with arms of length l1 and l2, moving from state S0 
(arm completely outstretched along the horizontal axis) 
to state S to state S’ to state S”, as it sequentially 
performs actions A, A’, and A”. Note that the effects are 
not shown in this figure. 
 
 
Figure 3: Four different examples of model 
behaviours. Shown are the effect trails created by the 
end tip of the model agent manipulator arm after a 
complete behavioural pattern. All model agents shown 
have the same embodiment L=[15 15 15]. 
 
Each complete behavioural pattern that returns the 
arm to its initial state observed by the imitator is called 
an exposure, and the imitator is exposed to repeated 
instances of the same behavioural pattern. At the 
beginning of each new exposure it is possible to reset 
the imitating agent to the initial state. This resetting is 
called synchronization in our experiments. 
(a)
Synthesis of Robot’s Behaviors from few Examples
Louis Hugues Alexis Drogoul





This paper addresses the problem of the acquisition of
robot’s behaviors for real environments. It insists on the
interest of learning behaviors during robot’s interaction
with the environment under the control of a human tutor.
The paper presents a learning model conceived to syn-
thesize behaviors from a set of few examples and relying
on a distributed representation of perception/action rela-
tions. The model is experienced on a real robot to learn a
slalom task without giving any a priori information about
the task or any element of the environment. The model ex-
hibits properties that are well adapted to the interactive
learning of concrete behaviors.
1 Introduction
The integration of autonomous mobile robots in real en-
vironments requires to conceive robot behaviors able to
deal with uncompleted, un-precise and uncertain robots
perceptions as well as partially unpredictable actions.
Robots will have to be autonomous in un-modeled dy-
namic e vironments while behaving in ways useful to
human users. The question is therefore how can robots
acquire those behaviors ? Some behaviors can be explic-
itly programmed, but this requires an explicit description
of the tasks and a model of the environment. Some be-
haviors can be learned using teleological methods such
as reinforcement learning [11], or genetic algorithms [6].
This requires again, to define explicitly the behaviors by
the intermediary of a reward or fitness function and to use
a trial-and error scheme impossible to achieve in most en-
vironments.
From the human user point of view, a good way to de-
fine a behavior is to interact directly with the robot in
the destination environment. A set of methods which
could be grouped under the name of Empirical Learning
are gaining interest in the literature. Those methods are
Learning by demonstrations or from examples [1, 7, 12]
, Imitation [9, 8, 3, 2, 4] or more classically Supervised
Learning[14, 13]. Those works concentrate on the acqui-
sition of actions sequence but they rely on predefined and
Figure 1: The robot in the slalom task environment
simplified perceptions such as simple fixed shapes, fixed
color or ad-hoc perceptual behaviors. Contrarily, our ap-
proach is to define a representation of a behavior being
able to capture perceptions/relations without requiring a
priori knowledge to model the perceptual space. We are
particularly interested in finding a minimal representa-
tion of a behavior relying on very simple features. In
the following sections we present the representation and
the learning algorithm used to synthesize behaviors. The
experimentations consisting in learning a slalom task are
then described.
2 A Model for Behavior Learning
The framework of the model is a supervised learning
scheme where the human tutor records several examples
of a target behavior ( ie: a docking manoeuvre, a com-
plex succession of operations in a game or for person as-
sistance ... ) by remote controlling the mobile robot. The
tutor shows several variants of the behavior from differ-
ent postures. The purpose of the learning mechanism is
therefore to produce a synthetic, robust and reusable be-
havior from those heterogeneous parts. If the tutor is not
satisfied of the result he/she can add some new examples
(b)
Abbildung 2.18: Einfache Roboter. (a) Stilisierte Roboter mit 2 Freiheitsgra-
den. (b) Pioneer 2DX Roboter zum Er ernen von Navig tionsaufgaben. Qu l-
len: (a) [Alissandrakis et al. 2003a] (b) [Hugues und Drogoul 2002].
ebenen, auf denen die Erfassung von Handlungswissen stattfindet. Abhilfe
schaffen hier hierarchische Modelle der Aufg ben, wie sie beispielsweis vo
[Miura et al. 2004] vorgestellt werden. Hierbei wird eine komplexer Aufgabe
(z.B. das O¨ffnen einer Tu¨r) in einfachere Teilaufgaben (Bewegung des Grei-
fers zum Tu¨ riff, Schließen des Greif rs, Bewegung des Greifers auf einer
Kreisbahn) zerlegt. Teilaufgaben werden als
”
Makro“ bezeichnet, wenn sie in
weitere Teilaufgaben einer niedrigeren Eben zerlegt werden ko¨nnen, wa¨hrend
”
Primitiven“ atomare Roboteroperation n bezeichnen. Ein solches hierar-
chisches Aufgabenmodell ist als Baumstruktur graphisch darstellbar (siehe
Abbildung 2.17 (b)). Die Makros korrespondieren mit den inneren Knoten,
die Primitiven mit den Bla¨ttern des Baumes.
2.4 Doma¨ne fu¨r H ndlungsler en
In den vorherigen Abschnitten sind bereits unterschiedliche Aufgabenstellun-
gen fu¨r Systeme zum Handlungslernen skizziert worden. In diesem Abschnitt
werden Doma¨nen, d.h. Roboter, deren Aufgaben und Handlungsspielra¨ume
und ihr Umfeld detailliert vorgestellt.
Durch einfache Linien stilisierte, simulierte Roboter mit zwei ro-
tatorischen Freiheitsgraden werden in [Alissandrakis et al. 2002,
Alissandrakis et al. 2003a] benutzt, um zweidimensionale Bewegungs-
muster kinematischer Ketten zu imitieren. Der Roboterstatus ist vollsta¨ndig
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durch die Angabe aller Gelenkstellungen spezifiziert, der Aktionsraum
besteht aus deren Ableitungen (siehe Abbildung 2.18 (a)). Mit solch einem
Robotermodell ist es mo¨glich, kreisfo¨rmige, repetitive Bewegungsmuster von
einem anderen Agenten zu imitieren. Aufgrund eines solchen sehr einfachen
Aufgabenmodells konzentrieren sich die Arbeiten darauf, wie eine Demons-
tration eines Lehrers auf Roboter mit unterschiedlichen kinematischen
Parametern, z.B. unterschiedlich langen Armelementen, abzubilden sind.
Navigationsaufgaben, wie das Durchfahren einer Tu¨r oder eine Slalom-
Fahrt durch einen Raum voller Hindernisse, ko¨nnen mit einem Experimen-
talsystem, wie es in [Hugues und Drogoul 2002] vorgestellt wird, gelernt
werden. Auf eine Pioneer-2DX-Platform wurde ein Kamerasystem montiert.
Das so aufgebaute System wird vom Benutzer mittels Fernsteuerung durch
die Aufgabe gefu¨hrt, wa¨hrend die Kamera eine Sequenz von Videodaten lie-
fert. Automatische Detektion signifikanter Merkmale liefert eine kompaktere
Darstellung der optischen Wahrnehmung des Systems. In Lernschritten kann
eine Perzeptions-Aktions-Relation aufgestellt werden, die in einer Reproduk-
tionsphase die demonstrierten Navigationsaufgaben meistert. Fu¨r die gestell-
ten Anforderungen ist das System sicherlich ausreichend, es ist jedoch nicht in
der Lage, auf dynamischere Umgebungen mit sich bewegenden Hindernissen,
beispielsweise Benutzern oder anderen Robotern, umzugehen.
Eine a¨hnliche Verknu¨pfung zwischen Perzeption und Aktion wird in
[Breazeal et al. 2005, Lockerd und Breazeal 2004] beschrieben. Aus-
gehend von der Hypothese, daß natu¨rliche Kommunikationsmethoden und
bedeutsame Interaktionen zwischen Menschen und Robotern deren Akzep-
tanz deutlich erho¨hen, wird ein System zum Erlernen von Gesichts-Mimikri
vorgestellt. Es wurde ein Roboter entworfen, welcher eine Vielzahl an ak-
tuierbaren Freiheitsgraden im Gesichtsbereich aufweist, um eine reichhaltige
Mimik zu ermo¨glichen (siehe Abbildung 2.19 (a-b)). Der Benutzer wird gebe-
ten, eine Folge zufa¨llig mit dem Roboter erzeugter Gesichtsausdru¨cke (soge-
nanntes Motor Babbling) nachzumachen. Dabei wird er von einem Kamera-
system beobachtet, das markante Merkmalspunkte im Gesicht (Position von
Augenbrauen und Mundwinkel, Blickrichtung) verfolgt. Mittels Neuronaler
Netze wird ein Zusammenhang zwischen den gemessenenen Merkmalsposi-
tionen im Gesicht des Benutzers und den Steuerkommandos fu¨r die Aktorik
des Roboters gelernt. Dieser wird im Imitationsschritt umgekehrt, so dass
der Roboter anschließend in der Lage ist, seine Ausdrucksweise an Mimik
und Stimmungslage seines Gegenu¨bers anzupassen. Dies soll es in zuku¨nfti-
gen Entwicklungsstufen erlauben, sozial intelligente Systeme zu schaffen, die
als solche vom menschlichen Benutzer wahrgenommen und eher akzeptiert
werden, als rein technische Systeme.
[Atkeson und Schaal 1997] beschreibt ein System, das feinmotorige
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5.1 Leonardo the Robot
Our experimental platform is a robot called Leonardo (Leo)—a 64 degree of freedom (DoF) fully
embodied humanoid robot that stands approximately 2.5 feet tall (see Figure 2). The robot’s feet are
permanently affixed to its base, but the robot is otherwise fully articulated. The design is targeted for
rich social exchanges with humans as well as physical interactions with the environment. Hence, the
robot is designed to be able to communicate and gesture to people as well as physically manipulate
objects. The robot has an expressive silicone face (24 DoFs, not including the ears) capable of near-
human-level expression, and an active binocular vision system (4 DoFs), making it an ideal platform
for implementing facial mimicry. In addition, the robot is equipped with two 6 DoF arms, two 3
DoF hands, two actively steerable 3 DoF ears, and a 5 DoF neck, with the remainder of the DoFs in
the shoulders, waist, and hips.
We have also developed a simulated version of Leonardo (Virtual Leonardo, shown in Figure 2),
which shares the same kinematics, sensory input, and cognitive architecture as the physical robot.
This animated version is an exact joint-for-joint model of the real-world Leonardo, and both use the
same behavioral and motor systems (described in the following sections). Thus, the implementation
presented in this article works with both the physical and the simulated robot. Because the silicone
face is not currently on the physical robot, the results in this article are presented on the animated
version so that the expressions are readable.
In order to give Leonardo the ability to locate and identify the facial features of a human partner,
we use the visual sensing software from Nevengineering Inc. (www.nevengineering.com). Their
Axiom ff T software locates a face in an attached camera’s field of view and tracks its features,
returning a set of normalized 2D coordinates for 22 points on the user’s face: 2 points for each
eyebrow, 3 for each eye, 4 for the nose, and 8 for the mouth (see Figure 3). For the results presented
with Virtual Leonardo we used a statically mounted camera. On the physical robot, the software runs
on a camera mounted within one of Leonardo’s eyes.
5.2 Cognitive Architecture Overview
Leonardo’s imitative ability is implemented within an existing cognitive, affective, and behavioral
framework [19]. As a result, interacting with Leonardo is more like interacting with a creature than
like interacting with robot that is specialized for one skill. Figure 4 presents an overview of the
cognitive architecture of our system. In this section, we briefly describe the system components most
relevant to the imitative task at hand.
5.2.1 Perception System
We use a hierarchical mechanism called a percept tree to extract state information from sensory input.
Each node in the tree is called a percept, and more specific percepts are closer to the leaves. Percepts
are atomic perception units, with arbitrarily complex logic, whose job is to recognize and extract
Figure 2 . Leonardo, the robot and virtual simulator. Cosmetically finished (left), with mechanics exposed (center), and
the animated model (right). Character design copyright Stan Winston Studio. Images n MIT Media Lab (left and right
image) and Sam Ogden (center image).
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Abbildung 2.19: Roboter zum Erlernen von feinmotorischen Fa¨higkei-
ten. (a, b) Spielzeugroboter zum Erlernen sozialer Interaktionsmechanis-
men durch Mimik. (c) Roboterarm mit sieben Freiheitsgraden zum Er-
lernen des Pendelaufschwungs. Quellen: (a, b) [Breazeal et al. 2005], (c)
[Atkeson und Schaal 1997]
Fa¨higkeiten, wie den Pendelaufschwung, erlernt. Hierbei ha¨lt die Roboter-
hand die Drehachse eines Pendels, um welche das Pendel wie um ein Gelenk
frei drehbar gelagert ist. Initial ha¨ngt das Pendel gema¨ß der Schwerkraft nach
unten. Das Ziel der Aufgabe besteht darin, die Hand so zu bewegen, daß das
Pendel nach oben schwingt und in der invertierten Position balanciert wird.
Diese Aufgabe ist auch fu¨r den Menschen eine Herausforderung, verlangt sie
doch die Fa¨higkeit guter Hand-Auge-Koordination. Die Vorfu¨hrung der Auf-
gabe durch einen Menschen wird von einem Stereokamerasystem beobachtet
und auf einen hydraulischen Roboterarm mit sieben Freiheitsgraden (siehe
Abbildung 2.19 (c)) u¨bertragen. Mittels Techniken des Versta¨rkungslernens9
wird eine Belohnungsfunktion aus der Beobachtung gelernt und anschlie-
ßend durch weitere eigene Trainingsversuche verfeinert. Basierend auf dem
gelernten Belohnungsmodell wird eine Regelungsstrategie erstellt, welche es
erlaubt, mit Sensorungenauigkeiten, Totzeiten und komplexen dynamischen
Wechselbeziehungen umzugehen.
[Bentivegna und Atkeson 2001, Bentivegna et al. 2002] stellen ein
System vor, welches Spielzu¨ge im AirHockey10 von seinen Gegnern erlernt und
anwenden kann (siehe Abbildung 2.20(a)). Die Bewegungen des Gegnerischen
Paddles, und des Pucks werden von einem humanoiden Roboter mittels eines
im Sensorkopf integrierten Stereokamerasystems verfolgt und analysiert. Die
Vielzahl von Freiheitsgraden, die der humanoide Roboter aufweist, werden
9engl.: reinforcement learning
10Brettspiel, welches hohe Anforderungen an Reaktionsfa¨higkeit der Spieler stellt, bei
dem ein Puck mit gezielten Schla¨gen in das gegnerische Tor befo¨rdert werden muß
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Abbildung 2.20: Roboter-Torsi. (a) Erkennung und Ausfu¨hrung elemen-
tarer Spielzu¨ge im Spiel AirHockey. Lernen von Werkzeughandhabungen
mit dem Weltraumroboter Robonaut. Quellen: (a) [Bentivegna 2004] (b)
[Bluethmann et al. 2004]
jedoch zugunsten der numerischen Beherrschbarkeit des Lernproblems einge-
schra¨nkt auf die Oberko¨rper-Aktuatoren, was aber immer noch 17 Gelenk-
winkelfreiheitsgraden entspricht. Dennoch erzielt das System Leistungen, die
durchaus im Bereich menschlicher Spieler liegen. Interessant ist hierbei, dass
bereits mit einer einfachen inversen Kinematik, na¨mlich der Interpolation
zwischen 6 verschiedenen, im kartesischen sowie im Gelenkwinkelraum genau
bekannten Positionen, zufriedenstellende Resultate erzielt werden ko¨nnen.
Ein System zum Erlernen von Werkzeughandhabungen, das aus einem
menschena¨hnlichen Torso mit zwei Armen und einem Sensorkopf besteht
(siehe Abbildung 2.20 (b)), wird in [Bluethmann et al. 2004] vorgestellt.
Das System, dessen Einsatzszenarien sowohl unterstu¨tzende Funktionen beim
Auf- und Ausbau von Raumstationen in Zusammenarbeit mit menschlichen
Astronauten, als auch autonome Exploration fremder Planeten vorsehen, ist
in der Lage, sowohl von menschlichen Instruktionen aus der direkten Um-
gebung zu lernen, als auch von einem entfernten Teleoperateur. In beiden
Fa¨llen werden die relevanten senso-motorischen Merkmale einer Aufgabe fu¨r
die Ausfu¨hrung von beispielsweise dem Anziehen von Muttern und Schrau-
ben gelernt. Betrachtet man die verwendete Methodik genauer, so fa¨llt eine
scharfe Trennung zwischen dem Lernen senso-motorischer Fa¨higkeiten und
dem Lernen auf der Aufgaben-Ebene auf. Das Lernen selber erfolgt in vier
verschiedenen Phasen: Zuerst werden die Sensordaten und Motorsteuerungs-
kommandos abgetastet und als Zeitserien gespeichert. Mittels heuristischer
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Bestimmung der Sensor-Motor-Koordinationspunkte wird der Datenstrom in
Episoden zerteilt. Jeweils zueinandergeho¨rige Episoden aus unterschiedlichen
Demonstrationen werden anschließend normalisiert und gemittelt, die zuletzt
in generalisierte Bewegungen zur Ausfu¨hrung verfu¨gbar gemacht werden.
Ein System zum Lernen von Handhabungungen im Haushalts- und Werk-
stattbereich stellt [Ehrenmann et al. 2002] vor. Zusa¨tzlich zu dem vorheri-
gen vorgestellten Roboter ist es zur Lokomotion mittels einer radgetriebenen
Plattform in der Lage, so daß es seinem Benutzer zur Erledigung kooperati-
ver Aufgaben folgen kann. Nach einer mit unterschiedlichen Sensoren erfol-
genden Observationsphase werden die Demonstrationen segmentiert, indem
gezielt nach Griffen sowie Umkehrpunkten in Trajektorien gesucht wird. Die
Segmente werden anschließend semantisch analysiert und in eine hierarchi-
sche Abstraktion und Repra¨sentation des Handlungswissen u¨berfu¨hrt. Aus
der semantischen Analyse kann zum Ausfu¨hrungszeitpunkt bestimmt wer-
den, ob das Handlungswissen in einem bestimmten Kontext anwendbar ist,
zum gewu¨nschten Ziel fu¨hrt und welche Vorbedingungen zur Ausfu¨hrbarkeit
vorhanden sind bzw. erst noch geschaffen werden mu¨ssen. Die Abbildung
von dem im menschlichen Handlungsraum repra¨sentierten Handlungswissen
in den senso-motorischen Ausfu¨hrungsraum des Roboters Albert (siehe Ab-
bildung 2.21 (a)) erfolgt mittels eines regelbasierten Expertensystems. Vor
der Ausfu¨hrung kann das gelernte Handlungswissen simuliert und dem Be-
nutzer visualisiert werden, um interaktiv A¨nderungen und Verbesserungen
vornehmen zu ko¨nnen.
Einen humanoiden Roboter zum Erlernen von Tanzbewegungen pra¨sentie-
ren [Nakaoka et al. 2003] und [Shiratori et al. 2004]. Eine Ta¨nzerin wird
mittels eines Bewegungserfassungssystems bei Bewegungen eines japanischen
Volkstanzes
”
Jongara-bushi“ beobachtet. Anschließend wird eine symboli-
sche Repra¨sentation extrahiert, welche aus unterschiedlichen Primitiven auf-
gebaut ist. Diese Primitiven bestehen aus essentiellen Posen in der Bewegung
der Arme sowie Schrittmustern der Beine. Die Bewegungen der Arme werden
aus den aufgezeichneten generiert. Hierbei mu¨ssen jedoch insbesondere die
dynamischen Beschra¨nkungen des Roboters im Auge behalten werden. Dazu
wird die demonstrierte Trajektorie auf den in der Regel langsameren Roboter
abgebildet, indem die Dynamik innerhalb der erlaubten Bereich direkt ab-
gebildet wird, ausserhalb jedoch einfach mit dem maximal mo¨glichen Wert
abgeschnitten wird. Das dadurch bedingte Hinterherha¨ngen der Trajektorie
wird dadurch vermieden, daß auf dieselbe Weise die Trajektorie ru¨ckwa¨rts si-
muliert wird und anschließend im entstehenden Korridor zwischen den beiden
Trajektorien gemittelt wird.
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might reject certain actions and
movements (confer figure 5).
5 EXPERIMENTS
As programming task, we addressed table laying
among others as an example to demonstrate
feasibility of our approach. For this purpose, we
selected real-world cups and plates in different
forms and colors. The examples were recorded in
our training center (see figure 6). The mapping was
shown with different robot types in simulation. For
execution, our new service robot ALBERT will be
utilized.
The robot is equipped with a stereo camera head
and a 7 DOF light-weight arm which was shipped
by Amtec, Berlin (see figure 7). The arm weighs
about 35kg and can lift objects of up to 10kg with
fully extended modules. A 6 DOF force/torque
sensor supplied by the DLR, Munich interconnects
the arm with the three finger Barrett hand. The
upper body part is mounted on a mobile platform
ODETE which was developed at our  institute.
ODETE is equipped with supersonic sensors and a
planar SICK laserscanner for self-localization and
obstacle recognition [R. Graf and P. Weckesser 98].
With it’s differential drive, the platform will enable
the robot to move freely in a workshop or
household environment.
Since all robot functions are not implemented
yet (force control of the arm), experiments are not
yet finished.
6 FUTURE WORK
For demonstration of a task to the service robot,
the user interface will enhanced. Several interaction
channels will allow for intuitive interaction between
man and machine:
• Speech recognition will be realized using
IBM’s ViaVoice. So graphical dialogues for
user comments will be substituted.
• Gesture recognition considering static and
dynamic gestures. A first approach has already
been tested successfully [Ehrenmann et al.
01a].  Gestures will be used for commanding,
commenting on a demonstration and
responding in user dialogues.
• Beside pick-and-place operations, actions like
dynamic grasps where objects are manipulated
with the fingers during grasping will be
included in the system.
7 CONCLUSION
PbD has shown good results programming
manipulator arms giving users the ability to create
general robot programs without having specific
knowledge about kinematics. Having tested this
approach in a training center and in simulation, now
the programming system will be used for program
generation for the service robot.
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a sequence of joint angles and desired ZMP, and just plays
that motion.
On simulation, the virtual robot can perform the motion
keeping balance along the entire sequence. However, a
support foot slides and the motion becomes unstable
when the robot widely rotates the waist to turn. Balance
modification does not consider horizontal (yaw) element
of moment, which is not concerned with ZMP. Balance
modification should be improved to solve this behavior.
Then we tested the motion on the real robot HRP-1S. As
the first step, we prepared the motion in which leg action
is restricted within squats. In an initial experiment, arms
could not follow the given motion and became unstable.
We had to reduce the speed of the motion as 2.5 times
slow throughout the whole sequence. Then the robot could
perform the whole motion standing on its legs in stable
(Fig. 8).
VI. CONCLUSION
This paper described the system for robots to per-
form dance motions acquired from human dancers. Our
system could generate the robot motions which satisfy
the mechanical constraints and dynamics consistency. We
realized the dance performance by the humanoid robot
standing on its legs. It has been confirmed that the step
primitives are valid for generating feasible leg motions
from complex motions such as dances. However, we
should improve balance modification to consider the yaw
rotation so that more stable motion is acquired. Then we
are going to test the motion including step actions on the
actual robot.
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Abbildung 2.21: Service- und humanoide Roboter. (a) Serviceroboter Albert
mit 6 Freiheitsgraden im Arm einer mobilen Plattform. (b,c) Humanoider
HOAP2-Roboter beim Durchfu¨hren unterschiedlicher Ta¨nze. Quellen: (a)
[Ehrenmann et al. 2002] (b,c) [Nakaoka et al. 2003].
2.5 Psychologische Theorien zum Hand-
lungslernen
In den vergangenen Abschnitten wurde eine Vielzahl technischer Systeme
zum Erlernen von Handlungswissen vom Menschen und ihre Funktionsweisen
vorgestellt. Dabei sind auch die Grenzen und Beschra¨nkungen dieser Verfah-
ren deutlich geworden. Um diese zu u¨berwinden, erscheint es sinnvoll, die
Fa¨higkeiten des Menschen auf dem Gebiet des Erlernens und Erschließens
von Handlungswissen aus Demonstrationen und sozialen Interaktionen ge-
nauer zu betrachten und die dabei angewandten Methoden zu analysieren.
Die psychologischen Theorien zur Akquisition neuen Handlungswis-
sens entstanden in einem klassischen Prozeß Hegelscher Dialektik (siehe
[Hegel 1817]). Sie entstanden evolutiv aus dem Dreischritt zwischen These
und Antithese hin zur Synthese, wobei jeder einzelne Schritt eine bestimmte
wissenschaftliche Schule und damit verbundene Grundannahmen und Ver-
fahren der Evaluation und experimentellen Validierung nach sich zog. Zum
Versta¨ndnis jeder einzelnen Denkschule ist es notwendig, alle drei Standpunk-
te gru¨ndlich zu ero¨rtern, um gegenseitige Abgrenzungen und Unterschiede
u¨berhaupt verstehen und wu¨rdigen zu ko¨nnen.
Die dispositive Hypothese, geht davon aus, daß Kognition und Hand-
lungen entscheidend determiniert sind von Motivationskra¨ften in Form von
Impulsen, Bedu¨rfnissen und Trieben, die allesamt unter der Bewußtseins-
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schwelle angesiedelt sind. Die Beweggru¨nde fu¨r Handlungen, sowie die den
Handlungen zugrundeliegenden Modelle und Annahmen stammen allesamt
aus Kra¨ften und Prozessen innerhalb des Individuums selbst und ist abge-
koppelt von a¨ußeren Einflu¨ssen. Kognitionsfa¨higkeit entwickelt sich aus ihren
eigenen Grundlagen, und nicht aus externen Einflu¨ssen [Spelke et al. 1992].
Die Kritik an der dispositiven Hypothese ist begriﬄicher wie empirischer
Art: Innere Determinanten wurden ha¨ufig aus dem Verhalten gefolgert, das
sie angeblich bewirkten. So wird als Erkla¨rung von Verhalten angesehen, was
eigentlich lediglich Beschreibung von Verhalten war. So la¨ßt sich beispielswei-
se aus Leistungsverhalten ein starkes Leistungsmotiv ableiten und a¨hnliche
Zirkelschlu¨sse.
Weiterhin sind die Triebtheorien nicht ausreichend in der Lage, Voraus-
sagen u¨ber die Zukunft zu treffen. Sie liefern saubere Deutungen vergan-
gener Ereignisse, sind aber kaum zur Vorhersage von Verhalten geeignet
[Bandura 1979]. Nun ha¨ngt die Stichhaltigkeit einer Theorie nicht so sehr
davon ab, ein Geschehen ru¨ckschauend zu erkla¨ren, sondern in ihrer pra¨zisen
Angabe von Bedingungen, die die psychologischen Erscheinungen bestim-
men, und wie genau sie die Mechanismen benennen kann, kraft derer sich die
Einflußfaktoren auswirken. Auch in ihrer Operationalisierbarkeit schneiden
solche Theorien eher schlecht ab, d.h. ihre Erkenntnisse lassen sich nicht in
Verfahren und Prozeduren umsetzen, die ein bestimmtes Verhalten mit ho-
her Wahrscheinlichkeit zur Folge haben. Als man beispielsweise tatsa¨chliche
Verhaltensa¨nderungen von Menschen, die ein Training basierend auf dispo-
sitiven Ansa¨tzen absolviert hatten, mit den Vera¨nderungen nicht trainierter
Personen aus einer Kontrollgruppe verglich, ließen sich keinerlei statistisch
signifikanten Unterschiede nachweisen [Bandura 1969].
Aufgrund dieser Tatsachen geriet die Kausalanalyse unbekannter innerer
Determinanten fu¨r menschliches Verhalten in der weiteren Entwicklung der
Verheltens- und Lerntheorie ins Hintertreffen. Seither hat man den externen
Einflu¨ssen und Stimulusbedingungen fu¨r menschliches Verhalten gro¨ßeres In-
teresse gewidmet. Wiederholt konnten Forscher nachweisen, daß bestimmte
Verhalten, die davor lediglich internen Motivationen zugeschrieben wurden,
durch externe Einflu¨sse induziert, eliminiert und wiederhergestellt werden
ko¨nnen. Dies gipfelte in der Formulierung der These von der situationsbe-
dingten Verhaltensdetermination, wonach die Ursachen fu¨r bestimmte Hand-
lungen nicht innerhalb des Individuums, sondern ausschließlich in der Umwelt
zu suchen seien.
Als beru¨hmteste Belege fu¨r die situationsbedingte Verhaltensbestimmung
bzw. Reiz-Reaktionstheorie, gelten die von Pawlow an Hunden gemachten
Untersuchungen (siehe [Pawlow 1972]). Iwan Pawlow entdeckte in den 20er
Jahren bei Untersuchungen zu Speichelsekretion von Hunden den Mechanis-
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mus des sog. klassischen Konditionierens. Der Organismus reagiert auf einen
unkonditionierten Reiz (die Bereitstellung von Futter) reflexartig mit der
Produktion von Speichel zur Auslo¨sung des Verdauungsprozesses. Ein initial
neutraler Reiz (ein Glockenton) lo¨st fu¨r sich noch keine Speichelsekretion aus.
Wird jedoch der neutrale Reiz gleichzeitig mit dem unkonditionierten Reiz
gegeben und dies mehrfach wiederholt, so tritt bereits auf den neutralen Reiz
die Reaktion auf, d.h. beim La¨uten der Glocke reagiert der Hund mit erho¨h-
ter Speichelsekretion, sogar, wenn dies nicht mehr mit einer Gabe von Futter
verbunden ist. Der anfangs neutrale Reiz ist zum konditionierten Reiz, die
reflexartige Reaktion zum konditionierten Reflex geworden. Anschließende
Untersuchungen zeigten, daß diese konditionierten Lernerfahrungen auch auf
den Menschen u¨bertragbar sind. Auch der umgekehrte Fall funktioniert: Es
kann nicht nur durch Belohnung das Auftreten eines bestimmten Verhaltens
bedingt werden, sondern durchaus auch durch Bestrafung die Veranlassung
entstehen, ein bestimmtes Verhalten zu unterlassen.
[Bandura und Mischel 1965] beschreibt die Tatsache, daß Lernen
nicht nur aus eigener Erfahrung bei der Durchfu¨hrung eines bestimmten Ver-
haltens erfolgen kann, sondern auch durch sogenannte Rollenmodelle getrie-
ben wird. Verhaltensmodifikation bzw. Verhaltenserwerb kann auch aus der
Beobachtung der Konditionierung eines anderen Individuums, d.h. aus der
Erfahrung, daß eine andere Person fu¨r bestimmtes Verhalten belohnt oder
bestraft wird, resultieren. Dieser Prozeß des Lernen durch stellvertretende
Belohnung/Bestrafung wird Beobachtungslernen oder Nachahmungslernen11
genannt. Zwar existieren Schwierigkeiten, diesen Effekt im Humanversuch
eindeutig nachzuweisen, weil vermieden werden muß, daß das angenommene
Verhalten bereits einmal vorher gezeigt wurde. Die individuelle Lerngeschich-
te la¨ßt sich jedoch bei Primaten, die in Zoos aufgewachsen sind, steuern. Bei-
spielsweise konnte nachgewiesen werden, daß im Zoo aufgewachsene Rhesus-
affen erst mit Angst auf eine Schlange reagierten, nachdem sie ihre Eltern bei
einer Angstreaktion nach dem Reiz des Anblicks einer Schlange beobachten
konnten. Wenn das geschah, erfolgte der Lernprozeß sehr rapide, es genu¨gte
bereits eine einzige Beobachtung, um das Verhalten dauerhaft zu erlernen.
Hier wird auch die evolutiona¨r absolute Notwendigkeit von Nachahmungsler-
nen deutlich sowie ihre U¨berlegenheit bezu¨glich Konditionierungslernen aus
eigenem Erleben heraus: In der hier gestellten Lernaufgabe ist eigenes Aus-
probieren unmo¨glich, da eine einzige falsche Reaktion auf das Auftreten einer
Schlange bereits den Tod und damit den abrupten Abbruch des Lernvorgangs
zur Folge haben kann.
Diesen lerntheoretischen Ansa¨tzen liegt gemeinsam zugrunde, daß letzten
11engl.: imitation learning
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Endes nur die Reizbedingungen der Umwelt (ob direkt erfahren oder an ei-
nem Modell beobachtet) u¨ber das Lernen bzw. nicht-Lernen eines Verhaltens
entscheiden. Nach diesem Lerngesetz wird es nach behavioristischer Auffas-
sung mo¨glich, durch klassischer Konditionierung oder Nachahmungslernen
menschliches Verhalten durch Schaffung entsprechender Umweltbedingungen
beliebig zu manipulieren.
Die Vorstellung, daß menschliches Verhalten extern gesteuert wird rief
heftige Gegenreaktionen hervor. Kritik an der behavioristischen These wur-
de vor allem an der asymetrischen Auslegung empirischer Experimente laut:
Der Experimentator kontrolliert die Umwelt des Lernenden. Daß dies tat-
sa¨chlich so ist, la¨ßt sich jedoch nur unter großen Schwierigkeiten begru¨nden.
Behavioristische Lernexperimente lassen sich auch gut umgekehrt deuten,
na¨mlich daß eigentlich das Studienobjekt den Experimentator konditioniert:
Immer wenn der Lerner das gewu¨nschte Verhalten zeigt (das man durchaus
auch als Reiz fu¨r den Experimentator deuten kann), teilt der Experimenta-
tor Belohnung aus (was auch als eine konditionierte Reaktion gesehen werden
kann). Aus dieser Sichweise wurde die Richtung der Konditionierung umge-
dreht. Dies offenbart eine wesentliche Schwa¨che behavioristischer Forschung:
Planvolles Handeln, das u¨ber die aktuelle Situation mit ihrer konkreten Reiz-
konfiguration hinausgeht, ist nur schwer zu erkla¨ren.
Die Beobachtung, daß Lebewesen in der Lage sind, aus der ho¨chst
umfangreichen Reizsituation diejenigen Reize zu selektieren, die in Bezug
auf die aktuelle Situation relevant sind, und sie von der Masse an irrele-
vanten Situationsaspekten zu unterscheiden, fu¨hrte letztlich zur Auflo¨sung
der Dispositionismus-/Situationismus-Kontroverse. [Baum 1973] stellte bei-
spielsweise fest, daß Verhalten weniger durch unmittelbare Auswirkungen auf
Aktionen, sondern durch ein integriertes Feedback gesteuert wird. Demnach
betrachten Lebewesen Daten daru¨ber, wie oft ihre Reaktionen im Lauf lan-
ger Zeitra¨ume positiv versta¨rkt wurden. Entsprechend der Ergebnisse solcher
Betrachtungen und der kumulativen Konsequenzen steuern sie dann ihr Ver-
halten.
Eine solche Integration von Ergebnissen u¨ber lange Zeitra¨ume hinweg
setzt kognitive Fa¨higkeiten voraus, die weder durch innere Kra¨fte noch von
Umweltstimuli allein angestoßen werden. Die psychologische Lernfunktion
wird hingegen durch Wechselwirkungen von inneren, perso¨nlichen Determi-
nanten mit externen Einflu¨ssen erbracht. Sie erlaubt es, daß der Beobachter
das vom Modell vorgefu¨hrte Verhalten in seiner Absicht erkennt, und nicht
bei seiner Nachahmung nur zufa¨llige Aspekte des Vorgefu¨hrten reproduziert
unter Auslassung des Wesentlichen. Ein oft bemu¨htes Beispiel ist das eines
Roboters, der lernen kann, die Bewegungen eines Schachspielers zu imitieren,
der aber bei weitem nicht in der Lage ist, die Spielzu¨ge zu reproduzieren.
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[Piaget 1975] formulierte den menschliche Lernprozeß als kontinuierliche
Adaption von Wissen. Diese Adaption des Wissens erfolgt angestoßen durch
externe Einflu¨sse unter Ru¨ckgriff auf bereits internalisiertes Wissen. Dem-
nach ist die gesamte menschliche Entwicklung von den ersten Anfa¨ngen bis
zur Adoleszenz und daru¨ber hinaus ein lebenslanger Lernprozeß. Hieraus re-
sultiert, daß Lernen ein iterativer Prozeß ist, der stets auf Ergebnisse fru¨herer
Lernschritte zuru¨ckgreift und diese u¨berpru¨ft, vera¨ndert, optimiert oder ver-
wirft. Dieser ist unterteilt in drei nicht notwendigerweise streng sequentielle
Unterprozesse: Aufmerksamkeitsprozesse, Behaltensprozesse und Reproduk-
tionsprozesse.
Aufmerksamkeitsprozesse entscheiden daru¨ber, was aus der Fu¨lle der Um-
welteinflu¨sse selektiert und wahrgenommen wird. Diese stellen sicher, daß
auch die wichtigen Merkmale des zu Modellierenden exakt aufgenommen
werden. Die Selektion dieser Merkmale basiert auf bereits vorhandenem Wis-
sen, wie es beispielsweise aus Eigenschaften des Beobachters, Eigenarten der
Ta¨tigkeit selbst oder aus vorangegangener oder gleichzeitiger menschlicher
Interaktion gewonnen werden konnte. Fu¨r gute Lernergebnisse ist es insbe-
sondere no¨tig, daß das Modell die Aufmerksamkeit des Beobachters u¨ber
einen ausreichend langen Zeitraum zu fassen vermag.
Wenn ein Mensch sich nicht an die Beobachtung eines bestimmten mo-
dellierten Verhaltens erinnern kann, wird kein Einfluß von diesem ausgehen.
Deshalb ist ein weiterer wesentlicher am Lernen nach Piaget beteiligter Pro-
zeß das Speichern der Handlungen, die irgendwann einmal modelliert wur-
den. Dieser Speicherungsprozess stellt sicher, daß die Reaktionsmuster und
das Verhalten des Modells in einer ausreichend von der konkreten Situation
abstrahierten, symbolischen Art und Weise im Geda¨chtnis verankert sind.
Gerade die symbolische Natur der Wissensinhalte ist hier von herausragen-
der Bedeutung, da nur aufgrund hochentwickelter Symbolisierungsfa¨higkeit
Menschen in der Lage sind, große Teile ihres Verhaltens aus Beobachtung zu
lernen. Ho¨here kognitive Prozesse finden eher auf einer verbalen als auf einer
direkt sinneseindru¨cklichen, bspw. der visuellen Ebene statt. Dies wird zum
Beispiel deutlich an der Aufgabe, Einzelheiten des Weges, den ein Modell
eingeschlagen hat, zu erlernen. Eine sprachliche Kodierung in eine Folge von
Rechts- und Linkswendungen la¨ßt sich besser aneignen, leichter behalten, ef-
fektiver generalisieren und spa¨ter genauer reproduzieren, als wenn man sich
direkt auf die visuelle Vorstellung des Weges verla¨ßt. Beobachtungslernen
wird durch symbolische Codierungen deutlich erleichtert, wenn nicht sogar
erst ermo¨glicht, weil sie große Informationsmengen in leicht zu speichernder
Form liefern.
Reproduktionsprozesse betimmen zuletzt, wie die symbolischen Repra¨sen-
tationen in angemessene Handlungen umzusetzen sind. Nur selten lassen sich
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Lerninhalte beim ersten Versuch ohne Fehler in richtige Handlungen umset-
zen. Angemessene Nachbildungen lassen sich gewo¨hnlich nur durch Korrektu-
ren an den ersten Versuchen erreichen. Die Diskrepanz zwischen symbolischer
Repra¨sentation und der Beobachtung des Ergebnisses ist ein erster Anhalts-
punkt fu¨r die Korrektur. Ein Problem stellt hierbei die Tatsache dar, daß
beim Erlernen einiger Fa¨higkeiten, wie zum Beispiel des Schwimmens, die
Reaktionen nicht richtig beobachtet werden ko¨nnen und der Organismus sich
daher auf vage kina¨sthetische Hinweise oder Ru¨ckmeldungen eines Beobach-
ters verlassen muss. Es treten Schwierigkeiten auf, Handlungen zu steuern,
die man selbst nur teilweise beobachten kann.
Der wesentliche Beitrag von Piaget’s Lerntheorie besteht darin, daß Ler-
nen zwar auf externe Reize und Hinweise angewiesen ist, ohne die eine Ent-
wicklung nicht mo¨glich ist, andererseits interne Prozesse und Geda¨chtnisin-
halte, die aus vorherigen Lernprozessen resultieren ko¨nnen, einen mindestens
ebenbu¨rtigen Einfluß auf erfolgreiches Lernen haben. Lernen findet also nie
im leeren Raum statt, sondern baut auf bereits gelerntes Wissen auf.
2.6 Zusammenfassung
Die letzten Abschnitte gaben einen U¨berblick u¨ber vergangene und aktuel-
le Arbeiten zum Lernen von Handlungswissen in technischen Systemen und
beim Menschen. So atemberaubend die Lernergebnisse in technischen Sys-
temen auch sein mo¨gen, so wenig ko¨nnen sie doch mit dem Lernvermo¨gen
von menschlichen Organismen mithalten. Deren U¨berlegenheit manifestiert
sich im lebenslangen Lernen, in der massiven Verwendung von Vorwissen
zum interpretieren, bewerten und verallgemeinern neuer Erfahrungen, der
abstrakten und ho¨chst flexiblen symbolischen Repra¨sentation von Wissens-
inhalten wie -struktur und der kontinuierlichen Adaption und Optimierung
vorhandenen Wissens.
Der U¨berblick u¨ber verschiedene lernende Robotersystem la¨ßt es dringend
notwendig erscheinen, Methoden zur abstrakten Modellierung hierarchischen
Handlungswissen, welches die subsymbolischen Ebenen hinter sich la¨ßt, Me-
thoden zum lebenslangen Lernen, welche einen gesamten Erfahrungsschatz
des Robotersystems aufbauen, sowie Methoden zur inkrementellen Verbesse-
rung und Vervollsta¨ndigung des Handlungswissens zu formulieren, analysie-
ren und implementieren. Sollen technische Robotersysteme ihren begrenzten
Lernstrukturen entwachsen und ihre heutigen Grenzen hinter sich lassen, so
ist eine U¨bernahme menschlicher Lernstrategien wie sie von der Verhaltens-
und Entwicklungspsychologie erforscht und beschrieben werden ein erfolgver-





Der vorangegangene Abschnitt zur Lernpsychologie hat gezeigt, daß mensch-
liches Lernen großen Nutzen aus Demonstrationen zum Fa¨higkeitserwerb
zieht bzw. teilweise erst durch diese ermo¨glicht wird. Ferner wurden ers-
te Implementierungen von technischen lernenden Systemen vorgestellt sowie
ihre jeweiligen Eignungen und Limitationen detailliert beschrieben. Sie alle
profitieren in verschiedener Art und Weise vom Vorhandensein von Demons-
trationen. Diese verwenden sie in unterschiedlichster Form zur Replikation
von Verhalten oder Handlungen. Weiterhin ist all diesen Verfahren gemein,
daß sie die Mo¨glichkeiten, die sich einem Menschen bieten, der dieselben
Handlungen observiert, genausowenig ausscho¨pfen wie sie dessen Flexibilita¨t
in Bezug auf die Bandbreite der lernbaren Aufgaben auch nur bruchstu¨ck-
weise erreichen.
So wird gerade an der Betrachtung des aktuellen Standes der Entwick-
lung im vorangegangenen Kapitel der weitere Forschungsbedarf deutlich. Im
folgenden wird ein Ansatz vorgestellt, der sowohl die Hardwareunabha¨ngig-
keit auf sensorischer wie auf aktorischer Seite, als auch den Wegfall unno¨tig
einengender Beschra¨nkungen bei der Klasse der zu lernenden Aufgaben zum
Ziel hat. Der Ansatz integriert dabei verschiedene Verfahren und Algorith-
men der in Abschnitt 2 vorgestellten Systeme sowie die ebenda erla¨uterten
Erkenntnisse der Lern- und Entwicklungspyschologie.
Das folgenden Kapitel beginnt mit der Pra¨zisierung der Anforderungen
und Randbedingungen, denen das beschriebene System genu¨gen muß. An-
schließend wird der Prozeß des Programmierens durch Vormachen detailliert
vorgestellt. Im darauf folgenden Abschnitt werden einige grundlegenden Be-
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griffe definiert sowie die gewa¨hlte Repra¨sentation von Handlungswissen als
Makro-Operatoren vorgestellt. Zuletzt wird ein U¨berblick u¨ber die gewa¨hlte
Systemarchitektur und die beteiligten Teilkomponenten gegeben.
3.1 Anforderungen und Randbedingungen
Eine akkurate Analyse der Aufgabe der U¨bertragung menschlichen Hand-
lungswissens auf ein Robotersystem ergibt folgenden Anforderungskatalog:
• Die Demonstration der Handlungen sollte so natu¨rlich wie mo¨glich er-
folgen. Dazu ist es erforderlich, den Menschen nur so weit wie unbedingt
notwendig in seiner Handlungs- und Bewegungsfreiheit einzuschra¨nken,
wie es die ada¨quate sensorische Erfassung der Handlung erfordert. Auf-
wendige Pra¨parations- und Kalibrationsphasen sind hierbei nach Mo¨g-
lichkeit zu umgehen oder auf ein Minimum zu reduzieren.
• Die Verarbeitung und Interpretation der beobachteten Demonstratio-
nen soll weitestgehend automatisiert erfolgen. Dies tra¨gt der Tatsache
Rechnung, daß ein hohes Maß an Interaktion mit dem System wa¨hrend
des Lernprozesses die Benutzerfreundlichkeit mindern wu¨rde. Eine Fol-
gerung der Automation ist, daß die sensorisch erfassten Daten die fu¨r
das Versta¨ndnis und die Nachahmung einer Aufgabenlo¨sung relevanten
Informationen enthalten.
• Dennoch soll das Handlungswissen in einer dem Benutzer versta¨ndli-
chen Form erkla¨r- und darstellbar sein, um Benutzerinteraktionen auf
dessen Wunsch zu ermo¨glichen und erleichtern. Diese Forderung ergibt
sich aus der Tatsache der endlichen Intelligenz computerisierter Ma-
schinen, die eine obere Komplexita¨tsschranke fu¨r die zu verarbeitenden
Problemstellungen darstellt. Sollte diese einmal u¨berschritten werden,
so soll das System in der Lage sein, die getroffenen Hypothesen zu
kommunizieren, zu visualisieren und auf Eingriff des Menschen hin zu
adaptieren.
• Das Lernende System sollte sensorunabha¨ngig funktionieren, d.h. keine
dedizierte Sensorik beno¨tigen, sondern nur abstrakte, logische Senso-
ren erfordern. Diese Forderung tra¨gt dem Umstand Rechnung, daß auf
unterschiedlichen Robotern und in unterschiedlichen Demonstrations-
umgebungen durchaus verschiedenartige und unterschiedlich akkurate
Sensorik vorhanden sein kann. Das Lernproblem, dem sich das System
ausgesetzt sieht, stellt sich jedoch stets auf die gleiche Weise dar und ist
jeweils mit den gerade zur Verfu¨gung stehenden Ressourcen zu lo¨sen.
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• Benutzerfreundlichkeit erfordert ein reaktives System, welches in Echt-
zeit lernen kann. Diese Fa¨higkeit dient dazu, dem Benutzer stets Ru¨ck-
meldung u¨ber seinen internen Systemzustand sowie den erreichten
Lernfortschritt zu geben. Lange Reaktions-, Warte- und Lernzeiten
mindern den Nutzen von Robotern in Alltagssituationen.
• Das System soll in der Lage sein, bei der Erfassung der Benutzerinten-
tion kontextabha¨ngig zu reagieren. Je nach aktuellem Handlungskon-
text sind geeignete Aktionen auszuwa¨hlen, die aber unterschiedliche
Bedeutungen in Bezug auf das Handlungsziel aufweisen. Ein Beispiel
hierfu¨r ist das Ergreifen eines Stiftes. Wa¨hrend der Handlung
”
Auf-
ra¨umen“ kommt dieser Aktion eine vo¨llig andere Semantik in Bezug
auf die Vor- und Nachbedingungen der Aktion sowie des weiteren Vor-
gehens zu als im Kontext der Aufgabe “Schreiben“. Diese Forderung
bedingt das Vorhandensein pra¨ziser und meist umfangreicher Kontext-
und Semantikmodelle.
• Bereits nach der ersten Demonstration einer Handlung sollte ein Lern-
fortschritt sichtbar sein. Deshalb ist es sinnvoll, das Lernen inkrementell
zu gestalten. Gerade bei Aufgaben, deren Ziele und relevante Merkmale
nicht vollsta¨ndig aus einer einzelnen Demonstration zu erschließen sind,
ist es von großer Bedeutung, daß der Benutzer den Lernfortschritt des
Systems stets verla¨ßlich einscha¨tzen kann. Dies sollte den Benutzer nur
mit einer minimalen notwendigen Anzahl an Wiederholungen belasten.
Das System soll also in der Lage sein, bereits aus wenig vorhandener
Information ein initiales Modell der zu bearbeitenden Aufgabe zu er-
stellen und dieses in einem sukzessiven Prozeß der Fortentwicklung zu
optimieren und der Intention des Benutzers anzuna¨hern.
• Aus der letzten Anforderung resultiert das Bedu¨rfnis nach einer skalier-
baren und wiederverwendbaren Repra¨sentation des Handlungswissens
in einer Handlungsdatenbasis, die es erlaubt, das Wissen zu speichern,
abzurufen, zu generalisieren und fu¨r andere Teilkomponenten eines Ro-
botersystems zu deren Gebrauch vorzuhalten. Dabei sollte das Hand-
lungswissen weitgehend unabha¨ngig von der vorliegenden Roboterar-
chitektur, -kinematik und -dynamik sein. Dies ist begru¨ndet in den in
der Regel auftretenden Versions- und Technologieweiterentwicklungen
bei der Aktorik und Roboterhardware. Ein Neu-Einlernen der Aufga-
ben und des Handlungswissens sollte dabei vermieden werden, damit
die Akzeptanz eines solchen Systems nicht gemindert wird.
• Um einen Nutzen aus dem Lernprozeß ziehen zu ko¨nnen, sollte das
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gelernte Handlungswissen auf eine Vielzahl von Robotersystemen ab-
bildbar sein. Diese Forderung impliziert eine Festlegung auf eine be-
stimmte Bandbreite an Roboterhardware. So sollten die Zielsysteme
u¨ber visuelle und haptische Sensorik verfu¨gen, die einigermaßen den
menschlichen perzeptiven Fa¨higkeiten a¨hnlich sind, sowie in Bezug auf
Dynamik, Nutzlast und Steifigkeit die selben physikalisch Gro¨ßenord-
nungen einnehmen. Die Transformation des Wissens auf ein speziel-
les Robotersystem bedarf unterschiedlicher Optimierungen, Adaptio-
nen und Einschra¨nkungen, welche mittels geeigneter Regelwerke und
Erfahrungswerte in die Wissensbasis integriert werden ko¨nnen.
3.2 Der PdV-Prozess
Die Abbildung einer demonstrierten Handlung auf ein ausfu¨hrbares Robo-
terprogramm erfolgt mittels eines komplexen und verzahnten Prozesses. Er
kann als eine Transformationsfunkion
P (K) = T (−→s (t),−→w (t),M(t)) (3.1)
angesehen werden. Diese Funktion bildet die u¨ber die Zeit t integrierten Sen-
sormeßwerte −→s (t), den Weltzustand −→w (t) sowie den jeweils aktuellen Er-
fahrungshorizont, expliziert durch die Menge des Modellwissen M(t) auf das
Roboterprogramm P ab, welches Abha¨ngigkeiten bzw. notwendige Vorbedin-
gungen aufweist, die im Kontext K zusammengefaßt sind.
Diese Transformationsfunktion kann auch als empfa¨ngerseitige Deu-
tung einer Kommunikationssituation interpretiert und damit nach
[Goos und Waite 1984] als eine in verschiedene, sukzessiv aufeinander auf-
bauende Phasen gegliederte verkettete Verarbeitung der Eingabedaten auf-
gefaßt werden. Dieser wird durchgefu¨hrt als eine Sequenz von Transforma-
tionen bzw. U¨bersetzungen (S,L1), (L1,L2), . . . , (Lk,P), wobei S die Menge
aller mo¨glichen Sensoreingaben, P die Zielprogrammiersprache des Roboter-
systems und L1, . . .Lk Zwischensprachen darstellen. Es gilt also −→s (t) ∈ S
und P (K) ∈ P. Drei große Phasen innerhalb dieser Transformationskette
ko¨nnen unterschieden werden:
• Analyse: Bestimmung der Primitiven einer Demonstration, ihrer Struk-
tur und ihrer Bedeutung zur Extraktion des relevanten Handlungswis-
sens
• Generalisierung : Abstraktion der Demonstration u¨ber ihren eigenen
Horizont hinaus unter Ru¨ckgriff auf anderes Handlungswissen
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• Synthese: Erzeugung eines Programmes in der auf einem konkreten
Roboter lauffa¨higen Zielsprache
Diese Einteilung ist sinnvoll, separiert sie doch die Quellsprache (Sensor-
eingaben) in der Analysephase von der Zielsprache (Roboterprogrammier-
sprache) in der Synthesephase. Der mittlere Teil, die Generalisierungssphase,
operiert im Raum einer Zwischensprache, die das Handlungswissen kodiert.
Diese Zwischenphase wird im Rahmen dieser Arbeit durch die sogenannten
Makro-Operatoren realisiert (siehe Abschnitt 3.3).
Von diesen drei Phasen ist die Analysephase die am meisten formalisierba-
re Aufgabe. Sie ist generell untergliedert in drei unterschiedliche Teilphasen:
die lexikalische, die strukturelle und die semantische Analyse. Lexikalische
Analyse behandelt die elementaren Primitiven der Handlung, syntaktische
Analyse ku¨mmert sich um die statischen Struktur einer Demonstration und
die semantische Analyse erschließt das Ziel und die Intention hinter einer
Gesamthandlung.
Ein wichtiger Nebeneffekt der Strukturierung des gesamten PdV-
Prozesses als Prozesspipeline ist die Partitionierung der gesamten Modell-
und Hintergrundwissensdatenbank M in paarweise disjunkte Teilmodelle,
welche jeweils eindeutig einer bestimmten Phase bzw. Transformationsfunk-
tion im U¨bersetzungsprozess zugeordnet sind. So ist beispielsweise das lexi-
kalische ModellMlex nur fu¨r die Transformation Tlex von Bedeutung, die den
Sensoreingabestrom in die Zwischensprache des Primitivenalphabets abbil-
det. Weiterhin kann durch diese Phasenunterscheidung eine ho¨here Modula-
risierung erreicht werden, was gerade in Hinblick auf die Implementier- und
Realisierbarkeit eines so komplexen Softwaresystems von hoher Bedeutung
ist.
Neben der bereits benannten Transformationsfunktion Tlex existieren
noch die Funktionen fu¨r die syntaktische (Tsyn) und semantische (Tsem) Ana-
lyse sowie der Programmsynthese (Tsynth) mit ihren jeweils dazugeho¨rigen
Modellen Msyn,Msem und Msynth. Die Generalisierungsstransformation Tgen
operiert auf der HandlungsdatenbankMH , welche alle gelernten Modelle ent-
ha¨lt. Sie leistet die inkrementelle Abstraktion mittels Vera¨nderung des jeweils
betroffenen Verhaltens.
Abschließend la¨ßt sich nun der in Gleichung 3.1 formulierte PdV-Prozess
konkretisieren durch die Spezifikation der Transformationsfunktion als Ver-
kettung der einzelnen im vorangegangenen definierten U¨bersetzungsfunktio-
nen
T = Tlex ◦ Tsyn ◦ Tsem ◦ Tgen ◦ Tsynth (3.2)
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3.3 Makro-Operatoren als Repra¨sentation
fu¨r Handlungswissen
Aus den in Abschnitt 3.1 formulierten Anforderungen an das System zum
Programmieren durch Vormachen lassen sich unterschiedliche Forderun-
gen an die Repra¨sentation des Handlungswissens ableiten. Diese umfassen
vor allem seine Skalierbarkeit, Wiederverwendbarkeit, Sensorunabha¨ngigkeit,
Erkla¨r- und Visualisierbarkeit, Abbildbarkeit und Erweiterbarkeit.
Handlungsaufgaben werden hierbei hierarchisch funktional aufgegliedert
modelliert. Verglichen mit den verschiedenen Handlungsrepra¨sentationen wie
sie beispielsweise in Abschnitt 2 vorgestellt wurden, kommen bei dieser Re-
pra¨sentationsart ihre Vorteile besonders in den Bereichen der Skalier- und
Erweiterbarkeit, Erkla¨r- und Visualisierbarkeit zum Zuge. So beinhaltet der
hierarchische Aspekt die Zerlegung jeder Aufgabe in eine endliche Zahl klei-
nerer Teilaufgaben. Dies fu¨hrt zu einer benutzerada¨quaten Repra¨sentation
und Visualisierung, da man sich auf jeder Ebene nur auf einen geringeren
Teil von Unterebenen konzentrieren muß. Der funktionale Aspekt besagt,
daß die Zerlegung der Aufgabe in Teilaufgaben anhand der Teilziele der un-
terschiedlichen Aufgabenteile erfolgt. Dies ist insbesondere fu¨r die Erkennung
des Handlungsziels von Bedeutung. Nur so kann der Abgleich zwischen der
beobachteten Handlung und der Absicht des Benutzers nachvollzogen werden.
Die hierarchisch gegliederte Handlungsrepra¨sentation unterstu¨tzt den Prozeß
der Absichtserkennung durch Einbettung einer einzelnen Teilaufgabe in ei-
ne Struktur gro¨ßerer Zusammenha¨nge, in einen Kontext. Sie erlaubt so die
Parametrisierung und Steuerung der Algorithmen wa¨hrend der Beobachtung
und erlaubt die Erkennung und Korrektur von Fehlern und Unstimmigkei-
ten wa¨hrend der Wissensakquisition. Besonders in diesen Fehlerfa¨llen ko¨nnen
solche Ausnahmesituationen zu Ru¨ckmeldungen und Ru¨ckfragen an den Be-
nutzer genutzt werden, was es erlaubt, die Benutzerintention mit ho¨herer
Genauigkeit zu akquirieren.
Die nach diesen Prinzipien erfolgte Modellierung von Aufgaben ermo¨g-
licht deren symbolische Beschreibung als eine Folge von Teilaufgaben. Alle
einer Teilaufgabe zugeordneten Symbole erhalten somit eine semantische Be-
deutung und ermo¨glichen so die Bildung einer impliziten Begriffshierarchie.
Eine hierarchisch-funktionale Repra¨sentation erleichtert daru¨ber hinaus die
Umsetzbarkeit auf ein Roboterprogramm, da sie den strukturellen Aspekt
der
”
Divide-et-Impera“-Herangehensweise zur manuellen Erstellung von Pro-
grammen widerspiegelt.
Wie in Abbildung 3.1 dargestellt, wird eine Demonstration einer Aufgabe
sukzessive in immer kleinere Teileinheiten zerlegt, bis die Ebene der Primiti-
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Abbildung 3.1: Hierarchisch-funktionale Aufgabenmodellierung
ven erreicht wird. Von jeder Ebene wird eine niedrigere, weniger abstrahierte
Ebene beherrscht. Dabei stellt jede Ebene einer na¨chstho¨heren Dienstleis-
tungen zur Verfu¨gung, die zu sta¨rker abstrahierten Handlungen zusammen-
gesetzt werden ko¨nnen.
Die unterste Ebene bilden die Primitiven. Bei der Auswahl dieser Primiti-
ven ist besondere Sorgfalt notwendig, ist sie doch durch zwei unterschiedliche
Anforderungen eingeschra¨nkt. Zum einen soll jede einzelne Primitive auf ei-
nem Roboter ausfu¨hrbar und doch gleichzeitig roboterunabha¨ngig sein. Sie
muß also eine ausreichend generelle, von konkreten Roboterkonfigurationen
unabha¨ngige, dennoch aber elementare Fa¨higkeit sein, daß sie auf jeder zur
Lo¨sung der Aufgabe in Frage kommenden Roboterkonfiguration verfu¨gbar
ist. Zum anderen muß sie mit vertretbaren sensorischen, algorithmischen und
rechentechnischen Aufwand aus einer Demonstration extrahierbar sein. Ein
Mensch muß also die einzelnen Primitiven im Sinne einer Vorfu¨hrung oder
prototypischen Demonstration ausfu¨hren ko¨nnen und die perzeptive Hardwa-
re muß diese beobachten ko¨nnen. Außerdem muß die Menge der Primitiven
vollsta¨ndig sein im Sinne der zu bewa¨ltigenden Aufgabenklassen und weiter-
hin noch orthogonal, d.h. Mehrfachbelegungen oder Replikationen anderer
Primitiven mit nur marginalen Modifikationen sind zu vermeiden.
Angelehnt an [Zo¨llner 2005] und [Friedrich 1998] wird die Menge
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der Primitiven definiert als eine Menge unterschiedlicher Bewegungs- und
Griffprimitiven. Diese Wahl hat die Eigenschaften, daß alle Primitiven mit
vertretbarem Aufwand sensorisch erfaßbar und auf Robotern bei geeigneter
kinematischer Konfiguration ausfu¨hrbar sind. Damit deckt sie die Menge aller
Handlungen vollsta¨ndig ab und ist zudem orthogonal.
Die Primitiven sind implementiert als sogenannte Elementar-Operatoren
(EO) und man findet sie nur an den Bla¨ttern des aus der hierarchisch-
funktionalen Repra¨sentation der Aufgabenlo¨sung resultierenden Handlungs-
baumes. Ihre formalisierte Definition sieht folgendermaßen aus:
Definition 1 (Elementaroperator) Ein Elementaroperator ist die symbo-
lische Darstellung der kleinsten Handlungselemente. Er weist im allgemeinen
eine sehr enge Sensor-Aktor-Kopplung auf und muß daher spezialisiert auf
die konkrete Roboterkonfiguration, auf der er ausfu¨hrbar sein soll, imple-
mentiert sein. Die Effekte und Nachbedingungen von Elementaroperatoren
bei gegebenen Umweltzustand sowie deren Erkennung aus menschlichen De-
monstrationen sind jedoch roboterinvariant und ha¨ngen nur von der verwen-
deten perzeptiven Sensorik ab. Ein Elementaroperator besteht aus dem Tupel
(N,P) mit folgender Bedeutung:
• N = Name des Elementaroperators.
• P = Menge der Parameter des Elementaroperators.
Die Parameterliste kann beliebigen Umfang habe und Objekte, Positio-
nen, Sensormeßwerte wie Bewegungsbahnen oder Fingerwinkel sowie
beliebige andere Informationen enthalten.
Ein typisches Beispiel fu¨r Elementaroperatoren sind Bewegungen. Robo-
tersysteme weisen in der Regel die Struktur einer kinematischen Kette auf,
die eine ganze Reihe von Bewegungen zulassen, beispielsweise lineare Bewe-
gungen zwischen zwei Punkten, Zirkular-, Polynombahnen oder das Abfahren
einer Spline-Kurve. Wie diese jedoch genau umgesetzt werden, ist von Robo-
ter zu Roboter unterschiedlich und vor allem auch deutlich verschieden von
dem Arbeitsraum des Menschen. Deshalb sind elementare Bewegungsope-
ratoren prinzipiell vom Menschen auf einen Roboter u¨bertragbar, erfordern
aber einen erheblichen Aufwand zur Umplanung oder Anpassung der konkre-
ten Trajektorie. Die konkrete Abbildung wird von einer roboterabha¨ngigen
Implementierung des Operators umgesetzt.
Die Menge der Bewegungsoperatoren abstrahiert die Eigenschaften des
Zielrobotersystems und schafft die Grundlage fu¨r die Aggregierung weiterer,
komplexerer Handlungsen. Sie erlaubt, daß auch beliebig komplex zusam-
mengesetzte Handlungen im Prinzip auf jedem Roboter mit den genannten
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Einschra¨nkungen ausfu¨hrbar sind. Eine notwendige Voraussetzung fu¨r ein er-
folgreiches Lernen einer bestimmten Aufgabe ist daher, daß sich die Aufgabe
auch unter Nutzung des Befehlssatzes der Elementaroperatoren lo¨sen la¨ßt.
Die Operatoren der daru¨berliegenden Schichten werden als Elemente
einer Operatormenge definiert, die an die STRIPS-Repra¨sentation (siehe
[Fikes et al. 1972]) angelehnt ist und wie folgt repra¨sentiert ist:
Definition 2 (Makro-Operator) Ein Makro-Operator ist die symbolische
Darstellung von nicht-elementaren Handlungselementen, welche Teilaufgaben
oder die gesamte Aufgabe beschreiben. Ein Makro-Operator wird durch das
Tupel (N,P,O,S,Pr,V,E) beschrieben, welches folgendermaßen definiert
ist:
• N = Name des Makro-Operators.
• P = Menge der Parameter des Makro-Operators. A¨nlich wie bei den
Elementaroperatoren kann diese Liste beliebig lang sein und jede er-
denkliche Art von Parametern enthalten, die fu¨r die Teilaufgabe von Re-
levanz sind. Dies ko¨nnen beispielsweise Wiederholungs- oder Abbruch-
bedingungen fu¨r untergeordnete Instanzen sein.
• O = die Menge aller Objekte die wa¨hrend des Geltungsbereiches des
Makro-Operators von Bedeutung sind, beispielsweise manipulierte Ob-
jekte oder referenzierte, d.h. Objekte, die zur Lagebestimmung und Na-
vigation anderer Objekte verwendet werden.
• S = die Menge aller Nachfolger, das heißt der Makro- oder Elementa-
roperatoren, die eine Teilaufgabe des Makro-Operators erledigen.
• Pr = die Menge aller Vorrangbeziehungen zwischen den Nachfolgern
(fu¨r eine genaue Definition der Vorrangbeziehungen siehe Abschnitt
6.2). Die Vorrangbeziehungen regeln die Abfolge der Lo¨sung von Tei-
laufgaben.
• C = die Menge aller Abbruch- oder Stopbedingungen fu¨r den Makro-
Operator. Die Ausfu¨hrung eines Makro-Operators wird sofort unterbro-
chen, sobald eine der Bedingungen in C erfu¨llt ist.
• V = die Menge der Vorbedingungen, die alle erfu¨llt sein mu¨ssen, bevor
die Ausfu¨hrung des Makro-Operators starten kann. Die Ausfu¨hrung ei-
nes Makro-Operators in einem Weltzustand, der diese Vorbedingungen
nicht erfu¨llt, ist nicht definiert.
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• E = die Menge aller Nachbedingungen oder Effekte eines Makro-
Operators. Die Menge aller Effekte ist die A¨nderung des Weltzustan-
des, die auftritt, wenn der Makro-Operator in einem Weltzustand, der
V erfu¨llt, korrekt ausgefu¨hrt wird.
Alle Operatoren oberhalb der Ebene der Primitiven sind als Makro-
Operatoren repra¨sentiert und stellen so eine allgemeine hierarchische funk-
tionale Repra¨sentation von Handlungen im Manipulationsbereich dar. Die-
se Aktionen ko¨nnen in den unterschiedlichsten Doma¨nen implementiert und
angewendet werden, wie zum Beispiel bei Servicerobotern in Haushaltsum-
gebungen, die als Haushaltshilfen eingesetzt werden.
3.4 Hintergrund- und Umweltwissen im PdV
Das dieser Arbeit zugrundeliegende System zur Extraktion von Elementar-
Operatoren aus Sequenzen vonWeltzusta¨nden erfordert eine vollsta¨ndige Mo-
dellierung der Umwelt. Dabei wird angenommen, daß alle Vera¨nderungen in
der Umwelt auf Handlungen des Benutzers zuru¨ckgehen (Annahme einer ge-
schlossenen Welt1). Die vorgeschlagenen symbolischen Verfahren nutzen aus-
schließlich die zeitliche Vera¨nderung des Status der Umwelt, wie er in dem
Umweltmodell repra¨sentiert wird.
Die Modellierung der Umwelt und aller in ihr enthaltenen Objekte wie
Individuen erfolgt auf vier unterschiedlichen Ebenen: Der subsymbolisch-
geometrischen sowie den semantisch ho¨herwertigen relationalen, physikali-
schen und funktionalen Ebenen.
• Geometrisches Modell: Das geometrische Modell beschreibt die geome-
trische Struktur des Objekte, in der Regel durch Oberfla¨chendefinitio-
nen wie z.B. Dreiecksnetze. Lageinformationen von Objekten werden in
Form homogener Transformationen zwischen dem lokalen Objekt- und
dem globalen Basiskoordinatensystem angegeben.
• Relationales Modell: Das relationale Modell beschreibt aus geometrisch
relativen Lagen der Objekte abgeleitete Attribute, die einen gesamten
Umweltzustand beschreiben. Diese liegen in symbolischer Form vor und
wurden so bestimmt, daß sie in etwa eine verbale menschliche Beschrei-
bung der Szene wiederspiegeln.
• Physikalisches Modell: Das physikalische Objektmodell beschreibt die
objektspezifischen Eigenschaften wie Gewicht, Schwerpunkt, Symme-
1engl.: Closed-World-Assumption
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trieachsen, Kra¨fte, Momente oder Ablagefla¨chen durch Paare von At-
tributen und zugeordneten Werten.
• Funktionales Modell: Das funktionale Modell beschreibt die u¨ber das
physikalische Modell hinausgehenden Eigenschaften von Objekten, be-
sonders in Hinblick auf die Verwendbarkeit von Objekten.
Die geometrische Visualisierung der Objekte und der Umwelt erfolgt in
einer auf OpenInventor basierenden Simulationsumgebung KaVis, wie sie in
[Schaude 1996] detailliert beschrieben ist. Die Vorteile dieser Komponen-
te liegen in der Importierbarkeit von Daten, wie sie herko¨mmliche CAD-
Programme erzeugen. Weiterhin ermo¨glicht die Simulationsumgebung die
Visualisierung und Positionierung von Objekten, Erkennung von Kollisionen
und Beru¨hrungen sowie die Darstellung zuru¨ckgelegter Trajektorien.
Das relationale Modell wertet auf die geometrisch korrekte Visualisie-
rung aufbauend sogenannte
”
Semantische Variablen“ aus, die einer natu¨r-
lichsprachlichen Beschreibung der relativen Objektlagen entspricht. Beispiels-
weise entspricht die Relation Auf(Tasse, Untertasse) einer Umweltkonfigu-
ration, in welcher sich eine Tasse auf einer Untertasse befindet. Derartige
Aussagesa¨tze bzw. die entsprechenden Relationen ermo¨glichen eine abstrak-
te Beschreibung von Umweltzusta¨nden in Vor- und Nachbedingungen von
Makro-Operatoren. Der Grund fu¨r die Wahl dieser Repra¨sentation als Aus-
gangspunkt fu¨r Lernalgorithmen liegt in der generellen, symbolischen Art
und Weise der Darstellung von Lagebeziehungen. Sie abstrahiert die von Va-
rianzen in der Positionierung von Objekten, wie sie beispielsweise durch sen-
sorisches Rauschen entstehen ko¨nnen. Des weiteren gleicht sie die Informa-
tionsreduktion aus, die durch den U¨bergang von geometrisch akkurater La-
gebeziehungen hin zu symbolischer Beschreibung auftritt. Zuletzt befreit sie
die Lernalgorithmen von unno¨tiger Datenlast und sorgt fu¨r leichtere Erkla¨r-
und Explizierbarkeit, wie sie eine Darstellung bietet, die an menschliche na-
tu¨rlichsprachliche Beschreibungsformen angelehnt ist. Die ra¨umlichen Rela-
tionen werden paarweise fu¨r je zwei Objekte definiert:
Definition 3 (Bina¨re Objektrelation) Eine bina¨re Objektrelation R be-
schreibt fu¨r je zwei Objekte o1, o2 der Welt W abstrakt eine eindeutige ra¨um-
liche Beziehung zwischen den beiden Objekten. Dabei gilt:
R(o1, o2) =
{
true, wenn o1 in Relation R zu o2 steht,
false, sonst.
Semantisch unterschiedliche Klassen bina¨rer Relation wurden imple-
mentiert. Diese umfassen Richtungs- (no¨rdlich, links von, ho¨her als, ...),
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Abbildung 3.2: Semantische Beschreibung eines Weltzustandes durch geome-
trische bina¨re Relationen
Na¨herungs- (nahe bei, weit entfernt von, ...), Inklusions- (partiell enthal-
ten in, umfaßt, ...), Stabilta¨ts- (tra¨gt, bedeckt, ...), Kontakt- (beru¨hrt, auf,
unter, ...) und Ausrichtungsrelationen (ausgerichtet an, ...). Eine vollsta¨n-
dige Liste der implementierten Relationen findet sich in [Zo¨llner 2005].
Wichtig hierbei ist, daß die Menge der Relationen durch Bereitstellung ei-
ner Evaluierungsfunktion beliebig erweiterbar ist und somit jede denkbare
Lagebeziehung zwischen zwei Objekten relational beschrieben werden kann.
Die dem System bekannten Objekte sind weiterhin gema¨ß eines Eigen-
schaftsmodells mit semantischer Zusatzinformation versehen: Eine Taxono-
mie fu¨r Objekte, die im Bereich der Haushalts- und Ku¨chendoma¨ne auftre-
ten ko¨nnen, wurde erstellt (siehe [Becher et al. 2003]). Diese unterteilt die
Menge aller Objekte zuerst in bewegliche und unbewegliche Objekte. Abha¨n-
gig von Gro¨ße und Gewicht eines Objekts in Relation zu den menschlichen
Abmessungen und Fa¨higkeiten ko¨nnen somit Greif- und Loslasshypothesen
3. Programmieren durch Vormachen als Kommunikationsprozess 67
auf Plausibilita¨t u¨berpru¨ft und bewertet werden. In weiteren Verfeinerun-
gen wird eine hierarchische Klassifizierung der Objekte vorgenommen. Eine
solche Klassenbildung bedingt jede Art von Verallgemeinerungen u¨ber Ob-
jektklassen hinweg. So ist es mo¨glich, von der Demonstration mit einer be-
stimmten Instanz einer Tasse auf Aufgaben unter Benutzung eines Trinkge-
fa¨ßes zu generalisieren. Eine weitere Mo¨glichkeit des physikalischen Modells
versucht Objekte und ihre inneren Zusta¨nde zu beschreiben, beispielsweise
O¨ffnungswinkel von Tu¨ren oder Zusta¨nde wie
”
heiß/kalt“ eines Ofens. Diese
Informationen ko¨nnen fu¨r die Intentionserkennung von Bedeutung sein.
Die ho¨chste Ebene der semantischen Objektmodellierung befaßt sich mit
der funktionalen Beschreibung. Objekte ko¨nnen in Handlungen verschiede-
ne, semantisch unterschiedliche Rollen einnehmen. Diese unterscheiden sich
signifikant in den Teilzielen, die ein bestimmter Handlungsteil verfolgt. So
kann ein Glas innerhalb einer Demonstration sowohl als befu¨lltes als auch
als befu¨llendes Objekt auftreten, wenn es beispielsweise als Messbecher ver-
wendet wird. Die Informationen u¨ber mo¨gliche Rollen ko¨nnen ebenfalls zum
Ausschluß nicht plausibler Systemhypothesen genutzt werden.
Sowohl physikalische als auch funktionale Eigenschaften der Objekte sind
durch sogenannte una¨re Relationen u¨ber dem Objektraum definiert:
Definition 4 (Una¨re Objektrelation) Eine una¨re Objektrelation R be-
schreibt fu¨r ein Objekt o der Welt W das Vorhandensein einer bestimmten
Eigenschaft, bzw die Annahme eines bestimmten Wertes. Dabei gilt:
R(o) =

true, wenn o die Eigenschaft R besitzt ,
x, falls diese noch mit einem Attributwert x verknu¨pft ist,
false, sonst.
Der Gesamtzustand der Welt, wie er sich dem System darstellt, wird als
die Konjunktion einer Menge von (bina¨ren und una¨ren) Relationen repra¨-
sentiert, die in einer Situation gu¨ltig sind. Er umfaßt somit eine komplette
Beschreibung der in der Welt existierenden Objekte sowie deren Beziehungen
untereinander:
Definition 5 (Zustand) Der Zustand StW, in dem sich eine Welt W zum









Rl(oj))|R 6= false}, (3.3)
wobei O die Menge aller Objekte und R1,R2 die Menge aller una¨ren bzw.
bina¨ren Relationen bezeichnet.
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Mit dieser Formalisierung des Weltzustandes la¨ßt sich die Demonstration
einer Handlung als Folge von Zusta¨nden bzw. als Trajektorie im Zustands-
raum beschreiben:
Definition 6 (Demonstration) Eine Demonstration D mit der Dauer n
in einer Welt W ist eine geordnete Liste
D = (S0W,S
1
W, . . . ,S
n
W). (3.4)
Die Demonstration u¨berfu¨hrt dabei die Welt aus dem Startzustand S0W in den
Endzustand SnW, unter Einnahme der Zwischenzusta¨nde S
i
W,∀1 < i < n.
Kehrt man diese eher pha¨nomenologische Beschreibung von Aufgaben um
und betrachtet die Handlungen, die zu solch einer Verkettung von Zusta¨nden
fu¨hren, so ergibt sich die Definition einer Operatorsequenz:
Definition 7 (Operatorsequenz) Eine Operatorsequenz O =
(O1, O2, . . . , On) ist eine Folge von Operatoren (dies ko¨nnen sowohl
Elementar- als auch Makro-Operatoren sein, siehe die entsprechenden
Definitionen 1 und 2), welche die Transformation einer Welt von einem
Start- in einen Zielzustand erbringen, unter Einnahme aller Zwischenziele.
Formal gilt
E(Oi) ⊆ V(Oi+1),∀i, 1 ≤ i < n (3.5)
Vor dem Hintergrund des Programmierens durch Vormachen ist man je-
doch weniger an beliebigen Operatorsequenzen interessiert, sondern an Ope-
ratorsequenzen, welche besonders gut zu einer Demonstration passen. Diese
U¨bereinstimmungsrelation ist noch na¨her zu formalisieren. Von besonderem
Interesse ist fu¨r eine Demonstration eine Operatorsequenz, die genau diesel-
be Folge von Zwischenzusta¨nden aufweist, wie die observierte Handlung des
Menschen. Eine solche Operatorsequenz nennt man Erkla¨rung.
Definition 8 (Erkla¨rung) Eine Operatorsequenz O = (O1, O2, . . . , On) ist
eine Erkla¨rung einer Demonstration D = (S0W,S
1
W, . . . ,S
n
W) genau dann,
wenn die Vorbedingungen des ersten Operators dem initialen Zustand ent-
sprechen, die Nachbedingungen dem letzten Zustand und dazwischen alle
Nachbedingungen eines Operators in den Vorbedingungen des darauf folgen-
den Operators enthalten sind, also wenn
1. V(O1) ⊆ S0W (3.6)
2. N(Oi) ⊆ V(Oi+1) ⊆ SiW,∀i, 1 ≤ i < n (3.7)
3. N(On) ⊆ SnW (3.8)
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Eine solche Erkla¨rung ist deshalb interessant, da sie direkt eine Opera-
torsequenz liefert, welche dieselben Effekte auf die Umwelt hat, wie die vom
Benutzer vorgefu¨hrte Demonstration. Programmieren durch Vormachen be-
steht somit im Finden einer Erkla¨rung zu einer gegebenen Statusfolge bzw.
Demonstration. Leider ist die Suche nach einer solchen Erkla¨rung im allge-
meinen ein NP-vollsta¨ndiges Problem (siehe [Garey und Johnson 1978]),
was eine maschinelle Auswertung erschwert, wenn nicht unmo¨glich macht.
In den verbliebenen Abschnitten wird jedoch eine Methode vorgestellt, wel-
che mittels heuristischen Hintergrundwissens, modellbasierter Verfahren und
Techniken des Maschinellen Lernens im Falle der vorliegenden Problemklas-
sen eine ausreichend gute Scha¨tzung fu¨r die Erkla¨rung einer Demonstration
gibt.
3.5 Eine Architektur zum inkrementellen
Handlungslernen
Die PdV-Prozeßkette, die einzelnen Teilkomponenten und die Datenflu¨sse des
entwickelten Systems zum inkrementellen und interaktiven Programmieren
von Robotern durch Vormachen sind in Abbildung 3.3 dargestellt. Die allge-
meine Gliederung eines PdV-Systems, wie sie in Kapitel 2 vorgestellt wurde
(vgl. Abbildung 2.1) findet sich ebenso darin wieder, wie die oben beschriebe-
nen unterschiedlichen Analysephasen sowie psychologische Erkenntnisse zum
Ablauf am Menschen beobachteter Lernprozesse. Die Algorithmen, Model-
le und Methoden werden im Einzelnen in den kommenden Kapiteln dieser
Arbeit behandelt. An dieser Stelle soll lediglich die Struktur der Umsetzung
des vorgeschlagenen Konzeptes erla¨utert werden. Desweiteren werden die Ge-
samtzusammenha¨nge innerhalb dieser Softwarearchitektur dargestellt.
In der Komponente Sensorik findet der initiale Akquisition- bzw. Observa-
tionsteil des PdV-Systemes statt. In den im gegebenen Kontext durchgefu¨hr-
ten Experimenten wurden Datenhandschuhe, magnetfeldbasierte Positions-
und Orientierungssensoren, Stereokamerasysteme sowie ein aktives optisches
System zur hochgenauen Vermessung von menschlichen Bewegungen einge-
setzt. Eine detaillierte Beschreibung der verwendeten Sensorsysteme findet
sich in Abschnitt 3.6. Durch den modularen Aufbau der sensorverarbeiten-
den Prozessschritte ist gewa¨hrleistet, daß die Integration von und Datenfusi-
on mit anderen Sensorsystemen mit vertretbarem Implementierungsaufwand
mo¨glich ist.
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Bevor die gewonnenen Daten einer eingehenderen Verarbeitung und In-
terpretation zuga¨nglich sind, mu¨ssen sie vorverarbeitet werden. Je nach ver-
wendetem Sensorsystem sind dabei Verarbeitungsschritte wie die Normierung
und Kalibrierung sa¨mtlicher Sensoren, Elimination des Meßrauschens, Kom-
pression, Segmentierung relevanter Teildatenmengen, oder noch komplexere
vorverarbeitende Schritte no¨tig. Diese werden kurz in Abschnitt 3.6 zusam-
men mit der dazugeho¨rigen Sensortechnik erla¨utert.
In der darauf aufbauenden lexikalischen Analysephase werden die grund-
legenden verwendeten Symbole dekodiert. Dies bedeutet, daß aus dem vor-
verarbeiteten Sensordatenstrom die bedeutungstragenden Atome (die oben
definierten Elementaroperatoren) gefunden und geeignet instantiiert werden.
Hier findet die Griffdetektion und Klassifikation statt. Basierend auf heu-
ristischem und regelbasiertem Hintergrundwissen wird eine Korrektur der
Objektlagen und -orientierungen vorgenommen, die nicht in den semantisch
niedrigeren Ebenen implementierbar ist. Darauf aufbauend wird die Interak-
tion von Objekten, wie sie beispielsweise bei Einschenkvorga¨ngen oder Werk-
zeugbenutzung auftreten, analysiert und vorla¨ufig interpretiert. Wenn diese
Daten gesammelt sind, kann eine vollsta¨ndige Segmentierung der Demons-
tration vorgenommen werden. Nach Abschluß dieses Verarbeitungsschrittes
sind die Elementaroperatoren sowie ihre Anfangs- und Endpunkte vollsta¨n-
dig bestimmt und ko¨nnen zur weiteren Interpretation zu gro¨ßeren Gesamt-
zusammenha¨ngen zusammengestellt werden. Sprachliche Kommentierungen
der Demonstration, die der Benutzer gegebenenfalls zur Verfu¨gung gestellt
hat, werden in dieser Phase ebenfalls interpretiert und in die entsprechenden
Systemhypothesen umgesetzt.
Im darauf folgenden syntaktischen Analyseprozeß wird u¨ber den segmen-
tierten Elementaroperatoren der hierarchisch-funktional gegliederte Makro-
Operatorbaum erzeugt. Er nimmt die Abstraktion und Interpretation der
einzelnen Demonstration vor und u¨berpru¨ft die Hypothesen, welche das Sys-
tem generiert hat, auf Koha¨renz. Inkonsistenzen werden durch Anpassung
oder Verwerfen der Hypothesen in einen konsistenten Zustand u¨berfu¨hrt.
Neben der syntaktisch korrekten Erzeugung eines Makro-Baumes wird hier
eine Analyse der wechselseitigen Abha¨ngigkeit paralleler Handlungsteile vor-
genommen. Dies ist insbesondere relevant bei gleichzeitiger Handlung des
Menschen mit beiden Ha¨nden: Je nach Art der durchgefu¨hrten Handlung
sind die beiden Einzelhandlungen voneinander abha¨ngig oder unabha¨ngig.
Zuletzt findet eine Analyse des in der Demonstration gezeigten Kontextes
statt, d.h. eine Analyse der no¨tigen Vorbedingungen sowie der Nachbedin-
gungen, denen die Ausfu¨hrung der einzelnen Teile sowie die Gesamtdemons-
tration unterliegt.
Das somit gewonnene semantische Handlungswissen weist eine große Men-
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ge an Merkmalen auf. Diese sind in den Vor- und Nachbedingungen, den
Greif- und Loslaßoperatoren, den akquirierten Trajektorien oder beispielswei-
se in der Reihenfolge der Ausfu¨hrung enthalten. All diese Merkmale haben
unterschiedliche Relevanz fu¨r die Erreichung des Gesamtzieles, die zwischen
unterschiedlichen Handlungsklassen signifikant variieren ko¨nnen. Abha¨ngig
von der Relevanz ko¨nnen unter Ru¨ckgriff auf das gesamte Handlungswis-
sen, welches in Form einer Handlungsdatenbasis zur Verfu¨gung gestellt wird,
A¨hnlichkeiten mit der aktuellen Demonstration gefunden und zur Interpre-
tation genutzt werden. Dieser Prozess ist iterativ und wird mit der Makro-
genese abgeschlossen, welche das neue Handlungswissen erzeugt sowie in die
Handlungsdatenbasis integriert und somit das Handlungswissen fu¨r weitere
Abstraktions- und Generalisierungsschritte zur Verfu¨gung stellt.
Ein einzelner Makro-Operatorbaum repra¨sentiert das Wissen, das aus ei-
ner einzelnen Demonstration ableitbar ist. Er stellt die einzelne Erfahrung
dar, die einer bestimmten Situation entspringt. Die Handlungsdatenbank
steht fu¨r das gesamte Erfahrungswissen, die das System wa¨hrend seiner Lauf-
zeit gewonnen hat, also den gesamten Erfahrungsschatz, der dem System zu
einem konkreten Zeitpunkt zur Verfu¨gung steht. Diese ist jedoch niemals
als vollsta¨ndig oder abgeschlossen aufzufassen, sondern steter Vera¨nderung
unterworfen. Sie besteht nicht nur aus der Ansammlung immer neuer Erfah-
rung, sondern auch in der Adaption, Generalisierung und Verfeinerung des
Handlungswissens.
Die Vera¨nderung des Handlungswissens erfolgt durch verschiedene Pro-
zesse von Abstraktion und der Erschließung neuen Handlungswissens2, die
als Hintergrundprozesse die Fortschreibung und Konsistenzu¨berpru¨fung des
Handlungswissens zu Zeiten niedriger Systemlast (beispielsweise parallel zum
Aufladen der Stromversorgung wa¨hrend der Nacht) oder direkt der Demons-
tration folgend angestoßen werden ko¨nnen. Hier ist ebenfalls ein hoher Modu-
larisierungsgrad wichtig, so daß neue Reasoning-Algorithmen einfach und mit
minimalen Aufwand implementierbar und integrierbar sind. Im Rahmen die-
ser Arbeit wurden Verfahren zur Analyse von Operatorpermutationen, von
wiederholt auftretenden Teilaufgaben und von sequentiellen Umordnungs-
mo¨glichkeiten bei der Ausfu¨hrung von Handlungswissen implementiert und
getestet.
Das bisher generierte Handlungswissen ist roboterunabha¨ngig und repra¨-
sentiert die abstrakten Operationen, die zur Lo¨sung von Aufgaben no¨tig sind.
Soll das in der Handlungsdatenbank vorgehaltene Wissen auf einem konkre-
ten Roboter zur Anwendung und Ausfu¨hrung kommen, so ist ein Abbildungs-
prozess vonno¨ten, welcher das abstrahierte Handlungswissen auf die konkre-
2engl.: Reasoning
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te Roboterhardware mit ihrer Sensorik und Aktorik abbildet. Dieser Pro-
zess beginnt mit der direkten U¨bersetzung, welche den Makro-Operatorbaum
auf einen Syntaxbaum einer Roboterprogrammiersprache abbildet. Mittels
der iterativen Anwendung von Termersetzungsregeln innerhalb des Baumes
muß anschließend roboterspezifisches Wissen in den Programmbaum einge-
fu¨gt werden, wie beispielsweise Code zur Initialisierung bestimmter Kompo-
nenten oder zum Auslesen von Robotersensorik, die nicht im abstrahierten
Handlungswissen vorhanden sind. Ressourcenbeschra¨nkungen, die fu¨r einen
bestimmten Roboter gelten, mu¨ssen anschließend aufgelo¨st werden. So ist
eventuell ein Umplanungsschritt erforderlich, wenn auf einem Roboter mit
einem Arm Handlungswissen ausgefu¨hrt werden soll, das das Vorhanden-
sein von zwei Greifern voraussetzt. Zuletzt mu¨ssen bei der Parallelisierung
von Handlungswissen verschiedene Aspekte betrachtet werden, die hier von
Bedeutung sind, beispielsweise die Anzahl der gleichzeitig kontrollierbaren
Freiheitsgrade eines Systems oder rechnerische Kapazita¨ten, die es ratsam
erscheinen lassen, auf einen allzu großen Parallelisierungsgrad zu verzichten.
Das solcherart durchgefu¨hrte Verfahren ist prinzipiell in der Lage, Program-
me in unterschiedlichen Roboterprogrammiersprachen zu erzeugen, bis hin zu
direkter Generierung von Assembler-Code. Experimentell wurde lediglich die
Exportierung in das Programmiersystem der sog. Flexiblen Programme (sie-
he [S. Knoop 2006]) evaluiert. Aufgrund der Turing-Ma¨chtigkeit der Term-
und Baumersetzungssysteme ([Goos und Waite 1984]) ist jedoch jede an-
dere Programmrepra¨sentation als gleichwertig zu betrachten und prinzipiell
eine mo¨gliche Zielsprache. Das so erzeugte Roboterprogramm kann anschlie-
ßend verwendete werden, um Roboter zu steuern und im ha¨uslichen Umfeld
als flexible Helfer einzusetzten. Im Rahmen dieser Arbeit wurden prima¨r die
mittleren (in Abbildung 3.3 grau hinterlegten) Prozesskomponenten imple-
mentiert und untersucht. Im Bereich der Sensorik sowie der Sensordaten-
vorverarbeitung, der Programmsynthese, Regelung und Aktorik wurde auf
vorhandene Arbeiten zuru¨ckgegriffen. Da die verwendeten Sensorsysteme die
notwendige Grundlage fu¨r das erhaltene Handlungswissen darstellen, werden
sie im Rest dieses Kapitels na¨her vorgestellt. Der Vorstellung der zentralen
Komponenten zum Lernen und Abstrahieren von Handlungswissen sind die
restlichen Kapitel dieser Arbeit gewidmet.
3.6 Verwendete Sensorik
Die vorgestellten und implementierten Methoden und Algorithmen sind sen-
sortransparent, d.h. unabha¨ngig von einer konkreten Sensorik. Fu¨r das Ver-
sta¨ndnis der spa¨ter beschriebenen Verfahren sowie deren Ergebnisse ist jedoch

























Abbildung 3.4: Sensorumgebung im Trainingscenter.
ein detailliertes Wissen u¨ber die genutzte Sensorik hilfreich. Deshalb sollen
im Folgenden die verwendeten Systeme und Vorverarbeitungsmethoden kurz
beschrieben werden, um deren Sta¨rken und Schwa¨chen abscha¨tzen zu ko¨n-
nen. Das Sensorsystem wurde in einem sogenannten Trainingscenter zusam-
mengefaßt, in dem die meisten Daten fu¨r die durchgefu¨hrten Experimente
entstanden. Dieses Demonstrationsszenario ist in Abbildung 3.4 dargestellt.
3.6.1 Datenhandschuhe
Zur Erfassung der Fingerbewegungen und Griffe der menschlichen Hand wur-
de ein System aus mit einem Handschuh verna¨hten Dehnmeßtreifen verwen-
det (Firma Immersion [Immersion], siehe Abbildung 3.5 (a-b)). Es weist
22 unabha¨ngige Freiheitsgrade, die jeweils mit einer Genauigkeit von ca. 2
Grad aufgenommen werden ko¨nnen. Die maximal mo¨gliche Datenrate betra¨gt
150 Messwerte pro Sekunde, die mittels serieller Ausleseeinheiten u¨ber eine
RS232-Schnittstelle in das Rechnersystem eingelesen werden. Das physikali-
sche Meßprinzip basiert auf der Widerstandsa¨nderung bimetallischer Strei-
fen, die unter der Ausu¨bung von Stauch- und Dehnverformungen auftreten.
Durch geschickte Anordnung der Dehnmeßstreifen auf der Oberfla¨che des
Datenhandschuhs ko¨nnen Ru¨ckschlu¨sse auf die Stellung der einzelnen Fin-
gergelenke getroffen werden.
Aufgrund der elastischen Struktur des verwendeten Handschuhmaterials
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Abbildung 3.5: Verwendeter Datenhandschuh. (a) Physikalischer Datenhand-
schuh mit Dehnmeßstreifen (b) Geometrisches Modell der Benutzerhand. (c)
Abbildung von Widerstandswerten auf Gelenkwinkel.
und der von Mensch zu Mensch unterschiedlichen Anatomie ist es jedoch nicht
mo¨glich, jedem Widerstandsmeßwert global einen Gelenkwinkel zuzuordnen.
Deshalb ist das System vor jeder Benutzung auf den jeweiligen Benutzer zu
kalibrieren, um die Abbildungsfunktion von Widersta¨nden in Gelenkwinkel
zu bestimmen.
Diese Kalibrierung erfolgt, indem der Benutzer eine definierte Folge von
Posen mit der Hand einnimmt. Daraus werden die minimalen und maximalen
Widerstandswerte fu¨r jedes einzelne Gelenk extrahiert. Aufgrund der linea-
ren Charakteristik der Dehnmeßstreifen, der orthogonalen Unabha¨ngigkeit
und der anatomischen Richtwerte fu¨r die maximale Gelenkstellungen kann
so eine benutzerindividuelle lineare U¨bertragungsfunktion konstruiert wer-
den, die eine Berechnung der Gelenkwinkel aus den Widerstandsmeßwerten
fu¨r jedes einzelne Gelenk erlaubt (siehe Abbildung 3.5 (c)).
Mit dieser Kalibriermethode ist es mo¨glich, die Fingerstellung bis auf etwa
ein Grad Abweichung genau zu bestimmen. Das ist ausreichend, um die Po-
sition der Fingerspitzen, sowie die Gesamtpose der Hand zu erkennen. Diese
Daten werden den nachfolgenden Verarbeitungsschritten, wie dem Erkennen
von Griffen, zur Verfu¨gung gestellt.
3.6.2 Magnetische Positionssensoren
Die Positionen der Benutzerha¨nde im Raum werden durch ein magnetfeld-
basiertes Tracking-System (Ascension Technology) aufgezeichnet. Dabei er-
zeugen drei rechtwinklig zueinander angeordneten Spulen in einem Magnet-
feldemitter ein pulsierendes und mit einer dreidimensionalen Charakteristik
versehendes Magnetfeld. Dieses wird durch drei ebenso angeordneten Spulen
im Sensor auf dem Handru¨cken des Benutzers registriert. Aus den induzierten
Signalen lassen sich die Raumlagen der Sensoren mit sechs Freiheitsgraden
bestimmen. Die Meßreichweite liegt bei zwei Metern im Umkreis des Emit-
76 3.6. Verwendete Sensorik
Abbildung 3.6: Kalibriergenauigkeit der Positionssensoren
ters, mit einer Genauigkeit von zwei Zentimetern und einer Auflo¨sung von
einem Millimeter. Die Datenrate betra¨gt 144 Meßwerte pro Sekunde, der
Datenaustausch erfolgt u¨ber bina¨res Datenformat unter Nutzung der RS-232
Schnittstelle.
Durch das physikalische Meßprinzip bedingt, zeigte es sich, daß das Ma-
gnetfeld und damit die Positioniergenauigkeit sehr unter metallischen Ob-
jekten im Einzugsbereich des Trackingsystems leidet. Gerade Monitore und
Computer senden zusa¨tzlich noch starke Sto¨rsignale aus, die aus den Rohda-
ten herausgefiltert werden mu¨ssen. Deshalb mu¨ssen die gewonnenen Daten
ebenfalls auf das jeweilige Umfeld hin kalibriert werden.
Zur Kalibrierung wurde angenommen, daß die exakten Positionsdaten
durch Meßsto¨rungen mit einem Rotations- und Translationsanteil u¨berlagert
wurden. Diese Annahme beruht auf der Beobachtung, daß sich Nichtlinearita¨-
ten nur in der unmittelbaren Umgebung von Objekten finden, welche Sto¨run-
gen im Magnetfeld verursachen. Deshalb la¨ßt sich das Kalibrierungsproblem
auf die Scha¨tzung einer geeignete Rotation und Translation reduzieren.
Dazu wurden an unterschiedlichen, genau ausgemessenen Positionen im
Trainingscenter Markierungen angebracht, an denen die aufgezeichneten Sen-
sorwerte des Magnetfeldtrackers ausgewertet wurden. Anschließend wurde
durch die Methode der kleinsten Fehlerquadrate angelehnt an [Horn 1987]
die optimale Transformation gescha¨tzt, welche die bekannten Positionen in
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(a) (b)
Abbildung 3.7: Typischer Satz von Marken zur Beobachtung des gesamten
Ko¨rpers und der Hand eines Probanden (SFB 588). (a) Markerset fu¨r den
gesamten Ko¨rper. (b) Details von der Hand
die gemessenen Werte u¨berfu¨hrt. Durch Invertierung der Sensormatrix kann
die Abbildungsfunktion der Meßwerte in den sechsdimensionalen Positions-
und Orientierungsraum gefunden werden.
Eine abschließende Evaluierung ergab eine Abweichung von weniger als
zwei Zentimetern in den wesentlichen Teilen der Arbeitsfla¨che, die nur an
den Ra¨ndern und in der Na¨he der Metallprofile u¨berschritten wurde (siehe
Abbildung 3.6).
3.6.3 Vicon Motion Capture System
Die vorgestellte Sensorik erlaubt eine kontinuierliche Bewegungserfassung des
Menschen und von Objekten auf eine einfache, kostengu¨nstige Art. Sie hat
jedoch auch nicht zu verschweigende Nachteile, gerade in Bezug auf die Ge-
nauigkeit, bei der Kompromisse eingegangen werden mußten.
Sollen Bewegungsfa¨higkeiten fu¨r einen Roboter hochgenau und pra¨zise
erfaßt werden, so ist es sinnvoll, auf speziellere Hardware zuru¨ckzugreifen.
So lassen sich unterschiedliche Handlungen des Menschen hochgenau mit ei-
nem Bewegungserfassungssystem aufgezeichnen, indem man mehrere schnel-
le und hochgenaue Kameras in Verbindung mit reflektierenden Marken am
Ko¨rper des Menschen verwendet, wie sie auch bei der Bewegungsanalyse und
-korrektur von Leistungssportlern zum Einsatz kommen.
Dazu werden auf dem gesamten Ko¨rper an genau definierten Punkte re-
flektierende Marker aufgeklebt. Diese werden von mehreren Kameras an ver-
schiedenden Positionen aus aufgenommen und durch aktive Triangulation in
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dreidimensionale Koordinaten umgerechnet. Aus den Positionen der Marker-
punkte lassen sich Ru¨ckschlu¨sse auf die Position der einzelnen Ko¨rperteile
ziehen. Die Marken mu¨ssen an geeigneten Punkten am Ko¨rper angebracht
sein und sich außerdem stets im Blickfeld von mindestens zwei verschiedenen
Kameras befinden.
Zur Platzierung der Marken wurde das im Rahmen des Sonderforschungs-
bereichs 588
”
Humanoide Roboter“ definierte und umgesetzte Markerset ver-
wendet (siehe Abbildung 3.7). Mit dieser Markenanordnung wurden verschie-
dene Probanden bei Handlungen in einer Ku¨chenumgebung beobachtet. Die
beobachteten Handlungssequenzen wurden vorverarbeitet und in einer Be-
wegungsdatenbank abgelegt. Diese Bewegungsdatenbank umfaßt Greif- und
Loslassbewegungen von Ku¨chenobjekten sowie die Bedienung von Ku¨chen-
gera¨ten wie einem Ku¨hlschrank.
3.7 Zusammenfassung
In diesem Kapitel wurde ein Ansatz zu einem PdV-System erla¨utert und
insbesondere auf dessen strukturellen Aspekte eingegangen. Er wurde ent-
wickelt aus den eingangs formulierten und spezifizierten Anforderungen und
Randbedingungen und vereinigt viele der im vergangenen Kapitel gegenu¨ber-
gestellten Konzepte des maschinellen Lernens und psychologischer Grundla-
gen. Der Ansatz faßt das Programmieren durch Vormachen als einen pha-
senartig ablaufenden Prozess des Dekodierens und Interpretierens auf, wie
er bei menschlichen Kommunikationsvorga¨ngen beobachtet wird. Dabei wird
u¨ber die lexikalische, syntaktische und semantische Analyse einer Demons-
tration eine Generalisierungs- und Abstraktionsphase erreicht, aus der sich
der Fundus der von einem Robotersystem gelernten Handlungen aufbaut.
Diese Handlungsdatenbank wird geformt von Roboterprogrammba¨umen,
welche als sogenannte Makro-Operatoren hierarchisch-funkional repra¨sentiert
sind. Sie umfassen neben dem reinen Handlungswissen, wie eine bestimmte
Aufgabe gelo¨st werden muß, auch noch Meta-Wissen. Das Meta-Wissen um-
fasst die Umwelt- und Vorbedingungen, sowie durch das Durchfu¨hren der
Handlung erreichbaren Effekte. Diese sind durch relationale Beziehungen
zwischen den Objekten repra¨sentiert, die bei einer Handlung benutzt oder
referenziert werden.
Die Umsetzung einer demonstrierten Sequenz von Operatoren in einen er-
kla¨renden Programmbaum wurde u¨berblicksartig durch Vorstellung der Sys-
temarchitektur gezeigt. Grundfunktionalita¨ten jeder einzelnen Komponente
sowie deren Zusammenspiel wurden erla¨utert. Da fu¨r das Versta¨ndnis der
Funktionsweisen der einzelnen Systemkomponenten die Kenntnis der ange-
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wandten Sensorsysteme von Bedeutung ist, wurden in einem kurzen U¨ber-
blick diese vorgestellt.
Die nun folgenden Kapitel sollen die theoretischen Grundlagen und prak-
tischen Implementierungsaspekte fu¨r jede einzelne Analysephase sowie deren
Teilkomponenten bieten. Dabei werden die beiden ersten Analysephasen, die
lexikalische und die syntaktische Phase, zusammen behandelt. Sie weisen ei-
nerseits einen sehr starken Formalisierungsgrad auf und ko¨nnen deshalb sehr







Die ersten Schritte des in Abschnitt 3.5 vorgestellten Analyse- und Interpre-
tationsprozesses zum Programmieren durch Vormachen sind die lexikalische
und die syntaktische Analyse. Die erstgenannte entspricht der Extraktion
der bedeutungstragenden Elemente einer Benutzervorfu¨hrung, die zweite der
Erschließung der dahinterstehenden Struktur.
In diesem Kapitel werden diese beiden Phasen detaillierter vorgestellt
und analysiert. Eine wesentliche Grundlage hierbei ist die Definition und
Erkennung relevanter Ereignisse in der Benutzerdemonsntration, welche ab-
strakt in Abschnitt 4.1 behandelt wird. In den darauffolgenden Abschnitten
wird auf konkrete Ereignisse, wie Griffe und spezielle Objektinteraktionen
eingegangen. Abschnitt 4.5 beschreibt, wie die einzelnen elementaren Opera-
tionen voneinander abgegrenzt werden ko¨nnen. In den Abschnitten 4.7 und
4.8 werden die Grundlagen beschrieben, auf denen die Grammatik-getriebene
Methode zur Bestimmung von Syntaxba¨umen fu¨r Demonstrationen aufbaut.
Die abschließenden Abschnitte 4.9 und 4.10 beschreiben dann, wie die Syn-
taxba¨ume verwendet werden ko¨nnen, um die wesentlichen Merkmale und
Synchronita¨tsbedingungen einer Aufgabe aus einer Demonstration abzulei-
ten.
4.1 Detektion von Ereignissen
Am Anfang jedes Kommunikationsprozesses, als den eine PdV-Situation auf-
gefasst werden kann (siehe Abschnitt 3), steht empfa¨ngerseitig ein bislang
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unstrukturierter kontinuierlicher Fluß an subsymbolischer Informationen, die
direkt oder indirekt von den Sensordaten herru¨hren. Der erste Schritt hin zu
der Erkennung von Semantik besteht darin, die verwendeten grundlegenden
Handlungen zu erkennen und zu klassifizieren. Die Menge dieses grundle-
genden Handlungsvokabulars wurde in Definition 1 beschrieben und forma-
lisiert. Sie entha¨lt alle elementaren Handlungen wie Griff- und Loslasshand-
lungen sowie spezielle Objektinteraktionshandlungen wie Einschenkvorga¨n-
ge, O¨ffnungs- und Schließvorga¨nge beispielsweise fu¨r einen Ku¨hlschrank oder
Werkzeugbenutzungen. Diese Elementaroperatoren sind modelliert zusam-
men mit ihren hinreichenden minimalen Vorbedingungen sowie ihren Effek-
ten, die fu¨r die Erschließung des gesamten Handlungszieles der Benutzerde-
monstration von Bedeutung sind. So vera¨ndert beispielsweise ein Einschenk-
vorgang den Fu¨llstand der beiden beteiligten Objekte oder ein O¨ffnungsvor-
gang den internen Zustand
”
O¨ffnungswinkel“ des Ku¨hlschranks.
Um von dem konkreten Vorgang der Verarbeitung und Erkennung seman-
tischer Einheiten zu abstrahieren, wird das Konzept des Detektors eingefu¨hrt.
Definition 9 (Detektor) Ein Detektor u¨berfu¨hrt eine Menge kontinuierli-
cher oder diskreter Sensormeßwerte S des gleichen Zeitpunktes in eine symbo-
lische Repra¨sentation, welche der A¨nderung des Weltzustandes entsprechen.
Die Ausgabe eines Detektors kann zusa¨tzlich noch von einem internen Zu-
stand ZD abha¨ngen, der sich in Abha¨ngigkeit der Eingabedaten a¨ndert. Ein
Detektor ist vollsta¨ndig definiert durch ein Tupel von drei Funktionen: einer
Selektionsfunktion
sD : S→ Pot(S),
die eine Teilmenge der Sensordatenmenge auswa¨hlt, dem Ko¨rper des Detek-
tors, der eigentlichen Detektionsfunktion
fD : Pot(S)× ZD → O ∪ ∅,
die die eigentliche Klassifikationsarbeit leistet und von der selektierten Teil-
datenmenge sowie dem internen Zustand des Detektors abha¨ngt, sowie der
Zustandsu¨bergangsfunktion
zD(t+ 1) = cD(sD(S), zD(t)), cD : Pot(S)× ZD → ZD,
welche den Zustand in Abha¨ngigkeit von den Sensorwerten vera¨ndert.
Ein Detektor ist durch die Angabe seiner Funktionen vollsta¨ndig be-
stimmt. Daru¨ber, wie seine Funktionen repra¨sentiert sind, ist im Interesse
der Allgemeinheit des Detektoransatzes keine Aussage gemacht. Sie ko¨nnen
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(a)
(b)
Abbildung 4.1: Detektorenketten. (a) Detektorenkette mit den Verarbei-
tungsschritten fu¨r die Sensorik des Trainingszentrums (siehe Abbildung 3.4.
(b) Detektorenkette fu¨r das Vicon-Tracking-System (siehe Abbildung 3.7).
beispielsweise u¨ber die Klassifikationsfunktion eines neuronalen Netzes in-
stanziiert sein, als regelbasierte Klassifikatoren, aber auch durch die direkte
Angabe von maschinenlesbaren Codes, der die gewu¨nschte Detektionsfunkti-
on realisiert.
Die Ergebnisse jedes Detektors ko¨nnen als Eingangsparameter anderer,
semantisch ho¨herwertiger Detektoren dienen, die wiederum andere Ereignis-
se detektieren. Auf solche Art ko¨nnen komplexe Detektorketten generiert
werden, welche auch komplizierten Detektionsaufgaben gewachsen sind. Den-
noch ist die damit verbundene Funktionalita¨t modular und erweiterbar, zur
Laufzeit des Systems rekonfigurierbar und wiederverwendbar. So kann die
Kenntnis einer neuen Elementaroperation durch Einfu¨gen eines neuen De-
tektors bewa¨ltigt werden.
Zwei unterschiedliche Detektorenketten zeigt Abbildung 4.1. Abbildung
4.1 (a) zeigt sa¨mtliche zur Detektion und Visualisierung verwendeten Detek-
toren, die zur Verarbeitung der Sensorik aus dem Trainingscenter, wie es in
Abschnitt 3.6 vorgestellt wurde. Abbildung 4.1 (b) beinhaltet die Sensoren-
kette, welche zur Verarbeitung der Daten des Vicon-System aufgenommen
wurden (siehe Abschnitt 3.6.3).
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4.2 Griffdetektion und -analyse
Die grundlegenden Ereignisse, welche eine Handlung im Haushaltsbereich
determinieren, sind das Ergreifen, Bewegen, Ablegen und Loslassen von Ob-
jekten. Der Erkennung von Griff- bzw. Loslassoperationen kommt deshalb
in einem System zum Programmieren durch Vormachen hohe Bedeutung
zu. Eine pra¨zise und robuste Erkennung von Griffhandlungen ist der Aus-
gangspunkt, auf dem andere, semantisch ho¨herwertige Systemkomponenten
aufbauen.
Zur Griffbestimmung stehen dem System Informationen bezu¨glich der Po-
sition der Hand, der Gelenkstellungen der Finger sowie der Positionen der
in der Umwelt durch das Stereokamerasystem erkannten Objekte zur Verfu¨-
gung. Um verwertbare Aussagen u¨ber den Griffzeitpunkt sowie die verwen-
dete Griffart treffen zu ko¨nnen, muß eine genaue Erkennung der Griffphase
geleistet werden. Nur dann ko¨nnen verla¨ßliche Informationen u¨ber die Griff-
art erhalten werden, die wesentlich fu¨r die Nutzbarkeit zum Ausfu¨hrungszeit-
punkt sind.
Unter Bezug auf die Arbeiten von [Friedrich 1998] und
[Hauck et al. 1998] wurde ein regelbasierter, auf den Schwellwerten
abgeleiteter Merkmale arbeitender Ansatz implementiert, welcher folgende
Eingabedaten verwendet:
• Die von den Datenhandschuhen erfaßten Gelenkwinkel. Die Summe die-
ser Gelenkwinkel fu¨hrt zu einem Scha¨tzwert u¨ber den Grad der Ge-
schloßenheit der Hand. U¨berschreitet dieser Wert einen bestimmten,
objektaba¨ngigen Schwellwert, so erfu¨llt dies ein wesentliches Kriterium
fu¨r die Erkennung des Beginns eines Griffes. Sinkt die Summe der Ge-
lenkwinkel wieder deutlich darunter, so kann dies auf einen Loslaßpunkt
hindeuten (Gleichung 4.1).
• Wa¨hrend des Griff- bzw. Loslaßzeitpunktes befindet sich die Geschwin-
digkeit in einem Minimalzustand. Idealerweise findet sogar ein Null-
durchgang statt (Gleichung 4.2).
• Ein weiteres wichtiges Indiz fu¨r das Vorliegen eines Griffes ist die Na¨he
des Hand zu einem Objekt. Griffe kann man auch daran erkennen,
daß wa¨hrend der Greifphase der Abstand der Hand zu dem gegriffenen
Objekt gering ist. Steigt der Abstand wieder, so ist der Griff gelo¨st
worden, und eine Loslaßoperation hat stattgefunden. Weiterhin la¨ßt
sich das gegriffene Objekt durch Minimierung der Abstandsfunktion
zu allen in der Umwelt vorhandenen Objekten einfach und zugleich
verla¨ßlich bestimmen (Gleichung 4.3).












Geschwindigkeit relativ zum Objekt
Abbildung 4.2: Regelbasierte Erkennung von Griff- und Loslaßzeitpunkten.
Die Bestimmung der Greifphase findet anhand der dargestellten Parameter
statt. Wa¨hrend der grau hinterlegten Phase ist das Objekt gegriffen.
• Ein letztes Merkmal, um den Loslaßzeitpunkt noch genauer bestimmen
zu ko¨nnen, ist die erste Ableitung des gerade beschriebenen Merkmals
nach der Zeit. Die Geschwindigkeit der Hand relativ zum gegriffenen
Objekt liefert eine noch scha¨rfere Scha¨tzung des Objektablagezeitpunk-
tes (Gleichung 4.4).
Der Zusammenhang zwischen den erwa¨hnten Merkmalen und den Greif-
und O¨ffnungszeitpunkten einer Benutzerdemonstration ist in Abbildung 4.2
dargestellt. Man erkennt, daß eine Auswertung der vier vorgestellten Merk-
male mittels regel- und schwellwertbasierter Verfahren durchaus in der Lage
ist, die Griffzeitpunkte zu erkennun und erkla¨rungsbasiert zu detektieren.
Zusammenfassend la¨ßt sich der Zusammenhang zwischen den Eingangs-
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αi(t) > θα (4.1)
∧ |−→vabs(t)| < θv (4.2)
∧ dobj(t) < θd (4.3)
∧ |−→vobj(t)| < θo (4.4)
Mittels einfacher, regelbasierter Abfragen ist es so mo¨glich, die Griff- und
Loslaßzeitpunkte in einer Benutzerdemonstration zu erkennen. Somit wird
es mo¨glich, die grundlegenden Manipulationsoperationen zu erkennen und
zeitlich zu bestimmen.
Fu¨r die erfolgreiche Umsetzung der Griff- und Loslaßsequenzen auf einen
Roboter ist jedoch noch mehr Information no¨tig, als lediglich der Zeitpunkt
eines Griffes. Eminente Bedeutung kommt auch der Bestimmung der Griffart
zu. Der Mensch hat viele verschiedene Mo¨glichkeiten, Gegensta¨nde zu ergrei-
fen. Diese sind in [Cutkosky 1989] na¨her untersucht und zusammengefaßt
worden. So ist es beispielsweise von großem Interesse, ob der Benutzer einen
Gegenstand mit dem Daumen parallel zu den anderen Fingern ergreift oder
entgegengesetzt, oder ob er einen Griff verwendet, der die Ausu¨bung großer
Kra¨fte erlaubt, im Gegensatz zu Kra¨ften, die eher zu pra¨zisen Feinmanipu-
lationen gedacht sind.
Die im Rahmen dieser Arbeit verwendete Griffhierarchie ist in Abbildung
4.3 dargestellt. Sie untergliedert die Menge aller anwendbaren Griffe zuerst
in Kraft- und Pra¨zisionsgriffe. Erstere dienen fu¨r schwere Objekte, sowie fu¨r
schnelle Verfahrtrajektorien, die ein hohes Maß an Stabilita¨t des Objektes in
der Hand erfordern, letztere eher fu¨r die geschickte Manipulation leichter Ob-
jekte, bei der es auf hohe Genauigkeit der Bewegung des Objektes ankommt.
Auf den nachgeordneten Ebenen wird nach Art und Form der gegriffenen
Objekte (rund oder prismatisch) unterschieden.
Diese Grifftaxonomie eignet sich zur Beschreibung von im Haushalts-
bereich typischerweise auftretenden Handlungen, wie [Friedrich 1998,
Ehrenmann 1998] zeigen konnten. Aufgrund der guten Erkennungsleis-
tung von u¨ber 80% auf repra¨sentativen Testdaten wurde der Ansatz von
[Friedrich 1998] zur Klassifikation der einzelnen Griffe gewa¨hlt.
Diesem Ansatz folgend wurden dreischichtige
”
feed-forward“ Neuronale-
Netzwerke gewa¨hlt. Fu¨r jede Hierarchieebene in der Grifftaxonomie, wel-
che exakt einer Entscheidung u¨ber die Art bzw. Subklasse des verwendeten
Griffes entspricht, wurde ein solches neuronales Netz trainiert. Die Entschei-
dungsklassen fu¨r jedes Neuronale Netz sind in Abbildung 4.3 rot umrandet.
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Abbildung 4.12: Grifftaxonomie nach Cutkosky [Cutkosky 89] zur Klassifikation von
Griffen, welche bei Handhabungen auftreten.
Nicht 
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Abbildung 4.12: Grifftaxonomie nach Cutkosky [Cutkosky 89] zur Klassifikation von
Griffen, welche bei Handhabungen auftreten.
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Abbildung 4.3: Grifftaxonomie nach [Cutkosky 1989]. Die Klassifikation
erfolgt mittels hierarchischer Neuronaler Netze, deren Entscheidungsbereiche
rot umrandet sind.
Ebenenweise wird die Entscheidung, a¨hnlich wie beim Entscheidungsbaum-
verfahren von jedem Netz in ein achgeord etes Ne ro ales Netz propa-
giert, bis ein Bl tt des Baumes err icht ist und damit die Klassfikations-
entsc eidung getroffe ist. Die mit dem rr ichten Blat ver u¨pfte Gr ff-
klasse wird anschließend als Klassifikationsergebnis zuru¨ck geben (si he
[Fri d ich 1998, Friedrich et al. 1999]).
Diese Vergehensweise hat den Vorteil, daß in bei jeder Entscheidung le-
digli zwei is vi r Klassen iskriminiert werden mu¨sse . Daraus resultiert
ein stabileres Verhalten der neuronalen Netze zum Lernzeitpunkt. Weiterhin
mu¨ssen fu¨r Netze in weiter unten liegenden Schichten nur Teile der gesam-
ten Datenmenge zum Tr ini g v rwendet werden, was weiterhin fu¨r einen
schnelleren L rnvorg g sorgt.
Als Datengrundlage fu¨r das Trainieren der Neuronalen Netze stand ei-
ne Trainingsmenge von 1280 Griffbeispielen zur Verfu¨gung. Jede Griffklasse
wurde durch 80 Exemplare repra¨sentiert, die von 10 verschiedenen Perso-
nen aufgenommen wurden, um eine benutzerunabha¨ngige Griffklassifikation
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zu erhalten. Die Trainingsdaten fu¨r jedes einzelne Netz bestand aus allen
Griffbeispielen, die sich in der Taxonomie unterhalb dieses speziellen Neu-
ronalen Netzes befanden. Alle anderen Griffbeispiele wurden beim Training
nicht beru¨cksichtigt.
4.3 Objektlagenkorrektur
Neben dem korrekten Greifzeitpunkt sowie dem verwendeten Griff bei einer
Manipulationshandlung ist ein weiterer, subsymbolischer Aspekt von zentra-
ler Bedeutung zur vollsta¨ndigen Erfassung der Benutzerhandlung: Die kor-
rekte Position der Objektaufnahme- bzw. -ablagepunkte.
Deren korrekte Bestimmung wird im Idealfall von der verwendeten Senso-
rik (Stereokamera-basierte Objektverfolgung, bzw. Vicon-Tracking-System)
durchgefu¨hrt. Leider stellt man in der Praxis fest, daß einerseits die Auf-
lo¨sungsgenauigkeit der Sensorsysteme nicht ausreichend hoch ist, um rela-
tional scharfe Aussagen wie
”
Ausgerichtet an“ zu stu¨tzen. Andererseits ist
die Sensorik vom Sichtfeldbereich der Kameras abha¨ngig, was in Haushalt-
sumgebungen durchaus eine substantielle Einschra¨nkung darstellt. Dort ist
in der Regel mit Okklusionen zu rechnen. Diese Verdeckungen der relevanten
Objekte ko¨nnen beispielsweise bei Manipulationen im Ku¨hlschrank auftreten,
wenn der Benutzer, die Ku¨hlschranktu¨r und die Seitenwa¨nde des Ku¨hlschran-
kes den gesamten Inhalt verdecken. Gerade in diesem Szenario, wenn nun ein
Objekt wie eine Flasche gegriffen oder im Ku¨hlschrank abgelegt werden soll,
ist eine korrekte Objektposition von großer Relevanz.
Dieses Beispiel legt nahe, daß auch eine von der visuellen Sensorik unab-
ha¨ngige Objektlagenscha¨tzung von hoher Bedeutung ist. Wesentliche Bedeu-
tung kommt hierbei den anderen Sensormodalita¨ten (den Datenhandschuhen
und Magnetfeldtrackern) zu, die nicht mit Okklusionsproblemen behaftet
sind. Nimmt man nun an, daß solange der Griff gu¨ltig ist, sich die Posi-
tion des Objektes relativ zur Hand nicht a¨ndert (siehe Abbildung 4.2), so
kann man die Position des Objektes durch Propagierung der Handposition
fortschreiben. Sobald der Griff gelo¨st wird, ist das Objekt an seiner Endpo-
sition angelangt. Diese sogenannte statische Griffhypothese reicht aus, um
die Position des gegriffenen ungefa¨hr zu bestimmen. Durch sie ist es mo¨glich,
das Nichtvorhandensein visueller Informationen aufgrund von Okklusionen
auf das oben als erstes angesprochene Problem der Sensorungenauigkeit zu
reduzieren.
Als na¨chstes ist das Problem der iterativen Korrektur der Objektposi-
tion, ausgehend von einem initialen Scha¨tzwert, zu lo¨sen. Dazu betrachtet
man mo¨gliche Ablagepositionen fu¨r Objekte. Beispiele hierfu¨r sind das Ab-
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(a) (b)
(c) (d)
Abbildung 4.4: Objektpositionskorrektur mittels eines Iterative-Closest-
Point-Verfahrens. (a,c) Vor der Korrektur. (b,d) Nach Anwendung des Kor-
rekturschrittes. Die modellierten elastischen Kra¨fte, die die Objekte zu den
Kontaktfla¨chen ziehen sind als gru¨ne Linien dargestellt.
legen eines Tellers auf einer ebenen Tischfla¨che, das Stellen einer Tasse auf
eine Untertasse oder Zuschrauben einer Flasche mit einem Deckel. In allen
drei Fa¨llen ist die Ablageposition dadurch charakterisiert, daß Objektfla¨chen
(die Tellerunterseite und die Tischplatte oder der Tassenboden und die Ober-
seite der Untertasse) miteinander in Beru¨hrung sind. Diese Bedingung wird
durch die Minimierung des Punkt-zu-Punkt-Abstandes zwischen den beiden
involvierten Objekten erreicht.
Dem entspricht die gewa¨hlte Vorgehensweise: Mittels des Iterative-
Closest-Point-Algorithmus (siehe [Horn 1987, Besl und McKay 1992])
werden Punkte auf dem manipulierten Objekt ausgewa¨hlt, die sich in en-
ger Nachbarschaft zu Objektpunkten in der Umgebung befinden. Deren Ab-
sta¨nde werden anschließend iterativ minimiert, bis die Summe der Distanzen
minimal wird.
Die Ergebnisse dieses Verfahrens sind in Abbildung 4.4 dargestellt. Die
Na¨chsten-Punkte-Paare sind in bunt eingezeichnet. Man erkennt deutlich die
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gewonnene Positionsgenaugkeit und Aussagekraft der Objektpositionen in
Termen der in Abbildung 3.2 dargestellten Beschreibungssprache fu¨r den
Weltzustand.
4.4 Objektspezifische Aktionen
In den vergangenen Abschnitten wurde beschrieben, wie Greif- und Loslaß-
vorga¨nge aus Benutzerdemonstrationen fu¨r Handlungen im Haushaltsbereich
erkannt und hinsichtlich verschiedener Aspekte interpretiert werden ko¨nnen.
Menschliches Handeln weist jedoch einen weit gro¨ßeren Umfang auf, als er
durch das Aufnehmen und Ablegen von Objekten abgedeckt ist. Beispiele da-
fu¨r sind das Einschenken von Flu¨ssigkeiten aus einer Flasche, das hineindre-
hen einer Schraube oder das O¨ffnen des Ku¨hlschrankes oder einer Schublade.
All diese Aktionen zeichnen sich durch folgende zwei Merkmale aus:
1. Der Mensch fu¨hrt mit einem oder mehreren gegriffenen Objekten be-
stimmte Bewegungen bzw. Handlungen aus. Das kann zum einen das
Erreichen einer nahezu waagerechten Position einer Flasche relativ zu
einem Gegenstand, welcher als Flu¨ssigkeitsbeha¨lter fungiert, oder die
Bewegung auf einer Kreisbahn mit gegriffener Tu¨rklinke sein, aber
auch die sensomotorisch komplexe Drehbewegung beim O¨ffnen eines
Schraubverschlusses oder dem hineindrehen einer Schraube sein.
2. Solche Handlungen haben A¨nderungen interner Zusta¨nde von Objekten
zur Folge. Beispielsweise vera¨ndert eine das Einschenken einer Flu¨ssig-
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Diese nur knapp skizzierte Vielfalt an objektspezifischen Operationen
la¨ßt sich nicht durch eine geschlossene, kompakte Formulierung entspre-
chend der Bestimmung von Greif- und Ablegeprimitiven gema¨ß den Glei-
chungen (4.1) bis (4.4) abdecken. Im Rahmen dieser Arbeit wurde auf ei-
ne umfangreiche Objektdatenbank zuru¨ckgegriffen, wie sie beispielsweise in
[Becher et al. 2003] beschrieben worden ist. Diese erlaubt es, Merkmale und
Funktionalita¨t beliebiger Objekte zu modellieren.
Es wird daher vorgeschlagen, mit den objektspezifischen Daten pha¨no-
menologische und semantische Deskriptoren zu verknu¨pfen, welche genau die
beiden unter 1. und 2. genannten Merkmale von den Objektaktionen repra¨-
sentieren und in einer geeigneten Form zum Demonstrationszeitpunkt zur
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Verfu¨gung stellen. Das pha¨nomenologische Teilmodell besteht in Merkmals-
abfragen, welche zum Demonstrationszeitpunkt ausgewertet werden mu¨ssen.
Ist na¨mlich ein bestimmtes Objekt gegriffen, so ko¨nnen jederzeit beispielwei-
se mit diesem Objekt verknu¨pfte spezifische Aktionen auftreten. Im Beispiel
des Einschenkens aus einer Flasche werden, sobald eine Flasche gegriffen ist,
folgende Merkmale evaluiert:
1. O¨ffnungszustand der Flasche: Wurde der Deckel entfernt?
2. Objektposition: Befindet sich die Flasche in einer waagerechten Position
mit ihrer O¨ffnung u¨ber einem anderen Objekt (passives Objekt)?
3. Passives Objekt: Hat dieses Objekt die Eigenschaft, Flu¨ssigkeitsbeha¨l-
ter zu sein und ist es bereit, Flu¨ssigkeit aufzunehmen (geo¨ffnet etc.)?
Werden diese Bedingungen positiv beantwortet so liegt nach dieser pha¨no-
menologischen Modellierung eine Einschenkoperation vor. Sie vera¨ndert den
Fu¨llzustand der zwei beteiligten Objekte, der Flasche und des Flu¨ssigkeitsbe-
ha¨lters, welcher als passives Objekt an dieser Aktion beteiligt ist. Dies a¨ußert
sich in einer semantischen Modellierung der objektspezifischen Aktion
”
Ein-
schenken aus einer Flasche“, welche mit der Flasche F und dem passiven
Objekt O durchgefu¨hrt wurde in einem Kontext, bzw. der Vorbedingung von
Filled(F ) = true
(modelliert durch eine una¨re Relation gema¨ß Definition 4), sowie einem Effekt
von
Filled(O) = true.
Das bedeutet, daß die Operation zur Voraussetzung hat, daß die Flasche
nicht leer ist, sowie daß sie den Fu¨llzustand der Tasse a¨ndert. Da es mit
der verwendeten Sensorik (siehe Abschnitt 3.6) nicht mo¨glich ist, Fu¨llsta¨nde
von Objekten genau zu bestimmen, wurde auf eine genaue Modellierung von
Fu¨llstandsvera¨nderungen, bzw. umgeschu¨tteter Mengen verzichtet.
Fu¨r andere objektspezifischen Aktionen, wie sie oben beispielhaft genannt
wurden, ko¨nnen sinngema¨ß pha¨nomenologische und semantische Modelle de-
finiert und implementiert werden. Dies wurde fu¨r die oben genannten Aktio-
nen durchgefu¨hrt, das Konzept der pha¨nomenologischen und semantischen
Modellierung von Objektaktionen in umfangreichen Datenbanken ist jedoch
allgemein.
Sind nun die Griffpunkte und Aktionszeitpunkte einer Demonstration be-
stimmt, so muß als na¨chstes die zeitliche Ausdehnung der einzelnen Aktions-
kontexte bestimmt werden. Dies findet in der Segmentierungsphase statt.
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4.5 Segmentierung
Fu¨r die Erfassung der Bedeutung einer Benutzerdemonstration sind ledig-
lich die Griff- und Loslaßzeitpunkte, sowie die Objekt-Aktionspunkte von
Bedeutung. Zur Bestimmung der semantischen Information einer Benutzer-
handlung sind also lediglich die bereits gefundenen Greifaktionen sowie die
Interaktionen zwischen den Objekten relevant, wie sie in den vorigen Ab-
schnitten behandelt worden sind.
Soll jedoch auch noch die Pragmatik einer Demonstration erfaßt werden,
so ist mehr Information no¨tig. Die Pragmatik einer Benutzerdemonstration
umfaßt im Gegensatz zur Semantik nicht eine funktionale Beschreibung der
Handlung, sondern eine pha¨nomenologische Repra¨sentation der Demonstra-
tion. Sie behandelt also nicht die Fragestellung, was wa¨hrend der Benut-
zerhandlung geschehen ist, sondern wie der Benutzer die Vera¨nderungen in
der Umwelt bewirkt hat. Diese Informationen sind von wesentlicher Bedeu-
tung fu¨r die Umsetzung der menschlichen Aktionen auf den Manipulator.
Sie umfassen im wesentlichen Trajektorien und Gelenkwinkelverla¨ufe. So ist
es beispielsweise fu¨r einen Greifvorgang von zentraler Bedeutung, nicht nur
wann ein Griff geschloßen wurde, sondern auch wie die Anfahrtstrajektorie
verlaufen ist, wie sich in dieser Phase der O¨ffnungs- bzw. Schließungszustand
der Hand vera¨ndert hat, und wie nach Vollendung des Griffes das Objekt
bewegt wurde.
Basisaktionen wie Griffe oder Objektinteraktionen stehen also nicht
fu¨r sich, sondern sind eingebettet in Kontexte. Die einzelne Griffoperation
steht beispielsweise im Gesamtkontext
”
Greifbewegung fu¨r ein Objekt“ , die
Anfahrts- und Abfahrtstrajektorien umfaßt. Eine komplexe Fragestellung ist,
wann der Mensch in seiner Bewegung zwischen den Kontexten wechselt, d.h.
wann die Bewegung von der Abfahrtsbewegung des Objektaufnahmepunktes
in die Anfahrtstrajektorie fu¨r den Objektablagepunkt u¨bergeht.
Um solche Kontexte zu den einzelnen erkennbaren Basisaktionen zu be-
stimmen, wurden heuristische Verfahren, basierend auf den Trajektorienzu¨-
gen selber, eingesetzt. Diese nutzen die Beobachtung aus, daß im allgemeinen
das Ende einer Teiltrajektorie, bzw. der Anfang der na¨chsten Trajektorie er-
reicht ist, wenn sich die aktuelle Handposition in a¨quidistantem Abstand
sowohl zur Objektgreifposition, als auch zur Objektablageposition befindet.
Diese Bedingung wird erfu¨llt durch den Trajektorienpunkt −→p cs, der den
absoluten Betrag der Differenz der Absta¨nde zu den Trajektorienpunkten
zu den zeitlich begrenzenden Zeitpunkten tstart und tend minimiert. Die
Start- und Endzeitpunkte tstart und tend werden durch die umgebenden
Objektaufnahme- bzw. -ablagepunkte oder die begrenzenden Objektinter-
aktionspunkte bestimmt. Formal ausgedru¨ckt ist
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Abbildung 4.5: Heuristische Bestimmung von Kontextwechselpunkten nach
Gleichung 4.5. Der Kontextwechselpunkt ist an der Position, wo die gru¨ne
Abfahrtstrajektorie von der Untertasse in die blaue Anfahrtstrajektorie fu¨r
den Teller u¨bergeht. Die beiden Distanzen zwischen dem Kontextwechsel-
punkt und dem Start- und Zielpunkt der Trajektorie (siehe Gleichung 4.5)
sind rot dargestellt.
−→p cs = min
start≤i≤end
|(|−→p (t)−−→p (tstart)| − |−→p (t)−−→p (tend)|)|. (4.5)
Dieser Zusammenhang ist in Abbildung 4.5 verdeutlicht.
4.6 Sprachliche Kommentierungen
Bei der Weitergabe von Handlungs- und Ausfu¨hrungswissen zwischen
Menschen spielen wa¨hrend der Vorfu¨hrung gegebene Erkla¨rungen und
Kommentare eine wesentliche Hilfestellung zum Versta¨ndnis der Inten-
tion und Zielsetzung der Handlung, falls jene Zielsetzung nicht oder
nur schwer aus der Demonstration selbst geschlossen werden kann (siehe
[Pardowitz et al. 2006d]). Der Demonstrator hat die Mo¨glichkeit, wa¨hrend
der Vorfu¨hrung seine Intention durch Kommentare und Erla¨uterungen zu
unterstreichen. Der Lernende bekommt dadurch Hilfestellungen, seine Auf-
merksamkeit auf die relevanten Eigenschaften der Demonstration zu fokus-
sieren.
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Ein solches Verhalten sollte auch ein lernendes Robotersystem aufweisen.
Es sollte in der Lage sein, seine Hypothesen und Annahmen, die es u¨ber die
Aufgabe macht, zu verbessern, sobald ihm sprachliche Kommentare zur Vor-
fu¨hrung zur Verfu¨gung gestellt werden. Das Ergebnis sollte ein beschleunigter
Lernprozess sein, der die Kommentare nutzt, um Hypothesen schneller zu ver-
werfen, zu korrigieren oder zu besta¨tigen und somit sicheres Handlungswissen
zu haben.
Zur Umsetzung von Kommentaren in Bewertungen oder Modifikationen
von Hypothesen beno¨tigt das System zwei wesentliche Arten von Hinter-
grundwissen, die im folgenden kurz behandelt werden sollen: Zum einen eine
syntaktisch-linguistische Ontologie der Aufgabendoma¨ne, sowie einem Hypo-
thesenmodell.
Die syntaktisch-liguistische Ontologie der Aufgabendoma¨ne besteht aus
der grammatikalischen Modellierung der Kommentare sowie ihrer Bedeutung
fu¨r den menschlichen Benutzer. Dies ist notwendig, um dem System u¨ber-
haupt ein Erkennen sowie eine Interpretation der Kommentare zu ermo¨gli-
chen. Es bestimmt, was als Kommentar anzusehen ist, sowie wie die Semantik
der Kommentare abzuleiten ist.
Das Hypothesenmodell beschreibt das Aufgabenmodell des Systems. Es
bestimmt, wie Kommentare einer gewissen Semantik umzusetzen sind auf
die Hypothesen, die das System aus Benutzerdemonstrationen generiert, so-
wie deren Modifikationen, die sich aus den Kommentaren ergeben. Hierbei
sind unterschiedliche Arten von Kommentaren auf unterschiedliche Teile der
Hypothesen abzubilden.
Die in dieser Arbeit verwendete syntaktisch-linguistische Ontologie deckt
aus der Fu¨lle aller folgende Kommentarmo¨glichkeiten vor allem Angaben zur
Relevanz der erreichten oder zu erreichenden Teilziele ab. Diese beschreiben
Aufnahme- und Ablagepositionen von Objekten durch Lokalita¨tsspezifikatio-









...“ indiziert werden. Der menschliche Benutzer bekommt somit die Mo¨glich-
keit, Kommentare wie
”
Ich stelle die Tasse auf den Tisch neben den Tel-
ler“ dem System zur Demonstrationszeit zur Verfu¨gung zu stellen. Daraus
kann das System Informationen u¨ber das gegriffene Objekt, Referenzobjekte
und deren relative Position zueinander ziehen.
Nicht zufa¨llig a¨hnelt diese Hypothesenstruktur sehr stark der relationa-
len Modellierung von Weltzusta¨nden und Handlungszielen aus Abschnitt 3.4
(siehe Definition 3). Diese wurde entsprechend den beobachteten Handlungs-
mustern implementiert, welche der Mensch selbst anwendet. Somit ist eine
sinnvolle Zuordnung von Kommentaren zu den Systemhypothesen, also rela-
tionalen Beziehungen zwischen Objekten, gegeben.
Zur Realisierung der Spracherkennung wurde das Dia-
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logsystem von [Pommer et al. 2006, Holzapfel et al. 2006,
Holzapfel und Waibel 2006] angewandt. Hierbei handelt es sich um
ein Spracherkennungssystem, welches aus dem Dialogkontext Erwartungen
formuliert und diese ausnutzt, um die Spracherkennungsrate zu verbessern.
Abha¨ngig vom sprachlichen Hintergrund des Benutzers und der konkreten
Kommunikationssituation werden grammatikalische Regeln im Spracher-
kenner mit unterschiedlichen Gewichten versehen, welche es erlauben, die
erfasste Information kontextabha¨ngig optimiert zu erfassen.
Mit der Erkennung und Auswertung der sprachlichen Kommentare, wel-
che eine Vorfu¨hrung einer Manipulationsaufgabe begleiten, ist die lexikali-
sche Analysephase abgeschlossen. Die Demonstration wurde vom kontinuier-
lichen und hochdimensionalen Sensordatenstrom abstrahiert und liegt jetzt
als Folge von diskreten Ereignissen vor. Damit ist die Handlungsfolge, wel-
che der Mensch gewa¨hlt hat, entschlu¨sselt. Die resultierenden Symbole sind
in den folgenden Analyseschritten zu einer hierarchisch-funktionalen Darstel-
lung des Handlungswissens, welche gro¨ßere Gesamtzusammenha¨nge beru¨ck-
sichtigt und die Intention des Menschen hinter seinen Handlungen versucht
zu verstehen.
4.7 Syntaktische Analyse von Benutzerde-
monstrationen
Nach Beendigung der mit der lexikalischen Phase verbundenen Analyseschrit-
te liegt eine erste formale Repra¨sentation einer Benutzerdemonstration vor,
die in aufeinanderfolgende Segmente zerteilt ist, welche die niedrigsten Hand-
lungseinheiten repra¨sentieren, wie zum Beispiel Greifbewegungen oder Ein-
schenkoperationen. Zum kompletten Versta¨ndnis der gesamten Benutzerde-
monstration, und nicht nur ihrer Einzelteile, ist eine hierarchische Abstrak-
tion dieser Handlungseinheiten, zu ho¨herwertigen Teilaufgaben sinnvoll. So
ko¨nnen Greif-, Einschenk- und Loslaßoperationen beispielsweise zusammen-
gefaßt werden zum Bedienen einer Person oder dem Decken eines Tisches.
Die syntaktische Analyse extrahiert aus der Benutzerdemonstration nun
genau das Wissen um die hierarchischen Abstraktionsmo¨glichkeiten einer Be-
nutzerdemonstrationen. Sie baut eine bauma¨hnliche Erkla¨rungsstruktur fu¨r
das observierte Benutzerverhalten auf, unter besonderer Beru¨cksichtigung der
in der Demonstration vorhandenen Synchronita¨tsbedingungen, und konstru-
iert durch Kontextanalyse ein zusammenha¨ngendes Bild der Benutzerinten-
tion hinter der Manipulationshandlung. Zur Modellunterstu¨tzung wird fu¨r
diese Analysephase auf sogenannte
”
Attribut-Grammatiken“ zuru¨ckgegrif-
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fen. Diese sollen im folgenden kurz vorgestellt werden.
Attribut-Grammatiken sind eine Erweiterung regula¨rer Grammatiken.
Hier wird folgende, an [Goos und Waite 1984] angelehnte Definition re-
gula¨rer Grammatiken angewandt:
Definition 10 (Kontextfreie Grammatik) Eine kontextfreie Grammatik
G ist definiert als ein Quadrupel (T,N,P, Z) mit
• der Terminalmenge T,
• der Nichtterminalmenge N,
• der Produktionsmenge P
• sowie dem grammatikalischen Startsymbol (auch Satzsymbol genannt)
Z ∈ N,
genau dann, wenn (T∪N,P) ein generelles Termersetzungssystem ist, dessen
Produktionen die Eigenschaft haben, daß der zu ersetzende Teil auf der linken
Seite der Produktion exakt einem Nichtterminal entspricht, bzw. daß
∀p ∈ P∃A ∈ N, χ ∈ (T ∪N)∗ : p = A→ χ. (Kontextfreiheit) (4.6)
Grammatiken spezifizieren einen Prozeß, um Sa¨tze einer bestimmten
Sprache zu erzeugen und erlauben es daher, eine endliche Beschreibung fu¨r
eine potentiell unendliche Sprache anzugeben. Regula¨re Grammatiken sind
deshalb von Interesse, weil automatisierte Verfahren existieren, welche einen
Satz der durch eine Grammatik G beschriebenen Sprache in einen dazu pas-
senden Strukturbaum u¨berfu¨hren.
Definition 11 (Strukturbaum) Gegeben sei ein geordneter Baum mit der
Wurzel k0 ∈ T ∪N und deren unmittelbaren Nachfolgern k1, . . . , kn(n > 0).
Dann ist k0 die Wurzel eines Strukturbaumes gema¨ß der Grammatik G =
(T,N,P, Z), genau dann, wenn
1. k0 = Z
2. Z → k1 . . . kn ∈ P
3. falls ki ∈ T, dann ist ki ein Blatt des Baumes
4. falls ki ∈ N, dann ist ki Wurzel eines Strukturbaumes gema¨ß der Gram-
matik (T,N,P, ki)
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Der Strukturbaum einer Demonstration entspricht nun genau der Mor-
phologie eines Makro-Operator-Baumes, wie er in Abbildung 3.1 dargestellt
ist. Das Ziel lautet nun, eine endliche Menge von Regeln zu spezifizieren,
die der formalen Sprache der potentiell unendlichen Menge aller Benutzer-
demonstrationen entspricht. Dies wird in Abschnitt 4.8 erreicht. Zuvor muß
jedoch noch ein U¨berblick u¨ber das methodische Instrumentarium gegeben
werden, welches dazu dient, die Strukturba¨ume zu einer gegebenen Gram-
matik aus Sa¨tzen der von ihr beschriebenen Sprache zu rekonstruieren.
Gema¨ß [Goos und Waite 1984], S. 93, Theorem 5.15, existiert nun zu je-
der regula¨ren Grammatik G ein deterministischer endlicher Automat, welcher
exakt dieselbe Sprache akzeptiert, wie G. Im Unterschied zu dieser arbeitet
der jedoch nicht generierend (Top-Down), sondern akzeptierend bzw. kon-
struierend (Bottom-Up), das heißt, er bestimmt, ob eine Sequenz einem vali-
den Satz der durch die Grammatik G beschriebenen Sprache entspricht, und
liefert gegebenenfalls genau den Strukturbaum, welcher der morphologischen
Struktur des Satzes entspricht. Bottom-Up-Automaten haben jedoch die Ei-
genschaft, daß sie im Allgemeinen deutlich umfangreicher als die dazugeho¨-
rige regula¨re Grammatik sind und das Regelwerk kaum mehr manuell aufzu-
stellen ist. Stattdessen haben sie jedoch die wu¨nschenswerte Eigenschaft, daß
sie automatisch aus der grammatikalischen Beschreibung generierbar sind.
Der dazu beno¨tigte Algorithmus ist im Detail in [Goos und Waite 1984],
Kapitel 7, beschrieben, und wird an dieser Stelle aus Platzgru¨nden u¨bergan-
gen. Er geho¨rt jedoch zu den elementaren Grundlagen des U¨bersetzerbaus
und ist als solcher Element weiterfu¨hrender Standardwerke des Compiler-
baus sowie entsprechender Vorlesungen.
Ist einmal mit den oben erwa¨hnten Methoden ein endlicher Bottom-Up-
Automat konstruiert, so kann zu jeder Benutzerdemonstration der entspre-
chende Strukturbaum konnstruiert werden. Damit ist die Morphologie des
Makro-Operator-Baums bestimmt. Weitergehende Information, wie sie von
der Bestimmung der Vor- und Nachbedingungen der einzelnen Knoten im
Strukturbaum auf allen Hierarchieebenen geliefert wird, kann nun als Be-
rechnung von Attributen, die mit den einzelnen Knoten des Strukturbau-
mes verknu¨pft sind, formuliert werden. Dazu sind Attribut-Grammatiken die
methodisch-theoretische Grundlage:
Definition 12 (Attribut-Grammatiken) Eine Attribut-Grammatik
AG = (N,T,P, Z,A,R) ist eine kontextfreie Grammatik (N,T,P, Z)
mit der Eigenschaft, daß zu jedem Symbol X ∈ N ∪ T aus der Menge
der Symbole von AG eine Menge von Attributen A(X) definiert ist. Jedes
dieser Attribute repra¨sentiert eine spezifische Eigenschaft des Symbols
X und kann jedes Element einer vorspezifizierten Menge von Werten
98 4.8. Grammatikalische Modellierung der Makro-Operator-Morphologie
annehmen. a ∈ A(X) wird im folgenden auch abgeku¨rzt als X.a. Die
Werte dieser Attribute werden berechnet gema¨ß einer Menge von Attribu-
tierungsregeln R(p) = {Xi.a ← f(Xj.b, . . . , Xk.c)} fu¨r die Produktionen
p : X0 → X1 . . . Xn ∈ P der kontextfreien Grammatik.
Mit Attribut-Grammatiken steht nun ein Werkzeug zur Spezifikation von
Traversionssequenzen auf Strukturba¨umen zur Verfu¨gung, das eine kompakte
und dennoch leicht versta¨ndliche Beschreibung der Kontextberechnungen zur
Verfu¨gung stellt. Die konkreten Instanziierungen der Attributmengen und
Attribibutierungsregeln, die im Rahmen dieser Arbeit verwendet wurden,
und zur Berechnung der Synchronita¨ts- und Kontextinformationen benutzt
werden, sind in den Abschnitten 4.9 und 4.10 beschrieben.
4.8 Grammatikalische Modellierung der
Makro-Operator-Morphologie
Abschnitt 4.7 beinhaltet die Grundlagen zur grammatikalischen Modellierung
hierarchischer Baumstrukturen, welche als Grundlage fu¨r die Beschreibung
von Makro-Operatoren dient. In diesem Abschnitt soll die konkret gewa¨hl-
te Grammatik bzw. Produktionenmenge motiviert und detailliert vorgestellt
werden.
Bei den Benutzerdemonstrationen treten fu¨nf verschiedene Zusta¨nde auf:
Der Benutzer hat beide Ha¨nde frei, der Benutzer hat mit der rechten oder
mit der linken Hand ein Objekt gegriffen, der Benutzer hat in beiden Ha¨n-
den ein Objekt gegriffen und diese Griffe in der Folge rechts-links erreicht,
oder umgekehrt. Dies entspricht in der Grammatik der Nichtterminalmen-
ge N = (<F>, <L>, <R>, <LR>, <RL>, <leftInteraction>, <right-
Interaction>, <coordinatedInteraction>). Die Terminalmenge T besteht aus
den elementaren Operationen
”
Griff mit links bzw. rechts“ (leftGraspEvent,
rightGraspEvent),
”
Lo¨sen des Griffes der linken bzw. rechten Hand“ (leftRe-
leaseEvent, rightReleaseEvent), sowie den verschiedenen Objektinteraktions-
events, welche mit der linken, der rechten oder mit beiden Ha¨nden gleichzeitig
ausgefu¨hrt werden ko¨nnen (leftInteractionEvent, rightInteractionEvent, coor-
dinatedInteractionEvent). Um letztere zusammenzufassen, wurde noch das
zusa¨tzliche Interaktions-Nichtterminal < I > eingefu¨hrt. Die Terminalmenge
ist in direktem Zusammenhang zu den Detektoren, welche in Abschnitt 4.1,
Definition 9, eingefu¨hrt wurden. Diese Ereignisse werden direkt von einem
dazugeho¨rigen Detektor aus den Benutzerdemonstrationen erkannt.
Die Produktionsregeln modellieren die Zustandsu¨berga¨nge zwischen den
einzelnen Griffzusta¨nden. Sie erlauben so, eine korrekte Folge von Zusta¨nden























Abbildung 4.6: Graphische Darstellung der kontextfreien Grammatik zur Mo-
dellierung der strukturellen Morphologie von Makro-Operatoren.
zu erkennen, sowie den zugeho¨rigen Makro-Operator strukturell und morpho-
logisch zu determinieren. Damit steht die Struktur des Makro-Operators fest.
Um die funktionale Beschreibung der Benutzerdemonstration zu erhalten,
mu¨ssen verschiedene Informationen innerhalb des Strukturbaumes berechnet
werden, zum Beispiel Synchronisationspunkte oder relationale Beschreibun-
gen der Benutzerintention. Dies wird mittels der in Abschnitt 4.7 definierten
Attributierten Grammatiken vorgenommen. Detaillierte Beschreibungen sind
in beiden folgenden Abschnitten gegeben.
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<F> → <rightGrasp> <R>
<R> → <rightRelease> <F>
<R> → <rightInteraction> <R>
<F> → <leftGrasp> <L>
<L> → <leftRelease> <F>
<L> → <leftInteraction> <L>
<L> → <rightGrasp> <LR>
<LR> → <righRelease> <L>
<LR> → <leftRelease> <R>
<LR> → <I> <LR>
<R> → <leftGrasp> <RL>
<RL> → <leftRelease> <R>
<RL> → <rightRelease> <L>




<rightGrasp> → move∗ rightGraspEvent move∗
<rightRelease> → move∗ rightReleaseEvent move∗
<leftGrasp> → move∗ leftGraspEvent move∗
<leftRelease> → move∗ leftReleaseEvent move∗
<leftInteraction> → move∗ leftInteractionEvent move∗
<rightInteraction> → move∗ rightInteractionEvent move∗
<coordinatedInteraction> → <left> <right>
<left> → move∗ coordinatedInteractionEvent move∗
<right> → move∗ coordinatedInteractionEvent move∗
Tabelle 4.1: Produktionsregelmenge P der kontextfreien Grammatik zur Mo-
dellierung der strukturellen Morphlogie von Makro-Operatoren. Instanziie-
rung gema¨ß der Definition 10.
4.9 Synchronita¨tsmodell
Zur Ausfu¨hrung von Makro-Operatoren sind Informationen u¨ber die Synchro-
nisierbarkeit von Aktionen von hoher Relevanz. Sie erlauben es Robotern, die
u¨ber zwei Arme verfu¨gen, Feinmanipulationen auszufu¨hren, die u¨ber einen
hohen Grad von Synchronisationsbedarf zwischen den beiden Manipulatoren
verfu¨gen.
Solcher Synchronisationsbedarf kann auftreten, wenn beispielsweise mit
der einen Hand ein Ku¨hlschrank geo¨ffnet und geschloßen werden soll, und
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mit der anderen Hand wa¨hrend des O¨ffnungszeitraumes ein Objekt im Ku¨hl-
schrank gegriffen und herausholt werden soll. Dies ist ein durchaus praxisna-
hes Szenario, vgl. [Zo¨llner 2005]. Eine weitere Situation, wo feingranulare
Synchronisation von Bedeutung ist, ist das zweiha¨ndige Einschenken, wobei
das Objekt, in welches eingeschenkt wird, von einer Hand gehalten wird.
In beiden Fa¨llen ist ein Fehlschlag in der Synchronisation der beiden Teil-
handlungen fatal: Im letzteren wird eventuell Flu¨ssigkeit verschu¨ttet, da das
aufnehmende Gefa¨ß nicht an der korrekten Position relativ zu dem Flu¨ssig-
keitsbeha¨lter ist. Im ersten Beispiel kann bei Ausfu¨hrung des Vorgangs zum
Greifen und Herausholen des Objekts im Ku¨hlschrank selbiger und/oder der
Robotermanipulator bescha¨digt werden, falls die Ku¨hlschranktu¨re noch oder
schon wieder geschloßen ist.
Deshalb ist ein feinko¨rniger Abgleich zwischen den Ha¨nden bei zweiha¨ndig
ausgefu¨hrten Bewegungen no¨tig. Dazu werden sogenannte Synchronisations-
punkte eingefu¨hrt. Diese haben die Eigenschaft, daß an diesen Stellen die
Ausfu¨hrung der Handlung mit einer Hand eingefroren wird, bis beide Ha¨nde
wieder synchron sind oder bis die andere Hand in der Wartestellung ist.
Als Synchronisationspunkte eignen sich die Endpunkte aller Elementar-
operatoren, also aller Bewegungs-Operatoren sowie der genaue Zeitpunkt der
detektierten Objektinteraktion. Will man die Synchronisationspunkte fu¨r die
gesamte koordinierte Aktion bestimmen, so kann dazu die in Tabelle 4.2
aufgetragenen Attributierungsregeln verwenden. Der Datenfluß fu¨r ein bei-
spielhaftes Interaktionsereignis ist in Abbildung 4.7 dargestellt.
Mit dem hier vorgestellten Verfahren ist es mo¨glich, auch komplexere
zweiha¨ndige Handhabungen zu synchronisieren, indem Attributierungsregeln
ausgewertet werden.
4.10 Funktionale Kontextanalyse
Abschnitt 4.7 zeigte, wie die Morphologie der in Abschnitt 3.3 eingefu¨hrten
hierarchisch-funktionalen Wissensrepra¨sentation aus einer Benutzerdemons-
tration abgeleitet werden kann. Der funktionale Aspekt, der fu¨r weitere Inter-
pretationsschritte von hoher Relevanz ist, fehlt jedoch bisher. Er umfaßt die
Berechnung der Effekte einer Handlung auf eine Szene sowie die Scha¨tzung
der Vorbedingungen, die gegeben sein mu¨ssen, um jene Handlung ausfu¨hren
zu ko¨nnen.
Sowohl die Vorbedingungen der einzelnen Handlungen als auch deren Ef-
fekte und Auswirkungen werden in Termen u¨ber den in Abschnitt 3.4 be-
schriebenen geometrischen und objektbasierten Relationen beschrieben. Die
Gesamtmenge an Relationen wird bei allen Greif- und Loslaßoperationen
102 4.10. Funktionale Kontextanalyse














rule <move-list> → <move> <move-list>
attribution
<move-list>[0].sync-points = (<move.tend <move-list>[1].sync-points)
rule <move-list> → <move>
attribution
<move-list>.sync-points = <move.tend
Tabelle 4.2: Attributierungsregeln zur Berechnung der Synchronisationspunk-
te bei koordinierten Bewegungen.
ausgewertet. Dies geschieht in der graphischen Simulationsumgebung KA-
VIS [Schaude 1996], auf die das hier beschriebene System aufbaut. So ist
es mo¨glich, mit Zeitstempeln versehene Schnappschu¨sse der Umweltbeschrei-
bung zu generieren, aus der die relevanten Effekte und Vorbedingungen ex-
trahiert werden ko¨nnen.
Gema¨ß Definition 6 ist eine Demonstration D in der Welt W als eine
Folge von Zusta¨nden definiert:
D = (S0W,S
1
W, . . . ,S
n
W).
Jedem dieser Zustandsu¨berga¨nge SiW 7→ Si+1W kann jetzt ein Teilbaum ki des
Makrobaumes mit der Wurzel k0 zugeordnet werden, welcher genau diesen


































Abbildung 4.7: Datenfluß zur Berechnung der Synchronisationspunkte bei
koordinierten zweiha¨ndigen Bewegungen. Auf der untersten Ebene sind die
Elementaroperatoren aufgetragen, die ho¨heren Schichten gehen bis zur Ebene
des Nichtterminals <coordinatedInteraction>. Nichtterminale sind als du¨nn
umrandete Rechtecke dargestellt, zu ihnen geho¨rige Attribute sind darin ent-
haltene fett umrandete Rechtecke. Datenflu¨ße sind als gerichtete Pfeile dar-
gestellt.
Zustandsu¨bergang bewirkt. Jeder dieser Teilba¨ume ist also mit einem Attri-
but c versehen, so daß c genau den mit dem Operator ki erzielten Vera¨n-
derungen in der Szene u¨bereinstimmt. Diese Vera¨nderungen sind a¨quivalent
mit dem Differenz zwischen dem Zustand nach Ausfu¨hrung des Operators
und dem Schnitt der Zusta¨nde vor und nach dem Operator. Es gilt also
ki.c = S
i+1
W \ (Si+1W ∩ SiW).
Durch Forwa¨rtspropagierung (siehe Abbildung 4.8) dieser einzelnen Ver-
a¨nderungen lassen sich die einzelnen Vera¨nderungen zu einem Gesamteffekt
zusammenfassen. Dazu mu¨ssen Attributierungsregeln generiert werden, wel-
che folgende Eigenschaften haben:
k1.e = k1.c
ki+1.e = ki \ ki.c ∪ ki.c
k0.e = = kn.e
Diese Regeln erlauben eine Forwa¨rts-Berechnung des Gesamteffektes ei-
ner Demonstration. Um jedoch diese von Spontanaktionen zu befreien sowie
um die Beitra¨ge jeder einzelnen Teilhandlung zu den Gesamteffekten beru¨ck-
sichtigen zu ko¨nnen, muß nun eine Ru¨ckwa¨rtsberechnung der gewu¨nschten
Effekte erfolgen. Dies Erfolgt u¨ber das Attribut der sogenannten erwu¨nschten










Abbildung 4.8: Forwa¨rtspropagierung der A¨nderungen, die durch eine Opera-
torsequenz geta¨tigt werden, zu einem Gesamteffekt. A¨nderungen sind dabei










Abbildung 4.9: Ru¨ckwa¨rtspropagierung der Effekte, um aus dem gesamten
Effekt zu jedem Operator die jeweiligen Beitra¨ge zu erhalten.
Effekte de, die mit Hilfe der Liste aller Effekte le, die noch offen, d.h. von
bisher keinem Teilbaum erbracht worden sind, berechnet werden:
kn.le = k0.e
ki.le = ki+1.le \ ki+1.c
ki.de = ki.le ∩ ki.c
(4.7)
Diese Berechnungen erlauben eine einfache Detektion von Spontanaktio-
nen, die nichts zum Gesamteffekt beitragen, bzw. deren Effekte von darauf-
folgenden Aktionen eliminiert werden. Falls na¨mlich die erwu¨nschten Effekte
ki.de der leeren Menge ∅ entsprechen, so kann die Aktion weggelassen werden,
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ohne daß die Demonstration eine andere Wirkung auf die Umwelt gehabt ha¨t-
te. Dies fu¨hrt zu einer Elimination unerwu¨nschten Verhaltens und somit zu
einem sparsamen Umgang mit den endlichen Systemressourcen Prozessorzeit
und Arbeitsspeicher.
4.11 Zusammenfassung
Dieser Abschnitt pra¨sentierte die ersten zwei Stufen des Interpretationspro-
zesses fu¨r menschliche Demonstrationen von Handlungen im Haushaltsbe-
reich. Im ersten Schritt werden bestimmte Ereignisse durch sogenannte De-
tektorennetzwerke erkannt und in ihrer zeitlichen Ausdehnung bestimmt. In-
itiale Information zu Griff- und Loslassbewegungen des Menschen sowie zu
Objektinteraktionen wird gesammelt, wie beispielsweise die Greifart, die ver-
wendet wird, um ein Objekt zu ergreifen. Segmentierungsschritte erlauben es
nun, die gesamte Demonstration in unterschiedliche Stu¨cke mit einem jeweils
eigenen, zusammenha¨ngenden Kontext zu unterteilen. Sprachliche Kommen-
tare, die wa¨hrend des Demonstrationsprozesses auftreten, werden den jeweili-
gen Demonstrationsteilen zugeordnet, damit die verbale Information fu¨r spa¨-
tere Analyseschritte zur Verfu¨gung steht und in geeigneter Form angewendet
werden kann.
Die Bestimmung der morphologischen Struktur der Demonstration nahm
den Rest des vorliegenden Kapitels ein. Hier wurde auf herausragend theo-
retisch fundierte Erkenntnisse aus dem U¨bersetzerbau zur Modellierung
komplexer Eingabestro¨me, wie sie ein Sensorsystem zum Programmieren
durch Vormachen darstellt, zuru¨ckgegriffen. Darauf aufbauend wurde ein
morphologisch-grammatikalisches Modell des Handlungswissens erstellt, wel-
chem sa¨mtliche Eingabedaten genu¨gen mu¨ssen. Mit fortgeschrittenen Par-
singtechniken konnten diese Modelle verwendet wurden, um die strukturelle
Analyse, die Etablierung von Synchronisierungspunkten und die Berechnung
der Benutzerintentionen hinter der Demonstration zu erledigen.
Nach dem Durchlaufen der lexikalischen und der syntaktischen Analyse-
phase steht ein vollkommen fertiger Makro-Operator zur Verfu¨gung und harrt
seiner Einordnung in den Gesamt-Erfahrungsschatz des Systems. Dieser er-
folgt in der darauf aufbauenden semantischen Analysephase, in welcher eine
Relevanzbewertung des Gelernten stattfindet und ein A¨hnlichkeitsabgleich




In den vorangegangenen drei Abschnitten wurde deutlich, dass gelerntes Auf-
gabenwissen einerseits angewandt werden muss, mit dem Ziel, zur Ausfu¨hr-
ung verfu¨gbar zu sein, andererseits aber auch fu¨r eine Erweiterung, Vera¨n-
derung oder Anpassung an eine Demonstration einer neuen oder die erneute
Demonstration einer bereits gelernten Aufgabe zur Verfu¨gung stehen muss.
Die letzte Unterscheidung erfordert von den lernenden Komponenten eines
PdV-Systems die nichttriviale Entscheidung, ob eine gerade beendete De-
monstration die erneute Vorfu¨hrung eines gelernten Tasks war oder ob eine
bisher unbekannte Aufgabe ausgefu¨hrt wurde und ein neuer Task gelernt
werden soll.
Es erscheint daher sinnvoll, eine Strukturierung des in Form von unter-
schiedlichen gelernten Aufgaben vorhandenen Handlungswissens vorzuneh-
men. Diese sollte folgende drei Funktionen unterstu¨tzen:
1. Die Bewertung von A¨hnlichkeiten von Handlungswissen gema¨ß vorge-
gebener Metriken, das Herstellen von Bezu¨gen zu anderem, bereits ge-
lerntem Handlungswissen, und das Einbetten von Handlungswissen in
ein Umfeld von a¨hnlichen oder gleichen Tasks (Categorization). Hierzu
werden hierarchische A¨hnlichkeitsmaße eingesetzt, wie sie in Abschnitt
5.2 vorgestellt werden.
2. Das Eingliedern von neuem Handlungswissen, entweder in Form eines
neuen Tasks oder der Hinzunahme einer neuen Demonstration zu ei-
ner bereits bekannten Aufgabe, sowie die damit verbundenen Prozesse
des Lernens und der Aktualisierung von Handlungswissen (Learning).
Hierzu werden Verfahren betrachtet, wie sie in Abschnitt 5.3 darge-
stellt werden, sowie Reasoning-Methoden, wie sie das darauf folgende
Kapitel vorstellt.
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3. Dem Wiederauffinden gelernten Handlungswissens, entweder um es mit
neuen Aufgabenvorfu¨hrungen zu vergleichen und in Bezug zu setzen
(siehe 1.), oder um es zur Ausfu¨hrung in einem bestimmten Umwelt-
kontext zu bringen (Retrieval).
Die Anforderungen, die sich aus diesen drei Aspekten ergeben, legen es
nahe, eine hierarchische Klassenkategorisierung zur Strukturierung des ge-
lernten Handlungswissens zu verwenden. Die zu erstellende hierarchische Auf-
gabentaxonomie besteht aus einem Kategorienbaum, dessen innere Knoten
Klassen bzw. Unterklassen von Aufgaben repra¨sentieren, die Bla¨tter jedoch
konkrete Instanzen von Aufgaben, d.h. Benutzervoru¨hrungen, die von dem
PdV-System gelernt wurden. Zur Einteilung einer Menge von Vorfu¨hrun-
gen in eine hierarchische Taxonomie ko¨nnen unterschiedliche Kriterien ange-
wandt werden. Die einfachste Mo¨glichkeit besteht sicher darin, den Benutzer
jeder Demonstration einen Namen zuweisen zu lassen. U¨ber die A¨quivalenz
der Namen la¨sst sich eine einfache, flache Hierarchie von Klassen realisieren.
Beispielsweise ko¨nnen unterschiedliche Auspra¨gungen der Aufgabe
”
Tischde-
cken“, die als solche bezeichnet werden, zu einer Kategorie zusammengefasst
werden und von anderen z.B. mit der Bezeichnung
”
Spu¨lmaschine ausra¨u-
men“ unterschieden werden. Diese sehr einfache Kategorisierung ist jedoch
aus verschiedenen Gru¨nden suboptimal. Einerseits ist die Klassifikation sei-
tens des Benutzers zu unscharf und andererseits wird durch eine einfache
Benennung nur eine einschichtige Hierarchie induziert, wodurch ein wesent-
licher Vorteil der hierarchischen Strukturierung verschenkt wird. Weiterhin
ist es sinnvoll, Benutzerdemonstrationen zum Lernen zuzulassen, die nicht
mit einem Namen markiert sind. Dies kann von Nutzen sein, wenn der Ro-
boter den Menschen beim Durchfu¨hren von Aufgaben beobachtet, ohne vom
Benutzer explizit in einen Lernmodus versetzt worden zu sein. Solchermaßen
kann eine Menge von Handlungswissen auf eine sehr benutzerfreundliche Art
und Weise akquiriert werden (Unu¨berwachtes Lernen).
Um eine (zumindest teilweise) unu¨berwachte Kategorisierung durchzu-
fu¨hren, werden Lernverfahren zur hierarchischen Konzepterstellung durch-
gefu¨hrt. Hierbei geht es darum, Ballungen1 innerhalb einer Menge von De-
monstrationen zu finden, d.h. fu¨r eine Menge von Demonstrationen D eine
Partitionierung D1,D2, ...Dn zu finden, und jede der einzelnen Mengen wie-
der rekursiv weiter zu partitionieren, bis die entstehenden Mengen nur noch
aus einzelnen Demonstrationen bestehen.
Da die Menge der Demonstrationen sich jedoch u¨ber die gesamte Einsatz-
zeit eines PdV-Systems stetig vergro¨ssert, sie also nicht a-priori partitioniert
werden kann, sollen inkrementelle Verfahren dazu verwendet werden, neu
1engl. cluster
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hinzugefu¨gte Aufgabenvorfu¨hrungen in eine bereits bestehende Aufgabenta-
xonomie einzugliedern und diese mit Blick auf ein Optimalita¨tskriterium zu
vera¨ndern. Als Optimalita¨tskriterium bieten sich Methoden zur Bewertung
der Kategorienu¨tzlichkeit2 an (siehe [Gennari et al. 1989]). Die Idee hinter
der Kategorienu¨tzlichkeit besteht darin, die Entropie innerhalb einer Klasse
zu minimieren. Eine Klasse ist umso nu¨tzlicher, je geringer die Entropie der
Merkmale der in ihr enthaltenen Entita¨ten, in diesem Fall der Aufgaben, ist.
Im folgenden wird zuerst die kleinste Einheit semantischen Versta¨ndnisses
vorgestellt: Das einzelne Merkmal und dessen Relevanz fu¨r eine bestimmte
Aufgabenklasse. Der folgende Abschnitt 5.2 ist der Erkennung von Analogien
bzw. A¨hnlichkeiten zwischen unterschiedlichen Demonstrationen, welcher der
Benutzer dem System gibt, gewidmet. Hier werden die zentralen Konzepte
von A¨hnlichkeit und von Distanzmaßen vorgestellt. Anschließend wird der
prinzipielle Aufbau der Geda¨chtnisstruktur behandelt, bevor in Abschnitt
5.4 die algorithmische Grundlage zum Aufbau einer Handlungstaxonomie
vorgestellt wird.
5.1 Merkmalsbewertung
Jede Demonstration einer Aufgabe und damit jeder mit den Methoden aus
Abschnitt 4.10 erzeugte Makro-Operator besitzt verschiedene Merkmale, in
denen die entscheidenden Eigenschaften der Aufgabe enthalten sind. Diese
ko¨nnen umfassen:
• Die Anzahl und Art der verwendeten Objekte
• Die ra¨umliche Anordnung der Objekte nach der Durchfu¨hrung der Auf-
gabe
• Zustandsa¨nderungen der manipulierten Objekte
• Die Art und Weise, wie Objekte manipuliert werden, z.B. Verfahrtra-
jektorien, verwendete Griffarten, eingenommene Ko¨rperhaltung/Pose
wa¨hrend des Manipulationsvorgangs oder den Fokus der Aufmerksam-
keit des Benutzers.
Je nach Art der gerade behandelten Aufgabe sind unterschiedliche dieser
Merkmale relevant. Soll beispielsweise das Malen eines bestimmten Buchsta-
bens das Lernziel sein, so ist der Fokus auf die durchgefu¨hrte Trajektorie zu
legen, geht es hingegen darum den Tisch zu decken, so kommt es weniger
2engl. category utility
110 5.1. Merkmalsbewertung
darauf an, mit welchen Trajektorien dies geschieht, sondern vielmehr darauf,
welche Objektanordnung nach Ende der Demonstration gegeben ist. Jede
einzelne Demonstration besteht nun aus intentionalen Aspekten und willku¨r-
lich erzeugten beziehungsweise irrelevanten Merkmalen. Aus einer einzigen
Demonstration ist nicht zu erkennen, welche der erkannte Merkmale relevant
sind und welche nicht. Stehen jedoch mehrere Demonstrationen derselben
Aufgabe zur Verfu¨gung, so ist davon auszugehen, daß sich die relevanten
Merkmale wiederholen, da deren Wahrscheinlichkeit fu¨r eine identische Re-
produktion sehr hoch sind. Mit a¨hnlicher Argumentation kann man erwarten,
daß die irrelevanten Merkmale eine deutlich ho¨here Streuung aufweisen, das
heißt, daß sich die Merkmale in den irrelevanten Merkmalen unterscheiden.
Somit erscheint es mo¨glich, daß unter Betrachtung mehrerer Demonstratio-
nen derselben Aufgabe auf die relevanten Aspekte geschlossen werden kann
und diese als
”
Kern“ der Aufgabe extrahiert werden ko¨nnen.
Eine wesentliche Kenngro¨sse zur Scha¨tzung der Relevanz eines Merkmals
ist also dessen Auftretenswahrscheinlichkeit in einer Menge von Demonstra-
tionen der selben Aufgabenklasse C deren Definition folgendermaßen aus-
sieht:
Definition 13 Die Auftretenswahrscheinlichkeit fu¨r ein Merkmal m in einer
Menge von Demonstrationen C = {D1, D2, ..., Dn} definiert als
p(m,C) =
|{D ∈ C|m ∈ D}|
|C|
Es ist jetzt also eine Bewertungsfunktion zu entwerfen, welche einer Auf-
tretenswahrscheinlichkeit innerhalb einer Aufgabenklasse ein Relevanzmaß
bzw. ein Gewicht zuordnet, welches in Bezug zu dem Einfluß des Merkmals
auf die Taskklasse steht, welcher die Demonstration angeho¨rt. Die hier ge-
wa¨hlte Mo¨glichkeit besteht darin, die Gewichte eines Merkmals gema¨ß seines
Informationsgehaltes festzulegen.
Nach dem Shannon-Theorem (siehe [Duda et al. 1998]) ist der Informa-
tionsgehalt eines einzelnen Merkmals nach dessen Logarithmus bestimmt -
also der Gro¨ße
− log2 p(m,C).
Dieses Maß favorisiert jedoch Merkmale mit niedriger Auftrittswahrschein-
lichkeit - also ist eine Umkehrung der Auftretenswahrscheinlicheit no¨tig, nach
der die klassenbedingte Scha¨tzung der Merkmalsrelevanz w(m) folgenderma-
ßen aussieht:
w(m) = − log2 (1− p(m,C)) . (5.1)
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Wenn eine ausreichend große Menge an Demonstrationen derselben Auf-
gabe zur Verfu¨gung stehen, so ist davon auszugehen, daß dann eine aus-
reichend gute Scha¨tzung der Merkmalsrelevanz durchgefu¨hrt werden kann
(siehe [Billard et al. 2004]). In dem Fall, daß ein vo¨llig neuer, dem System
bisher unbekannter Task gelernt werden soll, ist jedoch diese Vorbedingung
einer großen Trainingsdatenmenge nicht gegeben. Am Anfang dieses Lern-
prozesses sind statistische Kenndaten unverla¨ßlich und nicht fu¨r belastbare
Aussagen zu gebrauchen.
In diesem Lernstadium ist auf andere Kenndaten zur Bewertung der
Merkmalsrelevanz zuru¨ckzugreifen. Als solche bietet sich die Verwendung von
Hintergrundwissen an. Dieses Hintergrundwissen kann beispielsweise Grun-
dannahmen u¨ber die allgemeine Merkmalsverteilung sein. Diese Form von
Hintergrundwissen kann angewandt werden, wenn man postuliert, daß der
Benutzer, wenn er die erste Demonstration einer neuen Aufgabe demons-
triert, vor allem an den Merkmalen der Demonstration interessiert ist, welche
sich von dem Hintergrundwissen unterscheiden. Somit erscheint es sinnvoll,
die Relevanzbewertung als eine Diskriminationsfunktion auzufassen. Dem-
nach ist die Relevanzbewertung anhand globaler Diskrimination als
w(m) = −log2p(m,C)
vorzunehmen. Hierbei bezeichnet C die Menge aller Demonstrationen (in
Gegensatz zu den vorher verwendeten Einschra¨nkung der Menge aller De-
monstrationen, die nur zu dieser Klasse geho¨ren). Dieses Maß favorisiert also
Merkmale, die in der Gesamtmenge allen bekannten Handlungswissens sel-
ten vorkommen, was genau der Bevorzugung der Merkmale, die die neue
Demonstration vom bisher bekannten unterscheiden, entspricht.
Wie kann jetzt jedoch ein allgemeingu¨ltiges Maß fu¨r die Merkmalsbe-
wertung gefunden werden, welches das jeweilige Lernstadium beru¨cksichtigt,
also am Anfang bei einem neuen Task zur Merkmalsbewertung hauptsa¨chlich
auf Hintergrundwissen zuru¨ckgreift, bei zunehmenden aufgabenspezifischen




Hierzu ist es no¨tig, ein Maß fu¨r die Vollsta¨ndigkeit des verfu¨gbaren Wis-
sens zu entwickeln. Man nimmt an, daß das taskspezifische Wissen mit jeder
Demonstration steigt und bei dem Vorhandensein von vier bis fu¨nf Demons-
trationen ausreichend Material vorhanden ist, um die relevanten Merkmale
einer Aufgabe verla¨ßlich bestimmen zu ko¨nnen. Diese Annahme wird ge-
stu¨tzt von den Arbeiten in [Calinon et al. 2006]. Eine U¨bergangsfunktion
zum aufgabenspezifischen Wissen sollte also von 0 angefangen bis nahezu 1





















Abbildung 5.1: U¨bergangsfunktion α(C) vom Hintergrundwissen zum aufga-
benspezifischen Wissen. α steigt mit dem Umfang von C, bis sie sich an 1
anna¨hert.
steigen. Gema¨ß [Pardowitz et al. 2006b, Pardowitz et al. 2006a] wurde
folgende U¨bergangsfunktion gewa¨hlt:
α(C) = 1− e−k·|C|
Diese Funktion ist in Abbildung 5.1 dargestellt. Sie erlaubt es, wenn we-
nige bis gar keine Beispiele fu¨r eine bestimmte Aufgabe vorhanden sind, das
aufgabenspezifische Handlungswissen mit 0 zu bewerten, wa¨hrend das un-
abha¨ngige Hintergrundwissen mit dem Faktor 1 − α = 1 in die Relevanz-
betrachtung eingeht. Auf der Gegenseite, wenn mehr als 5 Demonstrationen
derselben Aufgabe vorhanden sind, wird das taskspezifische Wissen mit einem
hohen Wert gewichtet, wa¨hrend das Hintergrundwissen nahezu vernachla¨s-
sigt wird. k wurde im Rahmen dieser Arbeit zu − log2 0.25
5
gewa¨hlt. Es ist also




Nun kann man die gesamte Relevanzbewertungsfunktion aufstellen, wel-
che wie folgt definiert ist:
w(m) = −
[
α(C) log2 (1− p(m|C)) + (1− α(C)) log2 p(m|C)
]
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Diese Funktion ist aus zwei wesentlichen Teilen aufgebaut: der Aus-
wertung des klassenspezifischen Wissens − log2 (1− p(m|C)), die diejenigen
Merkmale favorisiert, welche ha¨ufig in Demonstrationen einer Aufgabe C
auftreten, sowie der Auswertung des Hintergrundwissens − log2 p(m|C. Der
letztere Term favorisiert genau diejenigen Merkmale, welche bisher selten im
Hintergrundwissen auftreten, d.h. diejenigen, in denen sich die Demonstratio-
nen von altem Wissen unterscheiden. Die beiden Terme sind normiert mit der
Gewichtungsfunktion α(C) bzw. (1−α(C)) zwischen dem klassenspezifischen
bzw. dem Hintergrundwissen.
Diese Bewertungsfunktion erfu¨llt alle gewu¨nschten Eigenschaften: Sie ge-
wichtet in Abha¨ngigkeit der vorhandenen Demonstrationen entweder das
Hintergrundwissen oder das aufgabenspezifische Wissen ho¨her, wobei sie bei
vielen vorhandenen Demonstrationen diejenigen bevorzugt, die eine hohe
A¨hnlichkeit mit den vorhandenen aufweisen, bei wenigen Demonstrationen
diejenigen Merkmale hervorhebt, die sich vom bisherigen Hintergrundwissen
unterscheiden (siehe [Pardowitz et al. 2007]).
Damit ist die wesentliche Grundlage geschaffen, einzelne Merkmale bei
vorhandener Klassenzuordnung nach ihrer Relevanz zu bewerten. Im fol-
genden Kapitel wird untersucht, wie diese Relevanzbetrachtungen eingesetzt
werden ko¨nnen, um ganze Aufgabendemonstrationen hinsichtliche ihrer A¨hn-
lichkeit oder Unterschiedlichkeit zu bewerten.
5.2 A¨hnlichkeitsanalyse und Distanzmaße
Die vorgeschlagenen Relevanzmaße sollen im folgenden dazu verwendet wer-
den, die A¨hnlichkeit zwischen Makro-Operatoren, also zwischen unterschiedli-
chen Bestandteilen des gesamten Handlungswissens, welches ein Robotersys-
tem besitzt, zu bewerten. Dies ist notwendig, um Wissen unter Zuhilfenahme
unterschiedlicher Demonstrationen zu generieren, also u¨ber Demonstrations-
grenzen hinweg Parallelita¨ten zu erkennen und anschließend auszunutzen.
Dieses A¨hnlichkeitsmaß sollte hierarchisch gegliedert sein, um sowohl zur
Bewertung der A¨hnlichkeit ganzer Demonstrationen, als auch zur Reidentifi-
kation a¨hnlicher Demonstrationsteile anwendbar zu sein. Weiterhin sollte es
die hierarchisch-funktionale Struktur des vorgeschlagenen Aufgabenmodells
wiederspiegeln.
Die Bestimmung des A¨hnlichkeitsmaßes erfolgt anhand folgender zwei
Klassen von Merkmalen der Handlungen:
• Objektmerkmale: Diese beschreiben die Objekte, die in der Handlung
verwendet, manipuliert oder referenziert werden, wie z.B. Tassen, Fla-
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schen, Teller, etc. sowie deren Eigenschaften, Rollen oder interne Zu-
sta¨nde.
• Inter-Objekt-Merkmale: Diese beinhalten die geometrischen Relatio-
nen, die als Vor- und Nachbedingungen vor oder nach der Ausfu¨h-
rung von Teiloperationen erfu¨llt sind oder sein mu¨ssen. Diese Relatio-










Die A¨hnlichkeit zweier Merkmalsauspra¨gungen m1,m2 wird durch ein
Maß fu¨r die A¨hnlichkeit auf Merkmalsebene bestimmt. Nimmt man an, daß
die Merkmale auf das Einheitsinterval beschra¨nkt sind, also 0 ≤ m1,m2 ≤ 1,
so bietet sich eine A¨hnlichkeitsfunktion bzw. unscharfe Gleichheitsfunktion s
an mit
s(m1,m2) = (1− |m1 −m2|)2.
Diese Funktion hat die Eigenschaft, daß gleiche Merkmalsauspra¨gungen in
einer A¨hnlichkeit von 1 resultieren, wohingegen Merkmale mit maximal un-
terschiedlichen Auspra¨gungen zu einem Wert von 0 evaluiert werden. Alle
Werte dazwischen werden auf das Einheitsinterval [0; 1] abgebildet.
Eine naive Methode, die A¨hnlichkeiten zweier Teiloperationen oder Auf-
gaben zu bewerten, besteht darin, die A¨hnlichkeitsmaße aller einzelner Merk-





fu¨r zwei Merkmalsvektoren x, y aus dem Merkmalsraum Rn.
Es stellte sich jedoch heraus, dass bei dieser Wahl irrelevante Merkmale
das A¨hnlichkeitsmaß dominieren und zu einer zu starken Verrauschung und
damit unbrauchbaren Ergebnissen fu¨hren. Weiterhin ist an diesem Maß zu
bema¨ngeln, daß es die mit viel Mu¨he gescha¨tzten unterschiedlichen Relevan-
zen fu¨r jedes einzelne Merkmal nicht beru¨cksichtigt.
Als Alternative bietet es sich an, die Merkmale gema¨ß ihrer Relevanz-
scha¨tzung zu gewichten. Mit dem Relevanzmaß w(m) fu¨r ein Merkmal m




(w2l + s(xl, yl)
2 − w2l s(xl, yl)2), (5.2)
(siehe [Pedrycz und Rocha 1993]). Dies entspricht der Multiplikation der
Ergebnisse der Anwendung des unscharfen Lukasiewicz-Oder-Operators auf
die Merkmale und ihrer dazugeho¨rigen Gewichte, wie sie in Abschnitt 5.1
eingefu¨hrt wurden.
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Aufbauend auf diesem Grundmaß fu¨r die A¨hnlichkeit von Mengen von
Merkmalen, la¨ßt sich ein zusammengesetztes Maß fu¨r die A¨hnlichkeiten von
Handlungsdemonstrationen definieren, welches es erlaubt, a¨hnliche Aufgaben
zu identifizieren und diese zu hierarchischen Repra¨sentationen des gesam-
ten Ausfu¨hrungswissens zusammenzufu¨gen, sowie bereits bekannte Aufgaben
und Teiloperationen in neuen Demonstrationen wiederzuerkennen.
Dies geschieht durch Mittelung u¨ber die A¨hnlichkeit der Vor- und Nach-
bedingungen (spre, spost), sowie der durchschnittlichen A¨hnlichkeit der Nach-
folger eines Makro-Operators (ssucc). Diese sind folgendermaßen aufgebaut:
spre = simw(Precond(D1), P recond(D2))













[spre(D1, D2) + spost(D1, D2) + ssucc(D1, D2)]
Aus der Definition ersieht man leicht, daß dies ein rekursives normier-
tes A¨hnlichkeitsmaß ist, d.h. es greift zur A¨hnlichkeitsscha¨tzung auf die
hierarchisch-funktionale Baumstruktur der Repra¨sentation des Handlungs-
wissens als Makro-Operator zuru¨ck und liefert fu¨r maximal disjunkte Einga-
ben einen A¨hnlichkeitswert von 0, fu¨r identische Eingaben eine A¨hnlichkeit
von 1 und fu¨r alle anderen Eingaben einen Wert zwischen 0 und 1, wel-
cher dem gewichteten Anteil der beiden Eingaben gemeinsamen Merkmale
entspricht. Die Gewichtung findet anhand der Merkmalsrelevanz, die im vor-
herigen Abschnitt behandelt wurde, statt.
Wichtig hierbei ist, daß bei der Scha¨tzung der Merkmalsrelevanz, die fu¨r
das A¨hnlichkeitsmaß von hoher Bedeutung ist, davon ausgegangen wurde,
daß die Klassenzugeho¨rigkeit bekannt ist, d.h. daß es dem System einfach ist,





Spu¨lmaschine ausra¨umen“ ist. Das ist sicherlich nur in einem
sehr eingeschra¨nkten Operationsmodus eines Systems zum inkrementellen
und autonomen Lernen von Handlungswissen der Fall, wenn na¨mlich der
Mensch, beispielsweise durch verbale oder tastaturbasierte Interaktion diese
Information zusa¨tzlich zu jeder Demonstration zur Verfu¨gung stellt. Die in
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der Einleitung zu dieser Arbeit vorgestellte Vision eines autonom lernenden
Systems, welches sich das Handlungswissen des Menschen, auch wenn dieser
sich unbeobachtet fu¨hlt, abschaut, la¨ßt eine solche Annahme jedoch nicht zu.
Ein solches System muß in der Lage sein, autonom Klassen oder prototypi-
sche Handlungen zu erkennen, Neuigkeiten3 wahrzunehmen, und diese in sein
Handlungswissen nahtlos zu integrieren.
Dazu ist es jedoch notwendig, die Gesamtstruktur des Handlungswissens,
die Geda¨chtnisstruktur eines solchen Systems, genauer unter die Lupe zu
nehmen. Dies geschieht im folgenden Abschnitt.
5.3 Einspeisung in die Geda¨chtnisstruktur
Die Geda¨chtnisstruktur eines inkrementell lernenden Systems fu¨r Haushalts-
roboter sollte es ermo¨glichen, neues Wissen, das dem System verfu¨gbar ge-
macht wird, auf einfache und dennoch effektive Art und Weise in seinen
Erfahrungsschatz aufzunehmen und das vorhandene Wissen integriert zur
Verfu¨gung zu stellen. Dabei sollte es autonom Analogien und A¨hnlichkeiten
erkennen und im Sinne einer Fusion ausnutzen.
Menschen weisen diese Fa¨higkeit durchaus auf. Mit einem bestimmten
Problem konfrontiert, greifen sie auf erinnerte a¨nliche Situationen zuru¨ck,
welche der Aktuellen a¨hnlich sind, und die ihnen eventuell helfen, das aktuell
bestehende Problem zu lo¨sen. Diese Problemlo¨sung bedeutet mehr als eine
einfache Kopie der Lo¨sung aus fru¨heren Situationen, stattdessen ist das Pro-
blemlo¨sungswissen aus der Erinnerung an neue Anforderungen und Randbe-
dingungen anzupassen. Ein Beispiel fu¨r diese Art der Problemlo¨sung findet
bei der Verwendung juristischer Pra¨zedenzfa¨lle statt, wo aus vergangenen
Entscheidungen Fingerzeige zur Interpretation neuer Fa¨lle abgeleitet werden
ko¨nnen, um Entscheidungsprozesse abzuku¨rzen und o¨konomischer gestalten
zu ko¨nnen.
Betrachtet man Menschen genauer beim Lo¨sen von Problemen, so
ist es sehr wahrscheinlich, daß sie eine Strategie anwenden, welche
[Kolodner 1993] als
”
Fallbasiertes Schließen“4 bezeichnet[Ross 1989]. Die-
ser Prozess zeichnet sich vor allem durch den Ru¨ckgriff auf drei unterschied-
liche Komponenten aus:
1. Referenzen auf andere Fa¨lle bzw. a¨hnliche Wissensinhalte sind vorteil-
haft. Fa¨lle werden fu¨r spa¨tere Problemlo¨sungen erinnert und in das
bereits bekannte Wissen integriert.
3engl. novelties
4engl.: Case-Based Reasoning
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2. Reasoning/Schlußfolgern kompensiert Differenzen zwischen vergange-
nen und der aktuellen Situation.
3. Lernen findet statt als Resultat von Reasoning. Es ha¨lt die Ergebnisse
des Reasoning-Prozesses fu¨r zuku¨nftige Handlungs- und Entschiedungs-
situationen vor.
Fallbasiertes Schließen ist jedoch nicht nur ein psychologisches Kon-
zept beim Versta¨ndnis menschlicher Erinnerungs- und Entscheidungsprozes-
se, sondern auch eine Entwurfsmethodik fu¨r wissensbasierte Expertensyste-
me. Sie wird oft angewandt, da sie relativ einfach und natu¨rlich ist, ohne die
Implementierungsvielfalt einzuschra¨nken. Besondere Eignung weist sie fu¨r
Probleme auf, die nur schwer regelbasiert faßbar und abstrakt beschreibbar
sind. Gerade fu¨r die Implementierung menschlicher Eigenschaften, die diese
nur implizit formulieren ko¨nnen, sind sie mit Erfolg eingesetzt worden. In
manchen Doma¨nen ist es nur schwer mo¨glich, Experten ihr gesamtes Wissen
mitteilen zu lassen, das sie benutzen, um Probleme zu lo¨sen. Hingegen ist es
oft ein deutlich einfacherer Ansatz, ihren Erfahrungsschatz durch die Schilde-
rung charakteristischer Situationen und ihrer angewandten Lo¨sungsansa¨tze
zu erfassen [Goodman 1989, Simmoudis 1992].
Ein System zum Fallbasiertem Schließen lernt prima¨r durch die Akkumu-
lation neuer Erfahrungen in die Geda¨chtnisstruktur und durch die Verbin-
dungen, die zwischen den einzelnen Wissensteilen geknu¨pft werden. Lernen
ist somit ein Wesensmerkmal eines solchen Systems, das aus dessen normaler
Funktionsweise resultiert. Auf der anderen Seite steigt seine Lernfa¨higkeit mit
der Ma¨chtigkeit seiner schlußfolgernden Komponenten. Die Gesamtma¨chtig-
keit eines solchen Systems ist also sowohl von den zur Verfu¨gung stehenden
Daten abha¨ngig, als auch von den systeminha¨renten Mo¨glichkeiten, diese
Daten zu abstrahieren, zu verallgemeinern und zu verbessern. Es lernt nicht
dadurch, daß es immer wieder mit derselben Erfahrung konfrontiert wird,
es lernt aber auch nicht allein durch eine große Menge an Daten, sondern
dadurch, den vorhandenen Erfahrungsschatz systematisch optimal auszunut-
zen.
Fallbasiertes Schließen ist ein zyklischer Prozess, welcher durch das Fin-
den a¨hnlicher Situation oder Fa¨lle5, der Wiederverwertung und der Ver-
feinerung6 der schlußfolgernden Komponente sowie das Einfu¨gen7 des neu-
en Wissens in die gesamte Erfahrungswelt charakterisiert ist. Im Rahmen
dieser Untersuchung wurde sowohl das Wiederfinden a¨hnlicher Fa¨lle als
5engl. Retrieve
6engl. Reuse bzw. Refine
7engl. Retain
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auch die Einspeisung neuer Erfahrung (
”
Case-Based“) durch eine Clustering-
Funkionalita¨t realisiert, welche im folgenden Abschnitt behandelt werden soll.
Der Wiederverwendungs- und Verfeinerungsschritt (
”
Reasoning“) ist in Ka-
pitel 6 detaillierter dargestellt.
5.4 Unu¨berwachter Aufbau einer Handlungs-
taxonomie
In vorherigen Abschnitt wurde der generelle Aufbau eines Fallbasierten Sys-
tems vorgestellt, welcher es erlaubt, Handlungswissen in disjunkte Hand-
lungsklassen zu partitionieren, diese inkrementell zu erweitern und neue Klas-
sen zu integrieren. In diesem Abschnitt soll jetzt die konkrete Implemen-
tierung, wie sie im Rahmen dieser Arbeit vorgenommen wurde, detailliert
beschrieben werden.
Gema¨ß den Voru¨berlegungen aus Abschnitt 5.3, geht es nun darum, Struk-
tur innerhalb einer Menge von Datenmustern D = (D1, D2, . . . , DN) zu fin-
den. Diese Struktur soll weiterhin in einem lesbaren und sowohl fu¨r das Sys-
tem, als auch fu¨r den Benutzer einfach versta¨ndlichen Form repra¨sentiert wer-
den. Generell wird eine Repra¨sentation durch eine ausreichend kleiner Menge
an Prototypen als eine solche Form angesehen (siehe [Pedrycz 2005]). Diese
Prototypen werden als typische Elemente der Datenmenge ausgewa¨hlt. Sie
sollen in einer Art und Weise gewa¨hlt werden, daß sie zum einen die Da-
ten im ho¨chstmo¨glichen Maße repra¨sentieren, und zum anderen voneinander
unterschiedlich, d.h. disjunkt sind. Diese beiden Anforderungen werden im
folgenden in einer Zielfunktion formuliert, die anschließend verwendet wird,
um den Clustering- bzw. Prototyp-Auswahl-Prozess zu steuern.
Ein wesentlicher Teil dieser Zielfunktion ist ein Performanzmaß, welches
angibt, wie gut ein Datenmuster als Prototyp die Daten beschreibt. Dieses
iterative Maß ist folgendermaßen durch vollsta¨ndige Induktion definiert:
• Ein Prototyp fu¨r den ersten Cluster v1 wird so ausgewa¨hlt, daß er
die Summe der A¨hnlichkeitsmaße zu allen Elementen der Datenmenge
maximiert, d.h.





mit simw(x, y) gema¨ß Gleichung 5.2. Dieser Prototyp und sein dazu-
geho¨riger Gewichtungssvektor kann durch direkte Suche im Datenbe-
stand und anschließende Optimierung des Gewichtungssvektors gefun-
den werden.
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• Seien L Prototypen v1, . . . vL und ihre dazugeho¨rigen Gewichte
w1, . . . , wL in vorherigen Schritten gefunden worden. Im darauf folgen-
den Schritt fu¨r das L + 1-te Paar von Prototyp und dazugeho¨rigem
Gewichtsvektor wird dieselbe Performanzfunktion angewandt, jedoch
mit der zusa¨tzlichen Einschra¨nkung, daß vL+1 die bisherigen Prototy-
pen nicht
”
duplizieren“ sollte, also nicht zu nahe an ihnen liegt, also
keine neuen Daten repra¨sentiert. Um genau das zu vermeiden, werden
fu¨r jeden bisherigen Prototypen i Faktoren der Form
1− simwi(v, vi)
eingefu¨hrt, die genau diese Bedingung der maximalen Entfernung von
vi bewirken. Zusammenfassend wird der L+1-Prototyp gefunden durch
Maximierung von
(vL+1, wL+1) = arg max
v∈D,w∈[0;1]n





Diese Vorgehensweise beru¨cksichtigt alle bisher ausgewa¨hlten Proto-
typen. Interessanterweise la¨ßt sich beweisen [Pedrycz 2005], daß das
Performanzmaß eine monoton fallende Funktion von der Anzahl der
bereits beru¨cksichtigten Prototypen ist, d.h. fu¨r steigende L fa¨llt das
Performanzmaß monoton. Somit kann man ein einfaches Abbruchkri-
terium fu¨r diesen Prozeß durch Angabe eines Schwellwertes θP formu-
lieren, wonach der Auswahlprozeß nur solange fortgesetzt wird, solange
der Performanzindex des Prototypes sich oberhalb dieser Schwelle be-
wegt.
Bisher wurde die Optimierung des Gewichtungsvektors nicht betrach-
tet. Sie stellt jedoch einen integralen Bestandteil des gesamten Clustering-
Verfahrens dar. Dem soll im Rest diesen Abschnittes Rechnung getragen
werden.
Gema¨ß Gleichung 5.5, kann die Suche nach einem Gewichtsvektor wL+1
fu¨r den Prototyp vL+1 beschrieben werden durch






wobei der Term G nicht von wL+1 abha¨ngt, und somit fu¨r die Optimierung
von wL+1 als konstant angenommen werden kann. Fu¨hrt man als Nebenbe-
dingung ein, daß sich die Gewichte wL+1 zu eins addieren sollen, also
n∑
j=1
wj = 1, (5.6)
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so ergibt sich ein lineares Optimierungsproblem mit Nebenbedingungen.
Die detaillierte Ableitung des Gewichtungsvektors kann nun durch An-
wendung der Lagrange-schen Multiplikatoren angegangen werden. Zuerst
wird die erweiterte Form des Performanz-Index erzeugt:
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Durch Nullsetzen der Ableitungen von V nach den einzelnen Elementen















Aks · (w2s + s(xks, vs)2 − w2ss(xks, vs)2)
}





(w2j + s(xkj, vj)
2 − w2js(xkj, vj)2),
definiert ist.




Aks · (w2s + s(xks, vs)2 − w2ss(xks, vs)2)
}
= 2Aksws(1− s(xks, vs)2).






Aks(1− s(xks, vs)2)− λ = 0.













































Mit diesem Ergebnis la¨ßt sich der Algorithmus zum iterativen Fin-
den von Prototypen fu¨r Taskklassen folgendermaßen zusammenfassen (siehe
[Pardowitz et al. 2006c]): In einem ersten Schritt werden alle Demonstra-
tionen als potentielle Prototypen ausgewertet. Dazu werden fu¨r jede Auswahl
der optimale Gewichtsvektor gema¨ß Gleichung (5.10) berechnet. Anschlie-
ßend wird das Paar ausgewa¨hlt, welches von allen N verfu¨gbaren Optionen
den maximalen Wert fu¨rQ(L) liefert. Das dazugeho¨rige Datum wird als neuer
Prototyp etabliert, zusammen mit seinem optimalen Gewichtsvektor wL.
Jeder einzelne Prototyp hat nun seinen eigenen Gewichtsvektor, der
durchaus von den anderen Gewichtsvektoren verschieden sein kann. Die In-
terpretation fu¨r diese unterschiedliche Gewichtsvektoren lautet, daß diese die
”
lokalen“ Charakteristiken des Merkmalsraumes darstellen. Dieser Umstand
ist schematisch dargestellt in Abbildung 5.2. Wie man hier sehen kann, sind
unterschiedliche Merkmale der Aufgabenrepra¨sentation fu¨r unterschiedliche
Aufgabenklassen von unterschiedlicher Relevanz, wie die Ausdehnung der
Aufgabenklassen in den verschiedenen Dimensionen zeigt. Beispielsweise ist
fu¨r die Aufgabenklasse, welche zu dem Cluster in der unteren linken Ecke
geho¨rt, die y-Komponente von ho¨herer Relevanz bzw. von niedrigerer Sprei-
zung als die Attributwerte fu¨r die x-Komponente. Dieser Umstand ist fu¨r den
Cluster in der oberen rechten Ecke umgekehrt. Die Gewichtsvektoren wi, wj,
welche mit diesen beiden Aufgabenklassen verbunden sind, reflektieren diese
Tatsache durch unterschiedliche Werte fu¨r die einzelnen Komponenten. Der
Merkmalsraum kann somit als anisotroper Raum aufgefaßt werden, welcher
durch die Gewichtung mit den Merkmalsvektoren entzerrt bzw. normiert wird
(siehe Abbildung 5.2 rechts).
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Abbildung 5.2: Anisotropie des Merkmalsraumes der Benutzerdemonstratio-
nen, repra¨sentiert durch Gewichtsvektoren zu den Prototypen der Taskklas-
sen.
5.5 Zusammenfassung
In diesem Kapitel wurden die mathematischen Grundlagen und Verfahren
vorgestellt, welche zur semantischen Interpretation von Benutzerdemonstra-
tionen eingesetzt werden. Semantik wird hierbei nicht als a-priori gegebene
Gro¨ße aufgefaßt, sondern muß von dem System durch schrittweise Integration
neuer Sensordaten in seinen gesamten Erfahrungsschatz aktiv und inkremen-
tell geleistet werden.
Dazu ist es zuerst no¨tig, die A¨hnlichkeit neuer Erfahrungen mit bisher
schon in den Erfahrungsschatz integrierten Wissensteilen zu bewerten. Hier-
zu wurden A¨hnlichkeitsmetriken definiert, welche unter Ru¨ckgriff auf Scha¨t-
zungen der Relevanz einzelner Merkmale eine Bewertung und Vernetzung
unterschiedlicher Wissensteile ermo¨glichen.
Der gesamte, fallbasierte Aufbau der Geda¨chtnisstrukturen des lernenden
Systems ist vorgestellt worden, sowie der Algorithmus zur autonomen Be-
stimmung von Kategorien in der Wissensbasis u¨ber inkrementelle Auswahl
von Prototypen und Optimierung deren lokaler Relevanzmerkmale.
In diesem Abschnitt wurde die Grundlage zur Verknu¨pfung von neuem
mit bereits vorhandenem Wissen gelegt. Eine reine Etablierung von Referen-
zen zwischen den einzelnen Benutzerdemonstrationen reicht jedoch nicht aus,
um einen den Aufwand rechtfertigenden Vorteil zu erlangen. Deshalb mu¨ssen
die gefundenen Korrespondenzen im Sinne weitergehender Abstraktion und
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Verallgemeinerung ausgenutzt werden. Die hierzu dienenden Verfahren zum






Das vergangene Kapitel 5 hat beschrieben, wie Benutzerdemonstrationen ei-
ner Handlung hinsichtlich ihrer Semantik analysiert und erfaßt werden ko¨n-
nen, wie Verknu¨pfungen zwischen der neuen Demonstration und dem bisher
vorhandenem Erfahrungsschatz aufgebaut werden, sowie wie das neue Hand-
lungswissen in die gesamte Handlungsdatenbank eingeordnet werden kann.
Es ist somit dem System mo¨glich, neue Eindru¨cke in einen Wissenskontext
einzuordnen und Handlungsklassen autonom zu erkennen, also verschiede-
ne Handlungsschwerpunkte oder disjunkte zu erledigende Aufgaben aus dem
Erfahrungsschatz zu extrahieren.
Obwohl dieses Einordnen fu¨r sich genommen schon eine erstaunliche ko-
gnitive Leistung ist, wird der Nutzen fu¨r den Anwender noch versta¨rkt, wenn
das neu erlernte Handlungswissen nicht nur durch einfache Einordnung in
den Erfahrungsschatz abgehandelt wird. Vielmehr ist es von großer Bedeu-
tung, zu dem Gesamtwissen, das zu einer Handlungsklasse geho¨rt, durch
Verschmelzen der Information, die mit jeder einzelnen Demonstration die-
ser Klasse verbunden ist, zusa¨tzliches Handlungswissen hinzuzufu¨gen. Dieses
kann in abstrakteren, allgemeineren oder treffenderen Repra¨sentation fu¨r die
Aufgabenklasse resultieren. Wichtig ist dabei der konstruktive Aspekt, wie
er auch in psychologischen Untersuchungen bei Menschen festgestellt wurde
(siehe [Bandura 1969]). Das bedeutet, daß sich das System seine Modelle
fu¨r das Handlungswissen schrittweise selbst aufbaut und vera¨ndert.
Im Gegensatz zu den Verfahren aus dem vorherigen Kapitel ist bei
den Verfahren, welche hier beschrieben werden sollen, die Klassenzugeho¨-
rigkeit bekannt. Diese Tatsache bewirkt, daß die Verfahren zur Fusion von
Intra-Klassen-Wissen meist mittels Methoden des u¨berwachten Lernens und
Schlußfolgerns erfolgen kann, welche sich von den unu¨berwachten Lernver-
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fahren durch die unterschiedliche Aufgabenstellung unterscheiden.
Ein weiteres wesentliches Merkmal der Verfahren und Algorithmen in die-
sem Kapitel ist, daß sie allesamt zur Unterklasse der inkrementellen Lernver-
fahren za¨hlen. Das bedeutet, daß sie nicht u¨ber sa¨mtliche Lerndaten verfu¨gen
mu¨ssen, um mit dem Lernprozeß beginnen zu ko¨nnen, sondern iterativ ihr
Wissen erweitern, erga¨nzen oder umstrukturieren, sobald neue Informationen
verfu¨gbar sind. Dies entspricht einer Auffassung, daß das erhaltene Wissen
stets als vorla¨ufig betrachtet werden muß und fu¨r weitere Adaptionen zur Ver-
fu¨gung stehen muß. Dies entspricht dem menschlichen Erfahrungs-basierten
lebenslangen Lernen, welches einen sehr wesentlichen Beitrag zum Pha¨nomen
der Intelligenz ausmacht.
In diesem Kapitel sollen nun die verschiedenen Techniken, Methoden und
Verfahren zum inkrementellen Lernen und Schlußfolgern bzw. Reflektieren
u¨ber Handlungsaufgaben vorgestellt werden. Dabei werden zuerst Verfah-
ren behandelt, die es erlauben Operatorpermutationen und Umordnungen
zu erkennen (Abschnitt 6.1). Im Anschluß werden diese Permutationen ge-
nutzt, um die Sequentialita¨tsbedingungen, die fu¨r eine Aufgabe gelten, zu
extrahieren (Abschnitt 6.2). Anschließend wird ein theoretisches Rahmen-
werk zum parallelen Verfolgen multipler Hypothesen vorgestellt, welches auf
die algebraische Verknu¨pfung atomarer Hypothesenra¨ume basiert, die soge-
nannte Versionsraumalgebra (siehe Abschnitt 6.3). Abschließend wird dieses
Rahmenwerk instanziiert mit dem Ziel, Schleifenkonstrukte in repetitiven
Aufgabenstellungen zu Erlernen (siehe Abschnitt 6.4).
6.1 Operatorpermutationen
Zum Lernen von Umordnungsmo¨glichkeiten, die sich einem Robotersystem
beim Ausfu¨hren einer Aufgabe ergeben, werden mit den Verfahren aus Ab-
schnitt 6.2 Aufgabenpra¨zedenzgraphen aus verschiedenen Demonstrationen
gelernt. Die verschiedenen Demonstrationen bestehen aus unterschiedlichen
Sequenzen derselben Operationen, d.h. sie umfassen dieselben Teilhandlun-
gen, diese sind jedoch in verschiedenen Reihenfolgen angeordnet. In diesem
Abschnitt werden Methoden vorgestellt, um die Unterschiede in den ver-
wendeten Sequenzen zu repra¨sentieren, sowie um diese Beschreibungen aus
unterschiedlichen Demonstrationen zu extrahieren.
Dazu wird zuallererst der Begriff der Operatorpermutation definiert. Eine
solche Operatorpermutation ist eine Funktion, welche eine bijektive Abbil-
dung zwischen zwei Operatorlisten herstellt.
Definition 14 (Operatorpermutation) Eine Operatorpermutation
PL1,L2 ⊂ L1 × L2 zwischen zwei geordneten Listen identischer La¨nge von
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2, . . . , o
′
n) ist eine Menge von n
Operatortupeln aus L1×L2, wobei jeder Operator in genau einem dieser Tupel
vorkommt. Formal gilt also
1. ∀x ∈ L1∃y ∈ PL1,L2 : y = (x, z), z ∈ L2
2. ∀x ∈ L2∃y ∈ PL1,L2 : y = (z, x), z ∈ L1
3. ∀(x1, y1), (x2, y2) ∈ PL1,L2 : x1 = x2 ⇒ y1 = y2 ∧ y1 = y2 ⇒ x1 = x2
Die zugeho¨riger bijektive Permutationsabbildung PL1,L2(o) : L1 7→ L2 und








p, falls (p, o) ∈ PL1,L2
Fehler, sonst.
In dieser Arbeit werden hauptsa¨chlich die Listen der Teilaufgaben von
Makrooperatoren verwendet. Seien nun zwei Makro-Operatoren D1, D2 ge-
ma¨ß Definition 2 (siehe Seite 63) gegeben, mit ihren jeweils zugeho¨rigen
geordneten Listen von Nachfolgern S1,S2, so wird folgende verku¨rzende
Schreibweise verwendet:
PD1,D2 := PS1,S2
Fu¨r ho¨herwertige Lernverfahren sind Permutationen interessant, die zu-
sa¨tzliche Eigenschaften aufweisen. Zum Lernen von Reihenfolgebedingungen
ist es von Bedeutung, diejenige Permutation zu kennen, welche jeden Nach-
folger in S1 dem a¨quivalenten Operator in S2 zuordnet, so daß also gilt:
(x, y) ∈ PD1,D2 ⇔ x ≡ y
gema¨ß einem A¨quivalezmaß ≡.
Leider ist es nur schwer mo¨glich, ein solches A¨quivalenzmaß explizit zu de-
finieren und anzuwenden. Dies liegt an dem stets vorhandenen Rauschen, wel-
ches sa¨mtlichen von Sensordaten abgeleiteten Informationen anhaftet. Des-
halb wurde in dieser Arbeit ein implizites A¨quivalenzmaß verwendet, welches
die A¨hnlichkeiten zwischen den permutierten Operatoren maximiert. Diese
Wahl ist motiviert durch die Tatsache, daß mit hoher Wahrscheinlichkeit
zwei Operatoren a¨quivalent sind, wenn sie eine große A¨hnlichkeit aufwei-







unter Verwendung des A¨hnlichkeitsmaßes gema¨ß Gleichung 5.2 (siehe Ab-
schnitt 5.2) sowie des klassenspezifischen Gewichtungsvektors w.
Eine beispielhafte Verteilung von A¨hnlichkeiten fu¨r zwei Operatorlisten
(x1, x2, x3) und (y1, y2, y3) ist in Abbildung 6.1 dargestellt. Hier besteht eine
hohe A¨hnlichkeit zwischen den Operatoren x1 und y2, x2 und y3, x3 und y1
sowie x3 und y3. Fu¨r x3 existieren also lokal gesehen zwei aussichtsreiche Kan-
didaten, na¨mlich y1 und y3 fu¨r die Zuordnung, unter dem Gesichtspunkt der
globalen Optimierung der Permutation gema¨ß Gleichung 6.1 kommt jedoch
nur y1 in Frage, da eine Wahl von y3 in einen insgesamt niedrigeren Wert fu¨r
sk(PD1,D2) resultieren wu¨rde. Somit wa¨re die optimale Permutation
PD1,D2 = {(x1, y2), (x2, y3), (x3, y1)}.
Nach der Spezifikation der optimale Permutation stellt sich die Frage,
wie diese berechnet wird. Fu¨r Probleme des Umfanges des oben angegebenen
Beispiels ist eine
”
Brute-Force“-Suche durch Ausprobieren sa¨mtlicher mo¨gli-
cher Permutationen noch mo¨glich. Es ist jedoch zu beachten, daß die Anzahl
der mo¨glichen Permutationen fakultativ von der Anzahl der zu permutieren-
den Elemente abha¨ngt, d.h. es gibt n! verschiedene Permutationen. Dieser
Wert steigt exponentiell mit n an und ist fu¨r ho¨here n nicht mehr rechne-
risch handhabbar. Es sind also effizientere Methoden zur Bestimmung der
optimalen Permutation zu entwerfen und zu implementieren. Das oben dar-
gestellte Problem des Findens einer optimalen Permutation ist ein Spezial-
fall eines komplizierten grundlegenden Problems der Graphenalgorithmen.
Fu¨r einen gegebenen Graphen ist eine Paarung zu finden, na¨mlich eine Kan-
tenmenge zu finden, in der kein Knoten mehr als einmal erscheint (siehe
[Sedgewick 1992], Kapitel 34).
Das Problem besteht nun darin, einen effizienten Algorithmus zu ent-
werfen und zu implementieren, welcher eine Menge an Kanten im Graphen
auswa¨hlt, wovon jede die Eigenschaft hat, daß die verbundenen Knoten in
keinem anderen Paar vorkommen, und weiterhin, daß die Summe der Ge-
wichte dieser Kantenmenge maximal ist. So wird jeder Knoten, der von einer
der Kanten der Paarung beru¨hrt wird, mit dem anderen Knoten dieser Kan-
te zu einem Paar vereinigt. Die Graphen, die hier betrachtet werden, haben
weiterhin die Eigenschaft, daß sie bipartit sind, das heißt, daß alle Kanten
zwischen zwei disjunkten Teilmengen von Knoten verlaufen. Die Knoten las-
sen sich also in zwei Teilmengen einteilen, und keine Kante verbindet zwei
Knoten aus derselben Teilmenge.
Allgemein ko¨nnen Graphen durch Adjazenzmatrizen dargestellt wer-
den. Hat der Graph G = (N,E) die Knoten- und Kantenmenge N =
{x1, x2, . . . , xn}∪{y1, y2, . . . , yn} bzw. E und ist die Kantengewichtung durch














Abbildung 6.1: Bestimmung der optimalen Operatorpermutation unter Be-
ru¨cksichtigung des Similarita¨tsmaßes simw. Hohe A¨hnlichkeiten korrespon-
dieren mit gelben dick markierten Verbindungslinien, niedrige mit roten du¨n-
nen.
eine Funktion w : E 7→ [0; 1] festgelegt, so ist die AdjazenzmatrixM gegeben
durch
Mi,j = simw(xi, yj).
Eine solche Adjazenzmatrix fu¨r den in Abbildung 6.1 dargestellten A¨hn-
lichkeitsgraphen ist
Mi,j = simw(xi, yj) =
 0.1 0.8 0.10.1 0.1 0.8
0.8 0.1 0.9
 . (6.2)
Unter Bezug auf [Sedgewick 1992] wird hier ein Ansatz verwendet, wel-
cher zur Lo¨sung des Matching-Problems in bipartiten Graphen dieses zuru¨ck-
fu¨hrt auf das Problem des Flusses in einem Netzwerk. Dazu wird zuna¨chst ein
neuer Knoten, genannt Quelle, erzeugt. Von diesem werden Kanten zu allen
Knoten der einen Teilmenge vonN erzeugt. Alle Kanten von Knoten in dieser
Menge fu¨hren zu Knoten in der anderen Teilmenge. Jene erhalten zusa¨tzlich
eine weitere Kante, welche zu einem ebenfalls neu erstellten Senken-Knoten
fu¨hren. Zu einem bipartiten Graphen (N1∪N2,E) mit der AdjazenzmatrixM
la¨ßt sich so der aktualisierte Flußgraph (N′,E′) konstruieren, welcher durch




1.0 falls i = 0 ∧ 0 < j ≤ |N1|,
1.0 falls i = |N1|+ |N2|+ 1 ∧ |N1| < j ≤ |N1|+ |N2|,





























Abbildung 6.2: Berechnung der optimalen Operatorpermutation durch Maxi-
mierung des Flusses durch ein gewichtetes Netzwerk. Zwischenergebnisse des
Algorithmus nach dem (a) ersten, (b) zweiten und (c) dritten Schritt. Man
sieht, wie in Schritt 3 die anfa¨ngliche Fehlannahme der A¨quivalenz von n3
und n6 korrigiert wird.
definiert wird. Der bipartite Graph aus Abbildung 6.1 wird somit umgeformt
zu dem, welcher in Abbildung 6.2 zu sehen ist.
Der Algorithmus zur Bestimmung des maximalen Flusses (siehe
[Floyd 1962, Warshall 1962]) in einem Graphen geht nun folgenderma-
ßen vor: Er sucht schrittweise den Pfad von der Quelle bis zur Senke des
Graphen, welcher die meisten ungenutzten Kapazita¨ten besitzt. Hierbei za¨h-
len ru¨ckwa¨rtsgerichtete Kanten negativ, da sie der Umleitung des Flusses
durch einen anderen Knoten entsprechen. Dies ist in Abbildung 6.2 darge-
stellt am Beispiel der Adjazenzmatrix aus Gleichung 6.2. Im ersten Schritt
findet der Algorithmus den Pfad mit dem maximalen Fluss von der Quelle
n0 zur Senke n7, na¨mlich den Pfad u¨ber n3 und n6 (grau markiert). Es wird
also der Fluß durch diesen Pfad in der Gro¨ßenordnung von 0.9 angenommen
(dick schwarz). Der na¨chstbeste Pfad von der Quelle zur Senke geht u¨ber n1
und n5. Auch hier wird der Fluss angenommen. Nun ist von n2 aus in einem
einfachen Pfad nur noch n4 mit dem Fluß 0.1 frei erreichbar, allerdings der
”
Umweg“ u¨ber n6, n3 und n4 ermittelt ein deutlich besseres Ergebnis von
0.8. So wird die Verbindung von n3 nach n6 mit der Gewichtung von 0.9
zugunsten der lokal minimal schlechteren Kante von n3 nach n4 aufgegeben,
was jedoch dazu fu¨hrt, daß mit der Kante (n2, n6) noch eine gewichtige Kan-
te aufgenommen werden kann. So ist der maximale Fluß von 2, 4 erreicht
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worden, was der maximalen Permutation entspricht:
PD1,D2 = {(x1, y2), (x2, y3), (x3, y1)}.
6.2 Lernen sequentieller Unabha¨ngigkeiten
Betrachtet ein System eine einzige Vorfu¨hrung einer Aufgabenlo¨sung, so stel-
len sich ihm die zur Lo¨sung der Aufgabe durchgefu¨hrten Aktionen als eine
sequentielle Folge von Operationen dar. Die Reihenfolge, in denen die Opera-
tionen, aus denen sich die Demonstration zusammensetzt, ausgefu¨hrt werden
und die Teilziele einer Vorfu¨hrung erreicht werden, sind durch zwei Faktoren
bestimmt:
• Durch die Eigenschaften der zu lo¨senden Aufgabe induzierte sequenti-
elle Abha¨ngigkeiten. Diese stellen zeitliche Pra¨zedenzbeziehungen dar,
die sich aus der spezifischen Aufgabe ergeben. So ist es beispielswei-
se beim Tischdecken notwendig, dass die Platzierung einer Untertasse
erfolgt, bevor eine Tasse daraufgestellt wird1.
• Sequentialisierung von temporal nicht abha¨ngigen Teilaufgaben. Auch
wenn die zu erledigende Aufgabe keine Reihenfolge fu¨r die Operationen
vorgibt, muss sich der Benutzer zum Vorfu¨hrungszeitpunkt entscheiden,
in welcher Abfolge er sie demonstriert. So ist es (um beim Tischdecken
zu bleiben) egal, ob zuerst ein Teller oder das danebenliegende Besteck
platziert wird. Der Benutzer muss jedoch entscheiden, welche der bei-
den Aktionen er zuerst durchfu¨hrt. Dadurch entsteht eine (willku¨rliche)
Sequentialisierung zweier sequentiell nicht abha¨ngiger Operationen.
Fu¨r ein lernendes System ist es jedoch nicht ohne weiteres mo¨glich, die
intentionalen von den willku¨rlichen Vorrangbeziehungen einer einzigen Be-
nutzervorfu¨hrung zu unterscheiden. Die einzige gesicherte Hypothese, die das
System anstellen kann, ist, alle zeitlichen Abfolgebeziehungen ernst zu neh-
men bzw. alle Reihenfolgebeziehungen fu¨r sequentielle Abha¨ngigkeiten zu
halten. Diese pessimistische Annahme sichert zu, daß keine relevanten Se-
quentialita¨tseigenschaften bei der Ausfu¨hrung verletzt werden. Dies ko¨nnte
na¨mlich zu Bescha¨digungen von Objekten oder sogar am Manipulator selbst
fu¨hren, beispielsweise, wenn bei dem Holen eines Objektes aus dem Ku¨hl-
schrank nicht beachtet wird, daß die Operation des O¨ffnens der Ku¨hlschrank-
tu¨r zeitlich vor dem Greifvorgang erfolgen muß, da andernfalls versucht wird,
1Unter der durchaus realistischen Annahme, dass die Untertasse mit der darauf abge-
stellten Tasse von einem Robotersystem nicht mehr kontrolliert manipulierbar ist
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durch die geschlossene Tu¨r hindurch zu greifen. Dementsprechend sollte beim
Vorhandensein nur einer einziger Demonstration die Reihenfolge zur Ausfu¨h-
rung gewa¨hlt werden, welche alle zeitlichen Abha¨ngigkeiten ernst nimmt,
welche in der Demonstration beachtet wurden.
Fu¨hrt der Benutzer jedoch dieselbe Aufgabe noch einmal vor, so kann es
sein, dass er eine andere Sequentialisierung der zeitlich unabha¨ngigen Opera-
tionen wa¨hlt. Wird diese andere Demonstration dem System zur Verfu¨gung
gestellt, so kann die Hypothese verfeinert werden, indem einige der bisher als
sequentielle Abha¨ngigkeiten angenommenen Vorrangbeziehungen gestrichen
bzw. als sequentialisiert erkannt werden.
Die sequentiellen Abha¨ngigkeitsbeziehungen werden in einem sogenann-
ten Pra¨zedenzgraphen repra¨sentiert, der folgendermassen definiert ist:
Definition 15 (Pra¨zedenzgraph) Ein Pra¨zedenzgraph ist ein gerichteter
Graph G = (N,E) mit der Menge der in den Benutzervorfu¨hrung auftre-
tenden Operationen N und der Kantenmenge E. Jeder Kante (o1, o2) ∈ E
entspricht eine sequentielle Abha¨ngigkeit zwischen den Operationen o1 und
o2, d.h. o1 muss vor o2 ausgefu¨hrt werden, bzw. mit der Ausfu¨hrung von o2
kann erst begonnen werden, wenn o1 komplett und fehlerfrei ausgefu¨hrt wur-
de. Dies wird im folgenden auch durch die intuitive Schreibweise o1 →G o2
ausgedru¨ckt.
Wie oben beschrieben, erfordert eine korrekte Ausfu¨hrung des Handlungs-
wissens, welches in einem Pra¨zedenzgraphen kodiert ist, daß jeder einzel-
nen Pra¨zedenzbeziehungen Rechnung getragen wird. Dies wird im folgenden
mit der Aussage bezeichnet, daß eine bestimmte Sequenz (beispielsweise die
geplante Ausfu¨hrungsfolge) mit dem Taskpra¨zedenzgraphen konsistent ist.
Formal ausgedru¨ckt gilt fu¨r eine mit dem Taskpra¨zedenzgraph G = (N,E)
konsistente Sequenz D = (oi1 , oi2 , ..., oin), daß fu¨r jede Pra¨zedenzrelation
oj →G ok die Operationen oj = oil und ok = oim in der richtigen Reihen-
folge in D auftreten, d.h. l < m. Die Tatsache, daß eine bestimmte Sequenz
D mit dem Pra¨zedenzgraphen P konsistent ist, wird im folgenden auch mit
P 7→ D abgeku¨rzt.
Fu¨r eine Menge von Vorfu¨hrungen desselben Tasks D = {D1, D2, ..., Dn}
ist nun ein Pra¨zedenzgraph zu finden, mit dem alle Demonstrationen kon-
sistent sind, d.h. eine Menge von Pra¨zedenzbeziehungen, die von keiner der
Demonstrationen verletzt wird. Dieser sollte die erhaltenen Demonstrationen
nicht u¨ber-generalisieren (also zuwenige sequentielle Abha¨ngigkeiten anneh-
men), jedoch die Pra¨zedenzrelationen so generell wie mo¨glich erfassen, d.h.
sa¨mtliche Unabha¨ngigkeiten, die sich aus der Demonstrationsmenge ergeben,
beru¨cksichtigen.
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Weiterhin soll das Verfahren, welches den Taskpra¨zedenzgraphen zu ei-
ner gegebenen Menge an Demonstrationen berechnet, wie alle Verfahren in
diesem Abschnitt, dem Anspruch der Inkrementalita¨t genu¨gen, d.h. es soll-
te in der Lage sein, den gelernten Taskpra¨zedenzgraphen unter Betrachtung
einer neuen Demonstration anzupassen und zu generalisieren, ohne daß die
gesamte Menge der bisher schon erhaltenen Demonstrationen neu betrachtet
werden muß. Dies entspricht einem induktiven Ansatz, wonach ein initialer
Pra¨zedenzgraph fu¨r die erste Demonstration ihrer Art, d.h. in einer neuen
Taskklasse erstellt wird, der inkrementell mit jedem neuen Trainingsbeispiel
vera¨ndert wird.
Fu¨r den ersten Schritt, also den Fall, daß lediglich eine einzige Demonstra-
tion vorliegt, ist die Berechnung des Taskpra¨zedenzgraphen relativ einfach.
Wie oben motiviert, soll der Taskpra¨zedenzgraph gewa¨hlt werden, welcher
keinerlei Freiheiten bezu¨glich der Umordnung von Operationen zula¨ßt, und
somit die Erfu¨llung sa¨mtlicher Sequentialita¨tsbeziehungen garantiert. Dies
ist mit dem restriktivsten Pra¨zedenzgraph PD = (N,ED) zu einer Demons-
tration D = (o1, o2, . . . , on) gewa¨hrleistet, welcher aus der Knotenmenge, die
sa¨mtliche Operationen umfasst N = {oi | 1 ≤ i ≤ n}, und der Kantenmenge
ED = {(oi, oj) | ∀i, j : i < j} (6.3)
besteht.
Mit jeder weiteren verfu¨gbaren Demonstration soll das System diesen in-
itialen Taskpra¨zedenzgraphen generalisieren. Im Extremfall, wenn u¨berhaupt
keine sequentiellen Abha¨ngigkeitsbeziehungen zwischen den Operatoren einer
Aufgabe bestehen, wenn also die Reihenfolge frei und unbeschra¨nkt wa¨hlbar
ist, wird der Taskpra¨zedenzgraph mit der leeren Relationenmenge am Ende
dieses Prozesses stehen, also mit Resultat (N, ∅) zum Abschluß kommen.
Dieses Generalisieren findet statt im Raum sa¨mtlicher Taskpra¨zedenzgra-
phen, mit denen die initiale Demonstration konsistent ist. Dieser Raum der
mit den Trainingsdaten konsistenten Hypothesen ist unter Umsta¨nden (ab-
ha¨ngig von der Anzahl der Basisoperationen) sehr groß. Deshalb ist es zur
Anwendung von Lern- und Generalisierungsschritten no¨tig, ein Koordinaten-
system bzw. eine Struktur in diesem Raum zu verankern. Dafu¨r wird die
Generalisierungsrelation definiert.
Definition 16 (Generalizita¨t und Spezifizita¨t von Pra¨zedenzgraphen)
Ein Pra¨zedenzgraph G = (N,EG) wird als genereller als ein Pra¨zedenzgraph
des selben Tasks mit den selben Operationen S = (N,ES) bezeichnet, genau
dann, wenn EG ⊂ ES, d.h. wenn G nur einen Teil der Pra¨zedenzbezie-
hungen von S entha¨lt. Analog ist S spezieller als G, wenn ES ⊃ .EG. Die
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Abku¨rzungen G P S bzw. S P G stehen fu¨r die Aussagen ”mindestens so
generell wie“ beziehungsweise
”
mindestens so speziell wie“, welche durch
EG ⊆ ES beziehungsweise ES ⊇ EG
definiert sind.
Generellere Taskpra¨zedenzgraphen erlauben dem Robotersystem mehr
Umordnungsmo¨glichkeiten zum Ausfu¨hrungszeitpunkt, speziellere schra¨nken
ihn deutlicher ein. Im Gegenzug ko¨nnen zu generelle Taskpra¨zedenzgraphen
zu Ausfu¨hrungsfehlern und damit verbunden zu kostspieligen Ausfa¨llen oder
Gefahrensituationen fu¨r das System oder sogar den menschlichen Benutzer
fu¨hren. Speziellere Taskpra¨zedenzgraphen fu¨hren im schlimmsten Fall zu sub-
optimalen Ausfu¨hrungen der Aufgabe fu¨hren. Aus an Sicherheitsaspekten
orientierten U¨berlegungen sind somit speziellere Taskpra¨zedenzgraphen vor-
zuziehen, und diese sind konservativ zu verallgemeinern, d.h. nur wenn aus-
reichend Daten vorliegen, die eine weitere Verallgemeinerung stu¨tzen.
Im folgenden wird nun angenommen, daß das System nach der Eingabe
von m Demonstrationen {D1, . . . , Dm} den spezifischsten Taskpra¨zedenzgra-
phen Pm = (N,Em) gelernt hat und eine neue Demonstration derselben
Aufgabe Dm+1 observiert und diese der korrekten Aufgabenklasse zuordnen
kann. In dieser Situation muß das System den gelernten Taskpra¨zedenzgra-
phen so anpassen, daß er in der neuen Demonstration eventuell vorhandenes,
bisher unbekanntes Wissen u¨ber den Taskpra¨zedenzgraphen in selbigen inte-
griert, daß heißt ihn gegebenenfalls verallgemeinert. Gema¨ß der Theorie des
Versionsraumlernens [Mitchell 1997] kann dies durch sukzessive konserva-
tive Generalisierung der erreichten Hypothese geschehen, die genau so weit
geht, daß die neue Hypothese gerade die speziellste Hypothese ist, die die
vorherige umfasst und gerade noch die neue Demonstration. Angewandt auf
die konkrete Repra¨sentation der Hypothese durch Taskpra¨zedenzgraphen, ist
es notwendig, zu vermeiden, daß relevante Pra¨zedenzrelationen aus der Kan-
tenmenge des Vorranggraphen gestrichen werden. Deshalb wird die minimale
Generalisierung des Taskpra¨zedenzgraphen Pm gewa¨hlt, die mit der die Vor-
fu¨hrung konsistent ist. Formal kann man nun die beste Wahl fu¨r den neuen
Pra¨zedenzgraphen Pm+1 = (N,Em) formulieren als
Pm+1 P Pm∧Pm+1 7→ Dm+1∧(6 ∃P ′ : P ′ 7→ Dm+1∧Pm+1  P ′  Pm). (6.4)
Formuliert man Formel 6.4 in Mengenschreibweise um, so kann die neue
Menge an Pra¨zedenzrelationen Em+1 als eine Funktion der vorherigen ge-
lernten Hypothese Pm = (N,Em) und der restriktivsten Hypothese P
D+1 =
(N,ED+1), welche gema¨ß Gleichung 6.3 berechnet werden kann:
Em+1 = Em ∩ ED+1 (6.5)
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Die skizzierte Vorgehensweise la¨ßt sich auch durch das Ausschluß- oder
Kontradiktions-Eliminations-Verfahren beschreiben: Initial wird angenom-
men, daß alle Reihenfolgebeziehungen der ersten Demonstration relevant
sind. Wird nun im folgenden die Erfahrung gemacht, daß bestimmte Rei-
henfolgebeziehungen vom Menschen bei der Demonstration einer Aufgabe
nicht eingehalten werden, so entsteht ein Wiederspruch zwischen der Hypo-
these bzw. dem internen Modell des Systems. Dieser Wiederspruch wird nun
durch die Adaption der Hypothese gema¨ß Gleichung (6.5) aufgelo¨st. Dies hat
zum Resultat, daß die Hypothese konform mit der bisherigen Erfahrung ist.
Wird die Hypothese durch erneute Demonstrationen in Frage gestellt, so be-
ginnt der Lernprozeß von neuem. So ist ein inkrementell lernendes System
entstanden, welches sein Modell des zu beherrschenden Handlungswissens
kontinuierlich und mit offenem Ende wa¨hrend der gesamten Lebens- bzw.
Operationszeit des Systems aktualisiert und verbessert.
Abschließend kann der Prozeß des inkrementellen Pra¨zedenzgraphen-
lernens folgendermaßen zusammengefaßt werden, wie er urspru¨nglich von
[Pardowitz et al. 2005, Zo¨llner et al. 2005] beschrieben und spa¨ter von
[Ekvall und Kragic 2006] verifiziert wurde:
1. Fu¨r die erste Demonstration D1 einer neuen Taskklasse wird der
Taskpra¨zedenzgraph mit P1 = P
D1 gema¨ß Gleichung 6.3 initialisiert.
2. Fu¨r jede weitere auftretende DemonstrationDm+1 derselben Taskklasse
wird ebenfalls der restriktivste Pra¨zedenzgraph PDm+1 konstruiert. An-
schließend wird mittels Maximierung der Subaufgaben-Korrespondenz
sk() die optimale Operatorpermutation zwischen der bisher erhaltenen
Hypothese Pm und der neuen Demonstration Dm+1 ermittelt. Zuletzt
wird gema¨ß Gleichung 6.5 die speziellste Widerspruchsfreie Hypothese
gebildet und zur Basis fu¨r weitere Lernschritte sowie Ausfu¨hrungsope-
rationen genommen, bis sie durch weitere Erfahrungen einer erneuten
Aba¨nderung bedarf.
Visuell intuitiv la¨ßt sich dieser Algorithmus des Erschließens von Taskpra¨-
zedenzgraphen durch die Elimination wiederspru¨chlicher Kanten in der tran-
sitiven Hu¨lle der Vereinigung von Reihenfolgebeziehunhen darstellen. Seien
zwei unterschiedliche Taskpra¨zedenzgraphen (N1,E1) und (N2,E2) gegeben
und existiere eine Permutation PN1,N2 , so bildet man mit der Vereinigung
der transitiven Hu¨lle den gemeinsamen Graphen (N1,E
′) mit







|(i, j) ∈ E+2
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Abbildung 6.3: Visuell intuitive Darstellung des Algorithmus zum Erschlies-
sen des Taskpra¨zedenzgraphen. (a) Ausgangslage mit zwei Sequenzen. A¨qui-
valenzen in grau eingezeichnet. (b) Verschmelzung der Knoten x1 mit y2 bzw.
x2 mit y3. (c) Verschmelzung des Knoten x3 mit y1. Auftritt von Widerspru¨-
chen in der Menge der Pra¨zedenzrelationen. (d) Auflo¨sung der Widerspru¨che.
Widerspru¨chliche Kanten treten auf, wenn man Kanten findet, die in zwei
Richtungen existieren, d.h. wenn gilt
∃(i, j) ∈ E′ : (j, i) ∈ E′.
Die Bedeutung von einer solchen Aussage gema¨ß der Definition eines Task
pra¨zedenzgraphen (siehe Definition 15) wa¨re na¨mlich, daß i vor j ausgefu¨hrt
werden muß, aber auch j vor i, was definitiv ein unerfu¨llbarer Taskpra¨ze-
denzgraph wa¨re. Dem steht aber entgegen, daß durchaus Demonstrationen
der Aufgabe existieren, die einen zugrundeliegenden Pra¨zedenzgraph erfu¨llen.
Daher mu¨ssen solche Kanten gestrichen werden.
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Eine solche Situation ist in Abbildung 6.3 dargestellt. In 6.3(a) sind die Se-
quenzen zweier Aufgabendemonstrationen abgebildet. Die Vorrangbeziehun-
gen sind durch pfeilfo¨rmige Verbindungen dargestellt, wobei die transitiven
Kanten durch geschwungene Form gekennzeichnet sind. Die optimale Per-
mutation, welche schon aus Abbildung 6.1 bekannt ist, ist durch graue dicke
Kanten markiert. Schrittweise werden nun die durch graue Kanten verbunde-
nen Knoten miteinander verschmolzen. Das Ergebnis nach der Verschmelzung
der Knoten x1 mit y2 bzw. x2 mit y3 ist in Abbildung 6.3(b) zu sehen. Bei der
Verschmelzung von y1 mit x3 (siehe 6.3 (c)) treten dann die oben erwa¨hn-
ten Widerspru¨che in der Wissensrepra¨sentation auf. Es existieren plo¨tzlich
Kanten zwischen x1 und x3 bzw. x2 und x3 in entgegengesetzte Richtungen,
was zu einem Taskpra¨zedenzgraphen fu¨hrt, der keinerlei mit ihm konsistente
Sequenz haben kann. Einzige Mo¨glichkeit, das Handlungswissen wieder in
einen konsistenten Zustand zu u¨berfu¨hren, ist, die widerspru¨chlichen Kan-
ten zu streichen. Das Endergebnis ist in Abbildung 6.3(d) dargestellt. Es
existieren keinerlei Abha¨ngigkeiten mehr zum oder vom Knoten x3, wa¨hrend
die in beiden Demonstrationen observierte Abha¨ngigkeit zwischen x1 und x2
bestehen bleibt.
6.3 Versionsraumalgebren
Im Verfahren zum Lernen von sequentiellen Unabha¨ngigkeiten aus dem vor-
angegangenen Abschnitt konnte auf eine relativ einfache Hypothesenrepra¨-
sentation zuru¨ckgriffen werden, na¨mlich das Netzwerk eines gerichteten Gra-
phen. Dies erlaubt die Anwendung vergleichbar einfacher Lernmethoden. Sol-
len jedoch komplexere Programme gelernt werden, wie sie durch die Hinzu-
nahme repetitiver Aufgaben auftreten, sind solche
”
flachen “ Repra¨sentatio-
nen nicht la¨nger ausreichend. Hierfu¨r erscheinen Versionsraumalgebren (siehe
[Lau et al. 2004]) eine machbare Alternative. In diesem Abschnitt soll die-
se grundlegende Theorie vorgestellt werden, welcher der Erschließung von
Wissen u¨ber repetitive Schleifenkonstrukte aus multiplen Demonstrationen
zugrunde liegt.
Versionsraumalgebren basieren auf der Formulierung des Problems des
Maschinellen Lernens eines Konzeptes als Suche im Raum der mit einer Trai-
ningsdatenmenge konsistenten Hypothesen, wie sie urspru¨nglich von T. Mit-
chell vorgenommen wurde (siehe [Mitchell 1982]). Eine im Konzeptlernen
eingesetzte Hypothese ist dabei eine bina¨rwertige Funktion, welche komplexe
Objekte auf einen Wahrheitswert abbildet. Im Programmieren durch Vorma-
chen, wie es hier betrachtet wird, geht es im Gegensatz dazu um Funktionen,
die komplexe Objekte in einen Raum komplexer Objekte abbildet.
138 6.3. Versionsraumalgebren
Um Versionsraumalgebren formal genauer fassen und analysieren zu ko¨n-
nen, sind einige grundlegende Definitionen no¨tig.
Definition 17 (Hypothesen, Hypothesenra¨ume und Bias) Eine Hy-
pothese ist definiert als eine Funktion, welche ein Element aus ihrem Defini-
tionsbereicht I auf ein Element ihres Wertebereichs O abbildet. Ein Hypothe-
senraum H ist eine Menge von Funktionen mit derselben Signatur, d.h. alle
Elemente dieses Hypothesenraums haben denselben Definitions- und Werte-
bereich I bzw. O. Der Bias bestimmt, welche Teilmenge des Universums aller
mo¨glichen Funktionen mit der Signatur I 7→ O den Hypothesenraum konsti-
tuiert.
Ein sta¨rkerer Bias korrespondiert mit einem kleineren Hypothesenraum,
einer geringeren Unsicherheit und damit mit einem schnelleren Lernergeb-
nis, aber einer eingeschra¨nkten Ma¨chtigkeit des Lernverfahrens, da eventuell
relevante mo¨gliche Funktionen nicht mehr im Hypothesenraum liegen. Umge-
kehrt ermo¨glicht ein schwa¨cherer Bias einen gro¨ßeren Hypothesenraum und
damit eine ho¨here Ma¨chtigkeit, bei erho¨htem Aufwand an beno¨tigten Trai-
ningsdaten. Fu¨r eine genauere Diskussion, siehe [Mitchell 1997].
Definition 18 (Konsistenz) Ein Trainingsbeispiel (i, o) mit i ∈ I, o ∈ O
und eine Hypothese h ∈ H sind miteinander konsistent, genau dann, wenn




Eine Menge an Trainingsdaten D = {D1, D2, . . . , Dn} und eine Hypothese
sind miteinander konsistent, genau dann, wenn jedes Trainingsdatum Di und
die Hypothese h miteinander konsistent sind fu¨r alle i mit 1 ≤ i ≤ n.
Definition 19 (Versionsraum) Ein Versionsraum VH,D ⊂ H ist die Men-
ge aller Hypothesen h ∈ H, welche mit der Trainingsdatenmenge D konsis-
tent sind. Im folgenden werden die Indizes H und D weggelassen, wenn klar
ist, welcher Hypothesenraum und welche Datenmenge gemeint ist.
Wird die Trainingsdatenmenge vergro¨ßert, im hier gegebenen Fall durch
die Observation einer neuen Demonstration einer Aufgabe, so a¨ndert sich u.
U. der zugeho¨rige Versionsraum und muß aktualisiert werden, um sicherzu-
stellen, daß er nur noch die Hypothesen entha¨lt die die Versionsraumeigen-
schaft erfu¨llen.
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[Hirsh 1991] zeigte, daß fu¨r das von Mitchell propagierte Konzeptlernen
die Versionsra¨ume durch ihre generellsten und speziellsten Grenzen darstell-
bar sind2, wenn nur eine
”
genereller-als“ Relation auf den verschiedenen
Funktionen definiert ist. Dies erlaubt eine kompakte und dennoch aussage-
kra¨ftige Repra¨sentation. Der Versionsraum besteht na¨mlich aus allen Hy-
pothesen, welche genereller als die speziellste Grenze, aber nicht genereller
als die generellste Grenze sind. Die urspru¨ngliche Implementation der Ver-
sionsra¨ume machte von dieser Aussage zur effizienten Repra¨sentation der
Versionsra¨ume ausgiebigen Gebrauch. Es ist jedoch nicht immer mo¨glich, die
beno¨tigte Generalisierungsrelation zu definieren, deshalb macht die hier ver-
wendete Methode Gebrauch von sogenannter hierarchischer Dekomposition,
welche eine andere Mo¨glichkeit definiert, komplexe Versionsra¨ume zu struk-
turieren.
Diese Methode beruht auf der Aufgabe des Konzeptes eines monolithi-
schen Versionsraums und fu¨hrt stattdessen die hierarchische Gliederung von
Hypothesen- und Versionsra¨umen ein. Es treten nun zwei verschiedene Ar-
ten von Versionsra¨umen auf: Atomare Versionsra¨ume gema¨ß der Definition
von Mitchell und komponierte Versionsra¨ume, welche durch Anwendung von
Kompositionsoperatoren aus anderen (entweder komponierten oder atoma-
ren) Versionsra¨umen entstanden sind. Diese Komposition bzw. Dekompo-
sition ermo¨glicht eine effiziente Darstellung komplexer und umfangreicher
Hypothesenra¨ume. Komposition von Versionsra¨umen wird durch die Defini-
tion einer algebraischen Struktur auf der Menge der Versionsra¨ume ermo¨g-
licht. Dabei wird ein komplexer, ho¨herwertiger Versionsraum aus den Ver-
sionsra¨umen, welche einfachere Funktionen entha¨lt, zusammengesetzt. Diese
Kompositionsmethoden sind die Vereinigung3 und die Konkatenation4 von
Versionsra¨umen, die jeweils wieder einen neuen Versionsraum ergeben.
Definition 20 (Vereinigung von Versionsra¨umen (∪)) Seien H1 und
H2 zwei Hypothesenra¨ume, welche beide Funktionen derselben Signatur I 7→
O enthalten und D eine Menge von Trainingsbeispielen. Die Versionsraum-
vereinigung von VH1,D und VH2,D ist definiert als
VH1,D ∪VH2,D = VH1∪H2,D
Die Vereinigungsoperation ist gema¨ß [Lau et al. 2003, Lau 2001] kom-
mutativ und assoziativ. Daraus la¨ßt sich fu¨r spa¨tere Zwecke folgern, daß die
Reihenfolge, in welcher die Trainingsdaten eintreffen irrelevant fu¨r das Lern-
ergebnis sind.




Definition 21 (Konkatenation von Versionsra¨umen (./)) Sei D1 =
{dj1}nj=1 eine Menge von n Trainingsbeispielen von der Form (i, o), wobei
i ∈ I, o ∈ O und a¨hnlich fu¨r D1 = {dj2}nj=1. Sei nun D die Folge von n
Paaren (dj1, d
j
2). Die Konkatenation der beiden dazugeho¨rigen Versionsra¨ume
VH1,D1 . /VH2,D2 ist die Menge geordneter Paare, welche mit den Trainings-
daten konsistent sind, d.h.
VH1,D1 . /VH2,D2 ≡ {(h1, h2)|h1 ∈ VH1,D1 , h2 ∈ VH2,D2 , C((h1, h2),D)}.
Versionsraum-basierte Algorithmen weisen einen gemeinsamen Nachteil
auf: Sie ko¨nnen nicht mit verrauschten Daten umgehen. Deshalb wird hier
noch eine probabilistische Erweiterung der Versionsraumalgebra vorgeschla-
gen, welche genau diesen Nachteil zu umgehen versucht. Jede Hypothese im
Versionsraum wird nun mit einer Wahrscheinlichkeit versehen. Dies erlaubt
es nicht nur, Rauschen in den gemessenen Daten zu tolerieren, indem Hypo-
thesen niemals aus dem Versionsraum eliminiert werden, sondern ihnen nur
eine kleine Wahrscheinlichkeit ungleich Null zuzuweisen, so daß inkonsisten-
te Hypothesen niemals
”
unwiderbringlich“ aus dem Versionsraum entfernt
werden, sondern lediglich
”
hintenangestellt“ werden. Zusa¨tzlich kann unter
Umsta¨nden noch Doma¨nenwissen eingefu¨hrt werden, welche Hypothesen mit
ho¨herer Wahrscheinlichkeit auftreten, als andere. Weiterhin kann bereits ein
Lernergebnis einfach erzielt werden, bevor der Versionsraum gegen eine einzi-
ge Hypothese konvergiert, indem eine Gesamtwahrscheinlichkeit fu¨r die beste
Hypothese ermittelt wird.
Zusa¨tzlich zum Entwurf der Versionsra¨ume mu¨ssen nun a-priori Wahr-
scheinlichkeiten Pr definiert werden, so daß fu¨r atomare Versionsra¨ume H∑
h∈H
Pr(h|H) = 1
ist, sowie fu¨r Versionsra¨ume Vi einer Versionsraumsvereinigung W∑
h∈H
Pr(Vi|H) = 1.




Pr(h|V), falls V atomar,∑
∀i|h∈Vi wi · P (h|Vi), falls V Versionsraumvereinigung vonVi,
k ×∏i P (hi|Vi), falls V Konkatenation von Vi.
Hierbei sind wi die a-priori-Gewichtungen fu¨r die einzelnen Teilversions-
ra¨ume und k eine normalisierende Konstante. Unter Benutzung dieser proba-
bilistischen Versionsraumerweiterung kann jeder Hypothese in einem Versi-
onsraum eine Wahrscheinlichkeit zugeordnet werden, so daß zu einer Menge
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von Demonstrationen D eine nach Wahrscheinlichkeit geordnete Liste von
Hypothesen erzeugt werden kann.
In diesem Abschnitt wurde das theoretische Ru¨stzeug entwickelt, welches
es erlaubt, repetitive Aufgabenstellungen zu analysieren und Schleifenkon-
strukte zu extrahieren. Dies ist das Thema des folgenden Abschnitts.
6.4 Lernen von Kontrollstrukturen fu¨r repe-
titive Aufgaben
Ein wichtiges Gebiet, in welchem PdV-Systeme eingesetzt werden, ist die
Ausfu¨hrung von repetitiven, einto¨nigen Aufgaben. Dem Benutzer sollen von
PdV-Systemen in den unterschiedlichsten Doma¨nen sich wiederholende und
nur in Details unterschiedliche Aufgaben abgenommen werden, indem aus
Beobachtungen des Verhaltens des Benutzers die zugrundeliegende Hand-
lungsabsicht erkannt wird. Diese wird dann verwendet, um die Umsetzung
automatisch und autonom vom lernenden System durchfu¨hren zu lassen.
Ein Beispiel fu¨r eine repetitive Aufgabe in der Haushaltsdoma¨ne ist das
Ausra¨umen einer Spu¨lmaschine: Hier geht es darum, alle Objekte, die im
Spu¨lmaschinenkorb vorhanden sind, aufzunehmen und an einen bestimmten
Ort zu stellen. Die repetitive Aufgabe ist es, jedes einzelne Objekt an den
zugeho¨rigen Platz aufzura¨umen. Eine andere, im Rahmen dieser Arbeit be-
trachtete Aufgabe, besteht darin, fu¨r n Personen den Tisch zu decken, wobei
jede Person dasselbe Gedeck erhalten soll, beispielsweise eine mit Tee zu be-
fu¨llende Tasse auf einer Untertasse. Diese beiden Instanzen von repetitiven
Aufgaben zeigen schon eine große Bandbreite an variablen und konstanten
Determinanten einer Aufgabe: Im ersten Fall ist lediglich die Eigenschaft der
Objekte, vor der Ausfu¨hrung der Aufgabe im Spu¨lmaschinenkorb zu sein,
von Bedeutung, im anderen Fall ist die Objektklasse variabel und außerdem
Determinante fu¨r die Endposition des Objektes.
Die Versionsraumhierarchie, die im Rahmen dieser Arbeit entwickelt und
verwendet wurde, ist in Abbildung 6.4 dargestellt. Die folgende Diskussion
zeigt zuerst auf, wie die invarianten und variablen Bestandteile fu¨r einzelne
Aktionen gelernt werden ko¨nnen, bevor auf das Lernen ganzer repetitiver
Programme eingegangen wird.
Abbildung 6.4(c) zeigt die hierarchische Definition des Versionsraums fu¨r
eine Aktion. Jede Funktion in diesem Versionsraum bildet einen Weltzustand
in einen neuen Weltzustand ab. Ein Trainingsbeispiel fu¨r diesen Versionsraum
besteht aus einem Makrooperator der zweiten, also der Einzelaktionsebene.
Dementsprechend besteht der Versionsraum fu¨r eine Aktion aus den wesent-
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lichen Einzelaktionen, welche im implementierten System erkannt werden






































Abbildung 6.4: Versionsra¨ume zum Erlernen repetitiver Aufgaben. (a) Ver-
sionsraum fu¨r ein unsegmentiertes Programm mit unbekannter La¨nge. (b)
Versionsraum fu¨r ein Programm mit bekannter La¨nge. (c) Versionsraum fu¨r
einzelne Aktionen. Atomare Versionsra¨ume sind jeweils kursiv dargestellt,
zusammengesetzte in normaler Schrift.
Transportoperationen ko¨nnen durch vier verschiedene Entita¨ten parame-
triert werden. Dazu geho¨ren die Vorbedingungen vor Durchfu¨hrung der Ak-
tion, das bewegte Objekt, das Objekt, zu welchem die Operation hinfu¨hrte
(dem Relativobjekt), sowie die relationale Beschreibung des Weltzustandes
nach Durchfu¨hrung der Aktion. Der erste sowie der letzte dieser Parameter ist
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jeweils ein atomarer Versionsraum, welcher eine verallgemeinerte relationa-
le Beschreibung von Weltzusta¨nden gema¨ß 3 darstellt. Die objektbezogenen
Parameter sind durch atomare Versionsra¨ume gegeben, welche Objektverall-
gemeinerungen betrachten.
Der atomare Versionsraum fu¨r Relationenmengen VRelationSet,D ist fol-
gendermaßen definiert:
• Besteht die Demonstrationsdatenmenge D aus lediglich einem einzigen
Element, ist also |D| = 1, so wird der Relationen-Versionsraum mit der
Vorbedingung Pre der Makrooperator-Aktion initialisiert, also
VRelationSet,D = Pre.
• Ist D = {D1, D2, . . . , Dn+1}, so ist bereits in vergangenen Iterations-
stufen ein Versionsraum V RelationSet,D′ mit D
′ = {D1, D2, . . . , Dn}
konstruiert worden. Sei nun Pre wieder die Vorbedingung fu¨r die neu




Der Versionsraum fu¨r Objektbeschreibungen VObjDesc,D ist strukturiert
durch die Generalita¨tsbeziehung O, welche folgendermaßen definiert ist:
O O {C(O)} O {O} O ∅.
Hierbei bezeichnet fu¨r ein Objekt O C(O) die zu diesem Objekt geho¨rige
Objektklasse und O die Menge aller dem System bekannten Objekte. Ein
einzelnes Objekt la¨ßt sich also zu allen Objekten derselben Art (die dieselbe
Objektklasse aufweisen) verallgemeinern und weiter zur Menge aller Objekte.
Der atomare Versionsraum fu¨r die Objektbeschreibung VObjDesc,D wird
nun folgendermaßen definiert:
• Besteht die Demonstrationsdatenmenge D aus lediglich einem einzigen
Element (|D| = 1), so wird der Versionsraum VObjDesc,D mit der
Menge initialisiert, welche genau das beschriebene Objekt O entha¨lt,
also
VObjDesc,D = {O}.
• Ist D = {D1, D2, . . . , Dn+1}, so wird (falls no¨tig) der Objekt-
Versionsraum V ObjDesc,D′ mit D
′ = {D1, D2, . . . , Dn} gema¨ß der
oben definierten Generalita¨tsbeziehung O so weit verallgemeinert, bis
gilt:
V ObjDesc,D O V ObjDesc,D′ ∧ V ObjDesc,D O O.
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Basierend auf diesen beiden atomare Versionsra¨umen lassen sich nun die
komponierten Versionsra¨ume zusammensetzen. Der Versionsraum fu¨r eine
Transportoperation ist demnach (siehe Abbildung 6.4 (c)) als Vereinigung
der Versionsra¨ume von Relationenmengen fu¨r Vor- und Nachbedingungen fu¨r
den Transport dargestellt, zusammen mit Objektdeskriptoren fu¨r das mani-
pulierte und das relative Objekt. Im oben zitierten Beispiel des Ausra¨umens
eines Spu¨lmaschinenkorbs wu¨rde nach einigen Demonstrationen idealerwei-
se der Versionsraum fu¨r die Transportoperation sich wie folgt darstellen: Der
Teilversionsraum fu¨r die Vorbedingungen wu¨rde gegen die Bedingung konver-
gieren, daß sich das manipulierte Objekt innerhalb des Spu¨lmaschinenkorbs
befand. Das manipulierte Objekt ist nicht weiter bestimmt, genauso, wie
das Relativobjekt, da die Aufgabenbeschreibung die Aufforderung entha¨lt,
alle Objekte aus dem Spu¨lmaschinenkorb, ohne Ansehen der Objektklasse,
zu entfernen. Da auch die Ablageposition nicht na¨her spezifiziert ist, sind
beide Objekt-Versionsra¨ume mit der Klasse aller Objekten, also O belegt.
Die Belegung der Nachbedingungen ha¨ngt von der konkreten Ausfu¨hrung
der Demonstrationen ab, ist aber unter Umsta¨nden auch leer. Damit ist der
Versionsraum fu¨r die gesamte Transportbewegung nur durch die Vorbedin-
gung, daß sich das Objekt im Spu¨lmaschinenkorb befinden muß, ausreichend
beschrieben.
Im Fall des anderen Beispiels, des Tischdeckens, sei hier die Aktion des
Transports einer Tasse beschrieben, so daß diese schlußendlich auf einer Un-
tertasse steht. Hier wird der Versionsraum fu¨r die Vorbedingung unter Um-
sta¨nden kollabieren, falls die Tassen von unterschiedlichen Positionen aufge-
nommen werden. Stattdessen sind die anderen drei Versionsra¨ume interessan-
ter: Der Versionsraum fu¨r das manipulierte Objekt wird genau der Klasse von
Tassen, der des Relativobjektes der Klasse der Untertassen entsprechen. Dies
tra¨gt der Tatsache Folge, daß diese Aktion mehrfach fu¨r zwar unterschiedli-
che Objektinstanzen ausgefu¨hrt wurde, diese Instanzen also nicht allgemein
genug waren, um alle Demonstrationen abzudecken, jedoch die jeweiligen
Objektklassen diese Eigenschaft aufweisen. Die Nachbedingung wird gegen
die Relation konvergieren, daß die Tassen auf der jeweiligen Untertasse ste-
hen. Damit entspricht dieser Versionsraum der Aufgabe, sa¨mtliche Tassen
auf verfu¨gbare Untertassen zu stellen.
Die anderen Aktionen, welche erlernt und verallgemeinert werden ko¨nnen,
sind O¨ffnungsoperationen (beispielsweise eines Ku¨hlschranks) und Einschen-
koperationen (siehe Abbildung 6.4 (c)). Von diesen sollen hier jetzt nur noch
die Einschenkoperationen detaillierter behandelt werden, da der andere Fall
nahezu analog abzuhandeln ist. Besteht nun die Aufgabe darin, aus einer
Teekanne in sa¨mtliche Tassen (die beispielsweise mit den oben beschriebenen
Methoden auf die Untertassen gestellt wurden) Flu¨ssigkeit einzuscha¨nken,
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so ist hierbei der konstante Parameter die spezifische Teekanne, der variable
hingegen die Tassen. Der erste Versionsraum entha¨lt also nur ein konkretes
Objekt, der zweite die Klasse der Tassen.
Der Versionsraum fu¨r allgemeine Aktionen besteht nun aus der Vereini-
gung der drei Versionsra¨ume fu¨r Transport-, O¨ffnungs- und Einschenkope-
rationen. Das System ist jedoch um weitere Aktionen erweiterbar, indem
einfach der entsprechende Versionsraum designiert und implementiert wird.
Da nun beschrieben wurde, wie einzelne Aktionen gelernt und verallgemei-
nert werden ko¨nnen, bleibt noch u¨brig, die einzelnen Aktionen zu Programm-
bzw. Schleifendurchla¨ufen zusammenzusetzen. Zuna¨chst wird dazu angenom-
men, daß die Anzahl der Aktionen in einem Schleifendurchlauf n bekannt ist.
Ein Schleifendurchlauf besteht also aus n unterschiedlichen Aktionen, welche
durch sequentielle Verkettung zu einem Gesamtprogramm kombiniert wer-
den. Der entsprechende Versionsraum entsteht durch eine n-fache Verkettung
von Versionsra¨umen fu¨r Aktionen, wie sie in Abbildung 6.4 (b) dargestellt
ist.
Im oben vorgestellten Beispiels des Decken eines Tisches zum Tee ist
n = 2. Mit jedem Schleifendurchlauf sind zwei Aktionen durchzufu¨hren: Das
Platzieren einer Tasse auf einer Untertasse, sowie das Befu¨llen derselben Tas-
se unter Zuhilfenahme der Teekanne. Entha¨lt die Demonstration mehr als
zwei Aktionen, so sind also mehr als ein Schleifendurchlauf vorhanden und
die Ausfu¨hrung des Schleifenko¨rpers startet erneut, was zur Generalisierung
der beiden Versionsra¨ume fu¨r die beiden Basis-Aktionen verwendet wird. Das
Programm besteht also aus zwei Versionsra¨umen, und zwar entsprechen diese
einzeln den beiden oben besprochenen Aktions-Versionsra¨umen fu¨r die Auf-
gabe des herstellen eines Tee-Gedecks.
Betrachtet man nun den allgemeinen Fall, daß die die Anzahl der im
Schleifenrumpf vorhandenen Aktionen n unbekannt ist, so stellt sich folgen-
de Situation: Beobachtet wurde eine Demonstration mit m Aktionen. Geht
man davon aus, daß der Benutzer mindestens eine komplette Durchfu¨hrung
des Schleifenrumpfes veranlaßt hat, so kann man daraus schließen, daß die
Schleifenla¨nge maximalm betra¨gt. Beispielsweise kann der Benutzer eine De-
monstration mit einer La¨nge des Schleifenko¨rpers von 3 beginnen, dann die
ersten beiden Schritte des zweiten Schleifendurchlaufes starten und dann ent-
scheiden, daß das System ausreichend gesehen hat, um die gesamte Schleife zu
lernen. Der erhaltene Makrooperator entha¨lt also fu¨nf elementare Aktionen,
die Schleifenla¨nge jedoch kann irgendwo zwischen einer und fu¨nf Aktionen
liegen.
Fu¨r diese Situation wurde der Versionsraum des unsegmentierten Pro-
gramms entworfen (siehe Abbildung 6.4 (a)). Die wesentliche Idee besteht
darin, Hypothesen fu¨r Programme aller mo¨glicher La¨ngen von 1 bis m auf-
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zustellen und kontinuierlich zu aktualisieren. Dementsprechend besteht der
Versionsraum fu¨r ein unsegmentiertes Programm also aus der Vereinigung
von m Programmen mit jeweils wachsender Programmla¨nge von 1 bis m,
welche als Verkettung von Aktionen ausgefu¨hrt sind. Der erste Versionsraum
wird aktualisiert mit allen m Aktionen, als ob jede Aktion ein Beispiel ei-
nes Schleifendurchlaufs mit einem Rumpf von genau einer Aktion wa¨re. Der
zweite Versionsraum wird mitm/2 Aktionspaaren aktualisiert, und so weiter.
Weiterhin werden im probabilistischen Versionsraumverfahren alle Elemen-
te der Vereinigung so gewichtet, daß kurze Programme gegenu¨ber la¨ngeren
bevorzugt werden. Dies verhindert, daß das Verfahren als optimale Hypo-
these immer einen einzelnen Schleifendurchlauf mit einer Rumpfla¨nge von m
annimmt.
In der Praxis kollabieren viele dieser Versionsra¨ume sehr schnell, da die
Aktionen nicht zueinander passen, außer fu¨r Programme mit einer La¨nge von
ganzzahligen Vielfachen von n. Verschachtelte Schleifen, in denen einzelne
Aktionen wiederum aus Schleife mit mo¨glicherweise mehreren Aktionen be-
stehen, werden von diesem Versionsraum-Design nicht abgedeckt und bleiben
Ausgangspunkt fu¨r zuku¨nftige Forschung.
6.5 Zusammenfassung
Dieses Kapitel hat gezeigt, wie die in Klassen unterschiedlicher Aufgabende-
monstrationen vorhandene Information genutzt werden kann, um ganzheitli-
ches und abstrahiertes Handlungswissen zu erhalten.
Es wurden Verfahren vorgestellt, welche es erlauben, Teile unterschiedli-
cher Demonstrationen desselben Tasks miteinander in Beziehung zu setzen.
Diese basieren auf das im vergangenen Kapitel eingefu¨hrte A¨hnlichkeitsmaß
(siehe Abschnitt 5.2) und haben zum Ziel, eine Permutation von Teiloperatio-
nen zu berechnen, welche die Summe des mit jeder Paarungbildung verbun-
denen A¨hnlichkeitswertes maximiert. Dazu wurde ein Verfahren vorgestellt,
welche die Ahnlichkeitsmatrix der Operationen zweier Demonstrationen zu
einem gerichteten Graphen erweitern, auf den das Verfahren zur Maximie-
rung des Flusses in Netzwerken anwendbar ist. Der maximale Fluß entlang
eines Schnitts entlang der Grenze zwischen den beiden beteiligten Demons-
trationen definiert dann genau die optimale Permutation, welche Paare von
Operationen, welche den unterschiedlichen Demonstrationen angeho¨ren, bil-
det.
Diese Paarungen entsprechen a¨quivalenten Operationen. Die relativen
Positionsdifferenzen zwischen unterschiedlichen Demonstrationen ko¨nnen in
Pra¨zedenzgraphen umgesetzt werden. Die Art und Weise, wie dies geschieht,
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wurde im inkrementellen Verfahren zum Erschließen von Pra¨zedenzgraphen
umgesetzt. Dieses Verfahren beruht auf dem Ausschluß von mit den Demons-
trationen aufgrund der vorkommenden Positionen inkonsistenten Pra¨zedenz-
beziehungen in den transitiven Reihenfolgegraphen der Demonstrationen.
Anschließend wurde ein abstraktes Verfahren zum parallelen Verfolgen
multipler Hypothesen mittels hierarchischer Versionsra¨ume vorgestellt. Diese
komplexen Ra¨ume der mit einer Menge von Demonstrationen konsistenten
Hypothesen entsteht durch die algebraische Verknu¨pfung von atomaren oder
komponierten Versionsra¨umen.
Diese algebraische Struktur wurde im abschließenden Abschnitt fu¨r das
Problem des Lernens von repetitiven Aufgaben eingesetzt. Es konnte eine
Modellierung von Schleifenstrukturen sowie ihrer Ru¨mpfe gefunden und pra¨-
sentiert werden. Besondere Aufmerksamkeit erforderte hierbei die Bestim-
mung der Schleifenrumpfla¨nge. Dies wurde erreicht durch eine konsequente
Verfolgung mehrerer Hypothesen fu¨r unterschiedliche La¨ngen und Ausschei-
den der unwahrscheinlichen Laufla¨ngen.
Nachdem in den vergangenen Kapiteln die lexikalischen, syntaktischen,
semantischen und verallgemeinernden Analysephasen zum Lernen von Hand-
lungswissen theoretisch durchdrungen wurden, steht eine experimentelle Va-
lidierung der vorgestellten Konzepte und Verfahren noch aus. Dies wird der




In diesem Kapitel werden die einzelnen Analysephasen und die darin ver-
wendeten Verfahren evaluiert. Alle im Rahmen dieser Arbeit erstellten Algo-
rithmen und Verfahren werden einer quantitativen Auswertung unterzogen.
Dabei wird in der Darstellung der Ergebnisse in Reihenfolge der Theorieka-
pitel dieser Arbeit vorgegangen.
7.1 Evaluation der lexikalischen und syntak-
tischen Analyse
Im Rahmen der lexikalischen Analyse wurden elementare Operationen, wie
das Greifen und Loslassen eines Objektes, oder spezielle Aktionen wie das
O¨ffnen eines Ku¨hlschrankes detektiert. Die syntaktische Analysephase stellte
die detektiertn Ereignisse in einen Kontext, der nach grammatikalisch spezifi-
zierten Regeln aufgebaut ist. Hierbei ist insbesondere darauf einzugehen, wie
das System mit den unterschiedlichen Sensormodalita¨ten umgeht. Deshalb
wurden einerseits Experimente mit einem Vicon-Tracking-System ausgewer-
tet. Zum anderen wurden Daten von magnetfeldbasierten Positionssensoren
und Datenhandschuhen, sowie dem Stereokamerasystemen (siehe Abschnitt
3.6) ausgewertet.
7.1.1 Transport einer Flasche
Abbildung 7.1 zeigt Schlu¨sselpunkte aus dem Experiment, welches aus dem
Transport einer Flasche von einer vorgegebenen Start- zur Zielposition be-
stand. Diese Daten wurden im Rahmen des Sonderforschungsbereiches 588
”
Humanoide Roboter“ aufgenommen und sollen prima¨r der Ausformung
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Abbildung 7.1: Experiment mit dem Ganzko¨rper-Tracking-System Vicon.
menschena¨hnlicher Bewegungsformen bei Manipulationen dienen. Es wur-
den insgesamt 448 Frames an Daten mit Hilfe eines Vicon-Motion-Tracking-
Systems (siehe [Vicon 2006]) aufgenommen.
Im Initialzustand wurde die Versuchsperson angehalten, die Ha¨nde an
dafu¨r vorgesehene Markierungen auszurichten. Anschließend griff sie mit der
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Griffzeitpunkt Ablagezeitpunkt
Abbildung 7.2: Lexikalische Analyse im Experiment mit den Daten des Be-
wegungserfassungssystems [Vicon 2006]
rechten Hand eine Flasche und u¨berfu¨hrte sie mit einer zielgerichteten Bewe-
gung in die Endposition, woraufhin die beiden Arme wieder in die Positionen
entlang den Markierungen ausgerichtet wurden.
Wa¨hrend der lexikalischen Analyse wurden mit Hilfe der in Abschnitt
4.2 pra¨sentierten Verfahren zwei Ereignisse festgestellt: Das Greifen und das
Loslassen der Flasche. Der Griffzeitpunkt wurde in Frame 133, der Abla-
gezeitpunkt in Frame 304 gefunden. Die Entwicklung der Sensormeßwerte
bzw. deren abgeleitete Gro¨ßen der Geschwindigkeit der Hand, der Summe
aller Gelenkwinkel, des Abstandes der Hand zum gegriffenen Objekt und der
Handgeschwindigkeit relativ zum Objekt, anhand derer die Griffdetektion ge-
ma¨ß Gleichung (4.1-4.4) durchgefu¨hrt wurde, ist in Abbildung 7.2 dargestellt.
Der grau unterlegte Bereich entspricht genau der erkannten Greifphase.
Mit den Verfahren aus Abschnitt 4.7 erstellte das System anschließend die
hierarchisch-funktionale Repra¨sentation des Handlungswissens. Das Ergebnis
ist in Abbildung 7.3 visualisiert. Hierbei ist unter den Baumelementen fu¨r die
elementaren Operatoren, den Bewegungs- und Griff- bzw. Ablageoperationen
der jeweilige Operator aufgetragen. Die Bewegungsoperatoren sind durch die
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abgefahrenen Trajektorien in rot dargestellt.
Man erkennt den korrekten Aufbau des Syntaxbaumes: Die gesamte Auf-
gabe besteht aus einer Transport-Operation, welche untergliedert ist in eine
Pick- und eine Place-Phase. Jede von diesen beiden wiederum gliedert sich in
eine Anfahrtstrajektorie, die Durchfu¨hrung eines Griff- bzw. Loslassoperators
und eine Abfahrtstrajektorie. Trajektorien sind untergliedert in einen oder
mehrere lineare Bewegungsoperatoren. Die Linearisierung fand mit Hilfe des
Verfahrens zum iterativen Anpassen der Endpunkte1 statt.
7.1.2 Einschenken aus einer Flasche
Im vorangegangenen Experiment kamen die Sensordaten aus dem Motion-
Capture- oder Bewegungserfassungssystems [Vicon 2006] zum Einsatz. Im
Rest dieses Kapitels kommen vor allem Daten aus dem fu¨r Handlungen im
Kontext von Arbeiten im Haushalt zugeschnittenen Demonstrations-Zentrum
(siehe Abbildung 3.4) zum Einsatz, da bei ihnen eine reichhaltige Trainings-
umgebung sowie eine große Zahl von Sensoren zur Handlungsbeobachtung
fu¨r reproduzierbare Situationen realisiert wurde. Es sei angemerkt, daß das
PdV-System mit beiden Sensormodalita¨ten arbeiten kann.
Der in diesem Abschnitt beschriebene Versuch hatte zum Ziel, komplexe-
re Handlungsstra¨nge, welche mittels raumgreifender Bewegungen ausgefu¨hrt
wurden, zu erfassen und zu verarbeiten. Dazu hat die Versuchsperson einen
Ku¨hlschrank zu o¨ffnen, daraus eine Flasche zu entnehmen, aus dieser Fla-
sche in eine auf dem Tisch stehende Tasse einzuschenken und abschließend
die Flasche auf dem Tisch abzustellen. Das System ist in diesem Experiment
mit dem Vorhandensein unterschiedlicher Elementaren Operationen konfron-
tiert, speziell dem O¨ffnen des Ku¨hlschranks, dem Eingießen aus einer Flasche,
neben den schon bisher demonstrierten Fa¨higkeiten des Erkennens von Greif-
und Loslaßvorga¨ngen. Die aufgenommene Demonstration besteht insgesamt
aus 188 Frames und dauerte etwa 9 Sekunden, was einem Durchsatz von 20
Frames pro Sekunde entspricht.
Die wesentlichen Episoden des Experiments sind in den Abbildungen 7.4
und 7.5 zu sehen. Die erste erkannte Aktion ist der Griff des Tu¨rgriffs des
Ku¨hlschranks in Frame 28 mit der rechten Hand. Selbige fu¨hrt dann den
Tu¨rgriff (und damit die verbundene Tu¨r) auf einer zirkularen Bahn bis sie
einen O¨ffnungswinkel von circa 90◦ erreicht. In Frame 47 ist diese Bewegung
beendet und der Tu¨rgriff wird losgelassen. Anschließend bewegt sich die linke
Hand zielorientiert in den Ku¨hlschrank hinein, wo sie in Frame 71 die Flasche
ergreift.
1engl. Iterative Endpoint Fit (IEPF).
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move 1 91 move 92 133 
grasp 133 133 
move 133 191 move 192 262 
move 253 304 
release 304 304
move 304 326 move 327 348 move 349 447
approach 1 133 depart 133 191 
approach 304 depart 304 447
pick 1 191 
place 447 
task 447 
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Abbildung 7.3: Syntaktische Analyse. Segmentierung der Demonstration in
Teilsequenzen. (1, 2) Lineare Bewegungssegmente der Anfahtsbewegung zum
Greifen. (3) Detail zum Griffzeitpunkt. (4) Ende der Abfahrtsbewegung. (5,
6) Lineare Bewegungssegmente der Anfahrtsbewegung zum Abstellen. (7)
Detail des Ablagepunktes. (8-10) Lineare Bewegungssegmente der Abfahrts-
bewegung und Ru¨ckkehr zum Ausgangspunkt.
Daraufhin transportiert die Versuchsperson die gegriffene Flasche aus dem
Ku¨hlschrank hinaus und ebenfalls zielorientiert zur Arbeitsfla¨che, auf der eine
Tasse steht. Die Flasche wird in eine nahezu waagerechte Position gebracht
und in Frame 127 wird eine Eingießoperation aus der gegriffenen Flasche in
die Tasse detektiert. Zuletzt wird die Flasche am rechten Rand des silbernen
Tischsets abgestellt, und zwar in Frame 168.




Abbildung 7.4: Schlu¨sselszenen des zweiten Experiments zum Erfassen kom-
plexer zweiha¨ndiger Aufgaben (I). (a-c) Frame 28. (d-f) Frame 47. (g-i) Frame
71. (wird fortgesetzt)
Die Verfahren zur Segmentierung der Demonstration aus Abschnitt 4.5
werden zur Erkennung der Kontextwechselpunkte in den Frames 38, 58, 99
und 148 angewandt. Hierbei sind folgende Einteilungen gemacht worden: Der
Kontextwechselpunkt in Frame 38 teilt die zirkulare Bewegung zum O¨ffnen
des Ku¨hlschranks in zwei Ha¨lften. Der (beidha¨ndige) Kontextwechselpunkt
in Frame 58 markiert das Ende der gesamten Teilaufgabe zum O¨ffnen des
Ku¨hlschranks (mit der rechten Hand) bzw. den Beginn der Greifbewegung
hin zur Flasche (mit der linken Hand). Die gesamte Einschu¨ttoperation wird
weiterhin an den Punkten 99 und 148 unterteilt, um dem Wechsel in der Be-
nutzerintention vom Greifen der Flasche hin zur eigentlichen Einschu¨ttope-
ration, bzw. von dieser hin zum Abstellen der Flasche Rechnung zu tragen.
Mit Methoden zum Erstellen der syntaktischen Struktur dieser Demons-
tration, wie sie in Abschnitt 4.8 basierend auf einer Handlungsgrammatik
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Abbildung 7.5: (Fortsetzung) Schlu¨sselszenen des zweiten Experiments zum
Erfassen komplexer zweiha¨ndiger Aufgaben (II). (a-c) Frame 127. (d-f) Frame
168. Die linke Spalte zeigt die Versuchsperson beim Durchfu¨hren der Aufgabe,
die mittlere den U¨berblick u¨ber die sensorische Erfassung der Szene, in der
rechten Spalte sieht man detaillierte Aufnahmen zur genaueren Bewertung
des Geschehens.
beschrieben wurden, erstellt das System den in Abbildung 7.6 dargestellten
Strukturbaum. Hierbei wurde (abweichend von Abbildung 7.3) die unterste
Ebene der einzelnen Bewegungselementaroperationen aus Platzgru¨nden nicht
aufgefu¨hrt. Die Bedeutung der Kontextwechselpunkte kann man anhand der
Ho¨he der Lu¨cken in den Segmenten erkennen: Der Kontextwechselpunkt bei
Frame 38 hat den Wechsel von der Pick- hin zur Place-Operation zur Fol-
ge (3. Stufe). Er trennt lediglich zwei einha¨ndige Operationen voneinander.
Der Kontextwechselpunkt in Frame 58 hingegen geht bis hoch zur 2. Stufe.
Dieser trennt zwei semantisch ho¨here Operationen von gro¨berer Granularita¨t
voneinander, na¨mlich das O¨ffnen der Ku¨hlschranktu¨r vom Einschenkvorgang.
Letzerer wird wiederum in die Greif-, Einschenk- und Abstellphase unterteilt.
Die Funktionale Beitragsanalyse (Abschnitt 4.10) stellt den letzten Teil
der syntaktischen Analysephase dar und ebnet den Weg in die semantische
Analyse. Sie analysiert die Auswirkungen, welche die Benutzerhandlung auf
die Umwelt hat. Die Ergebnisse sind in Tabelle 7.1 dargestellt. Die Teilhand-
lung des O¨ffnens des Ku¨hlschranks a¨ndert den Zustand der Ku¨hlschrank-
tu¨r. Dies ist durch die Relation open (ku¨hlschrank-tuer) dargestellt. Der an-
schließende Teil des Einschenkens aus der Flasche in die Tasse vera¨ndert
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approach 1 27 grasp 27 27 depart 28 37 approach 38 47 release 47 47
pick 1 37 place38  
open 1 
task1 
depart 48 57 approach 58 71 grasp 71 71 depart 72 98 approach 99 127
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task 188
Abbildung 7.6: Syntaktische Struktur der Einschenken-Aufgabe
den Zustand der Tasse auf filled (kaffee-tasse fantabottle) als direktes Re-
sultat der eigentlichen Fu¨lloperation, sowie die geometrischen Relationen,
welche zwischen der Flasche sowie den Objekten Tasse sowie dem silberne
Tischset existieren. Hierbei ist festzustellen, daß die Flasche nun nicht mehr
o¨stlich, sondern westlich von der Tasse steht (2., 3., 9. und 10. Relation des
Einschenken-Makros), sowie auf dem silbernen Tischset (7. Relation).
Der Gesamtbeitrag des kompletten Makro-Operators besteht nun, wie
man sieht, genau aus der Vereinigung der Beitra¨ge beider feingranulareren
Makro-Operatoren. Dies ist unmittelbar einsichtig, da keinerlei Effekte der
einzelnen Makro-Operatoren durch spa¨tere Operationen wieder ru¨ckga¨ngig
gemacht wurden.
Weiterhin ist zu bemerken, daß die Menge an Relationen noch relativ
umfangreich ist. Ein Benutzer wu¨rde erwarten, daß lediglich die Relation
on (fantabottle set-silber) in der finalen Menge an Beitra¨gen enthalten ist,
neben den Tatsachen der A¨nderungen des Fu¨llstandes und dem O¨ffnen des
Ku¨hlschranks. Dieser Mißstand wird in der folgenden semantischen Analy-
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Makro Relation Wahrheitswert
open 1 - 57 open (kuehlschrank-tuer) true
pour 58 - 188 filled (kaffee-tasse fantabottle) true
east (fantabottle kaffee-tasse) false
west (fantabottle kaffee-tasse) true
higher (fantabottle set-silver) false
south (fantabottle set-silver) false
east (fantabottle set-silver) false
on (fantabottle set-silver) true
near (fantabottle set-silver) true
east (kaffee-tasse fantabottle) true
west (kaffee-tasse fantabottle) false
lower (set-silver fantabottle) false
north (set-silver fantabottle) false
west (set-silver fantabottle) false
near (set-silver fantabottle) true
task 1 - 188 open (kuehlschrank-tuer) true
filled (kaffee-tasse fantabottle) true
east (fantabottle kaffee-tasse) false
west (fantabottle kaffee-tasse) true
higher (fantabottle set-silver) false
south (fantabottle set-silver) false
east (fantabottle set-silver) false
on (fantabottle set-silver) true
near (fantabottle set-silver) true
east (kaffee-tasse fantabottle) true
west (kaffee-tasse fantabottle) false
lower (set-silver fantabottle) false
north (set-silver fantabottle) false
west (set-silver fantabottle) false
near (set-silver fantabottle) true
Tabelle 7.1: Beitra¨ge der einzelnen Teilhandlungen und der Gesamthandlung
sephase angegangen, indem die Relationen mit einem Relevanzmaß versehen
werden, indem u¨ber mehrere Demonstrationen derselben Aufgabe hinweg die
Invarianzen und Variablen ermittelt werden.
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7.2 Evaluation der semantischen Analyse
Der vorangegangene Abschnitt zeigt, wie einzelne Benutzerdemonstrationen
sensorisch erfasst werden ko¨nnen, wie daraus elementare Operationen erkannt
werden ko¨nnen sowie wie daraus ein hierarchisch-funktionales Programm er-
stellt werden kann. Um ein solches Programm allerdings interpretieren zu
ko¨nnen muß das lernende System die einzelne Demonstration in seinen Er-
fahrungsschatz einordnen ko¨nnen. Hierzu wurden in Kapitel 5 Verfahren ent-
wickelt, die im folgenden detailliert evaluiert werden sollen.
Das System wurde im hier beschriebenen Experiment mit 10 verschiede-
nen Benutzervorfu¨hrungen getestet, welche aus drei verschiedenen Aufgaben
bestanden:
• Zwei Vorfu¨hrungen der in Abschnitt 7.1.2 bereits behandelten Aufgabe
des Einschenkens aus einer Flasche.
• Vier unterschiedlichen Vorfu¨hrungen der Aufgabe des Tischdeckens mit
drei verschiedenen Objekten. Die Aufgabe bestand darin, ein Tischset
zu decken unter Benutzung eines Tellers, einer Untertasse und einer
Tasse. Die Tasse sollte dabei am Ende auf der Untertasse und rechts
neben dem Teller positioniert werden. Die Vorfu¨hrungen wurden mit
unterschiedlicher Reihenfolge vorgenommen (na¨heres dazu in Abschnitt
7.3.1), jedoch in einer Art und Weise, daß am Ende immer dieselbe
Objektkonfiguration erzeugt wurde.
• Ebenfalls vier verschiedene Vorfu¨hrungen fu¨r eine komplexere Aufgabe
zum Tischdecken mit sechs unterschiedlichen Objekten. Hierbei sollten
zwei Teller u¨bereinander, ein Tasse wieder auf einer Untertasse, sowie
zwei Lo¨ffel auf eine bestimmte Art und Weise angeordnet werden. Na¨-
here Beschreibungen finden sich in Abschnitt 7.3.
Die resultierende Demonstrationsmenge D hat also den Umfang n = 10 und
die Makro-Operatoren sind in der Reihenfolge angeordnet, wie sie von der
obigen Aufza¨hlung induziert wird, d.h.D1 undD2 sind zwei Vorfu¨hrungen des
Einschenkvorgangs,D3 bisD6 undD7 bisD10 enthalten die Demonstrationen
zum Tischdecken mit drei bzw. sechs Objekten.
Mit den bereits in den vorherigen Abschnitten evaluierten Verfahren wur-
den aus den Benutzerdemonstrationen Makro-Operatoren erstellt. Auf diesen
Makro-Operatoren wurde anschließend eine A¨hnlichkeits- und Ballungsana-
lyse durchgefu¨hrt, wie sie in Abschnitt 5.4 beschrieben wurde. Dabei wurde
auf das A¨hnlichkeitsmaß aus Abschnitt 5.2 zuru¨ckgegriffen.
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Zuna¨chst wurde dafu¨r die symmetrische A¨hnlichkeitsmatrix R aufgestellt,
welche in Tabelle 7.2 aufgetragen ist. Diese ist folgendermaßen zu interpre-
tieren: jedes Element ri,j von R entspricht dem A¨hnlichkeitsmaß sim(Di, Dj)
gema¨ß der Definition 5.2 aus Abschnitt 5.2. Dementsprechend sind sa¨mtliche
Diagonalelemente ri,i gleich eins, da dies der Selbsta¨hnlichkeit jeden einzel-
nen Makro-Operators entspricht. Die Nichdiagonalelemente nehmen Werte
zwischen 0 und 1 ein, entsprechend der A¨hnlichkeit der beiden verglichenen
Makro-Operatoren. Das geschulte Auge erkennt hier bereits Bereiche mit ho-
her A¨hnlichkeit, die genau den Aufgabenklassen des Einschenkens und des
Tischdeckens mit drei bzw. sechs Objekten entsprechen. Diese Bereiche wur-
den der Deutlichkeit halber farbig unterlegt. Der rote Bereich entspricht der
Aufgabe des Einschenkens, der gru¨ne dem Tischdecken mit drei, der blaue
dem Tischdecken mit sechs Objekten.
R =

1.00 0.99 0.47 0.41 0.44 0.50 0.14 0.16 0.15 0.18
0.99 1.00 0.47 0.41 0.44 0.50 0.14 0.16 0.15 0.18
0.47 0.47 1.00 0.84 0.66 0.72 0.55 0.52 0.55 0.57
0.41 0.41 0.84 1.00 0.75 0.75 0.60 0.61 0.58 0.59
0.44 0.44 0.66 0.75 1.00 0.78 0.53 0.57 0.52 0.57
0.50 0.50 0.72 0.75 0.78 1.00 0.52 0.46 0.45 0.47
0.14 0.14 0.55 0.60 0.53 0.52 1.00 0.79 0.83 0.82
0.16 0.16 0.52 0.61 0.57 0.46 0.79 1.00 0.82 0.81
0.15 0.15 0.55 0.58 0.52 0.45 0.83 0.82 1.00 0.86
0.18 0.18 0.57 0.59 0.57 0.47 0.82 0.81 0.86 1.00

Tabelle 7.2: A¨hnlichkeitsmatrix fu¨r 10 Aufgabendemonstrationen. ri,j ent-
spricht dem A¨hnlichkeitswert zweier Demonstrationen sim(Di, Dj).
Das System konnte erfolgreich die drei Aufgabenklassen identifizieren und
die einzelnen Demonstrationen diesen Clustern zuordnen. Die Zugeho¨rigkeits-
werte zu den einzelnen Klassen sind in Tabelle 7.3 mit ihren numerischen
Werten dargestellt und in Abbildung 7.7 visualisiert. Auffa¨llig hierbei ist,
daß das System bei den Demonstrationen D3 bis D6, also dem Tischdecken
mit drei Objekten, eine gewisse Unsicherheit aufweist, die sich in Werten
von bis zu 0.61 bei der Zugeho¨rigkeit zur Klasse des Tischdeckens mit sechs
Objekten a¨ußert. In Graphik 7.7 ist dies anhand des nur relativ geringen
Abstands der blauen Linie zur gru¨nen sichtbar, die genau die beiden Tisch-
deckaufgaben mit sechs bzw. drei Objekten repra¨sentieren. Der Grund hierfu¨r
liegt darin, daß sich die beiden Aufgaben hinsichtlich ihrer Zielkonfiguration
sehr stark a¨hneln. Inwiefern eine solche Unsicherheit vom System zu bewer-
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Abbildung 7.7: Visualisierung der Klassenzugeho¨rigkeit. Fu¨r jede Demons-
tration Di ist der Zugeho¨rigkeitswert zu jedem der drei Cluster aufgetragen.
ten ist und wie es damit umgehen sollte, ist weiterer Forschungsbedarf. Im
hier gewa¨hlten Ansatz ist jedoch nur der maximale Klassenzugeho¨rgkeitswert
fu¨r die Ballungsanalyse ausschlaggebend.
D T6 T3 E
D1 0.00 0.53 0.84
D2 0.00 0.53 0.84
D3 0.55 0.74 0.09
D4 0.61 0.73 0.02
D5 0.55 0.73 0.06
D6 0.46 0.81 0.09
D7 0.92 0.05 0.13
D8 0.93 0.02 0.17
D9 0.93 0.00 0.18
D10 0.93 0.02 0.19
Tabelle 7.3: Klassenzugeho¨rigkeit der einzelnen Demonstrationen zu den iden-
tifizierten Aufgabenklassen des Tischdeckens mit sechs (T6), bzw. drei (T3)
Objekten und dem Einschenken (E).
Nachdem die Cluster bestimmt und die einzelnen Demonstrationen diesen
zugeordnet sind, ko¨nnen die klassenspezifischen A¨hnlichkeitsmaße bestimmt
werden, die die Merkmalsverteilung innerhalb jeder einzelnen Klasse beru¨ck-
sichtigen. Dies fu¨hrt dazu, daß die einzelnen Demonstrationen innerhalb der
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(b)
Abbildung 7.8: Vera¨nderung der A¨hnlichkeitswerte unter Beru¨cksichtigung
der klassenimmanenten Merkmalsverteilung und Relevanzscha¨tzung der ein-
zelnen Merkmale. (a) Tasks im Merkmalsraum ohne Beru¨cksichtigung der
Merkmalsverteilung. (b) Tasks im Merkmalsraum unter Beru¨cksichtigung der
klassenindividuellen Merkmalsverteilung. Man erkennt, daß die Cluster enger
zusammenru¨cken.
Cluster na¨her zusammenru¨cken, d.h. der Umfang der Cluster reduziert wird.
RT3 =

1.00 0.90 0.77 0.81
0.90 1.00 0.83 0.83
0.77 0.83 1.00 0.84
0.81 0.83 0.84 1.00
 RT6 =

1.00 0.85 0.85 0.84
0.85 1.00 0.86 0.88
0.85 0.86 1.00 0.91
0.84 0.88 0.91 1.00

Tabelle 7.4: Vera¨nderung der A¨hnlichkeitswerte unter Beru¨cksichtigung der
klassenimmanenten Merkmalsverteilung und Relevanzscha¨tzung der einzel-
nen Merkmale. Der Vergleich mit Tabelle 7.2 auf Seite 160 ergibt, daß die
klassenspezifische A¨hnlichkeit steigt.
Dieser Effekt ist in Abbildung 7.8 sichtbar. Abbildung 7.8 (a) stellt die
aufgenommenen Tasks im Merkmalsraum dar, ohne daß die Merkmalsver-
teilung beru¨cksichtigt worden wa¨re. Wurde die klassenspezifische Merkmals-
funktion simw(x, y) verwendet, wie in Abbildung 7.8 (b), so steigen die A¨hn-
lichkeitswerte innerhalb jeder einzelnen Klasse. Das fu¨hrt dazu, daß die De-
monstrationen, die einen Cluster ausmachen, na¨her zusammenru¨cken. Die
numerischen Werte fu¨r die A¨hnlichkeit sind in Tabelle 7.4 aufgetragen. Der
Vergleich mit den gru¨n bzw. blau markierten Bereichen in Tabelle 7.2 liefert
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(a)
(b)
Abbildung 7.9: Relevanzbewertung fu¨r Merkmale der Aufgabe des Tischde-
ckens mit drei Objekten. (a) Als relevant erkannte Merkmale. (b) Irrelevante
Merkmale.
eine deutlich erho¨hte klasseninterne A¨hnlichkeit.
Stellt man sich die Frage, wie diese erho¨hte A¨hnlichkeit zustandekommt,
so wird man in Abschnitt 5.1 fu¨ndig. Das A¨hnlichkeitsmaß ist dementspre-
chend aus den A¨hnlichkeiten fu¨r einzelne Merkmale zusammengesetzt. Diese
sind jedoch entsprechend einem inkrementell mit jeder zusa¨tzlichen Demons-
tration angepassten Gewicht versehen. Jedes einzelne Merkmal geht entspre-
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chend seinem Gewicht in die Gesamta¨hnlichkeit ein. Merkmale mit einer ho-
hen Auftretenswahrscheinlichkeit haben dabei gro¨ßeren Einfluß auf das klas-
senspezifische A¨hnlichkeitsmaß simw(x, y) u¨ber den Gewichtungsvektor w.
Die Entwicklung der Gewichte fu¨r unterschiedliche Relationen findet man
in Abbildung 7.9. Verschiedene, vom System als relevant erachtete Merk-
male finden sich in Abbildung 7.9 (a). Darunter fallen die Beschreibun-
gen folgender Relationen: Die Untertasse befindet sich auf dem silbernen
Platzset (ON (untertasse, set-silber)), die Kaffeetasse befindet sich auf der
Untertasse (ON (tasse, untertasse)), die Untertasse ist no¨rdlich vom Teller
(NORTH(untertasse, teller)). Weitere als fast genauso relevant erachtete Re-
lationen sind die Tatsache, daß der Teller sowohl an der Su¨d- als auch an der
Ostkante des silbernen Platzsets ausgerichtet wurden (ALGN SOUTH(set-
silber, teller), ALGN EAST(teller, set-silber)). Diese Merkmale waren beide
durch die erste Demonstration nicht erfu¨llt und wurden daher fa¨lschlicherwei-
se vom System mit einer niedrigen Relevanz bewertet. Diesen Fehler konnte
das System aber unter Zuhilfenahme zusa¨tzlicher Demonstrationen mit der
Zeit beheben. Hier kommt eine der wesentlichen Sta¨rken des inkrementellen
Lernens zum Tragen, na¨mlich daß einmal gemachte Hypothesen (zu denen
die Scha¨tzung der Relevanz eines Merkmals geho¨rt) durchaus verworfen oder
verbessert werden ko¨nnen, sobald zusa¨tzliche Informationen verfu¨gbar wer-
den.
Ein a¨hnliches Verhalten ist bei der Aussortierung irrelevanter Merkmale
erkennbar (siehe Abbildung 7.9(b)). Es waren in der ersten Demonstration
noch Kollisionen zwischen der Untertasse und der Kaffeetasse vorhanden.
Dies fu¨hrte zu einem Vorhandensein der Merkmale INSIDE(untertasse, tas-
se) sowie CONTAINS(untertasse, tasse), die aufgrund der Nichtverfu¨gbarkeit
weiterer Informationen mit a¨hnlich hoher Relevanz bewertet wurden, wie die
anderen Merkmale. Kamen jedoch mit weiteren Demonstrationen zusa¨tzliche
Informationen hinzu, so konnte die Merkmalsgewichtung angepasst werden,
so daß die Merkmale zu einem viel geringeren Teil in die Berechnung der
A¨hnlichkeitsfunktion eingehen.
In diesem Abschnitt wurde gezeigt, wie das System zu inkrementellen
Lernen von Handlungswissen autonom und unu¨berwacht Klassen von Hand-
lungswissen in seinem Erfahrungsschatz findet, sowie wie die Charakteristika
innerhalb dieser Klassen dazu benutzt werden, den Merkmalsraum zu ent-
zerren, so daß die durchschnittliche A¨hnlichkeit innerhalb einer Klasse mit
steigender Anzahl an Beispielen zunimmt. Klassen enthalten jedoch noch
mehr Informationen, als sie lediglich durch Anpassung der Relevanzwerte er-
halten werden ko¨nnen. Der kommende Abschnitt befasst sich deshalb mit
der Erschließung neuen Handlungswissens innerhalb der Handlungsklassen
mittels Reasoning-Techniken.
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(a) (b) (c)
(d) (e) (f)
Abbildung 7.10: Tischdecken in der Reihenfolge Teller, Untertasse, Tasse. Die
Schlu¨sselszenen der Sequenz befinden sich an den Indizes 24, 86, 127, 177,
209, 286.
7.3 Evaluation der Reasoning-Phase
Im vorangegangenen Abschnitt wurde vorgestellt, wie das im Rahmen dieser
Arbeit erstellte System zum inkrementellen und interaktiven Lernen seinen
Erfahrungsschatz autonom in unterschiedliche disjunkte Teilmengen von ge-
lernten Aufgaben einteilt und wie klassenspezifische Relevanzscha¨tzungen fu¨r
die einzelnen Demonstrationen erstellt werden ko¨nnen. Das Ergebnis dieses
Prozesses ist eine flache Taxonomie von Handlungen sowie Gewichtungspara-
meter fu¨r einzelne Merkmale. Im Folgenden wird gezeigt, wie die gewonnenen
Klasseninformationen ausgenutzt werden ko¨nnen, um klassenspezifisches zu-
sa¨tzliches Handlungswissen aus dem so strukturierten Erfahrungsschatz zu
gewinnen.
Zuerst ist es jedoch notwendig, die im vorangegangenen Abschnitt vorge-
stellten Daten genauer zu betrachten. Insbesondere die beiden Tischdeckauf-
gaben ko¨nnen auf sehr unterschiedliche Art und Weise demonstriert werden.
In der Klasse der Aufgabe zum Tischdecken mit drei Objekten wurde
die erste Demonstration in der Folge gegeben, wie sie in Abbildung 7.10
dargestellt ist: Die Versuchsperson stellt zuerst den Teller an seine Zielposi-
tion, anschließend die Untertasse und zuletzt die Tasse. Die zweite der vier
Demonstrationen erfolgte in derselben Reihenfolge. In der dritten Demons-
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(a) (b) (c)
(d) (e) (f)
Abbildung 7.11: Tischdecken in der Reihenfolge Untertasse, Teller, Tasse. Die




Abbildung 7.12: Tischdecken in der Reihenfolge Untertasse, Tasse, Teller. Die
Schlu¨sselszenen der Sequenz befinden sich an den Indizes 47, 95, 121 173, 202,
243.
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tration kam etwas Varianz in dieses Muster: Die Untertasse wurde vor dem
Teller platziert, abschließend gefolgt von der Tasse (siehe Abbildung 7.11) . In
der letzten Demonstration dieser Taskklasse kam die Reihenfolge Untertasse,
Tasse und Teller zum Einsatz (siehe Abbildung 7.12). Diese unterschiedli-
chen Ausfu¨hrungssequenzen bedingen Unabha¨ngigkeiten in den einzuhalten-
den Reihenfolgebeziehungen. Um diese analysieren zu ko¨nnen, ist es zuerst
no¨tig, die Operatorpermutationen zu bestimmen.
7.3.1 Bestimmung der Operatorpermutation
Das Verfahren zum Berechnen der optimalen Operatorpermutation wurde in
Abschnitt 6.1 theoretisch fundiert und vorgestellt. Es geht aus von der Ma-
trix der Suboperatoren-KorrespondenzMi,j fu¨r zwei DemonstrationenD1, D2
mit ihren nachgeordneten Operatoren O1,i, O2,j fu¨r 0 < i, j ≤ n. Im Fall der
Aufgabe des Tischdeckens mit drei Objekten ist n = 3. Die Korrespondenz-
matrix M fu¨r die Korrespondenz zwischen der ersten und der dritten, bzw.
der ersten und der vierten Demonstration der Aufgabe ist in Tabelle 7.5 auf-
getragen. Im Fall fu¨r MD1,D3 erkennt man leicht die Vertauschung der ersten
beiden Operationen, das große Diagonalelement fu¨r die dritte Operation ent-
spricht keiner Reihenfolgevera¨nderung fu¨r die Manipulation der Tasse. Im
Fall fu¨r MD1,D4 ist die erste Operation (Platzieren des Tellers) hinter die
beiden anderen Operationen getauscht worden.
Abbildung 7.13 zeigt die aus den Suboperator-Korrespondenzmatrizen
berechneten Operatorpermutationen. Es wird in beiden Fa¨llen (fu¨r die dritte
sowie die vierte Demonstration in Referenz zur ersten) der jeweils korrekte
Teiloperator der Einen dem entsprechenden Operator der Referenzsequenz
zugeordnet. Das System ist also in der Lage, die erste Operation von De-
monstration 1 der zweiten Operation von Demonstration 3 und umgekehrt
zuzuordnen, sowie zu erkennen, dass in beiden Demonstrationen die dritte
Operation den Platz nicht gewechselt hat (Abbildung 7.13 (a)). Genauso ist
in Demonstration 4 die letzte Operation der Referenzdemonstration vor die
beiden anderen gezogen worden, was sich im U¨berkreuzen der roten Zuord-
nungen in Abbildung 7.13 a¨ußert.
Fu¨r den komplexeren Fall des Tischdeckens mit sechs Objekten wurde die
in Tabelle 7.6 dargestellte Suboperator-Korrespondenzmatrix berechnet. Das
daraus resultierende Ergebnis in der Operatorpermutation ist in Abbildung
7.14 dargestellt.
Wenn die Operatorpermutationen bestimmt sind, kann das System die
Permutationen nutzen, um sein Wissen u¨ber Vorrangbeziehungen zwischen
den einzelnen Operationen zu vervollsta¨ndigen. Das geschieht mit Verfahren,
die im folgenden Abschnitt vorgestellt werden.
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MD1,D3 =
 0.451 0.982 0.3421.000 0.434 0.427
0.353 0.251 0.926
 MD1,D4 =
 0.451 0.365 0.9720.999 0.450 0.455
0.353 0.888 0.272

Tabelle 7.5: Suboperatoren-Korrespondenz fu¨r die Demonstrationen der Auf-
gabe des Tischdeckens mit drei Objekten. Die optimalen Zuordnungen von
Operatoren sind in fetter Schrift markiert.MD1,D3 entha¨lt die A¨hnlichkeits-
matrix fu¨r die erste und die dritte Demonstration, MD1,D4 die fu¨r die erste
und vierte Demonstration.
(a) (b)
Abbildung 7.13: Suboperator-Permutation fu¨r die Demonstrationen der Auf-
gabe des Tischdeckens mit drei Objekten. Die einzelnen Suboperatoren sind
durch die Objekte repra¨sentiert, die mit ihnen manipuliert werden. (a) Ope-
ratorpermutation zwischen der ersten und der dritten Demonstration. (b)
Operatorpermutation zwischen der ersten und der vierten Demonstration.
MD1,D3 =

0.740 0.709 0.965 0.666 0.675 0.677
0.704 0.697 0.625 0.654 0.958 0.641
0.712 0.706 0.633 0.687 0.647 0.922
0.756 0.897 0.701 0.657 0.666 0.719
0.756 0.701 0.653 0.941 0.667 0.674
0.951 0.769 0.717 0.718 0.727 0.737

Tabelle 7.6: Suboperatoren-Korrespondenz fu¨r die Demonstrationen der Auf-
gabe des Tischdeckens mit sechs Objekten. Die optimalen Zuordnungen von
Operatoren sind in fetter Schrift markiert.
7.3.2 Evaluation des Lernens von Pa¨zedenzgraphen
Basierend auf den Operatorpermutationen des vorangegangenen Abschnitts
werden nun die Ergebnisse des Lernens von Taskpra¨zedenzgraphen aus Ab-
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Abbildung 7.14: Suboperator-Permutation fu¨r die Demonstrationen der Auf-
gabe des Tischdeckens mit sechs Objekten. Die einzelnen Suboperatoren sind
durch die Objekte repra¨sentiert, die mit ihnen manipuliert werden.
schnitt 6.2 vorgestellt.
Aus den einzelnen Demonstrationen Di der Tischdeckaufgabe werden die
restriktivsten Pra¨zedenzgraphen PDi fu¨r jede einzelne Demonstration erstellt.
Die darin enthaltenen Kantenmengen EDi sind in Tabelle 7.7 dargestellt. Der
restriktivste Pra¨zedenzgraph (mit der Kantenmenge ED1) fu¨r die erste De-
monstration entha¨lt die Aussage, daß der Teller vor beiden anderen Objekten
platziert werden muss, sowie die Untertasse vor der Tasse (drei Pra¨zedenzre-
lationen). Entsprechende Aussagen gelten fu¨r die dritte Demonstration: Die
Untertasse muss vor dem Teller und der Tasse platziert werden, der Teller
nur vor der Tasse. Bei der Integration dieser Aussagen in das Gesamtwis-
sen des Systems treten, wie in Abschnitt 6.2 geschildert, Inkonsistenzen auf.
So widerspricht die Forderung der ersten Demonstration, daß der Teller vor
der Untertasse manipuliert werden muss, der Aussage, dass die Untertasse
vor dem Teller in der dritten Demonstration platziert wurde. Dieser Wieder-
spruch wird durch Elimination beider Postulate erreicht. Die resultierende
Menge an Vorrangbeziehungen entha¨lt nur noch die Aussagen, daß sowohl
die Untertasse wie der Teller vor der Tasse behandelt werden, ohne zwischen
diesen beiden eine Vorrangbeziehung festzulegen. Der daraus resultierende
Pra¨zedenzgraph ist in Tabelle 7.8 graphisch dargestellt.
Sammelt das System noch zusa¨tzlich die Erfahrung, daß der Teller auch
als letztes Objekt platziert werden kann, so gehen in die Berechnung der
Taskpra¨zedenzgraphen die Pra¨zedenzbeziehungen Untertasse vor Tasse und
Teller neben der Tatsache, daß die Tasse auch vor dem Teller platziert werden
kann, ein. Das resultiert in der Streichung der Pra¨zedenzbeziehung zwischen
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i EDi Ei
1 o1 →G o2 o1 →G o2
o2 →G o3 o2 →G o3
o1 →G o3 o1 →G o3
3 o2 →G o1 o2 →G o3
o1 →G o3 o1 →G o3
o2 →G o3
4 o2 →G o3 o2 →G o3
o3 →G o1
o2 →G o1
Tabelle 7.7: Pra¨zedenzrelationen im restriktivsten Pra¨zedenzgraph fu¨r jede
Demonstration sowie gelernter Gesamtpra¨zedenzgraph am Beispiel des Tisch-





Tabelle 7.8: Inkrementelles Lernen von Taskpra¨zedenzgraphen anhand des
Beispiels des Tischdeckens mit drei Objekten
der Manipulation des Tellers und der Tasse, so daß nur noch eine Reihen-
folgebeziehung zwischen der Platzierung der Untertasse und der Platzierung
der Tasse in E4 u¨brig bleibt (siehe Tabelle 7.7 und Abbildung 7.8).
Anhand dieses Beispiels werden die Sta¨rken und Charakteristika des in-
170 7.3. Evaluation der Reasoning-Phase
krementellen Lernens gut sichtbar: Das System startet mit einer recht konser-
vativen Scha¨tzung der Reihenfolgebeziehungen zwischen den einzelnen Tei-
laufgaben, na¨mlich mit der Annahme, daß alle demonstrierten Reihenfolge-
beziehungen relevant und zur fehlerfreien Ausfu¨hrung einzuhalten sind. Den-
noch ist mit dieser Scha¨tzung eine Ausfu¨hrung der gelernten Aufgabe mo¨g-
lich. Das System ist also bereits nach der ersten Demonstration in der Lage,
die Aufgabe erfolgreich zu meistern, verwendet jedoch unter Umsta¨nden eine
suboptimale Reihenfolge.
Dies a¨ndert sich auch nicht mit der zweiten Demonstration. Diese fu¨hrte
dem System noch keine zusa¨tzlichen Informationen in Bezug auf die Reihen-
folge der Operatoren zu. Mit der dritten Demonstration derselben Aufgabe
wird das System jedoch mit einer Inkonsistenz innerhalb seiner Wissensbasis
konfrontiert. Daraus resultiert nach dem inkrementellen Lernschritt die Frei-
heit, die Reihenfolge zwischen der Platzierung des Tellers und der Untertasse
zu bestimmen - solange beide vor der Tasse ausgefu¨hrt werden. Das System
gewinnt so einen Freiheitsgrad, der fu¨r Planungsschritte in der Ausfu¨hrungs-
phase genutzt werden kann, um das gelernte Handlungswissen in optimierter
und flexiblerer Art und Weise zur Ausfu¨hrung zu bringen. Mit der letzten De-
monstration kommt noch ein weiterer Lernfortschritt hinzu. Dieses Lernen
ist demnach ein kontinuierlicher, nicht endender Prozeß.
Das Beispiel des Tischdeckens mit drei Objekten diente der einfachen
und u¨bersichtlichen Darstellung der Funktionsweise des inkrementellen Ler-
nens von Pra¨zedenzgraphen. Im folgenden soll gezeigt werden, daß das im-
plementierte Verfahren skaliert, und zwar an dem Beispiel des Tischdeckens
mit sechs Objekten: Einer Untertasse, auf die eine Tasse zu platzieren ist,
in der ein Lo¨ffel steckt. Auf einen großen, flachen Teller ist ein Suppenteller
zu stellen, sowie rechts daneben ein Suppenlo¨effel. Weiterhin ist die Objekt-
verteilung initial davon bestimmt, daß die Untertasse in dem Suppenteller
ist, letzterer also nicht bewegt werden kann, bevor die Untertasse platziert
wurde. Die Start- und Zielkonfiguration dieser Aufgabe ist in Abbildung 7.15
Die ersten beiden Demonstrationen sind in der Reihenfolge gegeben wor-
den, wie sie in Abbildung 7.16 (a) dargestellt ist: Zuerst wird die Untertasse
bewegt, dann die Tasse darauf gestellt sowie der Lo¨ffel in die Tasse gesteckt.
Nach der Platzierung des flachen Tellers kann der mittlerweile freie Suppen-
teller darauf gestellt werden und zuletzt der Suppenlo¨ffel rechts daneben. Die
daraus resultierenden n·(n−1)
2
= 15 Vorrangbeziehungen des restriktivsten re-
sultierenden Pra¨zedenzgraphen sind in Tabelle 7.9 dargestellt.
Die dritte und vierte Demonstration dieser Aufgabe liefert ein sehr unter-
schiedliches Bild (siehe Abbildung 7.16 (b)): Nach dem Suppenlo¨ffel kann der
flache Teller ohne Probleme platziert werden. Um jedoch nun den Suppen-
teller darauf zu stellen, musste zuerst die Untertasse an ihren Platz gebracht
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(a) (b)
Abbildung 7.15: Start- und Zielkonfiguration der Tischdeckaufgabe mit sechs
Objekten.
werden. Danach kann wieder in gewohnter Weise die Tasse und zuletzt der
Kaffeelo¨ffel platziert werden.
Bereits aus diesen zwei unterschiedlichen Reihenfolgen kann das System
eine Menge irrelevanter Reihenfolgebeziehungen eliminieren. Die letztend-
lich gefundenen Relationen sind in Tabelle 7.9 grau hinterlegt. Man sieht
also, daß das System beim Vorliegen entsprechender Demonstration auch
einen großen Anteil der generierten Pra¨zedenzrelationen bei fortgeschritte-
nem Lernvorgang durchaus als irrelevant erkennen und verwerfen kann. Der
resultierende Pra¨zedenzgraph ist in Abbildung 7.16 (c) dargestellt. Er bein-
haltet bereits eine große Menge an Umordnungsmo¨glichkeiten zum Ausfu¨h-
rungszeitpunkt. Lediglich fu¨nf verschiedene Reihenfolgebeziehungen sind ein-
zuhalten: Die Platzierung der Untertasse muß vor der Tasse und dem kleinen
Lo¨ffel erfolgen (letzteres ist eine transitive Kante), die der Tasse vor dem
Lo¨ffel, die des flachen Tellers vor dem Suppenteller, und die der Untertasse
vor dem Suppenteller. Die letzte Reihenfolgebeziehung ru¨hrt aus der kom-
plexen Anfangslage her, in welcher die Untertasse die direkte Bewegung des
Suppentellers behindert und eine Entfernung der Untertasse no¨tig macht.
Am Beispiel des Tischdeckens mit sechs Operationen konnte gezeigt wer-
den, wie schnell der Lernfortschritt des System vonstatten gehen kann, wenn
entsprechend gute Lernbeispiele vorliegen. Bereits aus zwei unterschiedlichen
Reihenfolgen der Vorfu¨hrung der Aufgabe la¨ßt sich der Pra¨zedenzgraph mit
den meisten Freiheitsgraden fu¨r diese Aufgabe rekonstruieren.
In diesem Abschnitt wurde das Verfahren zum Lernen von Taskpra¨ze-
denzgraphen evaluiert, welches in Abschnitt 6.2 theoretisch fundiert wurde.
Damit wurde ein Verfahren zum autonomen Erschließen von Handlungswis-
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ED1 o1 →G o3 o1 →G o5 o1 →G o6
o1 →G o4 o2 →G o4 o2 →G o6
o2 →G o5 o3 →G o5 o3 →G o6
o4 →G o6 o5 →G o6 o4 →G o5
o3 →G o4 o2 →G o3 o1 →G o2
ED3 o6 →G o1 o6 →G o2 o6 →G o3
o6 →G o5 o4 →G o5 o4 →G o3
o4 →G o2 o1 →G o2 o1 →G o3
o5 →G o3 o2 →G o3 o5 →G o2
o1 →G o5 o4 →G o1 o6 →G o4
E3 o1 →G o3 o1 →G o5 o4 →G o5
o2 →G o3 o1 →G o2
Tabelle 7.9: Pra¨zedenzrelationen im restriktivsten Pra¨zedenzgraph fu¨r jede
Demonstration sowie gelernter Gesamtpra¨zedenzgraph am Beispiel des Tisch-
deckens mit sechs Objekten.
sen in einer Handlungsdatenbasis evaluiert.
7.3.3 Evaluation des Lernens repetitiver Aufgaben
Zur Evaluation der Algorithmen und Verfahren zum Lernen repetitiver Auf-
gaben (siehe Abschnitt 6.4) wurden zwei Aufgaben verwendet, welche einen
hohen Grad an Wiederholung aufweisen: Die eine Aufgabe bestand aus dem
Ausra¨umen eines Spu¨lmaschinenkorbs. Hierbei wurden vier Becher, welche
im Spu¨lmaschinenkorb lokalisiert waren, aus diesem hinausgenommen und
auf den Tisch gestellt. Die einzelnen Schlu¨sselframes dieser Aufgabe sind in
Abbildung 7.17 zu sehen. Die andere Aufgabe bestand darin, fu¨r zwei Per-
sonen ein aus zwei Objekten bestehendes Tischset herzurichten, und zwar
jeweils einen Teller und einen Becher (siehe Abbildung 7.18).
Der Versionsraum, wie er nach der Demonstration der Aufgabe des Ent-
leeren des Spu¨lmaschinenkorbs aufgebaut ist, ist in Abbildung 7.19 teilweise
dargestellt. Die Verschmelzung der Versionsra¨ume aller Einzelaktionen zu ei-
ner einzigen hat eine Beschreibung ergeben, die die minimale Schnittmenge
aller Aktionen darstellt. Der Versionsraum ist folgendermaßen zu interpretie-
ren: Er entha¨lt die Anweisung aus dem Spu¨lmaschinenkorb (Before Location:
IN (obj, korb)) alle Becher (Object: class becher) auf das silberne Tischset
zu legen (To: object set-silber), und zwar so, daß hinterher die Bedingungen
ON (obj, set-silber) und COVERS (obj, set-silber) gelten. Die Versionsra¨u-
me fu¨r Programme gro¨ßerer La¨nge sind in Abbildung 7.19 aus Platzgru¨n-




Abbildung 7.16: Pra¨zedenzgraph fu¨r das Beispiel des Tischdeckens mit sechs
Objekten.
den ausgelassen worden, sind jedoch weniger kompakt und aussagekra¨ftig.
Die Modellierung der Versionsra¨ume mit einer probabilistischen Bewertungs-
funktion liefert als optimales Programm das mit der La¨nge 1. Die einzelnen
Werte ko¨nnen in Abbildung 7.21 (a) und der mittleren Spalte von Tabelle
7.10 eingesehen werden.
Das komplexere Beispiel des Tischdeckens mit zwei Objekten fu¨r mehre-
re Personen liefert bei Annahme, daß es sich ein Programm der La¨nge eins
handelt nur eine recht allgemeine Operation, die jede Art von Objekt (Ob-
ject: nil) auf ein Objekt der Klasse Tischset ablegt. Die Hypothese, daß das
Programm exakt zwei Operationen in der Schleife hat, liefert deutlich sta¨r-
kere Aussagen, na¨mlich daß zuerst ein Teller (object: class teller) auf ein
silbernes Tischset (relative: class set-silber) zu legen ist, und zwar so daß
hinterher die Relationen ON(obj, set-silber), COVERS(obj, set-silber) sowie
ALGN EAST(obj, set-silber) gelten. Letzteres sagt aus, daß der Teller am
o¨stlichen Rand des silbernen Sets ausgerichtet ist. Anschließend ist ein Be-
cher (object: class becher) auf dasselbe silberne Tischset zu platzieren, und





Abbildung 7.17: Lernen von repetitiven Aufgaben. Entladen des Spu¨lmaschi-
nenkorbs. (a-h) Die Schlu¨sselframes mit den Indizes 18, 55, 77, 107, 124, 152,
169, 194.





Abbildung 7.18: Lernen von repetitiven Aufgaben. Tischdecken fu¨r mehrere
Personen. (a-h) Die Schlu¨sselframes mit den Indizes 19, 55, 77, 108, 128, 156,
173, 202.
























Abbildung 7.19: Versionsraum fu¨r die repetitive Aufgabe des Ausra¨umens
des Spu¨lmaschinenkorbs.
zwar so, daß zusa¨tzlich noch WEST(obj, teller) gilt, der Becher also westlich
des Tellers zu liegen kommt.





Tabelle 7.10: Bewertung fu¨r die Programmla¨nge. Das Programm mit der
ho¨chsten Bewertung wird ausgewa¨hlt (fett markiert).































































































































































































































































































































Die Betrachtung der Werte fu¨r das probabilistische Gu¨temaß fu¨r Versi-
onsra¨ume liefert eine deutliche Pra¨ferenz fu¨r Programme mit geradzahligen
La¨ngen (siehe Abbildung 7.21 (b) und Tabelle 7.10, rechte Spalte). Die Versi-
onsra¨ume fu¨r Programme der La¨nge eins und drei sind aufgrund der Versuche,
zu viele Aktionen unterschiedlicher Art nahezu kollabiert und spielen fu¨r die
Endauswahl keine Rolle mehr. Die Entscheidung zwischen den Hypothesen
fu¨r die La¨ngen zwei und vier gewinnt das Programm mit der La¨nge zwei
aufgrund der Bevorzugung kurzer Programme.
Abschließend la¨ßt sich feststellen, daß das System mit ausreichend hoher
Sicherheit repetitive Aufgaben erkennen und den Schleifenko¨rper mit genu¨-
gender Pra¨zision bestimmen konnte.
7.4 Zusammenfassung
Dieses Kapitel beschrieb die Experimente, welche zur Evaluation der im Rah-
men dieser Arbeit entwickelten Verfahren und Algorithmen zum inkremen-
tellen und interaktiven Lernen von Handlungswissen durchgefu¨hrt wurden.
Es konnte gezeigt werden, daß die lexikalische und syntaktische Analy-
sephase mit unterschiedlichen Sensormodalita¨ten, wie dem eigens fu¨r die-
se Arbeit geschaffenen Trainingszentrum und den Daten eines optischen
Bewegungserfassungssystems umzugehen versteht. Aus beiden Arten von
Sensordatenstro¨men ließen sich hierarchisch-funktionale Beschreibungen von
Handlungswissen extrahieren und interpretieren, wie sie am Beispiel von
Manipulations- und Einschenkoperationen verdeutlicht wurden.
Das System konnte selbststa¨ndig Klassen von Handlungswissen in einer
gro¨ßeren Menge von Demonstrationen erkennen und die gewonnene Klassifi-
kation zur Bestimmung klassenvarianter Relevanzen von Merkmalen der Auf-
gaben nutzen. Hierbei konnte zwischen der Klasse des Befu¨llens von Trink-
gefa¨ßen und verschiedenen Klassen zum Tischdecken mit variablen Konfigu-
rationen unterschieden werden.
In der letzen schlußfolgernden Phase konnten die Verfahren zum inkre-
mentellen Lernen von Pra¨zedenzgraphen anhand unterschiedlicher Beispiele
verifiziert und getestet werden. Die Evaluation des Lernens repetitiver Pro-
gramme erzielte interessante Ergebnisse, welche eine weitergehende Bescha¨f-
tigung in der Zukunft nahelegen.
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(a)
(b)
Abbildung 7.21: Bewertungsmaß fu¨r die Programmla¨nge. (a) Ausra¨umen des





Die aktuelle Entwicklung der Servicerobotik fu¨hrt dazu, daß Roboter in zu-
nehmenden Maße die Fabrikhallen verlassen und in unstrukturierten Umge-
bungen mit zunehmend komplexen Aufgaben betraut werden. Der dadurch
erforderliche hohe Programmieraufwand wird mehr und mehr auf den An-
wender u¨bertragen werden.
Dazu ist ein Programmiersystem no¨tig, welches auf natu¨rliche Art und
Weise mit dem menschlichen Anwender interagiert und dem Laien eine Ro-
boterkommandierung ohne Programmierkenntnisse ermo¨glicht. Dazu ist ein
solches Robotersystem mit Intelligenz und Lernfa¨higkeit auszustatten.
In dieser Arbeit wurde ein wesentlicher Beitrag geleistet, entwicklungs-
psychologische Erkenntnisse in ein maschinelles System zu integrieren, wel-
ches auf autonome und inkrementelle Art und Weise sein Handlungs- und
Programmwissen erweitert und vom Benutzer abschaut.
Hierzu wurde ein mehrstufiger Verstehens- und Analyseprozess vorge-
stellt, welcher kommunikationstheoretisch fundiert als U¨bersetzungsprozess
ausgelegt wurde. Er besteht zuerst aus der Phase der Dekodierung des ele-
mentaren Vokabulars, welches in einer Demonstration des Benutzers verschie-
dene Basishandlungen detektiert (lexikalische Phase). Darauf aufbauend wird
die syntaktische Struktur gema¨ß einer definierten Handlungsgrammatik abge-
leitet, welche es erlaubt, das Lernproblem auf unterschiedlichen Abstraktions-
ebenen zu betrachten. Diese syntaktische Analysephase erstellt eine baumar-
tige Repra¨sentation der demonstrierten Handlung. Innerhalb dieses Struk-
turbaums wird die Demonstration hinsichlich iherer Bedeutung, d.h. ihrer
Vorbedingungen und Beitra¨ge, in der semantischen Analysephase bestimmt.
Damit einher geht auch eine Bewertung der Relevanz unterschiedlicher mo¨gli-
cher Hypothesen fu¨r die eigentliche Intention des Benutzers und eine Einord-
nung des gelernten Wissens in den Referenzrahmen der bisherigen Erfahrung
des Systems. Basierend auf dieser Einordnung und Relevanzbewertung kann
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das System in einer abschließenden Phase schlußfolgernd sein Handlungswis-
sen u¨ber einzelne Erfahrungen hinweg verallgemeinern und abstrahieren. Die
Verfahren, die hierbei zum Einsatz kamen, zeichnen sich dadurch aus, daß sie
die aufgestellten Hypothesen niemals als endgu¨ltigen Schlußpunkt des Ler-
nens betrachten, sondern neue, erweiternde oder sogar gegensa¨tzliche, in der
Zukunft liegende Erfahrungen antizipieren.
In den einzelnen Phasen wurden jeweils unterschiedliche Methoden und
Modelle vorgeschlagen und evaluiert, welche die erorderliche Interpretati-
onsleistung erbringen: Im lexikalischen Analyseschritt wurde das Konzept
der Detektoren-Netzwerke eingefu¨hrt, welche als Mustererkenner auf den
zur Verfu¨gung stehenden Eingabedaten arbeiten. Das Konzept wurde vali-
diert anhand der Erkennung von Greifoperationen, Objektinteraktionen wie
dem Umschenken von Flu¨ssigkeiten oder der A¨nderung von Objektzusta¨nden
durch Manipulationshandlungen.
In der syntaktischen Analyse kamen grammatikalische Modellierungen
zum Einsatz, um die Struktur von Handlungen und Handlungsteilen zu be-
stimmen. Diese sind einfach erweiterbar und ko¨nnen auf unterschiedlichs-
te Anwendungsfelder, je nach dem gewu¨nschten Einsatzgebiet zugeschnitten
und instantiiert werden.
Die Repra¨sentation des gesamten Erfahrungsschatzes des Systems wurde
mittels fallbasierter Methoden bewerkstelligt. Es wurde weiterhin ein Verfah-
ren zum autonomen Erkennen von Prototypen in gro¨ßeren Handlungsdaten-
basen mittels Clustering-Methoden entwickelt, was zusa¨tzlich Informationen
zu den wesentlichen Eigenschaften und Merkmalen der einzelnen Konstituen-
ten der Erfahrung liefert. Dies erlaubt es, Verbindungen zwischen einzelnen
Wissensinhalten zu ziehen und diese fu¨r die spa¨tere Nutzung zur Verfu¨gung
zu stellen.
8.1 Diskussion
Diese Arbeit entstand unter der Annahme holistischer und allgemeingu¨ltiger
Lo¨sungsverfahren. Dennoch mußten Abstriche bei diesem Prinzip in Kauf ge-
nommen werden, um ein abgeschlossenes und realisierbares System zu entwi-
ckeln. Diese gehen einher mit Einschra¨nkungen, denen das System in seinem
aktuellen Entwicklungsstand unterworfen ist. Diese sollen hier kurz identifi-
ziert und benannt werden:
• Das System ist mit dem Anspruch der Sensorunabha¨ngigkeit entwor-
fen worden. Es kamen jedoch nur Sensoren zum Einsatz welche die
vielfa¨ltigen Probleme visueller Sensorik umgingen. Gerade in Bezug
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auf Okklusionen und Sichtbarkeitsbeschra¨nkungen konnten so Verein-
fachungen gemacht werden. Das Ziel eines autonomen Systems, welches
nicht auf externe, absolute Sensorik angewiesen ist, bleibt jedoch un-
vera¨ndert bestehen.
• Durch die Auswahl der Basisaktionen, welche vom System erkannt wer-
den ko¨nnen, stellt eine weitere Einschra¨nkung des Systems dar. Werden
Basishandlungen, wie beispielsweise Interaktionshandlungen vorgenom-
men, die im Basisvokabular nicht enthalten sind, so ist das System in
Bezug auf diese blind. Existieren keine Detektoren fu¨r eine bestimmte
Elementaraktion, so kann das System diese nicht erkennen und fu¨r eine
Erweiterung seines Erfahrungsschatzes nutzen.
• Die Definition einer Handlungsgrammatik ist vom Anwendungsentwick-
ler vorzunehmen. Das Design dieser syntaktischen Struktur, welcher
eine Handlung genu¨gen muß, bestimmt auch wie diese zu analysieren
und hinsichtlich ihrer Semantik zu interpretieren ist. Sind die entspre-
chenden Strukturen nicht gegeben, so ist das System auch hier blind in
Bezug auf daru¨ber hinausgehenden Handlungen.
• Die Fa¨higkeit des Systems, explizierbares Handlungswissen zu erstellen
verlangt eine Dialogkomponente, welche dem Benutzer dieses Wissen
in einer natu¨rlichsprachigen Art und Weise mitteilt. Im Rahmen dieser
Arbeit wurden lediglich visuelle Ru¨ckkopplungen in Betracht gezogen.
Ein letztendlich einsetzbares System wu¨rde mir hoher Wahrscheinlich-
keit von multimodalen Benutzerschnittstellen profitieren.
• Im System sind momentan nur Verfahren zum Erschließen von Um-
ordnungsmo¨glichkeiten und repetitiven Abla¨ufen integriert. Es sind je-
doch weitergehende Verfahren an dieser Stelle denkbar, von denen das
System profitieren kann und wird. Diese umfassen ra¨umlich-zeitliches
Schlußfolgern1 oder das Schlußfolgern mittels automatischer Planungs-
und Problemlo¨sungssysteme, basierend auf formalen Logiken erster und
ho¨herer Ordnung.
Die oben angeklungenen Einschra¨nkungen und Limitationen des erstell-
ten Systems bedingen vielfa¨ltige Weiterentwicklungen und Verbesserungen
an verschiedenen Systemkomponenten. Diese ko¨nnen im Rahmen zuku¨nfti-





Das in dieser Arbeit skizzierte System wurde mit dem Anspruch und der
Zielsetzung entworfen und implementiert, das Pha¨nomen der Intelligenz und
des lebenslangen Lernens fu¨r technische System nutzbar zu machen. Die Be-
scheidenheit gebietet jedoch, diese Arbeit nur als Meilenstein auf dem langen
Weg zu diesem Ziel aufzufassen. So wirft auch das hier entwickelte System
eine Vielzahl interessanter Fragestellungen und damit verbunden potentielle
Forschungsthemen auf, die eine tiefergehende Betrachtung rechtfertigen:
• Eine U¨bertragung der hier vorgestellten Methoden auf die einge-
schra¨nktere Sensorik, mit denen ein Robotersystem ausgestattet ist,
wird eine Vielzahl interessanter Forschungsfragestellungen aufwerfen,
wie beispielsweise, wie mit beschra¨nkter Verfu¨gbarkeit an Systemres-
sourcen (Speicherplatz, Rechenkapazita¨t) umzugehen ist, wie die gerin-
gere Aussagekraft der von interner Sensorik gelieferten Eingabedaten
zu kompensieren ist und wie mit nur unvollsta¨ndig erfaßbaren Hand-
lungen (Okklusionen, etc.) zu verfahren ist.
• Sind die Sensorikprobleme gelo¨st, so ist ein System zum inkrementel-
len, autonomen Lernen mit Fa¨higkeiten auszustatten, die es ihm er-
lauben, Unsicherheit expliziter zu repra¨sentieren und anzugeben. Hier
ko¨nnen Methoden zum Unscharfen Modellieren und Schließen zum Ein-
satz kommen.
• Ist ein explizites Maß fu¨r die Unsicherheit von Wissensinhalten gefun-
den, so kann und wird ein als intelligent zu bezeichnendes System dies
ausnutzen, um diese durch eigene Handlungen oder durch Nachfrage
bei Experten zu minimieren. Proaktives Handeln ermo¨glicht es einem
solchen System, selbststa¨ndig seinen Erfahrungshorizont zu erweitern,
indem es jeweils versucht, um die na¨chste
”
Ecke“ zu schauen.
• Menschliche Versta¨ndnis- und Lernprozeße sind stets eingebunden in
unterschiedliche situative und emotionale Kontexte. Das hier vorgestell-
te System hat diese bisher ignoriert, da hierfu¨r keine ausgefeilte Senso-
rik existiert. Gerade in der ju¨ngeren Zeit werden jedoch Herangehens-
weisen entwickelt, diese technisch-kognitiven Systemen nahezubringen.
Ein Einbezug solcher Methoden und Algorithmen kann dazu dienen, in-
krementell lernende Systeme mit noch ho¨herer Benutzerfreundlichkeit
und Interaktivita¨t auszustatten, was zu einem verbesserten Anwender-
bezug genutzt werden kann.
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• Kooperatives Handeln wird die Operationsweise eines lernenden Sys-
tem in Zukunft stark bestimmen. Die Frage, wie kooperatives Agieren
und Lernen qualitativ und quantitativ gestalltet werden sollte, konnte
bisher noch nicht einmal ansatzweise befriedigend beantwortet werden.
Dieses Gebiet wird sicherlich vielfache Weiterentwicklungsmo¨glichkei-
ten zuku¨nftiger Forschungsarbeiten und -ansa¨tze bieten.
• In dieser Arbeit wurde eine dedizierte Architektur zum inkrementellen
und interaktiven Lernen von Handlungswissen vorgestellt und evaluiert.
Diese ist jedoch nur als Ausgangs- oder Startpunkt zur Entwicklung
einer lernenden, intelligenten Gesamtarchitektur technisch-kognitiver
Systeme anzusehen.
Abschließend bleibt nur noch zu betonen, daß sich zur Fortentwicklung der
erstellten Konzepte, Methoden und Algorithmen umfangreiche und spannen-
de Bereiche ero¨ffnen, die hier leider nur ansatzweise skizziert werden konnten.
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