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Abstract 
Making accurate multi-step-ahead prediction for a complex system is a challenge for many practical 
applications, especially when only short-term time-series data are available. In this work, we proposed a 
novel framework, Delay-Embedding-based Forecast Machine (DEFM), to predict the future values of a 
target variable in an accurate and multi-step-ahead manner based on the high-dimensional short-term 
measurements. With a three-module spatiotemporal architecture, DEFM leverages deep learning to 
effectively extract both the spatially and sequentially associated information from the short-term 
dynamics even with time-varying parameters or additive noise. Being trained through a self-supervised 
scheme, DEFM well fits a nonlinear transformation that maps from the observed high-dimensional 
information to the delay embeddings of a target variable, thus predicting the future information. The 
effectiveness and accuracy of DEFM is demonstrated by applications on both representative models and 
six real-world datasets. The comparison with four traditional prediction methods exhibits the superiority 
and robustness of DEFM. 
 
Key word: Multi-step-ahead prediction; short-term time series; high-dimensional system; delay 
embedding; self-supervised learning. 
 
Introduction 
In the era of big data, various types of time-series data are widely observed in different fields, including 
the gene expression data of molecular biology, neural activity data of neuroscience, and atmospheric data 
of meteorology1-7. In these areas, the availability of accurate empirical models for multi-step-ahead 
prediction is highly desirable. However, in view of the complexity and the nonlinearity of real-world 
systems, it is a challenging task to bridge from the known information to future dynamics, especially 
when the known time series contains only short-term time points and massive variables/factors. Recently, 
a number of approaches have been developed for time series analysis, e.g., statistical regression methods 
such as mean average through exponential smoothing8, 9 and autoregressive integrated moving average 
model (ARIMA)10, the machine learning methods including methods11, 12 based on recurrent neural 
network (RNN)13, long-short-term-memory network (LSTM)14, lazy learning15, deep belief network16, 
and reservoir computing 17, 18. However, it is noted that most of both the statistical regression and machine 
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learning methods based on traditional neural network frameworks generally rely on long-term 
measurements of time series, which limits their applications to many real-world systems. 
In contrast with a number of existing prediction methods based on long-term time series, few studies 
on multi-step-ahead predictions from short-term but high-dimensional data can be found. The short-term 
time series data are generally considered to have insufficient information for making prediction. 
Nevertheless, it is usually necessary to make predictions based on only a short-term series. On the one 
hand, because most real-world systems are time-varying and non-stationary, the short-term series that 
records the most recent temporal information captures the future dynamics more accurately than the long-
term series that includes remote past information23. On the other hand, for many practical scenarios such 
as biological experiment, only short-term series are available, which, however, possess rich information 
due to the high-dimensional observable biomolecules. Thus, new strategies are in demand to better 
explore the short-term time series observed from high-dimensional complex systems, whose dynamics 
are generally intertwined. Actually, the embedding theory19-22 reveals the fact that a high-dimensional 
attractor and reconstructed delay attractors with appropriately selected dimensions are topologically 
conjugated, thus suggesting mappings from the original attractor to the reconstructed ones. Recently, the 
randomly distributed embedding (RDE)23, 24 makes one-step-ahead prediction of a target variable based 
on short-term time series by transforming the high-dimensional information into the future evolution via 
the delay embedding theory. The challenging problem for this framework is how to solve the unknown 
nonlinear map between the sampled nondelay-attractors of high-dimensional variables and the delay-
attractor of one target variable, where each attractor is numerically represented by a series of data points.  
In this study, we propose a novel neural-network-based framework, delay-embedding-based 
forecast machine (DEFM), to make highly accurate multi-step-ahead prediction with short-term time-
series data by transforming the spatial information of a high-dimensional dynamical system to the 
temporal information of a target variable (Fig. 1 (a)). Based on the delay embedding theory19-22, DEFM 
is designed to fit a nonlinear function that maps the observed high-dimensional variables to the delayed 
embeddings of a target/to-be-predict variable in a self-supervised manner. Specifically, instead of using 
a traditional neural network directly, DEFM utilizes its spatiotemporal structure consisting of a spatial 
and a temporal module to exploit the intrinsic dynamics of a complex system and extract both the spatial 
interactions and temporally associated information among variables from the high-dimensional data (Fig. 
1(b)). With such data-driven architecture, DEFM takes high-dimensional variables as input neurons, and 
the delay embeddings of a target variable as the output neurons. Each high-dimensional vector (the input) 
paired with a delay-embedding vector of the target variable (the output) is taken as one training sample, 
which is equivalently regarded as an expansion of the training sample size and alleviates the overfitting 
problem due to the limited length of observed data. Therefore, DEFM is trained by a “consistently self-
constrained scheme”, thus making multi-step-ahead prediction of a target variable in an accurate and 
robust manner even with only short-term data (Fig. 1 (b)). Besides, with the capability of obtaining multi-
step-ahead future states in one prediction, DEFM can be applied to make the long-term prediction 
following an iterative scheme of taking the predicted values as a part of input for the next prediction.  
To demonstrate the performance of DEFM, it has been applied to a ninety-dimensional coupled 
Lorenz system under different parametric and noise conditions, and a series of real-world systems, 
including the daily number of cardiovascular inpatients in major hospitals of Hongkong25, 26, the wind 
speed and solar irradiance in Wakkanai, Japan27, the route of typhoon center28, the traffic speed of 
multiple nearby locations in Los Angeles29, and the expression dynamics of genes related to circadian 
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rhythm30. The results show that DEFM achieves multi-step-ahead prediction with only short-term time-
series data, superior to other four existing methods in terms of both accuracy and robustness. Therefore, 
in consideration of the applicability in short-term series and reliable performance, DEFM offers a new 
way to make accurate multi-step-ahead prediction for complex systems and has great potential in 
practical application in many fields of artificial intelligence.  
 
Fig. 1. The schematic illustration of the delay-embedding-based forecast machine (DEFM). (a) Through a delay embedding 
scheme20-22, a delay attractor 𝒟𝒟 of a target variable 𝑧𝑧𝑘𝑘 is reconstructed with appropriately reconstructed dimension, which is 
topologically conjugated to the original attractor 𝒪𝒪. From attractor 𝒪𝒪 to 𝒟𝒟, a formal nonlinear function ℱ maps the known 
spatial information into the temporal information of the target variable 𝑧𝑧𝑘𝑘, while the future values of 𝑧𝑧𝑘𝑘 is obtained by 𝑧𝑧𝑘𝑘
𝑡𝑡𝑖𝑖+𝜏𝜏 =
ℱ�𝑧𝑧1
𝑡𝑡𝑖𝑖 , 𝑧𝑧2𝑡𝑡𝑖𝑖 , … 𝑧𝑧𝑛𝑛𝑡𝑡𝑖𝑖�, 𝜏𝜏 = 1,2, … , 𝑆𝑆 − 1. Therefore, the key of predicting 𝑧𝑧𝑘𝑘 is to fit the nonlinear function ℱ. (b) For the given target 
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variable 𝑧𝑧𝑘𝑘 , the DEFM framework is designed to fit the nonlinear mapping ℱ and thus offers a bridge between the high-
dimensional data 𝑍𝑍 and the delay-embedding matrix 𝐷𝐷𝑧𝑧. DEFM fully extracts the rich spatial and temporal information from 
high-dimensional short-term data with a temporal and a spatial module, and integrates the spatiotemporal information via a merge 
module. After being trained in a self-supervised way, DEFM predicts the future information of 𝑧𝑧𝑘𝑘 in a multi-step-ahead manner, 
i.e., simultaneously providing the unknown values {𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+1 , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+S−1} in the output delay-embedding matrix 𝐷𝐷𝑧𝑧. 
Results 
The framework of DEFM 
With the rapid development of deep learning, neural networks are utilized to fit a large variety of 
functions. However, a precise approximation depends on a well-designed network architecture that meets 
the requirements of a specific mission. The delay embedding theory guarantees that, under certain 
conditions for a proper choice of delay embedding dimension, the attractor reconstructed by delay 
embeddings is diffeomorphic to the original attractor19-22. Therefore, there is a nonlinear function ℱ that 
transforms the observed high-dimensional spatial information into temporal information of a target 
variable if 𝑆𝑆 > 2𝑏𝑏 > 0  where 𝑆𝑆  is the delay embedding dimension and 𝑏𝑏  is the box-counting 
dimension of the original attractor. The detailed description of delay embedding theory and nonlinear 
function ℱ is provided in Methods and Supplementary Section 1. In order to make accurate prediction, 
the framework of DEFM is developed to approximate the nonlinear function ℱ based on the short-term 
high-dimensional time series (Fig. 1 (a)). Specifically, for a target/to-be-predicted variable 𝑧𝑧𝑘𝑘 ∈{𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑛𝑛} of an 𝑛𝑛-dimensional system, given high-dimensional time series {𝑧𝑧𝑗𝑗𝑡𝑡1 , 𝑧𝑧𝑗𝑗𝑡𝑡2 , … , 𝑧𝑧𝑗𝑗𝑡𝑡𝑚𝑚} (𝑗𝑗 =1, 2, … ,𝑛𝑛) observed at 𝑚𝑚 time points, the formal transformation ℱ = {ℱ1,ℱ2, … ,ℱ𝑆𝑆} holds as follow 
ℱ(𝑍𝑍) = �ℱ1(𝑍𝑍𝑡𝑡1) ℱ1(𝑍𝑍𝑡𝑡2) ⋯ ℱ1(𝑍𝑍𝑡𝑡𝑚𝑚)ℱ2(𝑍𝑍𝑡𝑡1) ℱ2(𝑍𝑍𝑡𝑡2) ⋯ ℱ2(𝑍𝑍𝑡𝑡𝑚𝑚)
⋮ ⋮ ⋱ ⋮
ℱ𝑆𝑆(𝑍𝑍𝑡𝑡1) ℱ𝑆𝑆(𝑍𝑍𝑡𝑡2) ⋯ ℱ𝑆𝑆(𝑍𝑍𝑡𝑡𝑚𝑚)� = ⎣⎢⎢
⎢
⎡𝑧𝑧𝑘𝑘
𝑡𝑡1 𝑧𝑧𝑘𝑘
𝑡𝑡2 ⋯ 𝑧𝑧𝑘𝑘
𝑡𝑡𝑚𝑚
𝑧𝑧𝑘𝑘
𝑡𝑡2 𝑧𝑧𝑘𝑘
𝑡𝑡3 ⋯ 𝑧𝑧𝑘𝑘
𝑡𝑡𝑚𝑚+1
⋮ ⋮ ⋱ ⋮
𝑧𝑧𝑘𝑘
𝑡𝑡𝑆𝑆 𝑧𝑧𝑘𝑘
𝑡𝑡𝑆𝑆+1 ⋯ 𝑧𝑧𝑘𝑘
𝑡𝑡𝑚𝑚+(𝑆𝑆−1)
⎦
⎥
⎥
⎥
⎤ = 𝐷𝐷𝑧𝑧  .       (1) 
where 𝑍𝑍 = [𝑍𝑍𝑡𝑡1 ,𝑍𝑍𝑡𝑡2 , … ,𝑍𝑍𝑡𝑡𝑚𝑚]𝑛𝑛×𝑚𝑚  is the input matrix, 𝑍𝑍𝑡𝑡𝑖𝑖 = [𝑧𝑧1𝑡𝑡𝑖𝑖 , 𝑧𝑧2𝑡𝑡𝑖𝑖 , … , 𝑧𝑧𝑛𝑛𝑡𝑡𝑖𝑖]′ ∈ ℝ𝑛𝑛  is a vector 
containing 𝑛𝑛 observed variables at time point 𝑡𝑡 = 𝑡𝑡𝑖𝑖 (𝑖𝑖 = 1, 2, … ,𝑚𝑚 ), symbol “ ′ ” stands for the 
transpose of a vector. Delay-embedding matrix [𝐷𝐷𝑧𝑧]𝑆𝑆×𝑚𝑚 is the output containing both known series {𝑧𝑧𝑘𝑘𝑡𝑡1 , 𝑧𝑧𝑘𝑘𝑡𝑡2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚}  and future series {𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+1 , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+𝐿𝐿−1}  for the target variable 𝑧𝑧𝑘𝑘 . Here, the 
target 𝑧𝑧𝑘𝑘  can be any variable among {𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑛𝑛} . To explore the intertwining information of 
observed short-term high-dimensional time series data, a spatiotemporal structure is deployed for the 
framework of DEFM, shown as in Fig. 1 (b). DEFM is composed of three modules, including a temporal, 
a spatial, and a merge module. The temporal module is assembled by a series of the so-called self-
attention31 layers, which captures the underlying sequentially and temporally associated information 
among the input samples across all 𝑚𝑚  observed time points. A spatial module for extracting the 
interactions among 𝑛𝑛 variables from the high-dimensional data, and a merge module for processing the 
spatiotemporal information and outputting the transformed time series, are both implemented by two 
fully connected neural networks, respectively. Specifically, given matrix 𝑍𝑍 ∈ ℝ𝑛𝑛×𝑚𝑚, the collection of 
time-series data of high-dimensional variables {𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑛𝑛} , as the input, there are two data-flow 
branches, i.e., each column 𝑍𝑍𝑡𝑡𝑖𝑖 = [𝑧𝑧1𝑡𝑡𝑖𝑖 , 𝑧𝑧2𝑡𝑡𝑖𝑖 , … , 𝑧𝑧𝑛𝑛𝑡𝑡𝑖𝑖]′ of 𝑍𝑍 (a spatial vector at a time point 𝑡𝑡 = 𝑡𝑡𝑖𝑖) is taken 
into the spatial module, while rows (the time series across all 𝑚𝑚 time points {𝑡𝑡1, 𝑡𝑡2, … , 𝑡𝑡𝑚𝑚}) are fed into 
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the temporal module. Then the outputs of temporal branch ?̂?𝑍 ∈ ℝ𝑛𝑛�×𝑚𝑚 and that of spatial branch 𝑍𝑍� ∈
ℝ𝑛𝑛�×𝑚𝑚 are aggregated as one feature matrix through a concatenation operation, and input into the merge 
module. The detailed description of the three modules is presented in Methods.  
Based on the DEFM architecture and the training samples paired with [𝑧𝑧1𝑡𝑡𝑖𝑖 , 𝑧𝑧2𝑡𝑡𝑖𝑖 , … , 𝑧𝑧𝑛𝑛𝑡𝑡𝑖𝑖]′  and [𝑧𝑧𝑘𝑘𝑡𝑡𝑖𝑖 , 𝑧𝑧𝑘𝑘𝑡𝑡𝑖𝑖+1 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑖𝑖+𝑆𝑆−1]′ with 𝑖𝑖 = 1, 2, … ,𝑚𝑚 , ℱ is fitted by a “consistently self-constrained scheme”. 
Specifically, due to the delay-embedding nature in the output 𝐷𝐷𝑧𝑧 (as shown in equation (2)), we have 
the temporally self-constrained conditions 
ℱ𝑗𝑗−1(𝑍𝑍𝑡𝑡𝑖𝑖+1) = ℱ𝑗𝑗(𝑍𝑍𝑡𝑡𝑖𝑖),       (2) 
where 𝑗𝑗 ∈ {2, 3, … , 𝑆𝑆}  and 𝑍𝑍𝑡𝑡𝑖𝑖 = [𝑧𝑧1𝑡𝑡𝑖𝑖 , 𝑧𝑧2𝑡𝑡𝑖𝑖 , … , 𝑧𝑧𝑛𝑛𝑡𝑡𝑖𝑖]′  is a spatial sample at time point 𝑡𝑡 = 𝑡𝑡𝑖𝑖  ( 𝑖𝑖 =1, 2, … ,𝑚𝑚). Clearly, these cross-sample conditions in equation (2) constrains the training in terms of the 
temporal sequential of samples. Through an auto perception procedure, the training and optimization of 
DEFM is accomplished through a process of minimizing a loss function ℒ = ℒ𝐷𝐷𝑆𝑆 + ℒ𝐹𝐹𝐹𝐹, where ℒ𝐷𝐷𝑆𝑆 is a 
determined-state loss quantifying the difference between the estimations and observed values based on 
the known states {𝑧𝑧𝑘𝑘𝑡𝑡1 , 𝑧𝑧𝑘𝑘𝑡𝑡2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚} of 𝑧𝑧𝑘𝑘 , and ℒ𝐹𝐹𝐹𝐹 is a future-consistency loss generated from the 
above self-constrained conditions (equation (2)) for the future/unknown series {𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+1 , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+𝑆𝑆−1} of 𝑧𝑧𝑘𝑘 (see Methods for detailed definition). Therefore, in a self-supervised 
manner, DEFM is trained to fit the nonlinear function ℱ , and thus obtaining the future values {𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+1 , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+2 , … , 𝑧𝑧𝑘𝑘𝑡𝑡𝑚𝑚+𝑆𝑆−1} of the target variable 𝑧𝑧𝑘𝑘. 
Prediction results on a representative Lorenz dataset.  
To illustrate the mechanism and performance of the DEFM framework, we employ a 90-dimensional 
(90D) coupled Lorenz system32 as the first representative model to generate synthetic time-series data, 
thus demonstrating the superior accuracy and reliability of DEFM. The Lorenz system is formally 
expressed as 
?̇?𝑍(𝑡𝑡) = 𝐿𝐿(𝑍𝑍(𝑡𝑡);𝑃𝑃),       (3) 
where variables 𝑍𝑍(𝑡𝑡) = (𝑧𝑧1𝑡𝑡 , … , 𝑧𝑧90𝑡𝑡 )′ , 𝐿𝐿(⋅)  is a 90D function set of Lorenz system, and vector 𝑃𝑃 
represents the time-invariant parameters. The exact expression of the 90D coupled Lorenz system 
equation (3) and detailed description are provided in Supplementary Section 2.1.  
First, DEFM was applied to a noise-free system equation (3), to predict the future dynamics of three 
randomly selected target variables 𝑧𝑧𝑘𝑘1 , 𝑧𝑧𝑘𝑘2  and 𝑧𝑧𝑘𝑘3 , respectively. The prediction was carried out with 
settings dimension 𝑛𝑛 = 90, length of known series 𝑚𝑚 = 45, and length of prediction 𝑆𝑆 − 1 = 18, that 
is, in one prediction, DEFM provides a future time-series of 18-steps-ahead data for the targets, from the 
input of 45 known samples (each with 90 values). From a three-dimensional perspective (Figs. 2 (a)-(c)), 
DEFM predicts the future trends (the red curves) for all the targets {𝑧𝑧𝑘𝑘1 , 𝑧𝑧𝑘𝑘2 , 𝑧𝑧𝑘𝑘3}. It is seen that DEFM 
achieves the multi-step-ahead prediction not only for the single-wing case, i.e., the known/observed and 
the unknown/to-be-predicted time series are distributed in the same wing of the attractor as in Fig. 2(c)), 
but also for the cross-wing cases, i.e., the known/observed and the unknown/to-be-predicted time series 
are distributed in two different wings of the attractor as in Figs. 2 (a) and (b). Figures. S1 (d)-(l) present 
the accurate predictions of single target variables for the three cases, i.e., (d)-(f) for 𝑧𝑧𝑘𝑘1 , (g)-(i) for 𝑧𝑧𝑘𝑘2 , 
and (j)-(l) for 𝑧𝑧𝑘𝑘3 . For all the predictions of targets {𝑧𝑧𝑘𝑘1 , 𝑧𝑧𝑘𝑘2 , 𝑧𝑧𝑘𝑘3}, the Pearson Correlation Coefficients 
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(PCCs) between the eighteen predicted points and real values are all above 0.999, while the Root Mean 
Square Errors (RMSEs) are all below 0.06, which shows the high prediction accuracy of DEFM in both 
the single-wing and the cross-wing cases. More prediction results and details of the synthetic Lorenz 
dataset are shown in Supplementary Section 2.3.1. 
 
Fig. 2. The prediction performance of DEFM on a 90D synthetic Lorenz System equation (3). (a)-(c) The prediction results for 
three randomly selected target variables 𝑧𝑧𝑘𝑘1, 𝑧𝑧𝑘𝑘2  and 𝑧𝑧𝑘𝑘3  in 3D systems. Long-term prediction results of DEFM on the Lorenz 
system with different predicting spans: (d): 𝑆𝑆 − 1 = 10, (e): 𝑆𝑆 − 1 = 20, (f): 𝑆𝑆 − 1 = 30. 
Long-term prediction 
Owing to the capability of obtaining (𝑆𝑆 − 1)-step-ahead future states in one prediction, DEFM can be 
applied to make the long-term prediction for an 𝑛𝑛 -dimensional system with an iterative scheme. 
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Specifically, to forecast the long-term future states for a target variable 𝑧𝑧𝑘𝑘, say, 𝑟𝑟(𝑆𝑆 − 1)-step-ahead 
future values (𝑟𝑟 ≥ 2), DEFM is trained once (and remains fixed during the operation), and then applied 
for 𝑟𝑟 times with the updated inputs. For each (𝑆𝑆 − 1)-step-ahead prediction , the input matrix [𝑍𝑍]𝑛𝑛×𝑚𝑚 
is updated by two parts of data: one part is the predicted series of a group of selected variables including 
the target, the other part is the observed time series of the remaining variables. As shown in Figs. 2 (d)-
(f), DEFM was applied to the 90D coupled Lorenz system (equation (3)). It was trained by the initially 
observed data with length 𝑚𝑚 = 40, and applied to make a long-term prediction (300 steps) with different 
predicting spans (𝑆𝑆 − 1). It is seen that DEFM still forecast the long-term future values accurately when 
the span 𝑆𝑆 − 1 = 10 (Fig. 2 (d)), while the predictions deviate from the real values when the span grows 
to 𝑆𝑆 − 1 = 20 (Fig. 2 (e)) and 𝑆𝑆 − 1 = 30 (Fig. 2 (f)). 
Comparisons and robustness analysis 
The spatiotemporal architecture of DEFM enables the full exploration of the temporally associated and 
spatially intertwined information from the observed time series of a high-dimensional system. To 
illustrate the superior performance of the proposed prediction method, the performance of DEFM is 
compared with other traditional prediction methods including the moving average (MA) which is the 
simplest method for time series forecasting by using the unweighted mean of previous values, Holt’s 
Exponential Smoothing8, 9 (HES) which makes prediction by weighted moving average of previous 
values with exponentially changing weights, ARIMA10 which is a classical single-variable method and 
takes the trends, seasonality, cycles, errors and non-stationary aspects of temporal data into consideration, 
LSTM: Long short-term memory14 (LSTM) which is a famous method based on neural network for 
analysis of time series. Moreover, to illustrated the benefit brought by the temporal module, a simplified 
DEFM, which is of the same structure with DEFM except the temporal module is also applied in the 
comparison. The details of these five methods are listed in Supplementary Section 2.2. 
First, DEFM and the other five prediction methods were applied to the dataset generated from the 
90D coupled Lorenz system (equation (3)) with the length of unknown/to-be-predicted series in one 
prediction being fixed as 18, i.e., 𝑆𝑆 − 1 = 18. Specifically, when the length of known time series 𝑚𝑚 =80, Fig. 3 (a) illustrates the prediction performances of all methods. It is seen that DEFM accurately 
predicts the unknown values of the target variable, better than the other methods (Table S1). As the known 
time series becomes shorter, DEFM still performs well with high accuracy when 𝑚𝑚 = 60 (Fig. 3 (b)) 
and 𝑚𝑚 = 40 (Fig. 3 (c)), better than the other methods (Table S1).  
Second, the robustness of DEFM is shown in an application of the following 90D coupled time-
varying Lorenz system 
?̇?𝑍(𝑡𝑡) = 𝐿𝐿�𝑍𝑍(𝑡𝑡);𝑃𝑃(𝑡𝑡)�.      (4) 
where 𝐿𝐿(⋅) is the same 90D nonlinear function set of the Lorenz system as in equation (3), but 𝑃𝑃(𝑡𝑡) is 
the time-varying/time-switching parameter vector, which alters when time variable 𝑡𝑡 moves forward 
every 100 units. Notably, affected by external disturbance, most real-world systems are indeed time-
varying rather than with constant parameters. Thus, the practical applicability of a prediction method 
should also be validated by the performance in such time-varying systems. As shown in Figs. 3 (d)-(f), 
when the length of known time series decreases, i.e., (d) 𝑚𝑚 = 80, (e) 𝑚𝑚 = 60, and (f) 𝑚𝑚 = 40, DEFM 
performs stably and achieve the best accuracy among all methods in terms of both RMSE (all below 
0.076) and PCC (all above 0.999). The training details of DEFM is presented in Supplementary Section 
8 
 
2.3. 
 
Fig. 3.Comparison results and robustness analysis results with the fixed length of predicted time series 𝑆𝑆 − 1 = 18. Applying the 
six methods to the 90D coupled time-invariant Lorenz system (equation (3)), the prediction results with different settings of known 
length: (a) 𝑚𝑚=80, (b) 𝑚𝑚=60 and (c) 𝑚𝑚=40. The prediction results for the 90D coupled time-variant Lorenz system (equation (4)):  
(d) 𝑚𝑚=80, (e) 𝑚𝑚=60 and (f) 𝑚𝑚=40. For all 200 randomly chosen cases in the Lorenz system, (g) the average Pearson Correlation 
Coefficient (PCC) and (h) the mean root-mean-square error (RMSE) between predictions and real values as the length of known 
time series increases, changing from 40 to 80. (i) The average PCC and RMSE between predictions from DEFM and real values 
for cases with different data fractions. (j) The average PCC and RMSE between predictions from DEFM and ground truth for cases 
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with different noise strengths. 
Moreover, for each value of the known length 𝑚𝑚 ranging from 40 to 80, the comparison has been 
carried out in all cases of the high-dimensional Lorenz system. As shown in Figs. 3 (g) and (h), the DEFM 
method achieves the best prediction results with the highest PCC and lowest RMSE in terms of the 
average performance. Notably, even with short-term information observed from forty time points, DEFM 
still reaches mean PCC around 0.92 overall randomly selected cases, while the mean PCC and RMSE of 
other methods are much worse, demonstrating the excellent capability of DEFM in the short-term time-
series analysis. Comparing with the stable performance of DEFM, it is also worth noting that, when the 
length of known series grows, the performance of LSTM becomes considerably poorer due to its limited 
memory33. 
To further validate the robustness of DEFM, the limited amount of training cases and noisy 
conditions were applied. With different fractions of all 1000 selected cases from the 90D coupled Lorenz 
system (equation (3)), DEFM was trained and tested. As shown in Fig. 3 (i), DEFM still works well after 
being trained by only 20% of selected cases, which suggests that the proposed framework can get rid of 
dependencies on a large amount of training data. Besides, noise is inevitable in real-world systems and 
disturbs data analysis. Trained by disturbed data generated from the 90D Lorenz system with white noise, 
DEFM was employed to predict the future values which were also been perturbed by the noise. Fig. 3 (j) 
shows that the performance of DEFM decreases gradually as the noise strength increases. However, even 
perturbed by considerably strong noise, i.e., the variation of noise is around 2.0, the average PCC and 
RMSE are acceptable. 
From the above discussion, the robustness of DEFM is demonstrated by its superior performance 
in both time-invariant and time-varying systems with even short-term known series. In other words, the 
DEFM method is widely applicable for various high-dimensional systems and in different sampling 
conditions. 
The application of DEFM on real-world datasets 
In the era of big data, high-dimensional time series are observed and recorded in many real-world systems, 
which suggests the wide applicability of the DEFM method. In this study, DEFM shows its superior 
prediction performance in six high-dimensional real-world datasets, including the daily number of 
cardiovascular inpatients and recorded air pollutants, the wind speed and solar irradiance in a region, the 
route of typhoon center, the traffic situation of city transportation, and the biomolecular dynamics 
governed by circadian rhythm. 
Air pollutants and hospital admission dataset. The air pollutants are recently considered as one 
of the causes of circulatory and respiratory diseases in big cities34. In view of the high correlation between 
the cardiovascular inpatients and the air pollutants35, DEFM was applied to predict the number of 
cardiovascular hospital admissions based on the air pollutant records. The cardiovascular inpatients 
dataset was gathered from 12 major hospitals in Hong Kong, while the severe air pollutants were recorded 
every day from 1994 to 1995 in the dataset25, 26. For this application, the input is a 22-dimensional vector 
(𝑛𝑛 = 22) containing historical records of cardiovascular inpatients and common air pollutant indices 
such as concentrations of nitrogen dioxide (NO2), sulphur dioxide (SO2), ozone (O3), respirable 
suspended particulate (Rspar), etc. For each prediction based on DEFM, the known 22-dimensional time 
series with length 𝑚𝑚 = 100 are used as the training data, and the prediction length is 𝑆𝑆 − 1 = 80, i.e., 
the daily cardiovascular hospital admissions during a whole period of 80 future time points are to be 
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predicted. As illustrated in Fig. 4 (a), the predicting values by DEFM are highly coincident with the real 
data of hospital admission, with PCC up to 0.86 between the predicting and real data. Clearly, DEFM 
achieves the best accuracy among all prediction methods. For all cases, the average PCC 0.83 also shows 
the high accuracy and robustness of DEFM. More prediction results on the hospital admission dataset 
can be found in Supplementary Section 2.3.4. 
Wind speed dataset. The wind speed is generally considered very difficult to predict. DEFM was 
employed to predict the instant wind speed for a whole period of future time points. The dataset of wind 
speed, provided by Japan Meteorological Agency27, was collected at 155 meteorological stations every 
10 minutes from January 2010 to December 2012 near the Wakkanai, Japan. In this application, the 155-
dimensional time series is the input, i.e., 𝑛𝑛 = 155, while the length of the known series is set as 𝑚𝑚 =200. For the target variable (the weed speed at a randomly selected site), the to-be-predicted length is set 
as 100, i.e., 𝑆𝑆 − 1 = 100. As shown as in Fig. 4 (b), DEFM accurately forecasts the weed speed with 
high correlation coefficient PCC=0.96, showing a better performance than other prediction methods. For 
a set of 300 randomly chosen cases with the same settings, the average PCC between the predicted weed 
speed via DEFM and the real data reaches 0.93, and the RMSE is 0.589, which indicates that DEFM is 
capable of forecasting the future dynamical trend of weed speed in an accurate and robust manner. More 
prediction results on wind speed dataset are demonstrated in Supplementary Section 2.3.3. 
Solar irradiance dataset. The third application is on the solar irradiance dataset which is also 
provided by Japan Meteorological Agency27 and includes the data of solar irradiance from 155 
meteorological stations recorded every 10 minutes from years 2010 to 2012, near Wakkanai, Japan. The 
settings are 𝑛𝑛 = 155, 𝑚𝑚 = 150 and 𝑆𝑆 − 1 = 50, that is, the 155-dimensional records from 150 known 
time points are taken as the training data, while the solar irradiance at the subsequent 50 time points are 
to be predicted. In Fig. 4 (c), it is seen that the DEFM method predicts the future dynamics of solar 
irradiance for a randomly selected target meteorological station with PCC up to 0.99, better than other 
prediction methods. The average PCC between the predicted and the real dynamical trends reaches 0.965 
for a set of 300 randomly chosen cases. More results can be found in Supplementary Section 2.3.5. 
11 
 
 
Fig. 4. The application of DEFM on hospital admission, wind speed, and solar irradiance datasets. (a) The 80-step-ahead prediction 
on cardiovascular disease admissions with 𝑛𝑛 = 22, 𝑚𝑚 = 100, and 𝑆𝑆 − 1 = 80. DEFM prediction reaches PCC=0.86. (b) The 
100-step-ahead prediction on wind speed dataset with 𝑛𝑛 = 155 , 𝑚𝑚 = 200 , and 𝑆𝑆 − 1 = 100 . DEFM prediction reaches 
PCC=0.96. (c) The 50-step-ahead prediction on solar irradiance with 𝑛𝑛 = 155, 𝑚𝑚 = 150, and 𝑆𝑆 − 1 = 50. DEFM prediction 
reaches PCC=0.99.  
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Fig. 5. Results of the predicted route of typhoon center and DEFM prediction results of multi-step prediction on traffic dataset. (a) 
The predicted dynamics of latitude of typhoon center. (b) The predicted dynamics of longitude of typhoon center. (c) Predicting 
route of typhoon Marcus in the next 24 hours from 23:00:00 20 March 2018 to 22:00:00 21 March 2018. (d) Predicted and real 
traffic speeds at 6 different neighboring locations for three adjacent time points. 
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Satellite cloud image dataset. An accurate prediction of the typhoon route is of crucial importance 
in disaster prevention, mitigation and response. As for the fourth application on real-world dataset, 
DEFM is employed to forecast the future position of the typhoon eye, based on 239 consecutive satellite 
cloud images of typhoon Marcus recorded per hour from 3/15/2018 to 3/24/2018. All original images are 
available in National Institute of Informatics28. For each cloud image, one can extract the latitude and 
longitude of typhoon eye and 1200 pixels, while each pixel has two grayscale values. Therefore, there 
are totally 𝑛𝑛 = 2402  variables at each time point. We select two variables, i.e., the latitude and 
longitude of typhoon eye, as the to-be-predicted targets. By setting 𝑚𝑚 = 40 and 𝑆𝑆 − 1 = 24, that is, 
using the images from past 40 hours as the known information or training series and predict the position 
of the Marcus’ center for a period of upcoming 24 hours. As shown in Figs. 5 (a) and (b), the predicted 
latitude and longitude of typhoon eye reveals the dynamical trajectory of Marcus, which highly agrees 
to the ground truth. In Fig. 5 (c), it shows the predicted route of typhoon eye in the satellite cloud images 
starting from 23:00:00 3/20/2018 to 22:00:00 3/21/2018. The complete view of the route of Marcus from 
3/20/2018 to 3/21/2018 is presented in Supplementary Section 2.3.6. A movie that shows the dynamical 
moving route of typhoon Marcus is provided in Supplementary Information Movie 1 
(https://github.com/Peng154/Delay-Embedding-based-Forecast-Machine), which demonstrates the 
accurate prediction of the dynamical trajectory of the typhoon center. 
Traffic dataset. This traffic dataset is composed of series data of traffic speed from 207 loop 
detectors in the highway of Los Angeles29, which means that the dataset is an 𝑛𝑛 = 207-dimensional 
system. The interval of the data is five minutes. Considering these 207 loop detectors located on 
interconnected cities of the highway network, the traffic speed at all locations are interacting with each 
other. In this work, six nearby locations are randomly selected as the target variables. The time-series of 
𝑚𝑚 = 50 time points are used as the training data and the future values of the next 𝑆𝑆 − 1 = 10 time 
points for the target detector are predicted. The prediction results are shown in Fig. 5 (d), which 
demonstrates that DEFM achieves an excellent performance towards all target variables. The prediction 
results for the other seven time-points results are shown in Supplementary Section 2.3.7. Also, a movie 
that shows the dynamical changes of the predicted and real traffic speeds in these six locations is given 
at https://github.com/Peng154/Delay-Embedding-based-Forecast-Machine.  
Gene expression dataset. The last dataset is a gene expression data30, which was measured on 
laboratory rats and utilized to study circadian rhythm. For this gene dataset, the expression of 31,099 
genes were recorded for 22 time points, which infers a high-dimensional dynamical system with 𝑛𝑛 =31099 36. DEFM is applied to this gene dataset with 𝑚𝑚 = 12 training time points and 𝑆𝑆 − 1 = 6 
prediction time points. Among all genes, eight were chosen as the to-be-predicted targets, including 
Nr1d2, Dbp, Cry1, Kif3c, Bmall (Arntl), Dec1 (Bhlhb2), Mapk6 and RGD1306883, which are known as 
genes related to circadian rhythm, a fundamentally important physiological process regarded as the 
“central clock” of mammals. As illustrated in Fig. 6, DEFM accurately predict the future trend of gene 
expressions not only for the key circadian genes such as Nr1d2, Dbp, and Cry1 which directly involve 
in circadian regulation of gene expression or entrainment of circadian clock by photoperiod, but also for 
the genes indirectly related to circadian rhythm such as Kif3c and RGD1306883. Clearly, among all six 
prediction methods, DEFM achieves the best accuracy, with PCCs all above 0.80, which demonstrates 
that DEFM has the potential applicability in functional analysis37 by predicting the expressions of key 
genes. 
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Fig. 6.The prediction results of gene expression of rats. Based on the DEFM framework, the dynamical trends of gene expressions 
in rats were accurately predicted for six circadian rhythm-related genes, i.e., Nr1d2, Dbp, Cry1, Kif3c, Arntl, and RGD1306883. 
In each prediction, the inputs included the expressions from the initial 𝑚𝑚 = 12 time points, and the outputs of a multi-step-ahead 
prediction were the expressions for 𝑆𝑆 − 1 = 6 time points ahead. 
Conclusion 
In this paper, we presented a novel dynamics-based machine learning model, i.e., DEFM, to make multi-
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step-ahead prediction of the future information based on short-term time-series data. The key of the 
DEFM method is to approximate a nonlinear function that maps from the past/known information (the 
high-dimensional short-term time series of a complex system) to the future/unknown information (the 
time series of a target variable). Based on the delay-embedding scheme which enlarges the training 
sample size by including labeled embeddings and unlabeled future values (Fig. 1), DEFM makes use of 
high-dimensional short-term time-series data with its three spatiotemporal modules. Trained in a self-
supervised way, DEFM well fits the nonlinear function and accurately predicts the future dynamics of 
the target variable in multi-step-ahead manner. Moreover, owing to the capability of obtaining multi-
step-ahead future states in one prediction, DEFM can be applied to make the long-term prediction with 
an iterative scheme. From a series of applications, it is seen that DEFM accurately predict the future 
values of the target variable in both representative models and real-world datasets, which demonstrates 
its applicability in periodic-like datasets such as single-wing cases of Lorenz system (Case 3 in Fig. 2) 
and solar irradiance (Fig. 4 (c)), nonperiodic datasets such as two-wing cases of Lorenz system (Cases 1 
and 2 in Fig. 2) and typhoon position (Fig. 5), and even in highly fluctuated cases such as wind speed 
(Fig. 4 (b)) and traffic flow (Fig. 5 (d)).  
There are obvious advantages of the DEFM method. On the one hand, the well-designed architecture 
of DEFM composed of a temporal, a spatial, and a merge module makes it capable of fully exploring 
both the spatial interactions and temporally associated information among high-dimensional variables. 
On the other hand, comparing with the traditional prediction methods, DEFM performs more accurately 
and robustly with short-term time-series data from time-varying and noisy systems (Fig. 3), which is 
prevalent in practical applications. In view of these benefits, DEFM opens a new way to multi-step-ahead 
prediction with short-term time-series data, and is thus potentially useful in a wide variety of real-world 
systems.  
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