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［大学 ICT 推進協議会 2015 年度年次大会論文集より転載］
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2 スーパーコンピュータ SX-ACE 
本センターに導入されているスーパーコンピュ






（Assignable Data Buffer）が搭載され，ADB と
コア間のメモリバンド幅は 256GB/sec を有する．































































図 2 数値人体モデルの外観(a)と部位分割(b)の定義図 
 
(a) (b) 
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図 4 暑熱ばく露における表面温度上昇の解析結果 
 
4 暑熱環境下体温上昇コードの高速化 













表 1 初期性能 
PROC.NAME FREQUENCY EXCLUSIVE MFLOPS V.OP AVER.
TIME[sec](%) RATIO V.LEN
サブルーチンＡ 300 3371.986( 89.9) 193.7 14.8 216.5
サブルーチンＢ 1 325.450(　 8.7) 1.4 0.36 224.3
サブルーチンC 300 25.284(　0.7) 7250 99.33 222
サブルーチンD 11 14.385(　0.4) 154.6 41.36 219.9
サブルーチンE 300 13.450(　0.4) 14626 99.26 223.6
サブルーチンF 1 0.885(　0.0) 180.1 94.87 217.6
サブルーチンG 1 0.325(　0.0) 3271.3 98.99 229.1
サブルーチンH 1 0.184(　0.0) 0 99.1 218.6






























表 2 サブルーチン Bの高速化の効果 
PROC.NAME FREQUENCY EXCLUSIVE MFLOPS V.OP AVER.
TIME[sec](%) RATIO V.LEN
before 1 325.450( 8.7) 1.4 0.36 224.3


























ン Aはベクトル化率が約 99%になり，約 22 倍の性
能向上を得ることができた． 
 
図 5 オリジナルコード 
 
図 6 高速化後コード 
 
表 3 サブルーチンＡの高速化の効果 
PROC.NAME EXCLUSIVE MFLOPS V.OP AVER. VECTOR
TIME[sec](%) RATIO V.LEN TIME
before 3371.986( 89.9) 193.7 14.8 216.5 12.55























ベルで MPI（Message Passing Interface）並列を
行う Flat MPI，ノード内はタスク並列，ノード間
は MPI 並列の Hybrid  MPI がある．ノード内並列
にはコンパイラによる自動並列を利用した． 
本節では先に述べたベクトル化を行ったコード
の 3重ループについて Flat MPI，Hybrid MPI によ
る並列化を行い，性能の比較を行った．今回の入
力データは，図8のループ1の反復回数は160回，
ループ 2の反復回数は 320 回となっている． 
 
図 8 並列化対象のループ 
Flat MPI では MPI 並列による分割を図 8のルー




並列化後の実行時間を図 9 に示す． 32 コアま
での利用の場合は Flat MPI（194.9sec）が高速と
なっている． 40 コアを超えたあたりで，Flat MPI






図 9 コア数と実行時間のグラフ 
 




図 10 に示す．図の点線はコア数を n倍にしたとき
に性能向上比が n 倍になる理想値を表している．
Hybrid MPI で 40 ノード 160 コア利用した場合，
並列化前の反復回数 5,400 回のシングルコア実行
（3,552sec）に比較し，約 60 倍の性能向上が得ら
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れたが，理想値の約 40%程度となった． 
今回実装した Hybrid MPI では図 8のループ 1を
分割し 1 プロセス 4 タスク並列で実行しているた
め，SX-ACE を最大 40 ノードまでしか利用できな
い．そこで，将来の大規模化を見据え図 8 のルー
プ 2を自動並列し，160 プロセス，4タスク並列の
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