In the next generation wireless communication systems, high-speed data rate, reliable link quality, and ubiquitous access are necessary requirement. To meet the next generation communication system requirements, the ultra-dense small cell network (SCN) is proposed as one of the possible candidate solutions. To achieve high data rate and reliable link quality, coordinated multiple point (CoMP) transmission is usually used in ultra-dense SCN to satisfy the performance target. However, to realize CoMP transmissions in ultradense SCN, the feedback load is heavy because of the large amount of small cells and users. In this study, we want to investigate the ultra-dense SCN environment and design an effective method for its downlink (DL) transmission. This method consists of iterative scheme which iteratively solves the received signal with proper step-size value γ . The step-size value γ is very important to the convergence performance of iterative scheme because it affects the convergence speed and the converged error level of the iterative algorithm. Therefore, in this paper, we propose a novel machine learning based method which creates data model from input data. When the model is well established, the optimal step-size can be well estimated and the feedback information can become rough and the bandwidth allocated for feedback can be saved for data transmission. The simulations show that, the proposed method can create good model and achieve better convergence performance. For example, about the distribution of the transmissions with convergence iteration number less than 10 4 level, the proposed method can obtain 30% improvement than the traditional method with fixed step-size γ = 0.01.
I. INTRODUCTION
In the next generation wireless communication systems, there are lots of requirements of performance improvement to enhance user experience, such as higher data rate, larger coverage, more reliable link quality, ubiquitous access [1] , and so on. Among the candidate new technologies for next generation wireless communication systems, ultra-dense small cell The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui . network (SCN) is an important one. The ultra-dense SCN can provide better communication link quality and more flexible deployment, and is adopted in some new standards [2] , [3] .
Generally, an SCN can be viewed as kind of extension of macro cell network (MCN). For the whole system, there are two kinds of base stations (BS). There is one macro cell BS (MBS) dominating the system, in which a large number of small cell BSs (SBS) are under the control of the MBS. Each mobile user equipment (UE) can access the serving MCN via the neighboring SBSs. Because the distance between each transmitter and receiver in the SCN is much shorter than that in traditional MCN, the path loss attenuation is usually smaller and the transmitted signal from the direct path is stronger. Hence, the received signal-to-noise ratio (SNR) is higher and it is able to provide better communication services including higher data rate and more reliable link quality even with smaller transmission power. In addition, besides better communication service quality, comparing with the MCN, the SCN deployment is more flexible, and hence is suitable for many kinds of scenarios such as buildings, gymnasiums, venues, hotels, when considering the performance efficiency and the cost budget for the deployment.
In the ultra-dense SCN, there are lots of SBSs which are deployed more densely than the UEs. Therefore, the system can offer diversity of selecting SBSs and improved communication link quality for the UEs. Besides, under the assumption of high density of SBS deployment, each UE can be served by multiple SBSs, which also enables the possibility of using coordinated communication technologies, such as coordinated multi-point (CoMP) transmissions. The concept of using CoMP in downlink (DL) transmissions in ultra-dense SCN is illustrated in Fig. 1 . By using CoMP transmissions, because the available communication resources for each UE are abundant, many communication problems can be solved with some intelligent methods.
In the literature, the SCN related issues are popular topics for the next generation wireless communication systems, in both academic and industrial aspects. In [4] , the authors listed the development issues of implementing SCN and the related future challenges. In [5] , the authors proposed spectrum sharing scheme for SCN to well utilize the communication resources. In [6] , the authors described the condition of random deployment for SBSs which follows Poisson point process (PPP), and derived the interference properties and other performance metrics under the PPP random deployment. In [7] , the authors reviewed some candidate technologies for 5G systems including dense SCN, and proposed a possible transmission structure for dense SCN, where the SBSs are turned off when they are not in service to reduce power consumption and avoid possible inter-cell interference. In [8] , the authors investigated the throughput maximization problem of SCN by using proportional fair (PF) based method.
For CoMP related issues in ultra-dense SCN, in [9] , some important issues are pointed out. For example, because the coverage of each SBS is much smaller than that of MBS, frequent handover is a significant issue. Besides, to meet 5G requirements, one single SBS may not be able to fulfill the performance requirements. Hence, the problems addressed above motivate the use of CoMP technology in ultra-dense SCN. In [10] , the authors analyzed the backhaul network capacity and energy efficiency in ultra-dense SCN under 5G structure, and listed some challenges and future topics in this topic. In [11] , the channel model is investigated with a generalized form in ultra-dense SCN. In [12] , the authors proposed an effective medium access control (MAC) layer procedure to implement the joint transmission (JT) of CoMP in LTE-Advanced based SCN. In [13] , the authors proposed a distributed method to realize CoMP scheme in uplink (UL) in ultra-dense SCN. In [14] , the authors proposed resource allocation method for CoMP transmissions in LTE based ultra-dense SCN. In [15] and [16] , the authors proposed antenna selection methods to implement CoMP in ultra-dense SCN, where the SBSs are deployed in pre-defined forms, such as lining up in the same line or in hexagonal form with equal spacing. In [17] , the authors studied the coordinated communication schemes for dense SCN and proposed CoMP set formation method for it. In [18] , the authors proposed a coordination method for wireless caching in ultra-dense SCN so that the SBSs can deliver the contents to UEs as efficiently as possible. In [9] , SCN with millimeter-wave (mmwave) technologies are illustrated. In this work, coordination between MCN and SCN is addressed and method of coordinating SBSs to do beamforming is devised for compensating the path loss.
In addition, because of the explosive progress of computational and storage capabilities of electrical devices, artificial intelligence (AI) or machine learning based researches are increasing dramatically in recent years. In wireless communication area, although the AI or machine learning related researches are still growing, there are already some applications which are developed to help different wireless communication systems to deal with some difficult problems [19] - [33] . For example, in [19] , the authors addressed the possible applications, scenarios, and challenges of adopting big data, machine learning, and AI related technologies in next generation communications. In [20] , the authors proposed a method utilizing the genetic algorithm based feature selection and machine learning based data detection to detect covert cyber deception assaults in smart grid communication networks. In [21] , the authors proposed a method using unsupervised machine learning method to cluster low power nodes and decide fog nodes in 5G heterogeneous networks to reduce latency. In [22] , the authors proposed a machine learning based method to collect images from surveillance cameras to let devices decide the blockage locations, so that the communication devices can estimate the communication condition with the help of the blockage location information and improve system performance. In [23] , the authors used machine learning based method to help solve automatic modulation recognition problem for cognitive radio (CR) systems. In [25] , [26] , the authors applied machine learning method to do pre-coding for millimeter wave (mmWave) and channel estimation for massive multiple-input-multipleoutput (MIMO) systems. In [27] , the authors studied the issues for non-orthogonal multiple access (NOMA) and proposed a deep-learning based NOMA scheme. Although there are already some machine learning based methods proposed in literature to help some functional blocks in wireless communication systems to improve system performance, in the physical (PHY) layer, however, the machine learning related ideas are still rare when trying to improve the PHY layer functional blocks.
In cellular network, for each user, DL transmission is the most important link which deeply affects the user experience. Therefore improving the performance of DL transmission is always an essential topic for cellular system. In ultra-dense SCN, because the number of SBSs is much larger than the number of UEs, each UE can be served by coordinated multiple SBSs with joint processing (JP) in DL transmission [34] , and hence the performance of DL transmission can be essentially improved. From the literature, it can be seen that the system throughput can be improved by the JP transmission in ultra-dense SCN. However, to realize the JP transmission, each UE needs to feedback its channel information to each serving SBS, so that each serving SBS can select proper pre-coding matrix to transmit signal optimally. This process needs a large bandwidth to make the optimal information exchange possible. Therefore, in this study, we want to design a JP process for ultra-dense SCN with just little feedback information, so that the bandwidth can be saved for data transmission. To realize this idea, an iterative structure for receiver to recover the received signal iteratively, so that the optimality of the pre-coding matrix is not so important any more, and the feedback load can be reduced. However, the performance of iterative structure may suffer from the problem of bad parameter selection, such as step-size. In this paper, we aim to design a machine learning based method to help optimal step-size decision of the iterative structure, so that the system performance can be improved.
The contributions of this paper are summarized as follows.
• In this paper, we investigate the characteristics of the DL CoMP transmission scheme of ultra-dense SCN. It can be found that, to realize the DL CoMP transmission scheme, huge feedback amount is necessary, and the bandwidth for data transmission would be reduced because of the increased bandwidth which the feedback information occupies. Therefore, in this paper, we propose a novel method to do CoMP DL transmission with very limited feedback information.
• In the proposed method, we adopt an iterative structure to detect the received signal instead of multiplying an optimal pre-coding matrix. By this iterative structure, only rough feedback information is needed and the feedback bandwidth can be reduced, and the saved bandwidth can be utilized for other data transmissions so that the bandwidth can be used in a more efficient way. However, for iterative structure, it is important to decide a proper step-size value so that good convergence performance can be obtained. Therefore, in this paper, the proposed method focuses on devising an optimal step-size decision method. To devise optimal step-size decision method, we utilize machine learning based method to find optimal step-size. This machine learning based method can find out the relationships among the collected received data and decide optimal step-size value to achieve best convergence performance of the iterative structure, so that the iterative receiver structure can work in an efficient way with reduced feedback information. The rest of this paper is organized as follows. The system description and research problem are described in Sec. II. The proposed method is introduced in Sec. III. Some simulations are conducted to verify the performance of the proposed method, and then some discussions are addressed in Sec. IV. Finally, some conclusion remarks are given in Sec. V.
II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION
In this section, firstly we introduce the system environment which we target to investigate in Sec. II-A, and then we illustrate the problem we want to solve in this study in Sec. II-B. Besides, for reading convenience, we list the notations used in this paper in TABLE 1.
A. SYSTEM ASSUMPTIONS
In an ultra-dense SCN system, there are N u UEs served by N b SBSs, where N b N u . The condition of ultra-dense SCN guarantees each UE can be served by multiple SBSs, and the multiple SBSs can be coordinated to do JP transmission in DL transmissions. This JP scenario in ultra-dense SCN is shown in Fig. 1 . Since in this system, the number of SBSs is much larger than that of UEs, the CoMP transmission can be used to improve communication quality. Here, without loss of generality, it is assumed that there are N c SBSs, each equipped with N t antennas, serve one UE, which is equipped with N r antennas. The DL transmission is processed with CoMP pre-coding before transmission. The pre-coding matrix is selected at UE side according to the feedback information from the serving SBSs. The concept of the CoMP operation with feedback is shown in Fig. 2 .
In Fig. 2 , we focus on one UE which is served by multiple SBSs via CoMP technology. The received signal at the UE can be expressed as
where y ∈ C N r ×1 is the received signal vector at the UE, x ∈ C N t ×1 is the transmitted signal vector to the UE, H i ∈ C N r ×N t is the channel matrix between the UE and SBS i , i ∈ C N t ×N t is the pre-coding matrix of CoMP transmission operation, n is the additive white Gaussian noise (AWGN) vector, and C K ×L means the complex space of size K × L. The received signal expression in (1) can be simplified as
where H eff = i H i i . From Fig. 2 , it can be seen that, to realize the CoMP operation, the feedback information between UE and SBSs is needed. When the number of serving SBSs is huge, the feedback information amount also increases dramatically. Therefore, to reduce the feedback load, we consider an iterative structure which does not need full channel information and can effectively reduce the feedback load.
It can be seen that, the expression in (2) is with the same mathematical form as the case that only one pair of transmitter and receiver exist in the system and the effective channel matrix is H eff which is a linear combination of N c channel matrices and can introduce better diversity.
Because of the same mathematical form, the expression in (2) can be solved by the following expression:
wherex represents the optimal solution. However, it is computationally resource-consuming to get the solution in (3) by brute-force search. Therefore, to solve the problem in (3) with reasonable computational resources, the gradient descent method with iterative structure is usually used [35] . The iterative gradient descent method can be expressed aŝ
wherex k is the solution of transmitted signal vector x after k-th iteration, and γ is the step-size of the iterative equation.
After solving the partial differential expression in (4), the iterative gradient descent method can be expressed aŝ
where the superscript T means the matrix transpose operation.
In (5), the received signal vector y is received at receiver and the effective channel matrix H eff can be measured at receiver side. Therefore, if the step-size value γ is decided, the iterative structure in (5) can be operated. However, the performance is affected by the step-size value γ , which is the main topic we want to investigate in this paper. In the following subsection, the problem is illustrated in detail.
B. RESEARCH PROBLEM
The iterative expression in (5) is easy to be implemented. However, the performance of the iterative scheme is affected by the step-size value γ . To illustrate the effect of step-size γ , we conduct some simulations with different γ and plot their learning curves in Fig. 3 . The x-axis of the learning curve is the iterations passed for the iterative process, and the y-axis is the learning error, which is defined as ||x l − x||. In Fig. 3 , there are three curves which represent the learning curves which corresponds to 3 different γ values. That is, the dashed, solid, and dotted curves are the learning curves of γ = 0.01, γ = 0.1, and γ = 0.25, respectively.
Comparing the learning curves of γ = 0.01 and γ = 0.1, an obvious trend can be observed that, the larger γ is, the faster the learning curve converges. However, if the value of γ is too large, the detection results may suffer from the fluctuation problem, such as the phenomenon showed in the case of γ = 0.25 in Fig. 3 . This is because the iterative algorithm is designed to chase the optimal solution of the cost function in (3) . The cost function formed by the input data can be viewed as a multidimensional concave surface, and the optimal solution is at the global minimum point of the cost function, i.e., at the bottom of the multidimensional surface. The iterative algorithm trace along the surface step by step to chase the bottom point with step-size γ . If the step-size γ is too large, the algorithm can approach the surface bottom very quickly, but the algorithm goes around the surface bottom with fluctuation, or even cannot reach the convergence status.
In the other hand, if the step-size γ is too small, the algorithm can trace to the surface bottom carefully and very close to the optimal solution, but the convergence speed is very slow. Therefore, it is very important to find a proper step-size value for the proposed iterative method. From the statement above, it is clear that, the performance of the proposed iterative method could be deeply affected by the value of step-size γ . Henceforth, the choice of the step-size γ should be considered and designed carefully to guarantee the system performance. In the following section, we propose a novel method based on machine learning method to well decide the step-size value of the proposed iterative method.
III. PROPOSED METHOD
In this section, firstly we address how to modify the traditional structure to adopt machine learning based method to improve the system performance in Sec. III-A, and then we introduce the machine learning method adopted in this paper in Sec. III-B.
A. PROPOSED STRUCTURE
As mentioned in the previous section, the value of step-size γ could essentially affect the system performance. Therefore, it is important to obtain a proper step-size γ to implement the iterative expression in (5) . To deal with the step-size problem, we propose a machine learning based method to obtain the proper value of step-size γ . To illustrate the proposed method, we draw the system blocks in Fig. 4 . In Fig. 4 , there are two sub-figures, Fig. 4 (a) and 4(b), which are used to illustrate the difference between traditional and proposed methods.
Firstly, the traditional structure is shown in Fig. 4(a) . When the received signal vector y is received at the UE end, the system has a step-size value γ , usually a fixed one for simple implementation, and then uses it to do the iterative gradient descent method. The fixed step-size used in the traditional method is pre-determined, and should be designed carefully considering many important issues. For example, because the channel condition is deeply affected by the environment where the system is deployed and the scenario where the system is applied, therefore, when designing the step-value value, careful field measurements and simulations should be conducted to decide a best step-size value which can fit most conditions in the deployed environment and scenario. To realize the optimal step-size selection, we propose a new structure and the proposed structure is shown in Fig. 4(b) . From Fig. 4(b) , it can be seen that, the received signal vector y is firstly send to the create model block, which collects data to build model with the help of machine learning method block. The machine learning based model training function blocks collects the received data to find a model which can represent the relationships between the received information and stepsize value, and from the model the system can decide the optimal step-size value according to the input received signal vector. The detail mechanism and operations of the machine learning based step-size decision method is introduced in the following subsection.
B. MACHINE LEARNING BASED STEP-SIZE DECISION
The machine learning scheme used in the proposed method in this paper, is the neural network with back-propagation (BP) algorithm [36] . Because the machine learning is used to predict the step-size γ from channel matrix with limited size, the neural network used in this paper is a 3-layer neural network structure, which consists of input layer, output layer, and 1 hidden layer [37] . The 3-layer structure neural network is shown in Fig. 5 . The detail of the neural network is addressed as follows.
First of all, in the training model block, the received signal vector y is multiplied by the measured channel matrix H eff to create input vector H T eff y. Then the input vector H T eff y together with the input from the learning target block, which gives an optimal value of γ obtained by exhaustive search which acts as learning target, are used for training model. Thereafter a model which represents the relationships between input and target can be trained by the neural network. Specifically, the input components fed into the input layer are the norm of the elements of the input vector, which are specified as v i in Fig. 5 
The number of input vectors depends on the dimension of input vector H T eff y. Secondly, the input information in input layer is sent to the hidden layer, where the BP algorithm is operated. The hidden layer consists of multiple neurons, which can extract the characteristics of the input data by using activation functions which can be linear or non-linear ones, like linear combination, identity function, binary step function, sigmoid function, rectified linear unit (ReLU) function [38] , and so on. In this study, we adopt ReLU to serve as the activation function, because it is suitable for gradient descent method and has low computational complexity [39] . The mathematical expression of ReLU function with multiple inputs is
where w i and b are the parameters needed to be trained, and L = 2 for the proposed method. Finally, the results processed by the neurons in the hidden layer is fed into the output layer, where the estimated optimal step-size value γ opt by the neural network is decided as output, with minimizing the cost function of mean square error (MSE) form
where γ * opt is the optimal step-size obtained by exhaustive search. The neural network is trained by this process iteratively to obtain a model which can estimate the step-size with minimum MSE.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, firstly we give an example about how the proposed method works and performs in Sec. IV-A, and then we have some related discussions in Sec. IV-B.
A. SIMULATION RESULTS
To verify the proposed method, we conduct some computer simulations in this section. The simulations are conducted to explore relationships between the convergence performance of the proposed method and the input data. The simulation is processed as follows. Each SBS is equipped with 2 antennas and the UE is also equipped 2 antennas. Therefore, the H eff is with size 2 × 2 and dimension 2. Hence, each input H eff is decomposed into 2 vectors from its first and second rows. The two vectors are fed into the model creation functional block, which is helped by the machine learning functional block. The machine learning based method here adopts 3-layer structure neural network with BP algorithm mentioned in Sec. III-B, and there are 100 neurons used in the hidden layer of the neural network. The reason why we adopt 100 neurons here is, the more neurons are adopted, the easier the characteristics of the model can be captured, and the faster the convergence can be achieved. However, adopting more neurons in simulations consumes computational resources and time. According to the suggestions in [40] , we have tried to adopt 50, 100, and 200 neurons to do the simulations, and found that adopting 100 neurons can achieve good performance with reasonable simulation resources and time. That is, when the number of neurons increases from 50 to 100, the machine learning works more smoothly. However, when the number of neurons increases from 100 to 200, the learning performance seems similarly but the computational consumption is increased. Therefore, we choose 100 as neuron number in our simulation. To make a comparison, we also conduct another simulation that exhaustively searches optimal step-size value by brute-force method. It should be noted that, to make the computation feasible, the exhaustive search is operated on reasonable range of the channel realization. The results of simulations are shown as follows.
The results of the model training are shown in Fig. 6 . The x-axis and y-axis represent the norm of the first and second rows of H T eff y. The colors shown in Fig. 6 is the magnitude in dB of the optimal step-size obtained by the simulations. There are two parts of results shown in Fig. 6 for comparison. The left hand side part of Fig. 6 shows the relationship between input vector H T eff y and learning target, i.e., γ opt * obtained by exhaustive search, while the right hand side part of Fig. 6 shows the model of resultant γ opt obtained by the machine learning based method. Specifically, firstly we processed simulation to find γ opt * as learning target by exhaustive search, and the results are shown in the left hand side part in Fig. 6 . Secondly, via the method mentioned in Sec. III-B, we used the γ * opt to train the neural network and obtained a model to predict optimal step-size γ opt . The predicted results by the proposed method are shown in right hand side part in Fig. 6 . From the results in Fig. 6 , it can be seen that, the model trained by the machine learning based method quite resembles the result obtained by exhaustive search method, which means that the machine learning based method can well catch the characteristics of the input vector H T eff y and the learning target γ * opt , and hence give a well trained model. It is noted that, the two subfigures of Fig. 6 seem not totally symmetry. It is because that, the x-axis and y-axis, i.e., the two input of Fig. 5 , are made from the random channel realizations. Theoretically if we can make all the channel realizations continuously all over the x − y surface of the subfigures of Fig. 6 , it should be symmetric. However, due to the limited computer computational capability, the results seem not totally symmetric.
The training error distribution is shown in Fig. 7 , and there are two subplots shown in Fig. 7 . The probability density function (PDF) of the training error is shown in the left hand side part, while the CDF version is shown in the right hand side part. The training error means the the difference between the learning target and predict results, where the predict result is generated from the trained model. From the PDF curve, it is obvious that the training error magnitude focuses around 0, and the CDF shows 70% training error has magnitude less than 10, which validates that the proposed machine learning based method can result in a good model which can well approximates the learning target, i.e., the model of optimal γ opt .
The convergence results are shown in Fig. 8 . The convergence addressed here means ||x l −x l−1 || ≤ δ, where δ is a small scalar number to decide convergence state, which is 10 −5 in this simulation, and the value of l at this time is the iteration number needed to achieve convergence. In Fig. 8 , the cumulative distribution function (CDF) curves of the number of iterations which each method needs to achieve convergence are shown. The x-axis of Fig. 8 represents the convergence iteration number l, while the y-axis is the accumulative proportion of the transmissions which with the convergence iteration number less than l. The red solid, black dash-dotted, and blue dashed curves represent the CDF results of the method with the optimal result obtained by exhaustive search, the machine learning based method, and fixed step-size γ = 0.01, respectively. The reason why γ = 0.01 is that, when we processed the exhaustive search to find the optimal step-size, we found almost all the optimal stepsize is less than 0.01. Besides, considering the computational time of the simulation, too small step-size may result in that computer simulation cannot converge within a acceptable time. Therefore, we choose γ = 0.01 as the step-size for the simulation with fixed step-size. From Fig. 8 , it can be seen that, in general fixed step-size method needs more iterations to achieve convergence, while the proposed machine learning based method can achieve convergence with much less iterations and approach optimal performance. It can be seen that, the optimal curve obtained by the exhaustive search is best, and the curve obtained by the fixed step-size shows worse performance. Comparing the fixed step-size method and the proposed method, it can be seen that the proposed method can improve the system so that it can converge within 10 6 iterations in about 90% channel realization cases. It is noted that, finally all the curves of CDF will reach CDF = 1. However, due to the limitation of computational capability of the simulation platform, we just show the results which converge within 10 6 iterations, where 90% cases can converge with the proposed method.
B. DISCUSSIONS
From the simulation results, it is obvious that, the convergence issues, such as the iterations needed for convergence, also known as convergence speed, due to the selection of stepsize γ , can be effectively improved. Actually, if the step-size γ is not well selected, the iterative structure may fail due to bad convergence performance. Therefore, the proposed machine learning based method can make sure the iterative structure works reliably and the system would not fail.
By adopting in the iterative structure in CoMP DL transmission of the ultra-dense SCN, which is the structure we propose in this paper, the smart detection can be realized so that the importance of pre-coding matrix i in (1) is decreased. Therefore, the pre-coding matrix can be very roughly designed, or in extreme case, can be random matrices. Therefore, the bandwidth for exchanging channel information for pre-coding matrix selection can be saved. Because the feedback amount increases with the precision of the feedback codebook, the number of devices (including SBSs and UEs), the number of antennas of each device, and so on, for ultra-dense SCN cases, the feedback load is especially heavy due to large number of devices. By using iterative structure with proposed machine learning based method which can assure the stability of the system, the CoMP DL transmission can be realized in ultra-dense SCN with very limited feedback load and bandwidth, which improves the feasibility and effectiveness of the ultra-dense SCN system.
V. CONCLUSION
In this paper, we proposed a method with iterative structure to recover the received signal into the data sent from the transmitters for the CoMP transmissions in ultra-dense SCN. In this proposed structure, because the signal is detected by a iterative scheme to gradually approach the optimal solution, the feedback information does not need to be very precise and the bandwidth for the feedback information can be greatly saved. However, in this iterative structure, its convergence performance is affected by the step-size. If the convergence performance is too bad, the proposed iterative method could fail. Therefore, in this paper, we proposed a machine learning based method to help decide the optimal step-size value according to the measured channel condition. From the simulation results, it can be seen that, the proposed method is indeed able to well establish a model for deciding stepsize, and get good convergence performance, which makes the feedback reduction for the CoMP transmissions in ultradense SCN become possible.
It should be noted that, in this paper, we proposed a preliminary and original idea to show a possible way of adopting machine learning based method to help improve PHY related issues in future communication systems, but the machine learning method itself can also be improved for better computational quality. Besides, although in this work we just investigate this issue with small number antennas, the proposed method can be extended to massive MIMO case, which is one of the future topics.
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