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a b s t r a c t
We consider the task of resolving accurately the nth eigenpair of a generalized
eigenproblem rooted in some elliptic partial differential equation (PDE), using an adaptive
finite element method (FEM). Conventional adaptive FEM algorithms call a generalized
eigensolver after each mesh refinement step. This is not practical in our situation since
the generalized eigensolver needs to calculate n eigenpairs after each mesh refinement
step, it can switch the order of eigenpairs, and for repeated eigenvalues it can return an
arbitrary linear combination of eigenfunctions from the corresponding eigenspace. In order
to circumvent these problems, we propose a novel adaptive algorithm that only calls a
generalized eigensolver once at the beginning of the computation, and then employs an
iterative method to pursue a selected eigenvalue–eigenfunction pair on a sequence of
locally refined meshes. Both Picard’s and Newton’s variants of the iterative method are
presented. The underlying partial differential equation (PDE) is discretized with higher-
order finite elements (hp-FEM) but the algorithm also works for standard low-order
FEM. The method is described and accompanied with theoretical analysis and numerical
examples. Instructions on how to reproduce the results are provided.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Eigenvalue problems for partial differential equations (PDE) are of considerable theoretical and practical interest in
engineering and sciences. To name a few applications, let us mention automated multilevel substructuring methods for
noise prediction in acoustics [1], analysis of photonic crystals [2,3] and plasmonic guides [4], and stability analysis of fluid
systems [5].
The most common approach to solving eigenproblems is using eigensolvers. For larger problems it is practical to employ
iterative eigensolvers such as ARPACK [6]. A characteristic common to all eigensolvers is that even if the user is interested in
one particular eigenpair only, several additional eigenvalues and possibly eigenvectors need to be computed. These auxiliary
eigenpairs are the byproduct of techniques such as deflation or orthogonalization that are used to filter out unwanted
solutions.
Themajority of eigensolvers are not specifically designed to work with adaptive finite element methods (FEM), and their
application on sequences of locally refinedmeshes can lead to substantial problems. In this paperwe illustrate some of these
problems and propose a novel iterative method that alleviates them. We are going to adapt Picard’s and Newton’s methods
to solve eigenvalue problems in order tominimize the number of unwanted eigenpair exploiting the orthogonality between
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Fig. 1. Initial mesh for automatic adaptivity.
Fig. 2. Approximate eigenfunctions for λ2, λ3 on initial mesh.
eigenvectors. In contrast to conventional adaptive methods that call an eigensolver after eachmesh refinement, the present
method is capable of following reliably a selected eigenpair on a sequence of adapted meshes. This is particularly useful
with multiple eigenvalues when only a particular eigenfunction in the eigenspace is wanted.
1.1. Outline of the paper
Section 2 illustrates some difficulties associated with conventional adaptive FEM algorithms. Section 3 introduces
notations and preliminaries. Section 4 presents a simple Picard’s method and shows that it does not work as expected. The
problem is fixed in Section 5 by adding orthogonalization. Section 6 presents a Newton’s method with orthogonalization.
Section 7 presents an outline of the adaptivity algorithm. Section 8 discusses a reconstruction technology for spectra
perturbed by discretization. This is used to devise an algorithm for computing reference solutions for hp-adaptivity in
Section 9. Moreover, in Section 10 we present improved versions of our iterative methods. A priori convergence results are
presented in Section 11. Numerical results are presented in Section 12. Reproducibility of results is discussed in Section 13.
A conclusion and outlook are presented in Section 14.
2. Motivation
We will illustrate a typical outcome of repeated eigensolver calls on a simple eigenproblem of the form
−∆u = λu, u = 0 on ∂Ω (1)
that is solved in a square domain with a hole, i.e.,Ω = (0, 1)2 \ [1/3, 2/3]2.
Eq. (1) is discretized via the finite element method on a mesh consisting of 16 quadratic (p = 2) triangular elements
shown in Fig. 1.
In this case the second and the third eigenvalues are repeated, i.e., λ2 = λ3. The corresponding approximate
eigenfunctions are shown in Fig. 2.
Let us assume that the objective of the computation is to resolve accurately the eigenfunction corresponding to λ3 (target
eigenfunction). This eigenfunction contains singularities at the upper-right and lower-left corners of the hole and it is very
smooth (almost constant) in the vicinity of the remaining two corners. Accordingly, in the first mesh adaptation step, the
mesh is refined towards the upper-right and lower-left corners of the hole.
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Fig. 3. Approximate eigenfunctions for λ2, λ3 after the second call to the generalized eigensolver (compare to Fig. 2).
On the refinedmesh, a generalized eigensolver is called again. The new approximate eigenfunctions for λ2, λ3 are shown
in Fig. 3.
The reader can observe that the second call to the generalized eigensolver switched the order of the eigenfunctions. This
means that the second round of mesh refinements goes towards the upper-left and lower-right corners of the hole, i.e., into
regions where the target eigenfunction is flat, and no refinements are done where it has singularities. Obviously, this is
inefficient. In a worst-case scenario, the eigenfunctions are not switched back, and thus all following mesh refinements go
into regions where the target eigenfunction is flat, i.e., its singularities are never resolved.
To our best knowledge, contemporary generalized eigensolvers do not offer any systematic way to avoid this problem.
There are only a few publications that deal specifically with repeated eigenvalues, such as [7,8]. Their authors adapt the
mesh considering an entire basis of the eigenspace of the repeated eigenvalue. This means that for a double eigenvalue such
as, e.g., λ2 = λ3 the mesh would be refined using both the eigenfunctions u2 and u3, even if one is just interested in the
eigenpair (λ3, u3). This, however, does not solve the problem illustrated in Figs. 2 and 3. In addition, the degrees of freedom
that are targeting the eigenpair (λ2, u2) are not going to improve significantly the accuracy of the eigenpair (λ3, u3) and in
fact they are wasted.
3. Preliminaries
Throughout, L2(Ω) denotes the usual space of square-integrable real valued functions equipped with the standard norm
∥f ∥0 :=

Ω
|f |2
 1
2
. (2)
The symbol H1(Ω) denotes the usual space of functions in L2(Ω)with square-integrable weak first partial derivatives. The
H1-norm is denoted by ∥f ∥1.
The variational formulation of problem (1) is: Find eigenpairs of the form (λj, uj) ∈ R× H10 (Ω) such that
a(uj, v) = λj b(uj, v), for all v ∈ H10 (Ω)∥uj∥0 = 1

(3)
where
a(u, v) :=

Ω
∇u(x) · ∇v(x), (4)
and
b(u, v) :=

Ω
u(x)v(x). (5)
Now, to discretize (3), let Tn, n = 1, 2, . . . denote a family of meshes on Ω . The meshes can be irregular with multiple
levels of hanging nodes, and they can combine possibly curvilinear triangular and quadrilateral elements. These meshes
may be obtained using automatic adaptivity.
By hn,τ we denote the diameter of element τ , we define hn := maxτ∈Tn{hn,τ }. Similarly with pn,τ we denote the order of
polynomials of element τ , we define pn := minτ∈Tn{pn,τ }.On anymesh Tn we denote by Vn ⊂ H10 (Ω) the finite dimensional
space of continuous functions v such that on any element τ we have that v|τ ∈ Ppn,τ (K). Here either Ppn,τ (K) is the space
of polynomials of total degree at most pn,τ if τ is a triangular element, or Ppn,τ (K) is the space of polynomials of degree at
most pn,τ in each variable if τ is a quadrilateral element.
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The discrete version of (3) reads: Find eigenpairs of the form (λj,n, uj,n) ∈ R× Vn such that
a(ujn, vn) = λj,n b(uj,n, vn), for all vn ∈ Vn
∥uj,n∥0 = 1

. (6)
4. Picard’s method
Problem (6) can be reformulated in matrix form as: Find eigenpairs of the form (λ,u) ∈ R× RN , where N is the dimension
of Vn, such that
Au = λBu,
utBu = 1

(7)
where the entries of the matrices A and B are
Ak,p := a(φp, φk), Bk,p := b(φp, φk),
where φi are the basis functions spanning Vn.
Picard’s method, see Algorithm 1, takes as arguments the matrices A and B, an initial guess u˜ for the eigenfunction, a
relative tolerance Tol and an absolute toleranceAbsTol. The algorithm returns an approximated eigenpair (λj,n, uj,n). Because
we use this iterative method on a sequence of adaptively refined meshes, we normally set as an initial guess the projection
on the refined mesh of the eigenfunction of interest uj,n−1.
Algorithm 1 Picard’s method
(λj,n, uj,n) := Picard(A, B, u˜, Tol,AbsTol)
u1 := u˜
λ1 := (u1)tAu1
(u1)tBu1
m = 1
repeat
um+1 := A−1λmBum
λm+1 := (um+1)tAum+1
(um+1)tBum+1
m := m+ 1
until ∥u
m−um−1∥1
∥um−1∥1 < Tol or |λm − λm−1| < AbsTol
uj,n := um
λj,n := λm
The next theorem shows that Picard’s method always converges to the smallest eigenvalue.
Theorem 4.1. Picard’s method in exact arithmetic converges into the eigenspace which is not orthogonal to the initial guess u1
and whose eigenvalue has minimum modulus.
Proof. Any vector um can be expressed as
um =
N
i=1
cmi ui,
where cmi are real coefficients, N is the size of the matrices A and B and the vectors ui ≡ ui,n are the eigenvectors of the
discrete problem, which form an orthonormal basis. With no loss of generality we can assume that λ1 is the eigenvalue of
minimummodulus and that c11 is different from 0.
In the case that λ1 is simple we have from the definition of the problem:
um+1 = A−1λmBum =

m
j=1
λj
 
A−1B
m u1 =  m
j=1
λj

N
i=1
c1i (λi)
−mui,
where λi are the eigenvalues corresponding to ui. Then
um+1 =

m
j=1
λj

(λ1)
−m

c11u1 +
N
i=2
c1i
(λ1)
m
(λi)m
ui

,
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Fig. 4. Picard’s method converges from an initial guess that is very close to the fifth eigenfunction (left) that corresponds to λ5 = 10 to the first
eigenfunction (right) that corresponds to λ1 = 2.
where it is clear that, since λ1/λi < 1, for i ≥ 2, the direction of um+1 tends toward the direction of u1. Furthermore, the
Rayleigh quotient of um+1
λm+1 := (u
m+1)tAum+1
(um+1)tBum+1
= λ1
(c11 )
2 +
N
i=2
(c1i )
2

λ1
λi
2m−1
(c11 )2 +
N
i=2
(c1i )2

λ1
λi
2m ,
converges to λ1.
In the case that λ1 has multiplicity R and that c1r , for some 1 ≤ r ≤ R, is not zero, we similarly have that for all i > R:
um+1 =

m
j=1
λj

(λ1)
−m

R
r=1
c1r ur +
N
i=R+1
c1i
(λ1)
m
(λi)m
ui

,
and then
λm+1 := (u
m+1)tAum+1
(um+1)tBum+1
= λ1
R
r=1
(c1r )
2 +
N
i=R+1
(c1i )
2

λ1
λi
2m−1
R
r=1
(c1r )2 +
N
i=R+1
(c1i )2

λ1
λi
2m ,
which converges again to λ1. 
Theorem 4.1 shows that even if the initial guess u1 is very close to a certain discrete eigenfunction ui,n, for some i, the
method can always converge to a different eigenfunction or a linear combinations of eigenfunctions with corresponding
eigenvalues smaller in modulus than λi,n. In real arithmetic, even if the initial guess u1 is orthogonal to all eigenfunctions
with index less than i, for some m > 1 the orthogonality could be perturbed, due to round-off errors, and the method
can eventually converge anyway to a different eigenfunction or a linear combination of eigenfunctions with corresponding
eigenvalues smaller in modulus than λi,n.
To illustrate this behavior, we refer to the numerical simulations in Section 12.1, where we use the fifth eigenfunction
corresponding to λ5 = 10 (Fig. 4 left) for the Laplace problem on the on the square domain [0, π]2 as a starting guess for
Picard’s method. However, Picard’s method converges to the first eigenfunction corresponding to λ1 = 2 (Fig. 4 right).
5. Picard’s method with orthogonalization
In order to make Picard’s method suitable to approximate efficiently any discrete eigenpair, and not only the first one,
we derived Algorithm 2, which has an orthogonalization procedure in it.
Picard’s method with orthogonalization takes as arguments the matrices A and B of (6), an initial guess u˜j,n−1 for the
eigenfunction, which is the projection of the approximated eigenfunction computed on the previous mesh, the tolerances
AbsTol andTol and it also takes the j−1 eigenfunctions u1,n, . . . , uj−1,n. Then it returns the eigenpair (λj,n, uj,n) on the refined
mesh.
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Algorithm 2 Picard’s method with orthogonalization
(λj,n, uj,n) := PicardOrtho(A, B, u˜j,n−1, Tol,AbsTol, u1,n, . . . , uj−1,n)
u1 := u˜j,n−1
λ1 := (u1)tAu1
(u1)tBu1
m = 1
repeat
um+1 := A−1λmBum
for i = 1 to j− 1 do
um+1 := um+1 − (uti,nBum+1)ui,n {Orthogonalization}
end for
um+1 = um+1
((um+1)tBum+1)1/2 {Normalization}
λm+1 := (um+1)tAum+1
(um+1)tBum+1
m := m+ 1
until ∥u
m−um−1∥1
∥um−1∥1 < Tol or |λm − λm−1| < AbsTol
uj,n := um
λj,n := λm
As can be seen in Algorithm 2, the orthogonalization is done in each iteration. This is necessary in real arithmetic
to guarantee that um is orthogonal to all eigenfunctions u1,n, . . . , uj−1,n, for all m. However in exact arithmetic it would
be enough to orthogonalize only u1. Moreover, a normalization step is necessary in all iterations because due to the
orthogonalization procedure, this version of Picard’s method does not conserve the norm of the vectors and possible
underflows or overflows could happen with no normalization.
Theorem 5.1. Algorithm 2 never converges to an eigenvalue of index smaller than j.
Proof. The proof comes straightforwardly from the arguments used to prove Theorem 4.1. The fact that um is orthogonal
to all eigenfunctions u1, . . . ,uj−1, implies that the coefficients cmi , with m = 1, . . . , j − 1, are zeros. Then, the Rayleigh
quotient converges to λj by the same arguments use before. 
Remark. To make Picard’s method usable in practice, it is recommended to enhance it with Anderson acceleration [9]. This
method combines a number of last iterates in a GMRES-like fashion. The result is equivalent to a Jacobian-free quasi-Newton
(Broyden) method.
6. Newton’s method with orthogonalization
The second iterative method that we are going to propose is based on Newton’s method applied to eigenvalue problems.
Denoting by x˜ := (x, λ), we have that problem (3) can be rewritten in the form
0 = f (x˜) :=

Ax −λ Bx
xTBx −1

,
then denoting by h˜ := (h, δ)t the increment, we have that the truncated Taylor series of the problem is
f (x˜+ h˜) ≈ f (x˜)+ Jf (x˜) · h˜, (8)
where the Jacobian matrix is defined as
Jf (x˜) :=

A− Bλ −Bx
2BxT 0

.
Then when x˜+ h˜ is a solution of (3), we have from (8) that
Jf (x˜) · h˜ = −f (x˜),
which defines the linear problem of Newton’s method that we are solving.
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Algorithm 3 Newton’s method
(λj,n, uj,n) := Newton(A, B, u˜j,n−1, Tol,AbsTol)
u1 := u˜
λ1 := (u1)tAu1
(u1)tBu1
m = 1
repeat
Solve Jf (um, λm) · h˜ = −f (um, λm)
um+1 := um + h
λm+1 := λm + δ
m := m+ 1
until ∥u
m−um−1∥1
∥um−1∥1 < Tol or |λm − λm−1| < AbsTol
uj,n := um
λj,n := λm
In order to make the method suitable for all eigenpairs, we are going write a version of Newton’s method that uses an
orthogonalization procedure, similarly to what we have already done for Picard’s method.
Algorithm 4 Newton’s method with orthogonalization
(λj,n, uj,n) := NewtonOrtho(A, B, u˜j,n−1, Tol,AbsTol, u1,n, . . . , uj−1,n)
u1 := u˜j,n−1
λ1 := (u1)tAu1
(u1)tBu1
m = 1
repeat
Solve Jf (um, λm) · h˜ = −f (um, λm)
um+1 := um + h
λm+1 := λm + δ
m := m+ 1
for i = 1 to j− 1 do
um+1 := um+1 − (uti,nBum+1)ui,n {Orthogonalization}
end for
um+1 := um+1
((um+1)tBum+1)1/2 {Normalization}
λm+1 := (um+1)tAum+1
(um+1)tBum+1
m := m+ 1
until ∥u
m−um−1∥1
∥um−1∥1 < Tol or |λm − λm−1| < AbsTol
uj,n := um
λj,n := λm
Theorem 6.1. Algorithm 4 converges always to an eigenvalue greater or equal to λj.
Proof. This result is a direct consequence of the orthogonalization step in Algorithm 4. We are using again the fact that any
vector um+1 can be expressed as
um+1 =
N
i=1
cm+1i ui,
where cm+1i are real coefficients, N is the size of the matrices A and B and the vectors ui ≡ ui,n are the eigenvectors
of the discrete problem, which are sorted accordingly the magnitude of the corresponding eigenvalues λi. In particular,
when um+1 := um + h, where h is the solution of Jf (um, λm) · h = −f (um, λm), we have that, after the application of the
orthogonalization step, the resulting vector is
uˆm+1 =
N
i=j
cm+1i ui.
Then, it is straightforward to see that the Rayleigh quotient
λm+1 := (uˆ
m+1)tAuˆm+1
(uˆm+1)tBuˆm+1
≥ λj. 
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7. Automatic hp-adaptivity
With Picard’s and Newton’s methods in hand, we can now proceed to automatic hp-adaptivity. This part of the paper is
not new but we need to present it to make the paper self-contained. We use an algorithm from [10] that is an analogy to
embedded higher-order ODE methods: In each adaptivity step it constructs an approximation pair with different orders of
accuracy and uses their difference as an a-posteriori error estimator.
Algorithm 5 Automatic hp-Adaptivity
Let T c0 be an initial coarse mesh. We construct an initial fine mesh T
f
0 by refining all elements in space and moreover
increasing their polynomial degrees by one. A generalized eigensolver is called one time only, to obtain a solution pair
(λc0, u
c
0) on the initial coarse mesh T
c
0 .
Set k := 0
repeat
Project the approximation uck to the mesh T
f
k . The projection is denoted by P
f
ku
c
k. Since the finite element spaces on
meshes T ck and T
f
k are embedded, there is no projection error.
Calculate an initial guess λ˜fk for the eigenvalue on the mesh T
f
k using the relation
λ˜
f
k =
(P fku
c
k)
TAfkP
f
ku
c
k
(P fku
c
k)
TBfkP
f
ku
c
k
,
where Afk and B
f
k are the stiffness and mass matrices on the mesh T
f
k , respectively.
The pair (λ˜fk, P
f
ku
c
k) is not a solution to the generalized eigenproblem on the mesh T
f
k , but it is used as an initial guess.
Apply Picard’s or Newton’s method as described in Sections 5 and 6, to obtain a solution pair (λfk, u
f
k) on the mesh T
f
k .
Project the approximation ufk back to the coarse mesh T
c
k to obtain P
c
ku
f
k.
Calculate an a-posteriori error estimate eck,
eck = ufk − Pckufk.
Note: eck is a function, not a number.
Use eck to guide one step of automatic hp-adaptivity [10] that yields a new coarse mesh T
f
k+1.
Update k := k+ 1
until The H1-norm of eck−1 is sufficiently small.
8. Reconstruction technology
It is well known that the discretization process perturbs the spectrum, in particular an eigenspace E(λj) of multiple
eigenvalue λj can be split in more than one discrete eigenspaces E(λj,n), E(λj+1,n), . . . , E(λj+m,n) with correspondent
discrete eigenvalues λj,n, λj+1,n, . . . , λj+m,n forming a small cluster for sufficiently rich finite element spaces, also under
the same assumption we have that
dim E(λj) =
m
i=0
dim E(λj+i,n).
This phenomenon is already well documented in literature, see [11–13].
Different finite element spaces can split the samemultiple eigenspace in differentways, this also happenswith adaptively
refinedmeshes. It is not rare that the samemultiple eigenspace is split differently on the coarse and on the refinedmeshes. A
different split corresponds to different discrete eigenfunctions, then it is not always possible to find for the same eigenvalue
on the refined mesh an eigenfunction similar to the one on the coarse mesh.
We propose a way to always construct on a refined mesh, an approximation of the same eigenfunction as on
the coarse mesh. The idea is based on the fact that for a sufficiently rich finite element space, the space Mn(λj) =
span{E(λj,n), E(λj+1,n), . . . , E(λj+m,n)} is an approximation of the space E(λj), see [11]. Let us denote the spaceMn,1(λj) as
the subspace ofMn(λj) of functions with unit norm in the L2. So for any function Un−1 ∈ Mn−1,1(λj), we propose the function
Un ∈ Mn,1(λj) that minimizes the ∥Un−1 − Un∥0,Ω as an approximation of Un−1 on the refined mesh. For a sufficiently rich
finite element space the minimizer is unique. By construction
Un =
R
i=1
ci ui,n, (9)
where u1,n, u2,n, . . . , uR,n, with R = dim E(λj), are eigenfunctions of the discrete problem forming an orthonormal basis for
Mn,1 and where the coefficients ci satisfy
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R
i=1
c2i = 1. (10)
From the definition of problem (3) we have that the reconstructed eigenvalue is defined as
Λn = a(Un,Un)b(Un,Un) .
The couple (Λn,Un) is not a discrete eigenpair of problem (3) in general, in Section 11 we prove that (Λn,Un) converges
a priori at the same rate as any other discrete eigenpair of (3) to a continuous eigenpair.
9. Computing a reference solution via reconstruction
In this section we present two algorithms to compute approximations of eigenpairs. Each algorithm is based on a
different method to compute the discrete spectrum, but both of them use the reconstruction technology to keep track of the
eigenfunction of interest.
In all algorithms we are going to use on the initial mesh an iterative eigensolver with calling interface {(λj,n, uj,n)ij=1} :=
Eigensolver(A, B, i, Tol,MaxIter), that computes the set of discrete eigenpairs {(λj,n, uj,n)}ij=1 and where A is the stiffness
matrix of the problem, B is the mass matrix of the problem, i is the number of eigenpairs to compute, Tol is the requested
tolerance for the eigenpairs and MaxIter is the maximum number of iterations.
All algorithm we describe below are based on the reconstruction technology which is guided by two parameters: DTE
and FIE. The parameter DTE should be equal to the multiplicity of the continuous eigenvalue λ that the user wants to
approximate. All algorithms work also when DTE is an upper bound of the multiplicity of λ, so in practice the multiplicity
of the target eigenvalue is not necessary to be known exactly. The parameter FIE should be equal to the index i of the first
discrete eigenvalue on the initial mesh λi,0 that approximates λ. The reconstruction technology is described in Algorithm 6.
Algorithm 6 Reconstruction algorithm
(Λn,Un) := Reconstruction({(λj,n, uj,n)}FIE+DTEj=FIE , (Λn−1,Un−1))
Compute Un :=FIE+DTEi=FIE b(ui,n,Un−1)ui,n
Un := Un√b(Un,Un) {Normalization}
Λn := a(Un,Un)
The first method is based on Picard’s method. The only three parameters not yet defined are M which is the maximum
number of mesh adaptation requested, 0 < FIE ≤ TE ≤ FIE+ DTE which is the index of the eigenvalue that the user want
to target and err which is tolerance for the a-posteriori error estimator.
Algorithm 7 Adaptive method based on Picard’s method
(ΛM ,UM) := PicardAdapt(T0, V0,M, err, Tol,AbsTol,MaxIter,DTE, FIE, TE)
Construct A0 and B0
{(λj,0, uj,0)}DTE+FIEj=1 := Eigensolver(A0, B0,DTE+ FIE,
Tol,MaxIter)
(Λ0,U0) := (λTE,0, uTE,0)
m := 1
repeat
Construct the mesh Tm and the finite element space Vm adapting Tm−1 and Vm−1
Construct Am and Bm
(λ1,m, u1,m) := Picard(Am, Bm, u1,m−1, Tol,AbsTol)
j = 1
for j = 2 to DTE+ FIE do
(λj,m, uj,m) :=
PicardOrtho(Am, Bm, uj,m−1, Tol,AbsTol, uj,m, . . . , uj−1,m)
end for
(Λm,Um) := Reconstruction({(λj,m, uj,m)}FIE+DTEj=FIE , (Λm−1,Um−1))
Compute the a-posteriori error estimator ecm as in Algorithm 5
m := m+ 1
until m > M or ecm−1 ≤ err
ΛM := Λm−1
UM := Um−1
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Similarly we define the adaptive method based on Newton’s method.
Algorithm 8 Adaptive method based on Newton’s method
(ΛM ,UM) := NewtonAdapt(T0, V0,M, err, Tol,AbsTol,MaxIter,DTE, FIE, TE)
Construct A0 and B0
{(λj,0, uj,0)}DTE+FIEj=1 := Eigensolver(A0, B0,DTE+ FIE,
Tol,MaxIter)
(Λ0,U0) := (λTE,0, uTE,0)
m := 1
repeat
Construct the mesh Tm and the finite element space Vm adapting Tm−1 and Vm−1
Construct Am and Bm
(λ1,m, u1,m) := Newton(Am, Bm, u1,m−1, Tol,AbsTol)
j = 1
for j = 2 to DTE+ FIE do
(λj,m, uj,m) :=
NewtonOrtho(Am, Bm, uj,m−1, Tol,AbsTol, u1,m, . . . , uj−1,m)
end for
(Λm,Um) := Reconstruction({(λj,m, uj,m)}FIE+DTEj=FIE , (Λm−1,Um−1))
Compute the a-posteriori error estimator ecm as in Algorithm 5
m := m+ 1
until m > M or ecm−1 ≤ err
ΛM := Λm−1
UM := Um−1
10. Iterative methods with improved orthogonalization
The main disadvantage of the algorithms presented in Sections 5 and 6 is the cost of the method. Those methods ensure
that the eigenpair with the correct index TE is computed, but, in order to ensure that all eigenpairs of indices from 1 to
DTE+ FIE are also computed. What we present now is a cheaper way to ensure the computation of the target eigenpair. The
key idea is a smarter way to use the orthogonalization only when it is really necessary and this is possible mainly because
we can use information from the previous mesh to identify unwanted eigenpairs.
The reasonwe introduced the algorithms in Sections 5 and 6was to cure the downside of the iterativemethods to possibly
converge to an eigenpair different from the target one. The answer to this problem presented in Sections 5 and 6 was to
compute all possible eigenpairs to which the method could erroneously converge to, and then use all of them to force the
method, by orthogonalization, to produce an approximation of thewanted eigenpair. There is a better waywhich consists of
startingwith no-orthogonalization and then every time that the iterativemethod produces an unwanted eigenpair, save it to
be used next time in the orthogonalization process to prevent the method converging again to the same unwanted solution.
This is possible only if a way to distinguish between wanted and unwanted solution is available. In the adaptive setting this
is always possible because the orthogonality of any newly computed eigenpair against the results on the previous mesh can
be computed.
Algorithms 9 and 10 are the incarnations of the improved orthogonality technology applied to the either Picard’s or
Newton’s method respectively. Since these two algorithms are identical except for the call to either PicardOrtho or to
NewtonOrtho, in the rest we are gong to describe only Algorithm 9.
Algorithm 9 computes a set of eigenpairs {(λj,n, uj,n)}DTE+FIEj=FIE , approximating the target continuous eigenspace, on
the mesh Tn. The arguments that it needs are: the matrices A and B, the approximation of the target eigenspace
{(λ˜j,n−1, u˜j,n−1)}DTE+FIEj=FIE computed on the previous mesh Tn−1, and then projected on the refined mesh Tn, and a real value
0 < ThO < 1which is used to decidewether a computed eigenfunction is part of the approximation of the target eigenspace
or not. The set D is empty at the beginning, but then it is fed with all computed eigenfunctions. Then D is passed to
every call to PicardOrtho and so it guarantees that the same eigenfunction is never computed twice. The key part of the
algorithm is just after the call to PicardOrtho, where the newly computed eigenfunction is analyzed. The analysis consists
of checking how orthogonal the newly computed eigenfunction uj,n is with respect to the span of {(λ˜j,n−1, u˜j,n−1)}DTE+FIEj=FIE . If
the resulting value is smaller than ThO, then uj,n is not considered part of the target eigenspace and a new approximation of
uj,n is done. Otherwise, uj,n is kept and the algorithm passes to approximate the next eigenfunction in the target eigenspace.
The algorithm ends when all eigenpairs in {(λj,n, uj,n)}DTE+FIEj=FIE are computed.
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Algorithm 9 Picard’s method with improved orthogonalization
{(λj,n, uj,n)}DTE+FIEj=FIE := PicardImpOrtho(A, B, {(λ˜j,n−1, u˜j,n−1)}DTE+FIEj=FIE , ThO)
D := Ø
j := DTE+ FIE
repeat
(λj,n, uj,n) := PicardOrtho(A, B, u˜j,n−1, Tol,AbsTol,D)
Add uj,n toD
inner := 0
for i = FIE→ DTE+ FIE do
inner := inner+ utj,nBu˜i,n−1
end for
if inner > ThO then
j := j− 1
end if
until j < FIE
Algorithm 10 Newton’s method with improved orthogonalization
{(λj,n, uj,n)}DTE+FIEj=FIE := NewtonImpOrtho(A, B, {(λ˜j,n−1, u˜j,n−1)}DTE+FIEj=FIE , ThO)
D := Ø
j := DTE+ FIE
repeat
(λj,n, uj,n) := NewtonOrtho(A, B, u˜j,n−1, Tol,AbsTol,D)
Add uj,n toD
inner := 0
for i = FIE→ DTE+ FIE do
inner := inner+ utj,nBu˜i,n−1
end for
if inner > ThO then
j := j− 1
end if
until j < FIE
So the number of computed eigenfunctions may vary: in the best case scenario when the method is used to approximate
an eigenspace of dimensionDTE, only DTE eigenfunctions are computed. In theworst case scenario, DTE+FIE eigenfunctions
are computed, which is the number of computed eigenfunctions by Algorithms 2 and 4 on the same space. Because theworst
case scenario is almost never achieved, Algorithms 9 and 10 are more efficient than Algorithms 2 and 4.
We conclude this section stating the adaptive algorithms with improved orthogonality.
Algorithm 11 Adaptive method based on Picard’s method with improved orthogonality
(ΛM ,UM) := PicardImpAdapt(T0, V0,M, err, Tol,MaxIter,DTE, FIE, TE, ThO)
Construct A0 and B0
{(λj,0, uj,0)}DTE+FIEj=1 := Eigensolver(A0, B0,DTE+ FIE,
Tol,MaxIter)
(Λ0,U0) := (λTE,0, uTE,0)
m := 1
repeat
Construct the mesh Tm and the finite element space Vm adapting Tm−1 and Vm−1
Construct Am and Bm
{(λj,m, uj,m)}DTE+FIEj=FIE :=
PicardImpOrtho(Am, Bm, {(λj,m−1, uj,m−1)}DTE+FIEj=FIE , ThO)
(Λm,Um) := Reconstruction({(λj,m, uj,m)}FIE+DTEj=FIE , (Λm−1,Um−1))
Compute the a-posteriori error estimator ecm as in Algorithm 5
m := m+ 1
until m > M or ecm−1 ≤ err
ΛM := Λm−1
UM := Um−1
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Similarly we define the adaptive method based on Newton’s method.
Algorithm 12 Adaptive method based on Newton’s method with improved orthogonality
(ΛM ,UM) := NewtonImpAdapt(T0, V0,M, err, Tol,MaxIter,DTE, FIE, TE, ThO)
Construct A0 and B0
{(λj,0, uj,0)}DTE+FIEj=1 := Eigensolver(A0, B0,DTE+ FIE,
Tol,MaxIter)
(Λ0,U0) := (λTE,0, uTE,0)
m := 1
repeat
Construct the mesh Tm and the finite element space Vm adapting Tm−1 and Vm−1
Construct Am and Bm
{(λj,m, uj,m)}DTE+FIEj=FIE :=
NewtonImpOrtho(Am, Bm, {(λj,m−1, uj,m−1)}DTE+FIEj=FIE , ThO)
(Λm,Um) := Reconstruction({(λj,m, uj,m)}FIE+DTEj=FIE , (Λm−1,Um−1))
Compute the a-posteriori error estimator ecm as in Algorithm 5
m := m+ 1
until m > M or ecm−1 ≤ err
ΛM := Λm−1
UM := Um−1
11. A priori convergence results
Ideally this section should contain a convergence proof for the hp-adaptive methods presented in the previous sections.
Unfortunately such a result is still not available for eigenvalue problems. Just recently some convergence proofs for only
h-adaptive finite element methods for eigenvalue problems have appeared, see for example [14] and references therein.
Unable to present a convergence result for our adaptive methods, in this section we gather together some a priori
estimates for eigenvalue problems. Such results already prove exponential convergence of the method under uniform
refinement and cast some hopes that the same kind of convergence is achieved with adaptive refinement as well. This
is confirmed by the numerical results in Section 12.4. The framework used in this section is an extension to the hp-case of
the a priori results in [14,2]. Lemma 11.4 contains the a priori convergence results for eigenvalues and eigenfunctions in the
hp context. Moreover, in Theorem 11.5 we proved convergence a priori results for the reconstructed pair (Λn,Un).
It follows from the coercivity of the bilinear form a(·, ·) that all eigenvalues of (3) and all N = dim Vn eigenvalues of (6)
are positive. We can order them as 0 < λ1 ≤ λ2 . . . and 0 < λ1,n ≤ λ2,n . . . ≤ λN,n. Moreover, we know (e.g., [15]) that
λj,n → λj, for any j, as Vn → H10 (Ω) and (by the minimax principle) that λj,n is monotone non-increasing, i.e.,
λj,n ≥ λj,m ≥ λj, for all j = 1, . . . ,N, and allm ≥ n. (11)
The distance of an approximate eigenfunction from the true eigenspace is a crucial quantity in the convergence analysis
for eigenvalue problems, especially in the case of non-simple eigenvalues.
Definition 11.1. Given a function v ∈ L2(Ω) and a finite dimensional subspace P ⊂ L2(Ω), we define:
dist(v,P )0,B := min
w∈P ∥v − w∥0.
Similarly, given a function v ∈ H10 (Ω) and a finite dimensional subspace P ⊂ H10 (Ω), we define:
dist(v,P )1 := min
w∈P ∥v − w∥1.
Now let λj be any eigenvalue of (3), let E(λj) denote the (finite dimensional) space spanned by the eigenfunctions of λj
and set E1(λj) = {u ∈ E(λj) : ∥u∥0 = 1}. Let Tλj denote the orthogonal projection of H1 onto E(λj)with respect to the inner
product a(·, ·).
The next lemma is already in [2] and it shows that both distances have the same minimizer.
Lemma 11.2. Let (λj,n, uj,n) be an eigenpair of (6). Then
∥uj,n − uj∥0 = dist(uj,n, E1(λj))0, (12)
if and only if
∥uj,n − uj∥1 = dist(uj,n, E1(λj))1. (13)
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In order to make further progress we need some assumptions on regularity of solutions of elliptic problems associated
with a(·, ·). Also from now on, in order to keep the exposition simpler, we assume that the eigenfunctions of (3) are at least
in H2(Ω) and that the sequence of adapted meshes are at most 1-irregular.
Assumption 11.3. We assume that there exists a constant Cell > 0 with the following property. For f ∈ L2(Ω) and with the
solution operator S, we have that if v := Sf ∈ H10 (Ω) solves the problem a(v,w) = b(f , w) for allw ∈ H10 (Ω), then
∥Sf ∥2 ≤ Cell∥f ∥0, (14)
where ∥ · ∥2 is the norm in the Sobolev space H2(Ω).
This is a standard assumption which is satisfied in a wide number of applications.
From now on we shall let C denote a generic constant which may depend on the true eigenvalues and vectors of (3) and
other constants introduced above, but is always independent of n, as well as hn and pn. The next lemma is an extension of
Theorem 3.5 in [2] based on the same arguments and where hp-results like [16, Theorem 4.72] are used.
Lemma 11.4. Suppose 1 ≤ j ≤ dim Vn. Let λj be an eigenvalue of (3) with corresponding eigenspace E(λj) ⊂ H1+µ(Ω), for
µ > 1, of any (finite) dimension and let (λj,n, uj,n) be an eigenpair of (6). Then, for a finite element space Vn sufficiently rich,
(i)
|λj − λj,n| ≤ (dist(uj,n, E1(λj))1)2; and |λj − λj,n| ≤ C h
2µ
n
p2µn
; (15)
(ii)
dist(uj,n, E1(λj))0 ≤ C hnpn dist(uj,n, E1(λj))1; (16)
(iii)
dist(uj,n, E1(λj))1 ≤ C h
µ
n
pµn
, (17)
with 1 ≤ µ ≤ pn
Finally, the next and last theorem shows that also the reconstructed couple (Λn,Un) converges in a similar way to
standard computed eigenpair. It is interesting to remind that in general the reconstructed couple (Λn,Un) is not an eigenpair
of the discrete problem (6).
Theorem 11.5. Suppose 1 ≤ j ≤ dim Vn. Let λj be an eigenvalue of (3) with corresponding eigenspace E(λj) of any (finite)
dimension and let (Λn,Un) be a reconstructed couple of (6). Then, for a finite element space Vn sufficiently rich,
(i)
|λj −Λn| ≤ C h
2µ
n
p2µn
; (18)
(ii)
dist(Un, E1(λj))0 ≤ C h
µ+1
n
pµ+1n
; (19)
(iii)
dist(Un, E1(λj))1 ≤ C h
µ
n
pµn
, (20)
with 1 ≤ µ ≤ pn
Proof. Recalling (9), let us denote by ui ∈ E(λj), for each i ≤ R, where R is the multiplicity of λj, the eigenfunctions that
minimize both dist(ui,n, E1(λj))0 and dist(ui,n, E1(λj))1. Then denoting by
U =
R
i=1
ci ui,
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we have that
dist(Un, E1(λj))0 ≤ ∥U − Un∥0 ≤
R
i=1
dist(ui,n, E1(λj))0,
and similarly we have
dist(Un, E1(λj))0 ≤ ∥U − Un∥1 ≤
R
i=1
dist(ui,n, E1(λj))1.
Then results (ii) and (iii) come straightforwardly form Lemma 11.4(ii)–(iii).
By construction we have that Λ := Ri=1 c2i λi,n and from the minimum-maximum principle we have that for all
i, λj − λi,n ≤ 0, then from (9) we have
R
i=1
c2i |λj − λi,n| =
R
i=1
c2i (λi,n − λj) = Λn − λj = |λj −Λn|,
so it is also clear thatΛn ≥ λj. Then (18) come directly from Lemma 11.4(i). 
12. Numerical results
12.1. Orthogonality technologies
In this first set of examples, we would like to show the advantages of the orthogonality technologies presented in
Sections 5, 6 and 10. We want to approximate the fifth eigenvalue and the corresponding eigenfunction of problem (1)
on the square domain [0, π]2 just calling on Picard’s method as in Algorithm 1 with no orthogonalization and starting with
four quadratic elements forming the initial structured mesh. So, as always, we compute the approximation of the first fifth
eigenpair on the initial coarse mesh with a generalized eigensolver, then we adapt the mesh for the fifth eigenpair and from
that point on we use Picard’s method. As can be seen from the piece of output below, already on the first adapted mesh,
Picard’s method goes away from the correct value 10 for the eigenvalue and converges to the first eigenvalue:
---- Adaptivity step 1:
ndof: 9, ndof_ref: 121
Projecting coarse mesh solution to reference mesh.
Assembling matrices S and M on reference mesh.
Initial guess for eigenvalue on reference mesh: 14.049870798404
---- Picard iter 1, ndof 121, eigenvalue: 10.089937400818,
picard_err_rel 56.2457%, picard_abs_rel 3.95993
---- Picard iter 2, ndof 121, eigenvalue: 8.617533724041,
picard_err_rel 23.0615%, picard_abs_rel 1.4724
---- Picard iter 3, ndof 121, eigenvalue: 3.262292956407,
picard_err_rel 92.3173%, picard_abs_rel 5.35524
---- Picard iter 4, ndof 121, eigenvalue: 2.059320963619,
picard_err_rel 59.4885%, picard_abs_rel 1.20297
---- Picard iter 5, ndof 121, eigenvalue: 2.002388093093,
picard_err_rel 13.1799%, picard_abs_rel 0.0569329
---- Picard iter 6, ndof 121, eigenvalue: 2.000099686846,
picard_err_rel 2.64435%, picard_abs_rel 0.00228841
---- Picard iter 7, ndof 121, eigenvalue: 2.000008353170,
picard_err_rel 0.5283%, picard_abs_rel 9.13337e-05
---- Picard iter 8, ndof 121, eigenvalue: 2.000004708920,
picard_err_rel 0.105528%, picard_abs_rel 3.64425e-06
---- Picard iter 9, ndof 121, eigenvalue: 2.000004563515,
picard_err_rel 0.0210793%, picard_abs_rel 1.45406e-07
---- Picard iter 10, ndof 121, eigenvalue: 2.000004557713,
picard_err_rel 0.00421058%, picard_abs_rel 5.80168e-09
---- Picard iter 11, ndof 121, eigenvalue: 2.000004557482,
picard_err_rel 0.000841063%, picard_abs_rel 2.31489e-10
This is a clear example of what was predicted in Theorem 4.1.
On the other hand, using the standard orthogonality (Section 5) we cure this problem and the method converges to the
correct eigenpair. In Fig. 5 we show the convergence rate for the fifth eigenvalue. As can be seen, the convergence curve is
almost a straight line which means an exponential convergence rate.
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Fig. 5. Convergence plot for the fifth eigenvalue.
Table 1
Number of computed eigenpairs for different orthogonality technologies.
n Standard Improved
1 5 2
2 5 2
3 5 2
4 5 2
Total 20 8
When the standard orthogonality is used, five eigenpairs are computed on each adaptedmesh, this means that overall 20
eigenpairs are computed. This is quite expensive, but the cost can be reduced using the improved orthogonality (Section 10).
The convergence rate is exactly the same as in Fig. 5, but the number of computed eigenpairs is dramatically smaller. In
Table 1 we reported the number of computed eigenpairs on each adapted mesh using either the standard or the improved
orthogonality. It is worthmentioning that if we had used the generalized eigensolver also on the adaptedmeshes, wewould
have computed five eigenpairs for each mesh, as with standard orthogonality.
12.2. Reconstruction technologies
In the next example we present the benefits of using the reconstruction technology, introduced in Section 8, which
makes it possible to follow the approximation of the same continuous eigenfunction on a series of adaptively refined
meshes, even if the corresponding eigenvalue hasmultiplicity greater than 1. The fact that, via the reconstruction, always the
approximation of the same eigenpair is computed, should lead to a decrease in the computational cost because changes in
the approximations, like the one presented in Figs. 2 and 3 could mislead the adaptive procedure to introduce more degrees
of freedom in regions that are not going to be useful to reduce the error for the target eigenpair.
In Table 2 we compare the results between Algorithm 12 and using a generalized eigensolver without the reconstruction
technology on each refined mesh, both with hp-adaptivity, of problem (1) on the square domain [0, π]2. In particular in
Table 2 we compare for each adaptively refined mesh of index n the DOFs and the error in percentage for the 8th eigenpair
(which belongs to a double eigenvalue) of problem (1), startingwith amesh of 64 square elements and startingwith order of
polynomials 1.Wealso set the target tolerance for the error to 0.3. As canbe seenNewton’smethod takes only 12 refinements
of the mesh to reach the target tolerance, compared to 15 for the generalized eigensolver. Also, between the 3rd and the 4th
refinedmeshes, the error actually increases using the generalized eigensolver. This is due to the fact that the approximation
is changed dramatically between those two meshes and so the 4th mesh, which was refined using the information from
the approximation on the 3rd mesh, is not very good at describing the approximation computed on the 4th mesh. Since
the continuous eigenfunction approximated by the method never changes using the reconstruction, there is no sign of any
oscillation in the error for Newton’s method.
12.3. Approximating eigenfunctions on individual meshes
Nextwewould like to illustrate that in general each eigenfunction should be approximated on its ownmesh.We choose a
classical L-shape domain example for the Laplace operatorwhere the first eigenfunction exhibits a singularity in the gradient
at the re-entrant corner while the second one is completely smooth. The differences in the regularity are reflected in the
adapted meshes: For the first eigenfunction a great amount of h-refinement takes place at the re-entrant corner. For the
second eigenfunction we have an adapted mesh mostly characterized by p-refinement. These results are shown in Figs. 6
and 7.
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Table 2
Comparison between Newton’s method and an eigensolver.
Eigensolver Newton
n Dofs Error % Dofs Error %
1 961 38.8308 961 31.0305
2 1233 21.5207 1201 21.8555
3 1461 16.5425 1501 16.0894
4 1693 20.9316 1777 10.9197
5 1813 13.9295 2081 6.55891
6 2033 7.59609 2361 4.28255
7 2305 3.99428 2717 3.01209
8 2661 3.16526 3149 2.0103
9 3037 2.76441 3421 1.32503
10 3257 1.87542 3721 0.782314
11 3541 1.4761 4161 0.401284
12 3721 0.7925 4565 0.293117
13 4033 0.4206 – –
14 4569 0.3087 – –
15 4925 0.2673 – –
Fig. 6. First eigenfunction for the L-shaped domain and corresponding adapted mesh.
Fig. 7. Second eigenfunction for the L-shaped domain and corresponding adapted mesh.
12.4. Domains with few reentering corners
We conclude the numerics section considering the model problem (1) on the square domain Ω with a square hole.
Assuming that we are interested in the third eigenfunction, see Fig. 2(b), we want to compare adapted meshes using either
the generalized eigensolver on each refined mesh or Algorithm 12, which is the most sophisticated incarnation of Newton’s
method presented in this paper. In Fig. 8 we reported the resulting adapted meshes. As can be seen, the mesh in Fig. 8(b)
presents a gradient in the size of the elements toward the reentering corners where the singularities are located (compare
the mesh with Fig. 2(b)). On the other hand the mesh in Fig. 8(a) does not present any particular adaptive pattern around
the reentering corners. This is due to the phenomenon already described in the motivation of this paper, Section 2, where
it was explained that the position in the spectrum of the second and third eigenfunctions could change refining the mesh.
Because such a phenomenon has happened very often in the simulation, the adaptive procedure was unable to target any
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Fig. 8. Adapted meshes using either (a) the eigensolver or (b) Algorithm 12.
Fig. 9. Convergence plot for the third eigenvalue.
Fig. 10. Convergence plot for the third eigenvalue in log–log scale.
particular singularity. Instead, using the reconstruction technology, the target eigenfunction was fixed and so, it was very
easy for the adaptive procedure to adapt the mesh accordingly. This phenomenon also has implications in the convergence
rate, as can be seen in Fig. 9 where the number of degrees of freedoms are plotted against the error for the third eigenvalue.
It is clear from that picture that Algorithm 12 convergesmuch faster compared to a standard eigensolver. The curves in Fig. 9
seem to approximate straight lines, which suggests an exponential convergence rate. In order to confirm that we included
Fig. 10, where we plot the same curves, but in a log–log scale. Looking at Fig. 10 it is clear that the convergence in both cases
is faster than polynomial. Finally, in Fig. 11 we compare the convergence rates of both Algorithm 12 and the eigensolver in
terms of number of mesh refinements n. The gap in this case between the two methods is even bigger and it is clear that
Algorithm 12 performs much better.
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Fig. 11. Convergence plot for the third eigenvalue in terms of number of mesh refinements.
13. Reproducibility of results
The method presented in this paper is part of the open source C++ library Hermes (http://hpfem.org/hermes), and it
can be found in example ‘‘eigen-adapt-iter’’. If the reader has a problem with building the library on his/her computer,
or with running this example, they should send a message to the mailing list hermes2d@googlegroups.com. For a model
implementation of the Anderson acceleration techniquementioned in Section 5, visit the Networked Computing Laboratory
(NCLab) at http://nclab.comwhere it is part of the PublishedWorksheet ‘‘Fixed Point Iteration (with Acceleration)’’. InNCLab,
anyone can freely experiment with this technique and other numerical methods in his/her web browser.
14. Conclusion and outlook
We presented a novel adaptive higher-order finite element method (hp-FEM) for PDE eigenproblems. As opposed
to conventional methods, it does not need to call a generalized eigensolver at each adaptive step. This eliminates
standard problems associated with repeated eigenvalues. The technique also makes it possible to approximate different
eigenfunctions on individual meshes. The fact that one mesh cannot be optimal for multiple eigenfunctions at the same
time was the original motivation for this study. Another motivation is that using the present method, many eigenfunctions
can be calculated separately in parallel, without a parallel eigensolver. In our next steps we will continue along this line
and adjust the adaptivemultimesh hp-FEM technique [17] to approximatemultiple eigenfunctions adaptively on individual
meshes.
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