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Abstract
How can we know in advance whether simplifying assumptions about beliefs will
make a difference in the conclusions of game-theoretic models? We deﬁne critical types
to be types whose rationalizable correspondence is sensitive to assumptions about
arbitrarily high-order beliefs. We show that a type is critical if and only if it exhibits
common belief in some non-trivial event. We use this characterization to show that
all types in commonly used type spaces are critical. On the other hand, we show that
regular types (types that are not critical) are generic, although perhaps inconvenient
to use in applications.
1 Introduction
Tractable game-theoretic models require simplifying assumptions, often made implicitly,
sometimes without awareness or intention of all the implications. In models of incom-
plete information, this trade-off is a consequence of the standard use of Harsanyi type
spaces. Harsanyi’s model simpliﬁes the description of assumptions about players’ beliefs
about payoffs (their ﬁrst-order beliefs) but to some extent conceals the assumptions about
higher-order beliefs.
For example, in a typical study of auction design, the modeler may use an indepen-
dent, private-values type space to express the (intended) assumption that no bidder has
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1privateinformationaboutanotherbidder’swillingnesstopay. Butthisconvenientmodel,
widely used in practice, entails the additional assumption of a common prior as well as
a less transparent assumption about higher-order beliefs: each bidder’s beliefs about oth-
ers’ willingness to pay is common knowledge among all bidders and the auction designer
himself.
When a game is analyzed using such a type space, how can we know in advance
whether these simplifying assumptions will be important for the conclusions? What type
spaces should be used to ensure that, no matter what game is played, solutions will be
robust to minor mis-speciﬁcations of higher-order beliefs? And which type spaces deliver
conclusions that are sensitive to these mis-speciﬁcations?
In this paper, we answer these questions by deﬁning and then characterizing regular
and critical types. A type is deﬁned to be regular if, regardless of the game, the set of
rationalizable actions is guaranteed to be robust to changes in (sufﬁciently) high-orders
of belief. Conversely, a type is deﬁned to be critical if there is no such guarantee: there
always exist games for which small changes in beliefs at even arbitrarily high order lead
to non-negligible changes in the set of rationalizable actions.
Our main result ﬁnds a precise characterization of critical types in terms of their
higher-order beliefs. We show that all commonly used type spaces in applied analysis
consist entirely of critical types. These include ﬁnite type spaces, common-prior type
spaces, and type spaces that entail common knowledge of any non-trivial event. Indeed,
ourcharacterizationshowsthatatypeiscriticalifandonlyifitexhibitsaformofcommon
belief in some non-trivial event.
Thus, when using these simplifying type spaces, an analyst cannot guarantee in ad-
vance that the predictions do not depend on higher-order beliefs without a case-by-case
analysis of the speciﬁc game and its solutions in all “nearby” type spaces. For example, in
a mechanism design application, the analyst ﬁrst speciﬁes a type space and then searches
for a game form that achieves a certain goal. The goal of robust mechanism design is to
avoid type spaces whose optimal mechanisms rely on assumptions about higher-order
beliefs. The only type spaces that ensure robustness at the outset are those composed of
regular types. These exclude not just the independent private values model but all com-
monly used type spaces in mechanism design. For those critical type spaces, robustness
would have to be checked once the optimal mechanism is found by analyzing the so-
lutions of that mechanism in all similar type spaces, embodying different higher-order
beliefs.1
1There are two ways robustness can potentially fail. There may be a failure of upper hemi-continuity
2On the other hand, we show that regular type spaces exist and in fact are, in a certain
sense, typical. Regular types comprise a generic subset within the universal space of
types according to the natural topology induced by their hierarchies of belief. Caution is
necessary in interpreting this result, however, because regular type spaces, while generic,
are so difﬁcult to describe and work with that they are probably intractable.
1.1 Related Literature
Our work builds on the literature studying the impact of higher-order beliefs in game
theory. Rubinstein (1989) was the ﬁrst to demonstrate the sensitivity of solution concepts
to higher-order beliefs. In the terminology we use, Rubinstein showed that models of
complete information are critical. We illustrate some of our results using his electronic-
mail game example below. Morris (2002) analyzed a particular inﬁnite “higher-order
expectations game” and showed that for this game rationalizable behavior in ﬁnite type
spaces and continuous type spaces with bounded densities is not robust to changes in
higher-order beliefs.
We extend these results in two ways. First, we provide an exact characterization of
critical types. The characterization relies on a notion of common p-belief introduced by
MondererandSamet(1989)asameasureofapproximatecommonknowledge. Roughly, a
type exhibits mutual p-belief in some event E if the type believes E holds with probability
p, and believes that with probability p the other players believe E holds with probabil-
ity p, etc., for some ﬁnite number of iterations. The type exhibits common p-belief if the
statement holds for inﬁnitely many iterations. In this sense, common p-belief is an as-
sumption about beliefs of arbitrarily high order. We show that a slightly weaker version
of this assumption characterizes critical types.2 We use this characterization to prove that
commonly used types, such as ﬁnite types and common prior types, are critical.
Because we deﬁne a regular type to be one that has robust behavior across all games,
our criterion is demanding. On the other hand, Weinstein and Yildiz (2007) have analyzed
robust types for a ﬁxed game. More generally, it is important for applications to identify
implying that the set of rationalizable actions expands, or there may be a failure of lower hemi-continuity
implying that the set collapses. The ﬁrst kind of failure would cause problems for a planner who seeks
to fully implement a social choice function as new, undesirable, solutions could appear. The second kind
would be problematic in standard implementation problems where the existence of at least one desirable
solution is enough. Then, the collapse of the rationalizable set may remove the desired outcome. Because
Dekel, Fudenberg, and Morris (2007) have shown that the ﬁrst form of robustness is guaranteed (we cite
this result as Lemma 1 below), critical types exhibit this second form of non-robustness.
2More precisely, we work with a slightly weaker version of the common repeated p-belief introduced in
Monderer and Samet (1997).
3the speciﬁc games for which critical types may fail robustness. In a recent paper, Chen
and Xiong (2009) make an important step in this direction. Say that type is n-critical,
if there exists a game with at most n actions for which small changes in beliefs at even
an arbitrarily high order lead to large changes in the set of rationalizable actions. Chen
and Xiong (2009) show that all ﬁnite and almost all common prior types are 3-critical (an
example of their construction is presented below). On the other hand, for any given n,
there are critical types that are not n-critical.
Weinstein and Yildiz (2007) analyze ﬁnite games with a rich payoff structure and show
that for any ﬁxed game the set of types with a unique and robust rationalizable action
contains an open and dense set. The rich payoff assumption says that, for each action,
there is a state in which that action is dominant. Although natural in some situations,
the assumption is restrictive and for example would not be appropriate in a mechanism
design application. While it is clearly necessary for the uniqueness part of their result,
we show that it can be dispensed with in the robustness part. Say that type is G-regular,
if the rationalizable actions in game G are robust to changes in high orders of belief. We
show that the set of G-regular types contains an open and dense set. Some additional
differences between our result and theirs concerning common prior types are discussed
in Section 5.2.
We deﬁne rationalizability using the interim correlated rationalizability from Dekel,
Fudenberg, andMorris(2007). WediscussinSection6howtoextendtheresultsinthispa-
per to interim independent rationalizability, which has been studied by Morris and Skiadis
(2000) and Ely and Peski (2006). See Battigalli, Tillio, Grillo, and Penta (2009) for further
discussion of these solution concepts.
2 Examples
We present some examples illustrating our characterization of critical types, beginning
with complete-information types.
2.1 Complete Information Types
Suppose there are two players, and the players are uncertain whether tomorrow there
will be rain or sun. Let us represent their uncertainty by assuming there are two states of
nature w 2 W = f 1,+1g, where w =  1 represents rain and w = +1 represents sun.
A Harsanyi type space speciﬁes a set of types for each player, and for each type a belief
4about W and about the type of the other player.
Complete information is modeled by the simplest type space in which each player has
exactly one type and that type is certain of (i.e., attaches probability 1 to) a single state.
Let’s suppose that there is complete information, and the two players are certain that
there will be sun tomorrow, i.e., w = +1.
Once we have ﬁxed a type in a type space, we determine whether the type is a regular
type by considering all possible games whose payoffs depend on the realization of W. The
type is regular if, for every such game, its rationalizable behavior is robust to changes in
higher-order beliefs. If not, then it is a critical type.
Rubinstein ﬁrst demonstrated that complete-information types are critical with the
use of the following coordination game. The two players must decide whether to meet
for coffee tomorrow (action A) or to stay in the ofﬁce and work (action B). If there will
be sun, then both prefer to meet rather than work, but if there will be rain, then player
2 prefers to work. Player 1 prefers to take the same action as player 2, regardless of the









Figure 1: The E-mail game
For our complete-information types, there is common knowledge that there will be
sun. Commonknowledgeensuresthatgoingtothecoffeeshop, i.e., proﬁle(A,A), isratio-
nalizable and indeed constitutes a (Bayesian) Nash equilibrium. To show that these types
are critical, Rubinstein constructed a sequence of types whose beliefs approach common
knowledge but for whom action A is not rationalizable, or even approximately rational-
izable.
Consider any type that has mutual knowledge of order k that there will be sun. Mu-
tual knowledge of order k means knowing there will be sun, knowing that the opponent
knows that there will be sun, etc. (k times). Consider a sequence of types tk
i, as k ap-
proaches inﬁnity, where tk
i has mutual knowledge of order k that there will be sun. In-
tuitively, for very large k, the type tk
i has something close to common knowledge. This
statement can be made formal by describing types explicitly in terms of their Mertens
and Zamir (1985) beliefs and higher-order beliefs. Then, “close to common knowledge”
5means that the sequence tk
i converges to the complete-information types in the natural
product topology on higher-order beliefs.
Rubinstein looked at sequences in which the type tk
i, while having mutual knowledge
of order k that there will be sun, nevertheless exhibits some uncertainty at higher orders.
In particular, she attaches greater than 1/2 probability to the opponent attaching greater
than 1/2 probability to ...(k+1 times) to player 2 being almost certain there will be rain.3
Rubinstein showed, using an infection argument, that B is the unique rationalizable
action for every type in the sequence. First, if player 2 is sufﬁciently sure of rain, she will
play B. Now, if player 1 is type t1
1 and attaches greater than 1/2 probability to player 2
being sufﬁciently sure of rain, then player 1 maximizes his expected payoff by playing B
as well. By induction, for k  0, type tk+1
i will attach probability greater than 1/2 to the
opponent playing B and will have a unique best-reply to play B as well.
In fact, action A is not even approximately rationalizable for any type. Formally, an
action is #-rationalizable if it survives an iterative procedure of elimination of actions
that are not #-best-replies to the surviving strategies. Action A is not #-rationalizable for
any type of either player for any # < 1/2. This strong form of discontinuity is part of
our formal deﬁnition of a critical type. A type is critical if its rationalizable behavior is
“broken” by higher-order belief perturbations, and not only “bent.”
2.2 Finite Types and General Common Knowledge Types
Rubinstein was able to show that complete-information types are critical by exploiting
the fact that there was an event in the state space W, namely sun, that was commonly
known. This allows the construction of a game whose payoffs differ on the complement
of that event, and an infection argument based on small higher-order probabilities that
the complement had occurred.
A similar idea explains why types in any ﬁnite type space are critical, even types that
have no common knowledge of any (proper) subset of W. To see this, consider any ﬁnite
type space T. Recall that a type’s ﬁrst-order belief is the probability assessment over
elements of W, in this case, the probability of sun. There is a continuum of possible ﬁrst-
3These types can formally be described using a type space, following Rubinstein. Each player i has a
countable set of types Ti = ftk
ig¥
k=0. There is a common prior r 2 D(f 1,+1g  T1  T2) from which the
state and the type proﬁle are drawn. The prior r is deﬁned by r( 1,t0
1,t0
2) = 1/2 and for some b less than






2 if k = l or k = l + 1
0 otherwise
6order beliefs, but a ﬁnite type space includes only ﬁnitely many distinct ﬁrst-order beliefs.
Each type’s second-order belief must assign probability 1 to this set of ﬁrst-order beliefs,
each type’s third-order belief must assign probability 1 to such second-order beliefs, etc.
As a consequence, while there may not be common knowledge in any subset of W, all
of the types in any given ﬁnite type space have common knowledge of a discrete set of
possible ﬁrst-order beliefs. This property implies that the types are critical, as we now
demonstrate.
For concreteness, let us suppose that all of the ﬁrst-order beliefs, i.e., the belief that the
state is equal to w = +1, lies outside the interval (1/4,3/4). Then, we can show that all
of the types in T are critical by considering the game from Figure 2.
L ? R
U 2,2+ w 0,5/2 2,2  w
D 1,0 2,5/2 1,0
Figure 2: A game illustrating why ﬁnite types are critical
In this game, there is a Bayesian Nash equilibrium in which all types of player 1 playU
and player 2 plays L when his ﬁrst-order probability of sun (w = +1) is at least 3/4 and
R when that probability is less than 1/4. It follows that these actions are rationalizable
for the respective types.
Now we can perturb the higher-order beliefs of any of the types t of player 1 in the
ﬁnite type space and show that none of these actions are approximately rationalizable for
the perturbed types. To begin with, we consider any type t1 that has exactly the same
ﬁrst-order beliefs as player 1 and that knows4 that player 20s ﬁrst-order belief assigns
equal probability to the two states. For such a type, the action ? is (interim) strongly
dominant and hence the unique rationalizable action. More generally, consider a type tn
that has exactly the same ﬁrst 2n   1 orders of beliefs as type t, and knows that player
2 knows that ... (2n   1 times) that player 2 assigns equal probability to the two states.
Clearly, the sequence of types tn converges to the original type t.
Then the proof is by induction on n. When n = 1, player 1 knows that player 2 assigns
equal probability to the two states; hence, player 1 knows that player 2 will play ?. The
unique best-reply for player 1, regardless of the state, is to play D. Thus, D is the unique
rationalizable action for the perturbed types of 1 with n = 0. When player 2 knows that
4Knowledge, i.e. belief with probability 1, is stronger than necessary. We need only belief with high
probability. And by altering the payoffs in the game, we can get by with lower and lower probability belief.
7player 1 knows that 2 assigns equal probability to the two states, player 2 knows that 1
will play D. Neither action L nor R is a best-reply to D, regardless of the state. Thus, only
? can be rationalizable for such player 2, and only D is rationalizable for player 1 type t2.
By induction, for arbitrary n, the types with beliefs tn know that the opponent will play ?
and the unique best-reply is D. We have shown that ? is the unique rationalizable action
for all of the perturbed types for any n.
We utilized only the property that in ﬁnite type spaces there is common knowledge
that some interval of ﬁrst-order beliefs was excluded. Thus, the previous construction
would apply to show that any type in any type space with this property would be crit-
ical. For example, none of the types in Rubinstein’s approximate common knowledge sequence
have ﬁrst-order beliefs in the interval (1/4,3/4), and; hence, the types have common
knowledge that this set is excluded. While these types do not have common knowledge
of any proper event in W and do not belong to any ﬁnite type space, nevertheless they are
also critical types, as can be shown using the same game and perturbations just described.
More generally, an extension of the previous idea applies to any type that exhibits
common knowledge of some proper, closed subset of kth-order beliefs. A signiﬁcant com-
plication arises at this level, however. With ﬁnite types, by constructing the game with
payoffs that depend in the appropriate way on W, we were able to induce types with spe-
cial ﬁrst-order beliefs to play differently and start the infection argument. But for k > 1,
payoffs in a game do not depend directly on k   1st-order beliefs so it is not immediate
how to initiate the induction. In this case, our construction involves two main steps. First,
we construct a game in which play depends ﬁnely on kth-order beliefs. The construction
of this game is built upon the result of Dekel, Fudenberg, and Morris (2006) showing that
any pair of types with distinct higher-order beliefs have distinct rationalizable behavior
in some game. Next, based on the structure of that game, we are able to construct a new
coordination game on which to base the infection argument.5
5Although the construction of games that exhibit criticality may sound complicated, such games are not
at all uncommon. Actions that depend on kth-order beliefs take the form of higher-order bets, where a ﬁrst-
order bet is a bet on the states, a second-order bet is a bet on the states and the ﬁrst-order bets, and so on ....
. Games involving ﬁrst-order bets model trade in assets whose returns are linked to fundamentals. Games
involving higher-order bets model derivative assets. Finally, as in the Rubinstein’s example, the underlying
coordination game can be interpreted as an investment game, where the payoff depends on the investment
decisions of other players as well as the players’ decisions concerning higher-order bets. We are grateful to
an anonymous referee for this interpretation.
82.3 Common p-belief and Common Prior Types
In fact, a further extension of this argument works to show that any type with common
p-belief, for any p > 0, of any non-trivial closed subset of belief hierarchies (not just subsets
of beliefs at some given order k) is critical. We apply this result to common prior type
spaces. The result also extends to games with any number of players. In the n-player
case critical types are characterized by a form of common p-belief that is weaker than the
standard version.
A sufﬁciently rich common prior type space will not have common knowledge or
even common belief in any proper subset of ﬁnite-order beliefs. Therefore, to apply the
characterization, we prove a new result showing that any common prior must attach
probability 1 to a set of types that have a non-trivial common belief. The proof is based
on an extension of (one half of) the Kajii and Morris (1997) critical path lemma that states
that events with high ex-ante probability under a common prior must also be common
belief with high probability.
Thus, in any common prior type space, critical types have probability 1. We contrast
this result with the result on common prior types in Weinstein and Yildiz (2007).
2.4 Regular Types
We show that the non-trivial common p-belief is not only sufﬁcient but also necessary for
a type to be critical. The idea is to show that for each game G, there exists a non-trivial
closed subset of hierarchies W and p > 0 such that if a type does not exhibit a common
p-belief in W, then it is G-regular, i.e., it has a continuous rationalizable behavior in game
G. The exact statement of this fact is contained in Lemma 5. Here, we present an intuition
using the game from Figure 2.
Let U = (1/4,3/4) be an open interval of the ﬁrst-order beliefs that the state is equal
to w = +1 and let W be the closed set of player 2’s hierarchies that do not have their ﬁrst-
order beliefs in U. Consider the types of player 2 with their ﬁrst-order beliefs in set U.
Denote such types as E
U,0
2 . Each such type has a dominant action ?. Moreover, such types
have a continuous rationalizable behavior: any type obtained by a small perturbations of
beliefs, i.e., any type with the ﬁrst-order beliefs in a small neighborhood of W has ? as a
dominant and, as the uniquely rationalizable action. Thus, all such types are G-regular.
Next, consider the types of player 1 that assign probability at least 1   p to the types
of player 2 in set E
U,0
2 for some p < 1
2. Denote the set of such types as E
U,1
1 . Such types
believe with probabiltiy 1   p that their opponent’s unique rationalizable action is ?.
9Because p < 1
2, the only rationalizable action of such types is equal to D. Moreover, all
types that have believes sufﬁciently close to the types in set E
U,1
1 assign a probability
arbitrarily close to 1   p to the opponent’s unique rationalizable action being ?, which




Next, consider the types of player 2 that assign a probability at least 1  p to the types
of player 1 being in set E
U,1
1 . Denote such types as S
U,2







types in set E
U,2
2 have a unique rationalizable action equal to ? : either because their ﬁrst-
order beliefs lie in the interval U, or because they assign probability at least 1   p to the
opponent’s types with uniquely rationalizable action D. Moreover, because the unique
rationalizable action remains the same after small perturbations of beliefs, all types in
set E
U,2
2 have continuous rationalizable behavior, i.e, they are G-regular. More gener-
ally, deﬁne the set of types E
U,k
i of player i that either belong to set E
U,k 2
i or that assign
probability at least 1   p to the opponent’s types being in set E
U,k 1
 i . All such types are
G-regular.




1 of sets of types of player 1. Such a




2 , i.e., to the fact that either player 2’s types do not belong to set W or that
player 2’s types assign probability at least 1  p to set S1. Thus, S1 is equal to the comple-
ment of the set of types that assign probability at least p to the fact that player 2’s types
belong to W and that player 2 assigns the probability at least p to the fact that player 1’s
types belong to S1. In other words, S1 is equal to the complement of the common p-belief
in W. Because S1 consists of G-regular types, this establishes our claim for game from
Figure 2.
Our goal is to characterize the regular types, i.e., the types that are G-regular across
all games G. Because the choice of W and p will depend on game G, a sufﬁcient condition
for a type to be regular is that has no common p-belief in any non-trivial closed set of
hierarchies for any p > 0. But this completes our characterization of the cirtical (i.e., non-
regular) types.
2.5 Genericity of Regular Types
While critical types are pervasive in applications, such types are, in a formal sense, very
rare: their complement forms a residual subset of the universal type space relative to the
natural product topology on higher-order beliefs. The regular types are the typical ones.
10Nevertheless, they are in a certain sense elusive: actually describing a regular type is a
serious challenge in its own right. It is thus not surprising that they do not appear in
applied analysis. Indeed, without the simplifying tools of either ﬁnite or common-prior
type spaces to implicitly describe hierarchies, we are not well-equipped to describe them
at all. In an online appendix we provide a constructive description of a regular hierarchy
via a type space.
3 Model
If X is a measurable space, then DX refers to the set of probability measures on X. We as-
sume that DX has a s-algebra generated by sets

m 2 DX :
Z
f (x)dm(x)  a

for some
a  0 and measurable function f : X ! R. When X is a topological space, we treat
X as a measurable space equipped with the Borel s-algebra and we assume that DX is
equipped with weak topology. If f : X ! Y is a measurable mapping between two
measurable spaces, then we write Df : DX ! DY for the induced mapping between the
corresponding spaces of measures.6
We consider N-player games with incomplete information. For each player i, we use
the standard notation  i to denote all players j 6= i. We ﬁx throughout a space of basic
uncertainty (or states of nature) W. In a game with incomplete information, payoffs de-
pend on action choices as well as the realization of W. We assume that W is a compact
metrizable space with at least two elements.7
The players’ uncertainty is modeled by a Harsanyi type space over W. A type space
over W, denoted T = (Ti,mi)iN, consists of a pair of measurable spaces Ti and two mea-
surable belief mappings mi : Ti ! D(W  T i), where T i = j6=iTj. The probability
measure mi(ti) 2 D(W  T i) indicates the belief of type ti about the basic uncertainty
and the type of the opponent.
A game over W is a tuple G = (Ai, gi)iN, where for each i, Ai is a ﬁnite set of ac-
tions and gi : Ai  A i  W ! R is a continuous payoff function. We extend the payoff
functions to lotteries gi : DAi  DA i  W ! R in the usual way.





7This ensures that there is non-trivial incomplete information and there exists more than one (in fact
inﬁnitely many) hierarchies of belief.
113.1 Interim (Correlated) Rationalizability
We base our analysis on the concept of interim correlated rationalizability ﬁrst introduced
by Dekel, Fudenberg, and Morris (2007). Fix a type space T, and a game G = (Ai, gi).
An assessment is a proﬁle of measurable subsets a = (a1,...,an) where ai  Ti  Ai.
Alternatively, an assessment can be deﬁned by the proﬁle of correspondences ai : Ti 
Ai, with ai(ti) := fai : (ti,ai) 2 aig. The image ai(ti) is interpreted as the set of actions
that player i of type ti could conceivably play. For each player i, each proﬁle t i 2 T i, let





A player i’s conjecture is a measurable mapping s i : W  T i ! DA i.8 The expected




gi (ai,s i (w,t i),w) dmi (w,t ijti). (3.1)
A conjecture is a selection from assessment a if for each proﬁle of types t i 2 T i, each
state w 2 W,
s i (w,t i)(a i (t i)) = 1.
Let Si(a) be the set of all conjectures for i that are selections from a.
Forany #  0, anaction ai isaninterim # best-responsefor ti against s i if pi(ai,s ijti) 
pi(a0
i,s i,jti)   # for all a0
i 2 A i. Let Bi(s ijti;#) denote the set of all interim # best-
responses for ti to s i. If a is an assessment, then Bi(ajti;#) is the set of all # best-
responses to conjectures in Si(a). Finally, Bi(a j #) is the assessment given by the graph
of the best-response correspondence Bi(a ij;#):
(ti,ai) 2 Bi(a j #)iff ai 2 Bi(a ijti;#).
If we set R0
i ( j G,#) = Ti  Ai, and for natural numbers m, iteratively deﬁne assess-
ments Rm( j G,#) by
Rm
i ( j G,#) = Bi





i (ti j G,#) is the set of actions for type ti that survive m rounds of elimination of
8With such a conjecture, player i entertains the possibility that his opponents correlate their play with
the play of the others, the types of the others, and the state of the world. This is an important feature of
interim correlated rationalizability, and this feature plays a key role in Lemma 1 below, a starting point for
our analysis. See Dekel, Fudenberg, and Morris (2007) and Ely and Peski (2006) for elaboration of these
points.
9In order to avoid to many paranteses, we write mi (Ejti) to denote the mass mi (ti)(E) of measurable set
E  W  T i with respect to measure mi (ti).
12never-best-replies.
An assessment a has the # best-response property if every action attributed to player i
is an interim #-best-reply to some selection from a i, i.e.,
ai  f(ti,ai) : ai 2 Bi (a ijti;#)g
If the above is satisﬁed with equality, then we say that a has the # ﬁxed-point property.
Proposition 1. For every #  0, there exists a maximal (with respect to set inclusion) assessment
R( j G,#) with the best-reply property. The assessment R( j G,#) has the ﬁxed-point property
and is equal to the assessment obtained by iterative elimination of never-best-replies:




The proof of the proposition follows standard ideas. Dekel, Fudenberg, and Morris
(2007) have shown it for the case of # = 0 and the identical proof works for arbitrary #  0.
The assessment R( j G,#) is the interim correlated #-rationalizable correspondence, and
we say that ai is interim # rationalizable for type ti if ai 2 Ri(tijG,#).
We refer to Si(R(tijG,#)) as the set of #-rationalizable conjectures for i. An action is #-
rationalizableforsometypeifandonlyiftheactionisabest-responsetoan #-rationalizable
conjecture.
3.2 The Universal Type Space
A type space is an implicit description of a player’s higher-order beliefs. Our charac-
terization of critical types will be in terms of their hierarchies of beliefs, explicitly de-
scribed. This ensures that our classiﬁcation does not depend on any particular choice of
type space.10
Throughout, we work with the Mertens and Zamir (1985) universal type space, which
we denote U (W) = (Ui (W),mi)
N
i=1 . Here we brieﬂy review the deﬁnition and emphasize
onlythepropertiesthatwillbeimportantfor ourresults. Foradditionaldetails, thereader
can consult Mertens and Zamir (1985) or Brandenburger and Dekel (1993).
10Friedenberg and Meier (2009) make the important observation that working with large type spaces as
we do here may not be without loss of generality as usually supposed. The problem they identify is speciﬁc
to the Bayesian Nash equilibrium solution concept and does not arise for rationalizability, the solution
concept we study.
13The set Ui(W) is taken to be the set of all coherent sequences of ﬁnite hierarchies of
belief over the space W. If Uk
i (W) is the set of hierarchies up to order k, then Ui(W) is





i (W). Each element ui 2 Ui(W) is uniquely
associated with a probability measure in D(W  U i(W)) by the belief mapping mi.






i (W). Throughout the paper, we write un
i ! ui to denote convergence in
the product topology. By standard results, this topology is compact metrizable. When
the space of beliefs D(W  U i(W)) is endowed with the topology of weak convergence,
then the belief mapping is a homeomorphism. In particular, convergence of hierarchies
un
i ! ui is equivalent to weak convergence of the associated beliefs.
In light of the homeomorphism, to ease notation, we use the symbol ui interchange-
ably to refer to either the hierarchy (i.e., the element of Ui(W)) or the belief (i.e., the as-
sociated element mi(ui) 2 D(W  U i(W)). Also, whenever no confusion results, we use
the same symbol ui to refer to marginal probabilities over U i(W). For example, if E is a
measurable subset of U i(W), then instead of writing ui(W  E), we simply write ui(E)
for the probability of the set E.
Each type ti 2 Ti from any type space T can be associated with its hierarchy of be-
liefs through the Mertens-Zamir type-morphism fT
i : Ti ! Ui (W).11 Dekel, Fudenberg,
and Morris (2007) showed that (interim correlated) rationalizable behavior of any type is
determined by this type’s hierarchy.
Lemma 1 (Dekel, Fudenberg, and Morris (2007)). For any type space T = (Ti,mi), any player
i and type ti 2 Ti, any game G, any # > 0






Moreover, the rationalizable correspondence Ri (jG,#) : Ui (W)  Ai on the universal type
space is upper hemi-continuous.
The rationalizable correspondence on the right-hand side is deﬁned over the universal
type space. Lemma 1 allows us to consider Ri as a correspondence deﬁned directly on
11The Mertens Zamir type morphism is uniquely deﬁned as the proﬁle of measurable mappings fT
i :













 i : W  T i ! W  U i (W) is deﬁned in the natural way.
14Ui(W), i.e., Ri(uijG,#) is the set of #-rationalizable actions for any type ti whose hierarchy
is ui, independently of the type space to which ti belongs. We note that for any ﬁnite m,
the statement of the theorem also holds for the correspondences Rm
i ( j G,#) of actions
that survive m rounds of elimination of never-best-replies; see Lemmas 1 and 2 of Dekel,
Fudenberg, and Morris (2007).
3.3 Continuity of Behavior
The product topology provides a concept of similarity of types according to their (exoge-
nous) description, i.e., their beliefs. We are interested in types for whom similarity in be-
liefs corresponds to similarity in behavior. We will use the concept of strategic convergence
introduced by Dekel, Fudenberg, and Morris (2006) to capture similarity in behavior. For
any sequence of hierarchies un
i , any hierarchy ui, and any game G, say that a sequence un
i
G-converges to ui, if for any action ai, the following two statements are equivalent:
1. ai is rationalizable for hierarchy ui,
2. for each # > 0, there exists N# such that for all n  N#, ai is #-rationalizable for un
i .
Say that sequence un
i converges to ui in the sense of strategic convergence, written un
i !ST
ui, if it G-converges for each game G.12
Convergence in the strategic topology captures a notion of continuity of rationalizable
behavior. The implication from 2 to 1 is a form of upper hemi-continuity. It requires that
actions that are approximately rationalizable for approaching types are rationalizable in
the limit. As we note in Lemma 1, Dekel, Fudenberg, and Morris (2006) show that this
form of upper-hemicontinuity is guaranteed for sequences that converge in the product
topology.
The implication from 1 to 2 is a form of lower hemi-continuity: actions that are ratio-
nalizable for some type should be approximately rationalizable for approaching types.
Lower hemi-continuity of (approximate) rationalizable behavior is a stronger require-
ment than convergence in the product topology, and this was illustrated with the elec-
tronic mail game. There, a type with complete information could rationalize an action
12Strategic convergence is deﬁned only for sequences (and not more generally, nets). Specifying a set of
convergent sequences is in general not sufﬁcient to deﬁne a topology. In Ely and Peski (2009), we formally
deﬁne the coarsest topology on the universal type space with these convergent sequences. This strategic
topology turns out to be metrizable and equivalent to the metric topology considered in Dekel, Fudenberg,
and Morris (2006).
15that was not approximately rationalizable for types approaching it in the product topol-
ogy.13
4 Critical Types
4.1 Regular and Critical Hierarchies
We are now in a position to formalize our notion of a critical type as one for which sim-
ilarity of higher-order beliefs is not enough to ensure similarity of behavior. With these
notions of similarity deﬁned, respectively, in terms of convergence in the product and
strategic topologies, we have the following deﬁnition.
Deﬁnition 1. We say that hierarchy ui 2 Ui (W) is
1. G-regular for a given game G if for any sequence un
i , the convergence in the product topol-
ogy un
i ! ui, implies that un
i G-converges to ui,
2. regular if it is G-regular for each game G, i.e., for any sequence un
i , the convergence in the
product topology un
i ! ui, implies strategic convergence, un
i !ST ui,
3. critical (G-critical), if it is not regular (G-regular).
Appealing to Lemma 1, we are going to say that a type in some type space is criti-
cal (or regular) if its hierarchy of beliefs is critical (or regular). Thus, for example, the
complete-information types are G-critical when G is the electronic-mail game. The types
in the Rubinstein sequence, while G-regular for the electronic-mail game,14 are neverthe-
less critical because, for example, they are G-critical for the game in Figure 2.
Now the task is to identify the property of a type’s belief hierarchy that determines
whether the type is regular or critical. That property turns out to be a version of common
p-belief due to Monderer and Samet (1989).
13It is important that the strategic topology is deﬁned using #-rationalizability. Rationalizability, like best-
replies, allow for indifferences. These indifferences can always be broken by small perturbations in beliefs
and higher-order beliefs. Thus, an alternative deﬁnition that substitutes exact rationality into 2 would yield
no convergent sequences and (looking ahead) all types would be critical types. This is analogous to the
statement that, for example, the Nash correspondence is not lower hemi-continuous, although the #-Nash
correspondence is. See Fudenberg and Levine (1986). Using #-rationalizability gives the strategic topology
the same convergence properties. See Dekel, Fudenberg, and Morris (2006) for further discussion.
14This follows immediately because these types have a unique rationalizable action in the electronic mail
game.
164.2 Common Belief
Monderer and Samet (1989) introduced the concept of common p-belief. Monderer and
Samet (1997) discuss a related concept of common repeated p-belief. We will use a weaker
form of the latter concept in our characterization (our deﬁnition coincides with Monderer
and Samet (1997) in the case of N = 2). If we have measurable sets Wj  Uj (W) for
each player j, then the set W = jWj  jUj (W) is called a product event. We say that
a hierarchy ui exhibits (weak) common p-belief in a product event W if ui 2 Wi, and ui
assigns probability at least p that the hierarchy of at least one player j 6= i belongs to Wj
and j assigns probability at least p to that the hierarchy of at least one player j0 2 j belongs
to Wj0, and so on. Formally, for each player i, deﬁne
B
p
i (W) = Wi \

ui 2 Ui(W) : ui
 







i (W) is the set of hierarchies of player i that belong to Wi and that assign probabil-
ity at least p that a hierarchy of at least one opponent j 6= i belongs to Wj. It is sometimes
convenient to write Vj = Uj(W) nWj and V i = j6=iVj and use the equivalent expression
B
p
i (W) = Wi \ fui 2 Ui(W) : ui (V i) < 1  pg.





i (W)  U(W).
Note that Bp(W)  W. By the measurability of the belief-mapping on the universal type
space (indeed it is a homeomorphism), the sets B
p
i (W) and Bp(W) are measurable. To
refer to iterations of the belief operator, write [Bp]2(W) = Bp(Bp(W)), and [Bp]k(W) =






15The original Monderer and Samet (1989) concept would be deﬁned analogously but with B
p
i (W) =
fui : ui(W i)  pg. In the common repeated p-belief from Monderer and Samet (1997), we would take
B
p



























k (W). In addition, we have
the following version of the original ﬁxed-point characterization due to Monderer and
Samet (1989) (the proof can be found in Appendix A).
Lemma 2. Let W  U(W) be a product event.
C
p
i (W) = B
p
i (Cp(W)).
4.3 Characterization of Critical Types
The main result of the paper characterizes critical hierarchies. Say that product event
W = Wj is closed, if Wj  Uj (W) is closed in the product topology for each j. Say that
W is proper, if Wj  Uj (W) (strict inclusion) is a proper subset for each j.
Theorem 1. A hierarchy ui 2 Ui (W) is critical if and only if there exists p > 0 and a proper and




Thus, the critical types are all of those with any non-trivial common belief. The second
result says that the regular types are generic in the standard sense of residual sets. Recall
that the subset of topological space is residual if it is a countable intersection of dense and
open sets. By the Baire Category Theorem, residual subsets of complete metrizable spaces
are dense.
Theorem 2. The set of regular hierarchies forms a residual subset (in the product topology) of
Ui (W).
We compare Theorem 2 with a result from Weinstein and Yildiz (2007). In that paper,
the authors analyzed ﬁnite games with rich payoffs and showed that for any ﬁxed game
the set of types with a unique and robust rationalizable action is open and dense. In our
terminology, it means that the set of G-regular types is an open and dense subset of the
18universal type space. The next result shows that the rich payoff assumption can be dis-
pensed with for this generic robustness result. The observation is a simple consequence
of the upper hemi-continuity of the rationalizable correspondence.16
Theorem 3. For each game G, the set of G-regular hierarchies contains an open and dense subset
of the space of hierarchies Ui (W).
4.4 Preliminary Results
Our characterization of critical types is based on the following lemmas. The proofs of the
results can be found in Appendix B.
Lemma 3. Let V be any product event, and let p > 0. The complement of C
p
i (V) is dense in the
product topology. If V is closed, then the complement of C
p
i (V) is open for each i.
Thus, given any type ui, there is a sequence of types that do not have common p-belief
in V but whose higher-order beliefs converge to those of ui. In fact, our proof of Lemma 3
shows that for every k, there is a hierarchy in the complement of C
p
i (V) that is identical to
ui up to order k.
Lemma 4. For any proper and closed product event W, any p > 0 and any small enough # > 0,
there exists a proper product event V  W and a game G, which for each player i has a subset of
actions zi such that
1. For each ui 2 C
p
i (W), there is an element ai 2 zi that is interim-rationalizable for ui.
2. No element of zi is interim-#-rationalizable for any ui / 2 C
p 2#(1 p)
i (V).
This lemma says that we can always ﬁnd a game with a set of actions whose rational-
izability hinges on whether there is common p-belief in certain events. There is a simple
intuition behind the lemma. We construct a coordination game with a pair of actions
(ai,a i) such that player i plays a only if her hierarchy of beliefs belongs to V and she
believes with probability at least p that the opponent plays a i. On the other hand, play-
ers  i play a i only if they believe with probability at least p that player i plays ai. The
16The rich payoff structure is clearly necessary for the generic uniqueness. For example, consider a game G
in which the payoffs do not depend on w 2 W. That game is effectively a complete-information game, and
all types will have the same sets of rationalizable actions. If the complete-information game has multiple
rationalizable actions, then generic uniqueness clearly fails.
19difﬁculty in the proof is ﬁnding the right set V and constructing the game so that types in
V have distinctive rationalizable behavior.
We use Lemma 3 and Lemma 4 to show that a non-trivial common belief is a sufﬁcient
condition for a type to be critical. The fact that the condition is also necessary follows
from the last result.
Lemma 5. For any game G, there is a proper and closed product event W such that if ui / 2 C
p
i (W)
for all p > 0 then ui is G-regular.
The proof of Lemma 5 begins by showing that for every game G there is an open non-
empty set of hierarchies Vj that are G-regular. We deﬁne the set W to be the complement
of V = ÕVj. Suppose ui / 2 B
p
i (W). This means either that ui / 2 Wi or ui believes with at
least 1   p that each opponent j’s hierarchy belongs to the complement of Wj. The ﬁrst
case is equivalent to ui 2 Vi which implies that ui is G-regular. Consider the second case.
Any type u0
i close to ui in the product topology will assign close to 1  p probability to the
G-regular types V i. We use this to show that any rationalizable conjecture si for ui can
be approximated by an approximately rationalizable conjecture for u0
i that coincides with
si on the set V i, i.e., with probability at least 1  p. If ai was a best-reply to si then ai will
be a #-best-reply for u0
i, where # is proportional to p. An inductive argument then extends
to types ui / 2 Bi(Bp(W)), etc. Finally, quantifying over all p > 0 completes the proof that
these types are G-regular.
4.5 Proof of Theorem 1
Suppose that ui 2 C
p
i (W) for proper and closed product event W. Let # =
p
4(1 p). Then,




ai / 2 Ri(vijG,#)
for any vi / 2 C
p 2#(1 p)
i (V). By Lemma 3, there is a sequence of hierarchies un
i ! ui
such that un
i / 2 C
p 2#(1 p)





for all n. Thus,
ui is critical because the sequence converges in the product topology to ui but does not
G-converge to ui.
Now, suppose that ui / 2 C
p
i (W) for each proper and closed product event W and for
each p > 0. By Lemma 5, ui is G-regular for any game G; hence, ui is regular.
204.6 Proof of Theorem 2
For any p > 0 and any proper and closed product event W, the set Ui (W)nC
p
i (W) is open
and dense by Lemma 3. Notice also that if p  p0, W0 is a product event and W  W0,
then C
p
i (W)  C
p0
i (W0).
Find a sequence of proper and closed product events W1,W2,...  U (W) such that for
any proper and closed product event W, there is n, such that W  Wn. Such a sequence
exists, since the space U (W) is separable and metrizable; hence, it has a countable basis.
Let W be the collection of all closed and proper product events. The set of regular













and is therefore residual as an intersection of a countable family of open and dense sets.
4.7 Proof of Theorem 3
Fix game G. For each player i and action ai, let
Ui (ai) = fui : ai 2 R(uijG,0)g
be the set of hierarchies of player i for which action ai is rationalizable. By the upper
hemi-continuity of the rationalizable correspondence, Ui (ai) is closed. Let intUi (ai) be
the interior, and let bdUi (ai) = Ui (ai)nintUi (ai) be the boundary of Ui (ai). Notice that





Set Bd is closed and nowhere dense as a ﬁnite union of nowhere dense and closed sets.












Each V (Bi) is an open set. Moreover, each hierarchy ui 2 V (Bi) is G-regular. If not, then
there is an action ai 2 Bi that is not rationalizable along some sequence un
i ! ui. But this
21is impossible, because V (Bi) is open, and there must be un







is open and dense.
5 Special Cases
In this section, we apply Theorem 1 to show that types in the most commonly used type
spaces are critical.
5.1 Finite Type Spaces
Take any type space such that there is a player with ﬁnitely many types. The next result
shows that all types of all players in such a type space are critical.
Theorem 4. Take any type space T = (Ti,mi) such that
 Ti0
  < ¥ for at least one player i0. Then,
for each player i, each type ti 2 Ti is critical.
Proof. Let fT










  < ¥. For each i 6= i0, let Wi = Ui (W). Then, W = iWi
is a proper and closed product event such that for each player i, each type ti, fT
i (ti) 2
C1
i (W). The result follows from Theorem 1.
5.2 Common Prior Type Spaces
We will show that almost all the types from type spaces with a common prior are critical.
Let T = (Ti,mi) be a type space. Say that y 2 D(T) is a common prior on T if for any






where yi(ti) is the marginal of y on Ti. Note that this deﬁnition is weaker than the stan-
dard one because it imposes no restriction on beliefs about W. Thus, any type space that
admits a common prior according to the standard deﬁnition also admits a common prior
according to this one. Of course, not every type space admits a common prior in our
22sense. However, if T is a type space with common prior y, then there corresponds a
common prior y on the universal type space U(W), obtained using the Mertens-Zamir
mappings fT





We show that every common prior attaches probability 1 to critical types.
Theorem 5. Suppose that y is a common prior on a type space T = (Ti,mi). Then, for each player
i, under yi, almost every type is critical.
The “almost every” quantiﬁer in the Theorem cannot be avoided. To see why, recall
that on general (uncountable) common prior type spaces, the conditional beliefs are de-
termined only up to a set of types of probability 0. One can modify the interim beliefs on
a zero-probability set of types by making them, for instance, regular, without violating
the common prior assumption.
Weinstein and Yildiz (2007) argue that common prior types generically exhibit robust
rationalizablebehavior. Therearetwodifferencesbetweenourstatementandtheirs. First,
Weinstein and Yildiz (2007) ﬁx game G and focus on G-regular types. This ﬁrst difference
is less important than it appears.
For example, suppose that the space of basic uncertainty W is ﬁnite, and we consider
ﬁnite action spaces. The set of games is isomorphic to the set of payoff functions over
actions and W, and there is a countable dense set G of these. For each of the games G in G,
there is an open and dense set of common-prior types with robust behavior in G. Thus, as
a consequence of the results in Weinstein and Yildiz (2007), the set of types whose behav-
iorisrobustinallofthegamesin G is, inatopologicalsense, genericamongcommon-prior
types: a countable intersection of open and dense subsets.
Second, they show that the set of G-regular types contains an open and dense subset
of the space of common prior types (more precisely, types from some ﬁnite common prior
type spaces). Weinstein and Yildiz (2007) rely on a result due to Lipman (2003) that com-
mon prior types are dense in the universal type space. In a similar way, one shows that any
type is close to a G-regular type, which in turn is close to a common prior type. If the lat-
ter distance is sufﬁciently small, the common prior type is also G-regular as well. It may
happen that the G-critical type constructed in such a way has arbitrarily small common
prior probability in the type space to which the type belongs.
On the other hand, our results imply that the common prior itself attaches probability
zero to the set of regular types (i.e., types that are G-regular for each G). In applications,
23common priors are modeled using type spaces, not individual types, the negative result
would seem to carry the more important message for applied work.17
The proof relies on the following lemma, which is an extension of (one half of) the
critical path lemma due to Kajii and Morris (1997).
Lemma 6. Let y be a common prior on the universal type space U (W). For any product event














Hence, S  C1/2N (S)  C1/2N (V).18
Proof. Deﬁne inductively the sets: V0





















Since the sequence of sets Vk
i is decreasing, Equation 5.2 holds for any ui 2 Si, for any
player i. Recall that y
i denotes the marginal prior over types of player i. Notice that



















 i. By the deﬁnition of
17Weinstein and Yildiz (2007) rely on a result due to Lipman (2003) that common prior types are dense in
the universal type space. As a result, the sense in which regular types within in a given type space are generic
according to Weinstein and Yildiz (2007) is that for any type there is a regular type with a nearby hierarchy
but possibly, indeed typically, that regular type belongs to a different type space with a different common
prior.
18Notice that Equation 5.2 implies that the set S is 1/2N-evident in the sense of Monderer and Samet

























and since by deﬁnition of Vk+1
i we have ui(Vk










































By passing to the limit, we obtain
y (S)  y (V)  
1
2N åi y
i (Vi n Si). (5.4)
On the other hand, for each player i,
y
i (Vi n Si)  1  y




i (Vi n Si) 
1
2
(1  y (V)), (5.5)
and Equation 5.1 follows from combining Equation 5.4 and Equation 5.5.





be the common prior on the universal type space associated with y, and y
i the marginal
on Ui(W). Because the space Ui (W) is separable and inﬁnite, there exists an inﬁnite col-
lection of open and disjoint subsets Un


























Since the latter is true for any e > 0, it means that y-almost all hierarchies are critical. In
particular, y attaches probability 1 to types in T whose hierarchies are critical.
6 Interim Independent Rationalizability
Ely and Peski (2006) analyze the solution concept of interim independent rationalizabil-
ity.19 Inthatpaper, weshowthat, withtwoplayers, theIIRactionsdependon D-hierarchies
of beliefs (hierarchies of beliefs about conditional beliefs) and that the rationalizable cor-
respondence is upper hemi-continuous. The results have counterparts when the interim
correlated rationalizability used in this paper is replaced by the IIR.
Assume that there are only two players. Deﬁne the product topology on the space
U (DW) of D-hierarchies, the strategic topology, and common p-belief in a similar way
as in this paper. Additionally, the characterization of regularity in the IIR case requires
a notion of a partial order on types. We say that ui  u0
i if ui has a weakly larger set of
#-rationalizable actions than u0
i in all games, for all #  0, i.e., Ri(u0
ijG,#)  Ri(uijG,#). A
set Vi  Ui(DW) is called an upper-contour set if V includes all hierarchies that are larger
than those in V under the relation . Formally V = [vi2Vfui : ui  vig.
The following counterpart to Theorem 1 can be shown. A hierarchy is critical if and
only if it exhibits a common p-belief in an event V = Vi hat is a product of upper-
contour, closed, and proper subsets Vi of the space of D-hierarchies, Ui (DW). Theorem 2
holds as well: The set of regular hierarchies is a residual subset of the space of all hierar-
chies.
The proofs of the results are analogous to the proofs described here. The upper-
contour property of sets Vi is used in the proof of the counterpart of Lemma 4. The goal
of the ﬁrst part of the proof is to ﬁnd a game with an action that is rationalizable if the
type has a hierarchy in set Vi, but not rationalizable if the type’s hierarchy is outside Vi.
If Vi is not upper-contour, such a game may not exist. For example, if Vi is a lower-contour
set, i.e., it is a complement of an upper contour set), then, by deﬁnition, any action that is
19An earlier version of this paper was formulated in terms of the IIR. All of the results mentioned in this
section are available on the authors’ websites.
26rationalizable for all hierarchies in Vi must be rationalizable for all hierarchy in the space
of D-hierarchies.










Figure 3: A type space
The ﬁgure illustrates a type space over a space of basic uncertainty containing two el-
ements, w 2 f 1,+1g. There are two players, each with two types, also labeled f 1,+1g.
The type space has a common prior, and the tables show the probabilities of various type-
proﬁle/state combinations. We can compare this type to a simpler type space in which
each player has exactly one type, labeled , and the common-prior attaches equal proba-
bility to the two states.
Let us ﬁrst compare, for player 1 say, type  with any of the types from Figure 3, say
+1. There is a close connection between their best-reply correspondences. For any game,
take any action a played by type  of player 2, and consider the set of best-replies for type
 of player 1. This is exactly the set of best-replies for type +1, to the strategy of player
2 that plays a irrespective of type. The same argument applies to #-best-replies. Thus,
any action that can be a best-reply for  is also a best-reply for type +1. It follows that
(the hierarchy represented by) +1 is weakly larger than (the hierarchy represented by) .
Indeed, the ordering is strict. As demonstrated by the example in Ely and Peski (2006),
there are games in which the set of rationalizable actions for +1 strictly includes the set
of rationalizable actions for . On the other hand, the types +1 and  1 have the same
best-response correspondences, and therefore, their hierarchies are equivalent under the
ordering.
This example illustrates properties of the order  that can be stated directly in terms
of belief-hierarchies. First ui  u0
i if and only if ui = u0
i. That is, two types have the same
rationalizable actions in all games if and only if they have the same D-hierarchies. This
was the main result in Ely and Peski (2006). Second, ui  u0
i only if ui and u0
i represent the
same Mertens-Zamir hierarchies of belief. This follows from a result in Dekel, Fudenberg,
and Morris (2006), namely that for any two types with distinct Mertens-Zamir hierarchies
27there is a game in which they have mutually disjoint rationalizable sets.
Finally, although the deﬁnition of partial order is presented in terms of IIR actions, it
is possible to ﬁnd a primitive description, purely in terms of D-hierarchies. Suppose that
D-hierarchy ui is obtained from a type ti and u0
i is obtained from type ti’ (the two types
may lie in possibly two different type spaces). Then, ui  u0
i if and only if there exists
a (Mertens-Zamir) belief preserving mapping taking type ti into type t0
i. (The argument
uses the result from Ely and Peski (2006) that shows that the space of D-hierarchies is
isomorphic to the DW-based type space with types being equal to the descriptions of IIR
behavior in all possible games.) In a sense, types that are lower in the order allow for
fewer correlations between players. Using the characterization, we can show that type 
is minimal and types +1 and  1 are maximal in the partial order  .
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29To simplify the notation, deﬁne the product set bk























Let ui 2 C
p
i (W). First, since for all k, ui 2 B
p
i [Bp]
k (W), then by deﬁnition
ui
n
















for all k. Since for each j, bk

























u i : uj 2 C
p
j (W) for some j
o
establishing the lemma.
B Proofs of Section 4
B.1 Technical Result
Here, we prove a useful topological observation.
Lemma7. Supposethat E isseparableandmetrizable, A isaﬁniteset, andletfVaga2A beanopen
covering of E. Let m 2 DE be a measure over E. Consider a (measurable) mapping s : E ! DA
30such that s is adapted to the covering fVaga2A, i.e.,
s(e)(a) > 0 =) e 2 Va.
There is a sequence of continuous mappings sm : E ! DA, each adapted to fVaga2A such that
sm ! s, m-almost surely.
Proof. By standard topological arguments, for each Va, there exists a sequence of contin-
uous functions am
a : E ! [0,1] such that am
a (e) > 0 if and only if e 2 Va and am
a converges
pointwise to the indicator function for Va. Also, because E is separable and metrizable
and DA is compact metrizable, there is a sequence of continuous mappings tm : E ! DA,
such that tm ! s, m-almost surely. Note that for any e 2 E, åa2Ai am
a (e) > 0. Construct













tm (e)(a0) + 1
m
i.
By construction, sm is continuous. Moreover, for each m, sm (e)(a) > 0 if and only if




a (e)tm (e)(a) ! s(e)(a).
Thus, sm ! s, m-almost surely.
B.2 Proof of Lemma 3
For any p > 0 and any proper and closed product event V, the set C
p
i (V) is closed as the
intersection of closed sets. Hence, Ui (W)nC
p
i (V) is open.
To show that set Ui (W)/C
p
i (V) is dense, let ui be an arbitrary hierarchy for i. For each
integer k, we will construct a hierarchy zi / 2 C
p
i (V) that agrees with ui up to order k   1.
The sequence of such hierarchies (z)k converges to ui in the product topology.
Let T = (Tj,mj) be any type space such that there is a type t
i for player i that has
hierarchy ui and for each player j, there is a type yj that has a hierarchy ˆ uj that is not in Vj.
We begin by constructing an alternate type space T0 that represents the same hierarchies
as T but has a convenient structure. The idea is to “factorize” T into inﬁnitely many
31replicas.
Let Tk
j for each k be mutually disjoint “copies” of the space Tj. Let hk
j : Tj ! Tk the
natural bijection between Tk
j and Tj. We construct a type space T0 in which the set of types







The belief mapping m0 is derived from m as follows. For each k and for each j,
m0
j(hk





It is immediate that the hierarchy of beliefs for any type hk(tj) is identical to that of tj.
Fix any ¯ k  1. We next construct a new type space from T0 by redeﬁning the belief
























































but assigns probability 1 to the type proﬁle h
¯ k+1
 j (y j) for the
opponents.









j has the same ﬁrst-order beliefs as type tj, but is certain that oppo-
nent j0 has the hierarchy of ˆ uj0 for each opponent j0 6= j. Every type h
¯ k 1(tj) for j in T
¯ k 1
j
has the same ﬁrst- and second-order beliefs as tj but is certain that each opponent j0 is
certain that each of her opponents j00 has the hierarchy of ˆ uj00. Continuing inductively, the
type h1(t
i ) has a hierarchy of beliefs zi that coincides with that of t
i ,( i.e., the hierarchy
ui) up to order ¯ k, but is certain that the opponents are certain that ... that the opponents’







and so in particular, zi / 2 C
p
i (V) for any p > 0 since uj / 2 Vj.
32B.3 Proof of Lemma 4
We divide the proof into four main sections. First, we present some results on the con-
tinuity of the correspondences of actions surviving ﬁnitely many rounds of elimination
of never-best-replies. Next, we construct a series of games culminating with the game
described in Lemma 12 that distinguishes hierarchies and has properties that will be used
in the main construction. Then we construct the game G and conclude the proof.
B.3.1 Continuity of the Correspondences Rm
i ( j G,#).
Recall that Lemma 1 and the subsequent remark allow us to view Rm
j (jG,#) as an upper
hemi-continuous correspondence whose domain is Ui(W). For any m, player j, game G,
















is continuous in uj.
Proof. Suppose that un
j ! uj and let h = liminfn!¥ hm
j (aj,G,un
j ). Then for each # >
0, there exists a subsequence un
j ! uj such that hm
j (aj,G,un
j )  h + # for every n. In
other words, aj 2 Rm(un
j jG,h + #). By the upper hemi-continuity of the correspondence
Rm(jG,h+ #), we have aj 2 Rm(ujjG,h+ #), i.e. hm
j (aj,G,uj)  h+ #. Since this holds for





is lower semi-continuous. We prove upper
semi-continuity by induction on m. When m = 0, by deﬁnition h0
j(aj,G,)  0. Now
assume that hm 1
j (aj,G,uj) is upper semi-continuous. Fix a player j, a game G, an action
a
j and a hierarchy u
j . Let h = hm
j (a
j ,G,u
j ). We are going to show that for any # > 0,
there is a neighborhood V 3 u
j , such that hm
j (a
j ,G,uj) < h + # for any uj 2 V. Let s j
be an (h + #/3)-rationalizable conjecture of player j that makes a
j an (h + #/3)-interim
best response for type u








< h + #/2 for each j0 6= j
o
.
By the induction hypothesis, the collection fVa jga j2A j is an open covering of U j(W).
Also, if s j(u j,w)(a j) > 0 for some type proﬁle u j and state w, then u j 2 Va j. By
Lemma 7, there is a sequence of continuous strategies sn
 j converging u
j -almost surely to
s j such that for any u j 2 U j(W) and action proﬁle a j 2 A j, if sn
 j(u j,w)(a j) > 0,
then u j 2 Va j. Take any sequence of hierarchies uk
j ! u
j . Then by the Mertens-Zamir
33homeomorphism, the corresponding sequence of beliefs uk
j 2 D(W  U j(W)) converges
in the weak-topology to the belief u































































= pi(aj,s j j u
j )   pi(a
j ,s j j u
j )
 h + #/2
This implies that for large enough k, there is a large enough n such that the action a
j is
an (h + #/2)-interim best-reply to the (h + #/2)-rationalizable conjecture sn
 j, i.e. a
j is







< h + #.
B.3.2 Constructing a Game that Distinguishes Hierarchies
In this section, we construct a series of games that are used to separate rationalizable
behavior of hierarchies of beliefs. First, recall a result from Dekel, Fudenberg, and Morris
(2006).
Lemma 9 (Dekel, Fudenberg, and Morris (2006), Lemma 4). Suppose that vi 6= u
i . There is




, with an action ai 2 Ai, an # > 0 and an integer m such that
ai 2 Rm
i (vijG,0) and ai / 2 Rm
i (u
i jG,#).
Lemma 10. Suppose that vi 6= u





an action ai 2 Ai, an # > 0 and an integer m such that
ai 2 Rm
i (uijG,0) for all ui 2 Ui and ai / 2 Rm
i (u
i jG,#).
34Proof. Let ¯ G and ai be the game and action from Lemma 9. Because of Lemma 8, there is









i j ¯ G,#0
.
Now consider the game G that is identical to ¯ G except that #00 is added to player i’s payoff
wheneverheplays ¯ ai, independentofthestateandactionproﬁleoftheremainingplayers.
In the game G,
ai 2 Rm




i jG,#0   #00
.
This proves the lemma when we take # = #0   #00.
Lemma 11. Suppose that vi 6= u





whose action sets have a product structure, i.e., Aj = Xj  Yj and that satisﬁes the
following properties.
1. The ﬁrst coordinate of i’s action, xi does not affect the payoffs of i’s opponents: For any
a i 2 A i, yi 2 Yi, xi,x0
i 2 Xi and w 2 W






2. The rationalizable correspondence has a product structure: For each j, there are correspon-














3. There is an element ¯ xi of Xi that distinguishes Ui from u
i .
f¯ xig  Yi (ui)  Ri (uijG,0) for all ui 2 Ui,
f¯ xig  Yi (u
i ) \ Ri (u
i jG,#) = Æ.
Proof. Take the neighborhood Ui 3 vi, the game ¯ G =
  ¯ Aj, ¯ gj

, the action ai 2 ¯ Ai, and














































(This is shown by induction on on m.) Set Xj = ¯ Aj, Yj =
  ¯ Aj
m 1 , and
Xj () = Rm 1
j (j ¯ G,0),
Yj () = Rm 2
j (j ¯ G,0)  ... R0
j (j ¯ G,0),
and ¯ xi = ai. The thesis of the Lemma follows.
Lemma 12. Fix player i. Let Wi  Ui (W) (strict inclusion) be a closed proper subset. For any
type u




whose action sets have a product structure,
i.e., Aj = Xj Yj and that satisﬁes the following properties:
1. The Xi coordinateofi’sactiondoesnotaffectthepayoffsofi’sopponents: Forany a i 2 A i,
yi 2 Yi, xi,x0
i 2 Xi and w 2 W






2. The rationalizable correspondence has a product structure: for each j there are correspon-














3. There is a non-empty subset ¯ X  Xi such that
¯ X  Yi (ui)  Ri (uijG,0) for all ui 2 Wi,
¯ X  Yi (u
i ) \ Ri (u
i jG,#) = Æ.
The Lemma provides a game with three important features. First, the action set has
a product structure and the ﬁrst dimension of i’s action is irrelevant for  i’s payoffs.
Second, the rationalizable correspondence has a product structure. Finally, there is a dis-
tinguishing subset of actions for player i that are rationalizable only for a proper subset
of types that includes Wi.
36Proof. For any vi 2 Wi, vi 6= u
i and we can apply Lemma 11 to ﬁnd #(vi) > 0, neighbor-
hoods U
(vi)
i 3 vi, and games G(vi). By the compactness of Wi, we can ﬁnd a ﬁnite sequence
of hierarchies v1
i ,...,vK





i . Let # = min#(vk). To shorten the
notation, let Gk = (Ak
j, gk
j) := G(vk
i ). We deﬁne the game G = (Aj, gj) to be the product








for all j. The payoff to proﬁles a = (ak











Part 1 of the lemma then follows from part 1 of Lemma 11. The product structure of the










and this proves part 2 of the lemma. Finally, we deﬁne
¯ X =
n
xi 2 Xi : xk
i = ¯ xk
i for at least one k = 1,...,K
o
,
and part 3 of the lemma follows from part 3 of Lemma 11.
B.3.3 Construction of the Game G
Next we describe the construction of the game G that will satisfy the thesis of the lemma.
Let W = Õ
N
i=1 Wi be a product event such that Wi are closed and proper subsets for each
i. For each j, ﬁx a hierarchy u
j / 2 Wj and #j > 0 and apply Lemma 12 to ﬁnd a game





i=1 with the properties provided there. All objects from the game Gj






i is the set of actions of
player i in game Gj, and










for all uj 2 Wj,













37Let # = minj #j > 0.
We construct a single game G = (Ai,gi)N
i=1 out of the player-indexed games Gj. The
action sets are given by

















Thus, Xi Yi is the product of i’s action sets in the games Gj, and Zi is a binary variable.
For each j, let zj  Aj denote the subset of j’s actions in G such that player j plays both
zj = 1 and x
j
j 2 ¯ Xj. In an abuse of notation, write z i for the set of action proﬁles a i such
that aj 2 zj for at least one j 6= i.





(where each aj is a









> > > <
> > > :
1 if zi = 1 and a i 2 z i,
 
p
1 p if zi = 1 and a i / 2 z i,
0 if zi = 0.
Thus, G is a product of the games Gj together with a binary coordination game. The
payoffs from the latter ensure that zi is part of a best-reply if and only if i assigns proba-
bility at least p to the event that at least one opponent plays both zj = 1 and x
j









! Aj.If uj 2 C
p
j (W)  Wj, then
it follows from the additive part of the payoff function gj and parts 2 and 3 of Lemma 12
thatif aj 2 Rj(ujjG,0) isanyrationalizableactionin G for uj, thenthereisanotherrational-
izable action a
j 2 Rj(ujjG,0) that is identical except possibly on the x
j
j and zj dimensions
where (x
j
j) 2 ¯ Xj. Using this observation, we pick an action Lj(ajjui) to be an action that
is identical to a
j except also that z
j = 1. On the other hand, if uj / 2 C
p
j (W), then we set
Lj(ajjui) = aj. We extend the mapping to proﬁles L j(a jju j). Note that Lj(ajjui) 2 zj
38if uj 2 C
p
j (W) and L j(a jju j) 2 z j if ui 2 C
p
i (W) for at least one i 6= j.
B.3.4 Concluding the Proof of Lemma 4
First we show that zi \ Ri(uijG,0) 6= Æ for all ui 2 C
p
i (W). Consider the following assess-
ment a.




We will show that a has the best-reply property and ai (ui)  Ri(uijG,0). This will con-
clude the proof of the ﬁrst part of the lemma.
Since a includes the rationalizable correspondence, which by deﬁnition has the best-
reply property, it remains only to show that for any type ui 2 C
p
i (W), and for any action
ai 2 Ri(uijG,0), the action Li(aijui) is a best-reply for ui to a conjecture that is a selection
from a. By construction, Li(aijui) is identical to an action a
i on all except possibly the
zi dimension and a
i 2 Ri(uijG,0). There is a conjecture s i that is a selection from the
rationalizable correspondence, and hence also from a, against which a
i is a best-reply for
ui. We will modify s i as follows; set
ˆ s i (u i,w) := (DL i(.ju i))[s i (u i,w)].
Thus, ˆ s i is a selection from a that differs from s i only in terms of the dimensions zj
and x
j
j dimensions of conjectured actions. In particular, if uj 2 C
p
j (W) for at least one j,
then ˆ s i(u i,w) attaches probability 1 to proﬁles in z i. This means that the payoffs to all
dimensions of i’s action apart from zi are unaffected, and zi = 1 is better than zi = 0 if
ui attaches probability at least p to at least one j having uj 2 C
p
j (W). By Lemma 2, this is
true for ui since ui 2 C
p
i (W). Thus, Li(aijui) is a best-reply to ˆ s i concluding this part of
the proof.
Let q = p   2#(1  p). Deﬁne
Vi =
n




i / 2 Vi for each i, the sets Vi are proper subsets and moreover Wi  Vi.
Now we prove that zi \ Ri(uijG,#) = Æ for all ui / 2 C
q
i (V). From the product structure
of G, we have zi \ Ri(uijG,#) = Æ for all ui 2 Ui(W) n Vi. We will show by induction
on k that zi \ Ri(uijG,#) = Æ for all ui 2 Ui(W) n B
q
i [Bq]
k (V). Assume the induction
hypothesis for k   1 and let ui 2 Ui(W) n B
q
i [Bq]




k 1 (V) or satisﬁes
ui
n






In the former case, the induction hypothesis delivers the conclusion directly, so consider
the latter case. Then the induction hypothesis implies that ui assigns at least 1   q prob-
ability to the set of proﬁles u i such that zj \ Rj(ujjG,#) = Æ for all j. Thus, with any
conjecture that is a selection from the rationalizable correspondence, ui assigns proba-
bility less than q to action proﬁles in z i. No action in zi can be a best-reply to such a
conjecture, proving the claim for k.
B.4 Proof of Lemma 5
Fix a game G. First, we show that there exists # > 0 and for each player i set of player i’s
actions Z
i  Ai such that set of hierarchies
Vi = fui : Ri (uijG,#) = Z
i g
is open and for each 0  #  #,
Vi = fui : Ri (uijG,#)  Z
i g. (B.1)
Indeed, for each player i and every ˆ #  0, deﬁne a collection of subsets of actions
Ai(ˆ #) = fZi  Ai : There exists ui 2 Ui(W) such that Ri (uijG, ˆ #) = Zig.
The collection Ai(ˆ #) is a non-empty collection of non-empty sets, and it is ordered with
respect to # in the following way: if #0 < #00 then for any Z00




i . Since Ai is ﬁnite, the number of all subsets of Ai is also ﬁnite and
therefore there is # > 0, such that for all 0  ˆ #  #, we have Ai(ˆ #) = Ai(0). Let Z
i be
a minimal element of Ai(0), i.e., Z
i 2 Ai(0), and there is no Zi ( Z
i belonging to Ai(0).
Then, set Vi deﬁned as above is open because, by the choice of minimal Z
i
Vi = fui : Ri (uijG,#)  Z
i g
and that set on the right-hand side is open by the upper hemi-continuity of the corre-
spondence Ri (jG,#) : Ui (W)  Ai. Equality (B.1) follows from the choice of # and
40Z
i .
Next, consider the closed, proper subsets
Wi = Ui (W) n Vi,




   K (B.2)
(such a bound exists due to the compactness of W and the continuity of payoffs). Fix any
p so that 0 < p  #/6K. We will show if ui / 2 C
p
i (W), then ui is G-regular.
It is convenient to represent the complement of the common p-belief set C
p
i (W) as an
countable union of certain open sets. Write E0
i = Vi and inductively deﬁne,
Ek

























































































In other words, set E0
i consists of hierarchies that do not belong to closed set Wi; set E1
i
consists of hierarchies that do not belong to Wi or that assign at least 1   p probability
that for all players j 6= i, player j’s hierarchy does not belong to Wj; set E2
j consists of
hierarchies that belong to E1
i or that assign at least 1   p probability that for all players
j 6= i, player j’s hierarchy belongs to set E1
j, etc. Observe that sets Ek
i are open because W
41is closed and B
p
i (D) is a closed set for any closed product set D. Finally, notice that
Ui (W) n C
p

























Thus, if ui / 2 C
p
i (W), then ui 2 Ek
i for some k.
We will prove the following claim by induction on k.
Claim 1. Suppose ui 2 Ek
i and let un
i be a sequence converging to ui in the product topology.
If a
i is rationalizable for ui, then there exists n such that a
i is 6Kp-rationalizable for un
i for all
n > n.
The claim will imply that ui is G-regular. To see why, take any action ai that is ratio-
nalizable for ui. Then the claim implies that ai is 6Kp-rationalizable for types in the tail of
any sequence converging to ui. Since p < #/6K was arbitrary, this establishes that ui is
G-regular.
The remainder of the proof establishes the claim. When k = 0, then the claim is a
consequence of the fact that E0
i = Vi is open and for hierarchies in Vi and any #  # the
set of #-rationalizable actions is constant (equal to Z
i ). Now assume that the statement
holds for all ui 2 Ek 1
i for k > 0. Take any ui 2 Ek
i . Since the induction hypothesis already
covers the case of ui 2 Ek 1






 1  p. (B.4)
Let un
i be a sequence of hierarchies converging to ui in the product topology. Because
of the continuity of the belief mapping on the universal type space, the beliefs associated
with these hierarchies also converge,
un
i ! ui (in the sense of weak topology). (B.5)
Recall that a conjecture s i : W  U i (W) ! DAi is #-rationalizable if for any type
proﬁle u i 2 U i (W), any state w 2 W, the conjectured actions are #-rationalizable, i.e.,
s i (u i)(R i (u ijG,#)) = 1. An action is #- rationalizable if and only if it is a best-reply
to a #-rationalizable conjecture.
42Let a
i be any 0-rationalizable action for ui and let s i be a 0-rationalizable conjecture
against which a
i is a best-reply for ui. We ﬁrst show that there is a sequence of 6Kp-
rationalizable conjectures sm
 i : W  U i (W) ! DAi, such that sm




 i ! s i ui-almost surely. (B.6)








such that for each ai set Vi (ai) is open in the product topology and
n
uj 2 Ek 1
















In particular, fW  Õj Vj(aj)ga i2A i is an open cover of W  Ek 1
 i . By Lemma 7, there is
a sequence of continuous functions tm : W  Ek 1
 i ! DAi, such that for any u i 2 Ek 1
 i ,
each w 2 W




for each j 6= i, and
and tm ! s i almost surely with respect to the conditional measure ui(jW  Ek 1
 i ).
Deﬁne sm










 i is 6Kp-rationalizable and continuous on W  Ek
 i.
Let am : U i (W) ! [0,1] be a sequence of continuous functions, such that am (u i) =
0 for any u i / 2 Ek 1
 i and limm!¥ am (u i) = 1 for any u i 2 Ek 1
 i . Since Ek 1
 i is open,
such a sequence exists.
For any ai, consider the difference in payoffs,
 pi(ai,sm
 ijun
i )   pi(ai,s ijui)
 .










43By Equation B.6 and the dominated convergence theorem, the second term converges to
zero in m. We can further bound the ﬁrst term as follows, using Equation B.2
 pi(ai,sm
 ijun
i )   pi(ai,sm
 ijui)
  

























For any n, the last two terms converge to 1  un
i (W Ek 1
 i ), and 1  ui(W Ek 1
 i ) respec-
tively. By Equation B.4, the latter is less than p. Thus, we can ﬁnd m large enough so that
for all n and for all ai,
  pi(ai,sm
 i jun
i )   pi(ai,s ijui)
 
 














i (W  Ek 1
 i ) + 2p

. (B.9)
Finally, because of the convergence in Equation B.5 and since gi(ai,sm
 i ,w) is continuous,
the ﬁrst term on the right converges in n to zero and un
i (W  Ek 1
 i ) converges in n to
1  ui(W  Ek 1
 i )  p. Thus, we can take n large enough so that
  pi(ai,sm
 i jun
i )   pi(ai,s ijui)
    3Kp
for all n > n for all actions ai.
Since a
i is a best-response for ui to the conjecture s i, it follows that for all n > n,
a
i is a 6Kp-best-response for un
i to the 6Kp-rationalizable conjecture sm
i , and hence a
i 2
Ri(un
i jG,6Kp). This completes the proof of the claim and the lemma.
44