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ABSTRACT 
Processes of  pattern recognition still remain an intriguing and challenging area 
of  human activity. A human being can easily cope with a variety of  recognition 
problems that are far beyond the capabilities of  advanced computer programs. 
This paper addresses ome issues of  primordial interest in the understanding of  
principles of  recognition and classification. These issues indicate clearly some 
properties that are essentially tied in with significant aspects of  development of an 
appropriate cognitive perspective and linguistic problems of  interpretation of  
classification results and their multimembership character. How fuzzy sets, and 
fuzzy logic in particular, can handle numerical and symbolic omputations used in 
classification procedures is discussed. In an applicational study, a role of  neural 
networks and neurocomputations is clarified. It will be indicated how the symbolic 
part of  computations i  handled by fuzzy sets and how neural nets can contribute 
to specific numerical problems. A role of  a suitable interface is strongly under- 
lined. 
KEYWORDS" fuzzy  logic, pattern recognition, symbolic computation, 
neural networks 
INTRODUCTION 
The realm of pattern recognition activity, despite the variety of many 
significant contributions in this area (e.g., Bezdek [1], Clancey [2], Duda and 
Hart [3], Fu [4], Fukunaga [5], Tou and Gonzalez [6], and Watanabe [7]), 
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forms a continuous challenge for philosophers, designers, and engineers 
working in emulation of human abilities in performing recognition and classi- 
fication of complex situations. These tasks are easily handled by us as human 
beings, and at the same time they are extremely complicated for computers. 
There is no doubt that significant progress in this area has already been 
accomplished, but still a vast number of problems are far beyond the capabili- 
ties of computer systems. As time proceeds we have to realize some evident 
sources of complexity leading to significant difficulties. A first necessary step 
to be undertaken should lead us to figure out the basic components hat form 
the essence of our recognition abilities. We consider them in a great detail in 
the following section. On the basis of these findings it will be pointed out how 
fuzzy sets being in fact very closely related to ways of processing of linguistic 
and ambiguous information gathered for recognition purposes, are going to be 
used. The role of neurocomputations and their primordial property of a 
fault-tolerant and massively parallel type of computing are strongly enhanced 
as a suitable framework for classification algorithms. We also provide a 
numerical illustration specifying particular features of the algorithm presented 
herein. 
Standard notations and notation of fuzzy set theory are utilized throughout. 
PATTERN RECOGNITION: OPEN PROBLEMS AND THE ROLE OF 
FUZZY LOGIC 
As underlined by many research studies and, what, unfortunately, lead to 
partial collapse of some ambitious projects in this field, concerns an appropri- 
ate addressing any problem of pattern recognition. The development of highly 
advanced computer technology was accompanied by strong expectations that a 
significant enhancement of classification methods is merely a function of the 
amount of information processed: the more data handled, the better the 
algorithm. But it was soon realized that this is not so. A human being is not 
strongly equipped with the capabilities of dealing with a mass of numerical 
information. His way of intelligent performance is strongly associated with 
processing a mixture of symbolic and numerical information. Therefore we are 
not faced with a crude dimensionality while tackling a huge mass of informa- 
tion that could easily lead to the kinds of transcomputational problems (cf 
Bremermann [8] and Klir and Folger [9]) that cannot be handled by any 
computer. In addition to classification tasks themselves, there is also a problem 
of interpretation of the results of classification and the formation of a user- 
friendly interface. The interface could be equipped with some inbuilt explana- 
tion properties imilar to those possessed by rule-based systems, especially (1) 
indicating a confidence level for classification results and (2) creating a 
linguistic form of their description. 
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We are interested in two issues that play a central role in the formation of a 
general designing environment for classification procedures: 
• A cognitive perspective (and relevant computational schemes responsible 
for its formation and implementation) 
• A membership character of classification problems and a linguistic way to 
evaluate grades of class membership 
The role of fuzzy sets, in particular fuzzy logic, will be clarified with reference 
to these two issues. 
Cognitive Perspective: Formation and Development 
A cornerstone observation of human activity can be concisely summarized 
by stating that any recognition process requires a suitable cognitive perspec- 
tive. In a broad sense of this term this means that the situation being classified 
has to be captured with an appropriate l vel of generality (or specificity). Too 
detailed description leads to the immediate generation of many irrelevant 
details, masking some general principles. This makes the description very 
sensitive and noise-prone. When moving toward higher levels of generality, 
the description of the system cannot handle a lot of details that are considered 
to be irrelevant, but the principles of how the recognition task has to be 
processed become transparent and unaffected by a mass of misleading details. 
Surely this holds to a certain degree while the description tends to be too 
general, losing some required characteristics. 
To have a more transparent view of the cognitive perspective one can 
conveniently visualize it as a process of focusing on an object at a given 
distance from the observer. There is no doubt that this perspective has to be 
established in relation to the specificity of the classification task. 
Now let us look at some potential tools that are applicable here. In general 
there are two general approaches: 
• Symbolic computations. Viewed as almost a synonym of AI techniques 
(Charniak and McDermott [10]), these generate a spectrum of very 
powerful representation schemes. In pattern recognition one can refer, for 
example, to syntactic methods being representative of them where differ- 
ent classes of patterns are generated by corresponding grammars. In this 
sense a pattern being classified is described by a string of symbols, and 
afterwards one checks as whether it could be generated by a certain 
grammar. Symbolic computations do not cope with any numerical infor- 
mation. Even when this type of information is available it is simply 
converted into plain symbolic form. An evident example arises, for 
instance, in qualitative modeling (Charniak and McDermott [10]), where 
systems are described by variables that take a small number of values are 
used simply for coding purposes; they do not convey any sort of 
numerical information. 
254 W. Pedrycz 
• Numerical computations. These are almost exclusively used in engineer- 
ing practice and constitute a predominant portion of the classification 
methods in pattern recognition. They possess a complementary character 
in comparison to AI techniques. Being simultaneously highly effective and 
precise, numerical quantities evidently suffer from a lack of representa- 
tional power. Numbers just speak for themselves and are processed 
without any context. 
Fuzzy sets can narrow this gap to a significant degree. Referring to a basic 
concept captured by fuzzy sets such as a gradual membership, they form 
evident links between umerical and symbolic computations. In fact, a fuzzy 
set per se describes a collection of objects. Their grades of membership are of 
a numerical nature. By specifying this collection rather than a single element 
(i.e., number) we create a general symbolic concept. At the same time the 
objects completely or partially belonging to the set are related--the gradual 
membership behaves as an elastic constraint defined in a given space. In the 
context of the entire discussion it is worthwhile to refer to fuzzy sets as 
information granulas, introduced by Zadeh in [11]. Because grades of 
membership are numbers in [0, 1], the fuzzy set gives a numerical characteri- 
zation of the symbolic concept, thus enriching our tool by the numerical 
component lacking in symbolic representation. 
The cognitive perspective can be easily modeled by fuzzy sets. Increasing 
the number of information granuals (linguistic labels) leads to more specific 
description. Lowering this number we introduce a more general perspective. 
Additionally, the shape of the membership function gives rise to two interest- 
ing features, the scope of the linguistic label and its specificity. The scope of 
the label is determined by all elements of the fuzzy set with grades of 
membership higher than a prespecified threshold. Specificity refers to the 
number (cardinality) of these elements. Roughly speaking, the broader the 
scope of the label, the lower the specificity. For a detailed iscussion, refer to 
Pedrycz [12]. 
Coping with Linguistic Description of Class Membership 
Fuzzy sets offer an ability to describe class membership in a linguistic 
format. Rather than being constrained by a requirement to specify a degree of 
class membership in terms of a single number (where 1 denotes complete 
membership in the class), now any linguistic term can be utilized. For 
example, the use of three terms such as strong belongingness, borderline 
belongingness, and lack of belongingness may be highly advantageous. Let us 
refer to Figure 1. The first term visualized by a triangular membership 
function (0.7, 1, 1) refers to the pattern belonging to the class. The second 
linguistic term specified as (0.2, 0.5, 0.8) describes class membership of a 
boarderline character, which underlines the fact that there are difficulties one is 
faced with when one wishes to classify a pattern characterized in this form. 
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1.0 'v 
0.2 0.3 0.5 0.7 0.8 1.0 
Figure 1. An example of three linguistic terms describing class membership. 
The last term (0, 0, 0.3) simply indicates that the pattern is almost excluded 
from the class. (Its class membership is almost zero). 
It is also seen that this description of class membership s free of the strongly 
restricted assumptions that arise in probabilistic pattern classification and states 
that the sum of (posteriori) probabilities describing class membership equals 1. 
In the simplest case, for two classes o.~ 1and ~2 it reads as a constraint stating 
that p(o~l)+ P (w l )= 1. Thus for p(w2) given the probability p(o~l) is 
calculated as 1 - p(o~2). In many problems (e.g., in diagnosis-type classifica- 
tion tasks) this might be too artificial: knowing p(601), the remaining probabil- 
ity p(o~2) cannot be computed because it is not related. This phenomenon is 
not handled in probability theory; as a remedy in this regard it is worthwhile to 
recall Dampster-Shafer theory of evidence when a representation f the lack 
of knowledge has been incorporated in a formal framework. It is also of 
interest o recall the multimembership classification problem, as stated by 
Ben-Bassat [13]. Fuzzy logic does not impose any constraints and therefore can 
tackle "unclear" and ambiguous classification situations and represent them 
rather than neglecting their complexity and ambiguity. 
Bearing these two aspects of fuzzy logic in mind, a general structure of the 
classification scheme shown in Figure 2b becomes clear. For comparative 
reasons, Figure 2a contains a classic classification structure. Now the differ- 
ences are well recognized where the rigidity of the latter (Figure 2a) is highly 
visible. 
The following section is devoted to studies of basic concepts of fuzzy logic 
applied in classification processes. 
FUZZY LOGIC: TRUTH EVALUATION AND INDUCED FUZZY 
SETS 
Fuzzy logic as introduced by Zadeh [14] incorporates completely new 
concepts not found in many-valued logics. Its essence is associated with a 
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Figure 2. General structures of pattern classifiers: (a) classic approach; Co) approach 
using fuzzy logic. 
fundamental ssumption that truth values of propositions are viewed as fuzzy 
sets defined in a unit interval. These sets represent the so-called linguistic truth 
values existing in commonsense r asoning. Unlike the pointwise truth values 
characteristic of two-valued or many-valued logics, fuzzy logic imposes a new 
dimension on reasoning and by means of a set-theoretic form of truth values 
generates a significant ability to deal with the ambiguity of reasoning pro- 
cesses. As said before, the linguistic truth values are represented by fuzzy sets. 
For instance, we can speak about truth values such as t rue ,  more  or  less t rue ,  
fa l se ,  and very  t rue .  Truth values of two terms t rue  and fa l se ,  to give an 
example, are specified as 
t rue(u)  = v ,  fa l se (u)  = 1 - v,  v~ [0,1] 
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In limits, the truth values in binary logic, false and true, are represented as 
single points in the unit interval, namely, 0 and 1. 
Now let us address a problem of truth evaluation that immediately implies a 
method of matching two fuzzy statements. Consider the two statements 
X is  A 
and 
X is  B 
where X is a certain variable while A and B denote two linguistic values 
(fuzzy sets) associated with it. Then a process of truth valuation refers to the 
determination of a fuzzy truth value ~': [0, l] ~ [0, 1], which implies identity: 
(X i s  A)  i s r=Xis  B ( l)  
In other words, the fuzzy set z plays the role of an elastic constraint hat 
imposes this truth equivalence. Treating A and B as two fuzzy sets (of 
course, since they form linguistic values of the same variable, they are defined 
in the same space), T is computed as 
r (v )= sup B(x)  (2) 
x: A (x )=v 
that is, we have a nonlinear optimization problem: 
Maximize B under constraints generated by A.  
To highlight selected properties of this truth transformation, it is worthwhile 
to discuss some examples. We assume that both A and B have continuous 
membership functions. 
1. A -- B. Then r(v) = v; that is, the truth value becomes a unit function 
(known as a unitor) of the unit interval. Thus now it becomes clear how 
the model of the linguistic value true introduced above has been 
selected. 
2. Let B be a degenerate fuzzy quantity centered at Xo; that is, B(x) = 
5(x - Xo). Then r(v) takes also a single value, 
l1  if v =A(xo)  T(V) ( 0 otherwise 
or, concisely speaking, 
~(v) = ~(v - A(Xo) ) 
Thus if x o is such that A(xo)= 1, we get r (v )=6(v -  1), so a 
binary version of a truth value is derived. If, on the other hand, B is 
such that x o is outside the support of A, r(v) has only one value 
situated at v = 0, r(v) = 6(v). This yields a model of absolute falsity 
found in binary logic. 
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3. Now let B(x) be an interval-valued quantity distributed over a set x. 
Then r(v) is again a set of truth values defined in [0, 1]. It is calculated 
as  
= / 1 if UE[U I ,  U2] 
I 0 otherwise 
where o 1 and v 2 are determined from the relationships 
v 1 = inf A(x)  (3) 
X~X 
o2 = sup A (x)  (4) 
XEX 
The second task concerns an aspect of the determination of the member- 
ship function of B given A and r. The truth value r acts as a functional 
modifier imposed on A, namely, 
B -- T(A)  (5) 
that is, 
S(x)  = T(A(x) )  (5') 
for the entire universe of discourse. 
Being familiar with these two mechanisms in fuzzy logic, let us introduce a
general classification structure. We assume that a family of features describing 
the patterns being classified is specified. 
For each feature we consider a finite set of linguistic labels. Thus for the ith 
feature the labels will be denoted byA~ i), A(2/), . . .  ,4 (i) The corresponding , -?n i. 
values of the feature that is available (denote it by A') is compared with the 
labels. This process can be directly described by taking a correspondence, 
(X  is A(i)) is rj = X is Ai, j = l ,  2, ' ' ' ,n  i 
in which the fuzzy truth value rj is looked for. These truth values are obtained 
with the aid of (3) and (4). A schematic representation f the block of truth 
evaluation for the ith feature is shown in Figure 3. 
Note that the outputs of this block, being fuzzy truth values, refer to a new 
space one can call a logical space rather than to a physical space. In other 
words, even the features of the pattern may have different physical interpreta- 
tions (since they may have different physical characters) the variables in the 
logical space are unified and become dimensionless; this allows us to handle 
them in a uniform fashion. One can also observe that they are normalized in 
the sense of ranges of numerical values. Therefore, all potential numerical 
problems (such as numerical instability) are avoided. Then at the second stage 
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Figure 3. Truth evaluation realized for the ith feature. See detailed escription in the 
text. 
these fuzzy truth values are converted into the corresponding truth values 
describing class membership of the pattern. The entire process of conversion, 
considered in a certain logical context, can be efficiently handled by a neural 
network, the main role of which is to perform the computations, translating the 
results in the logical space of truth valuation into the logical space of class 
membership. At the third step, the second problem associated with (1) refers to 
the determination of B when A and the truth valuation constraint are 
specified. Following (5), an induced fuzzy set B results as a modified fuzzy set 
A, where the modification is performed with the aid of r, 
B(X) =r(A(x)) 
Of course, if r is the unitor function, B = A. When r is equal identically to 
1, r (v )= 1, then B(x) is equal identically to 1. This indicates that the 
induced fuzzy set is meaningless, conveying no useful information. 
Now that we are equipped with the primary mechanisms of handling fuzzy 
logic, we can discuss the general structure of the classifier within which they 
will be incorporated (see Figure 4). 
Fuzzy Logic Processing 
Physical space Physical space I I of cla5$ of features I I 4 membership t Truth Truth qualification..__..a~ 
..~Qualification------I~- NeuralNetwork -----I~-lnduced fuzzy sets I 
I 
I I 
,, , 
Figure 4. Detailed structure of the classifier. 
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THE GENERAL STRUCTURE OF THE CLASSIFICATION SCHEME 
As we have already pointed out, fuzzy sets have directly addressed the 
problems of formation of a suitable cognitive perspective (cf. also Pedrycz 
[12]). Thus all information gathered about the object being considered is 
preprocessed in the sense that one refers to relevant linguistic labels. Subse- 
quently, the resulting information is used for further processing. We have to be 
aware that no restriction is imposed on the format of the data used for 
classification purposes. They can be precise numerical values, they may form 
intervals, or in general they may have linguistic characteristics. 
To have a complete classification framework one wants to deal with, we will 
also specify a fixed number of linguistic descriptions of each class being 
considered (for instance, borderline and disconfirming class membership). Let 
the results of neurocomputing produced by the network be denoted 
~0~ 1)' ~ O(1)' ~3(1)' ~O]2), W2 (^2)' ~3(2)' . . . ,  ~o]c), So,c), ~p~f), all of which are fuzzy sets 
defined in the unit interval. The fuzzy sets of class membership are given as 
~21, [2 2, and f~3: [0, 1] ~ [0, 1]. Then applying (5),these sets are modified by 
the fuzzy truth values coming from the neural network. For example, for the 
kth class the fuzzy sets describing the strength of class membership are 
calculated as ¢~k~(fll(v)), ,p~k)(f~2(v)), ,p~3x~(f~3(v)), v ~ [0, 1]. They convey 
complete information about class membership, especially when displayed in an 
appropriate graphical format. If a more numerical approach rather than a 
graphical interpretation is required, then ranking methods developed for fuzzy 
sets play a useful role. For a review of these methods, refer, for example, to 
Bortolan and Degani [14, 15]. They have to be studied in the context of fuzzy 
sets representing the same degrees of class membership in different classes. 
For instance, when the fuzzy sets ~o~k)(f~l(v)), k = 1,2,. • ", c, are taken into 
account, they are ranked, and the most preferred is picked up, say ~p]ko)(fl i(v)). 
This statement specifies that the pattern definitely belongs to the class ~0ko. 
Completing the same ranking process for the fuzzy sets describing a borderline 
character of class membership and the fuzzy sets referring to a disconfirmatory 
form of class membership, we get a final report specifying the class to which 
the pattern definitely belongs, the class of a borderline character, and the class 
that definitely has to be excluded. Because usually the ranking methods reflect 
the competitive aspects of various alternatives (i.e., classes and their strength 
characterization), the final result derived in this way points out a genuine class 
membership. 
Let us consider a simple numerical example to illustrate how the structure of 
the classifier is designed and how all basic designing steps are accomplished. 
To avoid a complex exposition, we restrict ourselves to one of the simplest 
situations. Thus we discuss only one feature and distinguish two classes. For 
this feature, three labels forming the associated cognitive perspective are 
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specified as trapezoidal or triangular membership functions. They are uniquely 
characterized by four numbers (for a trapezoidal shape) or by three numbers 
twhich holds for triangular membership functions). The labels are 
A 1 = (0 ,0 ,3 ,9 ) ,  A 2 = (4 ,6 ,7 ,11) ,  A 3 = (10,13,15) 
The linguistic description of class membership s constituted on the basis of 
three categories: supporting class membership, boarderline character of class 
membership, and exclusive character of membership. All three are described 
by fuzzy truth values defined in [0, 1]. Their membership functions are 
triangular and are specified accordingly: (0.6, 1, 1), (0.3, 0.5, 0.7), (0, 0, 0.4). 
These linguistic truth values characterizing class membership apply to both 
classes. 
The learning family of patterns consists of nonfuzzy or interval-valued 
values of the feature and class membership. We consider the following 
elements of this family: 
Pattern No. Value of Feature Class o~ 1 Class o~ 2 
2 6.0 [0.7, 0.8] [0.5, 0.61 
3 9.0 [0.2, 0.3] [0.8, 0.91 
4 [3.0, 4.0] 0.9 [0.2, 0.3] 
5 [10.0, I 1.01 [0.5, 0.61 0.65 
6 13.0 0.1 1.0 
7 2.0 0.95 0.15 
(Observe that some of the patterns are defined quite imprecisely; for example, 
for pattern 4 the feature is given in the interval-like format.) 
Making use of the linguistic labels for the feature and for the classes, we 
generate the corresponding fuzzy truth values. Due to the form of the original 
elements of this family the resulting truth values are single points or intervals 
in [0, l]. Then all relationships between the truth values in the feature space 
and the classes are summarized in the structure of a neural network. Further- 
more, for implementation purposes the unit interval in which all fuzzy truth 
values are defined is discretized with a step equal to 0.25. In other words, we 
distinguish five elements being uniformly distributed in [0, l], say 0, 0.25, 0.5, 
0.75, 1. This implies that that the network possesses 3 × 5 = 15 input nodes 
(three labels of the feature) and 6 x 5 = 30 output nodes. Two basic topolo- 
gies have been analyzed: a network without and with a hidden layer. A 
nonlinear element used in the network is a well-known logistic function. Then 
the j output node is described as 
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Figure 5. Learning in the neural network: performance index versus number of 
learning steps. 
where f denotes the nonlinearity used here, 
f(y) = exp I -Y / (1  + y)] 
and wij denotes a strength of link (connection) existing between the ith and 
jth nodes while ~_/ stands for the bias of the jth node. 
The process of learning is performed by back-propagation (Rumelhart et al. 
[17]). Its results are summarized in terms of a relevant performance index that 
is minimized in consecutive l arning steps. The performance index is defined 
as a sum of squared errors between the outputs of the network and correspond- 
ing output values (class membership) existing in the learning set. It takes the 
well-known form 
m 
v= E E (y7)- 6')) 
k j= l  
where the first sum indexed by k refers to the patterns from the learning set, 
which is sequentially used within the entire learning process. The second sum 
is taken over all output units of the network (namely, 30 nodes). The results 
obtained are presented in Figure 5. As can be seen, the process of learning is 
completed after 140 steps; after that the values of K are no longer affected. 
Further studies in learning in a structure with a hidden layer consisting of 15 
nodes indicated that the results obtained within this topology are comparable to 
those generated by the network without that layer; however, the speed of 
learning has been significantly reduced. 
CONCLUSIONS 
In this study we have summarized selected aspects of problems of pattern 
recognition underlying the need to cope with them in the design of classifica- 
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tion structures. A key issue that should not be neglected refers to the emulation 
of human abilities in recognition tasks. We indicated that the notion of 
cognitive perspective plays a vital role. In addition to that, a relevant represen- 
tation framework is necessary. Among the variety of representation schemes, 
particularly those rooted in artificial intelligence, one has to look for a specific 
one that combines the advantages of symbolic and numerical knowledge 
representation a d try to eliminate their particular shortcomings. It has been 
indicated that fuzzy set techniques link the advantage of symbolic and numeri- 
cal processing, being very flexible in the form of the cognitive perspective. 
The referential scheme of pattern classification using fuzzy sets, especially 
fuzzy logic, in preprocessing stages and techniques of neural networks in 
between has been used as a convincing example of how those two different 
processing techniques can be combined and efficiently utilized. The neural 
network implemented in this scheme plays the role of an optimal mapping 
structure between two logical spaces. As these two spaces take a clear 
interpretation i  terms of fuzzy sets, the way the objects (fuzzy truth values) in 
two spaces have to be tied together does not have the same clear logical 
interpretation a d because of that should be determined in a numerical manner 
that is well captured by neurocomputations. 
A numerical illustration has also been studied to visualize some features of 
the classification scheme designed here. 
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