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Abstract
We consider the problem of when the real interpolation method respects Banach-algebra
structure. Using our results, we show that every weakly compact homomorphism between
Banach algebras factors through a reﬂexive Banach algebra.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A classical result of Davis et al. [DFJP] asserts that a weakly compact operator
between Banach spaces factors through a reﬂexive Banach space. Talagrand [T]
showed that the analogue of this result for Banach lattices fails in general (see also
[AB] for some positive results for Banach lattices). Gale´ et al. [GRW] raised the
analogous question in the setting of Banach algebras. More precisely, they asked
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whether every weakly compact homomorphism between Banach algebras necessarily
factors through a reﬂexive Banach algebra (with Banach algebra homomorphisms as
factors).
In this note we give an afﬁrmative answer to this question. Indeed, we shall be able
to carry over the argument in [DFJP], or more precisely, the version given in [LT,
Vol. II, Theorem 2.g.11], to the setting of Banach algebras. As pointed out in
[GRW], the main difﬁculty in doing this is that the proof of [LT] (the same as that of
[DFJP]) uses the real interpolation method, and it is not clear when this method
respects the Banach-algebra structure.
It seems to be well known that the classical Jðy; 1Þ-method ð0oyo1Þ respects the
Banach-algebra structure. This method has been generalized by Kaijser [K] to the
Jðr; 1Þ-method. As is shown in the same paper, the latter also respects the Banach-
algebra structure. However, these methods are not suitable for adapting the proof of
[LT] to the framework of Banach algebras, as they are unlikely to produce reﬂexive
interpolation spaces in those situations relevant to the factorization problem under
consideration.
Thus, we should start by ﬁnding a suitable class of interpolation methods. For
this, we shall look at a family of interpolation methods introduced and studied by
Peetre [P], and further considered in [LT, Vol. II, Section 2.g]. We shall give
conditions forcing a member of this family to respect the Banach-algebra structure.
Our conditions will turn out to be fairly simple and natural.
We should make the remark that such a degree of generality is not required in the
proof of our factorization result. However, we have chosen to do things in this way
for two main reasons. The ﬁrst one is that little seems to be available in the literature
on when the real interpolation method respects the Banach-algebra structure, which
may well be one of the reasons why interpolation methods have not received from
Banach algebraists as much attention as they have from Banach-space analysts (as in
[B] for instance). The second reason is that this degree of generality can be achieved
with no additional effort.
This note is organized as follows. In the next section, we have gathered the
terminology and basic facts we need. In particular, we introduce the class of
interpolation methods that we consider in this paper. In Section 3, we give sufﬁcient
conditions for an interpolation method, within the class introduced in Section 2, to
respect the Banach-algebra structure. The theorem on factorization of weakly
compact homomorphisms between Banach algebras is proved in Section 4.
Finally, in Section 5, we present alternative deﬁnitions of some of the interpolation
methods considered in Section 3, which are closer to those of the classical K- and
J-methods.
2. Preliminaries
In this section we have gathered some terminology and basic facts from
interpolation theory that we need in this paper.
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Recall that a Banach couple is a pair %X ¼ ðX0; X1Þ of Banach spaces, continuously
embedded in a common Hausdorff topological vector space Z: As is customary, we
denote by Sð %XÞ the linear space X0 þ X1 endowed with the norm
jjxjjS :¼ inffjjx0jjX0 þ jjx1jjX1 : x ¼ x0 þ x1; xiAXig ðxAX0 þ X1Þ
and by Dð %XÞ the linear space X0-X1 endowed with the norm
jjxjjD :¼ maxfjjxjjX0 ; jjxjjX1g ðxAX0-X1Þ:
It is a standard fact that both Sð %XÞ and Dð %XÞ are Banach spaces. The pair %X is
termed regular if X0-X1 is dense in both X0 and X1:
Given Banach couples %X ¼ ðX0; X1Þ and %Y ¼ ðY0; Y1Þ; a bounded linear operator,
T : Sð %XÞ-Sð %YÞ; is called a couple map between %X and %Y if TðXiÞCYi and T :
Xi-Yi is bounded ði ¼ 0; 1Þ:
An interpolation method is a mapping F that to any Banach couple %X assigns a
Banach space Fð %XÞ in such a way that the following conditions are satisﬁed:
(i) for every Banach couple %X; we have Dð %XÞ+Fð %XÞ+Sð %XÞ (where+ denotes
continuous embedding);
(ii) for every couple map T between Banach couples %X and %Y; we have
TðFð %XÞÞCFð %YÞ and T : Fð %XÞ-Fð %YÞ is bounded.
An interpolation method F is said to be exact if, for every couple map T between
Banach couples %X ¼ ðX0; X1Þ and %Y ¼ ðY0; Y1Þ; we have
jjT : Fð %XÞ-Fð %YÞjjpmaxfjjT : X0-Y0jj; jjT : X1-Y1jjg:
Given scalars o and t in Rþ :¼ ftAR : t40g; we set
kðx;o; tÞ ¼ inffojjx0jjX0 þ tjjx1jjX1 : x ¼ x0 þ x1g ðxASð %XÞÞ
and
jðx;o; tÞ ¼ maxfojjxjjX0 ; tjjxjjX1g ðxADð %XÞÞ:
Fixing o ¼ 1 and letting t vary in Rþ; we obtain the K- and J-functionals of the
classical theory [BL, Chapter 3]. More precisely, we have
Kðt; xÞ ¼ kðx; 1; tÞ ðxASð %XÞ; tARþÞ
and
Jðt; xÞ ¼ jðx; 1; tÞ ðxADð %XÞ; tARþÞ:
For later use, we collect in a lemma some properties of k and j: They are the
analogues of well-known inequalities satisﬁed by the K- and J-functionals.
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Lemma 2.1. Let k and j be as above. Then we have the following:
(i) kðx; uo; ttÞpminfo; tgjðx; u; tÞ ðxADð %XÞ;o; t; u; tARþÞ;
(ii) kðx; uo; ttÞpmaxfo; tgkðx; u; tÞ ðxASð %XÞ; o; t; u; tARþÞ:
Proof. Using the inequality Kðt; xÞpminf1; t=sgJðs; xÞ ðt; sARþ; xADð %XÞÞ [BL,
Lemma 3.2.1], we obtain, for o; t; u; tARþ; that
kðx; uo; ttÞ ¼ uoKðtt=uo; xÞpuominf1; t=ogJðt=u; xÞ ¼ minfo; tgjðx; u; tÞ;
i.e., (i) holds. The second inequality follows in a similar way from the inequality
Kðt; xÞpmaxf1; t=sgKðs; xÞ ðt; sARþ; xASð %XÞÞ [BL, Lemma 3.1.1]. &
Given a set S; we deﬁne the Banach spaces lpðSÞ ð1ppoNÞ and c0ðSÞ in the usual
way. Given a linear space X ; we denote by c00ðS; XÞ (or simply c00ðSÞ if X ¼ C or R)
the linear space of all X -valued functions on S with ﬁnite support.
Let ðE; jj:jjÞ be a Banach space and let e :¼ ðeiÞiAZ be a set of vectors in E indexed
by the integers. We shall call e a 1-unconditional basic sequence if jjPi aieijjp
jjPibieijj whenever a; bAc00ðZÞ and jaijpjbij ðiAZÞ: Of course, this is nothing but
one of the many equivalent deﬁnitions of a 1-unconditional basic sequence, except
for the fact that the vectors here are indexed by Z instead of N: The reason for doing
this should become clear later on. Note that, in this situation, the order of
summation is irrelevant, so
P
iaiei has an unambiguous meaning.
A 1-unconditional basic sequence ðeiÞiAZ; as deﬁned above, shall be called
normalized if jjeijj ¼ 1 ðiAZÞ: Given a normalized 1-unconditional basic sequence
e :¼ ðeiÞiAZ; we denote by e the family ðei ÞiAZ in E0; where ei denotes the ith
biorthogonal functional associated to e in the obvious way. It is not difﬁcult to see
that e is itself a normalized 1-unconditional basic sequence in our sense (see for
instance [LT, Vol. I, Section c]).
We now deﬁne a certain family of interpolation methods. This family is explicitly
considered in [LT, Vol. II, Section g]. A more general deﬁnition can be found in [P,
Chapter III].
Throughout, S will stand for either N or Z:
Let e ¼ ðeiÞiAZ be a normalized 1-unconditional basic sequence, and let o : S-Rþ
and t : S-Rþ be such that minfo; tgAl1ðSÞ: Given a Banach couple %X ¼ ðX0; X1Þ;
we deﬁne %Xo;t;S;e;K as the linear space fxASð %XÞ :
P
iASkðx;oi; tiÞei convergesg;
endowed with the norm
jjxjjo;t;S;e;K :¼ jj
X
iAS
kðx;oi; tiÞeijj ðxA %Xo;t;S;e;KÞ:
It is not difﬁcult to verify that %Xo;t;S;e;K is a Banach space. Moreover, the map
%X/ %Xo;t;S;e;K is an exact interpolation method [LT, Vol. II, Proposition 2.g.4].
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Together with the spaces introduced in the previous paragraph, we consider
another, closely related family of Banach spaces. Its deﬁnition, below, is a
generalization of the deﬁnition of the discrete J-method given in [KP, II.1.5].
Let e; o and t be as above. The space %Xo;t;S;e;J is deﬁned as the completion of
X0-X1 with respect to the seminorm:
jjxjjo;t;S;e;J :¼ inf
f
X
iAS
jðfi;oi; tiÞei



 ðxAX0-X1Þ;
where the inﬁmum is taken over all fAc00ðS; X0-X1Þ with
P
i fi ¼ x: We shall see in
the next section that jj:jjo;t;S;e;J is a norm and not merely a seminorm.
Note that our last deﬁnition does not imply that %Xo;t;S;e;J+Sð %XÞ; and so
%X/ %Xo;t;S;e;J need not be an interpolation method. However, it is not difﬁcult to see
that, if %Xo;t;S;e;J+Sð %XÞ; then %X/ %Xo;t;S;e;J is an exact interpolation method. In the
next section we give conditions under which %Xo;t;S;e;J+Sð %XÞ holds.
In order to simplify the statement of our results, we adopt the following (non-
standard) convention. Throughout, by Banach algebra, we mean an algebra which is
also a Banach space and whose multiplication is jointly continuous. In other words,
we do not require the norm to be submultiplicative. However, it is well known that,
in these circumstances, we can always ﬁnd an equivalent norm which is
submultiplicative.
Following [K], we shall call a Banach couple A ¼ ðA0;A1Þ; in which both A0 and
A1 are Banach algebras, a Banach couple of Banach algebras if the two
multiplications agree on the intersection A0-A1:
Remark. It is also possible to deﬁne a Banach couple of Banach algebras as a pair of
Banach algebras continuously embedded in some kind of Hausdorff topological
algebra, for example an Arens–Michael algebra. However, as noted in [K], it is often
the case that the sum space of two Banach algebras cannot be turned into an algebra,
while, on the other hand, their intersection is always a Banach algebra (provided that
the two multiplications agree on it).
The following notion plays a central role in this note. We state it formally as a
deﬁnition.
Deﬁnition 2.2. Let e ¼ ðeiÞiAZ be a normalized 1-unconditional basic sequence in
ðE; jj:jjÞ: A function r : Z-Rþ shall be called an algebra weight with respect to e if
there exists a constant C such that
jj
X
iAZ
j
X
jAZ
ajbi
jjrieijjpCjj
X
iAZ
jaijrieijjjj
X
iAZ
jbijrieijj ða; bAc00ðZÞÞ: ð1Þ
We shall call a function g : Z-Rþ (resp. g : Rþ-Rþ) submultiplicative if
giþjpgigj ði; jAZÞ (resp. grspgrgs (r; sARþ)). Note that, if r is an algebra weight in the
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sense of our deﬁnition, then so is cr for all c40; and, by taking c large enough, we
can further ensure that cr be submultiplicative.
It is known, for instance, that ri :¼ ð1þ jijÞl ðiAZÞ is an algebra weight with
respect to the unit vector basis of lpðZÞ ð1ppoNÞ whenever l4p
1p : More generally,
we have the following result, which seems to go at least as far back as [N].
Proposition 2.3. For a function r : Z-Rþ to be an algebra weight with respect to the
unit vector basis of lpðZÞ ð1opoNÞ ðresp. ðp ¼ 1ÞÞ; it is sufficient that
sup
iAZ
X
jAZ
ri
rjri
j
 ! p
p
1
oN resp: sup
i;jAZ
ri
rjri
j
oN
 !
: &
It is apparent from the observation following Deﬁnition 2.2 that, when p ¼ 1; the
last condition is also necessary.
3. Real interpolation of Banach algebras
It is now natural to ask the following question: Among the interpolation methods
deﬁned in the previous section, are there any that respect the Banach-algebra
structure? More precisely, given a Banach couple of Banach algebras, say A ¼
ðA0;A1Þ; when is the interpolation space Ao;t;S;e;K a Banach algebra too?
A partial answer to this question is given by the next theorem, which is the main
result of this section.
Theorem 3.1. Let A ¼ ðA0;A1Þ be a Banach couple of Banach algebras, let e be a
normalized 1-unconditional basic sequence, and let o and t be algebra weights with
respect to this basic sequence such that minfo; tgAc0ðZÞ: Then Ao;t;S;e;J is a Banach
algebra.
Suppose, in addition, that A is regular, and that at least one of the following holds:
(a) S ¼ Z;
(b) limn-N on ¼N and A1+A0;
(c) limn-N tn ¼N and A0+A1:
Then Ao;t;S;e;J ¼ Ao;t;S;e;K with equivalence of norms, and so Ao;t;S;e;K is a Banach
algebra too.
Remark. The exact meaning of the ﬁrst part of the theorem is that multiplication on
A0-A1 is jointly continuous with respect to the norm jj:jjo;t;S;e;J ; and so it extends
(uniquely) by continuity to the whole of Ao;t;S;e;J ; turning the latter into a Banach
algebra.
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Do the multiplications on Ao;t;S;e;J and A1 necessarily coincide on Ao;t;S;e;J-A1?
We do not know. However, they clearly do coincide if it so happens that
Ao;t;S;e;J+A1: From the second part of the theorem, this will be the case whenever
A is regular, limn-N tn ¼N and A0+A1:
We will need the following simple lemma. It should help in clarifying the role of
some of the hypotheses of the theorem, as well as their interrelation.
Lemma 3.2. Let o : Z-Rþ and t : Z-Rþ be submultiplicative functions such that
minfo; tgAc0ðZÞ: Then, as n-þN; one (and only one) of the following holds:
(i) lim supn
ﬃﬃﬃﬃﬃﬃﬃﬃ
o
nn
p o1olim infn ﬃﬃﬃﬃﬃﬃonnp and lim infn ﬃﬃﬃﬃﬃﬃﬃt
nnp 414limsupn ﬃﬃﬃﬃtnnp ;
(ii) lim infn
ﬃﬃﬃﬃﬃﬃﬃﬃ
o
nn
p
414lim supn
ﬃﬃﬃﬃﬃﬃ
onn
p
and lim supn
ﬃﬃﬃﬃﬃﬃﬃ
t
nn
p o1olim infn ﬃﬃﬃﬃtnnp :
Proof. Suppose ﬁrst that lim supntn ¼N: Since minfo; tgAc0ðZÞ; we must have
lim infnon ¼ 0: Let mAN be such that omo1: Then okmþlpðomÞkol
ðkAN; 1plomÞ: It follows that lim supn
ﬃﬃﬃﬃﬃﬃ
onn
p p ﬃﬃﬃﬃﬃﬃommþ1p o1; and since
ono
nXo0X1; that lim infn
ﬃﬃﬃﬃﬃﬃﬃﬃ
o
nn
p
Xðlim supn
ﬃﬃﬃﬃﬃﬃ
onn
p Þ
141: Note that limno
n ¼N;
so we must have limnt
n ¼ 0: Choosing %mAN such that t
 %mo1; and noting that
t
k %m
lpðt
 %mÞkt
l ðkAN; 1plo %mÞ; we obtain that lim supn
ﬃﬃﬃﬃﬃﬃﬃ
t
nn
p p ﬃﬃﬃﬃﬃﬃﬃﬃt
 %m%mþ1p o1; and
in turn, since tnt
nXt0X1; that lim infn
ﬃﬃﬃﬃ
tnn
p
41:
If lim supntnoN then lim supnt
n40; and so in turn, lim infno
n ¼ 0: Now just
repeat the argument of the previous paragraph interchanging the roles of t
and o: &
Proof of the theorem. Since o; t and e will remain ﬁxed throughout the proof, to
simplify, we shall omit them in our notations. Moreover, without loss of generality,
we can assume that (1) holds with C ¼ 1 for both o and t; and consequently, that
both weights are submultiplicative. We may further suppose that the norms on A0
and A1 are both submultiplicative.
We start by showing that jj:jjS;J is an algebra seminorm on A0-A1: We give the
details for S ¼ N; the case S ¼ Z being completely analogous.
Let a; bAA0-A1; and let a; bAc00ðN;A0-A1Þ such thatX
nAN
an ¼ a;
X
nAN
bn ¼ b;
jj
X
n
jðan;on; tnÞenjjp2 jjajjN;J and jj
X
n
jðbn;on; tnÞenjjp2jjbjjN;J :
Let gAc00ðN;A0-A1Þ be deﬁned by g1 :¼ 0 and gn :¼
Pn
1
k¼1 akbn
k ðn41Þ: Then
ab ¼Pn gn; and so
jjabjjN;Jp
X
n
jðgn;on; tnÞen



p
X
n
Xn
1
k¼1
jðakbn
k;on; tnÞ
 !
en




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p
X
n
Xn
1
k¼1
jðakbn
k;okon
k; tktn
kÞmax
on
okon
k
;
tn
tktn
k
  !
en




p
X
n
Xn
1
k¼1
jðak;ok; tkÞjðbn
k;on
k; tn
kÞmax
on
okon
k
;
tn
tktn
k
  !
en




p
X
n
Xn
1
k¼1
jðak; 1; tk=okÞjðbn
k; 1; tn
k=on
kÞon
 

þ
Xn
1
k¼1
jðak;ok=tk; 1Þjðbn
k;on
k=tn
k; 1Þtn
!
en


p
X
n
Xn
1
k¼1
jðak; 1; tk=okÞjðbn
k; 1; tn
k=on
kÞ
 !
onen




þ
X
n
Xn
1
k¼1
jðak;ok=tk; 1Þjðbn
k;on
k=tn
k; 1Þ
 !
tnen




p 2
X
n
jðan;on; tnÞen




X
n
jðbn;on; tnÞen




p 8jjajjN;J jjbjjN;J :
(Here the penultimate inequality arises from the fact that o and t are algebra weights
with respect to e:)
This shows that ðA0-A1; jj:jjN;JÞ is a seminormed algebra. That jj:jjS;J is a norm
will be obtained as an immediate consequence of what follows. Indeed, we show next
that the inclusion map i : ðA0-A1; jj:jjS;JÞ-AS;K is continuous. As before, we write
the proof for S ¼ N: The proof when S ¼ Z is the same, except for some obvious
modiﬁcations.
Let aAA0-A1; and let xAc00ðN;A0-A1Þ such that
P
n xn ¼ a: Then, by Lemma
2.1(i), for every nAN we have
kða;on; tnÞp
X
i
kðxi;on; tnÞ
p
X
i
kðxi;oion
i; titn
iÞmax
on
oion
i
;
tn
titn
i
 
p
X
i
minfon
i; tn
igjðxi;oi; tiÞmax
on
oion
i
;
tn
titn
i
 
p
X
i
min 1;
tn
i
on
i
 
jðxi; 1; ti=oiÞon
þ
X
i
min
on
i
tn
i
; 1
 
jðxi;oi=ti; 1Þtn:
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Since o and t are submultiplicative, and minfo; tgAc0ðZÞ; we have, by Lemma
3.2, that minfo; tg belongs to l1ðZÞ: It follows from this observation, the last
inequality, and the fact that o and t are algebra weights with respect to e; that
X
nAN
kða;on; tnÞen



p
X
nAN
X
iAN
min 1;
tn
i
on
i
 
jðxi; 1; ti=oiÞ
 !
onen




þ
X
nAN
X
iAN
min
on
i
tn
i
; 1
 
jðxi;oi=ti; 1Þ
 !
tnen




p 2
X
iAZ
minfoi; tigei




X
nAN
jðxn;on; tnÞen




p 2
X
iAZ
minfoi; tig
 ! X
nAN
jðxn;on; tnÞen



:
Taking the inﬁmum over all xAc00ðN;A0-A1Þ with
P
n xn ¼ a we obtain that
jjajjN;KpCjjajjN;J ;
where C ¼ 2PiAZminfoi; tig: Since this holds for all aAA0-A1; this proves that i is
continuous and establishes the ﬁrst part of the theorem, i.e., that AS;J is a Banach
algebra (see the remark following Theorem 3.1).
The second part of the theorem is essentially an equivalence result. Its proof
follows very closely the ideas of [KP, Chapter II].
We ﬁrst look at the case when S ¼ N and, to ﬁx ideas, we assume that condition
(b) is satisﬁed, i.e., that limnon ¼N and A1+A0: By the previous part, we know
that i is continuous. Let *i be the (continuous) extension of i to AN;J : We show next
that *i is surjective. For this, we ﬁrst prove that, for every aAAN;K ; there exists a
Cauchy sequence ðanÞ in ðA0-A1; jj : jjN;JÞ such that jja 
 anjjS-0: Given aAAN;K
the sequence ðanÞ can be deﬁned as follows. For each iAN; let x0;iAA0 and x1;iAA1
be such that a ¼ x0;i þ x1;i; and
oijjx0;ijjA0 þ tijjx1;ijjA1p2 kða;oi; tiÞ: ð2Þ
Deﬁne x1 :¼ a 
 x0;1 ¼ x1;1 and xi :¼ x0;i
1 
 x0;i ¼ x1;i 
 x1;i
1 ði41Þ; and let an :¼Pn
1xi ðnANÞ: Then ðanÞ is contained in A0-A1; and jja 
 anjjS ¼ jjx0;njjSpjjx0;njjA0
pð2=onÞkða;on; tnÞ-0:
That ðanÞ is Cauchy with respect to jj : jjN;J can be seen as follows. First, using (2),
the submultiplicativity of o and t; and Lemma 2.1(ii), we ﬁnd that, for i41;
jðxi;oi; tiÞpoijjx0;i
1jjA0 þ oijjx0;ijjA0 þ tijjx1;i
1jjA1 þ tijjx1;ijjA1
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p 2 kða;oi; tiÞ þ 2maxfo1; t1gkða;oi
1; ti
1Þ
p 2 kða;oi; tiÞ þ 2maxfo
1; t
1gmaxfo1; t1gkða;oi; tiÞ
¼B kða;oi; tiÞ;
where B ¼ 2ð1þmaxfo
1; t
1gmaxfo1; t1gÞ: Then
jjanþk 
 anjjN;Jp
Xnþk
nþ1
jðxi;oi; tiÞei



pB
Xnþk
nþ1
kða;oi; tiÞei



 ðkANÞ:
Since
P
iANkða;oi; tiÞei converges, the desired conclusion follows.
Now, given aAAN;K ; let ðanÞ be as above, and let a be the limit of ðanÞ in AN;J :
Then *iðaÞ ¼ limn*iðanÞ ¼ a in SðAÞ (recall that AN;K+SðAÞ) so *iðaÞ ¼ a; and *i is
surjective.
To ﬁnish, we show that *i is also injective. The regularity assumption allows us to
consider A0 :¼ ðA00;A10Þ as a Banach couple (with DðAÞ0 as Z). Then the dual of
ðA0-A1; jð : ;o; tÞÞ (resp. ðA0 þ A1; kð : ;o; tÞÞ) can be (isometrically) identiﬁed
with ðA00 þ A10; kð : ; 1o; 1tÞÞ (resp. ðA00-A10; jð : ; 1o; 1tÞÞÞ [BL, Theorem 2.7.1]. Thus,
given fAðAN;JÞ0 and a ¼
P
ixiAAN;J ðx ¼ ðxiÞAc00ðN;A0-A1ÞÞ we have
jfðaÞjp
X
i
jfðxiÞjpjj
X
i
kðf; 1=oi; 1=tiÞei jjjj
X
i
jðxi;oi; tiÞeijj: ð3Þ
Given e40; choose xi;eAA0-A1 with jðxi;e;oi; tiÞ ¼ 1; and such that
kðf; 1=oi; 1=tiÞ 
 epfðxi;eÞ ðiANÞ: For each nAN; let ðln;1; ln;2;y; ln;nÞARnþ be
such that jjPiln;ieijj ¼ 1 and Pni¼1ln;i kðf; 1=oi; 1=tiÞ ¼ jjPni¼1kðf; 1=oi; 1=tiÞei jj:
Letting an;e ¼
Pn
i¼1ln;i xi;e we obtain
fðan;eÞX
Xn
i¼1
kðf; 1=oi; 1=tiÞei




 e
X
i
ln;i
 !
:
Since jjan;ejjN;Jp1; letting ﬁrst e-0 and then n-N; it is readily seen that
jjfjjðAo;t;N;e;J Þ0Xjjfjj1o;1t;N;e;K : (Note that, by Lemma 3.2, minf1=o; 1=tgAl1ðZÞ so that
ðA0Þ1
o;
1
t;N;e
;K
is an interpolation space as in Section 2.) This last, combined with (3),
shows that the (topological) dual of Ao;t;N;e;J is isometrically isomorphic to
ðA0Þ1
o;
1
t;N;e
;K
:
Since Ao;t;N;e;K+SðAÞ; the map *i can be viewed as a continuous map from
Ao;t;N;e;J into SðAÞ: Then, *i0 : DðA0Þ-ðA0Þ1
o;
1
t;N;e
;K
: Moreover, *i0 is the natural
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inclusion. Now, let
; : ðA00-A10; jj : jj1
o;
1
t;N;e
;J
Þ-ðA0Þ1
o;
1
t;N;e
;K
be the inclusion map. By the same argument as above, its continuous extension to
the space ðA0Þ1
o;
1
t;N;e
;J
must be surjective, and, since DðA0Þ+ðA0Þ1
o;
1
t;N;e
;J
; we ﬁnd
that *i0ðDðA0ÞÞ is norm-dense in ðA0Þ1
o;
1
t;N;e
;K
: Thus, *i must be injective.
The case when S ¼ N and condition (c) is satisﬁed is treated analogously.
Finally, we consider the case where (a) is satisﬁed, i.e., S ¼ Z: By Lemma 3.2, we
can assume without loss of generality that limn-Non ¼N: Note that, by the same
lemma, we must then have limn-N t
n ¼N:
Now the proof is completely analogous to that in the case S ¼ N; except for the
deﬁnition of the sequence ðanÞ while proving the surjectivity of *i: In this case, the
sequence ðanÞ is deﬁned as follows. For each iAZ; choose x0;iAA0 and x1;iAA1 such
that x0;i þ x1;i ¼ a; and such that the inequality (2) is satisﬁed. Deﬁne xi :¼
x0;i
1 
 x0;i ðiAZÞ; and an :¼
Pn

nxi: Then jja 
 anjjSpjjx0;njjA0 þ jjx1;
n
1jjA1-0:
The rest of the argument follows along the lines of the proof in the previous
cases. &
4. Factorization of weakly compact homomorphisms
Recall that a Banach-algebra homomorphism f : A-B is said to be weakly
compact if the closure of fðA½1Þ is a weakly compact subset of B (where A½1 denotes
the unit ball of A).
As our main application of the results of the previous section we prove the
following.
Theorem 4.1. Let A and B be Banach algebras, and let f : A-B be a weakly
compact Banach-algebra homomorphism. Then there exists a reflexive Banach algebra
C and Banach-algebra homomorphisms f1 : A-C; f2 : C-B such that f ¼ f23f1:
Proof. Without loss of generality, we can assume that fðAÞ is dense in B: Let
B1 :¼ B; and let B0 :¼
SN
n¼1 nfðA½1Þ endowed with the algebra norm deﬁned by the
Minkowski functional of fðA½1Þ (see [BD, Proposition 1.9]). Then B0 and B1 are
Banach algebras, and B0+B1: Thus, B ¼ ðB0;B1Þ is a regular Banach couple of
Banach algebras.
Next, let on ¼ 2
nð1þ jnjÞ and tn ¼ 2nð1þ jnjÞ ðnAZÞ: By Proposition 2.3, o and
t are algebra weights with respect to the unit vector basis of l2ðZÞ: Clearly,
minfo; tgAc0ðZÞ: Let *f : A-B0; a/fðaÞ; and let i1 : B0-Bo;t;N;e2;K and i2 :
Bo;t;N;e2;K-B1 be the natural inclusion maps (here e2 stands for the unit vector basis
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of l2ðZÞ). We deﬁne C :¼ Bo;t;N;e2;K ; f2 :¼ i2 and f1 :¼ i13 *f: By Theorem 3.1, C is a
Banach algebra whose multiplication agrees with that of B1: Now it is easily seen
that f1 and f2 are Banach algebra homomorphisms with f23f1 ¼ f: Moreover, it
can be shown, exactly as in the proof of [LT, Vol. II, Theorem 2.g.11], that Bo;t;N;e2;K
is a reﬂexive Banach space. (Note that
PN
n¼1onoN and limn-N tn ¼N; and also
that, in the terminology of [LT], the space KðB0;B1; l2; ðonÞ; ðtnÞÞ corresponds to the
interpolation space Bo;t;N;e2;K :) The rest is clear. &
Previous efforts to understand the structure of weakly compact homomorphisms
from Banach algebras have aimed at showing that weakly compact homomorphisms
from certain classes of Banach algebras (e.g., amenable algebras [GRW,J2], C-
algebras [GRW,M], and group algebras [G,GRW,J3,R1]) must be of ﬁnite rank.
However, in general Banach algebras, weakly compact homomorphisms of inﬁnite
rank are by no means exceptional.
Indeed, given an arbitrary Banach algebra, B say, and an absolutely convex,
symmetric, radially bounded, weakly compact (sub)semigroup W of B; there always
exists a Banach algebra A and a Banach-algebra homomorphism f : A-B with
fðA½1Þ ¼ W : For example, as the algebra A; we can take the semigroup algebra,
l1ðFSW Þ; where FSW denotes the free semigroup on elements of W ; and as f we
simply take the natural homomorphism from l1ðFSW Þ into B; that takes the ‘word’
wawbywg to the corresponding product of its ‘letters’ in B: It is easy to verify that
this is indeed a Banach-algebra homomorphism.
As for the existence of such sets W ; note that, starting with any null sequence of
distinct elements in the interior of B½1; we can easily produce compact (and hence
weakly compact) sets with the required properties. For if ðwnÞ is such a sequence,
then the closure of the absolutely convex hull of the semigroup generated by the set
fwng,f
wng has all the desired properties. Note also that, if B happens to be
separable, then we can even choose the null sequence in such a way that its linear
span be dense in B:
We end this section with a very simple consequence of Theorem 4.1. Recall
that a Banach algebra A is said to be amenable if every continuous derivation from A
into a dual Banach A-bimodule is inner [J1]. The following question was raised in
[GRW]: is every reﬂexive, amenable Banach algebra ﬁnite-dimensional? This
question arose in connection with the study of weakly compact homomorphisms
from amenable Banach algebras. It has been considered by several authors
[J2,R2,R3,Z]. Now, as an immediate consequence of Theorem 4.1 we have the
following.
Corollary 4.2. The following assertions are equivalent:
(a) Every reflexive amenable Banach algebra is finite-dimensional.
(b) Every weakly compact homomorphism from an amenable Banach algebra has
finite rank.
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Proof. Clearly, ðbÞ ) ðaÞ: That ðaÞ ) ðbÞ follows from the theorem above
combined with the well-known fact that the closure of the homomorphic image of
an amenable Banach algebra is again amenable [J1, Proposition 5.3]. &
This result shows that Problems 4 and 5 in the list of open problems at the end of
[R4] are in fact equivalent to one another.
5. Some further remarks
Thus far, to make our arguments more transparent, we have worked with the
discrete deﬁnition of the interpolation methods. In this last section, we brieﬂy
outline integral versions of the Banach-algebra preserving interpolation methods of
Section 3. They may be useful for comparison, since they more closely resemble the
classical K- and J-methods as they are usually presented.
5.1. K-methods
Let 0oyo1; let 1ppoN; and let j : Rþ-½0;NÞ be a measurable function such
that
(i) limt-0 t

yjðtÞ ¼ limt-N t1
yjðtÞ ¼ 0;
(ii) %jpn :¼
R enþ1
en
ðt
yjðtÞÞpdt
t
40 ðnAZÞ; and the function %j : Z-Rþ; n/ %jn; is an
algebra weight with respect to the unit vector basis of lpðZÞ:
Note that, conditions (i) and (ii) are satisﬁed if we take, for instance, jðtÞ ¼ jln tjl
ðtARþÞ with l4ðp 
 1Þ=p:
Now, given a regular Banach couple of Banach algebras, say A ¼ ðA0;A1Þ; we
deﬁne the interpolation space Ay;j;p;K as the linear space faASðAÞ :RN
0 ðt
yjðtÞKðt; aÞÞpdttoNg; endowed with the norm
jjajjy;j;p;K :¼
Z N
0
ðt
yjðtÞKðt; aÞÞpdt
t
 1=p
ðaAAy;j;p;KÞ:
It is easily veriﬁed that, for every aAAy;j;p;K ;
kða; %jn; en %jnÞpp
Z enþ1
en
ðt
yjðtÞKðt; aÞÞpdt
t
pepkða; %jn; en %jnÞp ðnAZÞ:
Moreover, n/en %jn ðnAZÞ is also an algebra weight with respect to the unit vector
basis of lpðZÞ; and, by (i), minf %j; %j  expgAc0ðZÞ: Thus, Ay;j;p;KCA %j; %jexp;Z;ep;K
(where ep denotes the unit vector basis of lpðZÞ).
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It should be pointed out, that condition (ii) above can be replaced by the following
(stronger) one:
ðiiÞ there exists a positive constant C such that, for any pair of functions a and b of
compact support and integrable with respect to the measure dt
t
; we haveZ N
0
ja  bðtÞjpðt
yjðtÞÞpdt
t
pC
Z N
0
jaðtÞjpðt
yjðtÞÞpdt
t
Z N
0
jbðtÞjpðt
yjðtÞÞpdt
t
;
where a  bðtÞ :¼ RN
0
aðsÞbðt=sÞds
s
:
The last condition might be considered as the continuous analogue of the inequality
(1) in Deﬁnition 2.2. The latter assumption, though more natural, clearly forces the
function j to be a scalar multiple of a submultiplicative function, ruling out the
possibility of having jðtÞ ¼ jln tjl as a possible choice for j: This was the main
reason for considering (ii) in the ﬁrst place.
5.2. J-methods
Now suppose, in addition, that
(iii) there exist positive constants C1 and C2 such that
C1
Z
½r;s
dt
t
pmnðfrptpsgÞpC2
Z
½r;s
dt
t
ð½r; sC½en; enþ1; nAZÞ;
where mn denotes the measure on ½en; enþ1 deﬁned by mnðEÞ :¼
1
%jpn
R
E
ðt
yjðtÞÞpdt
t
(EC½en; enþ1 a Borel set).
It is easy to verify that this last condition holds whenever j is a scalar multiple of a
submultiplicative function.
We deﬁne the space Ay;j;p;J as the closure of A0-A1 with respect to the norm
jjajjy;j;p;J :¼ infu
Z N
0
ðt
yjðtÞJðt; uðtÞÞÞpdt
t
 1=p
;
the inﬁmum being taken over all strongly measurable u : Rþ-A0-A1 of compact
support whose (Bochner) integral with respect to the measure dt
t
exists and equals a:
Given a ¼ RN0 uðtÞdtt ; with u as in the previous paragraph, we ﬁnd, using (iii), that
jðxn; %jn; en %jnÞpp %jpn
Z enþ1
en
Jðen; uðtÞÞpdt
t
p 1
C1
Z enþ1
en
ðt
yjðtÞJðt; uðtÞÞÞpdt
t
ðnAZÞ; ð4Þ
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where xn ¼
R enþ1
en
uðtÞdt
t
ðnAZÞ; and conversely, if a ¼Pn xn ðx ¼ ðxnÞA
c00ðZ;A0-A1ÞÞ; we ﬁnd that,
Z enþ1
en
ðt
yjðtÞJðt; vðtÞÞÞpdt
t
pC2 %jpn
Z enþ1
en
Jðt; vðtÞÞpdt
t
pC2epjðxn; %jn; en %jnÞp ðnAZÞ; ð5Þ
where vðtÞ :¼ xn for enptoenþ1 ðnAZÞ: It follows from (4) and (5) (see [BL, p. 44] for
details) that Ay;j;p;JCA %j; %jexp;Z;ep;J :
In the terminology of [K], t
yjðtÞ is called rð1
t
Þ: Then [K, Proposition 4.2] becomes
a particular case of this last result, provided that limt-N rð1tÞ ¼ 0:
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