It has long been proposed in speech production research that in CV sequences, the movement for consonant and vowel are initiated synchronously. However, mostly due to limitations on the statistical analysis of articulator motion over time, this could only be shown in a limited fashion, based on positional differences at a single time point during consonantal constriction formation. It is unknown to which extent this observation generalizes to earlier timepoints. In this paper, we illustrate the use of functional principal component analysis (FPCA) for the statistical analysis of articulator motion over time. Using articulography data, we quantify CV coarticulation during constriction formation of [k] in two vowel contexts. We show how FPCA enables us to analyse both horizontal and vertical movement components over time in a single model while preserving information on temporal variability. We combine FPCA with linear mixed modelling to obtain estimated mean trajectories and confidence bands for [k] in the two vowel contexts. Results show that well before the timepoint of peak velocity the vowel causes a substantial spatial separation of the consonantal trajectories, estimated to be at least 3 mm at peak velocity. This lends support to the hypothesis that vowel and consonant are initiated synchronously.
Introduction
The concept of coarticulation has been a long-standing topic in phonetic research; it describes the interaction of adjacent speech sounds when the respective articulatory gestures overlap in space and time (e.g. [1, 2, 3] ). This spatiotemporal notion of coarticulation implies that coarticulation takes place in multiple dimensions. However, continuous time functions of, for instance, two-dimensional (X, Y ) articulatory data have long been problematic for statistical analyses. This is why many studies sampled measurements at discrete magic moments at which spatial V-to-C coarticulation was statistically evaluated, separately for horizontal (X) and vertical (Y ) movement components. While these studies have contributed to our fundamental understanding of how coarticulation arises from overlapping gestures, magic moment analyses discard a wealth of information about signal dynamics. In this paper, we demonstrate how functional principal component analysis (FPCA) in conjunction with Linear Mixed-Effects models (LME) can be used for the analysis of continuous multi-dimensional articulatory data in order to obtain a more comprehensive and fine-grained picture of the spatiotemporal characteristics of V-to-C coarticulation.
Functional Data Analysis (FDA) [4] and Generalized Additive Mixed Models (GAMMs) [5] , have previously been applied to time series data in the speech sciences (e.g. [6, 7, 8, 9, 10, 11, 12, 13] ). However, many studies using FDA are limited to a qualitative evaluation of time deformation curves (e.g. [10] ) or functional PCs (e.g. [11] ), and usually do not simultaneously analyse multiple spatial dimensions over time. GAMMs on the other hand cannot straightforwardly be applied to multidimensional time series analysis (though see [14] ) and do not incorporate non-linear relative timing information.
In our current work we apply a variant of FDA based on FPCA and non-linear time warping developed in [15] that allows us to (i) analyse multi-dimensional trajectories (ii) include temporal distortion as an extra dimension which makes it easy to derive explicit relations between spatial and temporal variation across trajectory paths. LME models allows us to select the PC score that best captures the variation associated with a given independent factor (in our case, vowel context) while at the same time taking repeated measures on speakers and items into account. The potential of this method will be illustrated with a case study that concerns V-to-C coarticulation in [kV] sequences. Previous research on labial-vowel sequences [16] observed that articulator paths diverge as a function of vowel context as early as 50 ms into the consonant [16] . By jointly investigating horizontal (X) and vertical (Y ) tongue dorsum movement of [k] in two different vowel contexts ([i, a]) we can estimate the dynamic evolution of the articulator trajectory from movement onset and also ask whether this effect holds beyond labial consonants. Many articulatory studies focus on independently measurable articulators (often tongue and lips) particularly when interested in temporal effects. Our methodological approach illustrated here opens the possibility for the statistical evaluation of the spatiotemporal dynamics of CV coarticulation within the same articulator. Data analysis thereby proceeds in several steps: First, the data are registered in space and time, with temporal information being encoded in non-linear timewarping functions which are added as an extra dimension to the data. FPCA is then applied in a second step, followed by the construction of LME models that identify the PC that captures the variation associated with the covariate of interest (here: vowel context) while taking into account speaker as a random effect. Lastly, we use the estimated means from the LME analysis for the PC scores to reconstruct the articulatory trajectories for the vowel contexts with by-speaker variability removed.
Methods

Materials
For our study we used available electromagnetic articulography (EMA, AG501) data from five speakers of Polish (for details see [17] ). The recordings contained several repetitions of the target words kim and kap, pronounced in a constant carrier phrase. Based on the filtered velocity profile of vertical tongue dorsum movement, we identified during the constriction formation oflocity, respectively, t0 and t2 define where velocity exceed or fall below a 20% threshold of the local velocity range. We then extracted the (X, Y ) trajectories of the tongue dorsum between landmarks t0 and t3. 
Space and time normalisation
A total of 73 sampled sensor trajectories (X, Y ) underwent a number of pre-processing steps, the aim of which was to deal with variability among speakers and among realisations in the space and in the time domain. First, the spatial coordinates (X, Y ) were speaker-normalised using z-score normalisation, in order to mitigate oral cavity size differences among subjects, which are greater than the size of the effects under study. The second step was to refer the spatial origin (0, 0) to the gesture onset, i.e. t = t0 = 0 implies X = 0 and Y = 0 in each trajectory, i.e. all trajectories start at the same point on the sagittal plane. This made it possible to inspect the degree of separation between [ka] and [ki] trajectories independently of any possible (small) systematic spatial offset. Temporal variability was tackled as follows. Each (X, Y ) trajectory was segmented into the landmark intervals as described in Section 2.1 ( Figure 1 ). Generally, there are two complementary ways for (X, Y ) trajectories to differ from each other. One is that they travel in different regions of the sagittal plane, the other is that they travel at different speed along the same path. In order to distinguish these two modalities we applied landmark registration [4] , a non-linear warping of the time axis that synchronises a set of trajectories on a specified number of time points, i.e. the landmarks. The result is a set of transformed trajectories that reach the same corresponding landmarks exactly at the same time, i.e. t1 in Figure 1 is the same value in all trajectories, and the same holds for t2 and t3, the latter implying that also total durations are identical. Formally, from a set of trajectories (Xn(τ ), Yn(τ )), where τ is the original (physical) time variable and n indexes the trajectories from 1 to 73, we obtained a corresponding set of time-normalised trajectories (Xn(t), Yn(t)), where t is the normalised time axis. While this procedure allows comparison between (X, Y ) trajectories, it comes at a cost because the original information about interval durations is lost. For the present study we adapted the procedure developed in [15] so that such information could be included in the analysis of the articulatory data that follows (see [15] and Appendix A in [18] for more details). The result of landmark registration is encoded in the time warping functions τ = hn(t), which map the normalised time t to the original time axis τ for every trajectory. These functions are defined on the same normalised time axis as the trajectories (Xn(t), Yn(t)). Hence hn(t), or any invertible transformation thereof, can be added as extra dimension to the normalised trajectories in order to preserve the original information on duration. For mathematical convenience, it is better to transform h(t) as follows:
where r(t) can be interpreted as relative log rate [15] . The result is that each (previously spatially normalised) 2-dimensional function (Xn(τ ), Yn(τ )) is mapped to a 3-dimensional function (Xn(t), Yn(t), rn(t)), where rn(t) defined in (1) is the log rate function associated to the n-th time-normalised function (Xn(t), Yn(t)). The 2-and the 3-dimensional representations encode exactly the same information, each one can be obtained from the other. The advantage of the latter is that space and time variation have been decoupled from each other, which makes it possible to infer explicit relations between them, as it will be shown below. Finally, trajectories were interpolated using a B-splines basis following the procedure illustrated in [19] , this last step being necessary in order to feed articulatory trajectories as input to FPCA.
Functional PCA
FPCA [4] provides a data-driven parametrisation of a set of input curves or trajectories, the latter represented by continuous functions defined on the same time interval, which in our case are the space-and time-normalised 3-dimensional functions (Xn(t), Yn(t), rn(t)) defined in Section 2.2. The FPCA parametrisation is expressed by the following equations:
where (µX (t), µY (t), µr(t)) is the mean trajectory, (P CkX (t), P CkY (t), P Ckr(t)) are K Principal Component trajectories, k = 1, . . . , K, which are based on the entire trajectory data set, and each s k,n is a weight or score modulating P Ck for the n-th trajectory. Formally, Eq. (2) follow the same structure of ordinary PCA, namely any input is approximately decomposed into a linear combination of K PCs added to the data set mean. What is different from ordinary PCA is that input, mean and PCs are functions of time as opposed to vectors of real numbers, and in this particular case these functions are multi-dimensional, as they take values in X, Y and r at each point t in time. Crucially, PC scores s1, s2, . . . , sK modulate all PC dimensions at once, e.g. the same coefficient s1 multiplies P C1X (t), P C1Y (t) and P C1r(t) in Eq. (2), which is the key to find relations across space and time dimensions. We computed the first K = 3 PCs 1 , which combined explain 93.7% of the trajectory variance. The result is that each of the 73 trajectories is associated with a triplet of scores (s1, s2, s3), which substituted into (2) reconstruct the original trajectory shape, to some approximation. In a next step, we use LME models in order to identify the PC which separates the data according to our variable of interest, vowel context.
Linear Mixed-Effects models
We aim at constructing models that characterise the tongue dorsum trajectories of [ka] and [ki] in terms of shape as well as speed differences between the two. To achieve this we made use of the trajectory parametrisation obtained from FPCA in Section 2.3. In particular, we constructed three independent LME models [20] , one for each PC score, where the score is predicted by one binary fixed factor encoding vowel context, plus a random intercept term accounting for speaker. The rationale is that any systematic difference between PC scores predicted by the vowel following [k] translates into a spatial (X, Y ) and temporal (r) dynamic characterisation of the corresponding trajectories, thanks to the FPCA parametrisation in Eq. (2).
Results
The fixed factor Vowel Context is highly significant in the LME model predicting s1 (χ 2 = 293.3, p 0.001) and explains alone 65.4% of the variance of s1. The same fixed factor is not significant in the model predicting s2 and explains only 0.1% of its variance. In the model predicting s3, the fixed factor is significant (χ 2 = 14.2, p < 0.001) and explains 12.0% of the variance. The explained variance was estimated computing Marginal Pseudo-R 2 [21, 22] . Figure 2 displays the estimated marginal mean values for the three PC scores, together with their confidence intervals. Figure 1 . The same principles were applied to obtain Figure 3b , in this case using Eq. (2c). Instead of displaying the (hard to interpret) relative log rate curves r(t), the durations of the three intervals between landmarks were reconstructed by inverting Eq. (1) [18] . For example, the PC1 × [ka] panel (top left) of Figure 3b shows three horizontal bars representing durations, each bar divided in three adjacent between-landmarks intervals. Durations of each interval are written on the bars, and the cumulative durations can be read off the horizontal axis. The middle bar (solid contour) shows the durations corresponding to the expected marginal s1 for [ka], the lower and upper bars (dashed and dotted contours) the durations corresponding to the lower and upper ends of the confidence interval of s1 for [ka] (Fig. 2) . Note that both Figures 3a and 3b depend on the same mean and confidence intervals shown in Figure 2, i.e. when trajectory shapes vary, durations vary too.
Considering trajectory shapes first, Figure 3a illustrates three independent variations in the trajectory paths along which velar constriction formation in the two vowel contexts may or may not differ from each other. Only PC1 and PC3 matter in distinguishing vowel context, the former much more than the latter, which is why we will mainly discuss PC1. While the velar trajectories start at the same (0, 0) point for both vowel contexts (due to elimination of initial spatial offsets, Section 2.2), their respective boundary trajectories span non-overlapping regions of the (X, Y ) plane way before they reach the first time landmark (t1, i.e. peak velocity of closing movement). With respect to our predictions this confirms that V-to-C coarticulation conditions a very early separation of the tongue dorsum trajectories of [k], close to t0 (cf. [16, 23] ). This separation with the movement in the [i] context taking a more anterior path relative to the [a] context increases until the articulatory target (t3) is reached, consistent with the existing literature on velar fronting (e.g. [24, 2, 25, 1] ).
Considering the spatial differences we computed the separation index as the distance between the rightmost [ki] and the leftmost [ka] trajectories at time t1, i.e. the two "×" points in Figure 3a panel PC1. As (X, Y ) coordinates have been normalised by speakers' standard deviations (Section 2.2), we unnormalised (X, Y ) multiplying by the respective smallest standard deviation, i.e. we took a conservative stand. Even so, the distance is about 3.0 mm, which is above the spatial resolution of the EMA instrumentation (<1 mm), while the distance between the mean trajectories at the same landmark is about 7.7 mm.
Considering duration differences, panel PC1 in Figure 3b shows that the first landmark is reached after between 41.1 and 42.1 ms for the [i]-context and between 42.8 and 44.2 ms for the [a]-context respectively, which allows us draw two conclusions. First, even the longest of the predicted durations is shorter than 50 ms, which is the benchmark reported in [16] as hypothesised duration at which vowel-induced variability should be apparent.
In fact, Figure 3a shows that such differentiation has already occurred before that point. Second, by inspecting interval variations in Figure 3b we note that those involving the first interval in PC1 are rather small compared to e.g. the same interval in PC2, which for [ka] varies between 36.5 and 52.2 ms. This suggests that the trajectory differentiation induced by the vowel during the first interval of constriction formation is only very mildly correlated to a difference in duration, i.e. speed cannot be a confounding effect.
Discussion
In this paper, we demonstrated the joint use of FPCA and LME modelling to characterize tongue dorsum trajectories during the constriction formation of [k] in two vowel contexts. Our analyses confirm previous research which pointed, for independent articulators, to a very early onset of vowel-induced separation in anterior anterior anterior
(a) Spatial variation. articulator paths. Our results suggest that this separation likely preceeds the 50 ms time point reported by [16] , with the estimated effect at peak velocity being at least 3 mm separation. Moreover, we successfully estimated dynamic vowel effects in a single articulator while separating out speaker variability. These results were based on PC1 only. Minor corrections could be applied by considering the shape and duration fluctuations modelled by PC2 and PC3. The two "×" points in Figure 3a can be pulled apart in the Y direction by variations along PC2 (note that the [ki] and [ka] trajectories are almost on top of each other for this PC) and pulled closer in the X direction (in the worst case) by variations along PC3. As these two fluctuations tend to compensate each other, we still maintain 3 mm as a (very) conservative minimum distance at peak velocity. Another point of consideration is the substantial durational fluctuation in the first interval of PC2 (Figure 3b ). This fluctuation is the same for both vowel contexts but it suggests that the peak velocity time point may have 50 ms [16] as an upper bound.
Conclusions
Tongue dorsum trajectories of [k] in two vowel contexts were characterised using a combination of FPCA and ordinary LME models. This technique proved capable of extracting salient global spatiotemporal trends, as well as of zooming into a particular point of interest (e.g. t1, peak velocity of closing movement) to produce statistically justified estimates of both location (distance) and timing across speakers. We believe that the potential of this approach lies in its flexibility in considering several spatial and temporal dimensions at once while separating out variability associated with random effects. In future work we will extend this method to higher-dimensional data (e.g. more than one EMA sensor).
