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Abstract: The digitisation of architectural heritage has experienced a great development of low-cost
and high-definition data capture technologies, thus enabling the accurate and effective modelling of
complex heritage assets. Accordingly, research has identified the best methods to survey historic
buildings, but the suitability of Structure-from-Motion/Multi-view-Stereo (SfM/MVS) for interior
square symmetrical architectural spaces is unexplored. In contrast to the traditional SfM surveying for
which the camera surrounds the object, the photograph collection approach is divergent in courtyards.
This paper evaluates the accuracy of SfM point clouds against Terrestrial Laser Scanning (TLS) for
these large architectural spaces with a symmetrical configuration, with the main courtyard of Casa
de Pilatos in Seville, Spain, as a case study. Two different SfM surveys were conducted: (1) Without
control points, and (2) referenced using a total station. The first survey yielded unacceptable results:
A standard deviation of 0.0576 m was achieved in the northwest sector of the case study, mainly because
of the difficulty of aligning the SfM and TLS data due to the way they are produced. This value could
be admissible depending on the purpose of the photogrammetric model.
Keywords: structure-from-motion; large architectural spaces; terrestrial laser scanning; geometric accuracy
1. Introduction
1.1. General Framework
Both the national and regional public administration make great efforts in the conservation of
the historical heritage in order to ensure its social, economic and cultural benefits. International
organisations such as the International Council on Monuments and Sites (ICOMOS) or the International
Committee of Architectural Photogrammetry (CIPA) were founded with clear objectives of applying
different measurement and visualisation technologies to register, document and preserve the cultural
heritage. The International Society of Photogrammetry and Remote Sensing (ISPRS) also promotes
different data acquisition methods such as Structure-from-Motion (SfM) and Terrestrial Laser Scanning
(TLS) or other non-invasive techniques. The analysis of heritage allows the virtual reconstruction of the
lost spaces over time, supported by modern surveying technologies to digitally document and preserve
the landscape and the historical heritage [1]. The way cultural heritage researchers and archaeologists
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work and collaborate is changing due to research based on point cloud data acquisition [2]. In this sense,
the combination of TLS and SfM constitutes an ideal method to produce high-quality images of this
sort of asset [3].
The study of cultural heritage can be carried out at different levels of scales of archaeological
research [4]. In the field of architecture, there is special attention to heritage buildings due to the current
need to control their unique geometry. The digitisation of architectural heritage has experienced a great
development in data capture technologies. HBIM allows digital, three-dimensional integration and
qualitative and quantitative information of the objects in the historical buildings [5]. Moreover, HBIM
is becoming a reliable tool to produce the traditional drawings, mapped 3D models and, especially,
the interoperability with diverse planning, measurement and organisation software. Architectural
elements are catalogued and registered in the model, thus highlighting the new historical and cultural
knowledge of the building [6]. However, the digitisation of historical buildings and their integration
into HBIM require the use of accurate data acquisition techniques [7]. SfM is present in diverse fields
of knowledge nowadays.
1.2. Related Work
Some of these data capture technologies are low cost and achieve high definition, which enables
researchers to model complex heritage assets accurately and effectively. In this line, numerous studies
analyse which are the best methods for the survey of archaeological objects, civil structures and
historical buildings. Remondino et al. [8] analysed a set of objects to establish the parameters affecting
the SfM. The findings reveal that all software packages achieve similar accuracies when a good
set of images is taken. Fassi et al. [9] analysed archaeological remains, a façade of a church and
a vault. Their methodology yields accurate results, even for complex objects. Remondino et al. [10]
reviewed different algorithms applied to different shapes, and compared dense point cloud data.
The accuracy and the study of shapes were studied by Teza et al. [11]. Differences in the range
of 10% and 20% were found between TLS and SfM under the condition that the point-of-view
positions were optimal. In this way, a great number of published articles focused on small-scale
buildings. Koutsoudis et al. [12] analysed a museum artefact: A replica of a Cycladic female figurine.
Riveiro et al. [13] used historical masonry bridge arches as 3D geometric models. Fassi et al. [9]
analysed a Roman Thermal Complex-Naplex. Verdiani et al. [14] focus on a small portion of the
garden at the Archaeological Museum in Florence. Finally, Teza et al. [11] compared TLS and SfM
within a morphological analysis on the square cross-section of the 48 m high Garisenda tower in
Bologna. However, few published works tried to establish the problem of comparing data acquisition
techniques in large architectural spaces. The research by Roncella et al. [15] in architectural heritage
showed exhaustive accuracy. On the other hand, Green et al. [16] analysed various SfM algorithms on
different archaeological ensembles in terms of dimensions. As seen in the scientific literature in the
field, their results indicated that SfM is less accurate than LIDAR, although it is more economical and
easy to use.
Most studies on photogrammetric accuracy are based on TLS data and total stations. Many of
them focus on small archaeological heritage objects in order to ascertain the accuracy of both data
acquisition techniques. On the one hand, there are research works into the calibration of laser scanners
to ascertain their measurement uncertainties, errors and accuracies [17–23]. It is also worth mentioning
other applications of TLS technology, which include change detection and deformation monitoring in
buildings, constructions and engineering systems [24–29], as well as the digitisation of archaeological
heritage sites for analysis [7,30,31].
On the other hand, focusing on the accuracy of SfM, Pérez Zapata [32] compared the convergent
digital photogrammetry with laser scanning, from which an accuracy of 4 mm was calculated for TLS,
as well as 5 mm (XY axes) and 4 mm (Z axis) for SfM. Nevertheless, the procedures carried out to take
the photographs and to compare a single point cloud with only two images are not described. The study
of divergent photographic shots is related to the study of interior spaces. Thus, Ding et al. [33] proposed
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a hierarchical 3D reconstruction method which used disordered images taken by mobile phones.
The improvements in the semantic segmentation by object labelling were the main contribution of
these authors. Likewise in interior spaces, Furukawa et al. [34] proposed a multi-view-stereo algorithm
specifically designed for plane surface scenes with dominant directions. This allows for automatically
reconstructing scenes lacking texture. Concerning the study of SFM and the structured-light 3D optical
scanning of small architectural elements, Molero et al. [35] used Agisoft PhotoScan software to capture
the geometry of complex elements such as the column capitals of the Patio de la Muñecas in the Real
Alcázar of Seville, Spain. Other researchers compared the efficacy of diverse SfM software. From the
analysis of a small statue, Kersten and Lindstaedt [36] found that there are not significant differences
in the number of points and triangles in the models. Koutsoudis et al. [12] proved that high-quality
models can be obtained from a large set of images under suitable light conditions and software. Here,
Photoscan was used to compare the mesh with the point cloud, from which an error of 20 mm at
7 m was calculated, where 7 m was the largest distance studied by these researchers. In addition,
the standard deviation did not exceed 0.001 on smooth surfaces for distances from 70 mm to 30 cm
(in 17 cm the error was 2 mm).
UAV-based photogrammetry studies are currently being carried out as an alternative to TLS
surveying, what can be seen in geology and other terrestrial applications [37,38]. UAV platforms
solve the great problem in capturing the geometry of high and inaccessible buildings or in the field of
archaeology. Haala et al. [39] studied the accuracy and assess the algorithm quality from standard
LIDAR flights. However, interior spaces and non-accessible areas for Small/UAV cannot be captured
using this technology. Nex and Remondino [40] reviewed the different UAV platforms and software to
open new perspectives. Focusing on the reliability of this technique, another research work calculated
95% accuracy of UAV photogrammetry against classic topography measurements [41]. The model
accuracy through UAV photogrammetry depends of certain parameters [42]: The angle of homologous
rays in different photographs [43], the number of control points—directly proportional to model
accuracy [44]—the flight height [45] and the angle of photogrammetry shots [46], among others.
In the case of buildings, the use of photogrammetry is an opportunity to create 3D models.
The so-called Photo Tourism approaches allow the reconstruction of numerous buildings and heritage
sites [47]. With the appearance of PhotoModeler software in 2000, Pollefeys et al. [48] created a more
robust algorithm from sequence models of non-calibrated and latest generation images applied to
buildings and archaeological sites. Researchers who base their studies on Agisoft PhotoScan against
other software highlight the advantages of high precision and simplicity of their methodology [49].
Numerous comparison studies determine the quality and accuracy of these algorithms. Doneus et al. [50]
determined 95% confidence in vertical measurements between the PhotoScan DSM 10 software and TLS.
Teza et al. [11] carried out a morphological analysis of a façade in a masonry building from the
evaluation of the difference between the point cloud and a regular reference surface adjusted to it.
The results showed that the difference between both methods was below 20%, but the variation can
be between 25% and 30% for large dimensions, which showed the variability of the measurement
system. Other authors [14] scanned a small-scale model where the camera positions surround the
element examined. The study was intended to create a 3D model of the courtyard of the archaeological
museum in Florence for visitors. Here, SfM and TLS were compared in the case of a Roman pavilion,
taking the latter as the reference. Agisoft Photoscan and Autodesk 123D Catch were used to ascertain
the accuracy and the average deviation of the set of points. The data distribution revealed that most of
the errors were within a range between 5 mm and −5 mm, and that the approach was accurate enough
to merge the polygon mesh with the TLS point cloud data. Ippoliti et al. [51] studied the conditions of
closed spaces to analyse the advantages and limitations of SfM.
According to researchers in the field, the advantages go beyond generating the mesh from the
point cloud, since the 3D model can also be mapped from different photographs. Reu et al. [49]
created a three-dimensional record of archaeological excavations for three elements, of which two
were based on GPS spatial data, and the third was recorded using a total station. In that research,
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the percentage differences of each element were obtained: Errors of 15 mm for 2.40 m length, and 11 mm
for 0.32 m height. When using a total station, the comparison is not conducted from the point cloud,
but manually, which may produce new errors. On the other hand, Sapirstein [52] studied areas larger
than 25 m and achieved 1 mm resolution. However, SfM/MVS accuracy is difficult to be addressed [52].
The proportion 1:K is a theoretical estimation of the real accuracy and, according to Fraser and
Brown [53], it can vary in each image. The accuracy of the photogrammetric systems results from
comparing the measurements given by the software and the real measurements [52], and the proportion
1:K represents the absolute error divided by the maximum scene dimension [52]. Therefore, the relative
accuracy from Table 1 (1:1000—represents a maximum absolute error of 20 mm for a 20 m length in the
object. On the other hand, the largest dimension of object column stands for the building length in
metric units. When dealing with accuracy, it should be noted that it is the closeness of the result of
a measurement, calculation or process to an independent higher order reference value [54]. According
to Remondino, this concept coincides with the precision when significant errors in measurements are
not considered, i.e., outliers are removed. Diverse parameters found in the scientific literature can
influence the accuracy of SfM such as lighting, focal length, camera calibration among other causes,
but it is important to know the accuracy of the TLS when comparing SfM and TLS point clouds,
since SfM may entail lower errors.
The growing development in the automated processing of low-cost and open source images for
3D reconstruction purposes leads to the dissemination of digitised models in all areas of knowledge
related to cultural heritage [8]. Nevertheless, the accuracy of these algorithms is debateable in
almost all existing scientific studies. The estimated accuracy is gathered in Table 1, and provided by
other researchers who deal with non-architectural elements [55]: De Reu et al. [56], Olson et al. [57],
Dellepiane et al. [58], Martínez et al. [59], Remondino et al. [8], Lerma et al. [60], Koutsoudis et al. [12],
Jennings [61], Frasser and Brown [53], Barazzetti et al. [62], Frasser et al. [63] and Sapirstein [52],
who highlighted a significant variation in absolute errors. Most of the times, this error is subject to the
algorithm used, the diverse equipment and the survey methods.
Table 1 gathers research works on the difference in accuracy between SfM and TLS for architectural
spaces. Sapirstein [52] briefly reviewed this in 2016, but subsequent studies have not gathered the
advances in the scientific literature. This carried out in this paper (Table 1).
From this table, it can be noticed that there is a lack of studies that analyse the accuracy of SfM in
large architectural spaces. For this reason, the objective of this research article is to verify the suitability
of the SfM technique for the digitisation of architectural spaces with a symmetrical configuration.
The Casa de Pilatos in Seville, Spain, is selected as a case study due to the large dimensions of its
main courtyard. Firstly, the TLS data of the courtyard is taken as the reference to compare the point
cloud data obtained using SfM in order to verify the accuracy and the point deviation between both
technologies. The low accuracy of the method in comparison with the work by Roncella et al. [15]
leads to optimise the work by improving the methods and using a total station to set control points.
The results of both surveys are compared in relation to image acquisition and processing procedures.
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Table 1. Accuracy and relative accuracies in literature review.
Study Largest Dimensionof Object (m) Accuracy (mm) Relative Accuracy Subject Software Point Comparison
Reinoso et al., 2014 * [52] 10_20 10_26 <1:1000 Façade of Buildings Photomodeler Total Station and SfM
Remondino et al., 2012 * [8]
Remondino et al., 2012 * [8] 15 35 1:500 Railway Buildings Diverse software Total Station and SfM
Green et al., 2014 * [16]
Green et al., 2014 * [16] 5_15 19_39 <1:400 Church Buildings Diverse software Total Station and SfM
Koutsoudis et al., 2014 * [64]
Koutsoudis et al., 2014 * [64] 10 14 1:700 Church Building PhotoScan Total Station and SfM
Riveiro et al., 2011 * [13]
Riveiro et al., 2011 * [13] <10 12 1:800 Bridge Photomodeler TLS and SfM
Fassi et al., 2013 [13]
Fassi et al., 2013 [13] 5 5 1:1000 Façade of Church PhotoScan TLS and SfM
Verdiani and Braghiroli, 2012 [14]
Verdiani and Braghiroli, 2012 [14] 1_2 5 1:400 Detached Temple PhotoScan, 123D Catch TLS and SfM
Teza et al., 2016 [11]
Teza et al., 2016 [11] 4 4 1:1000 Tower PhotoScan TLS and SfM
Roncella et al., 2012 [15]
Roncella et al., 2012 [15] 25 25 1:1000 Façade of Church Photomodeler Total Station and SfM
Remondino et al., 2008 * [65]
Remondino et al., 2008 * [65] 1_2 1.4 1:1500 Façade of Temple Photomodeler TLS and SfM
Remondino et al., 2009 * [66]
Remondino et al., 2009 * [66] <1.2 <0.4 1:3000 Façade of Basilica Photomodeler Total Station and SfM
Sapirstein, 2016 [52] 55 3 1:16,000 Façade of Temple PhotoScan Total Station and SfM
* Already cited in Table 1 by Sapirstein [52]. The rest of the references are provided by the authors of this paper.
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2. Methodology
The study is designed to digitise and assess the accuracy of SfM for large architectural spaces,
which is carried out in the main courtyard of Casa de Pilatos. To do this, the camera follows a circular
route to record the four sides of this Renaissance-characterised courtyard, of which three arcades have
two floors, and the fourth is on ground floor. The data are collected in two different surveys carried
out using SfM: A and B. No control points are recorded in Survey A. For Survey B, a total station is
used to record control points, considering each arcade as independent elements.
2.1. Case Study: The Main Patio of the Casa de Pilatos
One of the most interesting palaces due to its architectural features and decorative elements
(Figure 1) is located in the historic centre of the city of Seville. It is the Palacio de los Adelantados
de Andalucía, now known as the Casa de Pilatos, which consists of a series of spaces with elements
of Mudejar, Gothic and Renaissance styles—this is the traditional Sevillian architecture of the early
16th century. This palace is considered one of the most orientalist in Seville because of its multiple
Mudejar components and architectural shapes.
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Figure 1. View of the main patio of Casa de Pilatos. 
The building is based on the Reales Alcázares in Seville, especially on the Palace of Rey Don 
Pedro, whose influence is more evident in the inscriptions on its gypsum friezes [67]. The 
magnificence of the main courtyard of Casa de Pilatos is represented by its architectural shapes: The 
decoration of the arches, the Genoese marble columns imported by Don Fadrique and the window 
openings to the courtyard on ground floor, with pseudo-Nasrid columns in 1861 [68]. There are 
certain peculiarities in the courtyard, such as the difference in the axes of the arches; there are two 
minor arches beside each side of a major arch. This pattern is Islamic and can be found in the Patio 
il i is s t l s lc r s i ill , s ci ll t l c f
r , whose influence is more evident in the i scriptions on its gypsum friezes [67]. The magnificenc
of the mai courtyard of Casa de Pilatos is represented by its architectural shapes: The decoration of
the arches, the Genoes marble columns imported by Don Fadrique and the window openings to the
courtyard n ground floor, with pseu o-Nasrid columns in 1861 [68]. There are certain peculiarities
in the courtyard, such as the difference in the axes of the arches; ther are two minor arch s beside
each side of a major arch. This pattern is Islamic and can be found in the Patio de las Do cellas nd
the Patio del Yeso in the Alcázar in Seville. The structure of the building encloses this 25 m by 25 m
courtyard, which presents a series of structural deformations due to the course of time. This makes
this space a suitable case to be analysed from the morphological point of view. Thus, the structural
alterations could be later quantified from point cloud data and imported into BIM.
2.2. Data Collection
Three survey methods are used in this research: (i) Classic topographic measurement techniques
such as the laser meter and the tape meter; (ii) terrestrial laser scanner (TLS) and total station;
and (iii) photogrammetry using a reflex camera.
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While the classic measurements were not initially considered, they were used to compare wall
thicknesses with TLS data. For the second phase (Survey B), four control points visible from the
three scanner positions in the courtyard were set to create the reference XYZ coordinate system.
The laser scanner used was the Leica ScanStation C10, with a range of 120 m for geometry capture and
an embedded camera of 4 Megapixels to map colours onto the point cloud data. However, the NCTech
Istar camera was used for the colour mapping, since it has higher resolution and HDR imaging.
On the other hand, according to the manufacturer’s information, the Leica Flexline TS02 total station
with 2 mm accuracy [69] was used to record the control points.
2.2.1. Structure-from-Motion Survey
The data was collected using the total station from a single position at the centre of the courtyard
to cover all the arches of the ground floor gallery. The coordinate system was determined with the axes
parallel and perpendicular to the four arcades of the courtyard. The XYZ coordinates set were 100, 100,
10 m. Next, coordinates of elements on each arcade were recorded so that a uniform set of points could
be achieved.
Particularly, these Ground Control Points (GCPs) were taken from the decorative patterns on the
column capitals and the column shafts. The GCPs were directly measured in the façade, and were
imported as coordinates in the software in the reference option. These points were taken as markers to
align the different “chunks”. The points recorded had to be identifiable in the subsequent photographs
for SfM. 42 control points were captured; Figure 2 shows two of these control points.
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Figure 2. Points recorde using total station.
In photogram etry it is important to take into account aspects such as: Camera calibration;
guarantee linear routes for the images; ensure at least 80% overlap between adjacent photographs;
and the separation between shots. Moreover, the relation existing in the photographs between the focal
distance (f) and the sensor width (w) is equal to the relation between the camera-object distance (H) and
the width of the view (W) according to the basic principles of Krishnan [70]. Considering that, 20% of
W is the maximum lateral displacement that must be made between shots so that the photos obtained
have 80% minimum overlap. In addition, the recommendations indicated in the data capture section
are taken into consideration to achieve the quality of the studies on A-class architectural heritage [71].
This survey technique allows to obtain data of the objects from both aerial and terrestrial
photographs, taking into account the shooting series from Table 2. The photogrammetric survey
consists of photographs taken considering the orientation of the building and several reference
measurements in order to increase the size of the 3D model once it is created. This process was
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performed for northwest, northeast and southeast arcades. However, fewer photographs were taken
for southwest arcade, since it lacks a second floor. A total of 99 photographs for Survey A and of
175 photographs for Survey B were taken, using a NIKON D80 digital reflex camera at 12 MP sensor
with size: 23.6–15.6 mm, lens Nikon DX AF-S NIKKOR 18–135 mm f/3.5–5.6 G ED and a tripod.
The focal length used was 18 mm, image stabilizer optical and exposure (fix) 1/400 s f 3.5. The CCD
sensor size is 23.6 mm × 15.8 mm, distributed in 3872 × 2592 pixels for a maximum resolution in NEF
RAW format. The ISO was set to 200 with 9 m altitude (relative to start altitude). The photographs
must be taken in the usual RAW format [72], although these images may use significant computational
resources, they have to be processed through Lightroom software for developing. The image file
was recorded in JPG format, implying a file size of about 2.5 MB in order to simplify the developing
processing [73]. This led to avoid the use of RAW format. The position and dimensions are shown
in Figure 3. The NIKON D80 digital reflex camera was not calibrated, since the Agisoft PhotoScan
v.1.2.3 [74] SfM software has automatic calibration functions.
Table 2. Maximum distance between shots for the shooting series in Survey B.
Shooting Series H W 0.20 W GSDs (mm)
Series 1 6.00 7.86 1.57 2.71
Series 2 9.00 11.80 2.36 4.07
Series 3 12.00 15.73 3.14 5.42
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In order to calculate the Ground Sampling Distance (GSDs), the sensor size (23.6 mm × 15.8 mm)
and the image resolution (2896 × 1944 pixels) are taken into consideration. The size of each pixel can be
obtained dividing the horizontal sensor dimension by the number of pixels in the horizontal direction
of the image. The pixel size obtained is 8.14 microns. Knowing that the relation between the pixel
size and the focal distance is proportional to the relation between the GSDs and the distance from the
camera to the object, the GSDs can be obtained (Table 2). The correction of GSDs when the images are
not perpendicular should be carried out using the formulae given by Leachtenauer [75]. Nevertheless,
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the effective pixel size in the object space may vary due to the lens distortion, but, given the fact that
these images are not intended to perform a detailed mapping, the nominal GSDs was considered [76].
Agisoft Metashape software’s algorithms [77] and based on standard algorithms similar to
other software packages. The interior orientation parameters, as well as the focal length and the
sensor size, are obtained from the images properties, and their determination is carried out by searching
for conjugated points. The scale of the final 3D model is obtained by geo-referencing using the
GCPs, which are manually input in the system; this implies an arduous process due to the divergent
photogrammetric approach in this research. Agisoft software performs the auto-calibration of the
camera. The process follows the distortion model by Brown [76] with a set of parameters that can
be configured by the user Gonçalves and Henriques, and others [76,78,79] defined the mathematical
formulae of the distortion model. The dense point cloud data is obtained once the accurate orientation
of each image is achieved by the programme.
2.2.2. Terrestrial Laser Scanning Survey
TLS was used to obtain the reference point cloud for the geometric comparison with SfM. The use
of time-of-flight sensors is advisable for large entities such as buildings or landscapes. This type
of scanner emits laser pulses and measures the time light needs to reach the sensor (time of flight).
That flight lapse, given the constant speed of light, allows for calculating the range to the object.
In this sense, occlusions must be avoided in the 3D survey; therefore, the scanner positions were
planned to capture the whole geometry of the courtyard. Three positions were established inside the
courtyard and four more by the corners inside the galleries. The resolution of the Leica ScanStation C10
scanner was set to 6 mm at 10 m, and the scan quality value was 3 out of 4. The accuracy of this scanner
is 4 mm (standard deviation) [80]. A UTM global reference system was subsequently linked to the local
coordinate system, according to recommendations by the Institute of Cultural Heritage of Spain (IPCE).
TLS technology can achieve an accuracy in spatial coordinates with an error range of 1–10 mm [81];
therefore, the TLS point resolution of 6 mm at 10 metres is considered acceptable for this study.
The alignment or registration of the point clouds corresponding to the different stations or positions of
the laser scanner was carried out in Leica Geosystems Cyclone REGISTER 360 software [82]. The point
cloud error alignment—bundle error or scan group error—was 3 mm, with a scan overlapping of 49%
and 77% strength value in the scan links. Concerning the point cloud colour mapping, a NCTech iSTAR
Fusion 3D HDR camera was used to capture the images against the laser scanner’s camera. The light
conditions must be taken into account during data capture, thus ensuring scenes as homogeneous
as possible in terms of contrasts due to the presence of shades.
2.3. Data Processing and Analysis
Manual segmentation was performed to subsequently calculate the geometric deviation between
the SfM and TLS point clouds. Polygon fencing in CloudCompare v. 2.10-alpha [83] software allows
to remove noise, points out of context and unwanted elements such as the statues of the courtyard.
Moreover, the friezes of the ground floor arcades were segmented for the comparison of Survey A and B
in this large architectural space (Figure 4). The segmented elements were meshed in CloudCompare
using the Poisson Surface Reconstruction plug-in [7,84] so that their profiles (horizontal sections)
could be created in Rhinoceros V6 [85] for comparison.
The dispersion of these shapes was compared with the distribution of photographs taken in
Survey A and B, thus obtaining two graphs (Figure 5) in which the deviation in metres can be seen
from a section π in the centre of the frieze.
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3. Results
3.1. Survey A
The first Survey in this research was carried out through series of images taken at a distance of
approximately 16 metres from the galleries constituting the courtyard of Casa de Pilatos. Each series
contains about 15 to 19 photographs for each side of the courtyard, divided into two series; one on the
ground floor and another one on the top floor. The distribution of the photographs is shown in Figure 6.
An 80% overlap for each photograph is taken into account. The number of images depends on the
desired accuracy and the complexity of the building. The images are processed, using Agisoft
PhotoScan v.1.2.3. Neither a reference system nor control points are considered in this case,
since the aim is to evaluate the speed of the survey, which is the key parameter according
to Fassi et al. [9]. The auto-calibration of Agisoft software calculates the camera calibration
parameters. Thus, the calibration could not be necessary in short-range studies [86] and when
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achieving 1:20,000 error sequences [52]. The accuracy of these parameter calculations is demonstrated
by Koutsoudis et al. [12]. The duration of the process is approximately 1 h and 30 min. The resulting
dense point cloud contains approximately 22 million points.
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Once the SfM point cloud data was obtained and previously scaled with measurements taken in
PhotoScan software, it was aligned with the TLS data by selecting pairs of common points between
these two point clouds in CloudC mpare. The four point pai s (R0-A0, R1-A1, R2-A2 y R3-A3) were
located on three column capitals in the courtyard’s arcades, with errors of 0.56; 1.30; 0.82 and 0.64 m,
respectively, and a final RMS of 0.88 m. Subsequently, the Iterative Closest Point (ICP) algorithm was
applied to try to automatically optimise the alignment. The algorithm is based on a search for pairs
of adjacent po ts in the two data sets and then the transformation parameters between them are
calculated [81,87]. The TLS point cloud as the reference in the alignment, with a final RMS of 0.13 m.
The geometric deviation was then calculated through cloud-to-cloud distance in CloudCompare, which
computes the distance from each point, in this case, in the SfM cloud to its nearest point in the TLS
cloud. The distances are shown in the abscissa axis, and the ordinat axis indicates the number of
points. Significant deviation was revealed in Survey A between both data capture techniques (Figure 7).
This point cloud deviation is due to the fact that the photographs were taken without considering
separate shooting by individual arcades. Thus, the 3D model was generated in a single, continuous
process without control po nts. The lack of alignment of the SfM software in creating a square interior
space (the courtyard) and the poor alignme t of the SfM series produced these expected errors.
Figure 8 shows the SfM and TLS point clouds for the southeast arcade and the deviation histogram.
The mean distances, errors and standard deviation values between TLS and SfM point cloud data
are shown in Table 3.
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Table 3. Deviation between the aligned SfM and TLS datasets in Survey A in metres.










Northeast 0.0581 0.1104 0 0.4044 0.0939 0.0450
Northwest 0.0576 0.1016 0 0.4056 0.0838 0.0485
Southeast 0.0422 0.0638 0 0.3191 0.0479 0.0412
Southwest 0.0539 0.1350 0 0.3650 0.1238 0.0521
The distance between both datasets for each arcade in the Casa de Pilatos courtyard were
calculated in order to identify the elements influencing the way the photographs are taken for
subsequent modelling. The parameters studied were the root mean square (RMS) error, the minimum
and maximum distances between the point clouds, the average distance, the standard deviation and
the estimated standard error in metres. According to Antón et al. [88], the deviation between similar
objects presents two main characteristics: The high presence of points in the zero value with respect to
the rest of the distance intervals and the high standard deviation, which can be calculated as per the







(xi − x)2 (1)
where n is the sample size, xi are the points in the intervals and x is the average sample value.
3.2. Survey B
In this survey, the work was systematised in four different processes, one for each façade of the
courtyard. The photographs were arranged in three consecutive series according to Figure 9, where the
camera used has a rotating head tripod. The total number of photographs is 175. Aerial photographs
were not taken in this case, because they were considered unnecessary for BIM. As for Survey A,
80% overlap between adjacent photographs was taken into account. The images were processed using
PhotoScan parameters similar to those used for Survey A, and the additional control points measured
for Survey B.
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station as used to create the reference system as in Figure 2. The resulting dense point cloud contains
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In order to ascertain the accuracy of the SfM results, the distances of the geo-referenced real 
points were compared with the points of the transformed point cloud. Pairs of points obtained using 
the total station were chosen. As is well known in the scientific community, it is not possible to 
achieve 100% accuracy by any means [16]. Table 5 shows in absolute values of accuracy that can be 
achieved by the two experimental campaigns obtained from the processing report, using the NIKON 
D80 camera with 2896 × 1944 pixels resolution and 18 mm focal length. 
. .
As for Survey A, CloudCompare is used to calculate the geometric deviation between the SfM and
the TLS point clouds. Figure 11 shows the alignment of the SfM and the TLS point clouds of Survey B,
as well as the comparison histogram.
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Once the SfM and the TLS data were aligned, both global point clouds of the patio were manually
segmented in CloudCompare in order to extract the façades individually, so that the deviation between
each façade’s (SfM and TLS) points could be separately computed (Table 4).


















Northeast 0.0104 0.0314 0.0000 0.2190 0.0009 0.0551
Northwest 0.0013 0.0453 0.0000 0.2635 0.0013 0.0537
Southeast 0.0094 0.0540 0.0000 0.3542 0.0008 0.0541
Southwest 0.0010 0.0559 0.0000 0.4600 0.0010 0.0565
The mean distances, errors and standard deviation values between TLS and SfM point cloud data
are shown in Table 4.
In order to ascertain the accuracy of the SfM results, the distances of the geo-referenced real points
were compared with the points of the transformed point cloud. Pairs of points obtained using the total
station were chosen. As is well known in the scientific community, it is not possible to achieve 100%
accuracy by any means [16]. Table 5 shows in absolute values of accuracy that can be achieved by the
two experimental campaigns obtained from the processing report, using the NIKON D80 camera with
2896 × 1944 pixels resolution and 18 mm focal length.
Table 5. Accuracy results of SFM in Surveys A and B.
Resolution Points Nº Images Error (m)
Survey A 2896 × 1944 21,973,146 99 0.21339
Survey B 2896 × 1944 1,658,794 167 0.00345
The photogrammetric sequence productivity was also measured in this research. To do this,
the photogrammetric series of Surveys A and B were taken into consideration. Whereas Survey A was
conducted on the ground floor level by means of divergent image capture, Survey B was carried out on
a two-floor basis (from the ground floor and the second floor) by following the directions in Figure 12.
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The time for each series in the different façades and their number of shots are shown below
(Figures 13–15). In Survey A, 44 shots of the ground floor gallery were taken in 13 min, and the
52 shots of the second-floor gallery needed 18 min (96 shots and 31 min in total). Three takes in Survey
A and eight takes in Survey B were repeated photographs. In Survey B, 167 shots were taken in
41.5 min. The same tripod was used in each series for both the ground floor and the top floor galleries.
Figures 13–15 aim at determining the difference between using a tripod and the time the process could
take without it. When using a camera with stabiliser control, the recording time decreases and there is
no need for a tripod, but the latter is actually recommended to obtain precise geometric data [89].






Figure 13. Shot taking in Survey A, ground floor gallery: (a) Without tripod change, (b) with tripod 
change. 
Figure 13. Shot taking in S rvey A, ground floor gallery: (a) Without tripod change, (b) with
tripod change.
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literature on photogrammetry applied to large-scale buildings and the applicability of TLS. From 
Table 1 regarding the accuracy of both techniques SfM and TLS, Teza et al. [11] stated that they are 
qualitatively similar and that the relative differences in morphology are lower than 10–20%. This 
disagrees with the data proposed by Sapirstein [52], who stated that the model analysed yielded 
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4. Discussion
The effectiveness and accuracy of the data acquisition techniques are debated in the scientific
literature on photogrammetry applied to large-scale buildings and the applicability of TLS. From Table 1
regarding the accuracy of both techniques SfM and TLS, Teza et al. [11] stated that they are qualitatively
similar and that the relative differences in morphology are lower than 10–20%. This disagrees with the
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data proposed by Sapirstein [52], who stated that the model analysed yielded more accurate results
than could be expected from a mid-range laser scanner. This author reviewed the scientific literature
on the accuracies of SfM/MVS and analysed the errors by considering the object, the scene size and
the accuracy for small objects. The results revealed a minimal accuracy error, whilst it increased
considerably for large surfaces. The largest surface analysed in an archaeological site using SfM control
points was 25 × 35 m [57]. 7 scale bars were considered in Survey A to increase the size of the model.
The accuracy (average distance) achieved in the most unfavourable façade was 124 mm. However,
Doneus et al. [50] analysed a smaller area for vertex positions of MVS meshes (in a 10 metres profile),
and achieved 20 mm error. The work by Sapirstein [52] in the Temple of Olympia (25 × 55 m) achieved
1:16000 relative accuracy and 2–3 mm accuracy using photogrammetry for both digitisation and 3D
reconstruction. Barazzetti et al. [91,92] worked with high-resolution panoramic images to achieve
satisfactory results for 3D modelling in architecture.
For Survey A, no control points are set and the photographs are taken in a continuous process,
which has greater difficulty in reconstructing the 3D model. The image acquisition for Survey A took
approximately 1 h 30 min. The Survey B is carried out through three shooting series as described in this
paper. Each series is considered separately and subsequently merged. Moreover, control points through
total station are used, which made the duration increase to 5 h—a full work session. The results show
standard deviation values between 0.01 and 0.0010 m. The maximum value is similar to the results
by Koutsoudis et al. [64], and the minimum value is similar to the studies by Remondino et al. [66].
In order to determine the alignment fit between series, the reprojection error distribution was studied.
This error is the average of all linking points between the images, and is the basis of the 3D point
reconstruction procedure. The reprojection error is the geometric error corresponding to the Euclidean
image distance between a projected 3D point and the marked points based off the GCPs locations [93],
and according to [54] it is the Euclidean distance between a manually or automatically measured image
point and the back-projected position of the corresponding 3D point in the same image. Other studies
highlighted the importance of these results [42] in the photogrammetric accuracy. The data obtained
in Surveys A (0.416 px) and B (0.408 px) are similar. A high reprojection error usually indicates poor
localisation accuracy of the corresponding point at the point-matching step [94].
The profile comparison between the frieze meshes produced from SfM and TLS data in Survey
A yields dispersion values of up to 120 mm for the northeast façade. Moreover, the deviation can
reach unacceptable values of up to 300 mm in other façades. From the distribution analysis of the
camera positions according to Figure 6, it is found a direct relationship between the number of shots
and the deviation of points in space. For the northwest façade, the standard deviation of 0.07 m could
be acceptable, and it is similar to the values achieved by Green et al. [16], Remondino et al. [8] and
Verdiani et al. [14], according to Table 1.
The better arrangement and the greater overlap of the photographs imply an average distance of
0.0838 below 57% of the coinciding points for the northwest façade (please refer to the column “Average
distance (m)” in Table 3 for the values achieved in Survey A). This means that approximately 60% of the
points are below 9 cm, which would imply acceptable results for English Heritage guidelines [95] and
for the creation of BIM. Next, the northeast and southeast façades show relatively high deviation values.
The southwest façade reaches unacceptable values, but this is mainly due to the lack of photographs in
the second level, as the building only has a ground floor level in that part.
It is found that the correlation in the number of photographs is important, and that the alignment
of the ground floor and top-floor shooting series is good. In Survey B, an arrangement of the series
is conducted as in Figure 5. There is a negligible deviation (2 mm or 1:88,000) in the ground floor
frieze (17.679 m width) of the northeast façade between SfM and TLS. This value (relative accuracy)
is slightly lower than those achieved by Sapirstein [52]. The data analysis of the courtyard yields
standard deviation values of 0.0593 for Survey A and 0.0055 for Survey B.
Concerning the limitations of the study, the methodology used to compare TLS and SfM
demonstrates the effectiveness of photogrammetry when the shooting series are planned and supported
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by control points. While the series in Survey A were recorded in two different levels in order to cover all
the elements in the arcades, the series of Survey B were recorded from the ground floor level. This fact
may have influenced the results by improving the accuracy of Survey B. Moreover, it is well known
that photogrammetry is nowadays one of the most used technologies to produce point clouds. Thus,
the comparison method and software used in this research are the most widespread in the scientific
community. The photogrammetric processing is limited by the algorithms currently available on the
market. In addition, an exhaustive assessment of the impact of the use of RAW and JPG formats on the
3D model quality could be carried out.
Concerning the sequence productivity (time needed to take the photographs of each series),
also addressed in this paper, the results reveal a difference of 10.5 min between Surveys A and B.
In both surveys, the façade from which the works started (northeast) entailed the greatest number
of photographs and, consequently, required more time. When weighing two relevant factors in 3D
surveying such as time and deviation error, further point-cloud-to-HBIM reverse engineering would
benefit from a time reduction of 25 min for the accuracy achieved in Survey B.
5. Conclusions
In this research, the accuracy of SfM in large-scale buildings is evaluated in relation to TLS through
two surveys: Firstly, considering the camera position in a survey of less than 1 h and 30 min; secondly,
a more accurate and longer survey with total station control points to enhance the 3D reconstruction
—a full work session. In this research, the lack of GCPs in the survey affects the geometric deviation
between SfM and TLS. According to Koutsoudis et al. [64], multiple parameters are influenced by
adequate lighting, the algorithm used and the recording of control points, which improves the accuracy
of the SfM data, as seen in this research article. For the northwest façade in Survey A, the standard
deviation (0.0576) m could be admissible depending on the purpose for which the photogrammetric
model is used. Therefore, we agree with Sapirstein [52] on that photogrammetry is a complex process,
where the error varies depending on the implementation. Thus, it would be necessary to establish what
is the purpose of photogrammetry: To be a recording and measuring tool to create archaeological or
building models with multiple decorative and/or structural deformations; to be the digital basis of their
3D reconstruction models; or, on the other hand, to be a means to generate a Heritage/Historic Building
Information Model (HBIM). Therefore, the usefulness of SfM for HBIM becomes an interesting topic in
the scientific community in the field nowadays. In this sense, the suitability of the SfM measurements
for HBIM, particularly regarding parameters and errors, is discussed. The error of 2–3 mm for a 17 m
frieze in this research, the courtyard of Casa de Pilatos, is higher than the error of 2 mm for 30 m length
found in the scientific literature. However, it should be noted that the measurement system establishes
the initial parameters of the study. The accuracy obtained in this work (1:8000) is lower than that
given by Sapirstein [52], who achieved accuracies of 1:16,000 with fixed lenses, but authors such as
Green et al. [16], Remondino et al. [8] and Verdiani et al. [14] achieved accuracies lower than 1:700,
which imply significant deviations, similar to those obtained in the northwest façade of Survey A in
this paper. Therefore, the study carried out in Casa de Pilatos shows that an appropriate planning of
the photogrammetric survey with stable parameters and no control points in large-scale areas yields
admissible accuracies for HBIM.
This type of survey is low cost and reduces the time to approximately 30% in comparison with the
normal duration. The difference and the alignments of the series in photogrammetry are two of the
most interesting issues that should be studied in depth, as well as the independent processes for each
façade, since these aspects would entail greater reliability in courtyards like those in Seville, where the
series are shot inversely in relation to the object.
The results obtained in this research through the analysis of the ground floor friezes show that the
use of pre-established control points reveals that the photogrammetry is an accurate data acquisition
technique. Consequently, the Scan-to-BIM methodology can benefit from it to create parametric objects
in the diverse BIM platforms, since Garagnani and Manferdini [95] indicate that automatic procedures of
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complex geometries are not yet resolved. Once the accuracy is calculated in this research, the workflow
from the data acquisition to BIM could be analysed in the future with regards to limitations and
effectiveness. In this research, while the case study is a rectangular two-floor courtyard, other shapes
of the Sevillian architecture could have been addressed, e.g., the case study by Ippoliti et al. [51],
where the complexity of the place due to its height entails revising the photogrammetric procedures.
Nevertheless, future research on the relationship between the camera positions and the shooting series
could shed light on the parameters affecting SfM in interior spaces of heritage architecture.
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TLS Terrestrial Laser Scanning
SfM Structure-from-Motion
CIPA
International Committee of Architectural
Photogrammetry
ICOMOS International Council on Monuments and Sites
ISPRS
International Society of Photogrammetry and Remote
Sensing
BIM Building Information Modelling
HBIM Historical Building Information Modelling
UAV Unmanned Aerial Vehicle
HDR High Dynamic Range
RMS Root-Mean-Square
MVS Multi-view Stereo
GSDs Ground Sampling Distance
GCPs Ground Control Points
Symbols
The following symbols are used in this manuscript:
f Focal distance
w Sensor width
W Width of the view at distance H
H Distance from camera to object
σ Standard deviation
n Sample size
x, y Observed values
x Mean value
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