This paper presents DE/IFT, a new fault diagnosis engine which is based on the authors' IFT algorithm for induction of fault trees. It learns from an examples database comprising sensor recordings, all of which have been classified as corresponding to either the normal behaviour of the system or to one or more fault states. The fault trees generated by IFT are translated into functions in the C programming language. The disgnosis engine links these into a shell program to yield a software system for monitoring and fault diagnosis which has a fast reaction time and is capable of dealing with complicated fault situations.
Introduction

Fault trees and IFT
Fault trees were initially developed within the US aerospace and nuclear industries in the 1950s and 1960s. They are extensively used in systems safety analysis. In the manufacturing industry they are used as a diagnostic aid; when a failure occurs in a system, a fault tree may be used to identify the source of the failure by evaluating the combinations of basic events (fault symptoms) which can lead to a root event (a particular fault).
Two phases are involved in the technique: fault tree synthesis (FTS) and fault tree analysis (FTA). FTS involves the construction of fault trees, and typically involved details analysis and of the target system. The authors [1] have recently developed an algorithm for the automatic construction of fault trees. This algorithm, named IFT, applies machine learning to induce fault trees from example databases of sensor signals recorded from the target system both when it is faulted and when behaving normally.
The second phase, FTA, involves analysing and manipulating fault trees. This can be useful as a design tool, helping to identify weak points in the target system where there might be potential sources of accident or breakdown. More often it is used as an aid to fault diagnosis, as was mentioned above. As Agogino et al. [2] have noted, the relationship between sensor readings from a system being monitored and its fault states is generally non-deterministic and the diagnostician's problem is to determine the most likely state of the system being monitored from the observed sensor readings. The diagnostic engine described here, DE/IFT, takes a machine learning approach to solving the diagnostician's problem. It performs real-time fault diagnosis using fault trees generated inductively by the IFT algorithm.
Many fault diagnosis systems operate in an interactive manner using a cycle of probing and testing to isolate faults. For example, de Kleer and Williams [3] view the diagnostic task as requiring two phases, firstly identifying anomalies in the system's behaviour and then proposing evidence-gathering tests to focus on the exact source of the anomalies. However, interactive probing and testing cycles increase the time (and therefore the cost) of diagnosis and are unsuitable for unattended or in-service monitoring of machinery. The most useful approach in such situations is to strategically place a limited set of fixed sensors which would indicate the existence of faults and focus attention on their plausible causes. Diagnostic decisions are then made without iteration on the basis of possibly incomplete information. This is how DE/IFT operates in the application considered in this paper.
The work presented here uses simulation in order to generate a database of faulted and unfaulted responses on which DE/IFT operates. However, simulation is not an integral part of DE/IFT; in fact, it would be most useful in systems for which no analytical model exists. For example, Abu-Hakima [4] discusses the example of a jet engine which, as a result of many adhoc modifications and the stresses of prolonged use, is very different to how it was originally designed in the 1950s and for which no correct design schematics exist. The authors have recently tested the diagnosis system on incipient fault data from a real electro-mechanical machine [5] , and it performed extremely well.
Previous work by the authors has dealt with the development of the IFT algorithm [1] and the application and appraisal of it for diagnosing singly-occurring incipient faults in various electromechanical systems [5, 6, 7] .
Related Work in Machine Learning for Fault Diagnosis
Leith et al. [8] have combined fault-based diagnosis with inductive learning. In their work, the fault-based reasoning made use of a hierarchical fault tree which was manually constructed, and the inductive learning used Quinlan's ID3 decision tree algorithm [9] to process a set of case histories containing (discrete-value) data for healthy and faulted machines. The objective of the inductive learning was to generate rules which could assist in future diagnoses. They concluded that the rules generated from induction were not reliable enough to warrant the modification of the existing knowledge base in order to include them.
Pearse [10] used qualitative simulation to generate examples of system failures and applies Quinlan's AQ induction algorithm (a variant of ID3) to them. He used the rules produced by induction as the basis for an expert system for fault diagnosis. He also constructed a second expert system based on hand-coded rules from an expert using knowledge engineering. In contrast with what Leith et al. conclude, Pearse found that the rule base generated using induction performed much better than the hand-coded one.
Independently of the work described here, Böhme [11] has presented an algorithm for inducing decision trees from data, which is designed to be useful for fault diagnosis in systems which change state over time. In such systems, faults may develop over a long period and at any instant a faulted and an unfaulted system might have identical current system variable values; what distinguishes between them is the prior (historical) values of system variables. The approach presented by Böhme, termed data-driven access to historical values, optimally selects historical values of variables to discriminate between system states when current values are inadequate. This approach would probably be particularly useful for systems where state changes slowly over time rather than for highly dynamic systems.
Agogino and her colleagues [2, 12] have done work on a diagnosis and control system for mechanical systems called IDES, which was based on real-time influence diagrams. The application described is the monitoring of an unattended milling machine. Given a set of observables (current, dynamometer and acoustic sensor readings), the diagnostic task was to determine the state of the cutting process ('normal', 'worn tool', 'broken tool' or 'tool chatter'). While the faults being considered were singly-occurring and mutually exclusive, the IDES architecture should be suitable for use in more complex diagnostic tasks. In the application described, the influence diagrams were constructed by hand based on dialogues with experts and a study of literature. However, Srinivas, Russell and Agogino [13] present an automated method for constructing sparse qualitative Bayesian networks, which are influence diagrams with only chance nodes. Their method constructed the networks using empirical data and, optionally, some domain information.
Sensor placement is an issue related to fault diagnosis which has been considered by Carnes and Fisher [14] . As they noted, sensors should be selected to convey the maximum amount of information about the state of the system; therefore, placing sensors on all possible measurable quantities might seem to be the ideal approach. The problems with this are, firstly, that there are costs associated with sensors (both in monetary terms and in terms of physical design constraints they may impose on the system) and secondly, increased numbers of sensors introduce more information to which an operator must attend; too many sensors can lead to information overload, thus degrading diagnostic performance. Section 4.3 demonstrates the use of DE/IFT together with simulation for investigating sensor placement.
Structure of the Diagnostic Engine, DE/IFT
The two main components of DE/IFT are a fault tree induction module and a fault diagnosis module. As mentioned in the introduction, the fault tree induction module uses the authors' recently-developed IFT 
. . .
IF --and --or ---THEN Fault Z occurs
Electromechanical System
Monitoring/Diagnosis Workstation
Maintenance Supervisor
Classifications
Data Acquisition
Fault X
IFT Fault Tree Induction
Translation and Compilation Expert System Rules
fault diagnosis module (also implemented in C). Many plants have existing fault-based diagnosis systems which use hand-crafted fault trees. If any such trees exist, they also may be compiled into the fault diagnosis module.
After all fault trees have been compiled into the fault diagnosis module during the training procedure, it is used in operation as depicted in Figure 2 . When a sensor recording from the system is supplied as input to the fault diagnosis module, it returns a diagnosis which consists of a set of states it believes the system might be in. These are intended to assist the maintenance supervisor or operator in dealing with deteriorated performance. If the supervisor judges that a particular sensor recording is noteworthy -if, for example, it corresponds to a fault state which occurs rarely -it may be stored in the database along with its classification. Periodic retraining of DE/IFT may be carried out off-line, so that its diagnostic performance may improve over time. 
Description of Test Application
The system which was used to test DE/IFT is a pneumatic servo mechanism used in a robot arm, shown in Figure 3 . A non-linear computer simulation was used to generate the time responses of the system for the unfaulted and various faulted cases. Very comprehensive testing of the model was done to validate it, including detailed comparisons with data from the real system on which the model was based. Nolan, Madden and Muldoon [6] describe the system in more detail. (See the appendix of that paper.) Using simulation, rather than purposely introducing faults in a real system, as the basis for the experiments facilitated rapid generation of data for a wide range of system conditions.
To produce the data used by DE/IFT, the system was subjected to a test signal (a unit step input)
with parameters set to represent the different faults. In a real plant, this test sequence would be carried out periodically during idle periods in the robot's work cycle. The transient timeresponses of one or more sensors were recorded over two seconds after applying the test input signal. To model a particular problem occurring in the system, parameters describing it were varied randomly within an 'abnormal' range of values while all other parameters were allowed to vary within a 'normal' range. The boundaries of this 'normal' range were set arbitrarily, and were typically 5% away from the nominal parameter value. Incipient faults, or 'abnormal' parameter values, were arbitrarily divided into severity level bands. Three different types of incipient fault were considered:
1. Low supply pressure, with four severity level bands of (a) 80% to 95%, (b) 65% to 80%, (c) 50% to 65% and (d) 35% to 50% of the nominal value. Figure 4 illustrates the ranges for 'normal' supply pressure and the four severity level bands.
2. Sticking valve, modelled as a reduction in x max (the maximum valve opening), with the same four severity level bands.
Figure 3: Pneumatic Servo Valve used in Robot Arm
3. Impaired tachometer operation, with two bands for abnormally low gain of (a) 5% to 50% and (b) 50% to 95%, and two bands for abnormally high gain of (c) 105% to 150% and (d) 150% to 300%, plotted in Figure 5 .
Thus, a total of 13 different system states were considered, including the normal case, since each different severity level of a particular problem is treated as a distinct system state.
The following sensor signals were measurable (i.e. they were the outputs from the simulator):
y, v, a: Actuator position, velocity and acceleration , : Pressure in chamber a and its rate of change , : Pressure in chamber b and its rate of change.
A random noise component, approximately 3% to 5% of maximum signal amplitudes, was added to the simulator's output. For most of the work presented in this paper, the main signal actually used was P a . Some sample sensor recordings for P a , corresponding to different faulted and unfaulted machine states, are shown in Figure 6 . The noise component which was added to all signals is visible in these.
The performance of the method has been assessed in two ways; firstly, by plotting graphs of actual system faults versus diagnosed faults, and secondly by using a simple scoring system.
The scoring works as follows: at each diagnostic event, the machine being monitored has a set of actual incipient faults, A, associated with it and the diagnosis procedure returns a set of 
Experimental Results
Diagnosis of Singly-occurring Faults
For this first set of experiments, it was assumed that at most one of the faults listed in the previous section was occurring at any time. The signals monitored were the actuator position, y, and the chamber pressure, P a ; each signal vector consisted of 32 time sample points for each of y and P a . DE/IFT was trained with 20 randomly-selected vectors for each different system state. Then it was used to classify another 20 randomly-selected vectors for each system state. Figure 7 shows a graph of a typical result. (In fact, the result is worse than typical -it was selected because errors are interesting for the purposes of discussion.) Points to note are:
1. Each point on the graph represents an actual system state vector, plotted on the X-axis, and the corresponding diagnosis produced by DE/IFT on the Y-axis. Thus, the points labelled 'A' in Figure 7 are vectors of fault type 1(a) which were diagnosed correctly, whereas the points labelled 'B' are actually of fault type 1(c) but DE/IFT incorrectly diagnosed them as being of fault type 1(b).
2. The category 'unknown' is for system vectors which DE/IFT is unable to identify as belonging to any state.
3. The points which have been correctly diagnosed lie along the main diagonal of the plot, forming a stairs-shaped pattern. 4. The most common error made by DE/IFT is in confusing different severity levels of the same fault type. For example, in Figure 7 the groups of points labelled 'B' and 'C' represent adjoining severity levels of the same fault which were mis-diagnosed.
5. As might be expected, DE/IFT typically performs worst at diagnosing minor incipient faults. These are the fault types 1(a), 2(a), 3(b), and 3(c) in Figure 7 .
6. As incipient faults grow more severe, DE/IFT is better able to diagnose them correctly. Thus, diagnosis is almost perfect for so-called 'hard' faults, i.e. fault types 1(d), 2(d), and 3(d) in Figure 7 .
7. DE/IFT may attribute more than one fault state to a vector. This is most clearly seen for the two points in Figure 7 marked 'D', for which DE/IFT's diagnosis is interpreted as being "either normal or fault 2(a)". Similarly, four of the points marked 'B' and both of the points marked 'C' are diagnosed as being either fault 1(b) or fault 1(c).
8. Performance in diagnosing the 'normal' system state is somewhat weak. This is partially due to it being such a narrow band. Performance could be improved by increasing the number of positive examples of the 'normal' state in the training set; the authors [1] have previously presented learning curves which show that the performance of the IFT algorithm improves when trained on larger amounts of data. For the experiments reported here, the same number of training vectors were generated for all system states. In practice, however, a large amount of data for the 'normal' state typically would be available, so there would be no problem adding more examples of the 'normal' state to the training set.
The state vectors which was used to prepare the test results plotted in Figure 7 do not include any of the vectors which were used to train DE/IFT. They were selected at random; consequently, the points within any band in Figure 7 are in no particular order.
In order to examine trends in diagnosis as incipient faults become more severe, another set of testing vectors were generated. In contrast to the randomly-generated state vectors used for the tests plotted in Figure 7 , these vectors were systematically generated. Results are plotted in Figure 8 , the most notable feature of which is that when test vectors are arranged in order, misdiagnoses (such as those indicated by the arrows) tend to be near the extremities of the bands.
As was observed in Section 1.2, the noise which was added to all simulations results in adjacent severity level bands actually overlapping each other rather than just touching. As a result, the vectors used both in training and testing DE/IFT contain contradicting classifications which makes it impossible to classify them perfectly. The mis-diagnoses in Figure 8 which occur near the extremities of the bands are a result of these confusing classifications. 
Figure 8: Plot of Diagnostic Performance when Tested on Ordered State Vectors
Diagnosis of Multiple Simultaneous Faults
Introduction
In Section 4.1 above, it was assumed that all system states were mutually exclusive and therefore only one fault could occur at any instant. This assumption reflects the situation which is most prevalent in practice, since if any fault should arise it would be corrected without delay and before further complications develop. Nonetheless, the assumption is not actually true, particularly in the case of incipient faults. Multiple fault situations may arise if faults are intermittent or if repairs can be carried out only at particular times during the plant cycle.
Because DE/IFT uses a group of fault trees in parallel to come up with its diagnoses (see Nolan,
Madden and Muldoon [6] ), each diagnosis consists of a set of possible system states, as Figure   2 depicted. As a result, DE/IFT may be used for diagnosis of multiple simultaneous faults without significant modification. All that is required is a training set which has been expanded to include simulations of both singly-occurring faults and multiple simultaneous faults. If, for example, a signal vector in the training set corresponds to both fault type 1(a) and fault type 3(a) occurring simultaneously, it is simply counted as a positive example when constructing the fault tree for fault 1(a) and also when constructing the fault tree for fault 3(a).
As mentioned above, multiple faults typically occur simultaneously in two different situations:
1. When an existing fault has not been corrected and a second fault develops and worsens;
2. When a fault is present and has not been corrected and a second fault occurs intermittently.
These two situations are considered in the next two sub-sections. Of course, situations other than those two may arise; therefore, the subsequent sub-section examines the performance of DE/IFT with all possible different combinations of simultaneous faults. In all of the experiments of this section, diagnosis was carried out on the sole basis of sensor recordings for P a .
Steady Growth of Faults over Time
In this situation, the tachometer gain deteriorates from being slightly low to being quite low, without any measures been taken to correct it. This corresponds to Fault 3 going from severity (b) to severity (a), as is graphed in Figure 9 . Meanwhile, a second fault, low supply pressure, begins to develop. The pressure goes from being normal to being severely low, corresponding to Fault 1 going from normal through to severity (d). This is also plotted in Figure 9 . Figure 10 shows the diagnoses produced by DE/IFT for this situation. The diagnoses corresponding to the low supply pressure fault, which was plotted in Figure 9 , are in the lowest third of the graph. They diagnose Fault 1 severity (a) beginning after 20 time samples, and the fault becoming progressively more severe every 20 time samples after. As can be seen from comparison with Figure 9 , these diagnoses are accurate.
The diagnoses corresponding to Fault 3, the low tacho gain, are in the top third of the graph of Figure 10 . Generally, they show a diagnosis of Fault 3(b) for the first half of the time and Fault 3(a) for the second half of the time. Comparing this with the plot of Figure 9 , it can be seen that this is what actually happened. The diagnoses are not perfect. In particular, DE/IFT fails to make the correct diagnoses when Fault 3 is close to the edges of either of the severity bands. Furthermore, there are some spurious diagnoses of Fault 2 (plotted in the middle third of the graph). Overall, DE/IFT correctly identifies the overall trends in the development of the faults.
Intermittent Faults
In this situation, tachometer gain goes steadily from being slightly low to being quite low, as Figure 9 . This corresponds to Fault 3 going from severity (a) to severity (b). Meanwhile, there is an intermittent fault whereby the supply pressure, which is generally normal, drops at irregular intervals; this corresponds to varying severities of Fault 1. This is graphed in Figure 11 .
The diagnoses produced by DE/IFT for this situation are shown in Figure 12 . As before, the diagnoses for the varying severities of the tachometer fault are plotted in the top third of the graph and the diagnoses for the supply pressure fault are plotted in the bottom third of the graph. As before, DE/IFT catches the general trend in the steady deterioration of the tacho gain and there are a few spurious diagnoses of Fault 2 at isolated points. Comparing the bottom third of Figure 12 with the graph of Figure 11 , it is clear that DE/IFT is effective at diagnosing the intermittent fault. 
All Possible Fault/Severity Combinations
As was mentioned in the introduction to this section, the training data for the section used a comprehensive set of simulations of the system, modelling its normal behaviour, its behaviour under one fault and also under more than one fault. Similarly, comprehensive sets of data for testing were generated and the performance of DE/IFT in classifying them was measured. Table  1 summarises the performance scores achieved using different sensors as the basis for the diagnosis. These scores are discussed in more detail in the following section on investigation of sensor placement.
Investigation of Sensor Placement
DE/IFT may be used to determine the optimal configuration of sensors for a system being monitored. The approach taken is to compare the diagnostic scores produced when different combinations of sensors are used for the diagnostic task, which is the diagnosis of multiple simultaneous faults as described in the previous section. All scores are averaged over several runs using different training and/or testing data.
To begin, Table 1 shows the score for correct diagnoses, S C , and the combined diagnostic score, S D , when only one sensor is used. As it shows, P a is much better than any of the other signals for discriminating between different faults, and P b (which is a strongly related quantity in the system) is also reasonably effective. The diagnostic scores produced using the other signals are all quite poor.
As Table 2 shows, diagnostic performance is typically improved, but not hugely, by constructing the signal vector from the data of two sensors. Hence, P a and P b together yield better scores than either of the two sensors individually, and likewise for P b and v together and P b and a together, for example. However, it is not always useful; combining v with P a does not produce a much better score than P a alone, and combining a with P a produces a score which is In summary, the results of this section show that some signals are more useful than others for fault diagnosis, but diagnostic performance is not necessarily improved by monitoring more than one signal. The best diagnostic performance is achieved through strategic combinations of sensors. In more general terms, this section demonstrates how simulation and DE/IFT may be used together, during the design of a machine monitoring system, to determine which sensors should be used in diagnosis.
Discussion and Conclusions
It has been recently pointed out [16] that a major problem facing manufacturers today is how to economically achieve consistent high quality in goods produced. Lee identifies three possible approaches: (i) 100% post-production inspection, which is extremely expensive since it either requires labour-intensive manual inspection or high-cost specialised automated inspection equipment; (ii) the Japanese technique of zero-defects design, which is impractical for most Western manufacturers since it would require drastic changes in organisational structure
and cannot be retrofitted onto existing processes and production lines; (iii) in-process monitoring and control, which may be retrofitted and whch does not necessitate large investments in new equipment or labour. While in-process monitoring holds much promise, work needs to be done to implement practical systems and to demonstrate their viability. This is the motivation behind the development of DE/IFT.
Since the approach to fault diagnosis used by DE/IFT is based on fault trees, it may be integrated into existing fault diagnosis methodologies based on fault trees. Many plants have an accumulated resource of expert knowledge on troubleshooting, typically represented using fault trees or in a database of production rules. Either of these forms of knowledge can be integrated into DE/IFT, since it uses fault trees which it converts into production rules and compiles. Thus DE/IFT facilitates the integration of expert knowledge with automatically-learned knowledge which has been induced from examples.
A system which, like DE/IFT, learns from previous experience cannot be guaranteed to be able to diagnose all future system conditions, since a new system condition might be quite unlike any encountered previously and stored in the data base. DE/IFT is probably most suited to applications where it is required to monitor for routine fault situations for which previous knowledge (i.e. sensor readings and correct diagnoses) exists. Nonetheless, DE/IFT should at least return a diagnosis of 'unknown' (neither normal nor any known fault) when a new fault is encountered.
This paper has shown that DE/IFT performs well at diagnosis of incipient faults after training on an examples database of sensor recordings. It has the following features:
• It is suited to integrating machine learning with conventional fault tree based plant diagnosis systems.
• It works well in the presence of noisy data.
• It can handle poorly-classified fault data. Classifying faults as being 'moderate' or 'severe' can be quite a subjective task, especially when the fault might be somewhere in between.
Since the IFT algorithm must work with manually-classified fault data, it contains logic to accept a small proportion of conflicting classifications.
• It does not require preprocessing of the signals to be carried out, although preprocessing may optionally be used and might sometimes improve diagnostic performance.
• It deals successfully with multiple faults and intermittent faults.
