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In this paper we solve two open problems posed by Joe (1997) concerning the
supermodular order. First we give an example which shows that the supermodular
order is strictly stronger than the concordance order for dimension d=3. Second
we show that the supermodular order fulfils all desirable properties of a multi-
variate positive dependence order. We especially prove the non-trivial fact that it is
closed with respect to weak convergence. This is applied to give a complete charac-
terization of the supermodular order for multivariate normal distributions.  2000
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1. INTRODUCTION
In recent years there has been an increasing interest in multivariate
models and dependence concepts, as can be seen e.g. in the recent
monograph by Joe (1997). Concerning concepts of positive dependence
orders, there is a vast literature for the bivariate case, see e.g. the survey of
Scarsini and Shaked (1996). In the multivariate case, however, only the
orthant orders (see e.g. Shaked and Shanthikumar (1994)) and the related
concordance order, introduced by Joe (1990) seem to be well known. On
the other hand, in the applied probability literature, the so called super-
modular order (also denoted as order by L-superadditive functions) has
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proved to be useful, as can be seen in the recent articles by Ba uerle (1997),
Ba uerle and Mu ller (1998), Meester and Shanthikumar (1993), Mu ller
(1997b), Shaked and Shanthikumar (1997) and Szekli (1995). For many
interesting closure properties and stochastic representations, which are
helpful for checking supermodular order, we refer the reader especially to
Ba uerle (1997) and Shaked and Shanthikumar (1997). It is well known
that the supermodular order implies the concordance order. Moreover it is
known since Tchen (1980) that they are equivalent in the bivariate case.
For dimension d4 Joe (1990) has given an example, which shows that
the supermodular order is strictly stronger than the concordance order.
Whether this is true for d=3 has been posed as an unsolved problem by
Joe (1997, p. 56). Ibidem nine desirable properties of a multivariate positive
dependence order have been proposed, and it has been questioned whether
the supermodular order satisfies all of them. It is the aim of this paper to
resolve these two unsolved problems. As an application we give a complete
characterization of the supermodular order for the case of the multivariate
normal distribution.
2. SOME MULTIVARIATE STOCHASTIC ORDERS
Let us first fix our notation. Throughout the paper we endow the
d-dimensional euclidean space Rd with the elementwise order, i.e. for
x=(x1 , ..., xd), y=( y1 , ..., yd) # Rd we write xy if x i y i \i=1, ..., d.
A function f : Rd  R is said to be increasing, if xy implies f (x) f (y).
We use the notation 1 as an abbreviation for the vector (1, 1, ..., 1), and
ei shall be the ith unit vector. Moreover we frequently use difference
operators. For an arbitrary function f : Rd  R we define
2=i f (x) :=f (x+=ei)& f (x).
Note that f is increasing iff 2=i f (x)0 for all =>0, i=1, ..., d and all
x # Rd. We get the notion of supermodularity by considering second dif-
ferences.
Definition 2.1. A function f : Rd  R is said to be supermodular, if
2=i 2
$
j f (x)0
holds for all x # Rd, 1i< jd and all =, $>0. The set of all super-
modular functions will be denoted by SM, and ISM shall be the set of all
increasing supermodular functions.
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Remark. Supermodular functions can alternatively be defined as
follows. A function f : Rd  R is supermodular, if
f (x 7 y)+ f (x 6 y)f (x)+ f (y) \x, y # Rd,
where the lattice operators 7 and 6 are defined as
x 7 y :=(min[x1 , y1], ..., min[xd , yd])
and
x6 y :=(max[x1 , y1], ..., max[xd , yd]).
Sometimes these functions are also called L-superadditive, see e.g. Marshall
and Olkin (1979, p. 146ff.).
The following properties of supermodular functions are well-known.
Theorem 2.2. (a) If f is twice differentiable, then f is supermodular if
and only if
2
xixj
f (x)0 for all x # Rd, 1i< jd.
(b) If g1 , ..., gd : R  R are increasing functions and f is supermodular,
then f (g1( } ), ..., gd ( } )) is also supermodular.
A proof of this theorem as well as many examples can be found in
Marshall and Olkin (1979, p. 146ff.).
Now we will introduce stochastic order relations based on the notion of
supermodularity.
Definition 2.3. (a) A random vector X=(X1 , ..., Xd) is said to be
smaller than the random vector Y=(Y1 , ..., Yd) in the supermodular order,
written Xsm Y, if Ef (X)Ef (Y) for all supermodular functions f such
that the expectations exist.
(b) A random vector X=(X1 , ..., Xd) is smaller than the random vec-
tor Y=(Y1 , ..., Yd) in the increasing supermodular order, written Xism Y,
if Ef (X)Ef (Y) for all increasing supermodular functions f such that the
expectations exist.
This orders are strongly related to the well known orthant orders and
the so called concordance order, that we will introduce now. For a random
vector X=(X1 , ..., Xd) we denote by
FX (t) :=P(Xt)=P(X1t1 , ..., Xdtd), t=(t1 , ..., td) # Rd
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the multivariate distribution function and the multivariate survival function
F X is given by
F X (t) :=P(X>t)=P(X1>t1 , ..., Xd>td), t=(t1 , ..., td) # Rd.
Note that for multivariate distributions in general F X (t){1&FX (t).
Definition 2.4. (a) A random vector X=(X1 , ..., Xd) is said to be
smaller than the random vector Y=(Y1 , ..., Yd) in the upper orthant order,
written Xuo Y, if F X (t)F Y (t) for all t # Rd.
(b) A random vector X=(X1 , ..., Xd) is smaller than the random vec-
tor Y=(Y1 , ..., Yd) in the lower orthant order, written Xlo Y, if
FX (t)FY (t) for all t # Rd.
(c) A random vector X=(X1 , ..., Xd) is smaller than the random vec-
tor Y=(Y1 , ..., Yd) in the concordance order, written Xc Y, if both
Xuo Y and Xlo Y hold.
Remark. All stochastic order relations in this paper are defined for ran-
dom vectors. Sometimes, however, it is more convenient to express their
properties in terms of distribution functions. Therefore, whenever it is more
convenient we will also write FX PFY , if XPY holds. Here P may be any
stochastic order relation.
The orthant orders have been treated by Shaked and Shanthikumar
(1994) and the concordance order was introduced by Joe (1990). Since it
is obvious that the indicator functions f =1(t, ) and f =1(&, t] are super-
modular, we get the implications Xsm Y O Xuo Y and Xsm Y O
Xlo Y, and hence also Xsm Y O Xc Y. This immediately implies that
the supermodular order (as the concordance order) can hold only if X and
Y have the same marginals.
In the bivariate case there is no difference between the orthant orders
and the supermodular order. This is a consequence of the following
Theorem, which can be deduced easily from Tchen (1980).
Theorem 2.5. Let X, Y be bivariate random vectors with equal
marginals. Then the following conditions are equivalent:
(i) Xuo Y,
(ii) Xlo Y,
(iii) Xsm Y.
(iv) Xc Y.
Joe (1990) has given an example that shows that for dimension d4
the supermodular order is strictly stronger than the concordance order.
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According to Joe (1997, p. 56) the case d=3 was unresolved up to now.
We can give an example, however, which shows that also in the three
dimensional case the supermodular order is strictly stronger than the con-
cordance order.
Theorem 2.6. In case d=3 the supermodular order is strictly stronger
than the concordance order.
Proof. Let X=(X1 , X2 , X3) and Y=(Y1 , Y2 , Y3) be random vectors,
such that X is uniformly distributed on the six points
(2, 2, 1); (2, 1, 2); (1, 2, 2); (1, 1, 1); (0, 0, 2) and (2, 0, 0)
and Y is uniformly distributed on the six points
(2, 2, 2); (2, 1, 1); (1, 2, 1); (1, 1, 2); (2, 0, 2) and (0, 0, 0).
Then it is easy to see that X and Y have the same marginal distribution.
We want to show that Xuo Y and Xlo Y holds. As Dyckerhoff and
Mosler (1997) have shown, it is sufficient to check the 27 lattice points in
[0, 1, 2]3. A straightforward, but tedious calculation shows that indeed in
all these points we have F X (t)F Y (t) as well as FX (t)FY (t). Hence
Xc Y holds.
On the other hand, there are supermodular functions f : R3  R, such
that Ef (X)>Ef (Y). As an example one can use the function
f (x1 , x2 , x3)=max[x1+x2+x3&4, 0]. This function is supermodular,
since it is a composition of an increasing convex real valued function and
an increasing supermodular function, see Marshall and Olkin (1979,
p. 151). For this function we get
Ef (X)= 12>
1
3=Ef (Y).
Remark. This example has already been used by Mu ller (1997b) in
a related context. There it has been used to show, that the concordance
order of two vectors does not imply the stop-loss order for the sum of the
components. This is a question of practical importance for the calculation
of reinsurance premiums for portfolios of dependent risks.
3. MULTIVARIATE POSITIVE DEPENDENCE ORDERS
Joe (1997, p. 38ff.) proposed the following nine axioms for a multivariate
positive dependence order (MPDO). Let F(F1 , ..., Fd) be the set of
random vectors, which have the same univariate marginals F1 , ..., Fd . Then
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a binary relation O on F(F1 , ..., Fd) is said to be an MPDO, if it fulfils
the following properties:
(P1) (bivariate concordance) FOF $ implies Fijc Fij$ for all
1i< jd, where Fij , Fij$ are the (i, j)-bivariate margins;
(P2) (transitivity) FOF $ and F $OF" imply FOF";
(P3) (reflexivity) FOF;
(P4) (antisymmetry) FOF $ and F $OF imply F=F $;
(P5) (bound) FOFU , where FU (x) :=mini Fi (xi) is the upper
Fre chet bound;
(P6) (weak convergence) Fn OFn$ , n # N and Fn  F, Fn$  F $ weakly,
imply FOF $;
(P7) (invariance to order of indices) (X1 , ..., Xd)O (Y1 , ..., Yd) implies
(Xi1 , ..., Xid)O (Yi1 , ..., Yid) for all permutations (i1 , ..., id) of (1, ..., d );
(P8) (invariance to increasing transforms) (X1 , ..., Xd)O(Y1 , ..., Yd)
implies (g(X1), ..., Xd)O (g(Y1), ..., Yd) for all strictly increasing functions
g: R  R.
(P9) (closure under marginalization) (X1 , ..., Xd)O (Y1 , ..., Yd) implies
(Xi1 , ..., Xik)O (Yi1 , ..., Yik) for all i1< } } } <ik , 2k<d;
It is well known that the orthant orders and hence also the concordance
order fulfil these properties. For the supermodular order, however, this has
been an unsolved problem so far. We will show now, that the answer is in
the affirmative.
Theorem 3.1. The supermodular order is a multivariate positive dependence
order, i.e. it fulfils all the properties (P1)(P9).
Proof. Properties (P1) and (P9) follow from the fact that a super-
modular function of two (resp. k) variables remains supermodular, if it is
considered as a function of d variables. (P2) and (P3) are trivial. (P4)
follows from the fact, that Xsm Y implies FX FY as well as F X F Y .
Property (P5) is known as Lorentz inequality and can be found e.g. in
Tchen (1980). (P7) is obvious from the definition of supermodularity and
(P8) follows immediately from Theorem 2.2(b). Hence only (P6) remains
to be shown. This will be done in Theorem 3.5. K
We will now turn to the problem of showing the weak convergence
property for the supermodular order. Since it is much easier to show this
for the increasing supermodular order, we will treat that case first.
Due to Theorem 4.2 in Mu ller (1997a) an integral stochastic order
relation is closed with respect to weak convergence, if and only if it is
generated by a class of bounded continuous functions. Therefore we are
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going to show now, that for  ism it is sufficient to consider bounded continuous
functions in ISM. The following Lemma will be helpful in the proof.
Lemma 3.2. Let f : R  R be an increasing function. Then there is a
sequence fn , n # N, of right continuous increasing functions, which converges
monotonically to f.
Proof. Define sk, n :=inf [x: f (x)k2n], k # Z, n # N, and let Sn :=
[sk, n : k # Z] _ [k2n: k # Z]. Then Sn is a discrete set. Now define fn(x) :=
max[ f (t): t # Sn , tx]. Then fn is increasing and right-continuous. Moreover,
since Sn /Sn+1 and f is increasing, we also have fn fn+1 f. Hence it
remains to show that f :=limn   fn f. Fix x. We have to distinguish two
cases.
(i) Assume that f is left continuous in x. Since we have for all n # N
some xn # Sn with x&12nxnx, we have
f (x) := lim
n  
fn(x) lim
n  
f (xn)= f (x).
(ii) If f is not left continuous in x, then there is some n0 such that
lim
t A x
f (t)< f (x)&
1
2n0
.
But this implies that x # Sn and hence f (x)= fn(x)= f (x) for all nn0 . K
Theorem 3.3. The following statements are equivalent:
(i) Xism Y.
(ii) Ef (X)Ef (Y) for all bounded continuous increasing supermodular
functions f.
Proof. It is clear that (i) implies (ii). Therefore we only have to show
that (ii) implies (i). This will be done in several steps.
Step 1. We claim that (ii) implies Ef (X)Ef (Y) for all bounded semi-
continuous functions f # ISM.
Verification. Let Pm , m # N be the uniform distribution on
[0, (1m, ..., 1m)] and let f # ISM be a bounded lower semi-continuous
function. Then the function x  fm(x) := f (x&y) Pm(dy) is bounded and
continuous, and fm # ISM. Moreover, for m   the sequence fm
converges to f from below. Hence the assertion follows from the monotone
convergence theorem. The case of upper semi-continuous functions can be
treated analogously by taking for Pm , m # N the uniform distributions on
[(&1m, ..., &1m), 0].
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Step 2. We claim that this implies Ef (X)Ef (Y) for all bounded func-
tions f # ISM.
Verification. We will use an approximation as in Lemma 3.2. Define the
real-valued function
f (i)(t) := lim
xj  ; j{i
f (x1 , ..., x i&1 , t, xi+1 , ..., xd), i=1, ..., d.
Since f is bounded and supermodular, this limit exists. Moreover, f (i) is a
bounded increasing function. Let Sm( f (i)), m # N, i=1, ..., d be the set of
points as defined in the proof of Lemma 3.2 and define the lattice
Sm=Sm( f (1))_ } } } _Sm( f (d )). Now let fm(x) :=max[ f (t): t # Sm , tx].
This means that fm(x)= f (x) for all x # Sm and fm is piecewise constant
between these points. In other words, fm(x)= f (g (1)(x1), ..., g(d )(xd)) for all
x # Rd, where the functions g(i): R  R, i=1, ..., d are defined as
g(i)(x) :=max[t # Sm( f (i)) : tx], i=1, ..., d.
Since these functions g(i), i=1, ..., d, are obviously increasing, fm is an
increasing and right-continuous (hence semicontinuous) function and it
follows from Theorem 2.2(b) that fm # ISM. Since f is supermodular, we
have f (x+=ei)& f (x) f (i)(xi+=)& f (i)(xi) for all i=1, ..., d, =>0, and
hence it can be shown, as in Lemma 3.2, that the sequence fm , m # N,
converges to f from below. Thus the assertion follows again from the
monotone convergence theorem.
Step 3. Finally we claim that this implies Ef (X)Ef (Y) also for
unbounded functions f # ISM.
Verification. It suffices to find upper and lower truncations of unbounded
function f # ISM, such that the truncations are still in ISM and converge
monotonically to the original function f. For a lower truncation we use
fm(x) :=f (x6 &m1) and an upper truncation is fm(x) :=f (x 7 m1). It
follows immediately from Theorem 2.2(b), that both of these approximations
are in ISM. K
Next we will investigate the relationship between  ism and  sm . The
result should be of interest in its own.
Theorem 3.4. The following statements are equivalent:
(i) X smY.
(ii) X and Y have the same marginals and Xism Y.
(iii) X and Y have the same expectation and Xism Y.
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Proof. (a) The implication from (i) to (ii) is trivial. To show that (ii)
implies (i) let us assume that X and Y have the same marginals and
Xism Y, and let f be a bounded supermodular function. We have to show
that Ef (X)Ef (Y). To do so we define for arbitrary a # R
fa(x) :=f (x)& :
d
i=1
f ((x i&a) } ei+a1)+(d&1) } f (a1).
Then fa is supermodular, nonnegative, and increasing on [a1, ), since for
all =>0 and all xa1
fa(x1 , ..., xi+=, ..., xd)& fa(x1 , ..., xi , ..., xd)
 fa(a, x2 , ..., x i+=, ..., xd)& fa(a, x2 , ..., x i , ..., xd)
...
 fa(a, ..., a, xi+=, a, ..., a)& fa(a, ..., a, xi , a, ..., a)=0.
Moreover, since X and Y have the same marginals, we have
Ef (Y)&Ef (X)=Efa(Y)&Efa(X).
Now for every =>0 there is some a= # R, such that
P(X  [a=1, ))+P(Y  [a=1, ))
=
& f &
.
Define f :=1[a=1, ) } fa= . Then f is increasing and supermodular and thus
Ef (Y)&Ef (X)=Efa=(Y)&Efa=(X)
=| 1[a=1, ) } fa= d(PY &PX )+| 1[a=1, )c } fa= d(PY &PX )
| f d(PY &PX )&& f & } \P(X  [a=1, ))+P(Y  [a=1, ))+
&=.
Since =>0 was arbitrary, this implies Ef (X)Ef (Y).
If f # SM is unbounded, then it can be approximated by bounded func-
tions fk # SM similarly as in Step 3 of the proof of Theorem 3.3.
(b) It is clear that (ii) implies (iii). Vice-versa: Assume (iii), then a
function f (x1 , ..., xd)= g(xi) with increasing g: R  R is increasing and
supermodular. Therefore for all such functions Eg(Xi)Eg(Yi), i.e.
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Xist Y i , but since EXi=EYi , this implies X i=st Yi , see e.g. Scarsini and
Shaked (1990). K
Now we immediately get the following result.
Theorem 3.5. The stochastic order relations  ism and  sm are closed
with respect to weak convergence.
Proof. Due to Theorem 4.2 in Mu ller (1997a) an integral stochastic
order relation is closed with respect to weak convergence, if and only if it
is generated by a class of bounded continuous functions. Therefore for
 ism the assertion follows immediately from Theorem 3.3. Combining this
with Theorem 3.4 yields the result also for  sm . K
4. SUPERMODULAR ORDERING OF MULTIVARIATE
NORMAL DISTRIBUTIONS.
In this section we want to characterize the supermodular order in the
case of multivariate normal distributions. As usual we write XtN(+, 7),
if X is normally distributed with mean vector + and covariance matrix 7.
In the case d=2 it is well known that supermodular order holds, if and
only if the correlation coefficient is ordered. This is an immediate conse-
quence of Slepian’s inequality combined with Theorem 2.5, see also Tchen
(1980). From this we can derive the following lemma, which is a slight
generalization of Lemma 2.1 in Block and Sampson (1988).
Lemma 4.1. Let XtN(+, 7) and YtN(+$, 7$), and assume that
+=+$, _12_ $12 and _ ij=_ij$ for all (i, j)  [(1, 2), (2, 1)]. Then Xsm Y.
Proof. Let us write
7=_711721
712
722& ,
where 711 is the two-dimensional covariance matrix of (X1 , X2) and 722 is
the (d&2)-dimensional covariance matrix of (X3 , ..., Xd). Assume that 7$ is
partitioned in the same way. Then only 711 and 711$ differ, whereas
712=7 $12 , 721=7 $21 and 722=7 $22 . Moreover we partition the mean in
the same way, i.e. we write +=(+1 , +2). Now it is well known (see e.g.
Tong (1990, Theorem 3.3.4)) that the conditional distribution of (X1 , X2),
given (X3 , ..., Xd)=(x3 , ..., xd)=: x is a normal distribution with mean
& :=+1+712 7
&1
22 (x&+2) and covariance matrix S :=711&712 7
&1
22 721 .
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Similarly, the conditional distribution of (Y1 , Y2), given (Y3 , ..., Yd)=
(x3 , ..., xd)=: x is a normal distribution with mean &$ :=+1+
712 7
&1
22 (x&+2) and covariance matrix S$ :=7 $11&712 7
&1
22 721 . Hence
&=&$ and SS$ pointwise. Therefore Slepian’s inequality combined with
Theorem 2.5 implies that
[(X1 , X2) | (X3 , ..., Xd)=x]sm [(Y1 , Y2) | (Y3 , ..., Yd)=x]
for all x # Rd&2.
Since (X3 , ..., Xd)t(Y3 , ..., Yd) the assertion thus follows from the fact that
supermodular order is closed under mixtures (see e.g. Shaked and
Shanthikumar (1997), Theorem 2.2(d)). K
Block and Sampson (1988, Corollary 2.3) as well as Shaked and
Shanthikumar (1997) claim that an iterative application of Lemma 4.1
yields that in general the supermodular order holds for multinormal
distributions, if the correlations are ordered. This reasoning is not correct,
however. As already mentioned in Tong (1980, p. 11) we have the following
problem. Assume that _ij<_ij$ for several pairs (i, j). If we increase one
correlation coefficient at a time, then the matrices so obtained in between
may not be positive semidefinite! Consider the following example in the
4-dimensional case: Let
7 :=_
1
0
1
0
0
1
0
1
1
0
1
0
0
1
0
1& and 7$ :=_
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1&
Then 7 and 7$ are covariance matrices. In fact, if X1 , X2 tN(0, 1) are
independent real valued random variables, then it is easy to see that
(X1 , X2 , X1 , X2)tN(0, 7) and (X1 , X1 , X1 , X1)tN(0, 7$). However, if
we replace any 0 in 7 by a 1, then we get a matrix that is not positive
semidefinite. To see this, assume w.l.o.g. that we replace _12=_21 by 1 to
get the matrix 7 , and let x=(1, &1, &1, 1). Then xT7 x=&2<0, and
hence 7 is not a covariance matrix!
Nevertheless, the result is true, but the details of the proof are more
complicated. Indeed, in the singular case we also need the weak con-
vergence property of Theorem 3.5 for a correct proof.
Theorem 4.2. Let XtN(+, 7) and YtN(+$, 7$). Then the following
conditions are equivalent.
(i) Xsm Y;
(ii) X and Y have the same marginals and _ij_ ij$ for all i, j.
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Proof. The implication (i) O (ii) follows immediately from Slepian’s
inequality and property (P9) of the supermodular order. Hence only
(ii) O (i) has to be shown. This will be done in two steps.
(a) Let us first assume that 7 and 7$ are both positive definite. We
will show that in that case we can find a finite sequence 7=71 , ..., 7k=7$,
such that 7l+1 is obtained from 7l by increasing exactly one correlation
coefficient. Since  sm has property (P8), we can assume without loss of
generality that _ii=_ ii$1 for all 1id. Hence |_ij |, |_ij$|1 for all
1i, jd. Since both 7 and 7$ are assumed to be positive definite, there
is some m # N, such that
xT 7x
1
m
and xT7$x
1
m
\x # Rd with &x&=1,
where & }& is any norm. If we define 7: :=:7$+(1&:) 7 we also have
xT 7:x
1
m
\x # Rd with &x&=1,
for all 0:1. Therefore all matrices 7: are covariance matrices, and we
claim that :<:$ implies N(+, 7:)sm N(+, 7:$). According to the
transitivity of  sm it is sufficient to verify this for :$&: sufficiently small.
Let us assume that :$&:<1(md 2). Then we obtain 7:$ from 7: iteratively
by increasing one correlation coefficient at a time, and any matrix 7
obtained in between is positive semidefinite! Indeed, we have
|_:$ij &_
:
ij |<
1
md 2
\1i, jd
and hence
xT 7 x= :
d
i, j=1
_~ ijx i xj= :
d
i, j=1
_:ij xix j+ :
d
i, j=1
(_~ ij &_:ij) xi xj
>
1
m
&
d 2
md 2
=0 \x # Rd with &x&=1.
(b) Now assume that at least one of the matrices 7 and 7$ is only
semidefinite. Define Xn tN(+, 7+1n } I) and Yn tN(+, 7$+1n } I),
n # N, where I is the identity matrix. Then the covariance matrices of
Xn , Yn are positive definite, and therefore applying (a) yields Xnsm Yn for
all n # N. Now the distributions of Xn and Yn converge weakly to the
distributions of X and Y, respectively. Hence it follows from Theorem 3.5
that Xsm Y. K
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