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Notre recherche se situe dans le cadre de la théorie algébrique des langages. Il est
bien connu que les semigroupes finis peuvent être vus comme des automates finis. Ainsi,
ils permettent de reconnaître exactement les langages réguliers. D'une façon similaire,
les groupoïdes finis sont associés aux automates à pile et aux langages hors-contextes.
Il a été démontré qu'un type particulier de groupoïdes, les boucles finies, ne recon-
naissent que des langages réguliers. Mais les groupoïdes et les boucles sont des structures
algébriques non associatives, ce qui rend leur étude très complexe. Cependant, il a été
démontré que l'on peut associer à chaque boucle finie un unique monoïde fini nommé
le monoïde dérivé de la boucle. Ce monoïde préserve plusieurs propriétés de la boucle.
En particulier, il reconnaît l'ensemble des langages reconnus par la boucle concernée, ce
qui permet d'utiliser la richesse et l'élégance de la théorie des semigroupes dans l'étude
des boucles finies.
Dans ce travail, nous démontrerons que le monoïde dérivé d'une boucle finie est
calculable. Par la suite, nous présenterons différentes versions d'un algorithme ayant
pour objectif de construire le monoïde dérivé d'une boucle finie. Finalement, nous ex-
poserons et analyserons brièvement quelques résultats calculés sur les boucles d'ordre
8 et moins à l'aide de ces différentes versions de l'algorithme.
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CHAPITRE 1
INTRODUCTION
La progression fulgurante qu'a connue l'informatique depuis les années cinquante
n'aurait jamais été possible sans le développement de l'informatique théorique. Les
concepts fondamentaux qu'elle a établis permettent aujourd'hui aux ordinateurs d'ef-
fectuer des tâches qui ont changé notre mode de vie. Une des branches de l'informa-
tique théorique, appelée la théorie des automates, a d'ailleurs contribué à la création
d'outils tels que les compilateurs qui sont utilisés dans la programmation des langages
de hauts niveaux. Cette théorie possède également de nombreuses applications dans
d'autres domaines que l'informatique, notamment en bio-informatique, en linguistique
et en mathématiques.
La théorie des automates étudie en fait les langages formels et les modèles théo-
riques de calculs qui servent à reconnaître ces langages. L'automate fini est un des
modèles de calcul qui a été largement étudié (voir [19, 32, 16]). C'est ainsi que nous sa-
vons que les automates finis reconnaissent exactement les langages rationnels (langages
réguliers) (voir [20]). Par contre, il existe des questions relatives aux langages régu-
liers auxquelles les chercheurs sont incapables de répondre avec la seule utilisation des
automates finis. Par exemple, ils sont incapables, en utilisant seulement ces outils, de
déterminer si un langage régulier est sans étoile (voir 2.1). L'ajout d'outils plus raffinés
à la théorie des automates est donc devenu une nécessité.
C'est ainsi que M.P. Schiitzenberger introduisit l'utilisation des monoïdes finis (en-
semble fini muni d'une opération binaire associative fermée sur l'ensemble et contenant
un élément identité, voir Section 2.3.1) en théorie des automates (voir [29]). Il considère
alors un monoïde fini comme une machine pouvant reconnaître des langages. À partir
d'un automate fini et d'un langage L reconnu par celui-ci, il calcul un monoïde que
l'on nomme le monoïde syntactique de L. L'intérêt de ce monoïde réside dans les deux
faits suivants : le monoïde syntactique de L est unique et il est le plus petit monoïde
reconnaissant le langage L (voir Section 2.3.2). Ainsi, l'utilisation du monoïde syntac-
tique de L permet de déterminer si un langage régulier est sans étoile (voir Section
2.3.2), démontrant par le fait même que les propriétés combinatoires des langages sont
intimement liées à leurs propriétés algébriques (voir [30]).
Comme nous le verrons, les monoïdes finis reconnaissent exactement les mêmes
langages que les automates finis, i.e. les langages réguliers. Par la suite, Eilenberg géné-
ralisa les travaux de Schiitzenberger et établit dans [16] les bases d'une théorie qui allait
conduire à la classification des monoïdes finis selon les langages qu'ils reconnaissent.
D'autres travaux ont également démontré que l'utilisation du monoïde comme modèle
de calcul ne se limite pas à l'étude des langages réguliers (voir [22, 4]).
Devant ces nombreux résultats obtenus sur les monoïdes, certains chercheurs se sont
demandés si l'utilisation d'une structure algébrique non associative, les groupoïdes finis
(ensemble fini muni d'une opération binaire fermée sur l'ensemble, voir Section 2.4.1),
pouvait constituer un modèle de calcul plus puissant. En effet, nous savons maintenant
que les groupoïdes finis reconnaissent exactement les mêmes langages que les automates
à pile, i.e. les langages hors-contextes ([25], voir aussi [5]). Pour pouvoir classifier les
langages hors-contextes, il est intéressant de mieux comprendre le fonctionnement de
la non-associativité sur des groupoïdes moins complexes et plus structurés. C'est ainsi
que certains chercheurs ont commencé à étudier les boucles finies (ensemble fini muni
d'une opération binaire fermée sur l'ensemble telle que la table de multiplication forme
un carré latin, voir Section 2.4.2) et les langages qu'elles reconnaissent (voir [12, 21]).
Un premier résultat important est obtenu dans [7], où il est démontré que les boucles
finies reconnaissent exactement une classe de langages réguliers bien connue, soit celle
des langages réguliers ouverts.
Tout comme cela a été fait pour les monoïde finis, il serait également intéressant
de classifier les boucles finies selon la complexité des langages qu'elles reconnaissent.
Certains travaux ont d'ailleurs été entrepris en ce sens (voir [8]). Un des outils pouvant
faciliter cette classification est le monoïde dérivé d'un groupoïde (voir Chapitre 3), un
concept initialement introduit dans [6]. Une propriété importante du monoïde dérivé
d'un groupoïde G est qu'il reconnaît tous les langages reconnus par G. En utilisant
cet outil sur les boucles finis, il devient possible d'utiliser la richesse de la théorie des
monoïdes dans l'étude des boucles.
Ce travail possède deux objectifs principaux. Le premier est de démontrer que
le monoïde dérivé d'une boucle finie est calculable. Le deuxième est de trouver un
algorithme efficace permettant de calculer le monoïde dérivé des boucles contenant peu
d'éléments (8 et moins). Notre second objectif comprend seulement les boucles d'ordre
8 et moins, car la taille du monoïde dérivé peut être doublement exponentielle par
rapport à l'ordre de la boucle (voir Chapitre 5). De plus, le nombre de boucles à traiter
(classes d'isomorphismes) pour un ordre donné croît également de façon exponentiel.
Ainsi, il existe 23 746 classes d'isomorphismes parmi les boucles d'ordre 7, mais plus
de 106 000 000 pour les boucles d'ordre 8 et plus de 9 365 milliards pour les boucles
d'ordre 9 (voir [24]). Finalement, il est important de noter que, comme nous le verrons
au Chapitre 4, le deuxième objectif a seulement été partiellement atteint.
L'atteinte de ces objectifs nécessite d'abord l'introduction de nombreuses notions
sur les structures algébriques. Ainsi, nous verrons au Chapitre 2 quelques brèves dé-
finitions sur les relations binaires. Par la suite, nous donnerons la définition formelle
d'un monoïde et nous ferons une brève étude de leurs propriétés. Puis nous définirons la
reconnaissance d'un langage par un monoïde et nous étudierons les principaux résultats
s'y rattachant. La dernière section de ce chapitre est consacrée aux définitions relatives
aux groupoïdes et aux boucles, ainsi qu'à la définition de la reconnaissance d'un langage
par ces structures algébriques non associatives.
Le Chapitre 3 est consacré à l'étude du monoïde dérivé. Nous introduirons d'abord
le concept de monoïde dérivé d'un groupoïde et nous présenterons plusieurs propriétés
de celui-ci. Puis, nous démontrerons que le monoïde dérivé d'une boucle finie est fini et
nous démontrerons qu'il est possible de le calculer en prouvant qu'il n'est nécessaire que
d'effectuer une quantité finie de calcul pour l'obtenir. Nous verrons également qu'il est
difficile d'évaluer précisément sa taille, mais nous donnerons tout de même une borne
supérieure. Le reste de ce chapitre est consacré à la présentation de deux versions d'un
algorithme permettant de calculer le monoïde dérivé d'une boucle finie. L'analyse des
temps d'exécutions de ces deux versions de l'algorithme nous apprendra qu'elles sont
inefficaces.
Ainsi, le Chapitre 4 se concentre sur les solutions possibles pour améliorer l'algo-
rithme présenté au Chapitre 3. Nous présenterons trois solutions servant à réduire la
quantité de calcul à effectuer. Ces nouvelles versions sont plus efficaces que les deux
premières, mais dans la plupart des cas, nous devons pour cela sacrifier la certitude
de l'obtention du monoïde dérivé. Nous verrons que le monoïde obtenu par ces ver-
sions n'est tout de même pas dénué d'intérêt car il est en pratique unique et il possède
plusieurs propriétés connexes au monoïde dérivé. Il existe d'ailleurs plusieurs facteurs
permettant de croire que ce monoïde correspond toujours au monoïde dérivé de la
boucle concernée.
Le Chapitre 5 se penche sur l'analyse des résultats. La première section présente les
monoïdes dérivés calculés. La deuxième contient les monoïdes "pseudo-dérivés", c'est-
à-dire les monoïdes obtenus en pratique par les versions de l'algorithme présentées au
Chapitre 4 et tel que nous ne sommes pas en mesure de démontrer qu'ils correspondent
au monoïde dérivé. Dans chacun des cas, nous fournissons plusieurs propriétés sur les
boucles et les monoïdes présentés. Finalement, la conclusion nous permettra de poser




Nous considérons dans ce chapitre que le lecteur est familier avec les notions de
bases en théorie des langages (langages réguliers, expressions régulières, automates fi-
nis, langages hors-contexte, automates à pile). Sinon, les définitions nécessaires peuvent
être trouvées dans [32] ou dans [19]. Lorsqu'on parle de langages formels, une question
naturelle est de savoir si, étant donné un langage L et un mot tu, le mot w appartient
ou non au langage L. Si un algorithme M peut répondre à cette question correctement,
on dit que M reconnaît le langage L, II existe plusieurs modèles de calcul pouvant être
utilisés comme machine pour reconnaître des langages, selon les particularités combi-
natoires de ceux-ci (voir [31, 23, 3, 33, 14]). Par exemple, un de ces modèles de calcul
très répandus est l'automate fini (voir exemple à la Figure 2.1) et nous savons que les
automates finis reconnaissent exactement les langages rationnels (langages réguliers)
(voir [20]).
Malgré la richesse de la théorie des automates, certaines questions sont longtemps
demeurées sans réponse avec la seule utilisation de ces outils. Par exemple, on dit qu'un
langage L est sans étoile s'il existe une expression régulière définissant L et n'utilisant
pas l'opérateur * (opération de Kleene), mais pouvant utiliser l'opérateur unaire de
complémentation (->). Durant de nombreuses années, il a été impossible de répondre à
Figure 2.1: Automate fini B = {Q, S, 5}, où Q = {1,2,3,4} est l'ensemble fini des états, S =
{a, 6} est l'alphabet fini et 5 est l'application de transition définit graphiquement.
En utilisant l'état 1 comme état de départ et l'ensemble d'états F = {3} comme
états finaux, l'automate B reconnaît le langage iJ(oj,) = ab(ah)* C £*, contenant
tous les mots non vides composés uniquement d'une répétition du mot ab.
la question suivante : soit L un langage régulier, est-ce que L est un langage régulier
sans étoile. En fait, on ne savait même pas si la réponse à cette question était décidable.
Pour certains langages, comme pour les langages exprimés par une expression régulière
n'utilisant pas l'étoile ou les langages finis, il est facile de répondre à cette question. Il
est par contre plus difficile de savoir si le langage régulier L^ = ah(ab)*, reconnu par
l'automate fini présenté à la Figure 2.1, est sans étoile.
Il fût nécessaire d'attendre l'introduction d'un nouveau modèle de calcul, le semi-
groupe fini (voir Section 2.3), pour être capable de déterminer si un langage régulier est
sans étoile. En effet, M.P. Schiitzenberger démontre dans [30] que les langages sans étoile
possèdent une caractéristique algébrique commune qu'il est possible de vérifier. Avant
de pouvoir énoncer exactement ce théorème et déterminer si le langage L^) est sans
étoile, nous devons familiariser le lecteur avec quelques notions de bases sur les struc-
tures algébriques. Ainsi, à la Section 2.2 nous allons énoncer quelques définitions sur
les relations binaires. Puis, à la Section 2.3 nous allons définir la notion de semigroupe
et énoncer quelques-unes de ses propriétés. Les structures algébriques non associatives,
présentées à la Section 2.4, nous permettrons finalement d'établir clairement l'objectif
de ce mémoire.
2.2 Relations binaires
Soient A et B, deux ensembles. Une relation IZ : A —»• B est un sous-ensemble du
produit cartésien A x B. Si a G A et 6 G JB, alors (a, b) £ 1Z est dénoté par a7t!.&. Si
4^ = 5 , on dit que IZ est une relation sur A. Soient les relations binaires 7Z : A —* A et
9? : A —y B, voici quelques propriétés applicables à ces relations binaires.
IZ est reflexive <=> Va G .A,
72. est symétrique <p> Vai, a2 € .4, si a{R,a2, alors
7£ est transitive 44> Vai, a2, ^3 € ^4, si a{R,a2 et
alors a{R.as.
TZ est une relation à"1 équivalence <£> IZ est reflexive, symétrique et transitive.
(p est injective <$• Vai, a2 € 4 , s'il existe 6 G B tel que
(ai, 6) € v? et tel que (a2, 6) G y,
alors ai = a2.
<£> est surjective <& Vb £ B, 3a E A tel que (a, 6) G ip.
ip est une fonction ^ Va G A, il existe au plus un élément b £ B
tel que (a, b) G ip. On dénote alors cet
élément (p(a) et on dit que b est l'image
de a dans y?.
y? est une application 44> Va G A, il existe exactement un élément
6 G B tel que ip(a) = b.
(p est bijective -r=> <p est une application injective et surjeciive.
Cela implique nécessairement que |Â| = \B\.
Soit S. un ensemble. On nomme loi de composition interne une application • de
(S x S) dans S. Voici quelques propriétés possibles pour l'application •.
• est associative 4=> Va;, y,z € S, ((x • y) • z) — (x • (y • z))
• est commutative 4=> Va;, y G S, (x • y) = (y • x)
Annulation à gauche •$$ Va;, y,z £ S, (x • y) = (x • z) implique y = z
Annulation à droite 4=î> Va;, y, z £ S, (y • x) = (z • x) implique y = z
Soit A, un ensemble fini et soient J- : A -* A et Ç : A -* A, deux applications
sur A. L'opération de composition des applications o est l'application (F o Q) : A —•» A
définit par (ToÇ)(a) = F{G{a)), Va € A.
2.3 Semigroupes et monoïdes
Cette section est divisée en deux parties. Premièrement, nous définissons ce qu'est
un semigroupe et nous énonçons plusieurs propriétés des semigroupes. Quelques exemples
concrets sont également présentés pour favoriser la compréhension du lecteur. Deuxiè-
mement, nous allons discuter de l'utilisation du semigroupe fini en théorie des automates
et de la notion de reconnaissance d'un langage par un semigroupe. Notons que les ré-
sultats présentés dans cette section sont des résultats classiques de la littérature sur les
semigroupes finis. Aussi, certaines propositions seront énoncées sans que les preuves ne
soient détaillées (une référence sera par contre fournie).
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2.3.1 Définitions et propriétés
Un sernigroupe est un couple (S,-) où S est un ensemble et • est une loi de compo-
sition interne associative sur S. Notons que lorsqu'il n'y a aucune ambiguïté possible,
un semigroupe (S, •) est simplement dénoté 5*. On dit qu'un semigroupe (S, •) est fini
si l'ensemble S est fini. Un élément e de S est appelé identité si pour tout x E S,
e • x = x • e = x. On nomme monoïde un semigroupe contenant un élément identité.
Remarquons qu'un monoïde ne peut posséder deux éléments identités car si e et / sont
deux éléments identités du monoïde tel que e ^ / , il est impossible de définir le résultat
de la multiplication de e par / sans obtenir une contradiction (voir [27]). Si la loi de
composition interne d'un monoïde (M, •) supporte l'annulation à gauche et à droite,
(M, •) est alors appelé un groupe.
Exemple 2.3.1. Une des façons pratique de représenter un semigroupe fini est l'utili-
sation de sa table de Cayley, une généralisation du concept de table de multiplication.
Les propriétés d'annulation à gauche et à droite sont facilement vérifiables à l'aide de la
table de Cayley d'une structure algébrique. En effet, l'annulation à gauche signifie qu'il
ne peut y avoir deux éléments identiques sur une même ligne alors que l'annulation à
droite signifie qu'il ne peut y avoir deux éléments identiques sur une même colonne. La
Figure 2.2 présente la table de Cayley du monoïde (Mi, A), où M\ = {0,1}, représen-
tant l'opération booléenne de conjonction. Dans ce monoïde, on remarque que l'élément
1 est l'identité puisque 0 A l = lAO = O e i l A l = l. On remarque également que
Mi n'est pas un groupe puisqu'il ne supporte ni l'annulation à gauche, ni l'annulation
à droite.
Dans certains domaines de la théorie des semigroupes, la distinction entre un se-







Figure 2.2: Table de Cayley du monoïde (Mi, A), où Mi = {0,1}.
plutôt sur les monoïdes finis. Ainsi, bien que la plupart des définitions qui suivent ont
leur équivalent dans la théorie des semigroupes en général, nous les exprimerons par
rapport aux monoïdes.
Définition 2.3.2 (Morpfaisme de monoïdes). Soient (M, •) et (N, •), deux monoïdes
où Ijvf € M et Ijv € N sont respectivement l'identité de M et N. L'application (p :
M —> N est un morphisme de monoïdes si et seulement si Vmi, m^ € M, <p(mi * 1^2) —
tp(m\) • tpiyn-i) et si (P(1M) = IJV- Si f est également une bisection, on dira alors que ip
est un isomorphisme de M dans N.
Pour le reste de cette section, (M, •) représente un monoïde fini. Soit (AT, • ) , un
monoïde fini. Il peut exister de nombreuses relations entre M et N. Nous allons décrire
celles qui sont les plus importantes dans le cadre de notre travail. Nous présenterons
également quelques exemples concrets de monoïdes pour appuyer les définitions for-
melles.
Si N est un sous-ensemble de M contenant l'identité, alors (N, •) est un sous-
monoïde de (M, •) si et seulement si Vni, «2 G N, (rii • n.2) € N. Si pour tout a € M, il
existe n € W+ tel que an = an+1, alors on dit que le monoïde M est apériodique. Il est
démontré dans [27] que cela équivaut aux monoïdes ne contenant aucun sous-monoïde
non trivial, c'est-à-dire contenant plus d'un élément, qui est un groupe. Soit P Ç M,
alors P génère M si et seulement si pour tout m € M, il existe Pi,P2, • • -Pk € P, tel



















































Figure 2.3: Table de Cayley du monoïde (M2,o), où M-i = {l,a,b,aa,ab,ba}.
Exemple 2.3.3. La Figure 2.3 présente la table de Cayley du monoïde (M2,o). On
remarque que l'ensemble M2 = {1, aa, ab, ba}, muni de l'opération o, forme un sous-
monoïde du monoïde M^- En effet, l'opération o est fermée pour l'ensemble M2, c'est-
à-dire qu'il n'est possible que d'obtenir des éléments de l'ensemble M2 si Von multiplie
entre eux deux éléments de cet ensemble. Par contre, le sous-monoïde M2 n'est pas un
groupe et il est facile de vérifier que le monoïde Mi est apériodique, puisqu'il suffit de
vérifier que pour tout a G Mi, il existe n tel que an = an+1. L'ensemble P2 = {1, a,b},
sous-ensemble de M.%, est un ensemble générateur pour le monoïde M%, puisque aa =
a o a, ab = aob, ba = bo a et que a,b 6 P2.
S'il existe un morphisme surjectif r : M —> N, alors on dira que N est un quotient
de M. Finalement, on dira que N divise M (dénoté N -< M), si Ar est quotient d'un
sous-monoïde de M.
Exemple 2.3.4. La Figure 2.4 présente le monoïde (M3,o). On définit l'application
T : Mz —> Mi, où Mi est le monoïde définit à la Figure 2.2, par
r(a) = 0 , r(b) = 0
T(C) = 1 , r ( l ) - 1



























Figure 2.4: Table de Cayley du monoïde (M3, o), où M3 = {1, a, b, c}.
un morphisrne surjectif puisque tous les éléments de M\ sont l'image d'au moins un
éléments de M3, ce qui signifie que M\ est un monoïde quotient de M3.
Avant de pouvoir discuter du lien existant entre les automates finis et les monoïdes
finis et de définir la reconnaissance d'un langage par un monoïde, nous devons introduire
le concept de monoïde de transformation. Nous introduirons également les concepts de
congruences et de monoïde libre qui nous serons utiles tout au long de ce travail.
Définition 2.3.5 (Monoïde de transformation). Soit E, un ensemble, on dénote
parT(E) l'ensemble des applications de la forme % : E —•>• E. Remarquons que l'opéra-
teur de composition des applications (o) est une opération fermée et associative sur les
éléments de T{E), donc (T(E),o) forme un monoïde. On nomme monoïde de trans-
formation sur E tout sous-monoïde de (T(E), o).
Remarquons que si l'ensemble E est fini, alors tous monoïde de transformation sur
E sera également fini.
Définition 2.3.6 (Congruence). Une congruence sur un monoïde M est une relation
d'équivalence ~ qui est compatible à gauche et à droite avec l'opération du monoïde,
c'est-à-dire tel que pour tout mllm2,JTî3 € M, m,\ ~ ffl2 implique que (m\ • m$) ~
(rri2 • TO3) ainsi que (7713 • TOI) ~ (ma • m2).
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La congruence ~ sépare naturellement les éléments du monoïde M en classes de
congruences, deux éléments m l5 r»2 € M faisant partie de la même classe de congruence
si et seulement si mi ~ m-i. On dénote l'ensemble des classes induites par ~, par M/ ~.
De part la définition d'une congruence, l'ensemble quotient Mj ~ est alors muni d'une
structure de monoïde (voir [27]).
Définition 2.3.7 (Monoïde libre). Étant donné le monoïde M, on définit récursive-
ment l'ensemble M+ comme suit : pour tout m G M, rn fait partie de M+ ; siu,v G M+,
alors uv G M+ ; rien d'autre ne fait partie de M+. Cet ensemble contient alors tous les
mots non vides qu 'il est possible de former en utilisant l'ensemble M comme alphabet.
M+ contient donc une infinité d'éléments.
Prenant deux mots u,v de l'ensemble M+, nous définissons la multiplication de u
par v par la concaténation des deux mots, c'est-à-dire uv (observons que le produit est
associatif). En ajoutant e, le mot vide, nous obtenons l'ensemble M*. Celui-ci, muni
de l'opération de concaténation, forme alors un monoïde que nous appelons le monoïde
libre de M.
2.3.2 Reconnaissance d'un langage par un semigroupe
Nous avons vu au début de ce chapitre que la seule utilisation des automates fi-
nis n'a pas été suffisante pour permettre aux chercheurs de caractériser les langages
réguliers sans étoile. Nous avons également mentionner que les monoïdes peuvent être
utilisés comme modèle de calcul servant à la reconnaissance des langages. Dans cette
section, nous allons voir qu'un automate fini peut être représenté par un monoïde fini
(monoïde de transition d'un automate fini). Puis, nous allons définir la reconnaissance
d'un langage par un monoïde. Nous allons finalement énoncer le théorème de Schiitzen-
berger et discuter plus en détails de la relation entre les monoïdes finis et les langages
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réguliers.
Définition 2.3.8 (Monoïde de transition). Soit A = (Q, E, <5), un automate fini
où Q est l'ensemble fini des états, E est l'alphabet et ô est l'application de transition
(Q x S) —* Q de l'automate fini. Chaque lettre a G E induit ainsi une application S* :
Q —* Q que l'on généralise, à l'aide de l'opération de composition des applications et de
son associativité, à E* pour obtenirS^ : Q —> Q, oùw € E*. L'ensemble des applications
6* (a € Ej et l'application identité (5\) génèrent alors un monoïde de transformation
sur l'ensemble Q que l'on appelle le monoïde de transition de l'automate A et que l'on
dénote M (A)- Notons que les applications 0^ formant un monoïde de transition sont
généralement notés directement par le mot w pour en simplifier la notation.
Soient q E Q et w € E*, respectivement un état de l'automate A et un mot sur
l'alphabet E, remarquons que le résultat de S^(q) est l'état atteint par l'automate A si
le mot w est lu à partir de l'état q. Si L Ç E* est un langage reconnu par l'automate
fini A en utilisant qo E Q comme état initial et F Q Q comme ensemble d'états finaux,
alors Vu> € E*, nous avons w £ L 4=> 5^(g0) € F. Nous allons maintenant expliquer
comment le monoïde de transition de l'automate A peut reconnaître le langage L.
Sans perte de généralité, supposons que w = W1W2 ... wn, où les Wi sont des lettres
de l'alphabet E. Par définition du monoïde de transition M (A), pour tout W{, nous
avons <5£,. G M (A). Puisque M (A) est fermé par la loi de composition des applications,
nous savons également que 6^ o S^,2 o ...<$£ = S* où Õ* G M (A). Finalement, nous
savons, par définition, que 6^ définit la même application que 8*. Il suffit alors de vérifier
si l'état correspondant à ô*(qo) est inclus dans l'ensemble F pour savoir si le mot w fait


































Figure 2,5: Liste des applications ê^ générées par l'ensemble {<5j, 5*, <5J} et formant le monoïde
de transition de 23 (M(B)), où B est l'automate fini présenté à la Figure 2.1.
Exemple 2.3.9. La Figure 2.1 présente l'automate fini B = {Q, S, S} et la Figure 2.5
donne la liste des applications de la forme S^ générées par l'ensemble d'applications
{5|,<5*,5^} et qui forment le monoïde de transition de l'automate B. La suite du calcul
montre que les applications <5*ao, <5*a6, «5*66 et 5|aa définissent la même application que 5*o,
tandis que 5*6a définit la même application que S* et ô^ab la même que ô^. Le monoïde
de transition de l'automate B contient donc 6 éléments, M(B) = {l ,a, b, aa, ab, ba}
et sa table de Cayley est présentée à la Figure 2.3. Pour reconnaître le langage L(ab),
l'ensemble d'éléments acceptant sera P = {ab} puisque c)*6 est la seule application
de M(B) qui conduit de l'état initial 1 à un des états faisant partie de l'ensemble
F = {3}. Ainsi, nous sa,vons que le mot abab fait partie du langage L^) puisqu'en
multipliant ses lettres dans la table de Cayley du monoïde de transition, nous obtenons
que aoboaob = ab et l'élément ab fait partie de l'ensemble acceptant P. Par contre,
le mot baba ne fait pas partie du langage L^) puisque boaoboa = ba^.P.
Puisque le monoïde de transition d'un automate .4 peut reconnaître tous les lan-
gages reconnus par celui-ci et que les automates finis reconnaissent exactement les
langages réguliers, nous savons que les monoïdes finis peuvent reconnaître tous les lan-
gages réguliers. Généralisons maintenant le concept de reconnaissance d'un langage par
un monoïde.
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Définition 2.3.10. Soit A. un alphabet et soit (M, •), un monoïde. On dit que le mo-
noïde M reconnaît un langage L Ç A* s'il existe un morphisme <p : A* —* M et un
sous-ensemble P de M tel que Vw G A*, w G L -4=4> <p(w) G P.
Le théorème suivant établit clairement la puissance des monoïdes finis comme
modèle de calcul.
Théorème 2.3.11 ([20]). Les monoïdes finis reconnaissent exactement les mêmes lan-
gages que les automates finis, c'est-à-dire les langages réguliers.
On se souvient qu'un automate fini est dit minimal pour un langage L s'il est le
plus petit automate (au sens du nombre d'états) reconnaissant L (voir [19]). Le monoïde
de transition de l'automate minimal d'un langage L se nomme le monoïde syntactique
de L, dénoté M(L). Dans [29], Scliiitzenberger introduit ce concept et démontre que
M(L) est le plus petit monoïde (au sens de la relation de division) reconnaissant L.
La dénomination monoïde syntactique d'un langage L Ç A*, où A est un alphabet,
est due à la relation suivante. Soit ~£, la congruence définie sur A* par u ^L v si
et seulement si pour tout x,y € A*, xuy G L <=> xvy G L, alors on appelle ~£, une
congruence syntactique et le monoïde syntactique de L correspond au monoïde quotient
M(L) = A*I ~L- Schiitzenberger remarqua également que les propriétés algébriques du
monoïde syntactique d'un langage reflètent les propriétés combinatoires de celui-ci. Le
théorème suivant est un exemple de ce lien et il permet de répondre à la question posée
précédemment, i.e. soit L, un langage régulier, est-ce que L est un langage régulier sans
étoile.
Théorème 2.3.12 ([30]). Soit L, un langage régulier. Alors L est sans étoile si et
seulement si M(L) est apériodique (s'il ne possède pas de sous-monoïde non trivial
formant un groupe).
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Exemple 2.3.13. À la Section 2.1, nous nous sommes demandés si le langage L^,
reconnu par l'automate B présenté à la Figure 2.1, est un langage régulier sans étoile.
Nous savons que le monoïde de transition de cet automate (M2, Figure 2.3) est apé-
riodique. Puisque l'automate B est minimal pour L^), M2 = M(L^)) et le langage
L(ab) es~t sans étoile. En effet, considérant que Vexpressions E* représente un lan-
gage sans étoile puisque £* = -i0, L(at) peut s'exprimer ainsi : L^) = ab(ab)* =
((oE* n £*&) il ^(E*aa£* U £*&&£*)) (voir [27];.
Eilenberg généralise ce concept en établissant une correspondance entre certaines
familles de langages réguliers, appelées variétés de langages réguliers et certaines fa-
milles de monoïdes finis, appelées pseudo-variétés de monoïdes finis (voir [16]). Les
définitions formelles de ces familles dépassent le cadre de ce travail. Mentionnons tout
de même qu'une variété de langages réguliers est un ensemble de langages réguliers
fermé par les opérations booléennes, par morphismes inverses et par quotients. D'une
façon similaire, une pseudo-variété de monoïde fini est un ensemble de monoïdes finis
fermés par sous-monoïdes, par quotients et par produits directs finis. Les Théorèmes
2.3.12 et 2.3.11 représentent alors des cas particuliers de cette théorie. Voici l'énoncé
du théorème des variétés d'Eilenberg.
Théorème 2.3.14 ([16]). // existe une bijection entre les variétés de langages et les
pseudo-variétés de monoïdes finis.
2.4 Groupoïdes
Dans la section précédente, nous avons vu qu'un monoïde est un couple (M, •)
où • est une loi de composition interne associative. Nous avons également vu que les
monoïdes finis reconnaissent exactement les langages réguliers. Il est alors naturel de
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se demander si l'utilisation d'une structure algébrique non associative ne permettrait
pas de "capturer" plus de langages. C'est ainsi qu'à la Section 2.4.1, nous introduirons
une structure algébrique non associative, les groupoïdes finis, et nous généraliserons
à ceux-ci le concept de reconnaissance d'un langage. Nous étudierons également quels
types de langages les groupoïdes finis peuvent reconnaître. Finalement, la Section 2.4.2
est réservée à l'étude d'un type particulier de groupoïdes finis, soit les boucles finies.
2.4.1 Définitions et reconnaissance d 'un langage
Un groupoïde est un couple (G, •) où G est un ensemble et • est une loi de composi-
tion interne sur G. Aucune restriction n'est imposée à la loi de composition interne d'un
groupoïde. Un semigroupe est donc un groupoïde associatif. Bien que la présence d'un
élément identité ne soit pas requise par la définition d'un groupoïde, nous considérerons
que tous les groupoïdes discutés dans cette section en contiennent un.
Pour le reste de cette section, (G, •) est un groupoïde tel que 1 G G est un élément
identité. Puisque la loi de composition interne d'un groupoïde n'est pas obligatoirement
associative, nous n'obtiendrons pas nécessairement le même élément selon l'ordre dans
lequel nous multiplions les lettres d'un mot (parenthétisation). L'expression 2G est
l'ensemble contenant tous les sous-ensembles de G. Nous définissons alors la fonction
eval : G* —» 2G comme suit : si x G G* est un mot sur G, alors eval(x) donne l'ensemble
des éléments de G qu'il est possible d'obtenir en multipliant les lettres de x dans G (en
changeant la parenthétisation). Plus formellement :
eval(x) =
1 Si x = e
x Six EG









































Figure 2.6: Table de Cayley du groupoïde (G1,o), où Gx = {1,2,3,4,5}.
En fait, le groupoïde (G, •) est un monoïde si et seulement si \/w € G*, \eval(w)\ =
1. Voici maintenant un exemple du calcul de la fonction d'évaluation (eval).
Exemple 2.4.1. Considérons (Gi,o), le groupoïde fini présenté à la Figure 2.6 et
225, 542,41352 € G\, des mots sur G\. Voyons quels sont les éléments qu'il est possible
d'obtenir à partir du mot 225.
((2 o 2) o 5) = ( Io 5) = 5
(2o (2o 5)) = (2o4) = 2
Nous avons donc eval(225) = {2,5}. D'une façon similaire, nous obtenons les
évaluations suivantes : eval{hA2) = {1} et eyal(41352) = {1,2,5}. Notons que puisque
((2 o 2) o 5) 7^  (2 o (2 o 5)), nous savons que la loi de composition interne o n'est pas
associative et que G\ n'est pas un monoïde.
Considérant que les groupoïdes que nous utilisons possèdent tous un élément iden-
tité, la définition d'un morphisme de groupoïde est la même que celle d'un morphisme
de monoïde (voir Définition 2.3.2). Si E et F sont deux ensembles finis, on dit qu'un
morphisme de monoïdes libres ip : E* —* F* est strictement alphabétique1 si <p(E) Ç F.
1
 Cette terminologie provient de [9]
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Nous pouvons maintenant généraliser le concept de reconnaissance d'un langage aux
groupoïdes.
Définition 2.4.2 ([21]). Soit A, un alphabet et L Ç A*, un langage. On dit que le
groupoïde G reconnaît L s'il existe un morphisme strictement alphabétique ip : A* —» G*
et un ensemble acceptant F Ç G tel que
L = {w£A*\ (eval(<p(w)) n F) ^ 0}
Le théorème suivant est une extension naturelle des travaux de Kleene, il établit
clairement la puissance des groupoïdes finis comme modèle de calcul.
Théorème 2.4.3 ([25]). Les groupoïdes finis reconnaissent exactement les mêmes lan-
gages que les automates à pile, c'est-à-dire les langages hors-contextes.
Tout comme Eilenberg a classifié l'ensemble des monoïdes finis selon les langages
qu'ils reconnaissent, il est intéressant de vérifier les propriétés combinatoires des lan-
gages reconnus par d'autres familles de groupoïdes finis.
2.4.2 Quasigroupes et boucles
Un quasigroupe est un groupoïde supportant à la fois l'annulation à gauche et
l'annulation à droite. Une boucle est un quasigroupe possédant un élément identité.
Les boucles sont l'une des premières structures algébriques non associatives à avoir été
largement étudiées au niveau algébrique (voir [26, 15]). Dans cette section, nous ferons
un survol rapide de la théorie des boucles, définissant seulement les éléments qui nous
seront utiles pour le reste de ce document. Pour plus de détails, nous invitons le lecteur
à consulter [1, 2, 10].
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Pour le reste de cette section, (B, o) représentera une boucle finie. On dit que
B' Ç B forme une sous-boucle de B si (B', o) est une boucle, i.e. si o est une loi de
composition interne pour B' et si B' contient l'élément identité. La définition suivante
présente un type particulier de sous-boucles : les sous-boucles normales.
Définition 2.4.4 (Sous-boucle normale [21]). Une sous-boucle (N.o) de (B,o) est
normale si^x.y G B, elle satisfait les équations suivantes :
xN = Nx, (Nx)y = N{xy), y{xN) = (yx)N (2.2)
Notons que les Équations (2.2) impliquent que x(Ny) = (xN)y.
Puisque N contient l'identité, Vx G B, x G Nx. Donc y G Nx implique que y = nx
pour un certain n £ N et Ny = N(nx) = (Nn)x = Nx, ce qui signifie que la sous-
boucle normale N sépare les éléments de la boucle en co-ensembles disjoints. De plus,
de par les lois d'annulations, les co-ensembles posséderont tous \N\ éléments. Ces co-
ensembles forment une boucle avec l'opération (Nx)(Ny) = N(xy). Cela est formalisé
par le théorème suivant qui nous est nécessaire dans la preuve du Lemme 2.4.6. Ce
dernier lemme nous sera particulièrement utile au Chapitre 4.
Théorème 2.4.5 ([ i l]) . Si N est une sous-boucle normale de B, alors N défini un
morphisme surjectif naturel x —•> Nx de B dans la boucle quotient B/N.
Lemme 2.4.6. Soit (B, o) une boucle finie et N Ç B une sous-boucle normale de B.
Si la boucle quotient B/N est associative et si w G B*, alors \eval(w)\ < \N\.
Preuve. Par le Théorème 2.4.5, nous savons qu'il existe un morphisme surjectif naturel
x —> Nx. Sans perte de généralités, supposons que w = W1W2 •. • w^ où Wi G B. Puisque
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1 £ N, nous savons que eval(w) Ç eval[{Now\)o(JVoty2) • • -o(ATou^)), mais puisque
B/N est associatif, eval(_(NOWI)Q(NOW2) • • -o(Nowk)) = (Nowi)o(Now2) • • -o(Nowk)
et |ei>al(w)| < |(Ar o wj) o (AT o w2) • • • o (N o wk)\ < \N\ D
La définition de reconnaissance d'un langage par une boucle finie est exactement la
même que pour les groupoïdes en général (voir Définition 2.4.2) car la loi de composition
interne d'une boucle n'est pas associative. Le théorème suivant indique quels types de
langages sont reconnus par les boucles finies.
Soient A, un alphabet. On définit la fermeture polynomial des langages à groupes
comme une union finie de langages de la forme L^aiLia^ • • • Ln_ianLn , où les Li sont
des langages reconnus par des groupes finis et où les ai sont des lettres de l'alphabet. Il
est démontrer par Pin dans [28] que cela correspond exactement aux langages réguliers
ouverts. Nous traitons de ces langages dans le lemme suivant.
Théorème 2.4.7 ([7]). Les boucles finies reconnaissent exactement les langages régu-
liers ouverts.
Notons qu'une preuve démontrant que les boucles ne reconnaissent que des langages
réguliers peut être construite à l'aide des éléments que nous introduirons à la Section
3.4.
S'inspirant de ce dernier résultat, des chercheurs ont commencé à classifier les
boucles finies selon le type de langages réguliers qu'elles reconnaissent. Le résultat
suivant démontre l'intérêt de cette recherche et établit un parallèle intéressant entre les
travaux de Scliiitzenberger et la théorie des boucles finies.
Théorème 2.4.8 ([8]). Les boucles apériodiques finies ne reconnaissent que des lan-
gages réguliers ouverts et sans étoile.
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Un outil introduit dans [6], appelé le monoïde dérivé d'un groupoïde (voir Chapitre
3), permet d'utiliser la richesse et l'élégance de la théorie des semigroupes dans l'étude
des boucles finies et des langages qu'elles reconnaissent. Bien que son utilité théorique
est démontrée dans [6], très peu de choses sont connues à propos du monoïde dérivé.
L'objectif de ce mémoire est d'une part de démontrer que le monoïde dérivé d'une boucle
finie est calculable et d'autre part de trouver un algorithme efficace permettant de le






Ce chapitre est consacré à l'étude du monoïde dérivé d'un groupoïde fini. À la
Section 3.2, nous définissons le concept de monoïde dérivé d'un groupoïde et nous
donnons plusieurs propriétés qui nous seront utiles tout au long de ce travail. Ensuite,
nous démontrons que le monoïde dérivé d'une boucle finie est calculable (Sections 3.3
et 3.4). Cela nous permettra également d'obtenir une borne supérieure sur son nombre
d'éléments à la Section 3.5. Finalement, nous présentons et analysons deux versions
d'un algorithme permettant de calculer le monoïde dérivé d'une boucle finie (Sections
3.6 et 3.7).
3.2 Définitions et propriétés
Définition 3.2.1 (Monoïde dérivé). Soit G, un groupoïde contenant un élément iden-
tité et soient u, v €E G+. On dit que (u ~ v) <£> Va;, y € G*, (eval(xuy) = eval(xvy)).
Puisque ~ est une congruence syntactique définie sur les éléments de G+ , l'ensemble
quotient G + / ~ est naturellement muni d'une structure de monoïde que l'on appellera
ici le monoïde dérivé de G (dénoté (D(G), •)).
Pour le reste de cette section, (G, o) représentera un groupoïde fini contenant un élé-
ment identité et (B,o) une boucle finie. Considérant que les éléments de G* sont ordon-
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nés en respectant V ordre militaire1, on nomme représentant d'une classe de congruence
le plus petit élément de la classe. On dénote par [u] le représentant du mot u € G*.
Notons toutefois que pour des raisons de technicité, le représentant du mot vide est
l'identité et l'on considérera l'identité comme un mot de longueur 0. On dit qu'un mot
est un irréductible si tous ses segments stricts sont les représentants de leur classe de
congruence.
Lemme 3.2.2. Si (G, o) est associatif, alors (D(G),-) = (G, o)
Preuve. Soit M G G* et soit b e G, tel que b = uiou2--- ow|«|, Ui € G. Nous
allons démontrer que [u] = b, c'est-à-dire que Vx, y G G*, eval(xuy) = eval(xby), ce
qui nous permettra de prouver que D (G) et G contiennent les mêmes éléments. Nous
démontrerons ensuite que • correspond à o.
Puisque (G,o) est associatif, nous obtenons le même résultat si nous multiplions
les lettres d'un mot en changeant la parenthétisation, donc eval(xuy) = x\ o x2 • • • o
x\x\o{uiou2 • • •ouiui)oy1oy2 • • -oy\u\ = xtox2 • • -ox\x\o(b)oyioy2 • • -oy^i = eval(xby).
Donc D{G) = G.
La multiplication est également identique puisque si a, 6 G G = D (G), nous savons
que a-b = [ai»] par définition et en utilisant le principe décrit dans le dernier paragraphe,
[ab] = a o b, ce qui conclut la preuve. D
Lemme 3.2.3. Soient s,t £ G*,ue G+, alors [sut] = [s[u]t].
Preuve. eval(xsuty) = eval(xs[u]ty) par définition puisque u ~ [u]. D
1Oii ordonne d'abord les mots par ordre croissant de longueur, puis pour une même longueur on
les classe de façon lexicographique.
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Lemme 3.2.4. Tous les représentants sont des irréductibles.
Preuve. La preuve est par contradiction. Soit r, un représentant dont le segment strict
u n'est pas le représentant de sa classe de congruence. Alors r = sut ^ s[u]t et le Lemme
3.2.3 nous indique que s[u]t est dans la même classe que sut. Par contre, u 41 [u] puisqu'il
n'est pas le représentant de sa classe. Donc s[u]t est plus petit que sut et sut = r n'est
pas le représentant de sa classe. D
Définition 3.2.5 (Successeur de représentant). On appelle successeur de repré-
sentant un mot de la forme ra où r est le représentant d'une classe de congruence de
D (G) et a est un élément du groupoïde G.
Lemme 3.2.6. Tous les irréductibles formés d'au moins deux lettres sont des succes-
seurs de représentant.
Preuve. Supposons que nous avons un irréductible ra où r £ G+ et a G G. Par
définition d'un irréductible, le segment strict r est nécessairement un représentant. D
Corollaire 3.2.7. S'il n'y a aucun représentant de longueur n, il n'y en aura aucun de
longueur plus grande que n.
Comme nous le verrons, un des impacts majeurs de ce corollaire est de savoir à
quel moment du calcul du monoïde dérivé nous connaissons tous les représentants.
Pour savoir si deux mots uetv font partie de la même classe, nous devons comparer
pour tout x,y £ G*, les évaluations de xuy et xvy. On nomme alors x le contexte gauche
d'évaluation et y le contexte droit d'évaluation. Nous parlerons généralement du couple
(x, y) comme contextes d'évaluation.
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Théorème 3.2.8. Soit G, un groupoïde et D (G), son monoïde dérivé. Si L est un
langage reconnu par G, alors L est reconnu par D (G).
Preuve. Si {M, »} est un monoïde, on dit par définition (voir Section 2.3.2) qu'un
langage L' Ç M* est reconnu par M si et seulement s'il existe un morphisme de monoïde
ip : M* —> M (par exemple le résultat de la multiplication des lettres dans le monoïde)
et s'il existe un sous-ensemble E Ç M tel que I ' = {œ £ M* | ip(w) G E}.
Sans perte de généralité, considérons que L Ç G*. Par définition (voir Section
2.4.1), on dit que le langage L Ç G* est reconnu par le groupoïde G si et seulement s'il
existe un sous-ensemble F Ç G tel que L = {w G G* | eval{w) f l F ^ Ô } .
Puisque G Ç D {G), nous savons que L Ç G* Ç D (G)*. Définissons comme en-
semble acceptant E = {[w] G D (G) | eval([w}) f) F ^ 0}. Sachant que par définition
du monoïde dérivé eval(w) = eval([w]), Vu; G D(G)*, l'ensemble E et le morphisme de
monoïde <p : G* —s- D (G) définit par <p(w) = [w], permettent à D (G) de reconnaître le
langage L. D
3.3 Monoïde dérivé fini pour les boucles finies
La première étape vers la présentation d'un algorithme pour le calcul du monoïde
dérivé d'un groupoïde est de démontrer sous quelles conditions il est fini, c'est ce que
fait le Lemme 3.3.1. Puis, nous prouverons dans le théorème suivant que ces conditions
sont respectées pour les boucles finies.
Lemnie 3.3.1. Soit G = ({ai, 0,2, • • •, dk},o), tin groupoïde fini ne reconnaissant que
des langages réguliers et contenant un élément identité, alors D (G) est fini.
Preuve. Considérons le langage Lai = {w E G* \ ai G eval(w)}, où 1 < i < k. Soit
la congruence syntactique ~ a i définie sur G* par u ~ a i v si et seulement si Va;, y G
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G*1(xuy) € La. <==> (xvy) 6 Lãi. Cette congruence divise les mots en classes qui
forment le monoïde syntactique de Lav définit par M(Lai) = G*/ ~Oi. Nous savons que
M(Lai) est le plus petit monoïde reconnaissant Lai et qu'il est fini puisque l'ensemble
des monoïdes finis reconnaissent l'ensemble des langages réguliers ([27]).
La congruence définissant le monoïde dérivé (~), énoncée précédemment par u, v G
G+, (u ~ v) O- Vx, y £ G*. eval(xuy) = eval(xvy), peut alors être redéfinie comme
suit :
u ~ v 4==» u ~Ol v A
u ~O2 v A
U
Dans cette situation, eval(xuy) et eval(xvy) contiendront effectivement les mêmes
éléments si et seulement si u ~ v. Les classes du monoïde dérivé correspondent donc
aux intersections des classes de tous les monoïdes syntactiques des langages de la forme
Lai reconnus par le groupoïde. Puisque tous les M(Lai) sont finis, qu'il y a un nombre
fini de langages de la forme Lai et que l'opération booléenne de conjonction (A) préserve
le caractère fini, le monoïde dérivé D (G) = G* / ~ est fini. D
Théorème 3.3.2. Le monoïde dérivé d'une boucle finie est fini.
Preuve. Par le Lemme 2.4.7, nous savons que les boucles finis ne reconnaissent que
des langages réguliers. Jumelant ce résultat au Lemme 3.3.1, cela démontre le résultat
désiré. D
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3.4 Longueur des contextes d'évaluation
Pour qu'il soit possible de calculer le monoïde dérivé d'une boucle finie B, le nombre
de tâches à effectuer doit être limité. Puisque le Théorème 3.3.2 démontre que D(B) est
fini, il nous reste à démontrer que le nombre de contextes d'évaluation qu'il est nécessaire
d'utiliser pour vérifier que deux mots font partie de la même classe de congruence est
lui aussi fini. Dans cette section, nous démontrerons qu'une telle borne supérieure existe
et qu'elle vaut deux fois l'ordre de la boucle moins un.
3.4.1 Arbres pointés : notations et définitions
Dans cette sous-section, nous introduirons plusieurs notions dont les arbres binaires
et les arbres pointés, qui nous serons nécessaires pour prouver que la longueur des
contextes d'évaluation peut être limitée.
Définition (Groupoïde libre). Soit A, un alphabet. On dénote le groupoïde libre
de A par A^ et on le définit récursivement comme suit : {a} G A^*\ Va G A et si
a, 6 G A^*\ (ab) G A^*K De plus {s} G A^*\ rien d'autre n'est dans A^ (l'opération
n'est pas associative car on ajoute des parenthèses lors de la concaténation). Puisque e
est le mot vide, {as) = (a) = a.
Il existe plusieurs façons de représenter les éléments d'un groupoïde libre. Pour
les besoins de ce document, nous vous en présentons trois différentes. Premièrement,
un élément T G A^ peut être représenté par une suite de lettres de l'alphabet A
dans laquelle sont incluses des parenthèses. Par exemple, si A = {a, 6, c}, alors T\ —
((a((ba)b))c) G A^ et T2 = ((a(6a))((ac)c)) G A^*K La structure des éléments du
groupoïde libre, telle que décrite dans la définition, fait en sorte qu'il y a exactement
n — 1 parenthèses ouvrantes et n — 1 parenthèses fermantes dans un mot de n lettres
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représenté ainsi. De plus, il y a toujours exactement deux éléments entre chaque paire
de parenthèses.
Deuxièmement, pour représenter les parenthèses nous pouvons utiliser la notation
polonaise inverse (ce qui revient à éliminer les parenthèses ouvrantes) pour obtenir
Tx = aha)b))c) G A w et T2 = aba))ac)c)) G A^K Considérant n'importe quel préfixe
d'un mot T représenté ainsi, il y aura toujours au moins une lettre de plus que le nombre
de parenthèses fermantes. Il est également important de remarquer qu'il n'existe qu'une
seule possibilité d'ajouter les parenthèses ouvrantes pour que cela demeure bien paren-
thétisé (pour qu'il y ait exactement deux éléments entre chaque paire de parenthèses).
Notons que dans ces deux premières représentations, le mot vide est dénoté directement
par e.
Finalement, la dernière méthode de représentation est l'utilisation d'un arbre bi-
naire. Dans ce cas, les nœuds internes représentent les parenthèses et les feuilles sont
les lettres du mot. Ainsi, si ij est un noeud interne de T G A^*' et si tig et £jr sont
respectivement son enfant gauche et son enfant droit, le nœud interne ti indique les
parenthèses suivantes : (Ugtir). En effectuant un parcours en profondeur de l'arbre, on
retrouve donc le mot et sa parenthétisation. La Figure 3.1 nous présente T\ et T2 sous
cette dernière représentation. Le mot vide e est représenté par un arbre sans aucun
nœud2. Dans ce document, nous utiliserons principalement la représentation sous la
forme d'arbres binaires.
Définition (Arbre pointé). Soient A, un alphabet et X, une variable. On appelle
arbre pointé sur A U {X} un arbre binaire contenant la variable X dans exactement
une feuille. A% représente alors l'ensemble des arbres pointés sur A U {X}. On peut le
définir récursivement comme suit. Soit T* l'arbre ayant comme unique feuille X, alors
2Pour faciliter la discussion, nous supposerons l'existence d'un arbre vide ne contenant aucun nœud.
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b a a c
Figure 3.1: Représentation de T\ € A^ et T2 G A^ en notation d'arbre binaire
E A% . Soient Tf G A^ ei T2 £ A^*\ si T* représente l'arbre pointé ayant comme
enfant gauche Tf et comme enfant droit T2 et si Tf représente l'arbre pointé ayant
comme enfant gauche T% et comme enfant droit T*, alors et , rien
d'autre n'est dans
Si Txx, i nous définissons l'opération (T* -T*) comme suit : on substitue
la variable X présente dans T* par l'arbre pointé T1^, ce qui nous donne un nouvel arbre
pointé. De plus, si T*, T2X, ...,7f sont des arbres pointés sur A U {X}} T? • T2X • . . . •
T x représente le même arbre pointé peu importe la parenthétisation utilisée (nous le
dénoterons par Oi=i-^^)î l'opération est donc associative. Considérant que l'ensemble
est fermé sous l'opération et que celle-ci est associative, (Ap, •) forme un monoïde où
l'identité T* est représentée par l'arbre ayant comme unique nœud la variable X.
Nous pouvons aussi généraliser l'opération de substitution pour multiplier un arbre
pointé sur A U {X} par un arbre binaire sur A. Si T? e A^ et T2 € A^*\ (Tf • T2) est
calculé en substituant à la variable X de T*, l'arbre binaire T2. Le résultat de cette
opération donnera toujours un arbre binaire dans A^*K
Voici maintenant deux définitions sur les arbres binaires et les arbres pointés qui
nous permettrons de simplifier la notation dans les lemmes suivants. Dans ces deux
définitions, (G, o) est un groupoïde et T E G^ est un arbre binaire sur G.
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Définition (Frontière d'un arbre (/(T))). Nous définissons récursivement la fron-
tière d'un arbre T G G^*\ dénoté f(T), comme suit. Pour tout g G G, f(g) = g. Si
Tg G G^ et Td G G^ sont respectivement le sous-arbre gauche et le sous-arbre droit
de T et si f(Tg) = u et f(Td) = v, f(T) = f((TgTd)) = uv. Autrement dit, la frontière
de T est obtenue en ignorant les parenthèses. La frontière d!un arbre pointé se calcule
de la même manière, mais la variable X sera présente dans le mot obtenu.
Définition (Valeur d 'un arbre (v(T))). Nous définissons la valeur de l'arbre T G
G^*\ dénoté v(T), comme un homomorphisme v : G^ —» G donnant la valeur de
l'évaluation de T dans le groupoïde (G,o) en respectant les parenthèses induites par
l'arbre. La valeur d'un arbre pointé donnera une expression à évaluer dans laquelle
nous retrouvons la variable X.
Dans le reste de la section, (B, o) est une boucle finie et Tx est un arbre pointé
sur B U {X}. Si Xi, T2 sont deux arbres binaires sur B, alors
v{Tx) = v(T2) =* v(Tx • 7\) = v(Tx • v^)) = v(Tx • v(T2)) = v(Tx • T2) (3.1)
L'inverse de l'Implication (3.1) est également vrai, mais cela est moins trivial. C'est
ce qui est prouvé dans le lemme suivant.
Lemme 3.4.1. v(Tx • ï \ ) = v(Tx • T2) =*> u(Ti) = v(T2).
Preuve. La preuve est par induction sur la hauteur de l'arbre Tx. Le cas de base
est lorsque la hauteur est de 0, il n'y a dans ce cas que la racine comme nœud et
elle représente la variable X. Nous avons alors v(Tx • 7\) = v(X • T\) = v(T\) et
v(Tx • T2) = v(X • T2) = v(T2). Donc dans ce cas Ü(7\) = v(T2).
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Supposons maintenant que la hauteur de Tx est n où n > 1. Puisqu'un arbre
pointé contient exactement une fois la variable X, un seul des sous-arbres de la racine
de Tx sera pointé. Sans perte de généralité, supposons que c'est celui de droit (l'autre
cas étant symétrique) et appelons Tg le sous-arbre gauche et Tx le sous-arbre droit.
Puisque la valeur d'un arbre représente son évaluation en respectant les parenthèses
qu'il induit, nous savons que v(Tx) = v((TgTx)) = v(Tg)ov(Tx). Cela signifie que pour
i= 1,2, v(Tx-Ti)=v(Tg) o v(T*.Ti). Mais si v(Tg) o v(Tx-Tx) = v(Tg) o v(Tx-T2),
alors v(Tx • Ti) = v(T£ • T2) par la loi de la cancellation de (B, o). La hauteur de Tx
étant de n — 1, v(Ti) = v{T?) par hypothèse d'induction. D
3.4.1.1 Modification d'un arbre binaire
Bien que provenant de [12], cette partie est incluse dans cet ouvrage car les deux
lemmes qui y sont prouvés sont essentiels à la poursuite de ce travail. Ils nous permet-
trons de démontrer que la longueur des contextes d'évaluation nécessaires pour calculer
le monoïde dérivé d'une boucle finie est bornée supérieurement. De plus, la Remarque
3.4.4 constitue une de nos contributions sur ces travaux.
Prenons un arbre binaire T sur B pouvant être exprimé sous la forme T = (Ht=i
Tx) • R, où k > \B\ et où f(T) = w G B+. Il est important de noter que nous désirons
que k soit plus grand ou égal à \B\ pour pouvoir utiliser le principe du trou de pigeon
lors d'une démonstration ultérieure. Si nous remplaçons Tx par Tx, un arbre pointé
ayant la même frontière que Tx (mais pas nécessairement la même valeur), nous ne
modifions pas la frontière de T. Un exemple de modification est présenté aux Figures
3.2 et 3.3 où l'arbre Tx est modifié pour obtenir Tx, un arbre pointé ayant la même
frontière. Nous pouvons ainsi modifier plusieurs sous-arbres Tx et ce, sans altérer f(T)




Figure 3.2: Représentation de l'arbre Tf Figure 3.3: Représentation de l'arbre Tf
Si 1 < x < y < k, alors nous définissons S(x, y) comme suit :
S(x,y) íjTf • n T^-R-
i=x i=y+l
(3.2)
Puisque dans la définition de S(x, y) l'ordre des arbres pointés n'est pas modifié,
il est facile de remarquer que la frontière de S(x, y) est toujours la même que celle de
T. De plus, nous pouvons ignorer le premier terme si x — 1 et Pavant-dernier si y = k,
Lemme 3.4.2. Il existe deux entiers o, 6 tel que 1 < a < h < k et tel que v(T) =
v(S(a,b)).
Preuve. Tout d'abord, définissons 5(1,0) = T. Puisque k > |J3|, il existe, par le
principe du trou de pigeon, deux entiers a et b tel que l < a < 6 < f c e t tel que :
'a-l









À partir de l'égalité précédente et par le Lemme 3.4.1, nous obtenons l'égalité suivante
6 k \ / b k
i=a i=6+l / \t=a i=6+l





1 1 1 • 1 1 '
t=6+l
D
Si T est un arbre et w un chemin dans T, on définit la longueur à droite de w
comme son nombre d'arcs à droite. La profondeur à droite de T représente la longueur
à droite maximale de l'arbre. D'ailleurs, si nous observons attentivement les Figures 3.2
et 3.3, nous pouvons remarquer que la profondeur à droite de la variable X est moins
grande dans Tf que dans Tf.
Lemme 3.4.3. Soient B, une boude d'ordre q et T, un arbre binaire sur B dont la
profondeur à droite est d > 2g. Il existe alors un arbre T" qui possède la même frontière
et la même valeur que T, mais dont la profondeur à droite d" < 2q.
Preuve. Définissons la fonction Nk : I?W _». fj tel que Nk(T) est le nombre de chemins
de longueur à droite plus grand ou égal à k dans T. Nous allons démontrer qu'il existe
un arbre T' possédant la même frontière et la même valeur que T, mais dont Na(T') <
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Na(T). Le résultat final pourra alors être obtenu par des applications successives de ce
principe.
Supposons que TT est un chemin de longueur à droite d dans T. Sans perte de
généralité, nous pouvons supposer que le premier arc de TÏ est un arc à droite. Sinon
considérons le plus grand sous-arbre de T ayant cette propriété.
Soient (BOJ ^O ) , (ni, mi), • • •, {n-îq, ^q), les 2q + 1 premiers arcs à droite dans n
et soit Qi, le sous-arbre de T dont la racine est n*. Vi, 0 < i < q — 1, définissons T*
comme l'arbre pointé sur B U {X} obtenu de Q2i en remplaçant Q21+2 P a r X. Soit
R = Q2q, ü est alors évident que Vi < q, Q2i = Tzx • Q2i+2 et T = QQ = Tox • Q2 =




La construction est telle que le chemin menant à X dans T* contient exactement
deux arcs à droite : (ri2i,m2i) et (^ i+ i î^ i+ i ) - La variable X est alors une feuille
contenue dans le sous-arbre droit de T*, mais elle ne peut être la feuille la plus à
gauche de ce sous-arbre (voir Figure 3.2).
Appelons L% le sous-arbre gauche de Tx et / la feuille la plus à gauche du sous-
arbre droit. Définissons T* comme l'arbre pointé ayant iri2i comme racine et où la
feuille / est remplacée par un nœud ayant L{ comme enfant gauche et / comme enfant
droit (voir Figure 3.3).
Il est évident que Tx possède la même frontière que T*. De plus, il est important
de remarquer que la longueur à droite de tout chemin menant à une feuille dans Lj
demeure inchangée et que la longueur à droite de tout chemin menant à une feuille
dans Rf est diminué de 1, sauf pour le chemin menant à / dont la longueur à droite
demeure inchangée.
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La construction que nous venons d'effectuer nous permet maintenant d'utiliser le
Lemme 3.4.2. Il existe donc deux entiers 0 < a < h < q — 1 tel que v(T') = v(T) où T'
est défini comme suit :
ï IÏW • ÍÍT*X • R
i=0 i—a i=b+l
T' est nécessairement différent de T puisque, selon la définition, il y aura au moins
un Tf qui sera remplacé par un Tf.
Donc si di représente la profondeur à droite de Tj, alors N^iTf) < N^iTf).
Maintenant prenons un chemin p dans T menant à une feuille Wi, ce chemin possède un
équivalent p' dans T' qui mènera également à Wj. Ce chemin sera identique sauf pour le
segment passant au travers Tf qui sera modifié si l'on remplace Tf par Tf et comme il
a été dit précédemment, la longueur à droite de p' ne sera pas plus grande que celle de p.
Par contre, la longueur à droite du chemin correspondant à n dans T' sera strictement
plus petite que celle de n. Nous pouvons donc en conclure que N^iT') < Na(T). D
Remarque 3.4.4. Dans la preuve du Lemme S.4-3 de Caussinus et Lemieux (voir [12]),
il est exigé d'avoir une profondeur à droite plus grande que 2q, le dernier arc à droite
(2q + 1) étant utilisé pour uniformiser la preuve. De part l'utilisation que nous ferons
de ce lemme, il est très important pour nous d'optimiser cette valeur. Considérant que
ce dernier arc n'est pas requis, nous exigerons un arbre T d'une profondeur à droite
d > 2q qui sera transformé à un arbre T" ayant la même frontière et la même valeur
que T et ayant une profondeur d" < 2q.
39
a)
Figure 3.4: Position, selon le cas, de la lettre wk dans l'arbre binaire T
3.4.2 Borne supérieure pour la longueur des contextes d'évaluation
Dans cette sous-section, B = (B, o) représente toujours une boucle finie et T G
B^*> un arbre binaire. Nous allons ici démontrer que la longueur des deux contextes
d'évaluation (gauche et droit) qu'il est nécessaire d'utiliser pour calculer D(B) est
bornée supérieurement par deux fois l'ordre de la boucle moins un.
Considérant que T est exprimé en notation polonaise inverse, définissons les fonc-
tions M : B w -> W et jVp : B w -* M, tel que M(T) donne le nombre de lettres et
Âfp(T) donne le nombre de parenthèses fermantes dans T.
Lemme 3.4.5. Soit T e B w . Si f(T) = WiW2...wn et si Tk est le préfixe de T (en
notation polonaise inverse) se terminant par w^, la profondeur à droite de w% dans T
(en notation d'arbre binaire) équivaut alors à Âfi(Tk) — Mp{Tk) — 1.
Preuve. La preuve est par induction mathématique sur la profondeur p de w^ dans T.
Le cas de base est quand p est égal à 0. Cela signifie alors que Wk est la feuille la plus
à gauche dans la représentation en arbre binaire de T, donc fc = 1 (voir Figure 3.4a).
Nous avons alors M(Tk) - MP(Tk) - 1 = 1 - 0 - 1 = 0.
Si p > 0, Wk peut se situer à n'importe quelle feuille, sauf celle à l'extrême gauche.
Sans perte de généralité, nous pouvons supposer que le premier arc du chemin menant
de la racine à w;, est un arc à droite (voir Figure 3.4b), sinon considérons le plus grand
sous-arbre de T contenant Wk et ayant cette propriété. En notation polonaise inverse,
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nous avons alors T = TgT^). Si Tdk est le préfixe de Td se terminant par Wk, nous devons
donc démontrer que Mi(TgTdk) - Np{TgTdk) -l=p.
+ M(Tdk)) -
h) - Afp(Tdk) - l) + l
Puisque Tg représente un arbre binaire plein de m (1 < ni < k) feuilles, nous savons
qu'il contient exactement m — 1 nœuds internes, donc m — 1 arcs à droite. Considérant
qu'un arc à droite représente une parenthèse fermante en notation polonaise inverse,
cela nous donne l'équation suivante :
(M(Tg) - Jsfp(Tg) - l) = m- (m - 1) - 1 = 0
Nous avons également, par hypothèse d'induction, l'équation suivante :
Puisque 0 + (p — l) + l = p , cela conclut la preuve. D
Lemme 3.4.6. Il existe un automaie non déterministe, fonctionnant avec une pile
bornée par 2\B\ — 1, nous permettant de vérifier si l'évaluation d'un mot w G B*
contient au moins un élément commun avec un sous-ensemble F Ç B de la boucle
(eval(w) C\F^%).
Preuve. L'Algorithme 3.1 donne la description informelle de l'automate à pile non
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déterministe. Remarquez qu'il est plus habituel d'exprimer le non-déterminisme d'un
automate à pile sous la forme de choix non déterministes effectués à chaque itération.
L'algorithme présenté effectue plutôt l'ensemble des choix non déterministes au début
et agit ensuite comme un automate déterministe. Les deux solutions sont équivalentes,
mais la seconde nous permet d'expliquer plus facilement le comportement de l'automate.
Algorithme 3.1 : Automate à p i l e non déterministe (iu = Wi...wn) (Lemnie
3.4.6)
Placer de façon non déterministe les (n -1) parenthèses fermantes
(notation polonaise inverse) à l'intérieur du mot w.
Soit T, le mot w parenthétisé.
Lire le premier caractère de T; le définir comme Valeur_Courante;
Tant qu'il y a des caractères à lire ou
que la pile n'est pas vide, faire
Si Valeur.Courante est une lettre
Empiler la Valeur_Courante sur la pile,
lire le prochain caractère dans T, et le
définir comme la nouvelle ¥aleur_Courante;
Sinon (Valeur_Courante est une parenthèse fermante)
Dépiler les deux éléments sur le dessus de la
pile (s, t), les multiplier dans B et définir
le résultat comme nouvelle Valeur_Courante;
Si la Valeur_Courante est incluse dans l'ensemble F, accepter;
Sinon, rejeter;
Comme mentionné dans la description informelle, les choix non déterministes con-
sistent à placer les n — 1 parenthèses fermantes à l'intérieur du mot w. Nous obtenons
alors T G B^ tel que f(T) = w. Nous devons maintenant démontrer que la taille de la
pile équivaut à la profondeur à droite de T, c'est à dire maximum 2|J3| — 1.
Remarquons d'abord que si le caractère lu dans T est une lettre, la taille de la pile
de l'automate augmentera de 1. Elle diminuera plutôt de 1 si le caractère lu est une
parenthèse fermante (sauf pour la dernière où elle diminue de 2).
Supposons que l'automate vient de traiter la lettre Wk, où 1 < k < n, appelons Tk
le préfixe de T dont le dernier caractère est w^. La taille de la pile à cet instant est égale
à A/í(Tfc) — Np(Tk) — 1, qui par le Lemme 3.4.5 équivaut à la profondeur à droite de Wk
dans T. La taille maximale de la pile de l'automate est donc égale à la profondeur à
droite de T qui par le Lemme 3.4.3 est borné supérieurement par 2jJB| — 1. D
Nous allons maintenant utiliser l'automate défini dans le lemme précédent pour
prouver que tous les mots de longueur plus petite ou égale à deux fois l'ordre de la
boucle sont suffisants comme contextes gauches d'évaluation. Nous utiliserons ensuite
ce fait pour limiter la taille des contextes droits d'évaluation.
Lemme 3.4.7. Soient r1; r2 G B+ et soient x, y G B* tel que eval(xr\y) =fc eval(xr2y).
Il existe alors un x' G B* tel que \x'\ < 2\B\ et tel que eval(x'riy) ^ eval{x'r2y)-
Preuve. Sans perte de généralité, nous pouvons supposer qu'il existe un a G B tel que
a G eval{xr\y) et a ^ evalixr^y)- Soit l'automate à pile non déterministe décrit dans le
lemme précédent avec w = xr\y et F = {a}.
Si, au moment exact où nous venons de lire le premier élément de ri , le contenu
de la pile est 0,10,2... f^c-ia/b où les a; G B et où a& est le dernier élément ajouté, alors
nous définissons x' = a^ak-i • • • «2% comme le mot donnant la transposée du contenu
de la pile. Puisque celle-ci est bornée supérieurement par 2\B\ — 1, jo;'! < 2|J5|.
Si a G eval(xriy), alors a G eval(x'riy) puisque nous n'avons qu'à empiler tous les
éléments de x' pour nous retrouver exactement dans le même état (contenu de la pile,
valeur courante et le mot restant à lire) qu'au début de la lecture de ri dans eval(xr\y).
Supposons maintenant que a G eval(x'r2y), alors a G eval(xr2y) car x! est une
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évaluation partielle de x, tout ce qui peut être obtenu en évaluant x' peut donc l'être en
évaluant x. Mais nous savons que a £ eval(xr2y), donc a fÉ eval{x'r2y). En résumé, nous
avons a €E eval(x'riy) et a ^ eval{x'f2y) et |x'| < 2|i?|, ce qui conclut la preuve. D
Soit B = (5, • ) , la transposée de la boucle B = (S,o) définie comme suit : si
a o b = c, alors 6 » a = c. De plus, si x = a\a,2.. • an^\an G -B*, on notera par x =
fln&n-i • • • Û2ÛI l'équivalent de a; dans i? . Nous identifions l'évaluation du mot x dans
—^
la boucle B par evals{x) et l'évaluation du mot x dans la boucle B par eval^( x ).
Lemme 3.4.8. Soit x G iB+ afers evalsix) = eval^ijc).
Preuve. La preuve se fera par induction mathématique sur la longueur de x. Dans le
cas de base, |x| = 1, i.e. x £ B. Nous avons alors evals(x) = {x} = eval^(*x~).
Si la longueur de x est plus grande que 1, nous savons par définition que
evalB(x) = M evalg(u) o evalsiv) (3.3)
X = VA),
et que
^ I J ^ w
/ rr* ï —-— I 1 fi"î)/y t 4 i ?î ) A PQlfà 1i— l ty l \ I -Í A !
= i t v = v u ,
U,V ji 6
Puisque u, v ^ e, nous savons par hypothèse d'induction que eval*^( v ) = evalsiv) et
que eval^Çû) = evalsiu). Selon la définition de la transposée de B donnée plus tôt,















Théorème 3.4.9. Soient x,y £ B* et fi, f2 € B+. Si eval(xriy) =£ eval{xT2y), alors il
existe x',y' € B* tel que \x'\ < 2\B\ et \y'\ < 2\B\ et tel que eval(x'riy') ^ eval(x'r2y').
Preuve. Nous savons déjà par le Lemme 3.4.7 que la longueur du contexte gauche
d'évaluation est bornée supérieurement par 2|JB| — 1, c'est-à-dire qu'il existe un x' tel
que evalsix'Tiy) ^ evalB(x'r2y) et tel que \x'\ < 2\B\.
Considérons maintenant eval*^(y r\ x'). Le contexte gauche d'évaluation est alors
y , selon le Lemme 3.4.7 il existe un y' € B tel que eval(^(y''r\ X') ^ evalj;(y'r-i x')
et que \y'\ < 2\B\. En utilisant le Lemme 3.4.8, nous savons que eval^(y'ri x1) =
evalB(x'riy') et que eval^(y'r2 x') = evalB{x'r2y'), donc eval(x'riy') ^ eval(x'r2y')-
Puisque l'opération de transposition préserve la longueur du mot, \y'\ < 2\B\. D
3.5 Borne supérieure pour |D(j3)|
Au début de ce chapitre, nous mentionnons que deux mots u,v € B* font partie de
la même classe de congruence du monoïde dérivé si pour tout x, y e B*, eval(xuy) =
eval(xvy). Suite au Théorème 3.4.9, nous savons qu'il n'est nécessaire d'avoir cette









Figure 3.5: Table des évaluations de la classe r € D{B) pour tout contextes d'évaluation
nécessaires.
La Figure 3.5 présente une classe de congruence du monoïde dérivé comme une
table d'évaluation où les lignes représentent les contextes gauches d'évaluation et les
colonnes les contextes droits d'évaluation. Nous retrouvons à la jonction de la ligne x
et de la colonne y l'ensemble d'évaluation de xry où r est un mot faisant partie de la
classe de congruence concernée. Notons que les éléments de l'ensemble Ctx^ 2\B\) s o n t
utilisés comme contextes d'évaluation (lignes et colonnes).
Le fait de représenter une classe de congruence du monoïde dérivé de cette façon
nous permet d'observer qu'une borne supérieure grossière peut être donnée. En effet, il
existe un nombre limité de tables différentes. Pour chacune des |Cte(< 2|B|)| cases, il y a
2lBl ensembles possibles, ce qui nous donne un total de (2lBl) |Cte(< 2|B|)|2 = $B^Ctx« w> |2
tables différentes.
Nous pouvons également exprimer le nombre d'éléments inclus dans l'ensemble
Cte(< 2|s|) e n fonction de la taille de la boucle puisque celui-ci est composé de tous les
mots de longueur 2|I?| et moins. Il est à noter que l'identité n'est pas utilisée comme
lettre lors de la construction des mots puisqu'elle n'a aucune influence sur l'ensemble
d'évaluation obtenu. Cela signifie donc que nous devons calculer le nombre de mots de
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2\B\ — 1 caractères et moins avec \B\ — 1 lettres différentes.
\Ctxi<2m\ =
(\B\ -
1 * 1 - 2
Si nous conservons l'identité comme lettre, nous pouvons compléter les mots plus
petits que 2\B\ — 1 à l'aide de l'identité pour qu'ils aient une longueur de 2| J3| — 1. Nous
voyons ainsi que l'ensemble des mots de longueur 2|I?| — 1 avec l'identité contient tous
les contextes nécessaires au moins une fois (la plupart sont répétés plusieurs fois). Cela
nous permet d'obtenir une borne plus grossière, mais plus élégante. Nous avons donc
\Ctxi<m
D(B)\ <
En pratique, nous pensons que cette borne n'est pas réaliste. Nous conjecturons
plutôt que la longueur des représentants, tout comme celle des contextes d'évaluation,
est bornée supérieurement par deux fois la longueur de la boucle moins un. Cela signi-
fierait donc une nouvelle borne supérieure de (|B| — l)2!-8!"1 éléments pour le monoïde
dérivé. Pour le moment, nous sommes par contre dans l'incapacité de démontrer cette
conjecture.
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3.6 Algorithme original (Alg.vl)
Utilisant les résultats obtenus au Théorème 3.4.9 (la longueur des contextes d'éva-
luation est bornée supérieurement), représentés à la Figure 3.5, et au Théorème 3.3.2
(D(B) fini pour une boucle B finie), nous pouvons maintenant présenter un algorithme
dont nous savons que le temps d'exécution est fini.
La fonction principale de l'algorithme se nomme Calculer _Repr4fff.vi( ). Elle a
pour objectif de calculer l'ensemble des éléments formant le monoïde dérivé d'une boucle
finie donnée. Voici ses éléments d'entrées/sorties :
ENTRÉE : La boucle B = {{aua2,. •. ,an},o).
SORTIE : La liste des représentants du monoïde dérivé de B.
Au cours de son exécution, l'algorithme conserve en mémoire une structure de
données, soit la liste des représentants trouvés jusqu'à maintenant (Repr). Suiv(u)
donne l'élément suivant le mot u dans Repr et si u est le dernier représentant de la
liste, Suiv(u) retourne NULL. La liste des représentants est initialisée avec tous les mots
d'une lettre puisque eval(a,i) = eval(a,j) <=4> a* = Oj. En effet, puisque si B est un
groupe, D(B) = B (voir Lemme 3.2). En tout, trois fonctions sont nécessaires pour le
calcul.
La fonction Calculer_CtXAig.vi(B, \B\) (Fonction 3.3) a pour tâche de calculer
la liste CÎX(<-2|B|)> celle-ci contient tous les mots de longueur 2|J3| — 1 et moins, soit
l'ensemble des contextes d'évaluation nécessaires selon le Théorème 3.4.9. Elle n'est
appelée qu'une seule fois au début de Calculer .Repr^^i pour initialiser la liste des
contextes d'évaluation.
La fonction Trouver_Repr,yg.vl (u) (Fonction 3.2) vérifie s'il existe au plus u n t i €
Repr tel que Vx, y G C*Î£(<2|.B|)J eval(xuy) = eval(xvy). Si un tel v existe, il est
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retourné comme représentant de u. S'il ne fait partie d'aucune des classes présentes, la
fonction retourne le mot entré (u) puisqu'il constituera le représentant d'une nouvelle
classe de congruence que l'on devra ajouter.
La fonction Calculer_Re~prAig.vi(B, \B\) (Fonction 3.1), calcule la liste Repr tel
que pour chaque pair M, u € Repr (u ^ v),3x,y G Cix(< 2\B\) tel que eval(xuy) ^
eval(xvy). Elle traite chacun des représentants auxquels sont ajoutés, tour à tour, cha-
cun des éléments de B pour former un nouveau mot. On teste ensuite pour savoir si ce
nouveau mot (uaî) fait partie de l'une des classes déjà représentées ou bien s'il constitue
le représentant d'une nouvelle classe (voir Trouver_Repr/ys,.ui). L'exécution de la fonc-
tion se termine lorsqu'il n'y a plus de représentants qui n'ont pas été traités puisque
nous savons alors par le Corollaire 3.2.7 qu'il n'y aura plus de nouveaux représentants.
Fonction 3.1 : Calculer_ReprJ4jfl.î,i(jB, \B\)
l: Repr <—< ai , 0 2 , . . . , an >
2: Ctx(<2\B\) <— Calculer_CtxAig.vi(B,, \B\)
3: u <— ai
4:
5: Tant que u ^ NULL faire
6; Pour i <— 1 à n faire
7: v •<— Trouver_B.epTAig.vi(uai)
8: Si v = uai alors
9: Repr —* ajouter(ua,i)
10: u <— suiv(u)
11:
12: retourner Repr
Ponction 3.2 : Trouver_Reprv»g.vi (u)
Si 3v G Repr tel que Vx, y € Cte(< 2|s|),
eval(xuy) = eval(xvy) alors
retourner v j j car v est le représentant de u
Sinon
retourner u //car u est son propre représerdard
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Fonction 3.3 : Calculer_CtXMg.vi(B, \B
> ajouter(e)
2:
3: Pour k <— 1 à 2n — 2 faire
4: Pour chacun des n*5"1 derniers mots (u) de la liste Ctx(< 2\B\) feire
5: Pour i <— 1 à n faire
6: CiX(< 2jB|) —• ajouter(uai)
7:
8: retourner Ctx(< 2\B\)
3.6.1 Rect i tude de l 'algorithme original
Pour prouver que l'algorithme présenté calcule effectivement le monoïde dérivé,
nous devons s'assurer que chacune des classes données par l'algorithme sont distinctes.
Nous devons également s'assurer que tous les représentants sont calculés et qu'il s'agit
réellement des représentants du monoïde dérivé (plus petits éléments de leur classe de
congruence).
Lemme 3.6.1 (Invariant). Après chaque itération de la boucle "pour" de la fonction
Calculer_ReprAig.vi (Fonction 3.1), les classes sont toutes distinctes, i.e. :
Vit, v G Repr, u =^  v,
3x, y € CtxrK< 2|£|), tel que
eval(xuy) ^ eval(xvy)
Preuve. La preuve est par induction sur le nombre d'éléments dans Repr. Au départ,
il y a n éléments dans la liste, soit chacune des lettres de B. Ces éléments font effec-
tivement partie de classes distinctes car si x = y = e, eval(xay) = a ^ b = eval(b) =
eval(xby) où a, b G Repr et a ^ b.
Le seul endroit où un élément est ajouté à la liste des représentants, c'est à la
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ligne 9 de la fonction Calculer_Repryya..yl. Par hypothèse d'induction, nous savons que
l'invariant est vrai pour tout v\,V2 G Repr,V\ ^ ti2 ^ uai. Puisque nous ajoutons
uai, ü nous suffit maintenant de vérifier que la relation est vraie entre uai et tous les
autres représentants. Or, si uai est ajouté à la liste des représentants, c'est parce que
la fonction Trouver.Repr^.vi n'a pas trouvé de « G Repr, tel que v ^ uai et tel
que Va:,y G CfcE(<2|Bj), eval(xuaiy) = eval(xvy). Par conséquent Vu G Repr, v ^
waj, 3x, y G CiX(< 2|B|) tel que eval(xuaiy) 7^  eval(xvy), ce qui conclut la preuve. D
Lemme 3.6.2. Pour tous les successeurs de représentant ra (ir G Repr, Va G B) ou
bien ra G Repr, ou bien 3v G Repr tel que Vx, y G CiX(< 2\B\)> eval(xray) = eval(xvy).
Preuve. L'exécution de la fonction Calculer.Repr^yg.,,! se termine lorsqu'elle a traité
chacun des éléments de la liste des représentants. Pour chacun de ces éléments (r),
elle lui ajoute tour à tour chacune des lettres de la boucle (a). La fonction Trouver.-
RepTAig.vi vérifie alors s'il existe un v G Repr tel que pour tout x, y G Cte(< 2|BJ),
eval(xray) — eval(xvy). Si oui, alors v est dans la même classe que ra, sinon cela
signifie que ra est le premier élément d'une nouvelle classe puisque Vy G Repr, 3x, y G
Ctx(< 2|B|) tel que eval(xray) •=£ eval(xvy). D
Lemme 3.6.3. \Repr\ = \D(B)\.
Preuve. L'Invariant 3.6.1 nous permet d'affirmer que \Repr\ < \D(B)\ puisqu'il est
vérifié que toutes les classes de Repr sont distinctes.
La preuve est par induction sur la longueur des éléments de Repr. Le cas de base est
simple puisque nous savons déjà que Repr contient tous les représentants de longueur
1, car ce sont toutes les lettres de la boucle.
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Nous voulons vérifier que Repr' contient le même nombre de mots de longueur I
que le nombre de représentants de longueur I. Nous savons, par hypothèse d'induction,
que c'est vrai pour I — 1 et par les Lemmes 3.2.4 (tous les représentants sont des
irréductibles), 3.2.6 (tous les irréductibles sont des successeurs de représentant) et 3.6.2
(tous les successeurs de représentant, on été traités), nous savons que Repr contient le
même nombre de mots de longueur l que le nombre de représentants de longueur I. D
Théorème 3.6.4. Suite à l'exécution de la fonction Calculer_ReprA,ig,vi(B-!\B\), le
groupoïde (Repr,»). oùu»v = Trouver.Repr^yg.^iw;), est le rnonoïde dérivé de B
Preuve. La preuve est en deux parties, nous devons d'abord prouver que Repr contient
les mêmes éléments que D(B), puis nous devons prouver que (uo v) = (u • v), ^u,v G
Repr.
Nous savons déjà que Repr et D(B) contiennent le même nombre d'éléments (voir
Lemme 3.6.3), nous devons par contre s'assurer que Vr G Repr, r est le plus petit
élément de sa classe ([r] = r). Nous prouverons par contradiction que c'est le cas. Soit
r G Repr, le plus petit élément de Repr tel que [r] ^ r. Cela signifie donc qu'il existe
un élément r' G B* tel que r' est plus petit que r selon l'ordre militaire et que [r] = r'.
Selon les Lemmes 3.2.4 et 3.2.6, nous savons que r' est un successeur de représentant
et r en est également un puisqu'il est le plus petit élément de Repr à ne pas être
un représentant. Mais la fonction Calculer_Repr^|s.^i traite tous les successeurs de
représentant et ce en ordre militaire croissant, donc r' a été traité avant r et nous avons
r' G Repr et r ^ Repr.
Ensuite nous devons prouver que Trouver_Repr/y9.l,i(uv) = (u • v), Vw, v G Repr.
Rappelons-nous que (u • v) = r tel que r G D(B) et Va;, y G Ctx(<2\B\i), eval(xuvy) —
52
eval(xry). Or, c'est exactement le calcul effectué par la fonction Trouver.Repr^.vi
pour r e Repr = D{B). Ce qui conclut la preuve. D
3.6.2 Analyse des temps d'exécution
De toute évidence, les temps d'exécution des Fonctions 3.1 (Calculer.Repr^.,,!)
et 3.2 (Trouver JEtepr^^i) dépendent du nombre d'éléments du monoïde dérivé. Nous
avons obtenu à la Section 3.5 une borne supérieure grossière pour \D(B)\, mais nous
ne connaissons pas d'expression algébrique nous permettant d'obtenir plus précisément
ce nombre. Aussi, nous exprimerons l'analyse du temps d'exécution des algorithmes en
fonction de |£)(J3)| et de \B\ et non uniquement en fonction de \B\.
3.6.2.1 Calculer .Ctx^.vi iS, \B\)
Le rôle de cette fonction est d'ajouter tous les mots qui sont nécessaires comme
contextes d'évaluation à l'ensemble CtX(K 2\B\) • En considérant que la construction et
l'ajout d'un mot à l'ensemble prennent un temps constant, nous aurons un temps d'exé-
cution égal à la quantité de contextes nécessaires. Comme nous l'avons vu à la Sec-
tion 3.5, |CiX(< 2|B|)| = \B\-2 ~~l — I-SI2'5'"""1- Le temps d'exécution de la fonction
lano IWrW An O ( ÜM.
\B\-2
borné supérieurement par 2 ! 8 ! 1
est donc dans l'ordre de $( IBI-2—~) o u P^us s impl em e i l t , il est
3.6.2.2 Trouver.Repr^ig.vi (u)
Les opérateurs logiques 3 et V nécessitent tout deux une boucle parcourant l'en-
semble des éléments concernés pour effectuer leur tâche. Nous aurons donc besoin d'une
boucle pour parcourir l'ensemble des éléments v G Repr et de deux autres imbriquées
pour parcourir l'ensemble des éléments x,y G Cix(< 2\B\)- Sachant que \Repr\ = \D(B)\
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(voir Lemme 3.6.3), nous devons alors effectuer \D(B)\ • \GtxsK<2\B\)\ • |CiX(< 2|B|)| <
\D(B)\ • |B|4'BI~2 exécutions du test eval(xuy) = eval(xvy) en pire cas. En meilleur cas,
l'élément v recherché est le premier de la liste et nous avons moins de j£>|4lBi-~2 tests à
effectuer.
La fonction eval{x\X2. • ~x\x\) peut être implémentée à l'aide d'un algorithme de
programmation dynamique dont la récurrence est T[i, j] = eval(%i... Xj) = M T[i, k] x
T[k,j], où x est le produit point à point des ensembles d'évaluation dans B. La multi-
plication point à point ce fait en temps |J3|2 et l'algorithme effectue ]a;|3 multiplications.
Le temps d'exécution de eval(x) est donc dans l'ordre de 0(\xf • \B\2).
Il est impossible d'estimer le temps d'exécution de l'ensemble des tests eval(xuy) =
eval(xvy) effectués par la fonction Trouver Jie-prAig.vi, c a r bien que nous connaissons
la longueur maximale de x et y, nous ne connaissons aucune borne supérieure sur la
longueur des représentants u et v. Par contre, nous conjecturons à la Section 3.5 que
la longueur des représentants est bornée supérieurement par 2|i?| — 1. Considérant que
\B\ est négligeable par rapport à \D(B)\, nous obtenons alors que le temps d'exécution
de la fonction Trouverjlepryus.vl est dans l'ordre de O ( |D ( JB ) | • |Cte(<2jB|)|2)) ce qui
équivaut à
3.6.2.3 Calculer_Repr>UiM;i(-B, \B\)
C'est la fonction principale de l'algorithme original et son travail est effectué en
grande partie en appelant les fonctions Caiculer_Ctx^;g-î,i et Trouver.Repr^.^x • La
fonction débute d'ailleurs par le calcul de l'ensemble CtX(<2\B\), ce qui demandera
un temps de O(|JB|2IB'~1). La suite de l'algorithme consiste en \D(B)\ • \B\ exécu-
tions de la fonction Trouver.Repr^.,,!, ce qui nous donne un minimum de \D(B)\2 •
K 2|B|)|2 • |-B|3 exécutions du test eval(xuy) = eval(xvy) en pire cas. En considé-
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rant toujours que \B\ est négligeable par rapport à \D(B)\, le temps d'exécution de
Calculer_ReprJ4ip,.yi est dans l'ordre de O(lD(B)\2 • \CtX(K 2|s|)|2)) ce qui équivaut à
3.7 Utilisation d'une fonction de réduction pour la multiplica-
tion (Alg.v2)
Une des lacunes importantes de l'algorithme original (Alg.vl) est l'inefficacité de
sa fonction de multiplication de deux représentants. En effet, celle-ci est simulée à
l'aide de la fonction Trouver_Repryyg-,yl qui doit effectuer un nombre exponentiel de
tests pour obtenir le résultat. Froidure et Pin apportent une idée intéressante dans
[17] pour calculer la multiplication de deux mots sur un semigroupe. Ils utilisent une
fonction de réduction se servant de règles produites par l'algorithme. Dans le cas du
monoïde dérivé, nous pouvons utiliser cette idée et conserver en mémoire, durant le
calcul des représentants, un ensemble de règles (Règles) associant tous les successeurs
de représentant à leur propre représentant (notez que le représentant d'un mot ra
n'est pas nécessairement r). Dans l'algorithme original (Section 3.6), cette information
est calculée mais simplement inutilisée. La Fonction 3.4 présente Calculer_ReprjHg.v2-
Cette nouvelle version (les lignes 3, 10, 12 et 13 ont été ajoutées à la version originale)
permet de conserver en mémoire l'ensemble Règles. Cela permettra de calculer la table
de Cayley du monoïde dérivé de façon beaucoup plus efficace. Les fonctions Trouver_-
KepTAig.v2 (Fonction 3.5) et Calculer.Ctx^^.^ (Fonction 3.6) sont identiques à leur
version originale.
La fonction MnltAig.v2(uiv) (Fonction 3.7) prend en entrée deux représentants (u et
v) et retourne le résultat de la multiplication des deux éléments dans le monoïde dérivé
en se basant sur les Règles. Soit v = V\V2 . . . v\v\ où Vi G B, puisqu'il y a une règle pour
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Fonction 3.4 : Calculer_
1: Repr <—< ai, a 2 , . . . , an >
2: Règles *-< (ai, ax), (a2, a 2 ) , . . . . (an, an) >
3: Cte«2|B|) • - Calculer_CtxAtg.v2(B, \B\)
4: « <— ai
5:
6: Tant que u ^  NULL faire
7: Pour î < - l à n faire
8: v <— Trouver_Repr,!yg,V2 («GEÍ)
9: Si t) = «aj alors
10: Règles —* ajouter((uai,ua,i))
11: i?epr —•> ajouter(udi)
12: Sinon
13: Règles —» ajouter((uo,i, v))
14: u •<— suiv(u)
15:
16: retourner Zfepr
Fonction 3.5 : Trouver.Repr^.^l
1: //La fonction Trouver_Repr/li;iv2 est identique à la fonction Trouver_ãepTj\ig/i::i
2: Si 3i> G Repr tel que Va;, j / G Ctx(< 2\B\)>
eval(xuy) = eval(xvy) alors
3: retourner v /1 car v est le représentant de u
4: Sinon
5: retourner u j/'car u est son propre représentant
Fonction 3.6 : Calculer _CtxAig_v2(B, \B\)
1: //La fonction Calculer_Cixr\iai,2 est identique à la fonction Calculer_CiXj\ign\
2: Cte(< 2\B\) —* ajouter(e)
3:
4: Pour k *- 1 à 2n ~ 2 faire
5: Pour chacun des nk~l derniers mots (u) de la liste Cte(< 2|B|) faire
6: Pour i *— l à n faire
7: Ctx^ 2\B\) ~* ajouter(uo,i)
8:
9: retourner Ctx^ 2\B\)
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chaque successeur de représentant, il existe un v' G Repr tel que (uvi, v') G Règles. Nous
remplaçons alors uv\ par v' (multiplication de u par v\). En répétant cette opération
k fois, nous multiplions chacune des lettres de v et nous obtenons le résultat de la
multiplication de u par v.
Fonction 3.7 : MultAig,v2{u, v)
_ _ _ _ _
2:
3: Pour i -s— 1 à |Î;| faire
4: Soit Y G Repr tel que (Xvu Y) G Règles
5: X <— Y I/Y est le représentant de XVÍ (multiplimtion- de X pur ViJ
6: I jY = Xt'i si XVÍ est un représentant
7: retourner X
3.7.1 Rectitude de l'algorithme
Puisque les modifications apportées à Calculer_Repr^^,vl ne touchent pas la liste
Repr, mais qu'il s'agit simplement de conserver dans la liste Règles des informations
déjà calculées, les preuves effectuées à la Section 3.6.1 sur la rectitude de l'algorithme
original sont encore valables pour cette nouvelle version. Nous savons donc que toutes
les classes sont distinctes et que Repr = D(B). Nous devons maintenant prouver le bon
fonctionnement de la fonction de multiplication de deux représentants.
Lemme 3.7.1. Pour tous les successeurs de représentant ra (Vr G Repr, Va G B), 3v G
Repr tel que (ra,v) G Règles et tel que Va;, y G Cte(< 2\B\)> eval(xray) = eval(xvy).
Preuve. Le Lemme 3.6.2 nous indique que tous les successeurs de représentant ont
été traités par la fonction Calculer.Repr^,,^ et que lors de chaque traitement, nous
avons ou bien v = ua^ (ligne 9) et uai représente une nouvelle classe ou bien v ^ uai
(ligne 12) et Vx,y G CtX(<2\B\), eval(xuaiy) — eval(xvy). Dans les deux cas, la règle
(UÜÍ,V) est ajoutée et celle-ci respecte l'énoncé du présent Lemme. D
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Lemme 3.7.2. Suite à l'exécution de la fonction Calculer_ReprAig.V2(B, \B\), (Repr, o),
où u o v = MulÍAig.v2(u, v), est le monoïde dérivé de B ((Repr, o) = (D(B),
Preuve. Nous savons déjà que l'ensemble Repr contiendra les mêmes éléments que
dans la version antérieure de l'algorithme et que l'opération • est associative. Nous
devons maintenant démontrer que \/u,v G Repr, (u • v) = Mult.4ig.v2(u,v).
Puisque les lettres de la boucle B sont les générateurs du monoïde dérivé, nous
pouvons exprimer v sous la forme d'une multiplication de lettres de B. Nous obtenons
alors v = (((vi-V2)-V3)-.. . 1^ ) oùi'j € B Ç Repr. Donc (u-v) = (u-(((vrV2)-vz)-.. .«&)).
Mais puisque l'opération • est associative, (u • (((t>i • 1*2) • ^3) • • • • vk)) = ((((u • Vi) • V2) •
vz) • • • • vk) • Par définition, nous avons :
(u • vi) = [uvi] = {ri £ D(B) | Vx, y € Cte(< 2|B|), eval(xuv%y) = eval(xriyj)
Ainsi que
(uovi) = ËXLltAig.v2(u,vi) = (r2 € Repr \ (uvi,r2) £ Règles)
Mais par le Lemme 3.7.1, nous savons que eval(xuv\y) = eval(xr2y), Vx, y €
(<2|B|) e* puisque D(B) = Repr, r\ = r-i. Nous avons donc (u • V\) = (no v\). Avec
des applications successives de ce principe, nous obtenons ((((« • v\) • v2) • V3) •... Vk) =
((((u o v\) o V2) ° vz) ° .. • Vk) = M.ultAig.v2(u, v), ce qui conclut la preuve. D
3.7.2 Analyse des temps d'exécution
L'analyse des temps d'exécution des fonctions Calculer_CtxJ4jff.V2(J3, |J5j) et Trou-
veT_B.epTAig,v2(u) est la même que celle faite sur leur version précédente (Alg.vl), car
ces deux fonctions n'ont pas été modifiées d'une version à l'autre.
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Pour la fonction CaIculer_Repr^|5.V2(-B, \B\), nous considérerons que l'ajout d'un
élément à l'ensemble Règles s'effectue en temps constant, tout comme nous avions
considéré que l'ajout d'un élément à l'ensemble Repr se faisait en temps constant.
Puisque la seule différence entre Calculer_Repr/us..yi et Calculer.Repr^.,^ est l'ajout
des règles, le temps d'exécution de cette dernière reste lui aussi inchangé.
3.7.2.1 MvLltAlg.v2{u,v)
Le temps d'exécution de cette fonction dépendra beaucoup de la structure de don-
née utilisée pour représenter l'ensemble Règles. Dans le meilleur des cas, nous choi-
sissons une structure utilisant le hachage pour la recherche d'éléments et le temps de
recherche est logarithmique par rapport à la taille de la clef. Puisque l'algorithme effec-
tue \v\ recherches dans Règles avec une clef ayant une taille maximale de |uu|, le temps
d'exécution de la fonction Mult^.^w, w) est donc dans l'ordre de O(\v\ • log(|m;|)).
On remarque que le coût de la multiplication de u par v est beaucoup plus petit en
utilisant la fonction Mult^.^iw, v) dont le temps d'exécution est dans l'ordre de O(\v\ •
log(|ui;|)) qu'en utilisant la fonction Trouver _ReprAig.V2(uv), dont le temps d'exécution
est dans l'ordre de O(\D(B)\ • |Cte«2 |B|)|2)-
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CHAPITRE 4
ÉTUDE DE SOLUTIONS POUR RÉDUIRE LA QUANTITÉ DE CONTEXTES
D'ÉVALUATION UTILISÉS
4.1 Introduction
Au Chapitre 3, nous avons démontré que le monoïde dérivé d'une boucle finie est
calculable et nous avons présenté deux versions d'un algorithme (Sections 3.6 et 3.7)
permettant de le calculer. Mais nous avons vu, lors de l'analyse du temps d'exécution de
ces deux versions (Sections 3.6.2 et 3.7.2). que cela prends un temps plus qu'exponentiel
par rapport à l'ordre de la boucle pour calculer tous les éléments du monoïde dérivé (le
temps d'exécution de Calculer_Repr^fl.v2 est dans l'ordre de 0{\D{B)\2• |Circ(< 2|B|)|2)J
En pratique, nous sommes intéressés à calculer les monoïdes dérivés non triviaux,
c'est-à-dire ceux calculés à partir d'une boucle non associative car, par le Lemme 3.2,
D(B) = B si B est une boucle associative. Puisque la plus petite boucle non associative
est d'ordre 5 (voir [15]), il est en pratique impossible de calculer son monoïde dérivé à
l'aide de l'algorithme original, car nous devons alors effectuer )Cta:(< 2|B|)|2 = (4
 3
- 1) ^
1,2-1011 comparaisons d'évaluations pour affirmer que deux mots font partie de la même
classe de congruence. Cela prendrait donc plusieurs années, voire plusieurs décennies
pour calculer son monoïde dérivé.
La cause principale de ce temps exponentiel est le nombre exponentiel d'éléments
dans l'ensemble Cte(<
 2 |B|), soit près de li?)2!5^1 éléments (voir Section 3.5). Pour que
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nous puissions calculer le monoïde dérivé d'une boucle, nous devons donc diminuer la
quantité de contextes d'évaluation utilisés. Cet objectif n'a pas été entièrement atteint
dans cet ouvrage. Nous verrons dans ce chapitre trois méthodes différentes pour réduire
la quantité de contextes d'évaluations utilisés, mais nous ne pouvons prouver que le
résultat obtenu ((Repr,»), où u • v = mult(m>)) par ces versions de l'algorithme est
toujours le monoïde dérivé et ce même lorsque la loi de composition interne (•) est
associative. Par contre, lorsque (Repr, •) forme un monoïde, nous démontrerons sur
celui-ci plusieurs propriétés similaires à celles du monoïde dérivé. Cela nous amène à
affirmer que les idées présentées dans ce chapitre constituent un pas dans la bonne
direction.
La solution la plus naturelle pour réduire la quantité de contextes d'évaluations,
est de réduire leur taille maximale permise (Alg.vS). Par exemple, nous pouvons n'uti-
liser comme contextes d'évaluations que tous les mots dont la longueur est plus petite
ou égale à 2. Nous verrons à la Section 4,2 qu'avec cette technique, nous obtenons
un groupoïde ((Repr, •)) et qu'en faisant varier la longueur maximale autorisée selon
la boucle utilisée, cela nous permet d'obtenir un monoïde. Dans certains cas particu-
liers, nous pouvons prouver que ce dernier correspond au monoïde dérivé. Une autre
solution consiste à utiliser comme ensemble de contextes d'évaluation l'ensemble Repr,
contenant tous les représentants trouvés (Alg.vA). Comme nous le verrons à la Section
4.3, cela nous permettra généralement d'obtenir un monoïde ((Repr, • )) . Nous verrons
finalement à la Section 4.4 un algorithme beaucoup plus efficace utilisant une hybri-
dation des deux premières solutions (Alg.vò). Empiriquement, peu importe laquelle de
ces trois solutions nous avons utilisée, le monoïde obtenu à partir d'une boucle donnée
a toujours été le même.
L'Algorithme 4.1 résume grossièrement les particularités de chacune des versions
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de l'algorithme présentées dans ce chapitre et dans le chapitre précédent. Nous voyons
que pour les trois premières versions, l'ensemble de contextes d'évaluation ne change pas
durant le calcul, une seule itération de la boucle sera donc effectuée. Cela a pour consé-
quence que les règles établies ne sont jamais modifiées. Pour la version Alg.vA, nous
avons CtXi = Repr à chaque début d'itération. Cette version se termine lorsqu'il n'y a
pas eu de nouveaux représentants pendant toute une itération. Finalement, l'objectif de
la cinquième version est de calculer un monoïde en utilisant le moins de contextes d'éva-
luation possible. Les représentants sont toujours utilisés comme contextes d'évaluations,
mais ils sont ajoutés graduellement et ne seront pas nécessairement tous utilisés. Son
exécution se termine lorsqu'un monoïde est trouvé ou lorsque tous les représentants ont
été utilisés comme contextes d'évaluation.
Algorithme 4.1 : Algorithme générique
Ctxo = Ctx_ Initiaux
Tant que Condition faire
Calculer tous les représentants possibles en utilisant
U NouveauxCtx
et les ajouter à Repr.






























{r E Repr \r\ = i}
Puisque les analyses effectuées sur les algorithmes Alg.vl et Alg.v2 nous ont déjà
permis de déterminer que la grande lenteur de leurs calculs est due à la trop grande
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quantité de contextes d'évaluations utiliséss nous ne ferons pas l'analyse des temps d'exé-
cution des trois versions de l'algorithme présentées dans ce chapitre. Nous effectuerons
plutôt quelques comparaisons pratiques.
4.2 Utilisation de contextes d'évaluation de petites tailles
(Alg.vS)
Nous avons vu qu'une solution naturelle pour diminuer la quantité de contextes
d'évaluation utilisés lors du calcul du monoïde dérivé d'une boucle finie, est de n'utiliser
que des mots de petites tailles. Nous verrons dans cette section une nouvelle version de
l'algorithme, élaborée à partir de la deuxième version (Alg.v2, Section 3.7), implantant
cette idée. On se souvient qu'il est possible de représenter une classe de congruence du
monoïde dérivé comme une table d'évaluation où les lignes représentent les contextes
gauches d'évaluation et les colonnes les contextes droits d'évaluation. Nous retrouvons
alors à la jonction de la ligne x et de la colonne y l'ensemble d'évaluation de xry où r
est un mot faisant partie de la classe de congruence concernée. La Figure 4.1 permet
de visualiser la différence entre le calcul d'une classe selon la deuxième et la troisième
version de l'algorithme (Alg.v2 et Alg.vZ) en utilisant cette notation.
Il est important de noter que ce nouvel algorithme ne fournit pas toujours un
monoïde pour une longueur maximale de contextes d'évaluations donnée, il s'agit alors
d'augmenter cette valeur jusqu'à l'obtention d'un monoïde (au maximum la longueur
sera de 2|JB| — 1). Puisque nous ne sommes plus certains de toujours obtenir un monoïde
à la suite de l'exécution de l'algorithme, nous aurons besoin d'une nouvelle fonction
permettant de tester l'associativité du groupoïde obtenu, dénoté (Repr, • ) , où u • v =
Kultjiig.vsiu, v). Dans le cas où un monoïde est obtenu, nous étudierons plus en détails








Figure 4.1: Différence entre la figuration d'une classe dont le représentant est r selon l'algo-
rithme Alg.vi (Zone ptj ) et l'algorithme Alg.vi (Zone [Ã] et \B\ ).
Dans les versions antérieures de l'algorithme, nous savions que Vr G Repr, [r] = r.
Autrement dit, nous savions que chaque élément faisant partie de l'ensemble Repr était
effectivement le plus petit mot de sa classe de congruence. Dans cette nouvelle version,
cela est vrai uniquement lorsque \Repr\ = \D(B)\, ce qui n'est pas toujours le cas.
En général, bien que les éléments de l'ensemble Repr représentent toujours des classes
d'équivalences, nous ne pouvons démontrer qu'ils sont toujours les plus petits mots de
leur classe. Un mot r sera plutôt inclus dans l'ensemble Repr s'il est le premier de sa
classe d'équivalence à être calculé par l'algorithme Alg.vS. Pour des raisons pratiques,
nous utiliserons tout de même la dénomination "représentant" pour parler des éléments
de l'ensemble Repr.
Voyons maintenant en détail la description de chacune des fonctions de cette
nouvelle version de l'algorithme. Notons que dans cette troisième version, la fonction
HuitAig.vs(u,v) (Fonction 4.4) n'a pas été modifiée par rapport à sa dernière version.
Pour ce qui est de la fonction Trouver_Repr^^.^3(u) (Fonction 4.2), elle effectue la
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même tâche que sa version précédente, mais en utilisant l'ensemble Ctx^< LMC) plutôt
que l'ensemble Ctx(K 2\B\) comme contextes d'évaluations.
La Fonction 4.5 présente Verif ier_ÂssoAi9,i;3 (B, Repr) qui permet de tester l'as-
sociativité du groupoïde obtenu ((Repr, • ) ) . Nous utilisons un test d'associativité qui a
été suggéré par Dr. F. W. Light en 1949, technique que l'on retrouve dans [13]. Il est dit
dans ce test que si (G, o) est un groupoïde généré par B, alors il est suffisant de vérifier
que ((a; o a) o y) = (x o (a o y)), Vx, y G G et Va G B pour démontrer l'associativité
de S. Dans notre cas, (Repr, •) est un groupoïde généré par la boucle B. La fonction
Verif ier_hssoAig.vz vérifie donc l'associativité de (Repr,») selon la méthode de Light,
ce qui nous permet de passer d'un temps cubique par rapport à \Repr\ à un temps
quadratique (si on considère que \B\ est négligeable par rapport à \Repr\).
Les fonctions Calculer_ReprAig.v$(B, \B\, LMC) (Fonction 4.1) et Calculer_-
CtXjiig.v3(B, \B\, LMC) (Fonction 4.3) ont un nouveau paramètre d'entrée, soit LMC.
Il indique la longueur maximale des contextes d'évaluation contenus dans l'ensemble
Ctx(< LMC)- Nous savons que LMC est nécessairement plus petit que 2\B\ puisque que
nous avons vu qu'il est inutile d'utiliser des contextes d'évaluation plus grands que
2\B\ — 1 (voir Section 3.4). Remarquons que si LMC = 2\B\ — 1, cela équivaut à l'al-
gorithme Alg.v2. Ainsi, à la fin de l'exécution de la fonction Calculer_Ctxyyfl,î,3, nous
avons CtX(< iMc) = {w £ B* \ \w\ < LMC}.
Les changements apportés à la fonction Calculer__Repr/y9.î/3 (B, n, LMC) ne concer-
nent pas la boucle "Tant que" servant à calculer l'ensemble Repr. Ils concernent dans
un premier temps l'ensemble des contextes d'évaluations utilisés, qui contiendra main-
tenant tous les mots de longueur plus petite ou égale à LMC. En second lieu, la fonc-
tion retournera l'ensemble Repr seulement si (Repr, •) est associatif, sinon cela signifie
qu'elle n'a pas été en mesure de calculer un monoïde à l'aide des contextes d'évaluation
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de longueur plus petite ou égale à LMC et elle retournera alors NULL.
Fonction 4.1 : Calculer_ReprAig.v3(B, \B\,LMC)
1: Repr *— < %,O2, . . . ,an>
2: Règles <-< (ai, ai), (a2, a 2 ) , . . . , (an, an) >
3: Ctx{<LMc) *- Calculer.Ctx^.,* (B,\B\,LMC)
4: « <— Ox
5:
6: Tant que it ^ NULL faire
7: Pour î < - l à n faire
8: v <— Trouver_ReprAig.v3(uct>i)
9: Si v = ua,i alors
10: Règles —> a jouter ((uai, uai))
11: i2epr —> ajouter(uai)
12: Sinon
13: Regies -* ajouter((ua,i,v))
14: tt •— suiv(u)
15:




Fonction 4.2 : Trouver
Si 3u G .Repr tel que Va;, y G Ctx(< LMC)I
eval(xuy) = eval(xvy) alors
retourner v //car Ü est le représentant de u
Sinon
retourner u //car v- est son propre représentant
En pratique, le temps d'exécution de cette version de l'algorithme est généralement
acceptable lorsque le paramètre LMC est plus petit que 5. À partir de 5, le nombre de
contextes d'évaluation augmente très rapidement et le temps d'exécution devient trop
long. Lorsque LMC est égal à 7 ou plus, et ce indépendamment de l'ordre de la boucle,
le nombre de contextes d'évaluation est beaucoup trop grand et le calcul d'un monoïde
en utilisant cette version devient alors trop onéreux.
Fonction 4.3 : Calculer.Ctx^.^Z?, \B\,LMC)
l: Cte(< LMC) -* ajouter(e)
2: k<- 1
3:
4: Tant que (A: < LMC) ET (k < 2n - 2) faire
5: Pour chacun des nk~l derniers mots (u) de la liste Ctx(< LMC) faire
6: Pour Î * - H B faire
7: Ct%(< LMC) —• ajouter(ua,i)
9: retourner Cte(<
Fonction 4.4 :
1: //La fonction Mult^ig,,^ est identique à la fonction ^
2: X ^"u
3:
4: Pour i <— 1 à \v\ faire
5: Soit F € i?epr tel que (Xvi, Y) e Règles
6: X <— "F / / F esí íe representará de Xv-; (multiplication de X par Vj
7: I' /Y = Xvi s?. Xt'j est un représentant
8: retourner X
Fonction 4.5 : Verif ier_Asso^ffit,3(B, Repr)
l: Si 3a;, y E Repr ET 3a G B tel que





4.2.1 Propriétés du monoïde obtenu
Sans perte de généralité, nous pouvons considérer que les Lemmes 3.6.1 et 3.7.1
sont toujours valides pour cette version de l'algorithme. En effet, la méthode de calcul
des représentants (boucle "Tant que" de la fonction Calculer_Repr^.V3) n'y est pas
modifiée, seul le nombre de contextes d'évaluation utilisés est différent et cela n'in-
fluence pas les preuves de ces deux lemmes. Le premier lemme est un invariant de la
boucle principale de Calculer _ReprAig.v3i indiquant que les représentants ont tous des
tables d'évaluation différentes, i.e. yr,s G Repr (r =^  s), Sx, y G CÍX(<LMC) tel que
eval(xry) ^ eval(xsy). Le second mentionne qu'il existe une règle pour chaque succes-
seur de représentant, i.e. Vr G Repr, Va € B, Bv G Repr tel que (ra, v) G Règles et tel
que Vx,y G Ctx(< LMC)I eval(xray) = eval(xvy).
D'autres propriétés du monoïde obtenu par l'algorithme Alg.vZ sont démontrées
dans les énoncés suivants. En particulier, sachant que {Repr, •) forme un monoïde, le
Lemme 4.2.5 démontre qu'il est suffisant que Viu G B*, eval(w) = eval(wi»W2 • • -*Wk),
où w = W1W2 • •. Wk (wî G B), pour démontrer que tout monoïde obtenu par l'algorithme
est effectivement le monoïde dérivé. Bien que nous sommes capable de prouver que Vw G
B*, eval(w) Ç eval(wi»W2 • • ••tu*.), il est important de noter qu'il nous est présentement
impossible de démontrer que Vw G B*, eval(w) 3 eval(wi»w2 • • •*Wk). La finalisation de
cette preuve, jumelée au Lemme 4.2.5, permettrait donc de démontrer immédiatement
la rectitude de cette troisième version de l'algorithme. En attendant, la Remarque 4.2.1,
le Lemme 4.2.2 et le Théorème 4.2.3 présentent les conditions suffisantes où nous savons
que le monoïde calculé est effectivement le monoïde dérivé ((Repr,•) = (D(J3),-)).
Remarque 4.2.1. Si LMC = 2\B\ — 1, le monoïde calculé par la fonction Calculer_-
Repr^yg.^-B, \B\, LMC) est le même que celui calculé par l'algorithme Alg.v2, c'est-
à-dire le monoïde dérivé.
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Lemme 4.2.2. Si LMC = O et si suite à l'exécution de la fonction Calculer_-
g.v3(B, \B\, LMC) (Repr,*) est associatif, alors la boucle (B,o) est associative
Preuve. Puisque LMC = 0, le seul contexte d'évaluation qui est utilisé est le mot
vide. Soient a,b G B Ç Repr, alors eval(eabe) = eval(ab) = a o b. Considérant que
l'algorithme traite les successeurs de représentant par ordre croissant de longueur et
que tous ceux de longueur 2 ne seront pas des représentants ([ab] = a o b), l'algorithme
ne traitera pas les mots de longueur 3 et (Repr, •) = (B, o). Puisque (B, o) est associatif,
par le Lemme 3.2, (Repr, •) est le monoïde dérivé de B. O
Théorème 4.2.3. Soient (B, o) une boucle finie et N Ç B une sous-boucle normale
de B. Si B/N est associatif et si LMC = 2\N\ — 1, alors suite à l'exécution de la
fonction Calculer_ReprJ4j0.V3(l?, |JB|, LMC), (Repr,*) est le monoïde dérivé de B
((Repr,*) = (D(B),.)).
Preuve. L'énoncé du théorème signifie en fait que la longueur des contextes d'évalua-
tion nécessaire pour calculer le monoïde dérivé de B est bornée supérieurement, dans
ce cas précis, par 2|Àr| — 1. En effet, grâce au Lemme 2.4.6, nous savons qu'un arbre
binaire T sur B ayant une frontière w G B*, pourra prendre au maximum \N\ valeurs
différentes si on en change la structure interne (parenthétisation). L'utilisation du prin-
cipe du trou de pigeon dans la preuve du Lemme 3.4.2 ne nécessite alors que \N\ arbres
binaires différents (k > \N\). Nous obtenons le résultat voulu en transposant ce fait
dans les énoncés et les preuves concernés (Lemmes 3.4.3, 3.4.6 et 3.4.7, la Remarque
3.4.4 et le Théorème 3.4.9). D
Si l'ordre de la boucle est un nombre premier, l'utilisation du théorème précédent
est inutile puisque pour qu'une sous-boucle N soit normale, |JV| doit diviser |B| (voir
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[11]). En pratique, l'utilisation de ce théorème nous permet de calculer le monoïde
dérivé de plusieurs boucles d'ordre 6 et 8. Plus précisément nous avons ainsi calculer le
monoïde dérivé de 14 boucles d'ordre 6 et de 139 boucles d'ordre 8 (voir Chapitre 5).
Le lemme suivant démontre que le monoïde calculé par l'algorithme Alg.v3 ne
peut pas contenir plus de classes d'équivalences que le monoïde dérivé. Il nous sera
notamment utile dans la preuve du Lemme 4.2.5.
Lemme 4.2.4. Suite à l'exécution de la fonction Calculer_ReprJ4is.v3(i?, \B\, LMC),
on a \Repr\ < \D(B)\.
Preuve. Nous savons par le Lemme 3.6.1, que Vr, s G Repr (r ^ s), 3x, y G Ctx(< LMC)
tel que eval(xry) ^ eval(xsy). Mais puisque CIX^LMC) C B*, [r] ^  [s] et D(B)
contient au minimum le même nombre d'éléments que Repr. G
Soit w G B* tel que w = Wiw^. • • wn (wi G -B), lorsque (Repr, •) forme un monoïde,
nous définissons fwj comme le représentant de w dans (Repr, •), c'est-à-dire Wi *W2 • • ••
wn. Puisque la loi de composition interne (•) est associative, la parenthétisation importe
peu. L'objectif de cette notation est simplement d'alléger le lemme suivant qui dit que
eval(w) = eval(\w\)i Vw G -B*, est une condition suffisante pour démontrer que tout
monoïde calculé par cette version de l'algorithme est effectivement le monoïde dérivé
deB.
Lemme 4.2.5. Suite à l'exécution de la fonction Calculer_Repr^g.U3(B, |J5|, LMC),
si (Repr, •) est associatif et si Vw € B*, eval(w) = eval(lw\), alors (Repr, •) est un
monoïde isomorphe au monoïde dérivé de B ((Repr, •) = (D(B), •)).
Preuve. Soient u, v G B*, nous allons démontrer que si [M] = fy], alors [u] = [v]. Pour
tout x,y G B*, nous avons par associativité \xuy\ — \x\ • [M] • \y\. Mais puisque [«] =
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|yj, nous avons également \xuy\ = |xj • fu] » [y] = [x] • [f] • [y] = [xvyj. En utilisant
la propriété mentionnée dans l'énoncé du lemme (Vtu G B*, eval(w) = ewaí(|iüj)),
nous avons eval(xuy) = ew/(Jxtiy]) = evaldxvyj) = eval(xvy). Comme cela est vrai
Vx, y G 5*, [M] = [f] par définition du monoïde dérivé. Cela signifie que (D(B), •) est une
union de classes de congruences de (Repr,»), donc que \D(B)\ < \Repr\. En jumelant
ce fait et le Lemme 4.2.4 (\Repr\ < \D(B)\), nous obtenons que \Repr\ = \D(B)\.
Soit l'application ip : Repr —* D{B), définit par ip{r) = [r]. Nous allons démontrer
que (p est un isomorphisme de (Repr,*) dans (D(B), •), c'est-à-dire que Vr,s € Repr,
ip(r*s) = <p(r)-(p(s).
(f(r • s) = (p(r) • ip(s) <==> [r • s] = [r] • [s] (4-1)
«£=> [r • s] = [rs] (4.2)
•$=$• Va;, y G B*, eval(lxrsyl) = eval(xrsy) (4.3)
Puisque nous savons que Vie G B*, eval(w) = eval(\wj) et que xrsy G J5*, l'équation
(4.3) est vrai, ce qui conclut la preuve. D
Parmi tous les tests pratiques effectués, il n'a jamais été possible d'obtenir deux
monoïdes différents pour une même boucle. Ainsi, les mots de longueurs 2 et moins
sont suffisants pour calculer un monoïde à partir d'une boucle d'ordre 5, mais le même
monoïde est obtenu si l'on utilise comme contextes d'évaluation tous les mots plus petits
que 3, 4 ou 5 (voir Chapitre 5).
4.3 Utilisation des représentants pour l'ensemble Ctx (Alg.v4)
Une deuxième solution pour réduire la quantité de contextes d'évaluations utilisés,
est d'utiliser uniquement les éléments de l'ensemble Repr. Cette idée est principalement
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motivée par le lemme et la remarque qui suivent. Notons que pour la quatrième version
de l'algorithme, comme pour Alg.v3, un élément r G Repr n'est pas nécessairement
le plus petit élément de sa classe d'équivalence, mais bien le premier mot de sa classe
d'équivalence à être calculé par l'algorithme.
Lemme 4.3.1. Si nous avons l'ensemble des représentants du monoïde dérivé, il n'est
nécessaire que d'utiliser ceux-ci comme contextes d'évaluation pour déterminer si deux
mots font partie de la même classe d'équivalence (le représentant du mot vide étant
l'identité).
Preuve. Par définition du monoïde dérivé, si x, y G B* et si u G B+, alors
eval(xuy) = eval([x]uy) = eval([x]u[y})
D
Remarque 4.3.2. Dans le lemme précédent, x peut être remplacé par n'importe quel
mot x' G B* tel que [x'\ = [x]. En effet, selon la définition du monoïde dérivé, si
u,y G B*, alors Vx,x' G B* tel que [x'\ = [x], eval(xuy) = eval(x'uy). Nous pouvons
utiliser le même argument pour remplacer le contexte droit d'évaluation (y).
Évidemment, pendant le calcul du monoïde dérivé nous ne possédons pas la liste
complète des représentants, mais bien une liste partielle (Repr). Cela amène une consé-
quence importante. En effet, lorsque des nouveaux représentants sont ajoutés à la liste
Repr, nous devons effectuer un retour en arrière pour vérifier que les règles déjà pro-
duites sont toujours cohérentes en utilisant ces nouveaux représentants comme contextes






Figure 4.2: Table des évaluations d'un mot r selon l'itération k. La Zone [Ã] représente les
évaluations déjà testées et la Zone [fî] celles à tester.
qui ont déjà été utilisés comme contextes d'évaluations et soit l'ensemble
contenant ceux qui ne l'ont pas encore été. Nous savons donc que, utilisant la même
notation que pour la Figure 4.1, V(w, v) G Règles, les évaluations contenues dans
la Zone [Ã) de la Figure 4.2 sont identiques pour u et pour v (Vx,t/ € -Repr(o...fe_2))
eval{xuy) — eval(xvy)). Le retour en arrière consiste alors à vérifier que les évalua-
tions contenues dans la Zone \B\ de cette même figure sont également identiques pour
u et v. Si une des évaluations est différente, nous devrons retirer la règle (u, v) de
l'ensemble Règles et reclasser u.
La quatrième version de Calcuier_Repr(fî, \B\) (Fonction 4.6) fonctionne de ma-
nière itérative et effectue deux tâches principales pour chaque itération k. D'abord, elle
appelle la fonction Verifier_Validite_Reglesyl;9.1,4(i?e5rles, Repr) (Fonction 4.8) qui
effectue le retour en arrière pour s'assurer que les règles sont cohérentes si les repré-
sentants calculés à l'itération k — 1 sont utilisés comme contextes d'évaluation. Puis,
elle appelle la fonction Classer_Nouveaux_Ra^^,v4 (Règles, Repr) (Fonction 4.10) qui
calcule et classe tous les successeurs de représentants formés à partir des représentants
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trouvés à l'itération k — 1. La fonction Calculer.Repr^.^ arrête la recherche de nou-
veaux représentants lorsqu'il y a eu une itération complète sans trouver de nouveaux
représentants (voir Corollaire 3.2.7). Elle vérifie alors, comme pour la troisième version,
l'associativité de (Repr, «), où u ® v = mul t^ .^u , v), et elle retourne NULL si ce n'est
pas associatif.
Pour que la gestion des représentants soit plus facile, nous avons divisé l'ensemble
Repr en trois sous-ensembles distincts, séparant les représentants selon le numéro de
l'itération à laquelle ils ont été calculés. Ainsi, -Repr(0.,,fc_2) contiendra tous les repré-
sentants qui ont été calculés avant ou à l'itération k — 2, Repr^^i) tous ceux calculés à
l'itération précédente (k — 1) et Repr^) tous ceux calculés à l'itération en cours. Men-
tionnons que Repr = (Repr (o,._k-2)U Repr (k-i)U Repr (k)) • Puisque tous les représentants
sont utilisés comme contextes d'évaluation, l'utilisation de l'ensemble Ctx est devenu
inutile. Les ensembles Repr{Q...k-i)i R&PT{k-i) et -RefW(fc) seront donc également utilisés
comme ensembles de contextes d'évaluation.
Nous avons vu que lors du retour en arrière, si, pour une règle (u, v), nous trouvons
deux contextes d'évaluation x,y tel que eval(xuy) ^ eval(xvy), alors nous savons que
v n'est pas le représentant de u et nous devons retirer la règle (u, v) et reclasser le
mot u. C'est la fonction Corriger_RegleAig.v4((u,v), Liste__jétires, Règles, Repr)
(Fonction 4.9) qui effectue ce travail. Le nouveau représentant v' de u (il est possible
que v' soit égal à K si a est un nouveau représentant) ne peut être qu'un élément
dont la règle (v1, v) existait à l'itération précédente, puisque nous savons que Va;, y €
-Repr(o...fc_2), eval(xv'y) = eval(xuy) = eval(xvy) (Zone [Ã], Figure 4.2). Pour tout
v G Repr, la liste Liste_rétires —> liste[v] contient l'ensemble des représentants qui
ont été dissociés de v à l'itération présente (k). Ainsi, lorsqu'une règle (v', v) est retirée
de l'ensemble Règles et conduit à l'ajout du représentant vf, v' est ajouté à la liste
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Liste_r'étires —> liste[v}. L'utilisation de cette liste permet à la fonction Corriger_-
EegleAig.t;4 d'éviter de faire des calculs inutiles lorsqu'une règle (u, v) est retirée de
l'ensemble Règles puisque nous savons alors que le nouveau représentant de u fait
partie de l'ensemble (Liste __r étires —> liste[v] U {M}).
La fonction Trouver_ReprJ4ifl,t,4(îi) (Fonction 4.11) effectue la même tâche qu'à la
version précédente, c'est-à-dire donner le représentant de u, mais utilise maintenant
(Repr(o...k-2) U Repr^-i)) comme ensemble de contextes d'évaluation. Les éléments de
l'ensemble Repr^) ne sont pas utilisés comme contextes d'évaluation car nous ajoutons
plusieurs éléments à cet ensemble au cours de l'itération k. Cela simplifie donc grande-
ment l'exécution du retour en arrière en évitant de répéter des calculs inutilement.
La fonction Changer_Iteratioibyi,..i;4 (Repr, Ctx, k) (Fonction 4.7) est une nou-
velle fonction servant à transférer les représentants dans les bons ensembles lors du chan-
gement d'itération. Notons finalement que les fonctions Verifier_Assoj{ig.V4(B, Repr)
et UnitAig.v4(u, v) (respectivement Fonctions 4.13 et 4.12) sont demeurées identiques à
leur version dans l'algorithme Alg.v3.
4.3.1 Propriétés du monoïde obtenu
Puisque l'algorithme Alg.vi n'est pas une modification des versions antérieures
mais bien un algorithme totalement nouveau, nous ne pourrons pas utiliser directement
les preuves effectuées sur les versions précédentes. Notons toutefois que les deux inva-
riants de la boucles "Tant que" de Calculer_Repr sont toujours effectifs, ce qui est
démontré par les Lemmes 4.3.3 et 4.3.4. L'utilisation de ces deux lemrnes permet de
démontrer, d'une façon similaire à la preuve du Lemme 4.2.4 de Alg.v$, que suite à
l'exécution de la fonction Calculer Jlej>TAig.v4(B, \B\)> \Repr\ < \D(B)\. Un lemme
similaire au Lemme 4.2.5 (si (Repr, •) est associatif et si Vw € B*, eval(w) = evol(\w\),
alors (Repr, •) est un monoïde isomorphe au monoïde dérivé) pourrait également être
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Fonction 4.6 : CalculerJtepr^/g.^Z?, \B\)
1: J f e < - 1
2: i?epr(o,..fe-2) *-< >
3: Reprit) <-< ai, a2 , . . . , On >
4: i?epr(fc) «-< >
5: .Règles «--.< (ai, ax), (a2, a2),. • •, (an, an) >
6:
7: Tant que \Repr(k~i)\ > 0 faire
8: Si k > 1 alors
9: Verifier_Validite_Regles/«s.t,4(-Re5'les, Repr)
10: Ciasser_Nouveaux_Ra^ig.v4(B, Règles, Repr)
11: Changer_Iteration^iff.t,4(iîepr, fc)
12:




Fonction 4.7 : Changer_Iteration^^.t,4(Jïepr, fc)
l: R,epr{0,.,k-2)
2: Repr(k-i) *
3: Repr^k) f—< >
4:
5: fc+ +
Fonction 4.8 : Verif ier.Validite.ReglesAi^.t^-Regles, Repr)
1: Liste_rétires = < >
2: Pour tout (w, f) 6 Règles faire
3: Si M T^  v alors
4: Pour tout a: € Repr^-i) faire
5: Pour tout 2 e Reprit) faire
6: Si eval{xuz) ^  eval(xvz) alors
7: Corriger_Regle^ig.v4((M, v), Liste_retires, Règles, Repr)
8: Pour tout -y € i?epr(0...fe_2) faire
9: Si eval(xuy) ^ eval(xvy) OU si eval{yux) ^ eval(yvx) alors
10: Corriger_Regle,ys..y4 ((«, u), Liste_rétires, Règles, Repr)
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Fonction 4.9 : Corriger_RegleAig,V4((u,v), Liste_rétires, Règles, Repr)
1: Règles —> retirer((u,v))
2: Liste _Repr ^Possibles *— Liste_retires —> liste[v]
3: r *— Liste__Repr_Possibles —* Premier_element
4:
5: Tant que \Liste_Repr_Possibles\ > 0 et que r =£ NULL faire
6: Pour tout x G Repr^k-i) faire
7: Pour tout z € Repr(k-i) faire
8: Si eval(xuz) ^ eval(xrz) alors
9: Liste_Repr_Possibles —* retirer(r)
10: Pour tout y 6 Repr^^-2) faire
il: Si eval(xuy) =£ eval(xry) OU si eval(yux) =£ eval(yrx) alors
12: Liste_Repr__Possibles —» retirer(r)
13: r + +
14: Si \Liste_Repr_Possibles\ = = 1 alors
15: Soit r G Liste_Repr_Possibles
16: Règles —* ajouterait, r))
17: Sinon
18: Repr^f.) —»• ajouter(u)
19: Règles—* ajouter{{u,u))
20: Liste__rétires —» Ziste[i;] —• ajouter(u)
Fonction 4.10 : Classer_MouveaMx_Ra.Aig.vi(B,Regies, Repr)
1: Pour tout u G Repr^k-i) faire
2: Pour i *- 1 à \B\ faire
3: v *— Trouver_Repr^g.V4(txaj, Repr)
4: Si v = îiaj alors
5: Repr^k) —> ajouter(uai)
6: Règles-* a jouter ({uai, uai))
7: Sinon
8: Règles —> ajouter ((uai, v))
Fonction 4.11 : Trouver_Repr^iff.V4(ti, Repr)
1: Si 3f G iîepr tel que Vx, y G (-Repr(0...fe_2) U
eval{xuy) — eval(xvy) alors
2: retourner t; //car -y e,rf le representara actuel de u
3: Sinon
4: re tourner u //car u est son propre mpréserdaM
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Fonction 4.12 :
1: / /La fonction Hnli/j,^.,,^ est identique ù. la jonction Muli/Ug.;<i
2: X *-u
3:
4: Pour i -s— 1 à \v\ faire
5: Soit Y € Repr tel que (Xvi, Y) £ Règles
6: X *— Y IIY est le repTéseniani de Xiu. (inultiplication de Á" par
7: / / y = Xvi si XVJ est un représenta/ni
8: retourner X
Fonction 4.13 : Veriî 1er_AssoAig.V4(B, Repr)
1: / /La fonction ¥evifier_ísso,\iÍÍV,i est identique à la fonction ¥erifier_Asso,\itf/Vo,
2: Si 3x, y G Repr ET 3a e B tel que





Pour tous les tests pratiques effectués jusqu'à maintenant (voir Chapitre 5), nous
avons remarqué que cet algorithme donne toujours le même monoïde que l'algorithme
Alg.vS et ce, même pour les cas où il est prouvé que le monoïde obtenu est le monoïde
dérivé de la boucle. Il est également important de noter qu'en pratique, bien qu'il nous
soit impossible de le prouver au niveau théorique, l'algorithme a toujours fourni un
monoïde à la fin de son exécution. Ainsi, parmi les quelques tests effectués sur les
boucles d'ordre 5,6,7 et 8, il n'est jamais arrivé que le résultat soit non associatif.
Lorsque \Ctx(< LMC)\ est plus petit que \Repr\, l'algorithme Alg.vS sera plus rapide
que l'algorithme Alg.vA. En effet, il faut environ 4 heures en moyenne pour calculer
un monoïde à partir d'une boucle d'ordre 5 en utilisant Alg.vA (le monoïde obtenu
aura alors environ 450 éléments), alors qu'il ne fallait que quelques minutes à Alg.vS
pour calculer le même monoïde en utilisant tous les mots de longueur 2 ou moins.
Si \CtX(< LMC)\ e s t beaucoup plus grand que \Repr\, le gain de temps de Alg.vA par
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rapport à Alg.vZ est par contre très important.
Puisqu'un monoïde dérivé d'une boucle d'ordre 6 peut contenir plus de 17 000
éléments (voir Chapitre 5) et que la quantité de contextes d'évaluation utilisés dans
cette version équivaut au nombre de représentants, le calcul d'un monoïde avec cette
version de l'algorithme est encore très long.
Lemme 4.3.3 (Invariant). Pendant l'exécution de la fonction Calculer_ReprMg.v4,
après chaque exécution de la fonction Classer_Nouveaux_RaAig.v4> les règles sont cohé-
rentes pour l'ensemble (itepr(o...fc-2) U Repr^-i)), i.e. :
V(tt, v) E Règles,
Vx, y € (/tepr(o...fe_2) U Repr{k^)),
eval(xuy) = eval(xvy)
Preuve. La preuve est par induction sur le nombre d'itérations (fc). Au départ, k = 1
et il y a |J5| éléments dans Repr^i) et \B\ éléments dans l'ensemble Regies, i.e. Va E
B, a E Repr^-i) et (a, a) E Règles. Repr(o_k-2) et Repr{k) son^ vides. Puisque dans
ce cas V(u, v) E Règles, u = v, il est évident que l'invariant est respecté.
Par hypothèse d'induction, nous savons qu'au début de l'itération k, Vx, y E
J?epr(o...fe-2)5 V(w, v) E Règles, eval(xuy) = eval(xvy). Il nous faut donc démontrer
deux choses. Premièrement, que les règles présentes au début de l'itération sont cohé-
rentes si les représentants contenus dans l'ensemble Repr^-i) sont également utilisés
comme contextes d'évaluation. Deuxièmement, nous devons démontrer que les règles
ajoutées pendant cette itération respectent également l'invariant. Notons que nous re-
garderons uniquement les ajouts de règles non triviales (règles (u, v) pour lesquelles
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La première partie consiste en réalité à démontrer que le retour en arrière effec-
tué par la fonction Verifier.ValiditéJB.eglesAig.v4 fonctionne correctement. En fait,
cette fonction vérifie que pour toute règle (it, v), les évaluations contenues dans les par-
ties [ë ,^ Q et Q de la Zone [Jr] de la Figure 4.2 sont identiques pour u et v, ce qui
correspond exactement au retour en arrière. Comme nous l'avons vu précédemment, si
l'un des tests échoue, la règle (u, v) sera retirée et une nouvelle règle (u, v') sera ajou-
tée par la fonction Corr iger .Regle^ .^ . Puisque cette fonction effectue les mêmes
vérifications que Verif ier.Validite .Regles^.^, la règle ajoutée sera conforme à
l'invariant. Nous pouvons en déduire qu'après l'exécution de Verif ier_Val idi te_-
Regles^.^4, l'ensemble des (u,v) G Règles respecte l'invariant.
Deuxièmement, nous devons regarder la fonction Classer_Nouveaux_Rayys,.U4, puis-
que celle-ci ajoute une règle non triviaie lorsqu'un nouveau successeur de représentant
n'est pas un représentant. Cela arrive lorsque v, le représentant de uai calculé par
la fonction Trouver.Repr^,^(uai, Repr), est différent de ita^ (ligne 7 de Classer . -
Nouveaux.Ra./Ug.tKt). Puisque la fonction Trouver .Repr^,^ retourne un élément v tel
que Va;, y e (Repr^o...k-2) U Repr^-iy), eval(xua,iy) = eval(xvy), la règle (ua,i,v)
ajoutée à l'ensemble Règles respecte l'invariant, ce qui conclut la preuve. D
Voici maintenant le deuxième invariant de la boucle "Tant que" de la fonction
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Lemme 4.3.4 (Invariant). Pendant l'exécution de la fonction Cal cul er_ ReprAig.vAi
après chaque exécution de la fonction Classer_Nouveaux_RaAig.va; fes représentants
forment des classes distinctes; i.e.
V?"i, ri G Repr, r% ^7*2,
3x, y £ (itepr(o...*_2) U Repr^^), tel que
eval(xriy)
Preuve. La preuve est par induction mathématique sur le nombre d'éléments de l'en-
semble Repr. À la base, il y a \B\ éléments dans Repr^-i) (Va € B, a € Repr^-i))-
Repr(o...k-2) e t Repr^k) sont vides. Soit e £ B, l'élément identité de la boucle. Si
x = y = e, Va, 6 € Repr, a ^ b, eval(xay) = eval(a) = a ^ b = eval{b) — eval(xby).
Donc chacune des classes de bases sont distinctes.
Il y a deux fonctions desquelles peuvent être ajoutés des nouveaux représentants :
Corriger_Reglei4/0,V4 et Classer.Nouveaux.Ra^.^. Premièrement, observons en dé-
tails la fonction Corriger_Regle^i5.V4. Un représentant sera ajouté pendant l'exécu-
tion de cette fonction si, suite à l'exécution de la boucle "Tant que" de la fonction,
la liste Liste_Repr_Possibles est vide. Cette liste est initialisée au début de la fonc-
tion avec tous les représentants r dont la règle (r, v) existait à l'itération précédente,
c'est-à-dire tel que Vx, z € i?epr(0...fc_2), eval(xrz) = eval(xvz) = eval(xuz) (Inva-
riant 4.3.3). S'il ne reste aucun élément dans la liste, c'est donc que Vr € Repr,
3x,y € (Repr(p...k-2) U -RePr(/c-i)) tel que eval(xuy) ^ eval(xry) et par hypothèse
d'induction l'élément u ajouté respecte l'invariant.
Voyons maintenant Classer.Nouveaux.Ra^ip.^ en détails. Dans cette fonction, si
l'on ajoute un nouveau représentant, c'est que la fonction Trouver.Repr^^.^ a retour-
née v = uai, c e qui signifie $v € Repr, tel que Va;, y € (RepT(o...k-2)
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eval(xua,iy) = eval(xvy), donc l'invariant est respecté pour ce représentant également,
ce qui conclut la preuve. D
Le lemme suivant démontre que suite au calcul effectué par la version Alg.vé de
l'algorithme, il existe une règle associant chaque successeur de représentant à son repré-
sentant, démontrant par le fait même que la fonction Mu l t ^ . ^ peut effectuer sa tâche
correctement.
Lemme 4.3.5. À la fin de l'exécution de la fonction Calculer_ReprAig.V4(B, \B\), Vr G
Repr(o...k-2), Va G B, Bv G Repr(Q_k-2) tel que (ra.v) G Règles.
Preuve. À chacune des itérations, la fonction Calculer_Nouveaux_Ra/u9it!4 prend cha-
cun des éléments de l'ensemble Repr^^, lui ajoute tour à tour chacune des lettres de
la boucle et elle produit une règle associant ce nouveau mot à son représentant (lequel
peut être lui-même). Nous savons qu'avec les opérations effectuées à la fin de chacune
des itérations sur les sous-ensembles de Repr par la fonction Changer.Iteration^p.,^,
tous les éléments ajoutés à Repr^) s e retrouverons dans Repr^i) avant de se retrouver
dans l'ensemble Repr^,,k-2)- Considérant qu'au début et à la fin de la boucle "Tant que"
de la fonction Calculer.Repr^^.^ les ensembles Repr(o,,,k-^2) et Repr^) sont vides, il
existe une règle associant chaque successeur de représentant va à son propre représen-
tant. D
4.4 Utilisation d'un sous-ensemble variable des représentants
pour l'ensemble Ctx (Alg.vS)
À la Section 4.2, nous avons vu qu'il est possible de calculer un monoïde à partir
d'une boucle finie en utilisant seulement des mots de petites tailles comme contextes
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d'évaluation (Alg.v3). De plus, nous avons vu que le monoïde obtenu est intimement
lié au monoïde dérivé. Puis, nous avons étudié à la Section 4.3 la possibilité d'utiliser
seulement les représentants comme contextes d'évaluation (Alg.vA). Avec ces deux mé-
thodes, le temps d'exécution des deux versions peut parfois être encore trop long. L'idée
dans cette section est de combiner ces deux méthodes servant à réduire le nombre de
contextes d'évaluation utilisés, en une nouvelle version beaucoup plus rapide {Alg.vb).
Ainsi, à l'intérieur de la fonction Calculer_Repr^g. î,5(B, |B|) (Ponction 4.14),
nous tentons d'abord de calculer un monoïde à l'aide des représentants de longueur
0 (nous considérons l'identité comme le représentant de longueur 0). Si le résultat ob-
tenu ((/tepr, •) , où u • v = mnltAig.v5(u,v)) n'est pas associatif, nous ajoutons les
représentants de longueur 1 comme contextes d'évaluations. Nous procédons ainsi de
suite en augmentant la longueur des contextes d'évaluation jusqu'à l'obtention d'un
monoïde ou jusqu'à ce que tous les représentants soient utilisés comme contextes d'éva-
luation (ce qui revient alors à l'algorithme Alg.vA) (voir Figure 4.3). C'est la variable
Longueur _Ctx qui contiendra la longueur maximale des contextes d'évaluation utilisés
à l'itération en cours.
À priori, l'obtention d'un monoïde n'est pas garantie, mais en pratique nous n'avons
aucun exemple où il a été impossible de calculer un monoïde avec cette technique.
Notons également que le monoïde obtenu en pratique avec l'algorithme Alg.vb a toujours
été le même que celui obtenu avec les algorithmes Alg.vS et Alg.vA et ce même dans
les cas où il est prouvé que le monoïde obtenu est le monoïde dérivé.
Cette nouvelle version est une modification de l'algorithme Alg.v4, mais contrai-
rement à Alg.vA, la nouvelle version n'utilise pas nécessairement tous les représentants
comme contextes d'évaluations. Ainsi, pour que la gestion des contextes d'évaluations





Figure 4.3: Table des évaluations d'un mot r selon l'algorithme Alg.vb. La Zone \Ã\ représente
les évaluations déjà testées et la Zone \B\ celles qui pourraient être testées à une
itération subséquente.
mais non distinct, les contenants. Notons que cet ensemble est également séparé en
trois sous-ensembles distincts (Ctx = (Cix(o...fe-2) U CtX(k-i) U Ctx^)), séparant les
contextes d'évaluations selon le numéro de l'itération à laquelle ils ont été ajoutés à l'en-
semble Ctx. En tout temps, nous avons Ctx Ç Repr. La version Alg.vb de l'algorithme
utilise sensiblement les mêmes fonctions que la version Alg.vA. En effet, les fonctions
¥luïtAig.vb{uiv) et ^er i f ier_ÂssoJ4iff.t)5(i2epr(o...fc_2)! Règles) (respectivement Fonctions
4.21 et 4.22) sont identiques à leur version précédente, alors que les fonctions Veri-
f ier_Validite_ReglesJ4ífl.V5(fíep/es, Repr^), Ctx) et Trouver_ReprJ4^.î,5(tt) (respec-
tivement Fonctions 4.17 et 4.20) effectuent les mêmes tâches que leur dernière version,
mais en utilisant les éléments de l'ensemble Ctx comme contextes d'évaluation plutôt
que ceux de l'ensemble Repr.
Dans le cas des fonctions Corriger_Regle^iff,,,5((îi, v), Liste_rétires, Règles, Ctx,
Repr(k), Longueur_Ctx) (Fonction 4.18) et Cla.sserJ&ouvea.uxJi&Aig.v5{Regles, Repr,
Ctx, Longueur_Ctx) (Fonction 4.19), elles utilisent également l'ensemble Ctx comme
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ensemble de contextes d'évaluation, mais elles effectuent en plus une tâche supplé-
mentaire. En effet, lorsqu'elles ajoutent un représentant u, elles doivent vérifier si
\u\ < Longueur_Ctx et si c'est le cas, l'ajouter à l'ensemble CtX(k)-
En plus de transférer les représentants dans les bons ensembles lors du changement
d'itération, la fonction Changer_IterationJ4i5,,,5(Repr, Ctx, k) (Fonction 4.15) fera
maintenant de même pour les contextes d'évaluations.
Finalement, une nouvelle fonction servant à ajouter les représentants de longueur
Longueur_Ctx à l'ensemble Ctx est maintenant nécessaire. C'est la fonction Âjouter_-
Cfx.Aig.v5(R^Pr[o...k-2)i Ctx^~i), Longueur _Ctx) (Fonction 4.16) qui effectue cette tâche.
Suite à l'exécution de cette fonction, nous aurons donc Ctx = {r € Repr | \r\ <
Longueur _Ctx}.
4.4.1 Propriétés du monoïde obtenu
Notons d'abord que, sans perte de généralité, l'ensemble des énoncés et des preuves
concernant l'algorithme Alg.vA faites à la Section 4.3.1 sont toujours vrais pour cette
nouvelle version, mais en utilisant l'ensemble Ctx pour les contextes d'évaluations au
lieu de l'ensemble Repr. Plus particulièrement, les énoncés des deux invariants de la
boucle "Tant que" (ligne 18) de la fonction Calculer.Repr^,,^ s'énoncent maintenant
comme suit. Premièrement, les représentants forment des classes distinctes (Wi,r2 £
Repr (ri ^ r2), Ex, y € (CíX(o...fe_2) U Ctx^-i)) tel que eval(xriy) =fi eval(xr-iy).
Deuxièmement, les règles sont cohérentes avec l'ensemble des contextes d'évaluation
ajoutés avant l'étape en cours (V(u,v) G Règles, Vz,y G (CtX(o...k-2) U C^(fc-i)))
eval(xuy) = eval(xvy)).
Bien qu'il n'a pas été possible de démontrer que l'algorithme Alg.vh donne toujours
le même résultat que les algorithmes Alg.v3 et Alg.v4, les résultats obtenus en pratique
ont toujours été les mêmes. De plus, il suffit souvent d'utiliser des représentants très
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Fonction 4.14 : Calculer _Rej}TAig.v5(B, \B\)
1: k+-0
2: Longueur _Ctx «— 0
3:
4: Repr(o...k-2) <-< >
5: Repr{k^i) <-< oi, O2, . . . , On >
6: Repr(k) <—< >
7: CíZ(o...fc-2) <-< >
8: Cte(^_i) <—< ai > / / o « a3 est l'identité de B
9: CiX(fc) ^—< >
10: Règles *-< (ai, ai) , (a2, a 2 ) , . . . . (an, an) >
11:
12: Classer_Nouveaux_Ra^iSiU5 (Règles, Repr, Ctx, Longueur_Ctx)
13: Changer_Iteration4Z0.V5(Repr, Ctx, k)
14:
15: Tant que (-i¥erifier_Âsso^.t,5(iîepr(o...fc-2)) Règles) ET
(I-Reprl ^ |CiX(o...fc-2)|)) faire
16: Longueur _Ctx + +
17: Ajouter_Ctxi4i0..I,5(.Repr(o...fc-2)> Cte(fc-i), Longueur__Ctx)
18: Tan t q u e (|i2epr(fc_i)| > 0) OU (|Cte(fe_i)| > 0) faire
19: Verifier_Validite_ReglesJ4j0.t,5(i?e<7Zes, Repr^), Ctx, Longueur_Ctx)
20: Classer_Nouveaux_Rax/s.t;5-(5, Règles, Repr, Ctx, Longueur_Ctx)
21: Changer_Iterationyy9 .V5 (Repr, Ctx, k)
22:
23: Si Veriîier_hssoAig.v5 (Repr(o...fc-2)5 Règles) a lo rs
24: retourner iîepr
25: Sinon
26: r e t o u r n e r NULL
Fonction 4.15 : Changer_Itera.tionAig_v5(Repr, Ctx, k)
1: i?epr(o..,fe_2) - • ajouter(
2: Reprit) «- i?epr(fe)
3: Repr(k) *-< >
4:
5: CiX(o...fc_2) —*• ajouter (Ctx (k
6: CiX(fe_!) <
7: Cte(fe) <-< >
8:
9: fe + +
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Fonction 4.16 : kjouter_CtXAig.v5(RePr(p...k-2)> Ctx^k-i), Longueur__Ctx)
l: Pou r t ou t u G Repr(o,__k-2) te l que u — Longueur_Ctx faire
2: CirE(fe_i) —» ajouter(u)
Fonction 4.17 : Verifier ..ValiditeJteglesA^s {Règles, Repr^), Ctx,
Longueur _Ctx)
1: Liste _r étires = < >
2: Pour tout (u, v) G Règles faire
3: Si u T^  v alors
4: Pour tout x G CtX(k-i) faire
5: Pour tout z G Ctx(k-i) faire
6: Si eval(xuz) ^ eval{xvz) alors
7: Corriger_Regle j4^, î )5 Í (tt,t)), Liste_rétires, Règles, Repr^), Ctx, Longueur_Ctx)
8: Pour tout y € Cte(o...fc-2) faire
9: Si eval(xuy) ^ eval(xvy) OU si eval(yux) ^ eval(yvx) alors
10: Corriger_Regle^4|^,w5 ^(«.v), Liste_retirea, Règles, Repr^)i Ctx, Longueur_CtxJ
Fonction 4.18 : Corriger.Regle^.^((u,v), Liste_rétires, Règles, Ctx,
Longueur _Ctx)
1: Règles —» retirer((u, v))
2: Liste_Repr_Possibles <— Liste_rétires —* liste[v]
3: r <— Liste_Repr_Possibles —> Premier_element
4:
5: Tant que |Liste_Repr_Possibles\ > 0 et que r 7^  NULL faire
6: Pour tout x € Cte(fc_i) faire
7: Pour tout z G Ct£(fc_i) faire
8: Si eval(xuz) ^ eval(xrz) alors
9: Liste_Repr_Possibles —» retirer(r)
10: Pour tout y G CiX(o...fc-2) faire
il: Si eval(xuy) ^ eval(xry) OU si eval(yux) 7^  eval(yrx) alors
12: Liste_Repr_Possibles —> retirer(r)
13: r + +
14: Si \Liste_Repr_Possibles| == 1 alors
15: Soit r G Liste_Repr_Possibles
16: Règles —•> ajouter((u,r))
17: Sinon
18: Repr^k) —> a jouter (u)
19: Si |ttj < Longueur_Ctx a lors
20: CtX[k) —* a j outer (u)
21: Règles —*• ajouter((u, u))
22: Liste_reiires —»• iisie[u] —» ajouter(u)
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Fonction 4.19 : Classer.Nouveaux.Raylip.ráí-B, Regies, Repr, Ctx, Longueur_Ctx)
1: Pour tout u € Repr^-i) feire
2: Pour i <— 1 à \B\ faire
3: v <— Trouver_ReprAiff.u5(ttai! Repr, CiZ(0...fe-2),
4: Si i> = Mttj'alors
5: Repr(k) —> ajouter(uãi)
6: Regies —> ajouter((uai,ua,i))
7: Si I«aj j < Longueur_Ctx alors
8: CtX(k) *— ajouter(uai)
9: Sinon
10: Règles —* a jouter ((uai, v))
Ponction 4.20 : Trouver_ReprA^.VS (M, -Repr, Cte)
1: Si 3f € ifepr tel que Vx, y € (Ctx(p...k-2) U
eval(xuy) = eval(xvy) alors
2: retourner Î; // car v est le représentant actuel de u
3: Sinon
4: retourner u j jcar u est son propre représentant.
Ponction 4.21 : EultAig.vb(u, v)
1: //La fonction Muliãjg..,.,5 est identique à la fonction Huit4,^.,,4
2: X <-u
3:
4: Pour í •«— 1 à |ÎJ| faire
5: Soit F € Repr tel que (Xüt-, F) G iîe^/es
6: X <— Y / /Y est le représentant de Xv{ (multiplication de X par vi)
7: j jY ~ Xvi $t Xv-i est un rejmisentani
8: retourner X
Ponction 4.22 : Verifier .Asso^.^ (B, Repr)
1: //La fonction Verifier_Asso^i3,t,^ est identique à la fonction ¥erifier_AssOju;hV4
2: Si 3x, y e Repr ET 3a e B tel que





petits pour calculer un monoïde. Ainsi, les représentants de longueur 3 et moins sont
suffisants pour calculer le monoïde d'une boucle particulière d'ordre 6. Pour effectuer
une comparaison pratique, il faut environ 11 minutes à l'algorithme Alg.vb pour calculer
un monoïde de 342 éléments à partir de cette boucle sur un ordinateur utilisant un
processeur de 3.2 GHz. Il en faut environ 19 minutes à l'algorithme Alg.vZ (en utilisant
tous les mots plus petits que 3) et environ 60 minutes à l'algorithme Alg.vA. Souvenons-
nous que l'algorithme Alg.vA est plus rapide que l'algorithme Alg.v3 si et seulement




ANALYSE DES RÉSULTATS ET DISCUSSION
5.1 Introduction
Lors des Chapitres 3 et 4, nous avons vu cinq versions d'un algorithme dont l'ob-
jectif est de calculer le monoïde dérivé d'une boucle finie. Nous avons démontré que les
deux premières versions (Alg.vl et Alg.v2) calculent toujours le monoïde dérivé (voir
Sections 3.6.1 et 3.7.1). Par contre, ces deux versions sont en pratique inutilisables car
elles utilisent tous les mots de longueur plus petite que deux fois l'ordre de la boucle
comme contextes d'évaluation.
Ainsi, nous avons introduit trois nouvelles versions (Alg.vS, Alg.vA et Alg.vh) utili-
sant trois solutions différentes pour réduire la quantité de contextes d'évaluation utilisés.
Bien qu'il ne soit pas prouvé que ces nouvelles versions calculent toujours le monoïde
dérivé, elles calculent en pratique un unique monoïde que nous avons appelé le monoïde
pseudo-dérivé d'un boucle, dénoté Repr. Nous avons vu que ce monoïde possède des
liens étroits avec le monoïde dérivé. Notamment, nous savons que \Repr\ < \D{B)\ et
que deux représentants dans Repr font partie de deux classes d'équivalences différentes
dans D(B).
La première solution (Alg.vZ) consiste à utiliser tous les mots dont la longueur est
plus petite qu'une certaine valeur (LMC) fournie par l'usager. Nous avons démontré à la
Section 4.2.1 que cette version permet de calculer le monoïde dérivé de certaines boucles
possédant des caractéristiques particulières. La quatrième et la cinquième version uti-
lisent les représentants trouvés comme contextes d'évaluation, la différence principale
étant que Alg.vA utilise nécessairement tous les représentants, alors que Alg.vb les
ajoute par longueur et n'en utilise généralement qu'une partie. Notons également que
ces deux versions ont un ensemble de contextes d'évaluation variant pendant l'exécution
de l'algorithme.
L'objectif de ce chapitre est de présenter les résultats obtenus sur les boucles d'ordre
8 et moins à l'aide des trois dernières versions de l'algorithme. L'étude de ces résultats
nous permettra de mieux comprendre les liens existants entre une boucle et son monoïde
dérivé. À la Section 5.2, nous présentons le Tableau 5.1 contenant les boucles pour
lesquelles nous avons réussi à calculer leur monoïde dérivé à l'aide de la version Alg.vZ
de l'algorithme. Les boucles pour lesquelles nous avons calculé un monoïde pseudo-
dérivé sont présentés dans le Tableau 5.2 à la Section 5.3. Notons que les monoïdes
pseudo-dérivés ont été calculés à l'aide de la version Alg.vh de l'algorithme puisque
c'est la plus rapide des trois. Comme nous le verrons, certaines vérifications ont tout
de même été effectuées à l'aide des versions Alg.vZ et Alg.vA.
Pour chacune des boucles présentées dans le Tableau 5.1 (resp. Tableau 5.2), nous
donnerons plusieurs propriétés1 s'appliquant à elle-même ou a son monoïde dérivé (resp.
monoïde pseudo-dérivé). La liste de ces propriétés est présentée à la Figure 5.1. Voici
maintenant leur définition. Soit (B, •), une boucle finie.
*La plupart des propriétés ont été calculées par des étudiants travaillant pour François Lemieux
(professeur à l'UQÀC) à l'été 2003 (Daniel Bouchard et Claude Sasseville) et à l'été 2004 (Gabriel
























Retour en arrière requis
Figure 5.1: Liste des propriétés considérées sur la boucle et son monoïde dérivé
0. Associative
Au Chapitre 2, nous avons vu qu'une boucle associative est une boucle telle que
yx,y,z G B, (x • (y • z)) = ((x • y) • z). On pourrait également définir une boucle
associative comme une boucle telle que Vx, y,z G B, la sous-boucle générée par (x, y, z)
est associative. Cette définition met en évidence la relation entre une boucle associative,
di-associative et power-associative.
1. Di-Associative
Vx, y € B, la sous-boucle générée par (x, y) est associative.
2. Power-Associative
Vx € B, la sous-boucle générée par (x) est associative.
3. Nilpotente
On définit le centre Z d'une boucle B comme l'ensemble {a £ B \ Vx, y € B, (a-x) =
(x • a), ((a • x) • y) = (a • (x • y)), ((x • y) • a) = (x • (y • a))}. Autrement dit, Z est formé
de tous les éléments de B qui sont commutatifs et associatifs avec tous les éléments de
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B. Il est facile de vérifier que l'ensemble Z forme une sous-boucle normale dans B.
On définit alors récursivement la classe de nilpotence d'une boucle comme suit : si
B est associative, alors B est nilpotente de classe 1. Si B possède un centre non trivial
Z et que la boucle B/Z est nilpotente de classe TO, alors B est nilpotente de classe
m + 1.
4. Résoluble
Soit N, la plus petite sous-boucle normale de B telle que B/N est une boucle as-
sociative et commutative. Alors, nous définissons récursivement la classe de résolubilité
d'une boucle comme suit : si N = 1, alors B est résoluble de classe 1. Si N est résoluble
de classe m, alors B est résoluble de classe m + 1.
5. Apériodique
On dit que la boucle B est apériodique si elle ne possède pas de sous-boucle asso-
ciative non triviale. De façon équivalente, Vx G J5,-3n G IN tel que xn = xn+1.
6. Commutative
Va:, y G B , (x • y) = ( y - x ) .
7. M-Nilpotence et 8. M-Résoîubîe
Soit 6 G B, on définit les applications Rj,, L^ : B —• B par Rf,{a) = a • b et
Lb(a) = b-a pour tout a £ B. On nomme groupe de multiplication de B, dénoté JA(B),
le groupe généré par l'ensemble {Ra, La | a G B} à l'aide de l'opération de composi-
tion des applications. Les classes de M-Nilpotence et de M-Résolubiiité de la boucle
B correspondent respectivement à la classe de nilpotence et à la classe de résolubilité
de A4(B). Puisque qu'un groupe est en fait une boucle associative, les définitions de
nilpotence et de résolubilité de M.{B) sont celles des boucles.
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9. D(B) € ECOM
On dit qu'un élément x G D(B) est idempotent si (x • x) = x. Soit E, l'ensemble
de tous les éléments idempotents de D(B). Alors D(B) G ECOM si et seulement si
\fx,y G E, {x-y) = (y-x).
10. Retour en arrière requis
Puisque les versions Alg.vA et Alg.vb utilisent les représentants trouvés comme
ensemble de contextes d'évaluation, certains calculs doivent être vérifiés lorsque des
nouveaux représentants sont ajoutés. Nous avons nommé retour en arrière l'opération
consistant à s'assurer que les règles contenues dans l'ensemble Règles sont cohérentes en
utilisant ces nouveaux représentants comme contextes d'évaluation (voir Section 4.3).
Si une règle (u,v) n'est pas cohérente (3x,y G Repr tel que eval(xuy) ^ eval(xvy)),
elle est détruite et une nouvelle règle cohérente (tt, v') est insérée.
En effectuant quelques calculs pratiques, nous avons découvert que pour la majorité
des boucles le retour en arrière ne corrige aucune règle. Si une boucle ne nécessite pas
le retour en arrière et si u et v sont deux représentants tel que u =^  v et \u\ > \v\,
alors cela signifie qu'il existe x,y G Repr tel que \x\ < \u\ et \y\ < \u\ et tel que
eval(xuy) ^ eval(xvy). Autrement dit, il n'est jamais nécessaire d'utiliser des contextes
d'évaluation plus grand ou égal à \u\ pour déterminer si « et u appartiennent à la même
classe. Dans la version Alg.vb de l'algorithme, le retour en arrière devient une opération
très coûteuse lorsque la longueur des représentants utilisés est grande (4 ou plus). Il
serait alors très intéressant de connaître les conditions algébriques nécessaires à une
boucle pour que ce calcul ne soit pas requis.
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5.2 Monoïdes dérivés
II est facile de vérifier que deux boucles isomorphiques reconnaissent les mêmes
langages et que leur monoïde dérivé sont isomorphes. Ainsi, il n'est nécessaire que de
calculer le monoïde dérivé d'une seule boucle par classe d'isomorphisme. Pour ce faire,
nous utilisons les fichiers générés par l'algorithme présenté dans [18]2 contenant, pour
un ordre donné, un élément de chacune des classes d'isomorphisme existantes. Nous
identifions alors une boucle par hx_y, où x est l'ordre de la boucle et où y est son
numéro d'apparition dans le fichier.
Puisque les deux premières versions de l'algorithme sont inutilisables en pratique,
les seuls monoïdes dérivés que nous avons calculés l'ont été à l'aide de la version Alg.v3
de l'algorithme et à l'aide du Lemme 4.2.2 et du Théorème 4.2.3. Le lemme indique que
le monoïde dérivé d'une boucle associative est égal à la boucle elle-même, alors que le
théorème mentionne qu'il est plus facile de calculer le monoïde dérivé des boucles de
petit ordre (8 et moins) possédant une sous-boucle normale.
Bien que les monoïdes dérivés présentés ont été calculés à partir de la version
Alg.vS, il est important de noter que nous avons obtenu dans tout les cas le même
monoïde en utilisant la version Alg.vh et ce beaucoup plus efficacement. Bien sûr, il
n'est pas encore prouvé que ce dernier obtient toujours le monoïde dérivé. Quelques
tests ont également été effectués à l'aide de la version Alg.vA et dans tous les cas, un
monoïde isomorphe au monoïde dérivé à été obtenu.
Le Tableau 5.1 présente les résultats obtenus jusqu'à présent. Pour chacune des
boucles, nous y retrouvons dans l'ordre les éléments suivants :
2Une version de ce programme ainsi que les fichiers générés par celui-ci sont disponibles à l'adresse
suivante : ht tp ://wwwdim.uqac.ca/~flemieux/
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Description des colonnes du Tableau 5.1
No




Identification de la boucle de la forme bx_y
Nombre d'éléments du monoïde dérivé
La longueur des contextes nécessaires pour calculer le monoïde dérivé
de la boucle à l'aide de la version Alg.vh de l'algorithme
L'ordre de sa plus petite sous-boucle normale non triviale
(s'il en existe une, sinon la case est laissée vide)
L'ensemble des propriétés mentionnées à la Figure 5.1












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Suite à la page suivante





















































Certaines des boucles présentées dans cette section possèdent une sous-boucle nor-
male d'ordre 3, il serait donc possible de vérifier si leur monoïde pseudo-dérivé cor-
respond au monoïde dérivé (Alg.vS, LMC = 5). Toutefois, calculer le monoïde dérivé
d'une boucle à l'aide de tous les mots de longueur plus petite ou égale à 5 prend géné-
ralement plus de 20 jours. Il nous a donc été impossible de les calculer tous.
Le Tableau 5.2 présente les monoïdes pseudo-dérivés obtenus à l'aide de la version
Alg.vb de l'algorithme. La description des colonnes est la même que pour le Tableau
5.1, la seule différence étant que les résultats concernant le monoïde dérivé concerne
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Tableau 5.2: Monoïdes pseudo-dérivés calculés parmi les boucles d'ordre 5 à 8
II est important de noter que le tableau précédent ne contient pas toutes les boucles
d'ordre 8 possédant une sous-boucle normale de 4 éléments, puisqu'il en existe exacte-
ment 10 4343.
Comme nous Pavons déjà mentionné, les résultats présentés dans cette section ont
tous été obtenus à l'aide de la version Alg.vb de l'algorithme car c'est la plus rapide.
3Une liste complète de ces boucles peut être obtenue à l'adresse suivante
http ://wwwdim.uqac.ca/~flemieux/
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Par contre, plusieurs tests ont été effectués à l'aide des versions Alg.vS et Alg.vA et
nous avons toujours obtenu le même monoïde. Notamment, toutes les boucles d'ordre 5
ont été testées en utilisant tous les mots de longueur 5 et moins (Alg.vZ, LMC = 5) et
en utilisant tous les représentants (Alg.vA). Voici finalement quelques faits concernant
les calculs effectués dans ce chapitre.
- Parmi les boucles d'ordre 6, tous les monoïdes pseudo-dérivés nécessitant des
contextes d'évaluation de longueur 0, 1 ou 2 et moins ont été calculés.
- Le monoïde pseudo-dérivé des boucles d'ordre 5 (b5_2) contient au maximum
519 éléments ; celui des boucles d'ordre 6 peut en contenir plus de 17 000 (b6_ll) ;
celui des boucles d'ordre 7 plus de 17 000 (b7_l) et celui des boucles d'ordre 8
plus de 454 000 (b8_336).
- Parmi les quelques boucles d'ordre 7 testées, aucun monoïde pseudo-dérivé n'a
pu être calculé à l'aide des contextes d'évaluations de longueur 1 et moins.
- Tous les monoïdes dérivés des boucles d'ordre 8 possédant une sous-boucle nor-




Ce travail a porté sur l'étude du monoïde dérivé des boucles finies. Nous avons vu
que l'introduction des monoïdes finis en théorie des automates par M.P. Schiitzenberger
a permis aux chercheurs de prendre une nouvelle direction dans l'étude des langages
réguliers. L'utilisation de cette structure algébrique associative a notamment permis de
caractériser algébriquement les langages réguliers sans étoile qui, comme nous le savons
maintenant, correspondent aux langages dont le monoïde syntactique est apériodique.
L'étude des structures algébriques non associatives, plus particulièrement des boucles
finies, est alors une extension naturelle de ces élégants travaux.
Après avoir défini la notion de monoïde dérivé d'une boucle finie, nous avons vu
que celui-ci reconnaît tous les langages qui sont reconnus par la boucle à partir de
laquelle il a été calculé. Ainsi, le monoïde dérivé devient un outil permettant d'utiliser
la richesse de la théorie des monoïdes dans l'étude des boucles finies.
Cet ouvrage avait deux objectifs principaux. Le premier objectif était de démontrer
que le monoïde dérivé d'une boucle finie est calculable. Le deuxième était de trouver
un algorithme efficace permettant de calculer le monoïde dérivé des boucles de petit
ordre (8 et moins). On se souvient que seules les boucles contenant peu d'éléments sont
considérées car il existe plus de 9 365 milliards de classes d'isomorphisrnes parmi les
boucles d'ordre 9 et la taille de leur monoïde dérivé peut être doublement exponentielle.
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L'atteinte du premier objectif a nécessité la démonstration de plusieurs proposi-
tions. En premier lieu, nous avons prouvé que le monoïde dérivé d'une boucle finie est lui
aussi fini. Par la suite, nous avons démontré que la longueur des contextes d'évaluation
qu'il est nécessaire d'utiliser pour calculer le monoïde dérivé est bornée supérieurement
par deux fois l'ordre de la boucle moins un. Cela a nécessité l'introduction de plusieurs
concepts. Ainsi, nous avons notamment définit et étudié les principales propriétés des
arbres binaires et des arbres pointés. Ces deux propositions réunies nous ont permis de
démontrer que la quantité d'opérations nécessaires pour effectuer le calcul du monoïde
dérivé d'une boucle finie est finie, donc que celui-ci est calculable. Cela nous a également
permis de donner une borne supérieure sur le nombre d'éléments du monoïde dérivé,
mais cette borne pourrait être raffinée.
Par la suite, nous avons présenté la première version d'un algorithme ayant pour
objectif de calculer le monoïde dérivé d'une boucle finie (Alg.vl). La seconde version
de cet algorithme (Alg.v2) présente une amélioration de la fonction de multiplication
de deux représentants. Nous avons démontré que ces deux versions calculent toujours
le monoïde dérivé. Par contre, nos analyses temporelles ont démontré qu'elles sont en
pratique inutilisables car la quantité de contextes d'évaluation à utiliser est exponentielle
par rapport à l'ordre de la boucle.
Ainsi, nous avons présenté trois solutions pour diminuer la quantité de contextes
d'évaluation utilisés. Toutefois, nous n'avons pas démontré que le monoïde calculé à
l'aide de ces solutions correspond à chaque fois au monoïde dérivé. La première solu-
tion, intégrée à la version Alg.vS de l'algorithme, consiste à utiliser comme contextes
d'évaluation tous les mots dont la longueur est plus petite qu'une certaine valeur four-
nie par l'usager (LMC). En faisant varier la valeur de LMC selon la boucle utilisée,
cela nous permet d'obtenir un monoïde. En particulier, nous avons démontré que cette
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solution permet de calculer le monoïde dérivé des boucles d'ordre 8 et moins possédant
une sous-boucle normale Ar, en utilisant LMC = (2|iV| — 1). Lorsque la valeur de LMC
est beaucoup plus petite que deux fois l'ordre de la boucle, cette version est beaucoup
plus rapide que Alg.vl et Alg.v2. Naturellement, plus la valeur de LMC se rapproche
de deux fois l'ordre de la boucle et moins la différence de temps entre Alg.vZ et Alg.v2
est importante, jusqu'à être nulle si les mêmes contextes d'évaluation sont utilisés.
La deuxième solution consiste à utiliser comme contextes d'évaluations les éléments
de l'ensemble Repr, contenant les représentants calculés par l'algorithme. Cette solution
a été intégrée à la version Alg.vi de l'algorithme. Nous avons vu que cette version est
plus rapide que Alg.vS si |D(J3)| < \B\LMC, où B est la boucle concernée. Finalement,
la troisième solution est une combinaison des deux premières. En effet, elle utilise un
sous-ensemble variable de Repr comme ensemble de contextes d'évaluations. On débute
en utilisant seulement l'identité de la boucle comme contexte d'évaluation. Si le résultat
n'est pas associatif, on ajoute alors tous les représentants de longueur un. Si ce n'est
toujours pas associatif, on ajoute les représentants de longueur deux et ainsi de suite
jusqu'à l'obtention d'un monoïde, ou jusqu'à ce que tous les représentants soient utilisés.
Nous retrouvons cette solution dans la dernière version (Alg.vh) de l'algorithme, qui
est la plus rapide des trois.
Nous avons vu lors de l'analyse des résultats que, pour une boucle donnée, les trois
solutions obtiennent en pratique un unique monoïde que nous avons nommé le monoïde
pseudo-dérivé de la boucle, dénoté {Repr, • ) . Bien que nous n'ayons pas démontré que ce
monoïde est toujours isomorphe au monoïde dérivé, nous avons démontré qu'il contient
au plus le même nombre d'éléments que celui-ci. Une question importante est alors de
savoir si Vw G B*, eval(w) 5 eval(wi • u?2 • • • • Wk), où les Wi sont des lettres de la
boucle. La finalisation de cette preuve représenterait un apport important à nos travaux
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puisqu'elle permettrait de démontrer que le monoïde dérivé et le inonoïde pseudo-dérivé
sont toujours isomorphes.
Nous avons vu que la version Alg.vb de l'algorithme procède de façon itérative
pour calculer le monoïde pseudo-dérivé d'une boucle. À chaque itération, elle obtient
un groupoïde qui a été calculé avec tous les représentants de Repr dont la longueur
est plus petite ou égale à Longueur_Ctx. Elle termine lorsque le groupoïde obtenu
est associatif, i.e. lorsqu'elle a calculé le monoïde pseudo-dérivé. Nous pouvons voir
ce processus itératif comme une séquence de groupoïdes où nous retrouvons la boucle
au départ, le monoïde pseudo-dérivé à l'arrivée et la succession de groupoïdes entre
les deux. Chacun des groupoïdes est alors plus "raffiné" que le précédent. Il serait très
intéressant de mieux comprendre cette séquence. Par exemple, nous ne savons pas si
les groupoïdes intermédiaires reconnaissent tous les langages reconnus par la boucle. Si
tel est le cas, cela démontrerait également que le monoïde pseudo-dérivé et le monoïde
dérivé sont toujours isomorphes.
En conclusion, nous pensons que les informations fournies dans cet ouvrage peuvent
aider à mieux comprendre le fonctionnement et la structure du monoïde dérivé. Les
différentes versions de l'algorithme que nous avons présentées ont répondu à plusieurs
questions concernant le monoïde dérivé. Mais principalement, elles ont démontré, en
apportant de nombreuses questions, que l'étude du monoïde dérivé est un sujet de
recherche intéressant et très complexe.
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ANNEXE A
EXEMPLES DE MONOÏDES DÉRIVÉS
Puisque la taille d'un monoïde dérivé D(B) est généralement très grande par rap-
port à l'ordre de la boucle B, il n'est pas possible de présenter un grand nombre
d'exemples à l'intérieur de ce mémoire. Aussi, nous présentons dans cet annexe cinq
exemples de monoïde dérivés non triviaux de moins de 23 éléments (b6_l, b6__2, b6_81,
b8_329 et b8_14665). Voici les principales caractéristiques de ces boucles, telles que
présentés au Chapitre 5.
b 6_ l (Figures A.l et A.2) - Nilpotente de classe 2, résoluble de classe 2,
commutative et M-Résoluble de classe 2. Son monoïde dérivé fait parti de la classe
ECOM.
b6_2 (Figures A.3 et A.4) - Nilpotente de classe 2, résoluble de classe 2 et
M-Résoluble de classe 2. Son monoïde dérivé fait parti de la classe ECOM.
b6__81 (Figures A.5 et A.6) - Résoluble de classe 2 et M-Résoluble de classe 2.
Son monoïde dérivé fait parti de la classe ECOM.
b8_329 (Figures A.7 et A.8) - Nilpotente de classe 2, résoluble de classe 2,
commutative, M-Nilpotente de classe 3 et M-Résoluble de classe 2. Son monoïde dérivé
fait parti de la classe ECOM.
b8_ 14665 (Figures A.9 et A. 10) - Nilpotente de classe 2, résoluble de classe 2,
commutative, M-Nilpotente de classe 3 et M-Résoluble de classe 2. Son monoïde dérivé





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.10: Table de Cayley du monoïde dérivé D(b8___14665)
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