each other and adjust their own position and velocity based on these good positions. There are two main ways this communication is done: (i) "swarm best" that is known to all (ii) "local bests" are known in neighborhoods of particles. Updating the position and velocity is done at each iteration as follows: • x is the position and v is the velocity of the individual particle. The subscripts i and 1 i + stand for the recent and the next (future) iterations, respectively.
• ω is the inertial constant. Good values are usually slightly less than 1.
• 1 c and 2 c are constants that say how much the particle is directed towards good positions. Good values are usually right around 1.
• 1 r and 2 r are random values in the range [0,1].
• x is the best that the particle has seen; ˆg x is the global best seen by the swarm.
This can be replaced by ˆL x , the local best, if neighborhoods are being used.
The Particle Swarm method (Eberhart and Kennedy, 1995) has many variants. The Repulsive Particle Swarm (RPS) method of optimization (see Wikipedia, http://en.wikipedia.org/wiki/RPSO), one of such variants, is particularly effective in finding out the global optimum in very complex search spaces (although it may be slower on certain types of optimization problems). Other variants use a dynamic scheme (Liang and Suganthan, 2005; Huang et al., 2006) .
In RPS the future velocity, 1 i v + of a particle at position with a recent velocity, i v , and the position of the particle are calculated by: • x is the position and v is the velocity of the individual particle. The subscripts i and 1 i + stand for the recent and the next (future) iterations, respectively.
, , r r r are random numbers, ∈[0,1]; , , α β γ are constants • ω is inertia weight, ∈[0.01,0.7]; z is a random velocity vector • x is the best position of a particle; h x is best position of a randomly chosen other particle from within the swarm Occasionally, when the process is caught in a local optimum, some perturbation of v may be needed
III. Test of Performance of the Repulsive Particle Swarm Method:
The objective at present is to test the performance of RPS method (as modified by us through endowing stronger local search abilities to each particle and defining variable randomized The two values, (3, 0.5), have a definite relationship with the constants in the function. The constant in the first term (i.e. 1.5) is equal to 3 3(0.5).
−
The constant in the second term (i.e. 2.25) is equal to (-2.805, 3.131) , (-3.779, -3.283) and (3.584, -1.848 
Michalewicz function:
It is an interesting multi-modal function in the search domain
It has an additional parameter, p, that determines its surface. For p=10, its global minima at different dimensions (m) are : 6 2 6 2 0.5 7 3.6 7 3.6 0.5 
Shubert function:

Weierstrass function:
The Weierstrass function [in its original form,
] is one of the most notorious functions (with almost fractal surface) that changed the course of history of mathematics. Weierstrass proved that this function is throughout continuous but nowhere differentiable (Hobson, 1926) . In its altered form (Liang and Suganthan, 2005) When the program is run, it needs the serial number (KF) to identify the function to optimize and specify its dimensionality (m = no. of variables in the function). The serial no. is indicated by the program. For example, the serial no. (KF) of Ackley function is 10 and it has 1 m ≥ variables. The user has to feed this information. In some cases, the function has additional parameters (such as the Michalewicz function or Shekel function). These are to be changed in the body of subroutine FUNC(X, M, F) of the program, if needed.
The program specifies a number of parameters (e.g. N=50, NN=25, MX=100, NSTEP=21, ITRN=5000) and A1 (=alpha), A2 (=beta) , A3 (=gamma) and w. The user may suitably change these parameters for sake of experimentation. Necessary comments are given in the program.
V. Conclusion:
The program has been run for each function. It has found the optimum value of the function in each case successfully. Some functions with variable dimension (the Weierstrass function in particular) are very difficult to optimize while 30 m ≥ . In some cases, where multiple global optima exist (such as the Himmelblau function), the program finds any one of them, depending on the choice of the random number seed. F=F+ (100.D00*(X(I+1)-X(I)**2)**2 + (X(I)-1.D00)**2) 248:
Some Important Test Functions for Global Optimization Methods
WRITE(*,*)'----------------------------------------------------'
ENDDO 249: RETURN 250: ENDIF 251:
IF(KF.EQ.3) THEN 252: C LEVY # 5 (LEVY ET AL. 1981) ------------------------------------
253:
F1=0.0D+00 254:
F2=0.0D+00 255:
DO I=1,5 256:
F1=F1+(I*DCOS((I-1)*X(1)+I)) 257:
F2=F2+(I*DCOS((I+1)*X(2)+I)) 258: ENDDO 259:
F3=(X(1)+1.42513D+00)**2 260: F4=(X(2)+0.80032D+00)**2 261:
F=(F1*F2) + (F3+F4) 262: RETURN 263: ENDIF 264: F=(X(1)+2*X(2)-7.0D00)**2+(2*X(1)+X (2) F=4*X(1)**2 -2.1D00*X(1)**4 + (X(1)**6)/3.D00 + X(1)*X(2) -413:
IF(KF.EQ.4) THEN 265: C LEVY # 8 FUNCTION ----------------------------------------------
& 4*X(2)**2 + 4*X(2)* F=(1.D00-2*X(2)+DSIN(4*PI*X(2))/2.D00-X(1))**2+(X(2)-544:
(LEVY ET AL. 1981) ------------------------------------
FUNCTION ------------------------------------
& DSIN(2*PI*X(1))/2.D00)* F=(X(2)-5.D00*X(1)**2/(4*PI**2)+5*X(1)/PI-6.D00)**2 + 555: & 10*(1.D00-1.D00/(8*PI))*DCOS(X (1) F=X(1)**2+2*X(2)**2-0.3D00*DCOS(3*PI*X(1))-0.4D00*DCOS(4*PI*X(2 F=X(1)**2+2*X(2)**2-0.3D00*DCOS(3*PI*X(1))*DCOS(4*PI*X (2) F=X(1)**2+2*X(2)**2-0.3D00*DCOS(3*PI*X(1)+4*PI*X (2) DATA ((A(I,J),J=1,NCOL),I=1,NROW)/4.,4.,4.,4.,1.,1.,1.,1.,8.,8.,
