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Nonconvex and noncoercive problems
in the calculus of variations
Abstract:
This dissertation analises in detail the paper cr{n indirect Method
in the calculus of variations" by F. H. Clarke in which a new
method is presented to prove existence of minimizers for the
simplest problem of the calculus of variations (i.e. in which the
functions in competition are vectorial fields of one real variable),
without superlinear growth. The technique used consists in
obtaining minimizers for aproximating probleffis, and passing to
the limit using a value function which is shown to be eventually
constant, using tecniques of proximal analisis.
Breve resumo da dissertaçáo:
Nesta dissertaçao analisa-se em detalhe um anigo de F. H. Clarke
eerfu indirect Method in the calculus of variatioÍls" no qual é
apresentado um novo método para demonstrar existência de
minimizantes para o problema mais simples do cálculo das
variações (isto é em que as funções em competição são funções
vectoriais de variável real), sem hipótese de crescimento
superlinear. A técnica usada consiste em obter minimizantes para
problemas aproximantes, e passar ao limite usando uma função
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Neste trabalho é estudado em pormenor o artigo [fO] (ver bibliografia no final), onde se apresenta um novo
método paxa demonstrar a existência de minimizantes para o problema mais simples do cáJculo das ',rariações
(isto é em que a*s funções em competição sã,o funções vectoriais de',rariável real), sem a hipótese de crescimento
superünear. A técnica usada consiste em obter minimizantes para problemas aproximantes, e passa.r ao limite
usando uma função valor que se mostra ser finalmente constartte, usando técnicas de anáIise proximal.
No próximo capítulo apresenta-se o conteúdo deste artigo.
Quanto aos conceitos e resultados básicos preliminares, eles são apresentados no capítulo III.
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Capítulo II
Análise detalhada do artigo: um mêtodo
indirecto no cálculo das variações
1. Apresentação do problema
Consideramos o seguinte problem" (P) do cálculo das variações : minimizar o integral
n (, (.)) ,: 
lo
L(t,r (t) ,*' (t)) dt (P)




(*o,*r) e C, r(t) e CI Vú e [0,"J , n'(t) € K qs, (1.2)
onde C, fr, K e a função L : l0,T] x R.' x IR' - (-oo,*oo] são dados obedecendo às hipóteses que serão
referidas ao longo das próximas secções. As funções da classe X dizem-se admissíveis para o problema (P).
(Como é habitual, o símbolo qs significa quase sempre, ou seja, excepto para ú num conjunto de medida nula.)
Como em qualquer problema de optimizaçã,o, a primeira questão é saber sob que condições existe solução.
Leonida Tonelli foi um dos rnatemáticos que deu um contributo importante no cálculo das variações ao criar o
método directo, o qual consiste no seguinte : extrai-se de uma qualquer sucessão minimizante uma subsucessão
convergente e mostra-se que o seu limite é uma solução para o problema a estudar. Essencialmente o que está
envolvido é uma propriedade de compacidade dos conjuntos de subnÍvel do funcional 
^ 
( ). Neste capÍtulo é
feito o estudo do artigo [10] (ver bibliografia no final), eüê apresenta um novo método, indirecto, para obter
existência, no qual um passo intermédio é a obtenção de condições necessárias (as da secção 2).
I{este artigo, a hipótese de coercividade, que iurplica a compacidade dos conjuntos de subnÍvel do funcional
^ 
('), é substituída por uma condição mais fraca, que permite obter minimizantes para problemas aproximantes,
nomeadamente : existe k > 0 tal que qualquer função admissível 
" 
(.) verifica
inf ess lx' (t\l < k.
o<t<T I \ /r
A ideia principal da demonstração é mostrar que qualquer minimizante dos problemas aproximantes satisfaz
uma condição necessária. Para mostrar a existência de solução recorre-se a uma certa função valor ( não
-diferenciável ). Mostra-se que essa função é finalmente constante usando técnicas de análise proximal (as da
secção 3).
Nas próximas duas secções apresentam-se resultados que são ferramentas chave para a demonstração dos
resultados principais do artigo (estes últimos são apresentados nas secções 4 e 5). Exemplos de aplicação dos
resultados principais aparecem nas subsecções 4.7,5.4 e 5.6.
T
2 Um resultado de optimização não-suave 5
Fixada uma função de Nagumo á (.) (ou seja, 0 (.) e C' ([0, +oo), JR) é estritamente cor]vexa,, estritamente
crescente e satisfaz
lim e 0) - *oo ).?++oo .y
2. LJm resultado de optimização não-suave





0 (l*' (t)l) dt.
2,L. A condição necessária interrnédia
Seja ^L : [0,7] x íl x IR* --+ (-oo, *oo] uma funçã,o satisfazendo o seguinte :
Hipóteses básicas :
(i) 0 c IR' (ver (1.2)) é fechado;
(i,i) C C lRn x IR' é fechado e ê um conjunto compacto pelo menos uma das projecções
C* :: {r e IR" , (n,A) e C para algum g € R"} ,
C' :- {y e R." , (r,A) € C para algum r € IR'} ;
(iii) K C IR.n é um cone convexo fechado;
(i,u) a função (r,r) r+ L (ú,s,u) é sci (semicontínua inferiormente) V ú e [0,7];
(u)paracadas€Q:
(rr) , função L(t,s,.) é convexaY t € [0,7];
(rz) o domÍnio dorn L (ú, r, .) é um conjunto aberto, convexo e não-vazio, independente de ú, designado
por dom Z (r, .);
(ui) para cada .s € ll e u e dorn L (r,.), a funçã,o
t r-----+ L(t,s,u) é lipschitziana;
(uie) existem constantes nãonegativas À e 4 tais que :
ÂB (
lLr(t,s,u)l <Àr(Í,s,u)*?qsem [0,7] Vse í]. Vue dorn, L(r,.);
(uiii) existe uma função / (') localrnente lirnitada inferiormente tal que
L(t,s,u) >l(s) Vte[0,7] Vs€0 Vu;
(2.1)
(er) existe uma função lipschitzia.na u (.) € X para a qual 
^ 
(r (.)) é finito (ver (P)).
6
Irlo que segue consideraremos o conjunto de subruvel
r (ã (.)) ;-- {r (.) e x : À (r (-)) s 
^ 
(ã (.))}
e o seu subconjunto
Te (r (.)) '- r (E (.)) ) ACe ([0,7'] , R') .
Fixadas constantes r ) 0 e o ) 0, defina-se um novo funcional /(') "* ,A,Ce([0,7] ,lR"') por
/ ("(.)) :- À("( )) *r It6("(.)) * olÂ6 ("(.)) - tve (r(.))l',
para algum z(-) e rB (r(')).
Teorerna 2.1. Sob as hipóteses básicas aciruta, suponhatnos que para algunt z (') Ç fa (E (')) exisúern consta.núes
r ) 0, o > 0 tais que :
Í(*('))>Í(,O)
sempre que n (.) e ACe ([0, 
"] 
, R") é admissível para (P) u tem !\s (" (.)) sufr.cientemente próximo de hs (, (')).
Então exíste uma funçã.o integrá,vel { (') tal que
€ (ú) € &L (t,, , (t) , r' (t)) qs em [0,7] ;
e existemuma constante c e uma função mensurávelp(.) comp(t) € ô,L(t,z(t),,'(t)) qs em [0,7j, tais que
L(t,,2(t),r'(r)) - (r'(t),p(t)) *r 0(lr'u)l) -, lr'(t)l 0'(lr'(t)l) :.+ [' to d,r qsem [0,7] - (2-2)Jo
Demonstração :
(Parte 1 da demonstração do teorerna 2.! : a transformação de Erdrnann)
Seja u : [0, 7] * [-eo, es] uma função mensurável, corn t{ " (t) dt: 0, sendo 0 < eo < 1. Usamos ?r 
(') para
definir uma transformação de [0,7] para [0, f] :
1,"
t-r* u (s) ds.
Mostremos que esta transformação é invertível. Seja g I l0,,Tl - [0, T] a função dada por
Í,"ç(r)::r*
u (s) dt,
corÍrp(0) :0, p(T) -?. SejatambémPr:[0,7)* [0,7] afunçãoidentidade
q (r) :: r.
Como %(.) é lipschitzianta, então q(.) é AC, pela nota 18.6. Seia 92: [0,?] - [0,7] a furrção dada por
çz(r) ,: I u@) d.r.
JO
2.L A condição necessiíria intermédia 7
Como u (-) é mensurável e
l"(r)l dsíeoT (oo
(pois u(') tem valores em [-es,ee]), então ?r(.) Ç Lt ([0,f] ,R). Logo, çz(.) é AC e çL?) - u(r) qs em
(0,7), pela proposição 18.7, com (a,b) - (0,7), Í (.) : pzO, g(.): u(.), n:r e ú: s. Consequentemente,p(.) ': %(.)*pz(.) éAC 
l pelaproposição 18.8, comA - X - [0,?], rr(.) : pr(.), rz(.) :92(.),
c1 - c2 - 1. Temos também que p'(r) :: e\(r) + çL?) : | * u(r) q. em [0,7]. Além disso, como
u(r) € [-ro,uo] c (-1,1) paraqualquerr e [0,7], temosç'(r) - 1+u(r) ] 0qsem [0,7]. Entãopara










ftz_ - J"'P'(t) dt<o
(pois ç'(r) ) 0 qs em [0,?]). Logo, p(.) é crescente em [0,?]. E portanto, pela proposição 18.10, com
s(.) :p(.), [a,b] -[c,dl* [0,7],temosqueâfunçãoinversa p-'(t) -rdet:g(r) existeeéACem[0,7].
Isto induz, por reparametrição, uma nova funçáo * (.) ,
r (t) :- , (ç-'(ú)) - z (r) .
Esta é a chamada transformação de Erdmann. Notemos que
9-'(t)-r ê ç-'(ç(r))-, (+ (p-'oq)Q)-r
+ (ç-' o p)' (r) - 1 qs em [0, "]<+ (ç-' (e(r)))' ç'(r) - 1qs em [0,?]
<+ (ç-' (t))': # qs em [o,r] ,
pelaproposição 18.11, com [a,b] - [c,d] - [0,71,u(.) :,p-'(.),u(.) -pO. Como
(p-'(t))': #r: #Til > o qs em [0,?]
e g-t (.) é AC, então p-' (.) é crescente em [0,7]. De facto (analogamente ao que foi feito paxa p (.)), sejam ú1,
ú2 € [0,7] quaisquer com t1 1t2, e como g-'(.) é AC, pelo teorema 18.4 (com (o,b): (0,7), u(.) : ,p-L (.),
t:ttrÍ:t2rA:0),vem
ç-, (t) - ,p-, eil : [^' @-, (fl)' at - Io" (p-, (t))' dt : - Í:, (p-, (t))' dt - lr* (ç-' (fl)' atJo
r': - J,, (p-' (t))' dt < o
(pois (ç-' (ú))'> 0qsem [0,"]). Logo, "(') éAC,pelaproposição18.12, com [a, b) -lcd] 
: [0, T),u(') : ,('),,
u (') :,P-' (').
lPodemos mostrar que p(.) é ÀC de forma mais simples: como L*u(.) é mensurável (pelo teorema 10.22, com D - [0,tl'],
/(.):u(.),g(')éafunçãotr-+1eodornÍniodedefiniçãode/(.)+s(-)ciguala[0,7]) e
['i-*u(r)l drs ['Ld.r+ ['Wft)l d.r<?+ €oT:it+eo)?<ooJo Jo Jo
(poisz(.) tem valoresem [-es,es]), temosque 1*z(.) e .L'(0,?), eportanto eOeAC,pelaproposição 18.7, corn (a,b): (0,7),




Calculemos agora *'(t): pela proposição 18.11, com [a,b] : [c,d] : [0,7),,u(') : z('), r(') :,P-1('), vem
1 ,' (r)
1*u(r) 7+u(r) qs em [0, "]
Esta transformação de Erdmann deixa X invariante: como z(-) € f (n (.)) c X, então ,'(r) e K qs, e como
#- ) 0, logo *'(t) - ffi € K qs, visto K ser cone. O uresmo acontece para as outras restrições d.e X,
isto é, (" (0)," (T)) - (z (0),, (T)) Ç. C, r(t) - z (r) ef,) para qualquer ú € [0,7].
Para qualquer e ) 0 existe, para gt r, um número positivo I ?) tal que
t,(,)t íry(,) + lr(]#) rr*u(,)) -dl,,?)»l .; . (2.8)
Iremos limitar a escolha de u desta maneira. Recorde-se que *' (t) : ffy. Vamos mostrar que a função 7 (')
podeser consideradamensurável, etal que para t W, r' (t) e i,nt(dom L(t,x (ú) ,')). Fixemos e ) 0, então pela
proposição 2,16, vem
J uma função mensurável ?1 (.) : [0,7] -* (0, +*) tal que
(2.4)
n'(t) - (ro,p-')' (ú): ,'(e-' (t)) (e-'(ú))': ,'(r)
l, (+íg) r, * u(,)) - o u,'(")t)l
e
l" Í)l < z' (") -\ í fi rs em [0,7] ;
I uma função mensurável rz (.) : [0,7] - (0, +*) tal que
l" (r)l í rz (r) , (* (r) ,,(r) , ffi) . o qs em [0, ?]
Notemos que
t (r(r) ,, (r) , ffi) . n L(t,r(t),*'(t)) e R
++ n'(t) e dom L(t,r (t) ,') -int(dom L(t,r (ú) ,')),
pela hipótese básica (az). De (2.5) e (2.6), concluímos que
I uma funçã,o mensurável "yzO: 10,7] - (0, +*) tal que





u (r) e [-e6, e6] <+ l" (")l í eo. (2.8)
E portanto, juntando (2.4) , (2.7) e (2.8), resulta que a função ry(.) que verifica o pretendido é a função
ry (.) ' [0, "] - 
(0, +oo) dada por 
l ?):_ min {r, (r) , h?), ,o}.
Calculemos ÀB (r (')) :
Àa(,(.)):l,,,(l,,(t)Dd,t:Io,,(ffi)t,*tl(r))d'r,
pelo lema 18.14, onde t: ?(r),, ü(t) - 0(l*' (ú)l), ç(a): P(0) :0,9(b) : 9g) - T, o,:0, b: T,
,1,(ç(r)) :0(l*'@(r))l) :0(lr'(ú)l) : , (#g), *'(") : 1+ u(r). Para isso <p(') tem de ser monótona
2.1 A condição necessríria intermédia
e o integrat Jo" 0(l*' (ú)l) dú tem de existir. De facto, çO ê crescente e o integrat f 0(l*' (ü)l) dü existe se
ff r (1"'(t)l) dt ou I{ e* (1"'(t)l) dt e IR, onde
o (l*'(')l) : e* Q*'(')l) - e- l*'(')l),
sendo
0+ l*'(.)l) - max {0 (lr'(.)l) ,0}
e 
o- (l*'(.)l) - - min {g (l*' (.)l) , o}.
Por hipótese, d(-) e C'([0,+m)) eé crescente, entãofixando a € [0,**), existe le -0 (0) € IR. talque
0(o)>á(0) :6,
o que mostra que d (.) é limitada inferiormente. Isto é,
I /c e IR : 0(") Z k,V ae [0,+oo).
Em particular, paxa quase todo t e [0,7], substituindo a por l"'(ú)1,
1 k € lR : d (1"' (t)l) ) /r, qs em [0,7] .
Isto é,
I /c e IR :0(1"'(t)l) - k ) 0, qs em [0,7] .
Consideremos a função á1 : [0, T] * [0, +oo) dada por
0r(t) :- 0 (lr'(ú)l) - k, es em [0,7] .
Mostremos que o integral
[' ,, (t) dt
Jo
existe. Paraisso,vamosusaranotal!.7,comD:[0,7),Í('):0r('),/+(') -01 ('),Í- (') :0r('). Como
e{ @_ ma:r {ár (t) ,0} : á1 (ú) > 0





existem em [0, m]. Logo,
pelo lema 71.12, com D: [0, f), Í (') :0, g(') - 0{ ('), s (') : 0t (').Além disso, o integral
T
el Q) at e lo" u, (t) dt
Ír' u, (t) dt 
r- 
lo" 
o d,t : o
lo' 
t, (t) dt, 
lo' 
o d.t : o,
e
1,, 1,, t:lo" ,r(t) dt -- Ir' o[ (t) o, - l,
T
0, (t) dt - e[ (t) dt - 0dt- e{@ dt>o
L0
existe em [0, m]. Notemos âgora que
0r(t) : 0 (lr' (ú)l) - k + 0(1"' (t)l) : 0' (ú) + /ú.
E temos
k1 s 0+ l*'(t)l) : max id (1"'(t)l) ,0) _ max {ár (t) + k,0}
para algum Ê1 e R (pela proposição 11.74, com a:01('), á: 0), logo
7T rT fT f7:




(pelolema LL.12,com D - [0,7), Í (') : kr, s('): 0+ (l*' (')l) "" primeiradesigualdadee /(') - á+(lr'(')l),
g (.) : d, (.) *max {k,0} na sepçunda desigualdade). E como Ií e, U) dtexiste em [0, m], não podemos garantir
que f 0+ (l*'@l) dt € R, nem que á+ (1"'(.)l) e r'([0,"] ,R"). Temos também
S -min{dr (t) ,0} - min{k,0}:0 -min{k,0} - -min{fr,0}
pâra algum kz e R (pela proposição 2.17 , com a: át (') , b:0), então
ttc T { [" ,- (lr' (t) D d,t s !r' f-min {k,0}] 
dt - -T min {k,0} < *- -Jo
(pelo lema 11.72, com D - [0, T), Í (') : kz,9 ('): 0- (l*' (')l) "u primeira desigualdade e /(') 
: 0- (1"'OD,
g(-) - -min{k,0} na segunda desigualdacle). Logo Ií f (1"'(t)l) dt € R. E portanto, o integral
l{ e (1"' U)l) dú existe como pretend.ido.
Paraesuflcienternentepequeno,temospoIhipótese/("(.))>
" (-) € ,q,Ce ([0,7j , R,o), pois
T
0 (*' (t)l) dt : 
Ío
T




o (1,' $)l) dt
t;
rT-
J, i at+ 0 (lr' (t)l) dt
T
0 (lr'(ú)l) dú ( m (pois , (.) e eCe (l0,rl , R") ).
2.L A condição necessiiria intermédia 11
Além disso, por (2.3), vem








t;(L + u(r)) dr - o (lr' $)l) dr
(1 +u(")) -0(le'(t)l) dr





Logo, para e sufi.cientemente pequeno, Le (* (.)) está suficientemente perto de ÂB (, (.)). Entã.o, por hipótese,
/("O) > Í (, (.)) para qualquer r(.) AC admissível para (P).
(Parte 2 da dernonstração do teorema 2.1 : o problema de controlo óptimo)
Consideremos um problema de controlo óptimo (associado àquilo que foi dito anteriormente) cujo estado é








O controlo u está sujeito a lu(t)l í'y(t) qr, e as condições de fronteira são s(0):0, s(7) -7, y(0) :0. O




IlunlIIuzar ,bGQ) ,, (D) + 
Io
Í, çt, ç' (t) ,y (t)) ," (t)) dt -: I ((s (.) , s (.)) , " (.))
U (t) qs em [0,7] ,
(r'(t) ,v' (t)) ó(t,("(t) ,a QD ,u (t)) qr em [0,7] ,
(r(0) ,s(0)) Co, (, (r) ,,a (T)) e Ct,
onde:
(u) , : [0, ?] -- IR2 com r (ú) : (t (t) ,y (t)) é AC;
(b) 
" : [0,7] 
--r IR. é mensurável;
(") U : [0, 7] -+ IR é a multifunçã,o dada por [/ (ú) :- l-t (t), ry (ú)];





(") Z: [0,?] x lR2 x IR ---+ IR com Íçt,1t,ü,u):í(t,s,u) ê dada por
, (,, ,(t) ,#) (1 + u) * r a (qg) r, * "1
L (t,A,u)
L (t,T,u)
yo (t) :- o (lr' j)l) dr,
t e [0, r] \Ir
u € [-es, es]
iS e d,om L(s, a (t) ,-)
s e [0,7]
t e [0,7] \lr
u € [-es, es]
ffi e d,om L(s, z (t) , .)
s(0
t e [0, r] \lr
u e [-es, e6]









.ly' :- {t e [0, T]: z'(ü) não existe ou z'(t) é dom L(t,z(t),')];
(f) ,á : [0, 7] x lR2 x IR --. lR com ,h (t, (t,y) ,,u) = ,h (t,u) é dada por
,t (t,u): 
{ 
(' * " (qs) r' *'l)'" jj:,j.1
(e) Co ,: {(0,0)} e C1 :: {7} x R.
O nosso objectir,'o é aplicar as condições necessárias do teorema 2.3, cujas hipóteses terrros de verificar.
(Parte 3 da dernonstração do teorerna 2.1 : adrnissibilidade das funções us ('), so (') " Vo ('))
Consideremos as funções u0: 50, go : [0, T1 - ]R' defi-nidas por
,o (ú) ::0,
ss (Í) :- ú,
Í,'
respectivamente, pelo que ("0 (.) , go (.)) ê o estado correspondente ao controlo us (')
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Notemos que as soluções das equações diferenciais
ds
*:1+u(Ú)' (2.e)
*:r( lr'(t)l1+u(ú) (1 + u (ú)) (2.10)
são, respectivamente, da forma :
s(t) :s(0) + lo'l+z(r)l d,r: lo'l+u(r)l d,r:r* louQ) d.r
e7t
aG)_y(0)+lo,,(ffi)t,*u(,))d,r_I,,,(#)t,*u(r))d,r.
Comecemos por mostrar que qualquer solução da equação diferencial (2.9) é absolutamente contÍnua. De facto,
como s(.): p(.) . ç(.) e AC então r(.) é AC. Mostremos âgôrâ que qualquer solução daequação diferencial
(2.10) é absolutamente contínua. De facto, de (2.3), vem
tve (zo) - , . Io', (##) tt *, (,)) d,r < Ive (,o) + u,
donde
t,
(pois z(.)e ACs(l},7l ,R')) eafunção
T / lr'(r)l \\iEol0 (1 +u(r)) dre R
tr+o(#fllr) t'* u(t))
estáemr'([0,?] ,lR"); logopelaproposição18.7(com(o,b):(0,7),f(') :y('),Í:t,t:reg(') como
sendo a função t a 0(HI) g+u(ú))) temos que a função y(-) e AC. Assim as soluções das equações
diferenciais (2.9) e (2.10) são AC. Como 
"o 
(ú) ::t* [i"o(r) d,r é solução d.a equação diferencial
#:1 * us (ú)




yo (.) são AC. Além disso, verificam-se a.s condições de fronteira : s6 (0) :0, so (7) : T . Ao (0) :0.
Tambérn, temos as restrições :
,o(t):0 € u (t) '- [-T (t),t (ú)] , pois 1(t) > 0 
qs em [0,7] ;
(rá, (t) ,a[!»: (1, 0 (lr'(ú)l)) : ó(t,('o (t) , yo (ú)) ,"(t)) qs em [0, 
"] 
;
(ro (0) ,Eo (0)) e Co,, (ro (") ,yo (T)) : (r, lr' ,l,'(r)l) ,") 
: (T,tve(r(.))) e Cr.
Verifiquemos que o controlo ro(.) e o seu correspondente estado (to(.),go(.)) resolvem o problema (P").
Consideremos um controlo qualquer u(t) e U (t) qs em [0, 
"], 
e o seu estado correspondente (, (') , y (')). Então
L4
,(.), u(.) são AC, lu(t)l < t(t) qs em [0,"], s(ú) - t* Iir?) dr, a(t) - #, (*t#) d,r, s(0) : 0,
"(7) -7, g(0) 
:0e((s('),y(')) ,r(')) verificaasrestriçõesdoproblema(P").Logo,
r ((so (.) , yo (.)) , ro (.)) _ ,1, Go (T) ,ao(r)) + lr' ,(t, (ro (t) ,ao(ú)) , ro (t)) dt







0 (lr' ft)l) dr - ÀB (, (.))






o (lr' ft)l) dr
0 (1,' (ú)l) dú
2
0 (lÍ;/ (ú)l) dt +




L (t,, z (t) , r' (t)) dt * r Ats (, (.))
A (, (.)) * r /\s (, ('))
/("(.)) > Í (, (')) V r(') ACo ([0,7] ,R') admissível para (P) ,
r ((so (.) , yo (.)) , "o 
(.)) _ Í (, O) S / (" (.))
: 
^("(')) 
*r tve(r(.)) +o lÀa("(.)) - tve(z(.))l'
(2.11)
T








0 (l*' (ú)l) dú - LÍ,
1,"
,' (r)
L + u(r)u 

















*(s) ds, z (r) , ffi) (1 + u (r)) dr,
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onde ú - ç(r), ú(t)_ L(t,,r(t) ,r'(t)), ç(a)_ p(0) _ 0, p(b)_ pg)_ T, e,_ 0, b- T,,lr(ç(r)) _ L(ç("),n(p(")) ,*'(p("))), p'?) : 1+ u(r). Para isso 9(') tem de ser monótona e o
integral Í{ L (t,u (t), r' (ú)) dt tem de existir. De facto, p (') é crescente e o integral
ff Lg,n(t),r'(ú)) dú exisre *" ff L- (t,,*(t),"'(t)) d,t ou ff L* g,r(t),*'(t)) dú e IR,, onde
L(',* (') ,r'(')) : L* (',r(') ,r'(')) - L- (',"('),r'(')),
sendo
L* (',rc (') , ,' (')) _ rrlax {I (., , (.) , "' (.)) ,0}
e 
L- (,n(.),r'(.)) - -min {L(.,r(.) ,r'(.)),0}.
Por hipótese,
L (t, s,u) > I (s) ,
paraalgumafunçãol(.) Iocalmenteliuritadainferiorrrente. Ouseja, paracadaS€ O, la€R,I r; )0:
l(r) >a,Vs ÇA:-3*r18.
Assim,
3aÇIR:.ó(ú,s,u) 2a,Vte [0,7] ,V sÇA,Vu€IR*.
Em particular, para quase todo ú € [0,7], substituindo s por r(t), u por n'(t),
f a € IR : .D (t,,r (t) ,*' (t)) ) a, qs em [0,7] .
Isto é' 
i a r_rR. : ^[ (t,,r(t),*' (t)) - a)0, es em [0,?] .
Consideremos a função .L1 : [0, T] - [0, +oo] dada por
L, (t) :- L (t, n (t) , *' (t)) - o, es em [0, 7] .
Mostremos que o integral
[' ,, (t\ dt
Jo
existe. Paraisso,vamosusaranotalt.T,comD-[0,7],Í(.) :Ir(.),/*(.) --Ll ('),/-(') : L,,('). Como
L{ (t)- ma,x {I, (t) ,0} : ,1 (ú) > 0
Lt (t): - min {rr (t) ,0} : 0,
então
e
existem em [0,m]. Logo,
T
L{ (t) dt e Lr (t) dt










Ll U) dt> 0 dt :0,
pelo lema L1.L2,, com D: [0, T], Í (') -- 0, g (') : L{ ('), g (') : Lt ('). Além disso, o integral
Í;I, L, (t)
T
Lr (t) o, : 
lo
T
L{ (t) dt - dt lr' tt (t) dt - lr" o d,t - L{(t) dt>0
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existe em [0, oo]. I§otemos âgora que
Lr(t): L(t,tr (ú) , *'(t)) - a # L(t,r(t),*'(ú)) : L1(t) + a.
E temos
a1 S L+ (t,n(t),*'(t))_ max tL(t,*(t),"'(t)),0) : max {,L1 (t) + a,0}
para algum o1 € JR (peta proposição 11.14 , com a: Lr ('), b : 0), Iogo
rT 7T 1T fT
ar T S I r* ft,r(t),r' (t)) dt < I rr(t) dt + / ** {a,0) dt - I t r(t) dt*T maxir,0}- -Jo \/' \/' -Jo Jo ' Jo
(pelo lema 71.12,, com D - [0,"], /(') -- att g(') : L*(',r(') ,"'(')) na primeira desigualdade e
/(-) : L*(.,r(.) ,"'(.)) , g(-) - L1 (') +max{a,0} na segunda desigualdade). E como ff t-,r(t) dt eúste
em [0,m],nãopodemosgarantirqueff L+(t,,n(t),"'(t)) dúe IR,nemque L+(.,Í(.),"'(.)) €11 ([0,?] ,R').
Temos também
para algum az € iR (pela proposição z.LT , com a - L1('),b - 0), então
a2T I [' t- (t,r(t),*'(t)) ort lo' [-rnin{o,0}1 dt--? min{o,0} 
( oo
Jo
(pelo lema L!.72, com D : [0,f], /(') : &2, g(') : L- (',r(')'r'(')) na primeira desigualdade e
Í(.):L-(.,u (.) ,r'(.)),g(.) :-min{r,0}nasegundadesigualdade). Logo, Í{ L-(t,,r(t),*'(t)) dúe IR. E
portanto, o integral Í{ L (t,, r (t), r' (ú)) dú existe como querÍamos mostrar. Logo o lado direito da desigualdade
(2.11) éiguala:
[^,t,(,.,,,,(,),#)«'*,(,))d,r*,lo",(ffi)r'*,('))dr*Jo\
+o ls(") - tYe(r('))l'
:l,,|'(,.,,,,(r),ffi)i,*u(,))*r0(##)t,*"("))]d,r*
ro la(") - IYe(r('))l'
T
í (r, (, (r) ,s (r)) ,u (r)) dr * ,h G V) ,a g))
_ j ((' (.),y (.)) ," (.)).
Entã.o, ((ro (.) , go (.)) , "o 
(.)) resolve o problemâ (P.)
:1,
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(Nota : para podermos aplicar o princípio do máximo (teorema?.3 abaixo), as partes 4 a 18 da demonstração
consistem na verificação da validade das suas hipóteses.)
(Parte 4 da demonstração do teorema 2.1 : verificação da hipótese (z) do teorema 2.3)
Comecemos por verifi.car que : existe ô > 0 tal que
r (t) -(, (t),y (t)) € D6 :: B((ro (t),ao(ú)),ó), V ú € [0,7],
para qualquer r (.) : (r (.) ,8 (.)) admissível e respectivo controlo z (.). Sabemos que, para cada t € [0,T1,
B((ro (t),ao(ú)),ô) : {(, (t),a (t)) e IR' , l(s (t) ,a(t)) - (ro (t),ao(ú))l < ô}.
De facto, existe ô - 6o T * e tal que para qualquer controlo "(-) e correspondente estado (t(') ,y(')) vem :
l('(t) ,a(t)) - ('o(t),so (t))l : l(r(t) -'o(ú) ,aU) - so (t))l
: lr (t) - ro (t)l + ly (t) - ao (t)l (aplicando a norrna da soma)
lr* l,' 










l" (r)l dr + (t + u(r)) dr - e (lz' (r)l)








uo d,r * Ir' +dr (por (2.8) e 
(2.8))
eoT *e:á,Vte [0,7] ,
isto é,
e
l('(t) ,y (t)) - (ro (t) ,ao(ú))l < 6, V ú e [0,7] .
Notemos que Ex é a projecçã,o do gráfico de um tubo E, pela definição 2.4, com
,9 :: {t , (t,(r, g)) € X para algum (",y) e IR2} : [0, ?] ,
E; :: {(r, y) : (ú, (s, il) e E} : B (("0 (t) ,yo (t)) , ô) Vú e [0,7]
x:: Graf (E,): Graf (B(("0 (t),,ao(ú)),á)) - {(ú, b):t e [0,"] ,be B ((ro(t) ,so(ú)) 'ô)]'
(Parte 5 da demonstração do teorema 2.1 : verificação da hipótese (zi) do teorema 2.3)
Verifiquemos que ' U (.) tem valores nã,o-vazios e o seu gráfico,
Graf (U) :- {(t,r) e [0,"] x IR : t e [0, T), ue U(t)]
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é L@B-mensurável. Pela construcção do problema (P"), LI : [0,?] -] R é a multifunção dada por
Lr Q) ,- l-.y (ú) ,.y (ú)1, mas
u(t) : l-ry(t) ,7(ú)] -{u €lR: a < j (ú)}n{ue R:-u 17(ú)i
{u e R : h1(t,u):u <t (ú)} n {u e IR.: h2(t,a): -u S f (t)}
th (t) Àu2 (t) ,
para as multifunções [! , (Jz : [0,7J --+ ]R dadas por Ul (t) :- (-*,7 (ú)] e U2 (t) ,- h (ú) , +m), e parâ algumas
funções carathéodory h1, hz , [0,7] x IR -* IR, dadas por
h, (t,u) : hr (r) - o
e
hz(t,u) =hz("):-'t).
De facto. hr (.) não depende de ú, então hr (.,rr) é mensurável para cada u e lR. e h1(t,,.) é contínua paxa cada
ú € [0,7] (pois h(t,.) é uma função linear). Analogamente, como hz(.) não depende de ú, então h2(.,a) ê
mensurávelparacadau€lReh2(t,,.)écontÍnuaparacadaú€[0,f] (poishz(t,.) éumafunçãolinear).
Logo, hr(.) " 
hz(-) são funções carathéodory, pela definição 21.9, com 7: [0,TJ, Í (.) : h, (.) , f (-) : hz(-),
r : u. E consequentemente, ht(.) e hz(.) são integrandos normais pela proposição 21.10. Então, como 7(')
é mensurável qs em [0,7], temos que U, ( ) " Uz(-) são mensuráveis e têm valores fechados, 
pela proposição
27.6, com,S: [0,7),n-L, Í (') : hr('), /(') - h2('), o -1('), s: t,n: r,f (') -Ut('), f ('): Uz(')-
Logo, U (.) é mensurável e tem valores fechados, pelo teorema 20.13, com ,S : [0, T], n: 1, lr (') : Ut (.),
fz (') - Uz (')' r (') : U (')' Finalmente,
Graf (U) -- t(t, r) € [0, r] x IR. : u Ç U (t)]
{(t, rr) € [0,7] x IR. : u € l-l (t),ry (t)]]
{t} " [-ry(t),?(ú)]
é L&B-mensurável, pelo teorema 2L.7, com T: [0,7], F (') : U('), n: L. Evidentemente ro('),á uma
selecção mensurável de t/ (').
(Parte 6 da demonstração do teorerna 2.L : verificação da hipótese (iii) do teorema 2.3)
Verifi.quemos agora que : ,h (.) é,localmente lipschitziana. Ou seja, pela definiçáo 22.L, queremos mostrar
quepara cada (s*,A\ € IR2, existemE > 0 e L> 0 tais que
lrlrGr,ai -rl,Gz,yz)l S L lbr,yr) - (tz,yz)|, V (tr,Ur), (tz,yr) € B((s*, a*),€).
Mas como ú (.) não depende de s, basta mostrar (ver proposição 2.L4) que, para cada y* € IR, existem a > 0 e
L>Otaisque
lrh @r) - rl, @r)l í L ly, - arl,V ar, uz € B (y.,,r) .
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lrl, @r) - ,b @z)l - lo lr, - Àa (, (-))l' - o la, - Ive (z( ))l'l
: l" @r- Âe (, (.)))' - o (az - Íye(, (.)))'l
tr: l" lr? -2h lve(r(.)) + (Àp(r(.)))' -a3+zaz tre(r(.)) - (Àa(rO))'] |
: 1"lla? - a', - 2 t\s (z (-)) (E, - aill
_ o l@t+az)(ar-aà-2Ats(z(.)) (y, -ar)l (pois o > 0)
: o l(s, -t az - 2 trs (z (.))) (s, - az)l
: z" (a-'l+ã+llve(r0)l) lar-azl
- 2o (la*l +t+ltyeQ(.))l) lar-azl
: L lyr-azl.
(Isto deve-se a,o facto d. yr,, Az e B (A*,ã), pois assim vem
lvrl -ls"l <lar-u*l <ê+larl <ls.l+e
e 
Wrl -ls.l í la, - a*l <ê + lvzl s la*l + a.)
(Parte 7 da demonstração do teorema 2.1 : verificação da hipótese (u1) do teorema 2.3)
Mostremos que: para cad.a r(.) : (r(.) ,y(-)) € R2, a funçã,o_Í(-,*,.) ê LBB-mensurável. Como Z(.)
nã,o depende de gr, vamos mostrar que, parâ cada s € IR, a função L (-, sr -) é L I B-mensurável. Consideremos
novamente o conjunto
-l[:- {t e [0,7]: z' (t) nãoexiste o\ z'(t) #dorn L(t,z(t),')],
o qual tem medida nula, pois e/ (ú) existe qs em [0, 7] ott z' (t) # dam L (t, z (t), .) qs em [0,7].
Fixemos s e [0,7]. E consideremos a,s funções gr : [0, T] x IR --. IR dada por
, (',2 (t) , #) (1 + ?,)
t e [0,7] \N
u € [-es, es]






e gz: [0,7] x lR. ---+ IR dada por
gz (t,u) :-
I "'(t) I*u (1 +u)
L
, € [0,7] \n









Comecemos por mostrar eue 9r (.) é L I6-mensurável. Seja /r1 : [0,7] x IR* * (-oo, +oo] definida por
Í: (t,() ,: L (s, z (ú) , C) .
Por hipótese ,L(.) é própria e pela hipótese básica (iu),, a função (r,r) r-, L(t,,s,u) é sci, entã,o pela nota
2.71, a função u,--+ L(t,s,,u) é própria e sci (onde /(') será a função (r,r) r+ L(t,,s,u) " h,(') será a funçãour--+L(t,s,u),n:s,a:u). Pelahipótesebásica(u),paracada(ú,s) e [0,7] xCI,afunção L(t,s,') éconvexa
e o domín\o dom L(t,s,.) é um conjunto aberto, convexo e nã,o-vazio. Também, por hipótese, z(') e f (r(')),
logoz(ú)€Qparaqualquerú€[0,f].Então(substituindoemL(t,s,t,),úpors,sporz(t)eupor() para
cada Í € 10,7] fixado, ,fr' (ú, -) é própria, convexa, sci, o domínio é um conjunto aberto não-vazio, e seja qualquer
Ç ç dorn Í: (t,.) : i,nt (dom Í: (t,,.)). Fixemos ú € [0, 
"] 
e definemos /"1,t : IR' ---+ (-*, *oo] por
/,1,ú (() ,: Í! (ú, () ,
a qual, pelo que acabámos de referir, é própria, convexa, sci, o domínio é um conjunto aberto nãovazio e
C e int(dom /.1,r). Então a função Í!,r,(: IR --+ (-*,-lm] dada por
| Í:,,(#) (1 + u) se u > -t
I





(s,z(t) ,á) (1 +u)
t (', z (t) ,#) (1 + u)
é própria, convexâ, sci, pela proposição 2.12, com / (') : /"',, ('), r : C, Í- O : /.1,r,ç ('). Além disso, pela
mesma proposição, como Ç e int (a*, /.1,r), então 0 e int (ar* fJ,r,,). Em particular, para cad.a t e [0,7] \Iü,
substituindo ( por z' (t), temos que a função fl,r,,,(ú) : IR * (-m, *oo] dada por
, (',,(t),#) (1 + u)
too
*oo
Í!,r,r,1r1 (') ,{1, , (',r(t),#) (1 + u)
é própria, convexa, sci e 0 e int(aorn Í!,r,,,(r)). De facto, isso acontece, pois, por hipótese, z(') e f (z(')),
enrã,o tí L(t,z(t),r'(t)) dt - À(r(.)) < l1,(E(.)) e IR., para alguma firnção lipschitziana r(.). Donde, pela
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nota 11.10, L(t,z(t),r' (t)) e IRqr (onde/(.) éafunção t*+ L(t,z(t),,r'(t)), D - [0,f]). O quesignifica
que z'(-) e dam L(t,z(t),.) qr. Em particular, para s e [0,7] fixado, r'(.) Ç dom L(s,z(t),.) qt. Desta
maneira, como dom Íl,t-dom /"'(t,.):darn L(s,z(ú) ,.) éaberto, istoé, dom Í!,t-int(d* /"1r),ecomo,
para cada t e [0,f] \N, ,'(t) e d,orn Í],t:int(d,oml.],r),então 0 e int(0"* fl,r,r,).Segue que a função
Í1,r,,,(r): IR - (-*, +*] dada por
, (,,z (t) ,+S) (1 + u) se u € [-to,to]
Íl,t,r,(t) (z) :-
ê própria, convexa, sci e 0 € int (dom Í!,r,",(rl), uma Yez que o
Í? ,10,"1 x R * (-m, +*] dada por
, (,, z(t),#) (1 +u) SE
caso contrário
ú € [0,7] \lr
u e [*es, es]
tÇl{






Fixamos t e [0,7], que está em tr/ ou não. Se ú € N, então
( O seu€[-eo,rol
Í? (t,u) : {
[ +* caso contrário.
Logo, Í? (t,,-) é própria, convexa, sci e'int(dom f?(t,')) : (-"o, ro) * a. Setç N,, então
Í? (t,,,,) : {' 
(''' (t)' **") (1 + z) se u € [-'o' 
"o]
[ +* caso contrário.
E como Í? (t,.) _ f!,r,",1ry (.), se t ( .^f, temos que Í? (t,.) ê própria, convexa, sci e
0 e int(O*"Í1,r,,,,) - i,nt(doml,'(t,.)). Portanto, para cada t e [0,f], f?(t,') é própria, convexa, sci
eint(a"* Í? (t,)) + o. Fixemos u € lR. Então u€l-es,ee] ou não. Se u#l-eo,es], então
f: (t',u): *oo, V t e [0,,"] '
Neste caso, como Í? (t,u) não depende de ü, temos que .fr2 (., r) é mensurável, para cada u e IR\ [-to, to].
Fixemos u € [-es, e6], entáo
Í? (t,,, :{' 
('' z(t)'#)(t +u) se Ú € [o'"]\N
I O seú€.ô/,
isto é,





é mensurável. Mostremos que, de facto, assim é. Definamos a funçáo fr: [0,7] x IR2' * (-*, *oo] por
7, G,, er,, ez) :- L (s, er, Ç) .
Como, por hipótese, -L(-) é rg nas 2o e 3o variáveis, então L(r,-,.) é sci. Logo, Ã t-l é um integrand.o normal,
pela nota 27.2, com /(.) : ÂO,O(') - L(s,','), r: ((r,Çz), s:t,5: [0,7]. Como ,(') é, AC, então a





é mensurável. Fazendo a composta, temos que a função





é mensurável, pelo corolário 21.4, com ,S: [0, T], Í (') : /, O, *(') - Ít ('), t : ú. Além disso, pelo teorema
10.21, com D: [0,7), Í(.) a funçã.otv-+ r(r,z(t),#) , c:1+u, domÍnio de definição de c Í: [0,?],
resulta que a funçã,o
t-» L s,z(t), ,' (t) (1 +tl)L-lu
é mensurável. Logo, pela observação L0.24, com D : [0,f] , Í(') a função t t+ L(s,z(t) ,#)(1 +z),
g (.) : f? (.,2), resulta que Í? (.,u) é mensurável, para cada u e l-es,es]. Portanto, para cada u € IR, Í? Ç,")
é mensurável. Logo Í? O é um integrando normal, pelo corolário 2t.5, com ,S : [0, T], n -- L,, f (_) : Í? ('),
s : t, n : 'r.1. Entào f? O ê L Qg 6-mensurável, pelo teorema 21.3, com ^S : [0, T,1, n - 1, Í (') : Í? ('), s : t,Í :'t.1. Consequentemente, o conjunto
A1 :- {(t,") € [0,"] x IR : f? (t,u) < +*]
{(t,") € [0, "] 
x IR : Í? (t,u) e R]
{{r,") € (10,"1 \rr) x [-Eo, ,s1 , ffi e d'om L(s,z(t) ,')] u, x [-e6,es]
é L@B-mensurável, pelo corolário 10.18 (alínea (b)), com D:10,,?] x IR, /(') : Í?('), a - (t,,u)- Então, a
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função .I,' , [0, 
"] 
x IR --+lR dad.a por
Í? u,") f? (t,u) x,q,, (t,u)
t (',, (t),#) (1 + z)
t e [0,7] \lr
u € [-es, es]
e dom L(s,z (ú),.)
ü€trtr
z € [-es, es]
f? (t,")
0
se (ú, u) e A1









z € [-es, es]
ffi e d,om L(s, z (ú) ,.)
caso contrário0
ê Le6-mensurávelem [0,T]* IR, pelo lema 2.6, com /(.) : Í?(), D: [0,7] xlR, D6 - A1,t: (t,u),
g(.) :7:çl.nrur,I3(.):gr(.),entã,opelanotaL0.24,com/(.):Í?çl,g(-):gr(.)eD-[0,"] xlR,temos
eue 9r (.) é L I B-mensurável em [0, "] 
x IR.
Agora varnos mostrar eue 9z (.) ê L86-mensurável. Por hipótese, 0(.) e C'([0,**),R) é estritamente
convexa e estritamente crescente, então 0(.) ê contÍnua em todos os pontos de [0,+*), pela proposição t6.2,
com X: [0,+*) " /(-) : eO.Logo, eO ê sci, pela nota 6.27, com.E: [0,+oo) " /(.) - eO.Definemos afunção â] : [0,7] x IR." * (-m, *oo] por
h! (t,()':, á (l(l), onde r ) 0 é a constante do enunciado.
Para cada t e [0,?] fixado,,hlU,-) é própria, convexa, sci e o seu dornÍnio dorn h!(ú,') : R'é um conjunto
aberto nã,o-vaaio (pois é a composição das funções C H l(l e (, r+ r á((r)). Seja qualquer
e edomnlU,):int(dom hl(t,-)) :lR'. Fixemos ú e [0,7] edefinemos hl,r,lR.'-* (-oo,*oo] por
h],, (() ,- hl (ú,0 ,
a qual, pelo que acabámos de dizer, ê própria, convexa, sci, e C € int (dom h!,r)
_ dam hl(t,.) : IRn (isto é, o seu domÍnio ê um conjunto aberto nã,o-vazio).
: dom h!,, _
Então a função
24
h|,r,ç: lR ---+ (--, *oo] dada por
*oo
*oo









n1,, ( C1*u )
hf,,r,< (u) ,*, h:,,(#) {r+")
"r(1,*-l) (1 +u)
,tP,"'(l#l) (1 + u)
é própria, convexa, sci, pela proposição 2.12, com /(') : h!,r('), r: Ç, í-O: h},r,<('). Alêm disso, pela
mesma proposição, como Ç e i,nt (dom h!,r),então 0 e int (ao* nr,r,r). Em particular, parâ cada t e [0, 
"] 
\N,
substituindo ( por ,' (t), temos que a função hl,r,r,qr1: lR -- (-*, **] dada por
", (l#D (, +?,)
,'(p, " (líS) (1 + u)
*oo seu(-1
é própria, convexa, sci e 0 € int (dom h},r,r,1ry). De facto, isso acontece, pois, por hipótese,
z(.)€ACe(10,71 ,R"),enrão I{e(lr'@l)dt(foo. Donde,pelanota11.10,0(lr'(t)l) e Rqs(onde Í(.)c"
função t,-- 0 (lr' Q)l), p : [0,f]1. O que significa que ,' (t) e dorn á (l l) qs. Desta maneira, como dom h!,, -
:d.om hl(t,.):d,om d(i.l) : lR'é aberto, istoé, domh!,r-int(domhl,r), ecomo, para cadat e [0,7] \lr,
hf,,r,r,çr1(u)::
Ál,r,r,çr1 (u) :-
se u € [-uo,uo]
,'(t
Ãf,,,,
) e d,orn h',,r : i'nt (dom h!,r), entã,o 0 € int (d,orn hf,,r,,,1ry)
,,(t) : IR ---+ (-oo, *oo] dada Por
O que implica que a função
*oo caso contrário
domé, própria, convexa, sci e 0 € i'nt hsrtrz'(t)
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hl : [0, 
"] 
x R - (-oo, *oo] dada por
h'" (t,u) :-
.r(líg)(1 +z)
t e [0, 
"] 
\lr
u € [-es, es]
ü€Ir
u e [-es, es]
0
*oo




Fixamos t e [0, ?], que está em -lfl ou não. Se ú € N, então
( O sez€[-ur,"o]
h? (t,r) : {
L +o" caso contrário.
Logo, t?(t,.) éprópria, convexa, sci eint(a*nn?(t,.)) - (-so, eo)#g. SetçN, então
nzQ,,l :{"' (lít?D (1 +u) se u € [-'o''o]
[ *o" caso contrário.
h? (t,u) :
caso contrário.




n? ft,-) hl,r,,'çq ('), se t #N temos que h7 Q, ) ê própria, corrvexa, sci e
d,omÉf,,r,,,(r)) : i,nt(domn?Q,)).Portanto, para cada t e [0,T,, h?(t,') ê própria, conve>ra, sci
e i,nt(dom h?(t,)) t o. Fixemos u € IR. Então u e [-es,e6] ou não. Se u#l-eo,es], entáo
n?G,u):*oo,Yte[0,r] .
Neste caso, como n?(t,u) não depende de ü, temos que hl(.,u) é mensurável, para cada u e IR\[-eo,eo].
Fixemos ue l-es,es], então
isto é,
h?(t,u) :" , (| #) ,t * u) qs em [0,?] .
A função
*-+r,(l#l) r,*"1
é mensurável. Mostremos que, de facto, assim é. Relembremos a funçáo h] : [0,7] x IR* * (-oo, *m] dada por
nl Q,,() r:, d (l(l), onde r ) 0 é a constante do enunciado.
Como ( r-+ , 0(lçl) é contÍnua, pois é o produto entre a composição de duas funções contínuas (( ", l(l "(r*r0(i*r))eumaconstante,entãoésci.Eportanto,r0(l.l)esci.Logo,hl}éumintegrandonormal,
pela nota 2L.2, com f (-) : à: (.), (D (.) : , 0 (l.l), r : (, § : t, S : [0, "]. 
Como , (') étAC, então a função
í, [0, T) - lR.' dada por 




é mensurável. Fazendo â composta, temos que â fulção
t r-- h!(ú, t(ú)) - n: (,, P. ") - 
r o(l#l)




é mensurável. Logo, pelaobsenação 10.24, comD : [0,r] , Í(') afunção t r--+ r r(l#l) {r+"1,
g(.) : h?(-,u),resultaque hT(.,u)émensurável,paracadaze [-ee,esl. Portanto,paracadau€lR, h?L',")
é mensurável. Logo h'"(.) é um integrando normal, pelo corolário 27.5, com,S: [0,7], n -1, Í (') : h?('),
s:t,n:'u,.Entãohi,Oé.C46-mensurável,peloteorema2l.3,com^9:[0,7],r,-L,Í(') :h?('),s:t,
fi :'tL. AIém disso, o conjunto
{(t,") € [0,7] x IR: h?(t,s) < +m]
{(r,") € [0,"] x IR: t?(t,s) e R]
(([0, r] \I/) * [-ro, uo]) u (l[ * [-ro, ro])
: 10,7l x [-es, es]
ê L&6-mensurável, pelo corolário 10.18 (a}ínea (b)), com D - [0,7] x R, .f (') : h?('), a - (t,u). Então, a
função ã3 ' 10, "] 
x R. -+lR. dada por
B1
:
h! (t,u) nZ $,u) xn, U,u)
h! (t,u)
0
se (ú, u) e 81





| , o(l*l) rr+"1 se: 
I 0
é Le6-mensurável em [0,f] x 1R, pelo lema 2.6,
g (.) :íi tS.Uas ãl (.) : sz(.), entã,o pela nota 10
eue 9z (.) ê L I B-mensurável em [0,7] x R.
caso contrário
com /(.) : h?ç), D - [0,7J x IR., D6 - Bt, t : (t,u),
.24, com /(.) : h?O, e(.) - sz(') e D - [0,7] x lR, temos
,r(lígD(1+?,)
t e [0,7] \N
z e [-es, esl
ú€.nf
u € [-e6, e6]
t e [0,7] \lr
u e [-es, e6]
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Assim, comogr(.) 
" 
gr(.) são ^C8B-mensuráveis em [0,7] x R, entãog, (.) +gz(.) é CBB-mensurávelern
[0,7] x IR., para cada s e [0,7] fixado, pelo teorema 70.22, com /(-) : gr ('), g(') : gr('),, D: [0,?] x R. Isto
é, a função
(t,,u)-,2(,, z(t),#) (1 +u) *r o(H) (1 +z)
êLe6-mensurávelsete[0,"] \N,ue[-e6,ro],íHed,omL(s,z(ú),.),s€[0,"].Eportanto,paracada
s e [0, T],7,(., s, .) é L @6-mensuráC
Fixemoss(0,entãoÍ1t,r,u):Í1t,0,u),seú€[0,"] \lf,u€[-es,td,H€d,omL(s,z(ú),').Ecomo
s-0€[0,7]ejá,provámosqr"Z(-,s,.)éC8B-mensurávelparacadase[0,?],emparticularí1.,0,.1 C
L 8 B-mensurável. Isto é, L(, t,.) é L I B-mensurável se s ( 0.
Fixemos s > ?. então Íçt,r,u):íçt,T,,z), seú € [0,"] \If, u e [-es,to], # € d,om L(s,z(ú) ,'). E
como s -T e [0,?] e jáprovárnosque Í(-,r,.) é L8B-mensurávelparacadas e [0,?], emparticular7.1.,T,.1
é L& B-mensurável. Isto ê, L(.,t,.)j L& B-mensurável se s ) ?.
Logo, para cada s € IR, a função L(-,s,.) é L 8B-mensurável.
(Parte 8 da demonstração do teorerna 2.L : veriftcação da hipótese (u2) do teorerna 2.3)
Mostremosque: existek(.) '{(t,"):ú€[0,Tl,,ueJl(t),,1(t)]] - (0,+oo) L@B-mensuráveltalque
para cada (t,r) € {(ú, u):t € [0,7] ,u €l-'yft),1(ú)]], L(t,,.,u) c lipschitziana em E1, isto é,
7. çt, çtr,ur) ,ü - 7-, (ú, (r, ,uz) ,u) < k(t,u) l("r,gr) - (te, ar)|,
pa,ra quaisquer (rr, yr), (rr, ail Ç E6 :: B (("0 (ú) , go (ú)) , á). Mas como Z (.) nã,o depende de gr, basta mostrar
(ver proposição 2.14) que existe k(.) ' {(ú,u):t € [0,7] ,ue l-1Q),1(t)]]:: (0,+m) L@B-mensurável talque para cada (t,u) € {(t,r):ú€[0,7),ue l-"v(t),1(ú)J], L(t,.,u) ê lipschitziana em
í, ,- B (ro (ú) ,6) - B (t,6), isro é,
lí$,,sr,u) -íU,sz,u)l =*G,u) lr,-s2l,Vs1 
,s2Çi1 ::B(ro(t) ,ô) -B(ú,ô) .
I
De facto, para cada (t,u) em {(t,u) : ú € [0, T1 ,u e [-r (t) ,l (ú)]], existe
k(.) ,{(ú,r): ú e [0,Tl,u e [-r(t) ,'y(t)]] - (0,+oo) 488-mensurável dada por
le (t,u) :-
cts l, (,, z(t),#) (1 + u)l * q l1 + ul
te[0,r] \N
u € [-es, es]
ffi e d,om L (t, z (t) ,.)
caso contrário,
para alguns 
"lo, "\ € IR.+ tal 
que para quaisquer sl, s2 € i; :- B (t,ó), temos :
lÍ$,,st,,u) -íU,sz,u)l = 
* (ú,r) lr, - rzl.
lVlostremos que, naverdade, isso acontece. Notemos que u € [-eo,es], pois [-'y(t) ,7(t)] C [-eo,es]. Fixemos
primeiro t e [0,7] \lf eu Ç [-f (t) ,T(ú)]. Entã,o, pela proposição 2.16 (ver (2.48)),




E sejam então sl, sz € [0,f] quaisquer, # e d,om tr(r, ,r(t),.), +B € d,om L(rr,r(t),.), logo
lí fr,sr, ?/) - Í Q,rr, ,)l s1,z(t),#) (1 +u) *r 0 (r+z) +
-'(,,,2(t),#) r'* u)-rr(Y#) r'*"r
l, (,,,,(t),#), (,,,,(t),#)l rr +"r
l,(







+"\ lr, - srl l1 + ul
L*u +"\11 +zl lr, - ,zl
(Isto acontece para qualquer ú com ffi e d,orn L(t,,2(t),.), pelo lema 2.!3,, com ú6 : t, s: z(t), u: ffi,
Lr:st,12-"r.) Fixemosagorâú€,^f eue [-ry(t) ,l(t)), então Í(t,.,,r)=0étrivialmentelipschitzianaem
E1 para qualquer constante de Lipschitz, em particular é lipschitziana para l*(t,u) - 1. Mostrámos portanto
que, paxa cada (t,u) e Graf (U),
lZU,sr,u) -ÍQ,sz,,u)l = 
* Q,u) lr, - szl, V §r, s2 e [0,"] .
Istog,í(t,.,u)êlipschitzianaem[0,"l.Ses(0,entãoZ(t,s,u)-!{t,0,u),ecomos-0€[0,7],temos
que ! (t,.,u) é lipschitziana em (-á,0). Se s > ?, então L(t,s,ü: L(t,T,u), e como s:T € [0,7], temos
que tr(t,.,y) é lipschitziana em (7,Ttd). Consequentemente, L(t,-,r) ê lipschitzianâ em (-6,7 +ô) e em
particular L(t,,.,u) é lipschitziana em E1.
Falta mostrar que k (.) é L I B-mensurável. Consideremos as funções k, (.) : [0,7] x IR --* [0, +oo) dada por
cls lt (r,z (t) , #) (r + u)l SEh (t,u) :-
0 caso contrário,
" kz (.) : [0,7] x IR 
-* (0, +oo) dada por
( t e [0, 
"] 
\,n/
I , e [-es,es]




( te [0,7] \,^,r
sel
l. u € [-e6,es]
caso contrário.
Comecemos por mostrar que k1 (.) ê L I B-mensurável. Seja al : [0,7] x IR.' - (-oo, *m] definida por
ar (t,() ,: L (t, z (ú) , () .
Por hipótese .L(.) ê própria e pela hipótese básica (i,u), a funçã,o (t,r) r-, L(t,s,u) é sci, então pela nota
2.ll,afunçãour--+L(t,s,u)éprópriaesci(onde/(.) seráafunção(r,r),-L(t,s,,u)uh*(')seráafunção
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a r- L(ú,s,u), n: s,A -a).Pela hipótese brísic* (r), para cada (ú,s) e [0,7] x O, afunção L(t,s,') é convexa
e o dornÍnio dom L(t,s,.) é,r- conjunto aberto, convexo e não-vazio. Tambêm, por hipótese, z(') € f (ã(')),
logo e(ú) € f) para qualquer ú e [0,"]. Então (substitúndo em L(t,s,u), s por z(t) " ?, 
por () para cada
ú € [0,7] fixado, at (t,.) ê própria, convexa, sci, o domÍnio é um conjunto aberto nãevazio, e seja qualquer
( e int (a*" aL (t,,-)). Fixemos ú € [0,7] e definemos a] : IR' --* (-*, *oo] por
"l (() ,: a7 (ú, 
() ,
a qual, pelo que acabámos de referir, é própria, convexa, sci, o domÍnio é um conjunto aberto não-vazio e
e e int (a*" a1). Então a funçáo ol,< r lR -> (-*, *oo] dada por
( "l(#) (1 +u) sez)-1
I
ol,<@) :- { ,{=, ,} (#) (1 + u) se u - -1
IL *m seu(-l
29
, (r,, (t) ,#) (1 + z)







é própria, convexa, sci, pela proposiçã,o 2.L2, com / (') : "l ('), r 
: (, Í- ç) : or1,( (')- Além disso, pela
mesma proposiçã,o, como ( e i,nt(d,ornar1), então 0 e int(O*""'r,r). Em particular, ptr&cada t e [0,f] \nf,
substituindo ( por ,'(t), temos que a função at,r,(t): IR ---+ (-*,*oo] dadâ por
, (r,,,(t),#) (1 + u)
,g, t(r,z(t),#) (1 +,,)al,z,(t)(u) :-
*oo seu<-1
é própria, convexa, sci e 0 e i,nt(ao*o'r,r,qr1). De facto, isso acontece, pois, por hipótese, z(') e f (E(')),




e IR, para alguma funçãn lipschitzianaT(.). Donde, pela
nota r1lf0, L(t,z(t),r' (t)) e IR qs (onde /(.) éafunção tr-+ L(t,,2(t),r'(t)), D: [0,"]). O que significa
que e/(.) e d,orn L(t,,2(t),.) qt. Desta maneira, como dorn a! : dom ol(t,'): dom L(t,2.(Ú) ,') é aberto,
isto é, 
'd,om a! * int (dom rrt), " como, 
para cada ú e [0,"] \N, z'(t) e dorn a! - int(d* o]), então
0 eint(O*" ol,rç1). Segue que a função ã1,,,çt1: lR--* (-*, +oo] dadâ por
ãt,",@ (u)
t (t,z (t) ,,#) (1 + z) se u € [-ro, uo]
*oo caso contrário
ê, própria, corrvexa, sci e 0 € ánt (d,om ã'r,, çr1),
30
a2 : [0, 
"] 
x R - (-oo, +*] dada por
a2 çt,u1 ;
, (r,, (t) , #) (1 + z)
t e [0,7] \N
u € [-es, es]
ú€N




Fixamos t e [0,7], que está em ní ou não. Se ú € ltr, então
caso contrário.
a2 (t,u) :
0 se z € [-to, to]
*m caso contrário.
Logo, o'(t,.) é própria, convexa, sci ei.nt(dom o2(t,')) : (-uo, uo) * @. Set # N, entáo
a2 (t,,u) :
t(r,,(t),#) (1 +z) sez€[-to,to]
E como a2 (t,.)
*oo caso contrário.
# .^y', temos que o2 (t,, -) é própria, convexâ, sci e
Portanto, para cada ü € [0, T], o2 (ú, -) é própria, convexâ, sci eo e int (ar*al,",o) - 'int (dom o2 ft,'))
o'(t,,u) : L
ã'r,r'çq ('), set
int(dom e2 (t,)) + O. Fixemos u € IR. Então uÇl-es,e6l ou não. Se u #l-eo,es], então
a2 (t,u) : *oo, v Ú € [0, ?"] .
Neste caso, como o'(tru) não depende de ú, temos que a2 (.,u) ê, mensurável, para cada u e R.\[-"0,"0].
Fixemos ue l-es,es], então
f , (r,z (t) ,#) (1 + u) se ú € [0, r] \.Àüa2(t,,u):{ t
t 0 seú€.ly',
isto é,
t,z(t),H) (t + u) qs em [0,7] .
A função
tr-- L(t,,tü,#) (1 +z)
é mensurável. Mostremos que, de facto, assim ê. Definamos a funçáo ãt: [0,7] x IR.2' - (-m, *m] por
ã, (r,(r, (r) :: L (t,(r, (z) .
Como, por hipótese,,L(.) é sci nas 2o e 3'variáveis, então L(t,',') é sci. Logo, ã, (') é um integrando normal,
pelanota2l.2, com/(') :ãr('),Õ('): L(t,','),r:(Cr,e),s:t,5:[0,7]' Como'(')ê AC,entãoa
funçã,o ã1 : [0, Tl - lR2' dada por
tt(t),- (r(ú) , -z'O-\\ "'1 +")
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é mensurável. Fazendo a composta, temos que a função
t*ãtQ,,í,,(ú)) :U, (r, z(t),#) :, (r,r{r) ,#)
é mensurável, pelo corolário 21.4, com ,S : [0, T], Í (.) : ã, (-),, (.) : ã, (.), s : t. Além disso, pelo teorema
10.21, comD - [0,7), Í(.) ,fi*çãotr--+ t(t,z(t),#) , c:l+u, domÍniodedefiniçãode c f : [0,?],
resulta que a função
tr--+ L(r,,qry,#) (1 +u)
é mensurável. Logo, pela observação 10.24, com D : [0,f], /(.) a funçã,o t t--+ L(t,rçt1,#) (f +u),
g(.) : o2 (.,u), resulta que o'(.,u) é mensurável, para cada tl, € [-es,es]. Portanto, parâ cada u € IR., a2 (',u)
ê mensurável. Logo o2(.) é um integrando normal, pelo corolário 2L.5, com §: [0,7], n: L, Í O : o2('),
s:t,,n:'t.L.Então"2(.) éfBB-mensurável,peloteorema21.3,com,S:[0,71,n-L,Í(') :o2('),s--t,
fi :'u,. Consequentemente, o conjunto
Ã, :_ {(t,u) € [o,r] x IR : e2 (t,u) < +*]
{(t,") € [0, "] 
x lR : o2 (t,z) e R]
{{t,") € ([0,"] \N) x [-eo, es), ffi Ç d,om L(t,z(t),')] u, x [-es,es]
êL96-mensurável,pelocorolário10.18(alÍnea(b)),com D- [0,"] xR,.f (.): o2O,n:(t,u). Entáo,a
função ff :10,"] x IR -,lR dada por
( a2 (t,u) se (ú, Q e Ã1
ffi (t,u) :- a2 (t,u)xÃ,(t,r) : ( _
I o se(ú,")#Ar
t (t,z(t) ,#) (1 + u) se
0 caso contrário
t e [0,"] \ff
z € [-es, es]





, (t,, (t) , #) (1 +,)
te[0,r] \N
u € [-e9, es]




é C86-mensurávelem [0,"] xR., pelolema2.6, com /(.) : "2O, D -- [0,7] xIR, De - Ãr,t: (t,u),,
g (') : d'('). Logo, a função a3 : [0, 
"] 
x R -'[0, +*) dada por
lr(,,2(t),#) (r+u)l
t e [0,r] \N
u € [-es, e6]
ffi e d,orn L (t, z (t) ,.)
caso contrário
SE
ot (t,u) :- la' U,r) I :
é L e B-mensurável em [0, 
"] 
x R., pela proposição 10.26, com D : [0,7] x IR, Í (.) : ã} ('). Donde, a funçã,o
aa : [0, T] x R -[0, +*) dada por
0
cls l, (,, z (t) ,+t?) (r + u)l
t e [0,7] \N
u e [-es, e6]
ffi e d,om L(ú, z (ú) ,.)
SE




ê Le6-mensurável em [0,7] x IR., pelo teorema 10.21, com D: [0,?] x IR, /(') - o'
de definição de c Í é [0,7] x IR. Como k, (') : o,4 ('), então pela nota 10.24, com /(')
D : 10,7] x IR, temos que k1 (.) ê L I B-mensurável em [0,7] x R.
Mostremos agora quelq(.) ê L8B-mensurável. Fixemos t e [0,7], queestáem l[ ou não. Se te N, então
kz(t,u):1,VzelR.
Logo, kz (t,.) é própria, convexa, sci e 'int (dom kz (t, )) + @. Se t # I',', então
0
(.), r : rlo, e o domínio
: a4 ('), g (') : kr (') "
lcz (t,u) :
c'L l1 + ul se u € [-ro, eo]
1 caso contrário.
Logo, lrz(t,.) é própria, convexa, sci ei,nt(dom kz(t,)) * @,pois quando u e l-es,eo), kz(t,,u) - c\11*ul é o
produtoentreumaconstante(.i)"omódulodeumafunçãolinear(1+u),equandouÉ[-uo,eo),kz(t,u)-1é
uma função constante. E portanto, para cada t e [0, 7), kr (t, .) é própria, convexa, scí e i,nt (dom kz (t,')) * 9.
Fixemos u € IR. Entã,o u € [-e6,es] ou não. Se uÉl-ro,es], então
kz(t,u):L,Vt € [0,7] .
Como tz(t,u) nãodependedeú,nestecaso, kz(.,u) émensurável,paracada?/€R\[-uo,es]. Seue [-es,e6],
então
kz (t,u) :
c'rlL + ul se [0, f] \,^,r
0 seú€ÀI
Como tz(t,u) não depende de ü, neste caso, lrz(.,u) é mensurável, para cada u € [-es,es]. Portanto, para
cada u € IR., kz(.,2) é mensurável. Logo kr(.) é um integrando normal, pelo corolário 27.5, com,S: [0,7],
n : !, / (.) : kz (.), s : t, n : u. Então kz O é L e 6-mensurável, pelo teorema 21.3, com ,S : [0, Tl, n - L,
/ (') : kz('), 5 : t, n:It.
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Assim, a função k3 : [0,7] x R -* (0, +*) dada por
ks (t,u) :- lq (t,u)+k2 (t,u) -
cts l, (,, , (t) ,#) (1 + u)l * q l1 + ul
te[0,r] \N
u € [-es, es]
Xln" e d,om L (t, z (t) ,-)
caso contrário
ê Le6-mensurável em [0,f] x IR., pelo teorema L0.22,, com /(') : kr('),g(') : kz('), D - [0,"] x IR' e o
domÍnio de definiçã,o de (f + g) é [0,"] x iR. Finalmente, a função ktlc,oÍ(u1: Graf (U) * (0, +m) dada por
cts lr(,,,(t),#) (1 +u)l*.1 l1+ul SE
te[0,"] \N
u € [-es, es]
:fl| e d,om L (t, z (t) ,.)
caso contrário
kz lc,oÍ(u1 (t,u) :-
é L@6-mensurável em Graf (t/), peto lema 10.19 (alÍnea (r)), /(') : ks ('), D: [0,1l] x R e Do - GraÍ (U).
Finalmente, comQ kt lc,,,Í(u) (') : k('), entã,o pela nota 10-24, com /(') : lçs lc,oÍ(u) (') , g(') - k(') e
D : GraÍ (U),, temos que k (') é L I B-mensurável.
(Parte I da demonstração do teorema 2.1 : veriftcação da hipótese (u3) do teorema 2.3)
Além disso, função t a lç (t,ur(ú)) é integrável. De facto, com u - us(t) :- 0, vamos definir a função
k6 : [0, T) * (0, +oo) por
C, lL (t, z (t) , r' (t))l + "',
ú€ [0,r] \ff
u e [-es, es]
ko (t) :: k (t,"0 (t)) : k (ú,0) :
ffi e dom L (t,, z (t) ,.)
caso contrário.
Comor(.)efe(T(.))r-f(u(.))nACy([O,"] ,R'),entãoafunçãot->L(t,z(t),r'(t))pertenceaZl([0,?]),
logo a função ko (') pertence a 11 ([0,7]).
/ (.) verifica a,s mesma,s hipóteses q,r" Z 1';.
(Parte 10 da demonstração do teorema 2.1 : verificação da hipótese (iu1) do teorema 2.3)
Mostremosque: pâracadar(.): (r(.) ,U(-)) €R2, afunção ó(-,,n,,.)éL86-mensurável. ComoO(') qto
d.epende d.e s, nem de g, varnos mostrar que d (.) ê L@ 6-mensurável. Assim, a função Ó , l0,"] x IR -t IRz é
dada por
ó (t, u) : (ót (t, u), óz (t, u)),









u € [-es, es]
0 caso contrário,
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e óz i [0,7] x R ---' R dada por
óz (t,u) :-
0 ),gJ*u (1 +u) SC
ú € [0,7] \rr
u € [-e6, es]
caso contrário.
IVlostremos primeiro que ór(.) é L&6-mensurável. Fixemos ú € [0,7], que está em ll ou não. Se ú e -Ôí,
então
Ór(t,u):0, V u e IR'
Logo, ó, (t, -) é própria, convexa, sci e int (dom ó, (t, )) + o. Se t # N, então
0
h U,u) :





Logo, ór(t,.) é própria, convexa, sci eint(d* ór(t,,)) # 6, pois quandou € [-es, eo), Ór(t,u) - 1*u é uma
função linear, e quando ,4|-eo,eo), ót\,,r):0 é uma função constante. E portanto, para cada Ú € [0,7],
ú(t,.) é própria, convexa, sci e i,nt(domór(t,.)) * g. Fixemos ?, € IR.. Então u € [-e6,e6] ou não. Se
u # l-eo,,es], então
Ót(t,u):0,Vt€[0',"] '





Como ór(t,u) não d.epende de ú, neste caso, ór(.,,u) é merrsurável, para cada u € [-es,e6]. Portanto, para
cad.a u € IR, ór(.,,2) é mensurável. Logo ór(.) ê um integrando normal, pelo corolário 27.5,, com,S - [0,7],
n : L,, / (.) : ór(.),, s : t, n - ?..1. Então d, (.) ê L e 6-mensuráve1, pelo teorema 21.3, com ,9 : [0, Tl, n : L,
/(.) : dr (.), s :t, n :,t.0.
Vamos mostrar agora gue dz O é L8B-mensurável. Por hipótese,0(.) e C'([0,+*),R) é estritamente
convexa e estritamente crescente, então e (-) é contÍnua em todos os pontos de [0, **), pela proposiçâ,o L6.2,
comX:[0,+oo) e/(.) -0(.).Logo,0(-)ésci,pelaproposição6.27,com.E:[0,*oo) e/(') -0(').
Definemos a função el : [0,7] x IR' * (-oo, f oo] por
"' 
(t,() ,: d (l(l) .
Para cada ú € [0, ?] fixado, el (t,.) é própria, convexa, sci e o seu domínio é um conjunto aberto não-vazio (pois
éacornposiçãodasfunções(r--+ l(l .(, *á((r)). Sejaqualquer Ce d,omu'(t,'):i,nt(dom"'(t,')) :R".
Fixemos ú € [0,7] e definemos er1 : IR' - (-oo, *oo] por
ul (C) :: eL (ú, C) ,
aqual,peloqueacabámosdedizer,éprópria,convexâ,sci,e(-eint(dom"l):dome!-domeL(t,,') :lR'
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(isto é, o seu domínio é um conjunto aberto não-vazio). Entáo a função 
"l,C 
r lR -- (-*, *oo] dada por
.l (#) (1 +u)








t € [0,7] \N
u € [-e9, e6]
ú€N
u € [-es, e6]
,rt,ç (r)
é própria, corrvexa, sci e 0 € i,nt





é própria, convexa, sci, pela proposiçâ,o 2.L2, com / (') : ,l ('), n : C, í" çl : ,r1,ç ('). Além disso, pela
mesma proposição, como Ç e int(d*e|), então 0 e int(domrl,,). Em particular, para cada t e [0,"] \N,
substituindo C por ,' (t), temos que a função el,r,(t): IR. -+ (-*, *m] dada por
( e(l*l) tr+"1 se,,) -1
I




é própria, convexa, sci e 0 e i,nt (ao* "l,r 1r1). De facto, isso acontece, 
pois, por hipótese, z (') e ACe ([0, 
"] 
, R'),
então I{ e(lr'@l) dt ( *oo. Donde, pela nota 11.10, 0(lr' (t)l) e IR qs (onde /(-) é a função t r-+ 0(lr'!t)0,
D : - " [0, 
"]). 
O que significa que ,' (t) € d,om A (l.l) qs. Desta maneira, como dom e! :
: dom "'(t,.): dom á(l.l) 
: IR'é aberto, isto é, dom el:'int(d*"1), * como, pâra cada t e [0,"] \N,
,'(t) € d,om e! _ int(dorne!), então 0 € mt(d,om"r',,,(r)). o que implica que a firnção
4.,2,(t): IR' --+ (-*, +oo] dada Por
é1,, o (u) ,_ [ 
, (l#l) tr + "l se u € [-uo, eo]








Fixamos ú € [0, 7], que está em -A/ ou não. Se ú € -Atr, então
"2 
(t,u) :
Logo, e2 (t,.) é própria, convexa, sci eint(dor" e2 (t,')) : (-to, uo) * @. Set # N, então






E como u2 (t, .) : 4,",ç1 (.), se t # .^f , temos que "2 (t, ') ê própria, convexa, sci e
0 e int(o*"4,,",(t)) : n"t(d,orn"'(t,-)). Portanto, parâ cada t e [0, Tl, "' (ú,') é própria, convexâ, sci e
i,nt (dom e2 (t, )) * @. Fixemos tr, € IR.. Então u € l-es,es] ou nã.o. Se u # l-e o,e6], então
"' 
(t,u),: *@, V Ú e [0, 
"] 
.
Neste caso, como u2(t,u) não depende de ú, temos que e2(.,r) é mensurável, para cada z e R\[-to,to].
Fixemos u e f-es,,e6], então
"2 
(t,,) - [ ' 





é mensurável. Mostremos que, de facto, assim é. Relembremos a função e1 : 10,7] x lR" - (-oo, *oo] dada por
"' (t,() ,: d (l(l)
Comoe*0(l(l) écontínua,poiséâcomposiçãodeduasfunçõescontínuas((**l(l "(r*0(et)),entãoésci.
E portanto, á(l.l) é sci. Logo, ,'(.) é um integrando normal, pela nota 21.2, com /(') : u'('), O(') - 0(l'l),




é mensurá,vel. Fazendo a compo§ta, temos que a função
t r--* et (t,g çt1\ -
ê mensurável, pelo corolário 2L.4, com ,S - [0,7]
10.2!,com D: [0, T), Í (') a função ú r-+, (l#l
e2 (t,u) :, Q#l) r, * "l qs em [o, r]
",(r,rur*):r(#l)
, /(.) : "1 (.), r(.) 
: i(.),, s : t. Além disso, pelo teorema
), , - l*u, domÍnio de definição de c Í 
: [0,7], resulta que
*+o(l#l) r'*"r
a função
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ê mensurável. Logo, pela observação !0.24,, com D: [0, 7], Í (-) * f-,*ção ú ,-+, (l#l) tt * u), 9 - e2 (',u),
resulta que e2(.,,r) é mensurável, para cada z e [-e6,e6]. Portanto, parâ cada u € IR., e2(.,,u) é mensurável.
Logo 12(.) é um integrand.o normal, pelo corolário 2L.5, com ,S - [0,7), n - L, Í (') : "2O, s: t, n:'tt.Então 
"2 O 
é L&6-mensurável, pelo teorema 21.3. com ,S : [0,f.1, n - L, f (') : "2 ('), § 
: t, r : u,. A]ém
disso, o conjunto
F1 :_ {(t,") € [0,T] x IR : "'(t,u) < +*]
{(t.,") € [0,7] x IR : e2 (t,u) e R]
(([0,7] \lr) * [-ro, ro]) u (N * [-uo, "o])
: [0, f] x [-es, e6]




e2 (t,u) xr, G,u)
se (ú, u) e F1
se (ú, u) # Ft
,(#l) tr+"r
ú e [0,7] \N
u € [-e6, es]
ú€,^tr






t e [0,7] \Ir
u € [-es, es]
SE
caso contrário
êL@6-mensurávelem[0,"] xlR,pelolema2.6,com/(') :"2('),D-[0,"] xlR,Ds-Ft,t:(t,u),
g(.) :e(.).MasÉ(.) :óz(.),entã,opelanotat}.24,com/(.) :?(.),g(') :óz(.)eD-[0,7] xlR,temos
9ue ózO c t IB-mensurável em [0,7] x R.
Assim,comodr(.) eózOsãoCEB-mensuráveisem[0,7] xlR,entãod(-) é L8B-mensurávelem[0,7] xlR,
pela proposição 21.8 (alÍnea (d)), com 7 - [0,7] x IR, t: (t,u), Sr (.) : ór(.), Sz (-) : Ór(.).
(Parte L1 da dernonstração do teorerna 2.1 : verificação da hipótese (iu2) do teorerna 2.3)
Mostremos que: existe k(.) , {(t,"):te [0,T1,, e [-Z(t),1(t)]] - (0,+oo) "C 8B-mensurável tal que
pâra cada (t,r) € {(ú, u) : t € [0,7] ,u Ç l-^y (t) ,l (ú)]i,
ló(t,(rr,grr) ,u) - ó(t,(tz,uz) ,u)l < k (t,u) l(rr,grr) - (sz,uz)|,
0
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paraquaisquer("r,gr), ("r,Az) €E1 ::B(("0(t),Ur(ú)) ,ô).Comoó(') "tudependede(s,gr),então ó(t,.,u)
é trivialmente lipschitziana em Ds, com qualquer constante de Lipschitz lc(t,9 r 0, em particular ó(t,.,u) é
Iipschitziana em 86, coÍr a constante de Lipschit k (t,u) ) 0 encontrada para.L (t,',u).
(Parte L2 da demonstração do teorema 2.1 : verificação da hipótese (zu3) do teorema 2.S)
Notemos que a função t r-+ k(t,,us(ú)) integrável é â mesma para ô(t,-,u) e para íçt,,-,u1, quando
(t,u) e Graf (U).
(Parte 13 da demonstração do teorema 2.1 : verificação da hipótese (uz) do teorema 2.3)
Tenhamos ainda em atenção que os conjuntos Cs,: {(0,0)} u C1 :- {7} " IR são fechados. De facto, seja(rn,An) C Co urna qualquer sucessã,o tal que (rn,An) (ro, go). Isto é, por definição de Co,
(rn,An) : (0,0) ---+ (*o,yo). Como Co é um conjunto formado apenas pelo ponto (0,0), temos que
(rn,yn): (0,0) - (0,0). Logo, (ro,Eo) - (0,0) e C6:- {(0,0)}. Analogamente, seja (r,,,Aà c C1 uma
qualquer sucessão tal que (sn,An) - (*r,yt). Isto é, por definição de Cr, (*n,yn): (7,") - (tt,Ut), c € IR.
ComoClêumconjuntoformadoporpontosdaforma(T,c),c€lR,temosque(r,r,Un):(T,r)*(7,c),celR.
Logo,
(rr, yr) - (T,c) e C1;- {T} x IR.
(Parte 14 da demonstração do teorerna 2.L : aplicação do teorema 2.3)
Consideremos o Hamiltoniano ff : [0,7] x IR2 x IR2 x lR x IR ---+ IR definido por
H(t,,(r,g) ,(pr,pz),u,À) : H(t,s,(pr.,Pz),u,À) :- ((pr,pr),Ó(t,(t,E) ,?r)) - X t çt,(",g),r)
: ((pr,pr) , ó (t,")) - X f, çt,s, u) .
Então, pelo teorema 2.3, existe um escalar À e {0, li, uma funçáo p :10, 
"] 
-- IR2 AC tais que :
(I) F(') : (p, (.) ,pz(.)) satisfaz a equaçã,o adjunta
- (pt $) ,pL (t)) e lG,r)H (ú, ,o (ú) , (p, (t) ,p, (t)) ,, ro (ú) , À) qs em [0, "] 
;
(II) H (ú, ,o (ú) , (p, (t) ,pz (ú)) , ', À) é maximizado em z6 (ú) :
max{I/(ú,ro(t) ,(p, (t),pr(t)),.,À): tr., ÇU(t)} - H(t,ro(ú) ,(pr(t),pz(t)),uo(Ú) ,À) qt em [0,7] ;
(IID valem as seguintes condições de transversalidade :
(p, (0) ,p, (0)) 6 Nco (ro (0) ,yo (0)) ;
-À((r ,C) - @tV),pz(T)) 6 .lúc, (ro (7) ,yo(T)), para algum ( : ((r,Ç) e 0r[Go(T),ao(r)) ;
QV)
,Prffir l(r, 
(t) ,pz(t))l + .x > o.
(Parte 15 da demonstração do teorerna 2.1 : aplicação do ponto (1) do teorerna 2.3)
(I) F(.) : (p, (.) ,pzO) satisfaz a equação adjunta
@i@,p;(t))Ç\ç,oyil (ú,ro(t) ,(p, (t),pr(ú)) ,ro(ú),À) qsem [0,7] .
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Se ú € [0,7] \trí,, € [-ao, rd, # Ç d,om L(s,z(ú),.), s e [0,7], então
H (t,s,(pt,pz),u,\) :- ((pr,,pr),,Ó(t,")) - ),íft,s,,u)
: (rr,,r,) , (r *u,o(qg) «r +"l)) - ^ [, (,, z(ü,#
pr(1 +z) * r,0(W) tt*?,) -Àr(",,(t),#) (1 +u) -^,r(
)rr* u)+,r(,ry) «,*"1]
l '' (')1 (1 +u)l*u
I: pr(r+u) + o,r(W) «t*,) -À,r(l+9) tt*")] -À (1 + u) L(,,,(t),#)
Consideremos as funções h, Íz: [0,7] x IR * IR. dadas por
.fr (s, g) :- 1,
fz(s,y) = Íz(il :: L(r,, (r),#)
Fixemos (t,y) € [0,7] x IR. Vamos mostrar qrrc Íz (-) C localmente lipschitziâ,na em (r, g). Por aplicação do
lema 2.13, com ús :t, s - z(t),1): #, temos que
l, (', ,,(t),#) - , (,,,"(t) ,#)l = (.t l, (,, z(t),#)l . "t) t,, -,2t, v §1, s2 e r0,?l
Isto é, , (.,rC),#) é lipschitziarta. Em particular, a função ÍzO :_ t (',2(t),**") é localmente
lipschitziana em s, logo /z(.) é localrnente lipschitzíana em (s,y), pela proposiçã,o 2.L4, com h(') : /z('),
g (.) : fz(.), fr1 : .s, n2 - A. Por outro lado, /, (.) é continuamente diferenciável, em particular é
continuamente diferenciável em (s, y), então é estritamente diferenciável em (s,3r) e localmente lipschitzia^na
em (s,y), pelocorolário 22.LL, comX - [0,7] xlR, Y - R, F(') : /r('), * - (t,A).Ecomo /r('), Ízo
sáo localmente lipschitzia.nas em (s, U) e h (.) é estritamente diferenciável em (s,y), pelo corolário 22.22, com
x-[0,"] xtR,y-tR, Tt:z,r:(s,u),sr --pt(l +u) *pzl(qg) (1 +u)-Àrr(,í9) (1 +u),
sz : -À (L + u), temos que
0(",üH (t, s,(Pr,Pz) ,u, \) -
:ô(",y) ([r',r+u) + o,t(W) r,*?,) -À ,t(49) rt*")] -À (1 + u) L(s,z(t) ,#?))
: 
[0,(1 
+u) *pz0(,+S) (1 +u) -Àrr(ÇS) (r+")] â(",s)(1) -À (1 + u) 0ç",n11(s,z(t) ,#)
Além disso, como /r ( ) ê estritamente diferenciável em (s,y), então
a1",y1Ír(r,y)- {vfi (r,E)}: { (*tr(r,s) ,f,rr(r,u)) (o*,,(t),*Í,,,,) ) - {(o,o)},
pela proposição 22.12,, com /(-) : Ír(-), *: (t,y). Como kO é localmente lipschitziana em.s e em (r,y),
então
ô(",0)L (r,r@,#) : u,,,, )Íz(s,a):0"Íz(r) * {0} : ô", (r, z(t),#) x {0},
):{
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pela proposição 2.74, com h(.) : ÍzO, g(') : Ír('), ÍL: s, n2 - g. Logo,
06,6H (t, t, (pr.,pz) ,u,, À) r(1+u)+pz0
-À (1 * u) 0,L s,z(t),
(H) (1 +u)-),rr(#) r'*"r] {(o,o)}t,
,' (t)




lrt+pr0(lr' (ú)l)- Àr0(lr'(t)l)l -À L(t,z(t),r' (t)) q'em [0,?] -
- (piu),pL(r)) e -^ &L(t,z(t),r'(t)) " {0} qs em [0,7]




H (t,ro (t) , (p, (t) ,pz (t)), u6 (ú) , À)
E portanto,
H (t,t, (p, (t) ,p, (t)) , O, À)
- (p, (t) ,pL (t)) e 1ç,yyH (ú, ro (t) , (p, (t) ,p, (ú)) , ro (ú) , À) qs em [0,7]
pi(t) e \ }tL (t, z (t) , r' (t))
PLft) : O
qs em [0,7,] .
ComopLft)-0qsem[0,7]+pz(t):c1 celRqsem[0,7],"comopz1éAC,emparticularécontÍnua,
então pz (t): c, V t e [0,2,]. Logo,
p\(t) € 
^ilL(t,z(t),r'(t)) 
qs em [0,7] epz(t) - c,,Y t e l0,T).
(Parte L6 da demonstração do teorerna 2.L : aplicação do ponto (1I) do teorema 2.3)
(II) H (t, ro (t),(pr(t) ,p, (t)),., À) é maximizado em us (ú) :
ma.:r{Í/(ú,ro (t),(pr(t),pr(t)),,*,À) :tu ÇU(t)I:, (ú,ro(t),(p, (t),pr(t)) ,ro(ú),À) qsem [0,?"i
v




(r+,u) +pz(t)r(,.*#) (t+u) -^L(t,,1t1 ,#) (1 +tu) -Àrr(+#) «r+,1}
-7(t)<u.,S-7(t)
-pr(ú) +pz(t) 0(lr' (ú)l) - ^L(t,r(t),r'(t))-Àr 
0(lr' (t)l) q'em [0,7]
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(Parte LT da demonstração do teorema 2.1 : aplicação do ponto (III) do teorema 2.3)
(III) Valem as seguintes condições de transversalidade :
(p, (0) , pz (0)) E trfco (ro (0) , so (0)) ;
-À ((r, (z) - @t (T),pz(f)) e Nc, (to (T),ao(r)), para algum ( : ((r,e) e }rh Go(T),uo(T)).
Determinemos lícu (ro(0) ,go(0)). Co : {(0,0)} é convexo, pois para quaisquer (rr,gr) : (0,0) e
(sz,az) - (0,0) e Co e 0 ( À ( 1, temos
À ("r,sr) *(1 -À) (.tz,yz):À (0,0) +(1 -À) (0,0) -(0,0) e Co.
Então, pela proposiçáo 22.18, com C : Co, * - (ro (0) , yo (0)), resulta que Nco ("0 (0) , yo (0)) coincide com o
cone normal no sentido da anáIise convexa, logo
Nco (to (0) , go (0)) : Nc:o (0,0)
: {(t',y') € IR2,((s,s) - (0,0),(r', y')) < 0, V (s, y) e Col1
: {(t' ,y') € IR2 ' ((0,0) - (0, 0) , (r', y')) < 0}
: {G',u') € IR.2 ' ((o, o) , (r', s')) < o}
: R.2.
Determinemos agora Nc, (ro(?) ,go(")). Ct: {f} * lR é convexo, pois para quaisquer (rr,Ur) : (T,/cr) e
(sz,Az\ : (T,kz) eCr com lq, lq€ IR e 0 < À ( 1, temos\ -t ü-t \ , -,
À (rr,ai+(1 -À) (sz,,az) -À (7,kr) +(1 -À) (T,k):(7,,Àkr*(1 -À) k2)eC1-
Logo, pela proposição 22.L8, com C - Cr, n : ("0 (") ,,Ao (T)), resulta que -lí6:, ("0 (") ,Ao (T)) coincide com o
cone normal no sentido da anáIise convexa, então
Nc, (to (7) 
' Yo 
(7)) _ l[c, (?, 
^e 
(, (')))
: {G',a) € IR2'((s, il -(7,Íte(z(.))), (t',a)) ( 0, V (r,y) € G}
: {G',u) € IR2,((7, ") - (T,Le(z('))) , (t',y')) 
( 0, v ce R}
_ {G',a) € IR2,((0, c- l\e(r(.))) ,("',a)l <0, v ce IR}
: {G',a')€ IR2 : sr' ("- lte(r(.))) S o, v c e R}
- R x {0}.
Determinemos ôrl, Go (T) ,ao ("))! Mostremos que a função ú t IR2 -r lR dada por
,1, (t,s) = rb @) :- o W - Íve (, (-))l'
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é continuamente diferenciável. Para tal, vamos usar a definição 77.2. Fixemos (r, E) € IR.z. Então
aa
fr+ {t, s) 
: 0, fi''!{t,a) :2 o la - Àa (' ('))l '
Além d.isso, a função # , R' + IR dada por
ô=rh 
G,v) : oõt
é contínua, pois é uma função constante igual a zero, e a funçã" H: IR.2 * 1R. dad,a por
0
fir! {t,a) 
:2 o la - 
^B 
(, ('))l
é contínua, pois é o produto de uma constante pela função módulo. E portanto, ,t, O ê continuamente
d.iferenciável em (r,y). Logo, ,lr(.) ê, estritamente diferenciável em (s,g), pelo corolário 22.11, com X - R',
Y:iR, F, (') : rlr(.),*:(s,,g). Então, pelaproposição22.72, com /(') : rl,('), r: (t,gt), resultaque
0,hG,ü _ {v,h(,,y)}: { (*r(,,s) ,fi,t(,,u)) } :,,0, z o ly - tte(,( ))l)}
- {0} " {2 " la - /\e (, ('))l}.
E portanto,
0rl, Go (r) , so (7)) ôrl,(T,tve(z(.))) : {0} x {2 o lLeG(.)) - lte(r(.))l}: {0} " {0}
{(0,0)}
Então 
( : ((r ,,Cz) e hrh (ro (T) ,ao(")) : {(0,0)} <+ ( : (0,0) .
Assim, reescrevendo as condições de transversalidade, temos :
(pr (0) ,pz (0)) e lR2
- (pr(T),pr(r)) e R x {0}.
Logo, pr (0) : lç7, pz (0) : k2, pt(T) - -kz, kt, lrz, k3 € IR u pz(T) - 0. No entanto, já sabíamos que
P, (t): c, v Ú e [0,7] ,
e como pz (T) : 0 e Pz (0) : kz,, k2 € IR', vem
PzQ):0,Vtq-l0,Tl'
Ou seja, temos
P, (0) : kL, P, Q) : k4, kr, kq e R (k4 - -ks)
e
pz (t): 0, V ú € [0,7] .
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(Parte 18 da demonstração do teorema 2.1 : aplicação do ponto (IV) do teorema 2.3)
(IV)
,ãiffir lk' (t) ,pz$Dl + À > o.
Notemos que, de facto, ,frffif lh, (t) ,pz(t))l existe, 
pois B(.) : fur (.) ,pz(.)) é AC, em particular é contÍnua e
está definida no intervalo fechado e limitado [0, 
"]. 
Como pz (t): 0 para qualquer t e [0, T] vem
*%lkr(t) ,0)l +À > 0 <+ ,prffir (lpr(t)l + lol) +À > 0 (aplicandoanormadasoma)ú€[0,
<+ ,tffir lp, (t)l + À > 0.
(Parte t 9 da demonstração do teorema 2.1 : final da demonstração)




logonão podemos terpl(ü):0paraqualquerú€ [0,7]. Contudo, deconsiderarmos À-0em
pl (t) e 
^ 
&L (t, z (t) ,, r' (t)) qs em [0, rJ ,
temos
p\(t) -0qsem [0,7)+pr(t) -cqsem [0,7] ,ce IR.
E como p, (.) é AC, em particular é contÍnua, donde
pt(t): c,V t e [0,7] , c e IR.
Voltando à condição de máximo (//) e substitúnd, p, (ú) :0 e À :0 vem
-r*lg,ffi-.,(,) 
tp' (ú) (1 + *)\ : p' (t) qt em [0' 7] '
então
pt(t)(l +u) <pr(t) qsem [0,7] ,V u e [-zQ),t(t)),
e juntando a condiçã,o
PtU): c,Y t e [0,7] , c e IR,
ternos
pr(t)-0qsem [0,?] .
E como p, (.) é AC, em particular é contínua, vem
Pt (t): o, V ú € [0,7] ,
o que não pode acontecer por (/Iz). Portanto, não podemos ter À :0, mas sim À : 1.
Se considerarrnos À * 1 em
p\ (t) € 
^ 
Aú (t, z (t) ,, r' (t)) qs em [0,7] ,
fica
p\ (t) Ç Aú Q, z (t) , r' (t)) qs em [0,7] .
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Comop1 (.) éAC, então pi(.) €,L1 ([0,f] ,R"), peloteorema 18.4, com (a,b) - (0,7),u(.):pr ('). Eportanto,
pi ( )é uma selecção integrávelde1tL(t,z(t),r'(t)).PeIo enunciado do teorema (que estamos a demonstrar),
existe uma função integrável {(.) tal que 6(ú) € 11L(t,r(t),r'(t)) qs em 10,"], e vamos definir €r [0,7] -, R.
Por 
{ (ú) :- p\ (t) qs em [0, 
"] 
.
Logo, pelo teorema 18.4, com (o,b) : (0,7),u(') :p, ('), r:t,A:0,t:r, temos
p, (t) - pr (o) - Í; pt (r) d,r, v ú € [0, ?]
# pt(ú) : pr (0) + Íie\(r) d,r, V ú € [0, r]
# pt(ú) : pr (0) + #€ (r) d,r,v t e [0,"] .
Voltando novamente à condição de miíximo QI) e substituindo pz (Ú) :0 e À:1 vem
max H (t,t,(h(ú),0) ,w,,L): H (t,t,(h (ú) ,0) ,0, 1) qs em [0,7]
-'y(t)<tr,<-7(ü)
<+ ,.,y?y ^.,.,{or(ú) (1 **)-t(r,r(t),frg) (1 +tu) 
_ r0(49) fr+,,)}
-tt)<*<-r(t) L
-p,(t) - L(t,,(t),r'(t)) -r 0(lr'(t)l) q' em 10,71 .
Definamos a função q : (I (f) - (0, +m) por
q(w):-L*w.
Por hipótese,
L (t, s,u) > I (s) ,
para alguma função / (.) localmente limitada inferiormente. Dizer que I (.) é localrnente limitada inferiormente,
significa que para qualquer s € l),
1 a €R : l(s) ) a, V s € s *qB :i A,
para algum r7 > 0. Desta maneira,
1 a e- lR. : tr (t,s,u) ) a, V t e [0,?], V s € Á, Vu € IR'.
Isto é,
1a€R:.[(ú,s,u) -a) 0,Vú€[0,f] ,Vs€ A,,Va €IR'.
Em particular, paxa quase todo ú € [0,7], substituindo s por ,(t),
I a € IR:.L (t,z(t),u) - a) 0, V u € lR'.
Seja Í/1 : [0, ?] x IR' - [0, *m] dada por
H' (t,,o) :- L (t, z (t) ,, a) - a.
Por hipótese ,L(.) é própria e pela hipótese básica (i,u), a função (r,r) r-+ L(t,s,u) é sci, então pela nota
2.11,afunçãour.L(t,s,u)éprópriaesci(onde/(.)seráafunção(r,r) r-L(ú,s,u) uh,(')seráafunçã,o
ur-+L(ú,s,u),n:s,,a:u).Pelahipótesebásica(u),paracada(t,s) e[0,7] xí),afunçãoL(t,s,,')éconvexa
e o domÍnío d,om L (t, s,.) é um conjunto aberto, convexo e nãa-vazio. Também, por hipótese, , (') e f (" (')),
logoz(t) e Qparaqualquerú € [0,?]. Entãoparacadaú € [0,?] fixado, Ht(t,') êprópria, convexa, sci,o
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seu domÍnio é um conjunto aberto não-vazio e seja qualquer a Ç. int (d* H' (t,.)) - dom Hr (ú,-). Fixemos
ú € [0,7] e definemos I{ : IR' --* [0, *m] dada por
ul @) :-- H7 (t,o) ,
a qual, pelo que acabámos de referir, é própria, convexa, sci, o seu dornÍnio é um conjunto aberto nãovazio e
a € int (a*" Ut) : dom HrL. Logo, a função Htl,o , (0, +m) -* lR dada por
Hl,,@),- L (t,z(t),*) B - a P\'"'[J)',
é própria, convexa, sci e I e int (dom Hi*) u
aill,*(l) : {L (t, z (t) ,,a) - a) - (o, ô, (L (t,, , (t) ,o) - o)) ,
pelo lema 2.L5,, com / (') : Iíl ('), u) : ds 9. (') : Hl,o ('). E* particular, para t e [0, 2,] \If' substituindo o
por z'(t), temos que a função Hl,rç1: (0, +m) ---+ IR dada por
Hl,=,qt. (§),- t (r, z (t),#) 0 - o fr
é própria, convexa, sci e L e int (ao* nl,",t )) *
0Hl,o@(1) : {L(t,z(t),2'(t)) - a) - (r'(t),0o(L(t,z(t),r'(t)) - o)) . (2.L2)
(De facto, isso acontece, pois, por hipótese, z(.) € f (7(.)), então t{ L(t,z(t),r'(t)) dt : 
^(r(.)) 
S
(onde / (') é a função t e+ L (t, z (t) , ,' (t)), D : [0, 7]). O que significa qre z' (-) e dom L (t, z (ú) , .) qs. Desta
maneira,como d,omHrt -d.arnH'(t,.):domL(t,z(ú) ,.) éaberto,istoé, domH! -int(domHt'),então,
paracadate [0,"] \N, ,'(t) €dorn Ht:int(domH])). Eobservzl,nrosque, paraqualquer we U (t) vem
(rl,,,ur.a) (-) :H\,",(t) (q(r)):H|,,,(t) (1 +?o) -r(r,z(t),#) (r+tu)-a(1 +*).
Assim vamos definir uma novâ função : Wl,r,(t)= HtL,r,(t)oq:U (t) -iR dada por
w|.,,(t) (to) :: , (t,, (t) , #) (1 + to) - a(r+ ,,) .
[Jtilizemos um raciocínio análogo paxa d (.). Por hipótese, 0 (.) e C' ([0, +oo), R) é estritamente convexa e
estritamente crescente, então é limitada inferiormente, isto é,
1 k r- lR : 0(or) > k, V a1 e [0,*oo) <+ ] k e IR : 0(a) - k>0, V a1 € [0,+oo).
Definernos H2 : [0, ?] x R* - [0, +*) dada por
H' (t,a) :- o (lol) - k.
Para cada ú € [0,"] fixado, H'(t,-) é própria, convexa, sci e seja qualquer a € dam ttz(t,') _
:,int(aornn2 (ú,.)) : IR* (isto é, o seu domÍnio é um conjunto aberto não-vazio), pois é a soma entre uma
constante -c e a composição das funções d r-+ l"l e dt r-> 0(or). Fixemos ú € [0,7] e definemos
Iíf : IR' - [0, *m] por
tt? ("):- H2 (t,,o),
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a quâl, pelo que acabámos de referir, é própria, convexa, sci, o seu domÍnio é um conjunto aberto nãevaaio e
a e int (dom H?) - IR'. Logo, a funçã,o H|,o, (0,+m) ---+ IR dada por
H?,*(o),:,(fr),_ko
é própria, convexa, sci e L e i,nt (d* H|*) "
0H?,o(1) : {B 0"1) - k} - (o, â (e fl"|) - à)) ,
pelo lema 2.!5, com / (') : H? ('), 1u : üt ç. O : H?,o ('). E* particular, para Ú € [0,?,] \If ' substituindo o
por z'(t), temos que a função H?,,,1t1: (0, +m) ---+ IR dada por
H?,,,çr1 (0),:, (+l) U - r U
é própria, convexa,, sci e I e int (0"* tt?,,,,) "
0H7,,,(t) (1) : {0(lr' (ú)l) * k) - (r' (ú) ,ô (0(lr' (ú)l) - k)) . (2.13)
De facto, isso acontece, pois, por hipótese, z (.) e ACe([0, 
"] 
, R'), então [í g (lr' (t)l) dt ( *m. Donde,
pelanota11,10,0(lr' (t)l) e IRqs (onde/O êafunção tr--+ 0(lr'(t)l), D - [0,f]). Oquesignificaque
,'(t) e dorn A(l'l) qt. Desta maneira, como dom H! : dort H'(t,') : dom 0(l l) 
=. 
R' é aberto, isto é,
aom n! -int(d,*" H?), então, para cada t e [0,"] Uf, ,'(t) e dom H7 :int(dom H?). E observamos que,
para qualquer w ÇU (t) vem
(r?,,,ur.a) (.,) :H?,,,1ty (q(.)) :H?.,,trt(1 + w):tl#l) ,, +*)-k(1 +,.,) .
Assim vamos definir uma nova função : W!,",(ü) = H?,,,çt1o q : IJ (ú) - IR. dada por
w?,,,çt1(w) ::, l#l) ,r + *)- k (1 +,) .
Nlostremos agora que a função fr : U (ú) * IR. dada por
É@)::--pt (ú) (1 +w)+r.(t,,(t),#) (1 +tu) - a(r*w)+r tr(ffi) tt* w)_ k(L+,)]
é convexa. Comecemos por mostrar que a função W3 : U (t) - (0, +*) dada por
W' (*) :- -pt G) q (*)
é convexa. Como q(.) C uma função linear e -pr(ú) é constante em relação au)) então afunção W'(') é linear.
Em particular, pela'áefinição 19.58 , W3 (') é convexa e própria. Agora vamos mostrar que a função Wl,, O (')
é convexa. Já sabemos que Hl,rG) (-) é própria, convexa e sci e que q (') é uma função afim. AIém disso,
Im qfidom Hl,r,qt) # @.
De facto, se p : 1, então
H1,,,(t) (1) : L (t,,2 (t) ,, r'(ú)) - o ( @,
pois z' (t) e dom L (t, z (t), '), donde 
I e d,om Hl _,,*,
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e se ü, :0, entã,o
q(0):1e Im q.
Logo,
1 0t :L : Êr€ Im Q e fit e dom H1,,,çt1,
e portanto
I* g Àdom Hl,r,@ # g.
Consequentemente, afirnçãoWl,,,trl(.) = (U\,",(r)oq) (.) é própria, convexa, sci, pelaproposição 19.66, com
TrL_ n: L,, á(') : q('), Í (') : Hl,,,rrl('), (/oÁ) O : W1,,,$)(')- Finalmente, mostremos que a função
W?,r,frl (.) é convexa. Já sabemos que H?,r,qt1 (.) é própria, convexa e sci e que q (.) é urna funS,o afim. AIém
disso,
Im q Àd,om H?,,,çt. + @.
De facto, se É - 1, então
H?,,,qt) (1) :o(lr'(ú)l) -k(oo,
pois z/ (ú) € dom 0 (l.l), donde
L e d,ont, H?,,,(t)
e se u, :0, entã,o
q(0) :1e Im q.
Logo,
1 frt: l: 0t € Im Q e frr Ç d,om H?,,,(ty,
e portanto
Im q)dom H7,,,çt1 I a.
Consequentemente, a funçã o W?,,,çt1 (.) = (r?,, Ur" q) (.) é própria, convexa, sci, pela proposição 19.66, com
m: n: l, Á(') : q('), /(') : H?,,,çt) ('), (/"Á) (') - W!,,,1q('). E como W?,r<rl (') é própria, convexa e
r ) 0, então a função Wa : U (t) --+ IR. dada por
Wn (*) :- r W!,,,1ty (to)
é uma funçã,o própria e convexa, pela definição L9.67, com / (') : W?,,,çt1 ('), À : 11 a:0. Logo,
tt çl :w3 (') + w1,,,çt1 ( ) + wn (')-
E portanto, como W'(.), Wt1,r,(t1O "Wn(.) 
r* próprias e convexas, então flt.l é própria e convexa pelo
teorema 19.68 (apticado duas vezes), com n : L, Â (') : W3 ('), Íz (') : W|,,,qt1 ('), na L" aplicação do teorema
e com n:L, Ít:W3 (') + Wl,rçr1O, Ír:W4 ('),.r 2" aphcação do teorema.
E como
uo $):: 0 € mt (dom ã O) : 'int t-r (t) , r (t)l ,
togo ã(.) é localmente lipschitzierra ry uo!) :- 0, pelo teorema 79.71, com /(.) : É('), n- 1,
,S - {uo (ú)}. Consequentemente, como H (.) atinge um mínimo local em ?o :0, vem
0 e Ofr (0) qr em [0,7] ,
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pela proposição 22.20, com / (') : H ('), r :0. Logo,
an (o) :
: a-l-n,(r) (1 +-) +r.(t,,(t),#) (1 +tz) - a(r+*)*r0(+#) (1 +u)-k(1 *-)] l-:,
: A-l-nr(t) q(-) + W\,,,(t) (r) + r W?,,,(t) (-)] l-:0.
Temos também que g (.),, Wl,rçry (.), lU?,,,(t) (') sáo convexas, próprias e
0 çint(d,om Q): int(a,*W\,,,(r)) : mt(dom W?,rt)):'int[-r(t) ,7(Ú)] ,
então q(.), W|.",6O, W|,,,(t) (.) são lipschitziarras no pontotu : 0, pela proposição 19.71, com ?? : 1,
s : i,nt(d.om q) : int(d,omwÍ,,,rrl) :'int (ao*w?,,,çt), / (') : q('), /(') :w\,,,(t) ('), /(') : w?,,,r»(')-
Em particular, q(.),VV|.,,r, ('), VV?.rr, (.) são localmente lipschitzianas no ponto tll - 0. E como q(') é uma
funçáo linear, então é contiíuamente diferenciável, em particular é continuamente diferenciável no ponto u - 0.
Logo,q(.) éestritamentediferenciável emw:0,pelocoroláriozz.ll,comX -U (t),Y: (0,+oo), f (') :Ç('),
r : 0. ÁtC* disso, como Wl,",frl (.) é a soma entre uma função linear e a composição de funções CL, então
é continuamente diferenciável, eá particular é continuamente diferenciável no ponto tr., : 0. Logo, W?,r,@ (')
é estritamente d.iferenciável no ponto u):0,, pelo corolário 22.1t, com X :U(t), Y: IR, f (') : W?,r,ç1O,
r-0. Eportanto,
aa (o) : a*l-nr\) q(r) + W\,,,(t) (tu) + r W?,,,(t) (.)] l-:o
: -pr(t) }-lq(?,r)l l,,:o +a*lw!,,,qry@)) l-:o *r A*lW!,,,1,1 (.)] l-:0 ,
pelocorolárío22.22, com X -U(t), Y:lR, /r(') :q('), ÍzO:W|,,,(t) ('), /s('): W?,,,(t) ('), t, --pr(t),
sz :1, sB : T,, t, :0.
Têndo em atençáo, novamente, que a função q (.) é linear, temos que q (') ê continuamente diferenciável, em
particular é continuamente diferenciável em qualquer ponto Tr.r € U (t). Logo, q (') ê estritamente diferenciável
emqualquerpontowÇU(t),pelocorolário22.t7,comX-U(ú),y-(0,**),F('):q('),u:'tt).E
portanto' 
L-[q(u)] l-:o : {q' (r)} l-:o- t1} l-:o: {1},
pela proposição 22.72, com / (') : q('), t - u).
Além disso,
^ t_w|,",(ry(r)] l-:o - 0-lu;,,,rr, oa(o;] : La*H1,",1,1 (o(0)) : \-Htr,,,(t)(l)o-l
: {L(t,r(t),r'(t)) - al - (r'(t),0u(L(t,z(t),r'(t)) - o)) ,
(poraplicaçãodoteorema19.85, comn:rft:1,A(.):q(.),Ao:1,b:1,g(.):HtL,r,(t) (.),,4õ:1,$-0,
e por (2.12)). Determinemos A" (L (t, z (t) , z' (t)) - ")-
A, (L (t, z (t) , r' (t)) - a) : A,L (t,, (t) , r' (t)) ,,
por definição de subdiferencial no sentido da análise convexa. Logo,
ô*1w1,,,1r1 (.)] lro:0: {L(t,z(t),r'(t)) - a} - (r'(t),ôuL(t,z(t),r'(t))l .
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Por fim,
I 
w?,,,(t) (-)] l-:o -- a* lH?,,' . « (0)] : L 0-4,11,1 (a (0)) _ a*H?,/ (t) (L),-l
_ {0 (lr'(t)l) - k} - (r' (t) ,a Q (lr' (t)l) - k)) ,
(por aplicação do teorema 19.85, com ?z :rn:1, Á(') - q('), Á0:1, b - 1, g(') : H?,,,(t) ('), áô :1, tr:0,
e por (2.13)). Determinemos ô (0 (lzt(ú)l) - k).
ô (0 (lz' (ú)l) - k) : 0e (lr' (ú)l) ,
por definição de subdiferencial no sentido da análise convexa. Como 0 (.) e Ct ([0,+*)) e é convexa, para
a € dom 0(l'l) temos 
ae@l)- {(d.,or))'},
pelo teorema 19.84, com /(.) :á(l l),n: a. Ecomo
(0 (l"l))' - d'(lol) lol' - e' (l"l) fr, ,*, a * 0
(considerando a norma euclidiana), então
oetu)-- 
{u'ld) ü}
Em particular, paxa t e [0, 
"] 
\N, substituindo o por z'(ú) (já vimos que z'(ú) € dom A (l.l)), temos
00 (lz'(ú)l) :
Logo,
l*?,our(.)] l-:o -- {e (1,' (ü)l) - k) - ,' (t) {r' (1,' (ú)l) ffi}
{,1,' (ú)l) - te - z' (ü É& o' (1,' (r)l)}
{rr,,'(ú)i) - k-)## e'q,'(ú)t)}
{e (r'(ú)l) - k - lz' (t)l o' (lr'(r)l)} .
Assim,
afr ç01 --
:-pr(t) {1}+ {L(t,r(t),r'(t))-a)-(r'(t),ô,L(t,,2(t),,r'(t))}+r {0(lr'(t)l) -k-lr'(t)l 0'(lr' (ú)l)}.
Logo' 
o e ofr(o) q, em [0, ?]
<+ 0 e -p, (t) {1} + {L (t, , (t) , ,' (t)) - a} - (r' (t) ,0,L (t,, z (t) , z' (t))l +






Como por hipótese do enunciado, existe uma funç"o p(.) mensurável com p(t) Ç AoL(t,r(t),r'(t)) qs em
[0,7] temos que
0:-pt(ú) + L(t,z(t),r' (t)) - a-(r'(t),p(t)) +r0(lz' (ú)l) -rk-r lz'(t)l 0'(lr' (t)l) qrem [0,7]
<+
pt(t):L(t,,r(t),r'lt))-a-(r'(t),p(t))*r0(lr'(t)l) -r lç-r lr'U)l 0'(lr'U)l) qtem [0,7] .
E portanto, como
vem
para c:p1(0) + a*r k.
.'. Proviímos que : existe { (') ' [0,7] 
---+ IR. dada por
t:pr (ú) : p1 (0) t ( (r) dr, V ú € [0,7] ,
€ (ú) :- p\ (t) qs eilr [0,7]
( (ú) e 07L (t,,, (t) , r' (t)) qs em [0, r] ;
p, (0) + fi ÊQ) d,r - L(t,, z (t), r', (t)) - a - (r' (t),p(ú)) * r 0 (lr' u)) - r k+
-r lr' U)l 0' (lr'(t)l) q. em [0, ?]
+ L(t,z(t),r'(t)) - (r'(t),p(t)) + r 0(lz' (t)l) -, lr'G)l 0'(lr' (ú)l) - c+
+ Íi t (r) d'r qs em [0, ?] ,
integrável tal que
existe p (') , [0,7] --+ IR dada por
pt (t) :: pr (0) + l,' {(r) dr
comp(t) e A,L(t,r(t),,r'(t)) qsem[0,7]1 eexiste c:Pt(0)+a*r /ce R.taisque
l,'L (t, z (t), r' (ú)) - (r' (t),p (t)) -t r0 (lz' (ú)i) - r lz' (t)10' (lr' (t)l) -, + { (r) dr qs em [0,7] . f
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2.2. Continuidade da derivada no caso especial n : L




(ú) € int Q V ú € [0,7] ptra qualquer r(-) em r(r(.));
(B) L (-) é localmente lipschitziana em (ú, s, u) e, exisúem corrctarúes ko e co úars que






Então, além da,s conclLrsôes do teorema 2.7 em paúicula,r (2.2), z (-) é Cr .
Demonstração :
No contexto descrito na demonstração do teorema2.l, varnos agora procurar aplicar as condições necessárias
do teorema2-3 directamente ao problerna, sem o reduzir a um problema de dimensã,o 1, através da transformação
de Erdmann. Comecemo.s por mostrar que z'(.) ê essencialmente limitada (com a presença de (*)/), isto é, que
lE>0:lz' (t)l Sl?qsem [0,7] .
Pelo teorema 2.1, a equação (2.2) ê válida paxa qualquer n, em particular vale para n : L. Como
L (t,u (t),*' (ú)) - r' (t) - 0,L (t,r (t), *' (t)) < L (t, z (t),,0),
vem, paxa qua.se todo o ü € [0, f],
pffia algum k > lco:: sup {lr+ : (rr, *r) Ç C} , w,le






t:cl {(r) dr L(t,z(t),,r' (ú)) - r'(t)-1uL(t,r(t),*'(t))+rlek'G)D-lr'(t)l 0' (r'(t)l)]
L (t,, z (r) , 0) + r le k' u)D - lr' (ql e' 0r' (t) l)] .
Então
r le (lz'(ú)l) - lr' (t)l o' (1,'(ú)l)] ) c *
Como L (t, z (ú) ,0) é limitada superiormente, logo
3 c1 € IR:.L (t,z(t),0) í,r.
Com
q(r):-e?)-r0'(r),
a desigualdade (2.L4) é eqúvalente a
)'*




q(,,(r)l) > i [". lo' et l o, - of (, > o).
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Então, usando a inversa p (-) de q (.), isto é
s: Ç(r) <+ r : p(e),
vem
1,, (t)t í p(l 
t, 
* l,
(I.[ota : troca o sinal das desigualdades porque q (.) , logo p (-) , édecrescente)
e como o lado direito está em ,"" ([0,7] , R), tarnbém o lado esquerdo, isto ê, ,' (.) € .Lo" ([0,7] , R).
Consideremos o problema de controlo óptimo, cujo estado e " (-) € IR e cuja dinâmica é
dr
*:d(lu(t)l).
O controlo u está sujeito a lu(ú)l S n qs (E é a constante escolhida para z'(.) essencialmente limitada), e a
condiçã,o de fronteira é r (0) :0. Consideremos então o problema :
t
((r) dr - c1 l)
(P1) minimizar ú@(D) * l, L (t, r (t) ,, (t)) dt -, i (r (.) , , (.))
u(t)eU(t) qsem [0,?] ,
*' (t) - ó(t,* (t) ," (ú)) qs em [0,7] ,










) r : [0, Tl - IR é AC;
) u : [0, T1 - IR é mensurável;
) U, [0,"] -* 2R ê a multifunção tal que u(t) e Kn [-rt,E];
) Ú , R -+ lR é d.ada por th (r) :- o ln - lve (r(-))l';
) Z: [0,7] x R x IR -+ IR com L(t,r,u) =21t,,u1ê dada por
L (t,, z (t),,") + r á (ltrl) SE





N :: {t e [0, T]: z'(ú) não existe o\ z' (t) # dorn L(t,z(t),.)] ) ;





(sr) do ,: {0} e C1 :: IR
g(t,u)::
0 caso contrário;
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Consideremos a"s funções ú,Í,: [0,"] ---+ iR dadas por
u(t) :- z'(t),
r (t) :r (0) * 
lo'
Verifica-se a condição de fronteira : ã (O) - g.
Também, temos as restrições :
I,'t 0 (lr' (r)l) dr,
t:0 (lu (r)D a, : e (lu (r)D d".
T
r (t,,2 (ú) , E (ú)) dt
T
respecti'uamente, pelo que ã (.) é o estado coÍrespondente ao controlo ã (.).
Vamos ver que as frmções D(.), ã(.) sao admissÍveis. Notemos que as soluções da equação diferencial
d:
;': o(lt'' (t)l)
são da forma :
o 1t7 : ,' (t) € K n [-]?, Âl qt em [0,7] ;
i'(t) -0(z' (ú)l) - ó1t,A$),ú(t)) -õ@çt11 qsem [0,"] ;
E(o) - o e do, n(r1 - [' ,k, Q)fi d.r Çe r.lo
Verifiquemos que o controlo a(.) " o seu correspondente estado ã(-) resolvem o problema (P1). Sejam
u (ú) e Iín [-^8, ft] qr em [0,7] um qualquer controlo e o seu estado corrsspondente, (.). Então temos que r (')
é AC, lr(t)l S n qs em [0,f] , *(t) - fiA(lu(r)l) d,r, r(0):0 e (r(-) ,r(.)) verificaas restrições doproblema
(Pr). Logo,
, (ã (.) , ã (.)) ú (ã(r» + Í,
: " ll,' o u,, ft)n d,r - I,' o Q,,,,,,, ,,1 *
* Io' lr, 
(t, , (t) ,ã (ú)) t r o (lã (ú) I )l dt
_ 
lo" 
, Q, z (t), ã (ú)) d,t * r lo" u(lã (ú)l) dt
rT- J, L(t, z (t),r' (t)) dt *, l" 0 (lr' (t)l) dt (pois o (t1 - ,' (t))
_ 
^ 
(, (.)) * r Ls (, (.))
: / (, ('))
e por hipótese




n (" (-)) * r I\e (" (.)) * o ltts (" (.)) - Âa (, (-))l'
I,
lÍ,"
*o lr (7) - lYe (, (-))l'
,(t), o que não é o caso)
i @ O,, (')) .




(isto era verdade se r'(t)
Outra possibilidade era considerar o problema, :
: 
1,,
0 (l*' (t)l) dt - L
L (t,r(t) ,, (t)) dt *, I,
o (1,' ft)l) dr
e (la (t)l) dt +
T
(P1) minimizar tlt @ Q)) +
com as restrições
T(t,r(t),r(t)) dt -, i (* (.),, (.)) : i (@r(.),*r(.)),, (.))
- tve (, (-))l';
L(t,r1,a) ê dada por
t e [0,7] \N
I,
T
u (t) e U (t) qs em [0,7] ,
(*',, (t) , "; 
(t)) : ó (t,n (t) ,, (ú)) qs em [0, 7] ,





) u: [0, T] - IR é mensurável;
) U , [0,?] -'2R é a multifunção tal que u(ú) e K nl-R,Rl;
) Ú = R2---+ iR é dada por ú(r): ,h@r,rz) =rb@il:- o l7.z









l[:: {t e [0, T): z'(ú) não existe ott z'(t) #d,om L(t,,2(t),.)]) ;
(ü) A: [0,?] x IR.2 x IR--* IR2 com Ó(t,*,,u) =6(ü é dada por
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(s,) Co ,: {(0,0)} " e 1,- {"} x R.
Assim, o funcional a minimizar é :
j (" ('),, (')) : i (@' (') , *, (')) ,, ('))
,h(*r(T) ,*r(T))) * l, Z 1t., (r, (t) ,*, (ú)) ,, (t)) dt
T(t,q (r),, (t)) dt
T
f
ú (*zeD + 
Jo




+ lL (t,,*, (t),, (r)) * r 0 (1" (t)D) dt,
com as restrições :
*'r(t) -, (t) , r,;(t) - a (lu (t)l) ;
"r 
(0) - z(0) : not "r(T) - z(T) 
: nTt 12(0) : Q.
Consideremos a^s funções õ, *r, *z , [0, "] 
-+ IR dadas por
O (t) :: ,' (t) ,,




respectivarnente, pelo que ã (.) : (r, (-) , ã, (.)) é o estado correspondente ao controlo ã (.).
Vamos ver que (Atl,d(-)) _ ((ãr(-),ãr(-)) ,r(-)) é solução pa,ra (Pr). Notemos que a,s soluções das
equações diferenciais r\(t) - u (t) e il2$) - 0 (lu (t)l) sao da forma :
*r(t) - t1 (o) + [' *r(r) d,r- z (0) * fr u Q) ar,Jo Jo
*z(t) - n2(o) + [' *;(r) dr - [' ,UrQ)) dr,Jo Jo
respectiva,rnente.
Tâ,rnbérn, temos as restrições :
o (t1 - z' (t) e K n [-.R, E] qr em [0,7] ;
:t 'l''x (ui trl ,ãr(q) - (z'(t),01r'(t)l)) : (attl ,0 (lõ(ú)l))rlt)-
- õ (t, f", (t) ,i, (ú)) ,, (ú)) - õ (a 1t;; qs em [0, "] 
.
Verifiquemos que o controlo õ(.) e o seu correspondente estado r(.) _ @r(.),ãr(.)) resolvem o
problema (P1). Sejam u (ú) e .[í n [-.E, tr] qr em [0,7] * qualquer controlo e o seu estado correspondente
r(.): (rr(.),"r(-)). Entãotemos quer(.) éAC, l"(t)l <.Rqsem [0,r] ,q(t) - z(0) +#v(r) d,r,
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nzl) - fiT(lu(r)D dr, r, (0) - e(0), q(T) -- ,(T), rr(0) :0. No entanto, com as restrições do tuncional
i (" (.), a (')) vem
I(r(.) ,u(.)):o llrr 
rlri(,) l) d,-Âa(,(.))l' * Ir'lL(t,*r(t),,(ú)) *rlflr(t)l)l dú,
e portanto, depende apenas da função coordenadu ,, (.). Quando verificamo,s as restrições do problema (P),
temos ' *i$) :?/ (ú) e r{ qs (pois u (ú) e r( n [-.8,1?] );
("r (0) , *t (T)) : (ro,, n7) e C .
O nosso objectiro é apücar as condições necessárias do teorema 2-3, cujas hipóte.ses temos de rerificar. E
coüsequentemente podemos deduzir a existência de uma ftmção p(.) tal que paxa ú qs, o máximo
f# {e (r) u - \n L (t' z (t) , u) - À6 r d (lul)}
ocorre emo: z'(ú), onde.\o € {0,1}, e onde p não é zero se Às:0. Afunçãop(') também satisfaz a equação
adiruta
p, (t) e Às a.L (t, z (t) , zt (t)) qs.
Mostremos que, de facto, isso acontece. Para tal definimos o Hamiltoniano H:10,7) x IR x R xlR xlR --'+ lR por
H(t,r,p,u,\s)::p.a-Às lL(t,z(t),a) + r a (lt,l)l .
Então, pelo teorema 2.3, existe um escalar Às e {0, 1}, uÍna função p : [0,7] --+lRACtaisqueI{(t,e(t),p(t),',)6)
é maximizado em u : z'(t), isto é,
ma{H(t,z(t),p(ú),u,Às):ueU(t)} :. H (t,r(t),p(t),2'(t),Às) qs em [0,7] (2.15)
pç{r(t).o-).sL(t,z(t),u)-À6re(l"l)}: p(t)'z'(t)-ÀsL(t,z(t),zt(ú))-.\6r0(lz'(t)l)
qs em [0,?] .
SeÀ6=QvsÍn
ÊT{e(ú) 'v}:p(t)','(t) ç em [o,r] ,
então
p(t).u < p(t).2'(t) qs ern l},Tl,Y u e K. (2.16)
Também' pelo teorema 2'3' vem : 
opa. rp(t)r * )o > 0.
t€1u,1'l
Notemos que, de facto, max. lpp)l existe, poisp(.) é AC, em particular é contínua e está definida num interralot€ o.'l I
fechado e limitado {0, ?]. Se À6 : g, sr6âo
,.]-aa, h(t)l >o,
logo não podemos ter p(Í) :0 para qualquer ú € [0,4. AIém disso, pelo teorema 2.3, temos que p(') satisfaz
a equa.ção a.djunta
1 (t) € a,H (t,i(t),p(t),zt (t),Às) qs em [0,7]
-p' (t) € -Ào A,L (t, z (t) , r' (t)) qs em [0,7]<+
<+ p' (t) € Ào ô,.L (t, z (t) , r' (t)) qs em [0, ?l] .
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Então
Ào:0+p' (t) - 0 qs em [0,1l] +p(t) - cqs em [0,7] , ce IR.
E como p (-) é AC, em particular é contínua, donde
p(t) - c,V t € [0,7] , c € IR.
Logo, jrurtando (2.16) e (2.17) temos
p(t) - 0 qs em [0,7] .
E como f (.) c AC, ern particular é contÍnua, então
P (t) :0, v Ú € [0,7] ,
o que não pode acontecer, pois já vimos que nã.o podemos ter p (ú) : 0 para qualquer ú € [0, ?].
(2.t7)
Suponhamos primeiro que Ào : 0. Então segue do que está acima que p (t) -: po + 0, po e IR. Atendendo
à condição de mríximo, podemos agora a.ssegurar que z'(ú) : 0 qt, dado que o único ponto num cone K em IR
que admite um vector normal não-nulo ê a origem. De facto, notando que
mryí{p(t) .r}:p(t).r'(t) qsem [0,r] o*T{po.r}:p0.r'(t) qsem [0,7] ,
oÇ.
logo,
po-a1po-z'(t) qsem [0,f] ,Vue_ K,po*0,
isto é,
(u-r' (t)) .poí0qsem [0,?] ,VueK,po*0. (2.18)
Como -á( é convexo, o cone normal de Clarke de.t( mrm ponto coincide com o cone normal no sentido da análise
convexa, pela proposição 22.L8, corn C - K. Alérn disso, o único ponto num cone I( em IR que admite vector
normal nãonulo é a origem, entã,o de (2.18) temos que
,'(t) - 0 qs em [0,?] .
Logo,
z(t): c qs em [o,T] , c € IR.
E como z (.) Ét AC, em particular ê contÍnua, vem
z(t) - c,V t € [0,7] , c € IR.
Consequentemente,
'' (t):0, V Ú € [0,7"] '
Então, ,'(-) é contÍnua. E portanto, z(') é Cl.
Vamos agora examinar o caso Ào : 1. Seja g : [0,7] x IR *(-m, *m] a frrnção dada por
( t(t,z(t),u) +rB(l"l) se o € rí
g (t,u) :- |
[ +"o seaÇK.
Comecemos por mostrar que g (ú, .) é estritamente convexa. Por hipótese, paxa cada s € O, a função L (t, s,.) ê
corlvexa, V ú e [0, ?]. Então, para cada z (t) e CI,
L(t,z(ú) ,À ur *(1 -À) ,z) < 
^ 
L(t,z(t),ur) *(1 -À) L(t,z(t),,u2), Vu1, a2€K, V.\e (0, 1), (2.19)
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para qualquer ü € [0,1|]. Tâmbém, por hipótese, 0 (-) é estritamente convexa, logo
0(Àu1+(1 -À) ,z) < À á("r)+(1 -À) 0("2),v at,aze K,v À e (0, 1) . (2.20)
E como l.l é a norma em IR, verifica a propriedade de homogeneidade e a desigualdade triangular, então
lÀrt+(1 - À) rzl S,l lrrl+(1 -À) lrzl ,v nt,'t)zÇK,vÀe (0, 1)- (2-2r)
Sejam 1\,'t)z€ K e À e (0, 1) quaisquer, então
s(t.,^ ur *(1 -À) "r) _ L(t,z(ú) ,À ur *(1 -À) ,r) *r 0 (lÀ r, + (1 -À) ,rl)
*r 0 (À l"rl + (t - .l) l"zD (por (2.19)) e por (2.21)
^ 
L(t,,(t),ur) * (1 - À) L(t,,z (ú),o2) *
+r (À 0 (l"rl) + (t - À) P (lrrl)) (por (2.20))
À [.t (t,z(t),ur) * r 0(la1l)] + (t -.1) IL(t,r(t),az) +r e(lu2l))
À g(ú,ur) + (1 - À) s (t,az)
E portanto,
g(t,^ur*(1 -À) "r) <Às(ú,rr) +(1 -À)g(t,rr),vu1,u2€K,vÀe(0, 1) ,
como pretendido.
Se substituirmos Ào : 1 na condiçã,o de máximo (2.15) temos
*3gip 
(t)-" - L(t,r(t),u) -r 0(lrl)) : p(t)'r'(t) - L(t,r(t),r'(t)) -r 0(lr'(t)l) q' em [0,?]
<+
ÍLT{p(t)."-e(ú,u)} - p(t)'r'(t)-s(t,r'(t)) qsem [0,7] -
Então,
p(t)-" - s(t,u) Sp(t)-r' (t) - s(t,,r' (t)) qr em [0,7] V u e K,,
isto ê,
s(t,a) > s(t,r'(t)) +p(t).(u - r'(t)) qs em [0,7] v a e K,
p(t) Ç 0,s (t, r' (t)) qs em [0,7] , (2.22)
uma vez que g (ú,.) é estrita,mente convexa. Finalmente, a convexidade estrita de g (t,') implica a continuidade
de z'(.); " argumento é dado em [[14], 
p. 86]. Mostremos que, de facto, isso acontece. De (2.22) e por aplicação
doteorema19.83,comu* -p(t), /(.) : g(t,.),n:zt(t),r:?,resultaqueparacadau€K, afirnçã,o
atinge o seu supremo em u : z'(t) qs.M.i:Ií,tl"J*'r:?*, 
- -p(t)', 
é afim, entã,o é convexa, e
como g (t, -) é estritamente convexa resulta que a função
-p(t).u*e(t,o)
logo
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é estritamente convexa, pela proposição 2.18, com g(.) : g(t,-) e / igual à firnçã,o'u ê -p(t).u. E portanto,
a função
é estritamente cônca,ra, pela nota 19.57. 
";#:*;: 
(t'')
*T{pG)." - s(t,u)}: p(t)-r'(t) - s(t,r'(t)) qs em [0,7] .
Suponhamos que e'(.) tem outro tipo de descontinuidades removíveis, entã,o, tendo em conta a proposição
16.5, com / (') : ,' (-), podemos eucontrar duas sucessões ("i), @i) em [0,7] tais que :
lim c3 -- -y : .lim dl;,.-oo - j*oo
p(cj) ç 0og (ci, z'("i)) qr em [0,7] ;
p(di) Ç ô"s (d,i, z'(ar)) qs em [0,7] ;
,.rjg 
,' (ci) :, o # § ,- rrffg ,' (di) . Q.23)
Seja u um qualquer ponto tal que u Ç. K. Então escrevemos
p(cj)'a - g(ci,u) íp(ci)-r'ki) - g(ci,z'(cj)), v u e K, com z'(ci) e K (2.24)
p(di)-u - s(di,a) Sp(di).r'(di) - s(di,r'(dj)), V u € K,, com z'(d1) e K. (2.25)
Mostremos que a sucessão g (ci, r' ki)) tem o mesmo limite que a sucessão g (ci,a) denominado por g (r,a).
Primeiro vamos mostrar que
lim 9 (ca, o) : g (f ,a) ,
isto é,
V e > O,a M > 0, V, € NI : j > M+lg@i,a) - g(r,a)l < e.
Pela hipótese extra (B), L(.) é localmente Iipschitziana em (ú,s,u),entã,o L(-) é localmente lipschitziana em
(ú,t), pela proposição 2.19, com h(.): L(-),, g(.) : L(-,-,a), nr:t, nz: sr ffB_ u. Logo, existem ô > 0,
k>0taisque
lL (tr, sr, u) - L (tr,sz,a)l < /c l(ú,, rr) - (tr,rz)1,
para quaisquer (úr , rr ), (tr, tr) € (ú, s) + õB . E portanto,
f 6>0, f k)0: lL("i,,2(ci),a)- L(r,z(F),a)l Slrl@i,r(ri)) - (r,z(F))1,
(2.26)
V (ci,, z (cj)) , (r,, (r)) e (t, z (t)) + 68,
Além disso,
isto é,
V e ) 0,a M1> 0, Vj € N : j > Mtàl.i --rl < Zt. (2.27)





Ve) 0,,1M2)0,V j€N: j) Mz+lrk)-r(r)l .*. (2.28)
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Assim, fixado e ) 0, existe tuf - *i"{Ur,Mz} tais que paxa quaisquer (ci,z (ri)), (r,,2(T)) € (ü, ,(t)) + 68,
para á ) 0, temos :
lski,a) - s(r,,d)l - llL("i,,2(ci),CI) +r 0(lcrl)l -lL(F,z(r),a)+r á(lol)ll
: lL(ri,z(ci),0) - L(r,z(r) ,")l
: kl"i - rl + kl, @i) - , (r)l (pela norma da soma)
í *** k* -e (por (2.27) e (2.28)).
E temos o pretendido. Agora vamos mostrar que








Ve)0, 1ntrl )0,Vi€N:i>Nr+lgki,o)- s(r,a)l .;. (2.30)
Porhipótese,0(.) eC'([0,+m),lR) *l-l écontÍnua, Iogo0(l-l) écontÍnua,poiséacomposiçã,odeduasfunções
contÍnuas. E como )\r'(.i) - 
a, entã,o
,L'L 
o (l'' ("i)l) : o (lol),
isto é,
ve>0, lÀr2 )0,vr€NI : j>t[z+ l0(lr' ("i)l) -e(l"l)l . #. (2.31)
Também, por hipótese, para cada s € í), a função L (t, s,.) ê convexa e o domínio dorn L (ú, ", 
') rá um conjunto
aberto, convexo e não-vazio, para qualquer ú € [0,7]. Então, para cada z(t) e CI, â função L(t,z (ü)'') é
convexa e o d.omínio d,orn L(t,z(t),-) é um conjunto aberto, convexo e não-vazio, para qualquer t e [0,7]. E
como K C dom L(t,z(t),.), então a frurçã,o L(t,,2(ú) ,-) é contÍnua em K, pelo teorema 19.70, com n - 1,
/(.)_ L(t,,2(ü) ,.), C:K. Temostambém jgl'r'ki)-o,então
.lim I (ci,z("i),r'ki)) - L(ci,z(ci),a),J+OO
isto é,
V e > 0, I Iü3 > 0, V J € NI : i >I/e=+ lL("i, z(ci),'' ("i» - L(c1, z ("),")l' ã' Q'32)
Assim, fixemose )0, paraoqualexisteN-min{Nr,Nz,Ne} > 0. Então, pa,raqualqueri € NtalqueJ } N,
2.2 Continuidade da derivada no câso especial n :1 6L
temos
S l[L(ri,z(cj),,2' (ci)) * r 0 (lr' ki)l)] - t, (ci,z("i),CI) + r 0(lal)ll +






: e (por (2.30), (2.31) e (2.32)).
E temos o pretendido. Analogamente,
,!Ls(ci,u):s(r,')' (2.33)
Considerando o limite em (2.24) vem
.li* [p(ri) .u - s("i,o)) < lim Wki)-z'(ci) - g("i,2'(cj))],Y u e K
+ p(r) - a - s (r,u) S p(r) . d - s (r,a),V u e K,
(esta equivalência acontece por (2.29), (2.33) , (2.23) e porque
,!111 
ci -F + r.!Le Gi) - p(r) ,
pois p(.) é AC, em particular é contínua). E como u é qualquer, então a maximiza a função estritamente
côncava
u-p@)."-g(r,a).
Como z'(ci) e K e K é fechado, então o:_r.t1r'("i) e K. E portanto,
*T{p(r) '" - s(r,u)} 
: p(r)'a- s(r,o) qs em [0,"] .
Faaendo um raciocÍnio anáIogo a,o anterior, conclú-se que
,tg g(di'P): s(r'P) '
.li* g (di, r'(ar)) : g (T, P) ,j-a
,B s(di'u) - sF'')
e
,rjg lp @.) 
- a - s (di,u)i s _Iim lp @) - ,' (di) - s (di, ,' (di))l , v u e K
<+p(r) - u - s(r,o) < p(r) . P - g (r,fr),V u e K
(considerando o limite em (2.25)). E como u é qualquer, então B ma>rimiza a fun$,o estrita,mente côncava
aàp(r) ., -g(F,u).
Como ,'(di)eK e Iíéfechado, então 0:- i$r'(di) e I(. E portanto,
W{p(r) 
. 
" - s (r,,r)} 
: p(r)' Ê - s (r, P) qs em [0,r] .
s
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Deste modo, conclü-se que a e B são máximos globais paÍa a função
aêp(r)-"-g(r,a).
Mas corno a + p e nãa podemos ter dois máximos globais para a mesma funçã,o, obtemos uma contradição.
Então zt(-) só tem descontinuidades removÍveis. Ou seja, até agora z'(.) é essencialmente contÍnua em [0,7].
Mostremos, em seguida, qrue z'(.) é contÍnua em [0,f]. Por hipótese, z(.) e ÁC([0,"] ,lR), então
t;z(t)-z(0) + z'(r) dr,
pelo teorema 18.2, com /(.) : ,(.), [o,b] - [0,7), r - t. ,'(.) ê essencialmente contínua em [0,7], isto é,,' (-) é contÍnua qs em [0, f] e só tem pontos de descontinuidade removíveis. Então o conjunto dos pontos de
descontinuidade de z'(.) é enumerável, pelo teorema 16.4, com / (') : ,' ('), X - [0,71. Logo, o conjunto dos
pontos de descontinuidade tem medida nula, pelo lema 10.14. Assim, ,' (.) ê igual qs a alguma função u (-)
contínua. Usando a proposição 16.5, com / (.) : ,' (-), varnos definir a função contÍnua u : [0, 7] - lR por
z' (t), nos pontos de continuidade de zt (-)
u (0) - ,uçr'(r)
onde ú; são os pontos de descontinuidade de zt(.). Além disso, verificam-se as seguintes condições :
"t) o 
(ü) existe qs em [0, f], pois u (') : ,' (') qt.
"z) 
, (.) é Lebesgue mensurável e Lebesgue integrável, pois " (.) é contÍnua e está definida num compacto,
pelo teorema 11.16 e pelo teorema tl.lT.
,r) V (t) : z (0) + Ii" (r) dr, pois u (.) é Lebesgue mensurável, pelo lema 11.19.
Consequentemente, pelo teorema 18.2, , (-) ê AC e tem derivada contínua (pois ? (') é a derivada de 7(') e
o(') êcontínua). MostremosqueZ('):r('). Comot'(t) : r'(t) qsem[0,f] e?.,(') éintegrável,então,para
cada t € [0,I] fixado remos 
[, ,, (r) d,r _ [, u (r) ar,Jo Jo
pelo lema 11.13. Logo, V(.): z(.). Consequentemente, como afunção contínuau(') é aderi',radade ã('), então
u (.) tambêm é a derivada de a (.). E como a derivada de uma firrçã,o ê única, temos que
''(t):a(t),VÚe[0,r] '
Logo, ,'(-) ê contÍnua. E portanto, z(') ê C|. a
ta
t;a ) t_t,.limt+t;
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2.3, Alguns resultados auxiliares
Teorema 2.3 (Princípio do mríxirno). Coraideremos o problema :
(P) minimiza,r / (r (a)) + [' , g,r(t) ,u(t)) d,t
Jo,
com a,s restrições
u(t)e U(t) qsem lo,bl, *'(t) -ó(t,r(ú) ,"(t)) qsem lo,b), *(o)ÇCo,r(b)eC1,
onde:
(r) *: [a, b] -* IR.' é AC;
(b) ": [a, à] 
-- IR* é mensurá,vel;
(") U : [a, â] - IR.* é uma multifinçãa;
(d) Í : IR* -* IR;
(") F : [4, b] x IR' x IR- -* IR;
(f) ó : la,bl x IR.' x IR* -* IR* ;
G) Co, Cr c IR' .
Suponhamas que (n,m) resolve (P) " admitamos ainda que :(i) exisúem finções contÍnuas. (.) e e (-) > 0 úais que qualquer função AC r (.) satisfaaendo as resúriçôes do
problema (P) verifica também
r(t)eí)1 :- B(*(r) ,u(t)),Vte la,bl;
(ii) U (.) tem valores nãuvazios e o seu gráfrco,
Graf (U) :- {(t,u) € [o, b] x IR* : t € [a,b),u e. U (t)l
é L @ Brn-mensurá'veL;
(iii) Í (-) é localmente lipschitziana;
(iu) ó (-) verifrca :
(iu1) para cada r € IR.n, a frtnção ó(.,n,.) é L& Brn-mensurável;
(ia2) existe uma funçãa real L & B,o-mensurável /c (.) > 0 defiru'da no Graf (U) tal que patra cada
(t,u) e Graf (U), , fimçãa ó(t,.,,u) é lipschitziana em O1 com consta.nte de Lipschitz le (t,u);
(iq) a função t r-+ k(t, z (t)) é integrá,vel ;
(") F (.) veúfrca as mesmas hipóteses que ó('), isto é, (ia);
(ui) Cs, Ct C IR* são fwhados.
Consideremos o Hamiltoniano H : la,à] x IR' x IR' x IR* x IR ---+ IR. defrudo por
fl (t,,n,p,u,À) :: (p,0(t,n,u)) - À f'(t,r,u) .
Entãa, existe um escala,r À e {0, l}, uma fiuryão P: la,b] - IR?z ÁC úais que :
(I) p(-) satisfaa a equaçãa aáirnta
-p'(t) e A*H (t,r(t) ,p(ú) ,ú.(t),À) qr em [a,à] ;
(II) H (t,t (t) ,p(t), ., À) é maximizado ema(t) :
ma>c {}1 (t,z (t) ,p (t), -, f) : us € U (t)} -- H (t,r (t) ,p (t) ,ú,(t) ,À) q" em la,b);
(III) pata algum € ç 0Í (r (a)) valem as seguintes conüções de tra,nsversa,lidade :
p(a) 6 Nco (r(o)), À€ -p(b) € N6,, (r(b)) ;
(IV) 
,âffir lp 
(t)l + À > 0.
(Ver teorema e rc,spe{tiva demonstraçã'o em [12], p. 211.)
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Definição 2.4. Sejam S, X, os coryuntos defrnidos por
,9:- {t: (t,r) e D püa algum r € IR'}
e 
x1 :_ {t: (t,r) e E}.
E diz-se um tubo, desde que 
^9 
seja um intervaJo (por exemplo fa,bl) " 
e:s'súam uma frtnção contÍnua c.,.r (.) e
uma finção contÍnua positiva e (-) em la,bl tais que
Et : B (, (t),r(ú)), v t e la,b).
Um tal tubo E diz-se um tubo em la,b).
(Ver [12], p. 113.)
Nota 2.5. Daqui em üante, convencionamos que
(-*) x 0: 0 x (-oo) :0 x (+oo) : (+oo) x 0 :0.
Lema2.6.Sejam(X,M)umespa,çomenswável,D€MefrD-[-m,**] umafitnçãomenswável.
Então, para cada Do C D tal que Ds Ç M, a fitnção g : D - [-*, *m] dada por
e (ú) :- f (t) xo" (t)
é mensurável em D.
Demonstração :
Sejam (X,t"l) um espaço mensurável, D um conjunto mensurável e / ; D --+ [-oo,*m] uma firnção
mensurável. Consideremos um qualquer conjunto Do C D tal que é mensurável. Logo, pelo lema 10.19 (alÍnea
(.)), / lp, (.) é mensurável em Do. O conjunto D\Do rá mensurável, pelo lema 10.2 (alínea (e)), com Á - D e
B - Do. Então, pela nota 10.20, a função
D\Dorúr-+0
é mensurável em D\Do, com A: D\Do e G_0. Logo, pelo lema 10.19 (aUnea (b)), com D: Do U (D\Dg),
temos que a função g : D - [-oo, *m] dada por
s (t)
/ln"(t) seú€Ds
0 se t f Ds (isto ê, se ú € D\Do)
: Í (t) xD, (t)
é mensurável em D. a
Proposiçáo 2.7. Sejaml r fl xlR'- (-oo,+*] umintegrandonormalconvexo, scieue W\r (íI;lR'), onde
Q c IR é um qualquet conjunto mensurável nãa-vazio. Ássumim os que
u' (t) € i.nt(d* / (ü,.)) qs em CI.
SejamQ'o conjuntodosr €lR.'comcoordenadasranionais, lre Nqua.lquer,effLni CI--+ [0,+oo] afinçãa
dada por
*x(t):-süp {V(r,z) - f (t,,u'(t))l ,z € Q' e lz-u'(t)l <-1-}.[ . I'"L\< " t- 
* \"/t- kJ
Entã,o, para cada k e N[, a funçã"o *o(.) é menswáve].
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Demonstração :
Para cada z € Q' fixado, seja .f,1 : í) -+ (-oo, *m] a função dada por
Í)(t)7f(t,z).
Como / (.) ê um integrando normal, então pelo teorema 21.3, com ,9
L@B-mensurável. Logo, pela proposição 10.28, com X - CI, Y: IR',
il @ :- Í (t, z) é L-mensurável em CI.
Seja fi : ll -, (-*, +*] a firnçã,o dada por
Â (ú) :: Í (t,"' (t)).
Como u e Wr'r (0,R'), então a função u': CI -* IR'é mensurável e como /(.) é urn integrando normal, pelo
corolrírio 2L.4, com,9 - Q, /(.) : /('), n:'t-Lt, s: ú, temos que â função
CI f ú ,* f (t,"'(ú)) -: Ír (ú) € (-*, **J
é mensurável. Isto é, â (.) é ,C-mensurável em fl.
Consideremos o conjunto
N:: {t e Ct : u' (t) não existe ou ?r,' (t) É d*n Í (t,-)},
o qual tem medida nula e é mensurável, pela nota 10.23, com / (.) : /r (.).
Note-se que se Ds :- CI\Àf então
/, (ú) :: Í (t,"' (t)) € IR, V t Ç Do.
Então, pelo lema 2.6, com /(.) : /, (.), D:dl, Ds -- 0\N e g - ÍzO, temos que a função Íz:Q ---+ IR é dada
Por 
( Ír(t) seú€Ds í ÍU,u'(t)) seú€CI\N
Íz (t) ,: Ír (t) xoo (t) : { : {
[ 0 se t Ç. Ds [ 0 caso contrrírio
é ,C-mensurável em CI.
Seja /3 : CI --+ IR. a função dada por
-0,
/(-) -
n: zt s : t e /(.) : /(.) é
/ ('), fi : t, A : z, resulta que
/a (t) ,- -fz (ü) :
-Í (t,u' (t)) se ú € CI\N
0 caso contrário.
/e (-) é,C-mensurável em CI, pelo teorema 10.21, onde c: -l € R, .f (-) : fzO, D :{l e o domÍnio de definição
é o conjunto CI.
Seja f!: O --* (-*, +*] a firnção dada por
( Í (t, r) - Í (t,ut (t)) se ü € r}\N
Í? (t) ,: Í) (r) + /s (r) : {
[ / (t,') caso contrário'
Í?O é C-mensuráve1 em SI, pelo teorema 10.22, onde /(.): Í:(.),9: Ís(.), D: CI e o domínio de definição
é o conjunto O. E portanto,
f? (t) - Í (t, z) - Í (t,u'(r)) qr em o.
Seja /,3 : f) ---+ [0, +m] a função dada por
lÍ $, r) - f (t,,"' (t))l '" ú € CI\N






f:O éC-mensurávelemíl,pelaproposição10.26,com/(.) : Í?(.),1/l (-) :Í3(.) uD-[l. Eportanto,
Í: (t) : lÍ G,r) - Í (t,u'(r))l q' em CI.
Seja /,4 : l) --- [0, +oo] a função dada por
tt @:: sup Í: U) -z€Q"
sup l/ (t, r) - f (t,ut (t))l
z€Q-




Í: O é .C-mensurável em fl, pelo teorema 10.25 (alínea (a)), com g* (.) : Í2 (.) (pois para cada z € Q' fixado,
temos uma funçe'" f2 (-)) " 
D : {1. Note-se que
Í: (t): 
:H_ li 
(t, r) - Í (t,u' (t))l qs em Q.
Notese também que o conjunto
A, :: {t e O1ir,r : lz - u' (t)l S + }1."- -\^'-l'- *\-/'-k)
é C-mensurável (pois ?r(.) € Wt,7 (A;R") + ut (') c f,-mensurável). Logo, pelo lema 2.6, com /(.) : Í:(-),
D:dL, Do: A, e g: Í: (.), temos que afunção f! rA * [0,+*] dada por
Í:(t) sete A,
r, u) t! (t) xn. G) 0 setfA,




lÍ Q, z) - Í (t,u' (t))l SE
ú€0\N
lr-u' (ú)l í *
caso contrário
é .C-mensurável em f). Repare-se que, paÍa cada z € Q' tal que l, - u'(Ú)l í t,
Í, (t) : lf (t, z) - Í (t,u' (t))l qs em C).
Consequentemente, a função Í9 , {l - [0, too] dada por
sup l/ (t,,r) - Í (t,,"'(ú))l SE











2.3 Alguns resultados ar-rxiliares 67
é 4-mensurável em O, pelo teorema 10.25 (alÍnea (a)), com g*(-): Í, (.) (pois paxa cada z € Q'fixado, temos
uma frrnçã'o f! (-)) " D - dl. E 
portanto,
Í9@ : .rp{l/(ú, z)- Í(t,u' (t))l 'z €Q'e lz-u'(t)l s t}
-: *x (t) qs em í).
Logo,pelanotaL0.24,com/(.) :"f,u(-),g(.) :*o(-)eD-íl,temoseuem;(.) émensgrávelemCI.
.'. Para cada k e N, a firnção *n(-) é mensurável em CI. I
Definição 2.8. SeJa C c IR" um conjwtto convexo não vaaio. O conjunto de todos as vectores g € lR' que
satisfazem a conüçãa
r*ÀUeC, VÀ>0, VxeC,
càama-se colne recessão de C e é denota.d.o por O* (C).
(Ver [30], p. 61.)
Deftnição 2.9. Seja f é uma qualquer finçãa convexa defrnida em IR* não identica.mente *oo. Charnamre
função recessão de f à função f{ cujo epigrá,fico é igual aa cone de recessâo do epigráfico de f , isto é
"p, 
(t{) : o* ("p, il .
(Ver [30], p. 65,66.)
(-*, +ool uma função convexa, própria, sci. Entãa a fi;ur,çãn-'Proposição 2.10. Se"ya f : IR'





(Ver [30], p. 67, 35.)
Portarúo, frxaàore dom f , afunção /": IR- (-oo,+*] dadapor
g (À, r) ::
/(Í) À
(/o*) (")
é convexa, própria, sci, onde Í{ é a função rxusão de Í. Além üsso, püa cad.a n €. dom f tem-se
I r(Í) À seÀ>o






é uma frlação convexa, própria, sci.
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Nota z.LL. Seja f : IR' x IR* -* (-*,+m] uma função convexa, própria, sci, então para cada r € IR' fixado
a finção â, : IR* - (-m, +*] dada por
h* (a) ,- Í (*,,s)
é convexa, ptópria, sci.
De facto :
(i) h" (.) é convexa :
Fixemos r € IRn. Como / ('), enquanto firnçã,o de duas va,riá,veis, é convexa, em pa,rticula4 ptra n € ]R.?1,
f (*,-) é convexa. Isto é, sejam At, Az € IR?n quaisquer e a e (0, 1) qualquer, entãa
h* (aUr + (1 - a)yz) : Í (*,a ar I (L - o)yz)
af(n,yr) -r(1 -o) Í(*,yr)
a h* (yr) + (1 - o) h" (az) .
Logo, h* (-) é convexa.
(ii) h, (.) é própria :
Fixemos r € IR'. / (.), enquarúo função de duas variáveis, é própria, em particular, para r € IR',
Í (",.) é própria. Como 1 A € IR.- úaJ que
h*(a): f (r,s) < +oo
e como para qualquer y € ]R* temos
h*(y): Í (r,s) + -ffi,
então, h, (-) é própria.
(i,ii) h* (-) é sci :
Fixemose e lR'. Como /(-), enquanto funçãode duasvafiáveis, é sci, empa,rticular, para r € IR.', Í(*,')
é sci (ou seja, pa.ra, € R* temos
V À < Í (r,T), I ô > 0, V a :la -Tl <ô + À < Í @,v)),
eportanto,h*(.) ésci (p*romesmo ô que pa,ra f (",.)). Istoé,sejay €lR- epaf,aqualquer).1h,(y),p*u
algum ô > 0 (o mesmo paxa f (*,'D " A qualquer tal que lA -gl 1õ vem
h* (y) -- Í (*,s) > À.
Logo, h* (-) é sci.
.'. h*(-) é convexa, própúa, sci, para cada r € IRz frxado- |
Nas mesmas condições da proposição 2.70, temos a seguinte proposição :
Proposição 2.1^2_. Seja f : IR' -+ (-*,+*] uma fi:rrrçã,o convexa, própria, sci. Então, para cada r e dom f
frxad.o, a fr;rr,ção "f" , IR - (-oo, too] dada por
r (*) (1 +u)





é convexa, própria, sci.
Atém disso, se tr € i,nt (dom f), entãa 0 e int (ar* t-)
seu(-1
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Demonstração :
Fixemos r Çdorn f . E consideremos a função afim á: IR. --+ lR. dada por
A(u) :: | * u
e a função .L , R - (-oo, *m] dada por
) Ità / (Í) À seÀ-0
*oo seÀ<0,
a qual, pela proposição 2.10, é convexa, própria, sci para cada r e dom f .
Alémdisso, ImÁí)dornf*+@.Defacto,seÀ:l,entã,o/,(1)-/(?) l:Í(")<m(pois ne dnrnÍ)
donde L edorn f*,e se u-0, então á(0):1*0:1€ Im á. Logo,
1 a - 1 : a € Im Á e o € dom f*,
e portanto Im A a dorn Í" * @.
Consequentemente, a funçã,o que resulta da composição de Í-O com Á(.), p*" cada n € dam f , é
Í, o A: IR ---r (-*, +m] dada por





r (rt) (1 + ?')






I (rfr) (1 + u)
,e,t(*) (1 +u)
*oo seu<-1
E portanto, (.f, " Á) (-) 
: í O.
Logo, a função ("L " Á) (.) 
_ /, (-)_é convexa, própria, sci, pela proposição 19.66, com rn - n - 1,
Á(.): Á(.), /(.) : Í*(-), (Í " A) (.) :,f, (-).
Mostremos agora que se r Ç int(daml), então 0 ç int(a"* í). Como í, tOl - /(r) e, por hipótese,
ne int(d*/),entã,o Í(") (foo,dondeÃtOl(*oo, logo0 e d,omí,.S*O-rÇint(dün'Ll),então
/(0)(1 +z) sez)-1





logo dom Ío : [-1, +m), e portanto, 0 € i.nt
tal que




(O*"Ír).Suponhamos que 0 * * Çint(d* f).E seja e > 0
V11 €lR':lr1 -rl<€+Í(rr) <*oo. (2.34)
l"l <ô -zldE <?/< ffi
1-qdE<1+u<L+qfrÉ
#h<1+".ffi
Zlnl+e .- 1 -2lrl+e2l*l*2e -l+,r- 2l*l
r-ffi. # < 1+2k-l
. e -- 1 _1.2_L-W <- 11., -r \ ml'
zlnl+Ze>lrl* ! <-1 € € € €' 21"1* *' l"l o 4"1* u' l"l <+ - kl < - zlnl + z€'


















l1*u l-'", l*-,1 .r,r ú:,
Logo, por (2.34), / ( *oo, entã,o( fi1*u
(#)f*(u) - Í (t+u)(*m,
paraqualquerutalque lul < ô. Oquemostraque0 ei,nt(a*"Í-) Seconsiderarmos5- pfo também
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## < 1+". ffi














lrl +2e)lrl ++< 1o-1 .-J € €M 'l"l <+-lrl ' ,1.loê-l"l ' lnl+%'
-:-. t -1< : c,l t -tl"l - 1*u - - l"l " 11+u
como já tÍnhamos üsto.-E da mesma forrna concluímos que 0 e i,nt d,om Í*
Lerna 2.L3. Seja L: [0,7] x CI x IR' ---+ (-*, *oo] uma função verificando o seguinte :
(i) f) c IR?l (ver (1.2)) e fechado;
(i,i) pa,ra cada s € í) :
(i,i1) a funçã,o L (t,s, -) é convexav ú € [0, 7];
(ii2) o domÍnio dorn L (ú, r, .) é um conjwtto aberto, convexo e nã,ovazio, independente de t, designado
por dom L(t,-);
(i,ii) para cadas € Cl e a € dorn L(r,.), a finção
t =--+ L (t,, s,u) é lipschitzianal
(zu) oo'stem constanúes nã*negativa.s À e rl úais que :
lLr(t,s,u)l <Àr(ú,s,u) *rlqs em [0,7] Vse O Vue dsÍnL(r,.).
Entãa, existemconstarúwnã*negativa.s co eh úais que, paraquaisquer (úo,s) e [0,7] x Q e u e dom L(t6rs,-),
lL("t,s,o) - L(rr,s,u)l < (ro lL(t,s,u)l 1"r) lr, - ,zl,Y t, rt, 12 e l0,,Tl.
Emparticular, sez(.) ÇW7,1([0,"] ,R*) esea funçãotr-+ L(t,z(t),r'(t)) pertence a.Dl ([0,?] ,R'),enttu
exisúe ko(.) ) 0, ks(.) e ^[t ([0,"] ,R") tal que, paraqualquert com r'(t) €dorn, L(t,z(t) ,.),
lL (rt, z (t) ,, ,' (t)) - L (rr, z (t) , ,' (t))l < ko (t) lrr - rzl , V rr, rz € [0, r] .
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Demonstração :
Fixemos (úo,s) € [0,7] x CI e u Ç dom.L(ú6,s,.). Fixemos também ú1 € [0,f], (ú2,") € [0,f] x íl e
u Ç dorn L(.tz,s,.) e definemos a função É, [0, 1] * [0,+oo) por
0b),:lL(tr+pã,s,a)-L(tz,r,r)l ,V p€[0, 1] ,
onde ã:h -t2. (Além disso, L(tr+ p d,s,u) e IR, pois para cada tz* pã e [0,f]ltr,tze [0,?], p€ [0,1],
tz*pd:tz+p (1'r_-tz): ptr+(1 - p) tz € [0,7]],
s € Q, temos u ç darn L (tz + pã,",.).)
Comecemos por mostrar que É (.) é AC. Como, por hipótese, a função t e i (t) :- L (t, s,u) V ú € [0, T), é
lipschitziana, entã,o 1 c(ts,,s, u) ) 0 tal que
lL("r,s,u) - L(rr,s,?r)l í c(ús,s,u) l"r - rzl,V rL,12 € [0,7] -
E como tz* pã e [0,7] para qualquer p € [0, 1], então tz* hã,tz* pzã e [0,"], Pilâ quaisquer Pr, Pz € [0, 1]
e vem
- c (ts, s,u) lã b, - pr) I
: c(ús,s,?) lãl lpr-prl,v pr,pz€[0, 1] .
Então, temos que
l0b)- §(ilI
(pois ll"l - lyll
: llL(tz+ p2a,t,r) - L(tr,r,r)l -lt'(tr+ hã,r,r) - L(tr,,,,)ll
_ lt (tr + pzA,s, u) - L (tr * h d,r,")l
0'(p) #t, $, + Pã,s,u) - L(t2, s, u)l
fitr(t,+ pa) -t(tz)l
@ll{ $, + pql
lal\ (t, + P d, s,u)1,
Logo, as funções
pà fr(p) ,: lt (tr* pã,",r) - L(tr,r,r)l ,V p € [0, 1]
são lipschitzianas com a mesma constante de Lipschitz c: c(to,,s,u) lãl > 0. Em particular, as funções r('),
"(.) ;É(.) r*AC,pelocorolário18.5epelanota18.6(com 
(o,b):(0,7) e(0,!),"rgual .i(')'o('),P('))-
E portanto, existem i'(-) qt em [0, T), o' (.) " fr'(') "* [0,1]. 
Então, pa,ra qt p Ç [0,1] temos
p à ü(p) r: L (t, + pã, t,r),V p e [0, 1]




l; t (tz+ pã,s,u) +rll (pela hipótese (i"))
À lt'(r, * pã,", ")l + a] (pois À, ry > o)
À lt,(rr* pã,r,r) - L(tz,s,u) + L(tr,s,u)l+a]
À lt (t, + pã,r,r) - L(tr,r,r)l + À lr (tz,t,o)l + z]
À B(p) + À lL(tr,r,r)l + ryl pqt p e [0,1] .




Entã.o, tendo em atenção que
É(0) ,:lL(tr+0 d,s,") - L(tz,t,")l : lL(tz,s,") - L(tr,s,u)l - 0,
vem, para cada p e [0, t],
0 @) _ 0 @) - p (o) : loo §' (r) d,r
lr' Fltx ob)+ À l, (tr,r.,u)l + rildr
rp _ fp._.
J, lalx Bb)d" * J, ldl tÀ lL(tz,s,?)l tqldr
lo' Fl ^ 
Ê @) dr * 
Ir' Fl [À lr 
(tr, ",,)l + ,tld, (pois lãl f,l lL (t2,,,,)l + ,r] à 0)
fP._.
J, lãl 
,r B b)d" + lãl [À l, (tz,',u)l +r] ,
e portanto,
fr (p) í lal [À lr (tz,r,u)l + ,1* lr lal ,r B @)d,,v p e[0, 1] .
Aplicamos o lema 18.13 (isto é, a desigualdade de Gronwall) à função AC P (-)
Í (t) -- lãl tr lL$2,.s,?)l +ql,g(t): lãl .l e [o,b] - [0, lJ, e obtemos
_ lãl lr lL(tz,s,u)l +al el;lÀo,Ype [0, 1]
e fazendo p : L e d : t1 - t2 veÍn
lL (tr, s,u) - L (tz, s, ?r)l : p(t) í
S lr, - trl"^ lÍ,-tzl [À lr (tr, t,?r)l + ?]
com
Isto é,
lL (tr, s,a) - L (tz,s, u)l < lú, - trl "^' [À l,Ú (tr, t,u)l + tl . (2.35)
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Esta desigualdade, com tt : rz e tz - ú, fica
lL (rr,s, u) - L (t, s,o)l < lr, - tl "^' [À l^L (t, s,a)l + ,l] ,
o que implica que
logo,
lL (rr,s, u)l < (r + À?eÀ") lL (t,r, ,)l * r1Te^r .
Por (2.35) com tt: rr e tz - 12, ê por (2.37) vem
S lr, - r2le^r lÀ ((r + ÀTe^r)lL(t,s,u)l +rte^r) +rt)




lL(rr,§,u) - L(rr,s,u)l < ("0 lL(t,s,u)11"r) lr, - rzl, V t, rt, 12 Çl0,Tl,
onde
cs :: ÀeÀ? (t + ,rreÀ") e c1 i-- rle^r'(r + ,rreÀ") .
Finalmente, como a função t r-+ L(t.,2(t),r'(t)) pertence a L1([0,7] ,R*), por hipótese, então a função
k6 : [0, T) - (0, +m) dada por
ko (t) :- co lL (t,, , (t) , ,' (t))l + "r,
para algumas constantes não-negativas co, ctt pertence a r'([0,7] ,R'). Além disso, como a funçã,o
t r-+ L(t,z(t),r'(t)) pertence a.ú1 ([0,?] ,R"), temos também que,L(t,z(t),r'(t)) e IR qs, pela nota 11.10,
com D - [0, f] u Í a função ta L(t,z(t),r'(t)). Logo, para qualquer t com r'(t) e dom L(t,z(ú) ''), resulta
que
lL (rr,,, (t), r' (t)) - L(rr, z (t), r' (t))lí ko (t) lr, - rzl,v rL, rze [0'7] - I
Proposição 2.14. Seja h : IR- ---+ lR. uma fimçãa loca.lmente lipschitziana e defina-se uma nova finçãa
g:IR*xIR**IRpor
g (rt, rz) :: h ("r)
(ou seja n2 v-t g (xr,rz) é constarúe). Entãa g (-) é locilmente üpsehitziana, e tem-se
06r,,219 (q,,rz) : 0h (r1) x {o} ,
ptra quar'squer frr, fr2 € ]R.".
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Demonstração :
Por hipótese, h (-) ê uma funçã,o locahnente lipschitziana, então /, (.) é localmente lipschitziana em qualquer
c1 € IRn, isto é, pela definiçãa22.1, existem e > 0 e k > 0 tais que
ln(e,) - h(ãr)l < rlr, -ã,1,
para quaisquer ir,ãt e nt * eB.
Pixemose>0ek>0.
Comecemos por mostrar que g (.) é locatmente lipschitziana em (r1 ,rz) e lRz' para qualquer rz e IR', isto
é, que existem ã > 0 .í >0 tais que
lg (er,z,z) - s (ãr,ãr) I s k I (rr,nz) - (Ér,,:*r)1,
para quaisquer (Ít,rz), (zr,ãr) € (r, ,rz) *ã8. Sendo (*r,Íz), (er,zr) € (rr ,rz) * eB então
It-
ls (zr,rz) - s @t,ur)l _ lt (or) - h (71)l
S rlrl -z1l
_ k l(e, - tr,t, -ãr)l
S k l(zr ,Tz) - (ãr, ãz) | .
Logo existem é : e) 0 e Í - tç> 0 tais que
ls (er,rz) - s (ir,ãr)l < te l(nr,,*z) - (ãr,Er)l ,
paraquaisquer (Ír,*z), (zr,=*r) € (rr,*z)+eB, Isto t, g(.) é localmente lipschitziana, paraqualquer 12 € IR'.
Como g (.) e fr, (.) sã,o localmente lipschitzianas em (r1 ,rz) e rr1 respectivamente, \rartos usar a definição de
subdiferencial generalizado de Clarke, isto é,
0s (") : {ç€ lR2' : s" (r;u) Z (ç,u), V u e IR2'},
onde r - (rrrrz), g : (gr, gz), u : (rt,az), e
ôh(r): {gt € IR' : h" (r1;ur) > (pyai, V ur € R'}.
De g (*r,*r):- lz (cr) resulta que
g" ((*t,rz) i (ur, uz))
g((Yt,Yz)*t(q,u2)) - g (w,Yz)
t
g (h * tat,uz * tur) - g (u,yz)_ uurSup
1Y"g';-1'^1''2) 
t
: limsup h(at +tu!) - h(at)
U I --+rt Üú\0
_ à" (rr;ur) ,
para quaisquer (q,uz) € IR2', (*r,,*z), (yr,az) € IR.z".
Mostremos agora que





Para isso, temos de mostrar duas inclusões :
(i) 0ç,,,ü9 (xt,,rz) Ç 0h(r1) " {0} ;
Ui) Ah(rr) * {0} Ç 0ç1,*21e(*r,*z).
Demonstremos primeiro :
(i) â1,, ,*;9 (nr,,rz) Ç ôh(r1) x {o}-
Queremos mostrar que :
V (pr,pz), (pr,,çr) € 06,,*»9(rr,rz) ) (çr,pr) e ôh(rr) * {0} <+ ?t e ôh(l."1) " pz:0.
Seja (p, ,gz) e ô6,,*219 (*r,*z) qualquer, então (çr,çr) e IR.2* tal que
h" (r;u) - g" ((rr ,rz);(or,rr)) (2.38)




: (9r,"1 + çL 
"'z
: (pr,rrl + d, ( - (çr,'r) +-n" @r;ur) + 1)'"\ 
P!2 )
: (qt,u) - (çr, ur) * h" (*r;") + d,
Oqueéabsurdo. Logo,nãopodemoster dr> 0. Suponhamosagora dr<0. Esejam ob,:0Vz e {1,
" 
ui, _ -(trr,,ur)*i'ro(rr;ur) - 1. Então, substitúndo em (2.88) vem' 9"2
: (9r','r) + d, o',
(gr',ur) + gL - 




: (gr,or) - (çr,ur) * h" (*r;"r) - d,
O que é absurdo. Logo, não podemos teld, < 0. E porta^nto, nár podemos ter gz t 0. Donde gz:0
.'. ô(r, ,*»9 (rt,rz) Ç 0h(r1) x {0}-
Agora demonstremos :
Oü Ah(rr) * {0} Ç 0ç,,*,1e (*t,*z) .
Queremos mostrar que :
V (p,,,pz), (pt,çr) Ç Ah(*r) * {0} <+ pt € 7h(r) e gz :0 + (pr,0) e 0p,,*,19(*r,*r).
'r")\U)
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Seja (ip, ,ez) Ç 0h(r1) * {0} qualquer. Entã,o gr e )h(r) e pz:0. Logo,
h" (*r;rr) 2 (gua), V ur € IR* e gz -0.
E consequentemente,
h" (u;u1) : g" ((rr ,rz);(rr,rz))
- ((çr,0) , (rr, ,r)) , V (ur, u2) € IRz'.
Isto é,
g'((rr ,*z);(ar,az)) > ((pr,0) , (r, ,or)), V (rr,u2) € IR2'.
Donde,
(pr,0) e â1*, ,*»g (nr,rz) .
...Ah(rr) * {0} Ç 0ç1,*21e (q,u).
.'. Por (i) e (ii,), 06,,*r)9 (*t,*z) : 0h (rr) * {0}. f
Lema 2.16. Seja f : IR' - [0, +m] uma fi.mção convexa, própria, sci e seja w € int(d*n f). Defrna-se
Í(?)ú seú>o
liminf f e)t seü-0
*oo seú(0.
Então g. ç) é uma função convexa, própria, sci com I e int (do* g) e







é uma função corrvexa, própria, sci, pela proposição 2.t0, com /(.) : /(.), n:o)t,fr(-) : gu(.), À - ú. Em




é convexa, própria, sci.
Mostremos agora que se w e int(dom /), entã,o I e int(d* ç.). Como p.$): /(r) e, por hipótese,










logod,ompo: [0,+m), e portanto, 1€ i,nt(dorn po). Suponhamosque0 *a e int(dorn /). E sejae > 0tal
que
Varr €lR.': lc^.,1 -r,,,1 < €+ Í (rr) < *oo. (2.39)
Seia á: .-*-. Entáor l(rl_t€
lú-11 <ô <+ -pfo <t- 1<iãfo
<+ 1-fr <t<1+pfo
<+ #L<ú<tl#
---\ lc^,'l+e -t- l-l+elutla2e -ú- l-l
<+ t-ffi.+.1+ú
+) -ffi. + -t. ú.
Como
















< t,l fri 
_,.
t
Logo, por (2.39), / (?) < *oo, então
ç.(t): Í ú ( *oo,
para qualquer ú tal que lt - 1l < 6. O que mostra que I e i,nt (dorn çr).
Finalmente, vamos mostrar que
ôç- (1) : {f (r)} - (r,0Í (r)) ,
para qualquer w €int(d,om /). Para tal, seja u Çint(d* /) e consideremos as funções.fr : (0,+oo) - IR.'e




então f i (.) é uma funçã,o contÍnua em (0, +oo). Isto é, /, (.) é continuamente diferenciável em (0, +oo)- Isto é,
fi (.) é iontinuamente diferenciável em ú6, para qualquer ús ) 0. Entã.o, /, (') ê estritamente diferenciável em
t
(
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ús,paxaqualquerú6)0,pelocoroLírio2z.ll,comX:(0,**),Y:lR',I,(.):/r(.),r:to.Tendoem
conta a definição 22.10, sendo D"h (to) u derivada estrita de "fr (.) "* úe, 
pâra qualquer ús € (0, **), temos
(D"Ír(úo), r) :,.Y- # : lSn # :,lS* ffi : -ffÀ\0 À\0 À\0 \
Então
D"h(to) - -\rr,v ús € (0, +m) ,
logo,
0h(t) : {D"h(t)} : {/í (ú)} - { -#}, v ú e (0,+m),
pela proposição 22.12, com X: (0,**), /(.): /, (.), n:t, e pelanota 22.7, com /(-): /, (.). Entã.o, como
/, (-) é estritamente diferenciável pâxa qualquer t e (0, t*), em particular Â (.) é estritamente diferenciável
emÚ-le 
D"ft(l) :-''
AIém disso, por hipótese, / (-) está definida em IR* e é convexa, então / (-) ê lipschitziana numa vizinha,nça de
/r(1) -ue int(dum,/),peloteoremaL9.72,corn/(') :/(.), no:/r(l):o. Ecomo iOêconvexa,temos
também que ê regular em Ír(1), pela proposição 22.LT (alÍnea (b)), com X - R*,.f (.): /(.) " r: /r(1).
Logo, a função F : (0, +*) * [0, *oo] dada por
r(ú) : (/o/r) (t) - Í (Ír(t)) - Í (?)
é lipschitziana numa vizinhança de ú - 1, temos
ar (1) : (â/ (/r (1)), D"fi (1))
(oÍ (r), (-r))
- (0Í (.) , r)
e F ê regular em ú:1, pelo teorema 22.23, com X: (0,**), Y: IR*, F(.) : fi (-), g(.): /(.), n:t:L,
Í : F (-), " 
pela nota 22.25, com X - R', / (') : F ('), r : Ír (1) : cu. Por outro lado, como Íí(t): 1, então
ÍíO é uma firnçã,o contínua, logo /2 (.) é continua.rrente diferenciável em ú : 1, então /z (.) é estrita,rnente
diferenciávelemú-lelipschitziananumavizinhançadeú:l,pelocorolário22.LLrcomX:(0,**),Y:lR,
F(-) : fzO, tr:t - 1. Logo, como Íí(t) - 1, temos que
aÍzQ)-{fí(1)}-{u,
pelaproposição22.L2, comX:(0,**),/(.): fr(-),r-t:1. Poroutrolado,como ÍzO êestritamente
diferenciável em ú - 1e locahnente lipschitziana nrrmavizinhaaça de ú - 1, então ÍzO é regular emú:1, pela
proposição 22-17 (alínea (a)), com X: (0,**), /(.): Ír(-),n -t - 1. Além disso,
r(1) - (/"á) (1) : f (Ír(1)) : /(r) > 0
(pois / (-) toma valores em [0, +m]) e
Íz(r) - 1) 0.
Logo, pelaproposição 22.24, comX - (0,+*), /, (.) -.F'(.) , Íz(.): Íz(-),n:L, ecomo p,O -f' (') Íz('),
resulta que
- 1 [- @Í (r),,/)] + Í (*) {1}: {/ (r)} - (r,af @)} . t
(-ã,.)
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Proposição 2.16. Sejam0: [0,+oo) -r IR umafi;rr.çãode Nagumo e L: [0,7] xCI xlR* -- (-*,*oo] uma
fi;ração satisfazendo o seguinte :
(i) CI c lR?t (ver (1.2)) e fechado;
(i'i) a funçãa (", r) r-+ L (t, s, u) é sci (semicontÍnua inferiormente);
(iii) para cada s € 0 :
(i,iit) a função L (t, s, -) é convexav ú € [0, 
"];(iiiil o domÍnio dom L (ü, r, .) é um conjunto aberto, convexo e nãr>vazio, independente det, designado
por dom tr (r, -);
(iu) paracada s € C) ea Ç darn L(",.) , fuoçã,o
t r-+ L (t, s,a) é liPschitziana;
(u) exisúem constantes nãunegaüivas À e q tus que :
lLr(t,s,?r)l <^L(ú,s,u) *rlqseml0,T)' Vse CI Vue domL(",').
Sejam também z(.) € ACs(10,f] ,R,,) talque 
^(r(-)) 
€ IR, ez: [0,7)- [-to,e6] uma finçãa menswável,
"o* ff uQ) dt:0, sendo0 
( eo <L. Entã,o, paÍa qualquer E ) 0,
(a) existe uma funçãa mensurável1, (-) r [0, Tl - (0, +oo) tal que
tu(,)t íyr(,) + lr(l#f;àl) fr* u(,))-0(1,'(,)l)l < Ê q" em lo,r);
(b) existe uma função menswáve|72(') t [0, Tl - (0, +m) tal que
l"(") lSy(r) + ,(r(,),,(,) ,ffi) .oqsem[o,r] ,
onde p I l0,Tl - [0, "] 
é dada por
Í,"
T + u(s) ds.
Demonstração :
Sejam e > 0 e consideremos o conjunto de medida nula
N :: {t e [0, Tl : z'(t) não existe otl_ z' (t) # dorn L (ú, z (ú) ,')]
(a) Comecemos por mostraÍ que
dado e > 0 existe uma função mensurável 7r (') t [0, T] - (0, +m) tal que
l"(")l <'r,, (r) + l, (lffi l) t, *, (,)) - 0 (1,' t,)l)l s fi us ern [0, r] .
Seja 9 : [0,7] x IR --+ (-*, +oo] a função dada por
SE
r e [0,7] \N
r^.r e [-e6, es]
reN





, (l#31) r, *,y
0
Como 9 (.) -
int (dorn h? (t,
h? (-
))+
) quando r :1, t - T1 u- u e h?(-) é um integrando normal, convexo, sci e
@ (onde h? O ê urn integrando que é defi.nido na demonstração do teorema 2.1), então I (')
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é um integrando normal, convexo, sci e int (dom, g (r, .)) * g. Além disso, como dom g (r, .) - [-ro, ee], então
0 e int (d*n g (r,.)) - (-e6, ee).
Sejam ta^rnbém o conjunto Q, k e Nl qualquer e rn6 : [0, 7] - [0, +m] a função dada por
*o(r):: süp{bfr, w) -g(r,0)l : a.r € Q e lrl a ;}
Para cada,t e N[, a função *o(-) é mensurável, pela proposição 2-7, com /(.) : g(-), CI: [0,7], u' (t) - 0,t: T, z: u).
Fixemos r e [0, 
"] 
\N e crr € [-uo, es]. Então
Para a.r :0 temos
g (r,0) :- 0 (lz'(r)l) .
Como, por hipótese, 0 (.) é contínua (e lr' ?)l é constante em relação à variável co) eutão g (r,.) é coutínua em
(, - 0, pqt r € [0, 7]. Ou seja,
Ve > 0,3 À,(") >0, Var €lR: lrl < À,(") +lg(r,*)-9(r,0)l <eqsem [0,"] .
Mostremos que, para cada k e N, (*r (.)) decresce para zero) qua.se sempre em [0,7]. Isto é, rm^mos mostrar
que,paracadake Nl,eparaqua,setodore [0,7),(*x(.)) édecrescentee.lim *x(r):0. Para(rn;r(.))ser
decrescente, deverá ser
kr ( kz + *n, (r) ) mp, (r) ,
para qua^se todo r € [0, T], " 
paxa cada /c e N[. Mas temos
h{kz + *.*;
=+ {,. Q'l,l < à} s {, e Q: i,l s *}
+ r"p{lg?,c.l)-g(r,0)l :r-.r€Qu lrl <à}.rrr{lr{",a,,)- g(r,o)l :r,r€Q" lrl S*}
<+ *n, (r) < *0, (r) .
Além disso, para ser
. Iim *n (r) - 0 qs em [0, 7]fr-*m
devemos ter
V e > 0,1 M,(") > 0, V k € N[ : k ) M"(") + l*x(r)l ( ",
para quase todo r e [0,7]. Seja
g (r,u)':, (H) r, *,u) qs em [0,7] .
M, (r) '- 
^ft, 
, O
(p*u o À. (r) > 0 referido na definição de continuidade de g (r, .) "* ri 
:0, paxa quase todo r e [0, T] tal que
lç ) M, (r)). Então,
klM,(r)+1. l:À.("),' /6 - M"(r) -
logo
{". Q' l,l . *} 
c {, € Q: l,l < À, (,)}.
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E portanto, se u € {w€ Q : lrl < [], entao u e {u€ Q : lrl < À, (")}. Logo,
V k € N[ : k ) M,(r), Vu € Q: lr.,l < * * lg(", u) - g(r,O)l < u,
pela definição de continuidade de g(r,-) em kr:0 para quase todo r e [0,7]. Em particular,
(. 1l
v k € NI ral que fr ) M",rr r;", 
{la(t' 
w) -g(r'0)l :r'''r € Q" l'l t i} "'
I(
lr"otbk,,u)-g(r,o)l 
:a.r€Qu lrl =;)l .",
V /ú € N tal que k ) M, (r). Provrímos então que, pa^ra quase todo r e [0,7],
Ve ) O,= M,(r) :- # ) 0, V 
/c e N : k > M,(r) +l*x(r)l < r.
Isto é,
*IT"" 'nr (') 
: o qs em [o' 7] '
Para e > 0 fixado, consideremos os conjuntos
E1 :: {, . [0,f] : rn.1 (r) t +] ,
para k:2,8, E vamo, -"1;r[:,:,1,"J::] ;;",,;;"*.];"*" *, o é mensuráver, enrão
pela definição 10.15, com / (.) : mr (-), D : [0, T) e a : F, temos que o conjunto Et ê mensurável. Notemos
que
Ep :- {r e [0, T]: mp(") < * < rn*-, (t)]
{r e [0, T]:ms (") í ã] n {". [0,7] trÍtk-t(") > ã]
-: EL n Ezh.
Como **(-) é mensurável para lç - L,2,3, ..., então pela definição 10.15, com /(') : **('), k:2,3, ...,D: [0,7] e a: ft, temos que o conjunto Elê mensurável. E comormk_r(') é mensurável paxa k:2,3, ...,
então pela definiçáo 10.15 e pelo lema 10.17, corn /(') : Trlrc-r('), fr :2,3, .-., D - [0,7) e a-- +, temos que
o conjunt" Ei,?., é mensurável. Logo, pelo lema 10.2 (alÍnea (c)), com A - Etke B: Ef;,vem que o conjunto







para qualquer /c e N.
xon (r) :
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Mostremos que "yr (r) ) 0 quase sempre em [0, ?]. Isto é, que quase todo o r € [0, fJ pertence a pelo menos
nm dos conjuntos Ep, para algurn /c e N. Suponha.r.,os que isso não acontece, isto é, que existe um conjunto
PC[0,7] commedidapositivaetalqueparacadare-P,temosrÉEn,paxaqualquer/ceN[.Ouseja,r#Er
e r É.E6, paxa qualquer k, - 2,3, ... Então, por definição de Er e Ep, para k - 2,3, ..., temos que
,nr(r)> í A lr"*(")> í Y rnx-1(")< Ê] , V lç:2,3,...
<+ l*rÍ) > + A mu(r) > Ê] [*r(r)>+ Am*-t(") íâ] , Vk-2,3,...
<+ *n(r) >+V/ce NI V rl*-r(r) í i<*r(r), V/r-2,3,....
Se rra6 (r) > + > 0, paxa qualquer & e NI, temos um absurdo, porque já provámos q"" *If""mp (r) - Q. Se
rÍt*-t(r) < F <*r(r), para k -2,3,..., entã,oquando k--Z temos rnr(r) S er <mt(r), oqueêabsurdo.
Logo, lrb) ) 0 qs em [0,7].
Provemos agora
Ir?) e IR qs em [0,1|] .
Já mostrámos eue ?r (") > 0 qs em [0,7]. Isto é, quase todo r e [0, ?] pertence a pelo menos um dos conjuntos
-85, para algum /c e N[. Mas pertencerá qua.se todo r e [0,7] a mais do que um conjunto E*, paf,a algum Ic e NI?
Suponhamos que quase todo r e [0,?] pertence a Ep, e a Ep, para alguns lq, kz € N, com h * /c2. Isto ê,
I kr, k2 € §[, h # lí2 : r ç Eh e r € Epr.
Sekr-1ek2)2,temos e e*r(r)Sí e *o,(r)Sf .*x,-r(r).
Como kz>2#lcz- 1> 1- kr e (rnn(-)) é decrescente, então 116z-r(") < rnr(r). Logo,
1 Trlk,-t(") < mt (r) S +,
o que é absurdo. Se k1, k2 ) 2, vem
mx, (r) < t, < *n,-, (r) e ^o, (r) = i . 
mn,-r (r) .
Suponhamos que k1 1 lq, então temos
kr:lçz-L ou lqllcz-L.
Se k1 - k2 - 1, entã,o
rrukz-t(r) <' .*rr,-ry-r (r) e *x,(r) S í.mxr-t(r),
logo
mn,(r) s í.trLkz-r(r) s í,
o que é absurdo. Se k1 1kz- 1, então
mn, (r) ) mpr-1(r) ,
pois (rnp (-)) é decrescente, e consequentemeute,
€e*n, (r) < 1 < trlpr-1(") < **, (r) í i,
o que é absurdo. Provámos então que qua.se todo r e [0,7] pertence a um único Ep, com /c e NI. Isto ê,
pqt r € [0,"] fl /c e N[: r e Ex.
t)sfiTfl,7ç,
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Logo, y (r) - * € IR q* em [0, 7].
.'. lt ?) € IR+ qs em [0, 7j.
Agora varnos provax eue ?r (.) é mensurável. Como, para cada k e NI, o conjunto En é mensurável, então
pela nota 10.16, com -E : Ek,, tenros eu€ Xur (.) é mensurável, para cada k e N[. Logo, pelo teorema 10.21, com
" 
: i € R, "f (.) : Xru (.), D : lA,,?] e o aóminio de definição de c/ é igual a [0, ?], sabemos que * Xn. (.) ê
mensurável, para cada k e N[. Notese que
rcti
ryr (r) ,: I* xpnk):,[*»* xnn(r),
k:1 k=l
paraqualqueri € N[fixado. Então, peloteorema t0.22 (aplicado i- L vezes), com/(') ; t Xou('),
g(-) : fixru*, (.), D: [0,7] eodorníniodedefiniçãod.e Í +g éiguala [0,7], sabemosq"" à* xr-(') c
mensurável, para cada k e N. Logo, pelo teorema 10.25 (alÍnea (b)), comg*(') - f,fr xo*('), D - [0,?] erb:l
D"-{
x
[o, r] : .tim D l xr. (r) e R?+OOr-_1
Ã-a
, temos eue 7r (') é mensurável. Como paÍa qua,se todo r € [0,7], existe
um rínico k e N[ tal que r Ç Ep,, temos
tt?):
AIém disso, *n (r) < +, para cada Ic e N.








lg ?,c.r) - g (", 0)l
_ *x(r) S Lf,
por definição de -81 e de Ep, paÍa le :2,3, ... Logo,
ls (r,u) -g (r,0) I í +.
.'. v c.., € Q: lrl < r?) + ls U,r) - e (r,o)l <
Fixemos a., e IR\Q tal que
l,l < l: nU)'





Logo, de (2.41), vem
lg ?,ui) -g (r,0) I < +,V i > À[, para algum Àâ e N.
r)0Ç;QSemt
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Por hipótese, g(",-) é contÍnua emint(d*g(r,-)), paxa quase todo r e [0,7]. Então, passando ao limite
vem, pqt r € [0, f],
.li1n_ lg$,ri) - g(r,0)l < Ê, vi > l[, para algum Nr e xj+foo
e lg (r,,r) - 9 (r,0)l S ã.
.'.V w € R\Q, lrl < zr (r) +lg(r,r) - s(r,O)l S I o. **
E portanto, de (2.41) e de (2.42), temos
.'.V w e IR: lrl S r(r) +lg(r,r) - s(r,0)l < i nr em I




r, € [-es, es] ^ l"l í lrk)
.l
E portanto, provámos a aUnea (*).
(b) Mostremos primeiro que
S +,V i > Nr, Ptra algurn Nr e X
ls ?,,w) -, (r,oF ã q' em [0,7]





dado e ) 0 existe uma função mensurá,vel72 (.) , [0,7] - (0, +oo) tal que
l" (")l < t, ?) =+ lr(",2(r),#) (1 +u(")) - L(r,z(r),r'(r)) I . r qs em [0,r] .
Seja lz : [0,7] x IR -- (-*, *m] a firnção dada por
0
uT(h
, (,,, (,) ,#*) (1 + cu)
r e [0, rJ\Ir
ar e [-e6, e6]
reN




Como h('): /3(-) quando s:r (e [O,TD,t: r,'u,:u) e Í?(-) é umintegrando normal, corrvexo, scie
int (dorn Í? (t,)) + a (onde /"' O é um integrando que é definido na demonstração do teorema 2.l), então à (-)
êumintegrandonormal,comrexo, scieint(d* /r(r,.)) la. Alémüsso,como dont.h(r,-) -[-uo,e6],então
0 e int(d*" l, (",.)) - (-e6, eo).
Sejam também o conjunto Q, k e N[ qualquer efr.p: [0,?] - [0,*oo] a função dada por
m.r,(r):_ süp{tntr, w) -/r,(r,0)l : c,.r € Q " lrl = ;}
Pa.racadake N[,afunçãomxOêmensurável,pelaproposição2.7,com*xO-ffi,p(.),/(.): h(-), g-[0,?],
u'(t)-0,ú:r,z:u).
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Fixemos r e [0, ?] \nf e u e [-uo, e6]. Então
h(r,u) :- L (r,, ti ,,#) t, *,..,) qs em [0, T] .
Como, por hipótese, h (.) é um integrando convexo, entã,o, pela definição 21.1, com ,S - [0, f], s : ú e
/(.) : h(.), temos que h(r,-) c convexa para cada r € [0,7]. Além disso, como int(dornh(r,')) * g,
dorn h(r,.) c IR e dom h(r,,-) é convexo, pois h(r.,.) é convexa, então af f (dornh(r,')) - IR, pela nota
19.44, com C - d.om h(r,-). Consequentemente, ri(dom h(r,-)) - int(d* h(t,')), pela nota 19.45, com
C - d,orn à(r,.). Logo, por aplicação do teorema 19.70, com /(') : h(r,') eri(dom f):int(d,orn h(r,')),
temos que a funçáo h(r,-) é contÍnua no interior do seu domÍnio. Em particular, h(r,') é contínua em
0 e int(d*n h (r, .)). Ou seja,
Ve )0, I À,(") > 0, Vc,,r €lR: lrl <f"(r) + lâ ?,,r)-h(r,0)l < sqs em [0,f] .
Mostremos que, paxa cada /c e N[, (mr (-)) decresce para zero, quase sempre em [0,7]. Isto é, vamos mostrar
que, paracada k e N[, e paraquase todo r e [0,7), (*n(-)) é decrescent"" *IT".mp(r): 
g. Para termos
(mr (-)) decrescente deverá ser
kt 1 kz + *n, (r) ) ffi,6, (r) ,
para quase todo r e [0,7], " paÍa cada k e NI. De facto,
hltq + #'*
+ {,.Q'l,l í#} ={,€Q:t,l <*}
=+ ,,rp{lh?,u)-à(r,0) l:wr_Q" lrl S +} ='"o{lr,{",r-.,) - 
h(r,o)l :c..r€Q" lrl < +}
<+ mrc, (r) < -*x, (r) .
Além disso, para ser
olgmu (') - 0 qs em [0' 1"]
é o mesmo que provar que
V e ) 0, 1 M,(r) >0, V k € N[ : k >M,(") + lm,n(r)l < t,
para quase todo r e [0,7]. Seja
M,(r),- -l , o' À, (")
(para o ,1, (r) > 0 referido na definição de continuidade de lz (r, ') "- r,/ 
: 0, para quase todo r e [0, T] tal que
k >M, (r)). Então
tr > M, (r) =+
E portanto, se u e {u€ Q : lrl < f}, então u e {ue Q : lrl < f. (")}. Logo,
11
J
l§ - M"(r) - À. (r) ,
logo
{,. Q' l,l = *} Ç {, e Q: l,l < r' (")}-
1
V /c e N : k ) M,(r), Vc., € Q' lrl < i+ lh(r,u) - h(r,O)l < u,
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V Iç e Nt tal que k ) M, (r). Logo,
sup
{tnfr,u)-à(r,o)l 
:c.,€Q* lrl =i} .r,
{tn«r, 
w) -h(r,o)l : a., € Q * lrl = i}l . ",
V k € N[ tal que k ) M, (r). Provámos entã,o que, para quase todo r e [0,7],
ve > 0,=M,(r) :-#)0,vke N:k>M,(r)+lmn(r)l <u.
Isto é,
*Ifl- m'* (r) - 0 qs em [0' ?] '
Para a > 0 fixado, consideremos os conjuntos
: ( - tn ^'t / \ - 
gl
E1 :- t, . [0, f] :-m1(r) <;] ,
{, . [0,"] : m1,(r) = Z. 
mt -t(")],
para lc - 2,3, ... E vamos mostrar que esses conjuntos sâo mensuráveis. Comofr1 (.) é mensurável, então
pela definição 10.15, corn / (-) : *t (.), D : [0, Tl e a : í,, temos que o conjunto Er é mensurável- Notemos
que
En :- {r e [0, T]:mp (r) < í <m*-r(r)]
- {r e [0, T):mp(r) í ;] n {". [0,7] :ffix-t(") > â]
-: E'r nE'1.
Como m,xO ê mensurável para lç : L, 2, 3,, -.., entã,o pela definição 10.15, com / (') : mx(), lt : 2,3, ...,
D : [0, T) e a: í, temos que o conjunto El, e mensurável. E como rnn-r(') é mensurável para k:2,3, ...,
entãopeladefilição10.15epelolema10.17,com/(.) :ffin-r(.),k:2,3,...,D:[0,Tlea-!,temosque
-,o conjuntoE'ré mensurável. Logo, pelo lema L0.2 (alínea (c)), com e:EL e B -821r, vem que o conjunto







pa^ra qualquer /c e N[.
Mostremos eue 7z (r) > 0 quase sempre em [0, T]. Isto é, que qua^se todo o r € [0, 
"] 
pertence a pelo meros
um dos conjuntos .86, para algum lc g Ni. Suponha.rros que isso não acontece, isto é, que existe um conjunto
kE
88
P c [0,?] com medida positiva e tal que paxa cada r ÇP, temos , iE6 paxa qualquer /c e N. Ou seja, , #8,
e r çEp, para qualquer h :2,,3, .... Bntão, por definição de Et eEp, para k :2,3, ..., temos que
mr(")>í A lr"x(r)>Zyrnx-t(r) íã] , Vk:2,3,...
<+
<+ m,*(r)> ; V/reNI v mn-r(") S Z <mr(r), Vk-2, 3,.,.
Se rn;. (r) > ; > 0, para qualquer ,t e N[, temos um absurdo, porque já provrírnos que oIT""r* (t) : 0. Se
ffi*-t(r) < í <rnr(r), para k:2,3,..., entã,oquando k:2 temos m4(r) S E <mr(r), o queé absurdo.
Logo, n?) ) 0 qs em [0,7].
Provernos agora que
n?) € IR qs em [0,7] ,
Já mostrámos gue Tz (") > 0 qs em [0,7]. Isto é, que quâse todo r e [0,7] pertence a pelo meno.s um dos
conjuntos Ep, pata "igrr* 
/c e N[. Mas será que quase todo r € [0, 
"] 
pertence a mais do que um conjuntoE*,
para algum /c e N[? Suponhamos que quase tod.o r e [0,7] pertence aEp, e aEp* pilâ alguns let, lez € N, corn
h t k2. Isto é,
I kr, k2 € N, h * l@: r ç Eh e r e Epr.
Sekl:1elt2)2,temos € €mr(r) Sí e **,(r) S;.nx,-r(r).
Como kz > 2 # lçz- 1 > L : kt e (m*(-)) é decrescente, então ffikr-r(r) < mt (r). [,ogo,
mx, (r) í !, . frr,,-r (") < mt (r) í ;,,




lm,r(r)>i A mn(r) > â] v @.r(r)>í A mx-t(r) íi] , vk--2,3,...
mn,(r) 
=í.fr,n,-r(r)
Suponhamos que lq 1 lq, então temos
lq:kz-L
Se k1 - kz - 1, então
-rn*,-t(r) < Z.*ro,-rl-, (")
e
ou kr ( lçz-L.
e Tn lcl (r) < Z.*r,-, (r),
Iogo
*n,(r)aZ.ffip,-1?)<2,
o que ê absurdo. Se kr < kz - 1, entã,o
*n, (r) ) mpr-y (r) ,




. m1,,-r(t) < *r,, (r) I ;,
o que é absurdo. Prorrámos entã.o que quase todo r e [0, ?] pertence a um único Ep, com /c e N[. Isto é,
pqt r € [0,f] fr k e NI: r €En.
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Logo, y(r): * € IR qs em [0,?].
.'.n ?) € IR+ qs em [0, 7].
Agora varnos provax g§ Tz (-) é meusurável. Como, paxa cada k e N[, o conjr-rnto En é mensurável, então
pela nota 10.16, com.E : Ek, temos eue XEr (.) é mensurável, pa,ra cada /c e N[. Logo, pelo teorema 10.21, com
c-i€R,"f(-) :XZn(.),D:[0,7] eodomíniodedefiniçãodec/éiguala[0,?],sabemosquetXZ*(.) é
mensurável, pilâ cada /c e N. Note-se que
n?),: E; xe*k)- n1%fi x6u(r),
para qualquer i € N fixado. Então, pelo teorema fi.22 (aplicado i-L vezes), com /(.) - * Xfn(.),
g(.) : fr x6**,(.), O: [0,7] eodomÍniodedefiniçãode Í+gêiguala [0,7], sabemoso""á* xzr*(')
é mensurável, paxa cada /c e NI. Logo, pelo teorema 10.25 (alÍnea (b)), com g*(.)- É i xe.('), D - [0,?] eIc:l
eD
um rinico k e N[ tal que r e Ep, temos
"yz(r) :




lh(r,w)-h(r,O)l < -ro{lh|,w)-à(r,0)l :cu €Q" lrl .1\- k)
- *x(r).f,<r.,
por definição de Et e deEp, paxa k:2,3, ... Logo,
lh(r,ar)-h(r,0)l <e.
.'.Vo€Q: lrl í nU) + là(r,r)-h(r,O)l <eqsem [0,"] . (2.45)
Fixemos ar e R\Q tal que
l,l < l_ rr{,)-
ComoQédensoemlR,entãoexisteumasucessão(a4-)cQtalque(r-,'y)---+u),comu€lR.Assim,de(2.M),
temos
f Nr€Nr:rlNr +lúil =i:h?).
Logo, de (2.45), vem
lh(r,,d) - h(r,0)l < t, V j > N1, para algum 7[r € N.
Como h(r,-) é contÍnua em i,nt(dom h(r,.)) paxa quase todo r € [0,7], então, passando ao limite vem,
pqt r € [0,7],
lim lh(r,d) - h(r,0)l < u, V j > N1, paxa algum Nr e NJ++oo
lim h(r,úi) - h(r,0)
.?---++oo
( e, V f > Nr, para algum Nr e §l
i






ê lh (r, ,) - h (r,0)l < u
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.'.vc,,,e R\Q'lr^rl < n?)+lh(r,*)-h(r,0)l <€qsem [0,r] -
E porta.nto, de (2.45) e de (2.46), temos
.'.V r,; € lR: lrl < nk) + là k,r) - h(r,O)l < 6 qs em [0,"] .
.'. V e > 0 existe uma funçâo mensurável 72 (') t [0, T] - (0, +m) tal que
(2.46)
c^.r€[-es,es] A lrl <ru?) +
lh(r,,u) - h(r,0)l < € qs em [0,f]
l, (r, ,(r),#) (1 +a,) - L(r,r(r),r'(r)) | . ' qs em [0,"] .
E portanto temos (2.43), como pretendÍamos.
Seguidamente, vamos provar que
lu(,)l < tr(,) + , (*?),,,(i,#) . * qs em [o,r] .\
Porhipótese,z(.)eACy([O,"] ,R") talqueÂ(r(.)) e R. Entã,o,afirnçãorr+L(r,z(t),r'(r)) éLebesgue
integrável,peladefinição11.8(comD-[0,f] efêafunçãorêL(r,r(t),r'(r))).Donde,pelanota
11.10 (com D - [0,"] e Í é afunção r-+ L(r,z(t),r'(r))), L(r,z(t),,r'(r)) e IR.qs. Oquesignificaque
,'(r) e d.orn L(r,r(r),.) qr. Também, por hipótese, paracada (t,r) e [0,"] xf]fixado,dom L(t,,s,') é aberto.
Entã,o, fixando r e [0,"] \N temos ,'(r) edorn L(r,z(r),'):int(d*n L(r,r(r),')), logo
L (r,, (r) ,a' (r)) e IR. (2-47)
Assim (2.43) e Q.AT) implicam que
/ ,'(r) .) (r+u(r)) e R., (", , (,) , TTA6 )(r + 
lt {




p (r) ,2 (r) ' 1+ "(")
_L r, z (r)




e IR..' 1+ u(r)
E portanto, ffi e d,orn L(r,r(r),,-).Alémdisso, porhipótese, paracada s e CIeu € dorn L(",'), u
função t r-----+ L(t,s,u) é lipschitziana. Então, a funçã,o 11 t------+ t (rr,z(r),ffi) é hpschitziana, para cada
r e [0,"] \N, z(r) eÍ-, e #fià e dom L(r,z(r),'). Logo, existe C > 0 tal que
)l
pois lu(")l > 0 e z(") e [-"r,es] para qualquer s e [0,7]. Ou seja,
l,( )l= c esr
,'(r) ,'(r)
ç (r) ,2 (r) ' 1+ "(r)
_L r, z (r)
' 1+ "(r)
(2.4e)
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Assim, de (2.a8) e (2.a9) resulta que
,(*u),2(i,#) .o
.'. V e > 0 existe uma função mensurá,vel12(.) , [0, T) - (0, +oo) tal que
t(*(r),r(r),ffi) .oqsem [0,"] -l" (")l < n?) =+
E portanto provárnos a alínea (b). f
Proposição 2.L7. Sejam a, b e [-*, *m] tais que a, * b existe em [-oo, +*] . Então
min {a,0} + min {ô,0} < min {a + b,0} .
Demonstração :
Sea(0eô(0,entã,o
min {4,0} + rnin {b,0} : a * b- min{a + b,0} .
Se apenas um entre a e bé negativo, por exemplo, a ( 0 e ó ) 0, então
min {4, 0} + min {ó,0} - min{o,0} * 0 - min{a,0} < min{a + ô,0}.
Sea)0eb)0,então
min{a,0} +min{Ô,0} : 0 +0 : 0 : rnin {a + ô,0}.
.'. Em qualquer dos casos temos
min {a,0} + min {à,0} S min {a + á,0} . I
Proposição 2.L8. Sejam C C RÍ'' um conjunto convexo, f : C (-*, +-] uma funçãa convexa e
g : C --+ (-*,+*] uma fi;urrçãa estritamente convexa. Então f + g : C --+ (-*,+*] é uma finção
estfitarnente convexa.
Demonstração :
Por hipótese, / (.) é convexa, entã,o,
/(À*r+(1 -À) ,z)<À/("r)+(1 -À) Í("2),vul, n2Ç.c,vÀe (0, 1). (2.50)
Também, por hipótese, g (.) é estritamente convexa, logo
g(Àrr+(1 -À) "r) <Às("r)+(1 -À) s(rz),vrr,nz€c,v Àe(0,1). (2.51)
E queremos mostrar que
(/+g)(Àrr+(1 -À) "z)<À (/+g)("r) +(1 -À) (Í+s)(*r),Vrr, 12€C,VÀe (0, 1) .
Sejam nt, frz € C e À e (0, 1) quaisquer, então
(Í+s)(Àrr+(1 -À) *z) : f (Àrr+(1 -À) *z)+e(À rr*(1 -À) z2)
À /(r,)+ (t - À) /(*r) + s(À u + (1 - \) *r) (por (2.50))
À /("') +(1 -À) / (*z)+ Àg(r,)+(1 -À) s("2) (por (2.51))
À (/(rt) + s(nt)) + (t - À) (Í ("r) + s(ril)
À (/+g)(rr)+(1 -À) (/+g)(*r).
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E portanto,
(Í+g)(Àrr+(1 -À) "z)<À (/+g) ("r)+(1 -À) (f +g)(*z),vrr, 12Çc,vÀe (0,1),
como pretendido. I
Proposição 2.I-9. Seja h: IR.' x IR' x IR' --, IR uma frnção localmente lipschitziana. Entã,o, paÍa cada 13 € IRn
frxado, a função 9 : IR* x lR' + IR dada por
g (rr,rz) :: h(*r,nz,n3)
é localmente üpschitziana.
Demonstração :
Por hipótese, à (.) ê uma função localmente lipschitziana, entã,o h(.) ê localmente lipschitziana em qualquer
(*r,*r,rr) € IR.3', isto é, pela definição zz.l,existem e > 0 e k > 0 tais que
la (o, ,nz,ns) - h (ãr,:*r,:*s)l S r l(u,rz,rs) - (ãt,*r,Er)l ,
para quaisquer (rr,*z,Es), (ã, ,,*r,*s) € (r, 1n2,nz) * eB.
Fixemose>0ek>0.
Mostremos que g(.) êtlocalmente lipschitzianaem (r1 ,rz) Ç1R.2', istoé, queexistemã> 0"ã > 0 tais que
lg ("r,rz) - s (ir,r.r)l =< ã llrt ,*z) - ("t,"i],
para quaisquer (Tr,Ír), (er,rr) € (r, ,rz) +é8.
Fixemos também rr3 € IRn. Sendo (*r,zr), (zr,zr) € (r, ,rz) * eB, entáo
ls (tt, rz) - s (ir,zr)l - la (o, , rz, us) - h (ãr, *2, *s)l
.l/- : : \l: kl(r, -frttrz-rz)l
Logo, existem É: e ) 0 e É: tç ) 0 tais que
lg(r, ,rz) - s (ãr,:*r)l < /c l(ur ,,rz) - (ãr,zr)1,
para quaisquer (a,Íz), (Zr,*r) € (rr ,rz) * eB. Isto é,, g (.) é locabnente lipschitziara, para qualquer 13 € IRn
fixado. I
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3. Lfm resultado de aniílise proximal
3.1. Constância das funções com subgradiente proximal contendo zero
O seguinte resultado de análise nãosuave será usado a seguir.
Proposição 3.1. SejaU umsubconjwúo aberto delR', e seja Í ,U * (-oo,oo] uma fr:raçãn sci. Suponàarnffi
que sempre gue ( é um subgradiente proximal de /(.), em qualquer ponto r deU, tem de ser ( :0. Então
f (-) é localmente constante em U.
Demonstração:
Seja 16 um ponto em U no qual / (.) é finita, isto é, rs e dun /. (Não há nada a provar se não existir nenhum
ponto no domrnio de / (-), ou seja, se .f = *oo, temos que "f (-) é constante ern U. Além disso, os subgradientes
proximais de uma função existem apenâs pâra pontos do seu domínio, logo não faa sentido considera^r pontos
fora dele.)
E escolhemos s > 0 tal que a bola centrada €rn os de raio e está contida em [/ e tal que "f (.) é h-itada
inferiormente no conjunto ro * e'8. Mostremos que, de facto, existe e > 0 tal que :
-no*eBcU;
- / (-) é limitada inferiormente €Ín Ís * eB, isto é,
1 M € IR : Í (y) ) M,V u e ro* eB.
Por hipótese, U C IR" é aberto, ou seja,
YyeU,lé)0:U+éBCU,
então, como rg e U,
Jer)0:26*e1BcU.
Thmbém, por hipótese, / (-) é sci, logo / (-) é sci êrn o6, isto é,
V À < f @ú,1 ez) 0, V a :la-rol 1 ez * 
^ 
< Í (s).
Fixemos e - min {er, tz} > 0. Então, de (3.1), temos
ro*eBcU'
Fixemos também M - À e IR, e seja A e ro*eB qualquer, logo
Í(u))À:M
(esta desigualdade deve-se a (3.2)). E portanto, escolhendo e - min {et,ez!, temos o pretendido.
(3.1)
(3.2)
Seja r um qualquer ponto €rrr tr6 t eB.
Comecemos por mostrar que .f (") Z / (ro). Assumimos primeiro que .f (r) - *oo, e como / ("o) € IR, vem
Í(") > /(ro). Então podemos assumir que.f (r) e R. Suponhamos que tÍnhamos Í(") < /(ro), e vurrnos
deduzir uma contradição. Para tal, consideremos a função g : no * eB -+ IR. dada por
g(w)::jô,''€'-lu-rol
paxa algum
(/ ("0) - f (")) r' "2-lr-*ol'ô




(i) é continuamente diferenciável ertr trs * eB;
(ii) tem um único mínimo global no ponto 16, isto é,
g(zo) < g(ar),V, e no + €B;
(iii) a sua derivada anula-se apenas no ponto rs, isto é,
Vs(rs) -6 e Vg(r)*0,Vu€r,6*eB;
(i") g (r) * *ooe lvg(r)l * +*quandooseaproximadafronteirader6+eB, istoé, quando lw - ql -* e;
(") s(") - s (ro) < / (ro) - Í (").
Mostremos que, de facto, isso acontece. Considerando a norma euclidiana em IR.', u _ (ut,...,un),
no : (rô,..., rfr), temos :
l*-*ol' - (r^r -notr-*o) : (r, -rá) '+...*(rn-ú)2:É (rr-*L)',
i:1
vs (,) : (#,(,),..., #rr),
onde, para cada i - L,,...,fl, #; , IJ ---+ IR. é uma função dada por
2õ (w; - r[ ,VieN[;












lve (o)l - (r) 40wt (r'-lr-"ol')i:l l,r-lr-,ol']
E verifiquemos os pontos (i), (ii), (iii), (iu), (o).
(t) f(.) é continuamente d.iferenciável €m íDs *eB. De facto, para cada i: L,...,n, existe @*t> e é uma
fi:nção contínua, porque :
- cd r-.+ l, - rol é uma firnção contínua, pois a norma euclidia.na em IR.' é uma função contínual
- u H l, - *ol' é uma função contínua, pela proposição I7.3, pois é o produto da função contínua
c.,, r-+ lr^r - rol por ela própria;
- u) ê - lcu - *ol' ê uma função contÍnua, pela proposição 17.3, pois é o produto das funções contínuas
o r-+ -1 e a, -, l, - *Ol';
- (, H ez - l, - *ol' é uma firnçã,o contÍnua, pela proposição L7.3, pois é a soma das funções contínuas
,rtr-€2euê- lw-,,Olz;
-u)àlr'- l ''1'L l, - "ol'l rá uma fiurção contínua, pela proposição t7.3, pois é o produto da firnçáo contínua
,rt ,- €2 - lw - rsl2 por ela por ela própria;
- e à 
-*dl" 
é uma firnção contÍnua, pela proposição 17.3, pois é o quociente das funções contínuas
lr'-l-
u r+ l e u F-+ l* -1, - rol']2 , " uúltirna nunca se anula nos 
pontos do seu domÍnio;
-u)àwt.-r'oéurnafrurçãocontÍnuapaxacadazeN,poisêumafunçãoafimemlRparacadaieN;
-u)à26(w;-"b)éumafunçãocontÍnuaparacadazeNl,pelaproposiçãoL7.3,poiséoprodutodas
funções contínuas w--2õ eu) àui- r[ para cadai e NI;
26( u' -*'^\- ()) à, i"\*'-'i/,, é uma função contÍnua para cada z € N, pela proposição 17.3, pois é o quociente das
lez 
_lut_col.l-
firnções contínuas u r- zõ (ru - "h) " a á F;fuyzf -
3.1 Constância da.s funções coIrr subgradiente proxirnal contendo zero 95
(i,i) g (.) tem um único mÍnimo global no ponto rs, isto ê,
g(rú <g(u), Va; €ro+eB.
De facto, para qualquer w e rs -f eB temos
dado que
€2-lr-*ol'<e2++ 1 ô
ez -1, --q1,' u'o ,' -1r;p'
(iii) A derivada d" g (.) anula-se apenas no ponto rs, dado que
vg ("0) : e:!: o
26 q-*b
ôô
g (w) : -;----;-
eo *lu-*o3) 
-6 -g(no)'




ez _1, _rol +O,VieNl
(i") g (r) * *oo e lvg (r)l - +* quando c..r se aproxirna da fronteira de ro+eB, isto ê, quando l, - *ol '--, €)
uma vez que







lVs (ar)l - lim 26lc^.r-rsl*e
ô ô
ez - l, - *ol, €2
(f (o6)-J(r))e2
tt2












Seja z algum ponto €rrr Í6 * eB.
Vamos mostrar que a fi:nção (/+g) (-) tem um mínimo global no ponto z e'm oo * eB. Por hipótese, /(.)
é sci, entã,o /(-) ê sci em z Ç rs*eB. Além disso, g(-) ê, contínua em r0 ieB, em particular é contÍnua no
ponto z,Iogo é sci em z Ç rs*eB, pela nota 6.27. Consequentemente, (/+g)(.) é sci em z € ro +eB, pela
proposição 6.22. Consideremos agora o conjunto
E :: {y e *o * eB' (/ + s) (y) < (/ + g) ("0)}.
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Mostremos que.B é fechado. Seja (y,) c -E uma qualquer sucessão tal que (A*) --- y. Então (y*) c ro * eB é
tal que
(/ + g) (aà s (/ + g) ("0) . (3.4)
(/+g)(.) éscierrrícs*eBecomoU€no*eB,temosque("f+g)(.)ésciemAq-no*eB.Então
(Í + g) @) - tfrg U + g) (v^),
pela proposição 6.21. Logo, de (3.4) vem
[iH U + à @*) <t#,S ff + s)(,0) ++ (Í + s)(v) < (Í + g)(,0),
donde U e E. Eportanto,, E éfechado. Agoravamosmostrarque,Eélimitado. Sejag e .Equalquer, então
U Ç rot eB tal que (/+g) (s) S (Í + g)(ro). Logo, la - *ol < e. E vem
aÇE+lyl Sly-rol *l*ol <e*lz6l .
Desta maneira, como .E é um subconjunto de IR' fechado e limitado, entã,o é compacto. E portanto, pelo
teorema 6.25, existe o ponto z ç E tal que z é ponto demÍnimo globalpara (/+g)(') "*.8, isto 
é,
(Í+s)(*) <(Í+s)(y) , v y e E. (3.5)
Fixemos agoraalgumôr )0tatque z +õfi cEequalquer Er )0. Seja U Çz+õfi qualquer, então, de
(3.5), vem
(/ +s) (r) < (Í + g) (y) + P'l,la - rl' .
Isto é,
o<(/+g) (v) -(/+ s)(r)*Erlv-rl',vv€ z*hB-
E como lA - rl ( ôr =+ y - z f 0, vem
(0,y - z) <(Í +g)(y) - (/+ g)(r) *Er la - rl',,Y u € z*ü8.
Logo, pela proposição 23.11, 4 :0 é um subgradiente proximal de (Í + g) (') em z.
Como Í,U -(-oo,+*] eg: ro*eB---+ IRsáoscifinitasem ze€:0€ 0(Í+g)(r),então,pela
proposição 23.14, resulta que
Vã > 0,3 u, u e z+éB : 0 € ({. +€**) +é8,
onde {* é um subgrad.iente proximal de / (.) "* ?, e {"* é um subgradiente 
proximal de g (') u- u (isto é,
€* e 0Í (r) "{** € 0g(r)).Logo, 





l# +€l.l . +, (3.7)
onde f) é um subgradiente proximal de / (-) e* ut. e Êl* ê um subgradiente proximal de I (') em o;. Como
tí e 0 Í (u6), então, por hipótese,
€X :0. (3.8)
Ecomo{;. € 0*g(rà, g(') êdiferenciávelesciêrríÍs *eB, então
4l* : Yg("), (3'9)
3.1 Constância das funções corn subgradiente proxilrral contendo z.ero
pelo corolário 23.13. Notemos que (3.6) é o mesmo que dizer que
't)i + z quando'i - *oo.
AIém disso, juntando, püâ cada i e N, (3.7), (3.8) e (3.9) resulta que
l(;+(;.1 <io,r*Vg(,,)l < lolvg(r,)l .;,
isto é,
Vg(ua) - 0 quando i + *oo.
Associando (3.10) e o facto de Vg (-) ser contÍnua (por aplicaçã,o da nota 17.4) vem
Vg(rt) -* Vg (z) quando i - *oo-
Como temos (3.11) e (3.12), e o limite é único, então
Vs (z) - s.
Jtrntando (3.3), concluimos que z : no. Isto é, o minimizartte e é igual â ú0.
Finalmente, como z : fiot r € E e
(Í + g)(s) > (Í + g)(*o), v y e E,
então





O que contradiz a afirmaç* (") acerca d" g (.).
Logo, nã,o podemos ter /(") < /("0). E portanto, Í(r) 2 "f (ro), para *Çits*eB fixado.
Agora varnos mostrar que "f (-) tem um valor constante .fo em todos os pontos da bola ro * eB, nos quais
Í (.) ê finita. Para que "f (.) seja finita na bola no*e8,, não podemos ter / (*) > / (ro), paxa r € as*eB fixado.
Seja / (*o) - /s. Analogamente a,o que foi feito anteriormente, vamos supor que .f (r) > / (ro), e deduzir uma
contradição.
Assim, consideremos a função I , *o -f eB ---+ IR dada por
para algum
z(Í (") - Í (*o)) r' e2-lw-*ol'
>0.
l* - *ol
e que verifica o seguinte :
(i') é continua.mente diferenciável êrrr rs * eB;
(ii') tem um único máximo global no ponto re, isto é,
i@ú>g(r) ,Yu€ro*eB;
(iiá') a sua derivada anula-se apena,s no ponto zs, isto é,
Vfi(r6) :g e vã(r)+o,vw€rs*eB; (3-13)




@') l("0) - i @) > / (") - / ("0)-
Mostremos que, de facto, isso acontece. Considerando a norma euclidiana em R*, u - (ar,...,un),
no : (râ, ..., rfr), temos :
lr - *ol' - (u - ,,o,r - *ol: (r, - rô)' + ... t (r* - *8)': É (rr - *b)',
i:l
v7(,) :(#,(,) ,..., #Ur)
onde, para cada i : L,...,tu, €Í; , (J -+ IR é uma função dada por
P@):-out
26 (ui - "'o) 2' VaeN;
(u'-lr-"ol')






E verifiquemos os pontos (i'), (ii'), (iii'), (iu'), (u').
(i!) g(-) é continuamente diferenciável €rrr Ís -f eB. De facto, paÍa cada i: !,,...,n, existe #çl e é uma
função contínua, porque :
- u) à l, - ,ol é urna função contínua, pois a norma euclidiana eÍn IR" é uma função contínual
- a H l, - *ol' é uma função contínua, pela proposição 17.3, pois é o produto da função contínua
w v-+ lu - ,ol por ela própria;
- (Á) à - lw - *ol' é uma funçã,o contÍnua, pela proposição 17.3, pois é o produto das funções contÍnuas
w r-+ -L e (, H l, - *ol';
- u) ê ez - l, - *ol' ê uma função contínua, pela proposição 17.3, pois é a soma das funções contínuas
, r- e2 e u à _ lu - *Ol2;
- u) t--+ I u' - | ''1'L ], - "ol') é uma função contínua, pela 
proposição 17.3, pois é o produto da função contÍnua
,.,) r- €2 - la,' - rgl2 por ela por ela própria;
- u) à 
-tlT 
é uma função contÍnua, pela proposição L7.3,, pois é o quociente das funções contínuas
[t'- l''
u) ê I e r,.r -' [ri - lw -rol'] , c àultima mürca se anula nos 
pontos do seu domÍnio;
-u)àui-r[eumafunçãocontínuapaÍacadaieN,poisêumafirnçãoa,flmemIRparacadaieNI;
- u) t-) -ú (rn - "b) é_uma f-unçáo contÍnua 
para cada z e N, pela proposição t7.3, pois é o produto das
firnções contínuas q >, -26 e qJ r-+ Q,; - rfi para cada z e N[;íí(y:fr)* 
é uma função contínua pâra cada i e N[, pela proposição L7.3, pois é o quociente das- U l--+
lez -lut-rol'l-
funções contínuas , * -íõ (rn - "b) e u) é útr
(i.i,') i (.) tem um único máximo global no ponto rs, isto ê,
l@o)>g(r),V, €ro+eB.
De facto, paxa qualquer w Ç rs * eB temos
l@):-; ii ,2.-1 :s(ro),€'-lu-tOl c
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dado que
(iiit) A derivada de I (-) anula-se apenas no ponto rs, dado que
v7("0) :&.;!: o
e
Ví(r) +O,,Ya.r € rs *eB,Voi" ffi(r) - -
Iim õ(u\- lim - 
ô 
=--oofar-caf*s" " lw-rçl-s ez - 1, - *ol'
rtZ
lc.r - zolW
26 wl, - fr'o
e2 -1, -rol
+0,Vi€Nl
(iu') j (u) ---+ -oo e lVg (r)l ---+ *oo quando t.r se aproxima da fronteira de cs * eB, isto é, quando



















Seja 7 algum ponto êrn ífs * eB.
Vamos mostrar que a função ff +A(.) tem um mínimo global no ponto 7 em ro *eB. Por hipótese, /(')
é sci, então /(.) é sci em 7 e rs* eB. Alêm disso, lO é contínua êrrl írs * eB, em particular é contínua no
pontoã, logoésciemíerg*eB,pelanota6.2T.Consequentemente,(/+nOésciemZers*eB,pela
proposição 6.22. Consideremos agora o conjunto
É,- {y ç *o * eB' (/ + il @ s (Í+il ("o)}.
Mostremos que ^ã e fechado. Seja (aà c,ã ,r*a, qualquer sucessã,o tal que (u,) -* y- Então (y,,) c ro * eB é
tal que
U +6 fuà < U +6 (ro). (3.14)
ff+6(.)ésciêrrrtrs*eBecomoU€no*eB,temosque("f+í)(') ésciema€ro*eB.Entã,o
ff +6 (v) : tBg u +6(v*),
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pela proposição 6.21. Logo, de (3.14) vem
ltis U +6 (s,") < lli:{ U +6 (,0) <+ U +6 (v) < U +6 (,0),
donde u e É. Eportanto,É éfechado. Agoravarnosmostrarq,r".ãéümitado. Sejag e Êqualquer, então
U€ro*eB talque (f +4(y)íU+6(ro).Logo, la-*rl (e. Evem
y€É=+lsl íls-*ol *lrol <e+lrsl .
Desta maneira, como .ã C ,r* subconjunto de IR' fechado e limitado, entã,o é compacto. E portanto, pelo
teorema 6.25,, existe o ponto í ç E tal que 7é ponto de mínimo global para (Í +il (-) ** -8, isto é,
(Í+il@sff+ô(s),v y€É. (3.15)
s ,.,fixemos agoraalgum ôz > 0 tal que V+õzB c É " qualquer Rz) 0. Seja A ÇV*6zB 
qualquer, então, de
lP.fu;, ".* (Í +il(z) < (Í +4 fu) + Rzla -4' .
Isto é,
0 s (/ +il@)- (/+ n@ * Rzlv -zl',v v ev + õzB-
E como ly - rl ( ôz =* y -V f 0, vem
(0,v - 4 < ff +í) (v) - (/ + il@ * Rzlv -4' ,v v ei + 6zr-
Logo, pela proposição 23.11, ã:0 é um subgradiente proximal de U +A 0 em ã.
Como f ,tI - (-m,*oo] e l, *o*eB ---+ lRsão sci finitas emi e €:0 e â"(Í+6(ã), então, pela
proposição 23.14, resulta que
vã> o,Jú,õei+;a,0. (i*ã"*) +7n,
onde í e "- subgradiente proximal de /(.) "* ú.t* ê um subgradiente 
proximal de ã(-) "* ã (isto é,
{ e ôf(õ) "C. e Ag@)). Logo, 









l?- ^"r* I 1
lç.i+{, l.I, (3.17)
onde Ç c ,- subgradiente proximal de / (.) "* úi u4* é um subgradiente proximal d.e i 
(') em õ5. Como
€i Ç ô f (úi), então, por hipótese,
Ç:o'
E como Ç- e 0*í (l),, g (.) é d.iferenciável e sci em ro * eB, então
Ç. : ví (õi) '
pelo corolário 23.13. Notemos que (3.16) ê o mesmo que dizer que
õj-ãquandoj-+m.
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Além disso, juntando, püâ cada J € N, (3.17), (3.18) e (3.19) resulta que
lÇ *4.1 ' 1 * ,o +vd(õi)l < 1 <+ lva @)l'l,,
isto é,
ví (íi) * o quando 7 --+ *oo'
Associando (3.20) e o facto de Vã(-) ser contÍnua (por aplicaçã,o da nota 17.4) vem
Vl (õi) ---+ Vfi (2) quando 7 --+ *m.
Como temos (3.21) e (3.22), e o limite é único, então
Vl(4:o'
Jtrntando (3.13), concluimos que 7: *0. Isto é, o minimiza^nte 7 é igual à no.
Finalmente, como V : fro, r e E e




U +6(r) 2 (/+il@o) +/(r) +í(x) à /(ro) +í("0) <+í(ro) -i@) < /(") -/("0)-
O que contradiz a afirmação (r') acerca de ã(.).
Logo, nãopodemos ter Í(") > /("0). E portanto, Í(*) - Í(*o): Ío,, paxa n €ns*eB fixadoetal que
Í(") elR. Mascomo r e rs*eB êumqualquer talque Í(") €lR, mostrá.mosque
Í (y) -.f (ro): -fo, V y €ro*eB: f (s) e R. (3.23)
No enta^nto, nós queremos que .f (.) *ja, constante em todos os pontos de uma vizinhança de algum ponto
em U (no caso desta demonstrâÇão, em todos os pontos de uma vizinhança de rs), e não em alguns pontos
dessa vizinhança. Por isso, basta mostrar que
Í(y)€IR,V uÇro*1,u,
pois assim, temos que
Í(y):Ío,Vue"o+ZB.
Suponhamos que não temos sempre / (-) firita ern toda a bola ro * ZB. Então Í (r) : *oo para algum
z€.rs+ZB.Fixemos6>0comô(i,"consideremo'soponto(r,Ío-ô)emlR'xlR,oqualnãopertenceao
eptÍ.(Suponha,uros(r,Ío-ô)e"pt.Í,istoé,/o-á>Í(r):*oo,contradizendoofactodeque/o-ôelR.
Logo, Í(r) >"fo-ô,istoé,,(2,/o-d) (A/). Not+sequeewÍ éfechado,pois/êsci. Então,pelaproposição
3.4, existe pelo menos o ponto (r,r) e epí, 
"f , eue é o ponto mais próximo de (zr"fo - 6), isto ê,
l(r,"fo-d) -(r,r)l í l(r,/o-ô) -(*,y)l,V (*,y) Çept,Í-
Em particular, paxa (ro, "fo) e ept. Í,










l@,fo- ô) - (r,r)1. ;<+ l(, - u,Ío- ô-")l < ;* l, - rl+ l/o - 6 - 4. ;.
E se a soma de dois números positivos é menor que ;, então cada um deles é menor que ;, logo,
l, - rl .;-
Assim,
lr-*ol Sl, -zl+lr-*ol .;+i:lr.r.
Isto é,
(3.24)
consequenremente, por (8.24), (J.28) e por Í ál'R'**Í; (r,r) Ç epi,/), deduzimos que
Í (r) : fo-
*1e* d.isso, (r,r) é o ponto do epr,f que está mais próximo de (2, /o - 6), entã,o está na fronteira do eN /, logo
Í (,) -,.
E portanto, 
r : Í(r) :,f0.
Mostrámos então que (c..,, / (r)) : (u,/o) é um ponto do ept, "f que está mais próximo do ponto (r, Ío - á).
Em termos geométricos, isto significa que
E : e,/o - ô) - (r,,fo) : (z - w, -6)
é uma normal proximal ao epi.f um (r, Í (.)) : (r, Ío). Isto é,




( : á (=y, -1) € N[ot 7 (r, f (r)) .\o /
O que ê equivalente a dizer que o vector não-nulo E: T é um subgradiente proximal de f (.) emu. O que




O que significa que "f (.) é localmente constante em U. I
Nota 3.2. A conclusãa da proposição anterior nã,o acontece se sd assumirmos que A e 0* f (r), em vez de
ô" f (r) - {0}, em todos as pontos onde 0 Í (r) existe. Para ilustrarmos este fanto vamos considerar o exemplo
que se segue.
Exemplo 3.3. Seja / , IR -- R satisfazendo
ser(0
"f (") :
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3.2. Urn resultado auxiliar
Demonstremos a seguinte proposiçã,o que foi usada na demonstração da proposição 3.1.
Proposição 3.4. Sejam C c IR' um conjwtto fxhado nã,evazio e n um ponto de IR' que nãa egtá, em C. Então
exisúe pelo menos um ponto c €. C, que é o ponto em C, mais próximo de r, isto é, tal que
dc@),-"iSl*-"'l-lr-cl í lr -"'l,V cteC.
Demonstração:
Como o Ínfimo de um conjunto de números reais é Iimite de uma sucessão de elementos desse conjunto,
temos
d'ç (r) : lim l* - "olIc**oo
onde ("à é uma sucessão conveniente de pontos de C.
Da desigualdade
l"rl < l"o - rl + lrl ,
resulta que a sucessã,o ("r) c limitada, pois (lr - "ul) é limitada, por ser convergente, e lrl é um número real,por ser uma norma em IR.'.
Como a sucessão (c*) é limitada, então possui uma subsucessão convergente. Charnemos (c;r) a essâ
subsucessão. Podemos assim assumir que
(rr) -- c quando k -+ *oo.
E como C é fechado, resulta que c e C.
Além disso, pelo facto de a norma em lR.' ser uma função contínua, vem
Iim
o que completa a demonstração. I
d'ç (n) - k+{oo l*-"ol : l, -cl,
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4. O problema autónomo
Considerandooproblema(P) sobascondições(1.1) e(1.2),comlagrangianoL:OxlR'-(-m,+*]
satisfaaendo as seguintes hipóteses brísicas (as mesmas da secção 2.1) e hipóteses extra :
4.1. Hipóteses básicas
(i) CI c IR' (ver (1.2)) é fechado;
(ii) C C IR' x IR' é fechado e é um conjunto compacto pelo menos uma das projecções
C* :: {r e IR' : (r,U) € C pa,ra algum U € R'} ,
Cy :: {g e R.' , (n,g) € C para algum r e IR'} ;
(iii) K C IR' é um cone convexo fechado;
(iu) a função (",r) r-+ L (",r) é sci;
(u) para cada s € í) :
(rr) rfunção L(t,') éconvexa;
(rr) o domínio dom L (",') C um conjunto aberto, convexo e não-vaaiol
(ui) existe uma firnção I (-) localmente limitada inferiormente tal que
L(s,a)>r(t) Vs€Q Vu;
(,uii) existe uma firnção lipschitziana ã (.) e X para a qual i\ (r (.)) é finito (ver (P)).
No que segue consideraremos o conjunto de subruvel
r(u (-)) ,- {* (-) e x: Â(r( )) < 
^(E(.))}
e o seu subconjunto
fa (7 (.)) ,- f (7 (.)) À ACe ([0, r] , R")
(os mesmos da secção 2.1).
4.2. Hipóteses extra
A primeira hipótese extra ê :
I existe k > 0 tal 
que qualquer função r (') de f (u (')) satisfaz
(H Er) 1\ / 
l. t6{r€"d l"' (t)l < k-
A segunda hipótese extra é :
para algum k satisfazendo (HEr), vale
lim
0-*w






(Aq"i ôuL (s,u) é o subgradiente da função convexa tr (r,'); (', ') é o produto interno em IR*.)
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4.3. O problema (Pe)
Consideremos o seguinte problema :
(Pe) min{À(r(')) : r(') ÇACe([0,"] ,R'), (r(0),r(")) ÇC,r(t) e CIvú € [0,r] ,,n'(t) e K qs],
onde 
7T
Â (u (.)) :- | t (" (r) ,r' (t)) dt.
Jo
Introduzindo um parâmetro o € IR. em (Pe) através da adição de uma nova restri@.o :
Iye(r( )) < a, V o € IR,
onde
temos uma norúa classe de funções :
ACâ ([0,7] ,R') ;- {*(.) e AC ([0,7] ,R') : lrs(r(.)) < a,V a € R],
e um novo problema :
(Pe(a)) min{À("(.)):r'(.) eACff ([0,"] ,R'), (r(0),r(7)) ÇC,r(t)e CIvú€[0,"] ,n'(t) €ríqs].
Denotemos ainda o valor de (Pe (o)) por Ve (o), isto ê,
Ve@):-irú{^("(-))'r(.)e ACtr ([0,"] ,R'), ("(0),u (r)) €C,n(t)eCIVúe [0,"] ,n'(t) €.úíqs].
4.4. Lernas auxiliares
Lema 4.L. (i) Para qualquer a sufrcientemente grande, Ve (o) é frnito.
(i,i) Sempre que Vs (") é frnito, o infrmo defrnindo Ve (") é atingido.
(iii) A função Ve (.) é sci.
Dernonstração:
(z) Para qualquer o suficientemente grande, Vs (o) é ftnito.
Sabemos, pela hipótese básica (uii), eu€ existe pelo uma função lipschitziana E (.) e X paxa a qual 
^ 
(E (.))
é finito. Então 7(.) é admissÍvel para o problema (P) e 
^(r(.)) 
€ lR. E como ã(.) é lipschitziana, logo
ã'(.) Ç L@ ([0,7] ,R"), pelo corolário 18.5. Consequentemente, pela proposição 13.28,
l"' (t)l < l-"'(.)11*11o,rr,R*) : ";Lg,;;" l*-- (t)l qs em [0,7] .
Como á (-) é uma funçã,o estritamente crescente, vem
0(t'(ú)l)<o sup es.s lr'(ú)l
o<t<?
qs em [0,7] .
À6 (, (.)) ,: 
Io' 
o (l*' U)D dt.
Além disso, existem GS integrais ff, (rH, """;r'1t1;) ú e ff e çp' çt111 dt (o primeiro srciste pois
/\
0 ( sup esslr'(ú)l I ê uma constante e o segundo existe pela demonstração do teorema 2.1). Então, pelo lema\ o<t<r /
sup ess lr' (t)l
0<r<?
tr.t2,
rre (r(.)) : 
lo' 
,qr'(ü) D d,t 
= lo', (,pg, lc (r)l) d.t 
: r 0 ( *oo.
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Logo, vamos fixar qualquer a suficientemente grande tal que
Âp (u (.)) s o.
E portanto, r (.) é admissível para o problema (Pe (")). Desta maneira, podemos dizer que (P (a)) tem funções
admissíveis.
Vamos aplicar o método directo. Para isso, definimos o conjunto das funções em competição da seguinte
maneira :
re (z (-)) :- r (7 (-)) n AC6 ([0,7] , R")
: {re AC([(),"] ,R") : (r(0) ,"(T))e C,r(ú) €CIVú€ [0,"] ,*'(t) e Kqs,
tve (r(.)) : Í{ e (1"' (t)l) dt < a,
tí L(r(t) ,*'(t)) d.t: Í\ ("( )) < ^(E( )) 
. R) .
Agora vamos definir uma noção de convergência em la(E(.)). Para tal, mostraremos que fa(r('))
enquanto subconjunto de WL,r ([0, 
"] 
, R') é sequencialmente fracamente relativamente compacto, ou seja,
qualquer sucessão de lB (z (.)) tem uma subsucessão fracamente convergente em I4l1'1 ([0, 
"] 
, R'), pela definição
13.37. Desta maneira, consideremos uma qualquer sucessão minimizante (rp (')) "* 
te (r (')), então para
qualquer /c e N, temos
("r (.)) c AC ([0, r] , R*) ,
("r(0) ,**(T)) cC,, ("r(t)) c CI Vú € [0,7] , ("'r(t)) C -K qs,
Ive(*n(')) : [' ,(l*'r(t)l) dt < o,
Jo
fr
J, L (*r U) ,*L$» dt - 
À (rr (')) S 
^ 
(r (')) € R.
Como 0 (.) é uma função de Nagumo e
Í;tte 
(*x (.)) - 0 (l*'* (t)l) dt < a,
então, pela proposição 13.39 o conjunto {"L(.)} c r'([0,7] ,R') é sequencialmente fracamente relativamente
compacto em Lr ([0, 
"] 
, R'). Isto é, pela definição 13.37, a nossa sucessão ("í, (')) possui uma subsucessão,
ainda desiguada par (r;r(-)), fracamente convergente p#a u (') € ,t ([0,?] , R") (este u (') não tem de estar em
{"í. (') } ).
Pela hipótese brísica (ii), pelo menos uma das projecções C, ou Co ê tm conjunto compacto. Como (ro ('))
ê AC, em particular é contínua, então, pela proposição I7-1, ("r (')) é limitada em C, ou Cr. Logo, pelo menos
uma das sucessões (r* (0)) ou (116 (f)) ê limitada (** C" or Co respectivamente). Considerando um dos casos,
suponhamos a limitação em C* da sucessão ("t (0)) (isto é,
= 
M > 0: 116 (0)l < M,Y /c e §[),




4.4 Lemas auxiliares to7
Notemos que por ("r (.)) ser áC, pode'se definir da seguinte forma :
l,'*x (t) ;- nk (0) + "LU) dr,V ú€[0,?] ,Vke N[,
pelo teorema 18.4.
Mostremos que (c6 (.)) é equicontínua, isto é, pela definição 13.35,
V e ) 0, f 6 : ô(e) ) 0 : V úr, ú2 € [0,7] : lt1 -tzl( ó' : lro (tr) - *n(tz)l < e, V k e N[.
Como o conjunto {"1 (-)} C ,'([0,?] ,R') é sequenciaknente fracamente relativamente compacto em
tr'([0,?] ,R'o), entã,o, pela proposiçã,o 13.39, a sucessão ("'r, (-)) é equiabsolutamente integrável em [0,?]. Isto
é, pela definiS,o 13.38, para qualquer e ) 0, existe algum ô - ô(t) > 0 tal que
I w;g)l dt < e,
Jp
para qualquer /c e N e paxa qualquer subconjunto mensurável E de [0,7] com p(E) S õ. Seja,m agora ú1,
t2e 10,7] quaisquer tais que lú1 -tzl 3 ô (parao 6 acima), então, paraqualquer,t € N, vem
l,r (r,) - *x(tz)l : l(,- (0) + Io" *LO o,)- ("- (0) + Io" *L@ o")l
"L?) dr - rte $) dr
l*'x Í)l dr < e.
E portanto, a sucessb (** ( )) é equicontÍnua.
Agora varnos mostrar que (r;, (.)) é equilimitada, isto é, pela definição 13.M,
1 fr ) o : l"n (t)1. fr,v ú € [0,"], v k e N[.
Desta maneira, para qualquer t e [0, ?] e para qualquer k e N, temos
I t:, l:ll:,' r'|1,ft) drI,*
t::





< l*r(o)l + llr' "r(r) 
d,r
lz3 (0)l + lr'e ft)l dr
l"L?)l dr (poit (rr (0)) ê rimitada e l"L(')l > o)M+
Vamos majorar l"i (.)lr,([o,r],n^;. Como 0 (.) é uma firnção de Nagumo, temos que





Então, para qualquer rn > 0 fixado, paxa o qual M* > 0, temos
0 (r\,<-#,Vr) M,n.
Consideremos os subconjuntos .81 , E2 de [0,7]
E1 :- {ú e [0, T): lr'1, (ú)l > M*, V k e N] ;
E2:- [0,7] \.o, - {t e [0, r]:lr'p(ú)l < M*,V /c e N].
Assim, para qualquer /c € N[, vem
l*,o?)l dr + Ir,orQ)l d.r







fr e QnL?)l) dr *
Jo rn
*Ír'o(l*'oi)) d,r+r M,ní,J- a*r M,n.
Logo,
lrr(t) l<M+ 1 a*T M,n.
n'L
Então
=M - lttf+ 
1o +T M,n] 0: l*N(t)l<M,v ú e [0,"] , v /c e N[.
n'L
E portanto, a sucessão ("r (.)) é equilimitada. Consequentemente, pelo teorema 13.36, existem uma subsucessão
de (26 (.)), ainda designada por (rr, (.)), e uma função contÍnua r (.) tais que (zr (.)) converge uniformemente
em [0,7] para * (-), quando k -* *oo. Ou seja,
l*'o ?)l dr - tJn




(4-5)sup l"* (t) - " (t)lte[0,7] /c+foo
t;r(o) + r'p Q) dr
--) 0.
Logo
("* (t)) r_1." n(t), V ú e [0,7] ,





np (t) - Iimlc+{oo t,
,r (o) * -If"" / dr"L?)
ro f lim
/c+*oo
*'x(r) dr (por (4.1))I,'
I,'ro* "(r) dr,Y ú€ [0,71,V /ce N
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(esta ultima desigualdade deve-se a,o facto de (r'o (-)) - o (.) em ,Lt ([0,7] ,R'), isto é,
(t; @L(t) ,rh (t)) ") (Í,'
---+ (, (t) ,Ib (t)) dt ,V ,h (.) e -t* ([0,4,R') (4.6)
ft+{oo
implica que
(1,' o-@ o,) 1-1"" (1,' "(i o,), v ú € [o,r] ')
Temos portanto 
,t
r(t) - ro* Jo o(r) dr, v Ú € [0,7] ,
onde , (.) e Z' ([0, f] , R'). Seja 11 : [0,7] ---+ lR a função dada por
*, (t):- trg.
Como *, (-) é lipschitziana, entã,o "r 
(.) é AC, pela nota 18.6. Seja 12 : [0, ?] --+ IR a função dada por
(t) , u (r) dr.
Como "(-) e ^['([0,fl,R'), então pela proposição 18.7, "z(.) é absolutamente contÍnua e rt2(t) -u(t) qs em
[0, ?]. Logo r (.) :- ,, (.) + xz (-) é AC pela proposição 18.8 e
*' (t) - u (ú) qs em [0,7] . (4.7)
E portarrto, a sucessão das funções AC (r1r(.)), para qualquer /c e §[, converge uniformente paxa uma função





Vamos mostrar que (rp (.)) - r (-) em WLL([0, f] , R'), ou seja, pela nota 15.9,
:1,iDz
(i) (1," @n(t),+çr1y or)
(ii) (1,' @L@,'r'1'77 o')
I,
T
(" (t) ,rl, (t)) dt, v ,t O e ,* ([0, 4 ,R*) ,






0 lt; ("n (t) - " (t) ,?h (t)) dt l(rr (t) - " (t) ,rh (t))l dt
lrr (') - " (')lr,11o,r1,u*; lú (')lr-110,4,o-1 (pelo teorema 13.21)
fT
J, l"r (t) - "(t)l dt lrh (')11".11s,4,p.;
lrh Olz,-110,r1,m.; /" ,=* lrr (t) - r (t)l d,tJo te [0,4
sup l"r (t) - " (t)lú€[0,fl -+
: r lrl(.)l;_q16,4,m.; &+foo 0 (por (4.5)),
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isto ê,
verificandose (i). Além disso, juntando (a.6) e (4.7) temos
("r (t) - r (ú) ,ú (t)) dt -0,









ou seja, verifica-se (ii).
Até aqui mostrámos que le (E (.)) é sequencialmente fracamente relativamente compacto.
Seguidamente mostra-se
i :- inf {^ (" (-)) , " (.) e rp (r(.))} e R
(isto ê, i * -*, *oo). Existirá necessaria"urente pelo menos uma sucessão minimizante (rr (')) "* fa (Z (')),
ou seja, com À("r (.)) ---+ e. Relembremos que o integral lt:Wr'r ([0,"] ,R,,) * [-m,+m] é definido por
Comecemos por mostrar que Â (-) é limitado inferiormente em fp (U ( )). Pela hipótese básica (ai), L (r, r) > , (r)
paraalgumafunçáo l(-) locaknentelimitadainferiormente. Ouseja, paracadas € f), )aÇ R,I rl)0:
,(r) > a, V s € A:-E*qB.
Assim,
lae.lR:.L(r,r) )a,V se A,Vue IR".
Em particular, pa,f,a qua^se todo t € [0,7], substituindo § por r(t), ?, por *'(t),
I a € IR. : -L (" (t) ,*' (t)) ) a, qs em [0, T] .
Além disso, existem os integrais .,1f; L @ (t) ,, *' (t)) at e [{ a d,t (o primeiro existe pois o é uma constante e o
segundo existe pela demonstraçã.o do teorema2.L, para o caso nã,oautónomo). Então, pelo lema lL.lz,
pT
Â(z(.)) :- I L("(t),r'(t)) dt.
Jo
:Í,À (r (')) :
TrT
L(*(t),*'(t)) dt> I ad,t-aT>-m-Jo










Seja agora uma qualquer sucessão minimizant" (*r (')) c fa (u (')) para 
^ 
('), isto ê, tal que
lim Â(r* (-)) :i -inf {^("(')) ,"(') e ra (7('))}.k**oo
Já provrímos que fa (E (.)) é sequencialmente fracamente relativamente compacto, desta maneira paxa qualquer
sucessão ("0 (.)) c fB (r (.)) existe uma função r (-) Ç Wr,L ([0, 
"] 
, R") e tal que, se necessário passando a uma
subsucessão, temos (rr (')) -- r (') em WL'r ([0, 
"] 
, R").
Mostremos que r (') € fp (z ('))-
4.4 Lemas auxiliares
("r (')) ---+ c (.) qs em [0,7] .Ic+foo




V ú € [0,7], V /c e NI, então
("(0) ,r(T)) eC, r(t) e CI Vú € [0,4
Além disso, como ("* (.)) - r (-) em Wr,r ([0, f] , R'), então, pelo teorema 15.7, passando a uma subsucessão
senecessárro,(np(-))-r(.) emr'([0,7] ,R').Logo,peloteorema13.4L,(rr(.)) *r(.) emmedidaem[0,7].
Tendo em atenção a, convergência fraca ("'o (.)) -:- st (.) "* ,' 
([0, f] , R') e o facto de K ser um cone convexo
fechado, então, pelo teorema 13.42,
*' (t) e I( qs em [0, ?] .
Como a sucessã,o ("r (.)) c ,L' ([0, ?] , R') converge fortemente para " (.) € I' ([0,?] , R*) (pois("0 (.)) . * c (.) uniformente),então pelo teorema L3.29, existe uma subsucessã,o de (re (.)), ainda denotadaft+{oo
por (r3 (.)), tal que
0 (lr (t)l) dt.
Pretendemos agora aplicar o lema de Eatou à fu"€,o 1(.). Por hipótese, 0 (.) e Ct ([0, +m),lR) é estrita,mente
crescente então
e 0) > d (0) :: c, V ^Y € [0, +oo).
Seja ã : [0, +oo) - [0, +*) dada por
ê6):-0(t)-c.
Substitündo 7 por lr (ú)l para qualquer ú € [0,7] vem
0 (@ (t)l) :- 0 (1" (t)l) - ".
Como ("r(-)) c LL ([0,"] ,R'), entã,oasucessão ("r(.)) émensurável. Alêmdisso,0(l.l) écontÍnua (poiséa
composiçãodasfirnçõescontÍnuas(-l€l e€r*0(€r)), logo,paracada/ceNlafi.rnção0(l*o(.)[) e_mensurárrel
em [0,?], pela proposição L0.27. Como a função constante t r+ -c é mensurável então a firnção 0(@x(')l) é
mensurável pelo teorema t0.22 e toma valores em [0, +gp). Por outro lado, ã (l.l) é contÍnua (pois é a soma das
funções contínuas t-0 (l€l) e tt+ -c), em particular 0(l.l) ê sci, logo




0 (lr (t)l) - . s Ig+S @ (1"* (ú)l) - c) qs em [0,7] .
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d (lr (t)l) at - c T 1,"l0 
(1" (ú)l) - c) dt - e (lr (t)D dt
í
fT',







êl"r(t)l) dt (pelo lema 11.18 (de Fatou))






0 (l"o (t)l) dt - c T
k**oo
lirn inf 0 (l*o (t)l) at - c T.
T
T
r (, (.)) : 
lo" 
o (lr (t)D d,t < 0 (l"o (t)l) dt: IgiS / (r* (.)) ,
o que significa que ,I (') ê sci na topologia forte de -Ll ([0, f] , R").
Consideremos agora a função L, : Wr'7 ([0, 
"] 
, R') -- LL ([0, 
"] 
, R") dada por
A (r) ,:7'
Mostremos que a função A (.) é linear. Sejam ,r (.), ", (') e W1'1 ([0,7] , R") 
quaisquer, então para qualquer











' I (r' (t) ,,p' O)) or: - lo (rr (t) ,e(t)l dt,
1! u2(.) e r'([0,r] ,R') , lo' @r(t),e'U)l 
d,t: - lr' @2ft),e$)l dt,
,, (') - r\ ('): A (rr (')) ,
,, (-) - r!2(.) : A ("2 (')) .
(4.8)
(4.e)
3! u3 (.) e ,'([0,r] ,R') , 
lr' 




,s (') : (nr a *r)'(') : a ((", + "z) (')).






(r, (t) , ç' (t)l ot * lo
(r, (t) , ç (t)) ot - l,
("2(t),e'(t)) at






(r, (t) , e (t)) dt
((r, + "z) (t) ,, e (t)l dt,
donde (por (a.10))
(r, +rr)(') -,e('): (rr a*r)' ('): a((r, +"z)(')) (4.11)
e (por (4.8), (4.9), (4.11))
A((r, a*z)(.)) - (r, +"r) (') -r, (') +uz(') - a(rr (')) +^("2(')) . (4-rz)
Analogamente, sejam o e IR e n(.) e WL,l([0,"] ,R") quaisquer, então paf,a qualquer p(') € Cf ([0,7] ,R'),
3! u1 (-) e ,' ([0, 
"] 
, P') , I (r(t) ,,p'(t)) or:- Io
T T
(rr (t) ,e(t)) dt,
logo
logo
"' (.) - *' (.) - Â (r (.)) .
"r(-) - (a ")'(-) - Â ((a ") (.)).
(4.13)
3t uz(.) e ,' ([0, 7] , R') , lr' ((o ,) (t) , p' (t)> dt 




I, t,((o ") (t),ç'(ú)) dú 
_ (a n (t) ,e' (t)) at
I,
T
a (" (t) ,, tp' (t)l dt





(o ,r) (.) : ur(-): (o ")'(-) - A ((a ") (.))
-t,
e (por (4.13), (4.15))
Â ((o ") 
(.)) - (o ur) (.) : e 't)t (') : a Â (r (')) . (4.16)
LL4
E portanto por (4.12) e (a.16), a tunção A (.) é linear.
Agora varnos mostrar que a fiurção A (') ê limitada, isto é,
f /c e R : lÂ (" (-))lr,11o,r1,n \ < kl" (-)lr4zr,1([g,r],R-; ,
usando a definição 9.8. Desta rnaneira,
lA (" ('))lr'([g,in],R*) : l*'(')12,,([0,7],rR-) íl*'(')12,,([g,TJ,rR-) + l" (')l4i1o,11,o^; : lr (')11a,,,,([0,?],R*)-
E portanto' 
r k- 1e IR: la(r(.))lr,([0,?],R,.) <kl*(.)1r,,,([o,r1,m^1 i
o que significa que â função linear 
^ 
(-) é limitada.
Como a funçã,o A (.) é linear e }imitada, então é contínua, pela proposição 9.9.
Irlote-se que
^a 
(-) : (/ o A) (.).
Já provámos que 1(.) é sci na topologia forte de Lt ([0,7] ,R'),então pela proposição 6.23, o conjunto
{" (-) € L' ([0, "] 
, R') : I (n (-)) < À] : 1-1 ((-m; Àl)
éfechado, paraqualquer À e R. Como^( )é contínua, logoo conjunto
6-i (1-t ((-*;rl)) - (A-' o /-') ((-*; Àl) : (1o A)-1 ((-*;Àl)
{" ( ) € wr,L ([0,7] , R") : (1o A) (" (')) < À]
: {" ( ) e W7,r ([0, "] 
, R') : Àp (r (.)) < À]




(.) ê convexa. Sejam r, (.), "r(') e WL't ([0,7] ,R,,) e 0 < À < l quaisquer, então
Âa (À ,, (-) + (1 - À) rr2 (')) á (lÀ ri (t) + (1 - À) *Lu)l) dt
s 0 (À lr'r(t)l + (1 - À) l"L(t)D at (pois l.l é uma norma em IR')





: À Âa ("' (.)) + (1 - À)Â, (", (.)) ,
o que significa que a função 
^a 
(') é convexa.
Finalmente, como W\L ([0,f] ,R') é um espaço localmente convexo pela proposição 9.6 e 1\a(') é sci na
topologia forte de I,71,1 ([0,7] ,R'), então é sci na topologia fraca de I4l1'1 ([0,7] ,R"), pela proposição 14.1.
Assim
^ 1," 
e 1*\ G)D dt+ (1 - » I, 0 ç*L (t)l) dt
pois (16 (-)) c ra (r(-)).
tva(*(.)) í H=+S I\e(*nO): H+S/
T
0 (l*'r(t)l) dt < a,
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Como 
" 





L (t,t(t),*' (t)) dt< HjS/ L (t,r1"(t),*L(t)) dt: BiS ^("r 
(.)).
Logo




Â(ro(-)) -i < *m.
E portanto,
-oo ( A("(')) : i -Ve (q) ( *oo,
isto é, ,r(.) é solução para o problema (Pe (")). Juntando o facto de (Pe (a)) ter funções admissÍveis para a
suficientemente grande fiá provámos), podemos a^firrnar que
ve(o) -Â(r(.)) :,
é finito paxa a suficientemente grande.
(ii) Sempre que Y6 (a) é ffnito, o ínflmo deflaindo Y6 (a) ê atingido.
SejaoeRtalque
t:Ve(a) =inf {^(r(.)) :xeACff(l0,Tl,R'): (r(0),c(?')) eC,t(t) €oVú€10,.11,§'(t) eKqsem [0,r]]
é finito.
Queremos moatrar que V6 (o) é atingido, i8to é, que ociste uma ftrnção z (') que veriffque
ve (") : 
^ 
(z (.)) = i.
Aplicando nova.rrente o método diÍecto, de forma análoga à demonstra{ão do ponto (i) deste lema, va,moo definir
o conjunto
J1 :: {a e AC(ll,rl,R"): (c(0),o(r)) e C, o(t) € OV, € [0,Í], c'(t) e Ií qs,
^e(,(.)) 
: ffeç,, 1t111 at3",
ff t 11 1t1 ,r' 1t11 ar : rr (c (')) s t) .
Analogamente à dernonstração do ponto (d), garantimos a ocistência de uma função z(') e 4 verificando
a.(z (.)) -- us (a) = i.,
o que sipifica que 126 (o) é atingido.
(iii) A ffrngão Vp(') é sci,
Que.remos mostrar que
tz6 (a) I *uglXf ve (o;) ,
para qualquer suce.ssão (o1) c lR tal que (os) ---r o, pa.ra qualquer & e N.
Seja (o1) c lR uma qualquer sucessão tal que
(o1)---+a,Vk€ll.
Se Va (o1) = *oo, para qualquer k € N bastânte graÍde, não hó nada a provar. De facto isso é verdade pois
se Vp (o1) : +oo então
. lim Y6 (o1) : aqo,c++oo
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para qualquer k e N[ bastante grande.
Suponhamos agora que VB (or) é fini1s, para qualquer k e NI bastante grande. Então, pelo ponto (ii) deste
lema, o ínfi.mo definindo Ve(arc) é atingido, o que significa que parâ qualquer k e N[, o problema (Pe (or))
admite uma soluçã,o (rp (-)). Logo (por definição de (Pe (a)) e Vs (a))
("n(-)) cACi.([0,f] ,R') ,(*x(0) ,rn(D) cC,(*n(t))cOvú€[0,"] ,(*'o(t)) cKqsem[0,?]
Ve (on) - À (rr (')) , (4.17)
paraqualquerkeNl.
Como (or) ê uma sucessão convergente, para qualquer /c e N, então é limitada, o que significa que
1B>0:la;,|ín,VkeN.
Logo, pelo facto de (,'6 (-)) c ACi. ([0, 
"] 
, R*),
Le @x(.)) : [" , (l*L(ú)l) dú 1 ar, S B. (4.18)
Jo
Seguidamente, varnos aplicar o método. Desta maneira, definimos o conjunto das funções competidora,s :
Jz :- {reAC([Q,"] ,R") : (r(0),"(T))ÇC,,r(t) e OVú€ [0'7] ,,n'(t) €I(qs,
Le (n(.)) - ff e l"' (t)l) dt I B,
E analogamente à d.emonstração do ponto (d) deste lema, conclúmos que ("r (')) tem uma subsucessão
fracamente convergente para uma funçã" " 
(') €. W\t ([0, 
"] 
, R') verificando o seguinte :
("(0),r(T))eC, r(t)eCIVúe[0,"] , n'(t) e1(qs-
Já provámos'no ponto (i) deste lema, que ÂB (.) é sci na topologia fraca de W\7 ([0, f] , R"). Logo
Le (* (')) < IEi1| Ive (*n (')) < [gi$ dk : Q
(por (4.18) e porqu" *IT." dk -- a), donde a função " 
(-) ê admissível para o problema (Pe (")).
Finalmente, e d.e forma análoga à demonstração do ponto (i) deste lema, conclui-se que




vs (") s À (" (-)) s Xglg| Â (,0 (')) - X=+S ve (o*) ,
(pois ,, (.) é admissÍvel para o problema (Pe (")) " 
por (4.17)), isto ê, Ve (') é sci. t
Definição 4.2. Dizemos que vo (.) é frnalrnente constantte se
1os e IR.: Ve (o) - I/B (oo) ,V o ) ao.
(Ver [10], p. 664.)
ff L(r(r) ,,*'(t)) d,t: I\ ("(.)) < ^(z(.)) 
€ R)
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Lema 4.3. (Pe) úem solução se e só se ya (.) é frnalmente constartte (a.N).
Demonstração:
(i) Se Ve (-) é finalmente constante, então (Pe) tem solução,
Suponhamos primeiro que Ve O é finalmente constante, isto é,
3 os : Ve(o) - Ve (oo), V a ) as. (4.19)
Pelo lema 4.I,Vs (-) é finalmente finito (ou seja, para qualquer a suficientemente grande, Ve (o) é finito). Assim,
f ao > 0:Vs (oo) < *oo, eVs(a) --Ve (oo) , V o ) os. (4.20)
Como Ve (oo) ( *oo, então, pelo lema 4.L, o ínfimo definindo Ve (ao) é atingido nalgrrm ponto *o (.). [,ogo
"o 
(-) é soluçã,o para (Pe (aü). Isto é,
Ve (oú : Â ("0 (.)) . (4.21)
Agora vamos mostrar eue ss (-) é solução pa,ra (Pe). Suponhamos, com vista a um absurdo, que isto não
acontecel então existe r (.) € AC6 ([0,7] , R') admissÍvel para (Pe) e tal que
n (" (-)) < l\ ("0 (')) . (4.22)
Escolhemos agora qualquer a ) as tal que
tye (* (-)) < o,
pois ÂB (" (.)) ( *oo (pelo facto de r (-) e ACe ([0, 
"] 
, R,,)). Consequentemente, por definição de Vs (a), vem
ve (o) < l\ (" (.)) . (4.23)
Então, juntando (4.21), (4.22) e (4.23), resulta
Ve (o) < À (, (.)) < Â (ro (.)) - Ve (ao) .
Logo,
Ve (o) 1Ve (or) ,
E portanto Ío (.) é solução para (P0). Isto é, (Pe) tem soluçâo, como queríamos
(ii) Se (Pa) tem solução, então Ve (-) é finalmente constante,
Suponhamos que (Pa) tem solução. Seja rs(-) ,r*u solução pa,ra (Pe). Isto é, ro(-) e. ACe ([0,4,R*) é
admissível para (Pe) e tal que
("0(.)) <Â(r(.)),Vr(.)€ AC6(10,?l ,R*) admissívelpara (Pe). (4.24)
Seja oo suficientemente grande tal que
Yp (as) e IR
e 
Àa (ro (.)) < oo.
Entã,o, pelo lema 4.1, o Ínfimo definindo Ve (ao) é atingido nalgum ponto f (.), isto é,
ve (oo) - ,/\ (7 (-)) , (4.25)
com r (-) e ACffo ([0,7] , R,,) admissível para (Pe (ao)) e tal que
^.(E(.)) 
< Â(r(.)), V # (.) € ACi" ([0,7] ,R') admissível para (Pa (oo)). (4.26)





(') é admissÍvel para (Pa (oo)), entã,o, por (4.26),
^ 
(7 ( )) < A ("0 (')) . (4.27)
E como " 
(-) é admissível para (Pe), de (4.24), resulta
Â (,, (.)) < 
^ 
(7 (-)) . ( 4.28)
Logo, juntando (4.25), (4.27) e (4.28), vem
ve (oo): Â (r (.)) - .[ ("0 (')) . (4-2e)
Seja agora o ) os quâIquer. Como Ve (') é decrescente temos
Ue (a) < Ve (oo)
(com Vo (oo) € R). Donde
I/a (a) e R.
Então, (analogamente ao que foi feito para a6) pelo lema 4.1, o rnf.mo definindo Vs (o) é atingido nalgum ponto




com F (.) e ACff ([0,"] ,R") admissível para (Pe(o)) e tal que
^ 
(7(.)) < À(r(.)), V r(-) € ACff ([0,"] ,R') admissível para (Pe(a)). (4.31)
Como 
"o 
(.) é admissÍvel para (Pe (a)) (pois
Aa (ro (')) í o6 ( a),
então' por (4'31)' 
,\ (ã ( )) s 
^ 
(*o (.)). (4.32)
E como ã(.) é admissÍvel para (Pe),, de (4.24), resulta
À (,0 (.)) < 
^ 
(ã(')) . (4.33)
Logo, juntando (4.30), (4.32) e (4.33), vem
ve (o): À (E (')) : 
^ 
("0 (')) . (4.34)
Finalmente, por (4.29) e (4.34), temos
3 as: Ve(o):Â(ã(')) : À(ro(')): 7\(ã(')) -V,(oo), V c ) o6'
E portanto, Ve (-) ê finatmente constante- I
Lerna 4.4. Ve O é frnaJrnente constatúe.
Demonstração:
eueremos mostrar que Ve (.) C finatmente consta^nte, isto é, que VB (.) é constante a partir de certa altura.
Então pela proposição 3.1, basta mostrar que, parâ a suficientemente grande, sempre que C é um subgradiente
proximal deVe (.) "* o € IR., temos 
( :0. Suponhamos, com vista a um absurdo, que ( +0 ê urn subgradiente
proximal de V6 (') "* a e IR suficientemente 
grande.
Comecemos por mostrar que I/B (.) ê decrescente. Isto é, sejam et, e2 € IR tais Que a1 1 az- Então,
Iye(*( )) < CIr ( a2, logo ACt' ([0,r] ,R") ç ACt', ([0,r] ,R"). E portanto,,Ve (or) > W@z).
4.4 Lernas auxiliares 119
Comoe+0êumsubgradienteproximaldeVa:lR-(-oo,+*] emCI€lR,pelaproposiçã.o23.11,existem
o>0eô>0taisque
<(P-o) < Ve(il-Ve@)+"1§-ol',v P € a*dB. (4.35)
Suponharnos, comvistaaum absurdo, que C )0 e fr {o, entãodadesigualdade (4.35) temos
ve (Ê) - ve (o) lfr - "l'fr-aB-a








s t*r,ro44# *hmsup o l0 - ol.
0-a lJ - d. A-a
Isto é, existe B > a suficientemente próximo de a tal que
Ve (0) - Ve (a) >0.B-a
Logo, como p - a) 0, temos que
Ve (0) - Ve(o) > o e Ve (p) > ve (o) .
Obternos assim umacontradição, pois I/p(-) é decrescente. Então, ( < 0. E portanto, ( ( 0 (poissuposemos
e tq.Seja então C - -r, onde r ) 0.
Seja agora z(-) uma solução de (Pe(a)) (a qual sciste pelo lema 4.1, pois Ve(o) ê finito), então
Ve(o) - Â(e(-)) * Iye(, (-)) < a, pois z(-) € ACt ([0,7] ,R"). Vamos exigir que a igualdade aconteça nesta
riltima desigualdade. (Para termos a igualdade, tambêm, temos de ter Le(z (.)) > o.) Suponharnos que não.
Então lve(, (.)) < CI, e para qualquer a' : Írs (r(.)) < a' < a vem
Ve (o') S lv(, (.)) : Ve @) íVe (o') , (4.36)
porque :
a' < a + Ve (o') > Ve (o), pois W (.) é decrescente;
Le(z(.)) < a'+ z(.) e ACff'([0,"] ,R') +Ve(o') S 
^(r(.)) -Ve(a),pois z (.) é admissível para (Pa (o')).
De (a-36), temos 
ve @,)_ Â (e (.)) _ ve (a) ,
e segue que Ve (-) é constante em (Ite (, (.)) , "]. Pela desigualdade (4.35), pâxa cadaa' e (lrs(r(.)),ol n(o*ôB) e ( : -r, r ) 0, temos at < a e
lo' - ol'
a-et




o que é absurdo, pois assim viria r:0 - (, contrariando o facto de ( - -r, onde r ) 0- Desta maneira, temos
de ter lve (z (.)) > o, e consequentemente, Iva (, (.)) : o.
Adesigualdadedosubgradienteproximal (4.35),com( - -'t', r )0, 0:a'dizqueparaalgurno ) 0, para
algum ô > 0, e para qualquer a' tal que la' - al < ô, temos
Ve (o') - Ve (o) * ola' - ol' Z -r (o' - o) .
Como Ve (") - L(z (')), Âa (, (')) : Qs à desigualdade anterior fica
Ve(o')- \v(r(.))+olo'- \vo(z(-))l')-.r(o'- Le(z(-))),va':lo'_ /ve(z(-))l <6,
paraalgumo>0ealgumô>0.Sejar(.)*"funçã,oadmissívelpara(Pe)talquelÂ6("(-))-I\s(r(-))l <á.
Então, fazendo a' - l\0 (" (.)) na desigualdade anterior vem
ve(t\e("(-))) -À(r(.)) + oltve("(-)) -Àa(r(.))l', -r(Àa("(-)) - tte(r(.))), (4.32)
(Pe (lve (" (')))), de (a.37) temos, para algum o ) 0,
-, (tve (" (.)) - l\e (, ( ))) ve (tre(" (.))) - Â (, (-)) + olt\e (" (.)) - AB (, (.))l'




Vejamos agora se estamos em condições de aplicar o teorema 2.1. Por hipótese, ^L : f) x IR* - (-oo, *m] é
um lagrangiano que satisfaz o seguinte :
(i) CI c IR* (ver (1.2)) é fechado;
(i,i) C C IR' x IR* é fechado e é um conjunto compacto pelo menos uma das projecções
C* :-- {r e IR' : (r,y) € C para algum g € R'} ,
Co :: {g e R', (r,A) e C paraalgum r e IR"} ;
(iii) I{ c IR' é um cone convexo fechado;
(ia) a função (r,r) r-+ L (t,r) ê sci;
(u) paracadas€CI:
(rr) . função I (",') é convexa;
(rr) o domrnio dom L (r,') C um conjunto aberto' convexo e não'T azio;
(ui) existe uma função / (.) localmente limitada inferiormente tal que
L(s,,u)àl(r) VseCI Vu;
(uii) existe uma função lipschitziana r (.) e X para a qual 
^ 
(u (.)) é finito (ver (P)).
PeIa hipótese básica (uii) há-de existir uma função lipschitziana , (') e X para a qual 
^ 
(ã (')) ( o. Logo,
E(-) é admissível para (Pe@D.E como ,(') (t solução de (Pe (o)), então
n(r(.)) <À(y(.)) , Vy(.) admissÍvelparâ (Pe(o)), e z(') ÇACt ([0,7] ,R') . (4.39)
l("(.)) *rÀ6 ("(.)) *oltrs("O) - ÂB (r(.))l' > rt(r( )) irtt6(r(-)),
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Em particular,
n (, (.)) í 
^ 
(ã(.)) .
Logo, z(.) € fe(d(.)),:f (ã(.)) nACs([0,7] ,R'). Além disso, como"(') é adrnissÍvelpara (Pe(lte("(.)))),
então 
"(-) êt admissível 
para o problema (P).Assim, por (4.38), vem
/ (" (-)) > / (, (.)) ,
paxa , (.) e le (d (-)), * paxa qualquer função r (-) € ACs (10,?] , R*) admissÍvel para (P) tal que Â6 (r (-)) está
suficientemente próximo de Â6 (, (.)).
Estamos então em condições de aplicar o teorema 2-1, o qual garante a existência de uma função integrável
( (-) tal que
€ (ú) € fuL (z (t) , ,' (r)) qr em [0, ?] ,
e a existência de uma constante c e uma função mensurável p (.) com
p (t) e ô,L (z (t) , r' (t)) qr em [0, ?] ,
tais que
L(z(t),r'(t))-(r'(t),p(t)) + r0(lz'(ú)l)- r lz'(t)l 0'(lr'(ú)l)- "* lo'..Q) d,rqsem [0,4.
Como I (-) nao depende explicitarnente de ú, vem
L(z(t),r'(t))-(r'(t),p(r)) +r0uz' (ú)l)-,lr'(t)l 0'ilr'(t)l) :rqsem [0,?] ,
para alguma constante c e alguma função mensurável p (-) com
p (t) e ô"L (z (t) , ,' (t)) qr em [0, 7] .
(4.40)
Mostremos agora que
'Hg'{;" l'' (t)l > P'
onde B é qualquer número menor que á-1 @l?).
Note-se que também temos (de (a.39))
^ 
(, (.)) < À (, (')) , V r (.) admissÍvel para (Pe) .
E como , (-) ê soluçã,o pâxâ (Pe (a)), então z (-) êo admissÍvel para (Pe). Logo, , (-) ê, solução paxa (Pe). Assim
(analogamente à demonstração da parte 2 do teorema 4.5)
,'(.) ç tr* ([0,7] ,R*).
Consequentemente, pela proposição 13.28,
r;&{i, lr' (t)l - lr'(.)11-11o,rl,R*) } lr' (t)l qs em [0, "] 
.
Como 0 (.) é uma função estritamente crescente, ',rem
sup ess lr' ft)le
o<t<T
> 0 (lr'(t)l) qr em [0,7] .
L22
Além disso, existem os integrars ffo sup ess lr' U)l0<ú<?
é uma constante e o segundo existe pela demonstraçã,o do teorema 2.L). Então, pelo lema
e
dt e ff e ç1r' çt111 dt (o primeiro existe pois
a (rrp ess lz'(t)l)\ o<r<r /
tt.L2,









l,'u ('E{;, ;,' 1ty;) o, . -[, 0l,' (t)l) dt - t\e(, (')) - o.
Donde
)=#
Note-se que devido a 0-r @lT) tender paxa fm qua^ndo a tende pâÍa *oo, podemos tomar p arbitrariamente
grande fazendo o suficientemente grande.
Como
sup es.s lr' (t)l > fl,
0<ú<7
isto é,
inf {c e lR. : lr' (t)l < c qs em [0, f]] > P,
entã'o 
3l.c[0,r] comp(rr) > 0:lz'(ú)l > P,,vtÇIr.
Logo, de (a.afl) para algum s1 € í), para algum u1 e K corn lull > §, e pera algum pt e.1aL (s1,u1), vem
L(tr,ur) - (u1,p1) * r le (l"tl) - l"rl 0'(lrrl)] :..
Desta igualdade temos
c - tr(",,ar)-(u1,p)*r lT(lu|) -lrrl 0'(lrrl)] @.41)
E como, por hipótese, á (.) e C' ([0, +oo), R) e é estritamente crescente, segue do teorema 16.8 que
sup ess lr'(t)l > 0-' (#)
0<t<r
Logo,
slg ggs lr'U)l> fr,Y §, P < 0-t (#)
0<ú<T
{I (", r) - (r, loL (s,u))} + r sup { A (lrl) - l"l a' (l"l)} .
,a"*tl?rírB
Como r(.) € f (ã(')) e vale ahipótese extra (HEr), temos que existe k > 0 tal que
inf ess lr' U)l < k,0<ú<?
isto é,
sup {c e IR : lr' (t)l ) c qs em [0, fll < tr.
Destamaneira' 
3Iz -[0,"] comp(/r) > 0:lz'(ú)l < li,vt€Iz-
Logo, de (a.aQ) para algurn s2 € CI, pâra algum u2 € K com lu2l < k, e para algum pz € ilrL (s2,u2), vem
L(tr,uz) - (u2,p2) *r l0(l"rD -l"rl 0'(l"rl)] : r.
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Desta igualdade temos
c L (tr,ur) - (a2,p2) * r le ilrrl) - lrzl 0'(lrzl)]










{a 1"1) - lul o'6,1)} - {a lrl) - lol o'1rl)}







sup {,[(r, u) - (r,,ô,L(s,"))} - inf {L(",a) - (u,1oL(s,r))}.
s€í), s€Or
ue K:lví>P u€r(,lol<k
Para a, e consequentemente B, suficientemente grandes, o lado direito da desigualdade (4.43) é negativo. De
facto, como vale a hipótese (HEà e faaendo ,6 - *oo, no lado direito da desigualdade (4.43), vem
{/, (r, o) - (o,ôuL (s,r))} -inf
s€O,
uÇK,lul<h
{I (r, u) - (u, iluL (s,r))} - inf ttr (s, a) - (u,ô"I (s, u))} (4.44)
s€f,l,
oçK,lul<k





Por outro lado, para o, e consequentemente B, suficientemente gra"ndes, o termo dentro do parêntesis do lado









{á (lul) - lul 0'(l"l)} - 
"'J§, 
{B (l"l) - l"l d'(lrl)}
ueK,lal)0
{B 6,1) - l,l a' 1,1) } - H, {B q,l) - l,l 0' 1"1) } : 0
u€.Ií,lul<tt
De (a.43),, (4.44) e (4.45), segueque r énegativo, oque contradizo factode termos supostor > 0. Logo, não
podemos ter ( f 0, mas sim (:0. E portanto, VeO é finalrnente constante. I
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4.5. O teorema 2 do artigo: enunciado e demonstração
Teorema 4.5. Suponhamos a vaJtdade das hipóteses basicas e as hipóúese.s extra (HEr) e (HE). Entãa o
problema (P) tem soluçã,o e, além disso, qualquer solução n (.) é lipschitziana e satisfaz
L(r(t),*' (t)) - (*' (t),p (t)) - c qs em [0,"] , (4-46)
onde c é uma constante e p (') é uma funçãa mensuriável tal que
p (t) € 0,L (r (t) ,,r' (t)) qs em [0,7] .
Demonstração:
(Parte 1 da demonstração do teorema 4.5 : corro Va (-) ê finalmente constante, então o problerna
(Pa) admite urna solução z (-) que satisfaz a equação do enunciado do teorerna 4.5)
Vo O é finalmente constante, pelo lema 4.4, e que para a suficientemente grande, Ve @) é finito, pelo lema
4.1 (i). Desta maneira, existe a € IR sufi.cientemente grande paxa o qual
Ve(a) êfinito eV6(a) -Ve(o), Va) a. (4.47)
Seja z (.) urna solução çte (Po (")) (u qual existe pelo lema 4.t (ii)). Entáo,
^ 
(, (-)) S l(" (.)) ,Y n (.) admissÍvel para (Pe(o)),
Ve @) - Â (z (')) * tve (z (')) < o. (4.48)
varnos mostrar que 
ve @): Â (a (-)) : ve (Ivs(, (.))) - (4.49)
Se ÂB (, (.)) : et temos (4.49). Suponhamos agora que Â6 (, ( )) 1 a. A função , (') é admissível para
(Pe (lye (, (-)))). Seja z1 (-) *" qualquer outra tunção admissível para (Pe (lve (, (')))). Logo,
I\e (n (')) < Le (, (')) < o,
e portanto, zt (.) também é admissÍvel para o problema (Pe (*)). Então
I (, (')) < 
^ 
(21 (')) .
Logo, z (.) ê solução de (Pe (4te Q (')))). B resulta
ve (I\e (, (.))) : 
^ 
(, (')) . (4.50)
Juntando (4.48) e (4.50), obtemos (4.49).
De @.aT), (4.48) e (4.49), temos
0 -ve(d) - ve(o) - v0(õ) - ve (tve(, ( ))), v d à Ào (, (')),
isto é
vs (a) - ve (I\e (, ('))) > 0, v a > l\e (, (')) -
Quando o ( Àa (, (.)) e pelo facto de Ve (-) ser decrescente vem Ve (a) > Ve (Ivs (, ('))), ou seja
ve (a) - ve (Ive (, (.))) > 0, v o < 
^a 
(" (')) .
Em particular' temos 
ve @) - ve (tve(, ('))) ) 0, v a Ç I\e(, (.)) + õ8,
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para algum á > 0. Então
Ve(a) -Ve(Íve(r(.))) *ola-ÂB(r(.))l' > 0, vd€ Le(z(-))+ar, (4.51)
para algum o ) 0, paf,a o ô > 0 referido.
Por (4.49), W (Ive (, (.))) - n (, (')), então substituindo em (4.51), vem
Ve(a)-It(r(-))+ old-Ite(r(-))l' )0,Vaelve(r(.)) +6F, (4.52)
para atgum o ) 0, para algum ô > 0.
Seja r (.) .,*" funçã,o admissÍvel para (Pa) tat que ÀB (" (.)) e Âa (, (.)) + õ8, para algum 6 > 0. Logo, por
(4.52), temos
Ve(Iye("(.))) -Â(r(.)) +olÂa("(.)) - tto(r(.))l'> 0, com Âo("(.)) e Âa (r(.))+õF, (4.53)
(Pe (tre (, ('))))), de (a.ffi), resulta
^("(.)) 
- Iv(r(.)) +olAe("(.)) - tte(r(.))l'> 0, com Âe("(.)) € Áa(r(.)) +õr,,
para algum o ) 0, para algum ô > 0. Ou seja,
zt("(')) *oltrs("(-)) - Âe (r('))l'> À(r(.)), com tte(x(.)) e lte(r(-)) +aa,
paxa algom o ) 0, para algum ô > 0.
Assim,
/ (" (.)) > Í (, (.)) , qrrndo r - 0,
para qualquer função r (.) admissÍvel para (Pe) e tal que ôye (, (.)) está suficientemente próximo de ÀB (, (.)).
Pela hipótese básica (ui,i) existe pelo menos uma função lipschitziana r(.) e X para a qual 
^(r(.)) 
é finito,
entáo, também, há-de existir uma função lipschitziana r(.) e X para a qual 
^(r(-)) 
1a. Logo,7(.) é
admissível para (Pe(a)).E como ,(-) ê solução de (Pe (o)), então




Logo, z(.) € fa(7(-))r- I(z(.)) nACe. Além disso, como r(.) é adrnissf\rcI para (Pe), então r(.) é admissÍvel
para o problema (P). E portanto, paxa ,(.) e fe (z(.)),
/ (" (.)) > Í (, (.)) , qrrodo r - 0,
para qualquer função r (.) admissível paxa (P) 
" 
tal que {ye (r (-)) está sufi.cientemente próximo de Âa (, (.)).
Note-se que também acontece
I (, (-)) < Â (* (.)) , V r (.) admissÍvel para (Pe) .
E como z (-) ê soluçã,o para (Pe (")), então , (-) ét admissível para (Pe). Logo, z (-) êt solução paxa (Pe).
Tenhamos em atenção que todas as outras hipóteses básicas do teorema?.L sã,o satisfeitas. Logo, o teorema
2.1 garante a existência de uma função integrável ( (.) tal que
€ (ú) € 1tL (z (t) , r' (t)) qr ern [0,7] ,
e a existência de uma constante c e uma função mensurável p (-) com
p (t) Ç 0"L (z (t) , ,' (t)) qr em [0, 7] ,
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tais que
Juntando (4.55) e (4.56) resulta
L(z(t),r'(t)) - (r'(t),p(t)) - ,* lo' {Q) d,rqs em [0,7] .
Como I (-) nao depende explicitamente de ú, vem
L (z (t) , r' (t)) - (r' (t) ,p (ú)) : c qs em [0,?l] . (4.54)
para alguma constante c e alguma função mensurável p (') com
p(t) Ç 0,L (z (t) , r'(t)) qr em [0,7] .
O que significa que z (') satisfaz a equação (4.46).
(Parte 2 da dernonstração do teorerna 4.5 . z (.) é lipschitziana)
A equação (4.54), na presença de (HEz), implica que z'(.) é essencialmente limitada, isto é,
1p>0:lz' (ú)l SÉ,qrem [0,7] .
Suponhamos, com vista a um absurdo, que e/ (') ç L* ([0, 
"] 
, R"). Então para qualquer P > 0,
f 1r c [0,"] com /r(1r) > 0: lz'(ú)l > P,V t Ç h.
Logo, de (a.54) para algum s1 € Q, para algum u1 Ç. K com lull > P, e para algum h Ç 1rL (ur,rr), temos
L(tr,ur) -(q,pt):".
Desta igualdade resulta




A}ém disso, como z(-) Ç f (U (-)), é válidaahipótese extra (HEr). Entãoexiste & > 0 talque
inf ess lr' (t)l < lÇ,0<ú<r
isto é,
sup {c € lR. : lr' (t)l > c qs em [0, "]] 
< k.
Destamaneira' 
lIz(_[0,r] comp,(/r)> 0:lzt(ú)l < lí,vt€Iz.
Logo, de (a.$a) paraalgum s2 € Q, paraalgum a2e I{ com lo2l<lc, eparaalgum pz€0uL(s2,u2), vem
L("r,rr)-\rr,Pzl:r-
Desta igualdade temos
c - L (rr, rr) - (r, ,Pi ) {tr (r, o) - (u,ô,L(s,r))}. (4.56)infs€O,
oÇK,lul)k
inf íL (t,,o) - (u,0uL (s,r))) < sup {I (r, u) - (u,0,L (s,r)).} ,
s€í}, s€Sl,
u€I{,lul>/c u€K,lullB
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isto é' 
0 < sup {tr (r, a) - (r,0,L(s,r))} - inf {tr (", u) - (o,0,L(s,r))}. (4.52)
,.iÍr?í.u ,.iÍr*íro
Assim sendo, para B suficientemente grande, o lado direito da desigualdade (4.57) é negativo. De facto, como










O que contradiz (4.57). E portanto, z' (-) é essencialmente limitada. Logo,
,' (-) Ç r"" ([0,?] , R*) .
Mostremos agora que
z (.) € ,L'" ([0,7] , R") ,
isto é,
1i > o : lz (ú)l < ã, q'em [0,?] .
Como ,(-) ê solução do problema (Ps), então é AC. Logo, pelo teorema 18.4,
(4.58)
(4.5e)
t;z(t) - z(0) + ,' (r) dr, Y t e [0,7] .
Donde,
e
s lz (0)l +
< l,(0) l* lo'V'?)l d,r í1,(0) l* Io' @'(r)l d,r
Ê dr: l, (0)l + 0 T :7,
pela proposição 11.15 (podemos aplicar esta proposiçâo porque ) 0 > 0: lzt (t)l < É, 9s em [0,fl, * porque os
integrais
7T rT rT rT
J, lr'U)l or: Jo max{lr'(t)1,01 dt- Jo -min{lr'$)l ,0} dt: Jo lr'(t)l dt+o€ [0,m]
Í, I,
T
0 dt: '** {É,0} or - lo" -min{É,0} dt : 0 f +0 - É ? € IR
existem, tendo em conta a definição 11.8). Desta maneira,
1É>o:lz(ú)l < E,v t e [0,"] .
Em particula,r, z (-) € tro" ([0,7] , R,,). E portanto, de (4.58) e (4.59),
z (.) e wr,a ([0, 
"] 
, R') .
Consequentemente, z(-) é lipschitziana, pela nota 15.3.
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(Parte 3 da demonstração do teorema 4.5 | z (.) é solução de (P))
Queremos agora mostrar que z (') é solução do problema (P).
T\.rdo o que foi realizado acima foi feito para uma firnção de Nagruno 0 (') fixada. Seja r/ (') ,*t qualquer
outra função de Nagumo. Vamos agora mostrar que z (.) também é solução do problema (P+) dado por
(pt) min{Â("(.)):u (.) ÇAC,b([O,7] ,R',), ("(0),,"(T))€C,u(Ú) €OVÚ€[0,"] ,*'(t) €1(qs],
Seja g(.) *r soluçã.o lipschitziana de (Prp),, a qual existe pela dernonstração anterior (onde se mostrou que
z(.) é solução lipschitziana de (PeD substituindo á(-) por ú(.). Mostremos que g(') é admissível para (Pe).
Suponhamos que y (-) não é admissÍvel para (Po), isto é, valnos suPor que
pT
tye (y (.)) - / o (ls'(ú)l) dú 
: *oo.
Tal como ,' (.), y' (') Ç L* ([0,7] , R'), então, pela proposição 13-28,
la' ft)l S ls'(')lr*([0,?],R*) : t;I,{;*la' G)l qs em [0'7] '
E como 0 (-) é uma função estritamente crescente, vem




AIém disso, existem os integrais t{ 0 sup ess la' ft)lo<t<T
é uma constante e o segundo existe pela demonstração do teorema 2.1). Então, pelo lema
,h ("up ess ly' (t)l)
\ o<t<r /
dt e ff e (ly' (t)l) dt (o primeiro existe pois
B (.,rp 




' , iln' (ú)l) dr 
= Í,', ('Hp,{i" ls'(t)l dt -T 0 sup ess ly' (t)l0<ú<?
O que é absurdo. E portanto, y (.) é admissível para (Pe). Analogamente, mostramos que z (') é admissÍvel
para (P*). Suponhamos que z (.) não é admissível para (P+), isto é, va^rnos supor que
7T
tt+ (, (.)) : / ,b lr' 
(t)l) dt - *oo.
Como ,' (-) e ,"" ([0, ?] , R"), entã,o, pela proposição 13.28,
lr'(t)l !lr' (')lr-([o,r],rR-) -.Hg,:i" lv'G)l qs em [0,7] -
E como ,1, (.) ê, uma funçã,o estritamente crescente, pois é uma função de Nagumo, wffi
,h (lr'(t)l) < +
Além disso, existem os integrais I{
qs em [0, 
"] 
.
dt e I{ ,tr(lr'(t)l) dt (o primeiro existe pois
sup ess ly'(t)l
o<ú<?
,h sup ess ly'(t)l
o<t<T
é uma constante e o segundo existe pela demonstração do teorema 2.1). Entã,o, pelo lema
sup ess la' $)l sup ess la' (t)l
IT.L2,
*oo : lr' r l,' (t)D d.t s lr' r ( 0<ü<7
d,t:T rh
0<ú<r
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O que é absurdo. E portanto, z (.) é admissÍvel para (P,,t). Logo,
I (s (-)) < À (, (.)) s n (y (.))
(as desigualdades anteriores devem-se ao facto de Â (g (.)) < It(, (.)), pois y (-) ê solução de (P,à e z (.) é
admissível para (P+), e de À(r(-)) < Â(s(-)), pois ,(-) ê soluçã.o de (Pa) e y(-) ê admissÍvel paxa (PeD- E
portanto,
^ 
(, (.)) - Â (y (.)),
o que nos permite afirmar que z (.) é solução de (P+).
Seja agora r (.) uma qualquer frurçã,o admissível para o problema original (P). Então, r (.) e AC ([0,7] , R'),
logo r'(') e ,'([0,7] ,R'), pelo teorema 18.4. Consequentemente, {*' (.)} ê um conjunto equiabsolutamente
integrável pela definição 13.38. Logo, pela proposição 13.39, existe uma função de Nagruno r/ (.) tal que
r(.) e AC,p([O,f] ,R"). Consequentemente, r(.) é admissível para (P,p). Mas, dado qlre z(-) é solução de
(P+), temos
^ 
(, (.)) < 
^ 
(" (-)) .
Logo, z(-) é, solução de (P).
(Parte 4 da dernonstração do teorema 4.5 : qualquer outra solução Z(.) do problerna (P) ê, tal
como 
" 
(.), lipschitziana e satisfaz a equação do teorerna 4.5)
Seja 7(.) *" qualquer outra solução de (P), e mostremos que z(.) também ê solução de (P+,) pa,ra alguma
função de Nagumo ú (.) trt que z (.) e AC,p ([0, 7] , R"). Como z (-) e AC,p ([0, 7] , R') e ê solução de (P), então
é admissível para (P,p) (analogamente ao que foi feito na parte 3 desta demonstraça,o). Além disso, se g (.) é
uma solução de (P+), a qual é admissÍvel para (P), temos que
r (s (.)) < 
^ 
(z(.)) s n (y (.)) .
Logo,
n (y (.)) - ^ 
(z (.)) .
O que significa qrte z (.) é solução de (P*). Então, analogamente a,o que ümos paxa ,(-), concluimos que z(.)
é lipschitziana e satisfaz a equação (4.46).
Mostrrímos então que qualquer outra solução z (-) do problema (P), tal como , (.), é lipschitziana e satisfaa
a equação (4.46). I
4.6. Um caso particular: o crescimento coercivo
Consideremos o problema de minirnizaÍ o integral
na classe das funções r (.) e AC ([0, 
"] 
, R*) satisfaaendo as condições de fronteira :
r(0)-notn(T):*r
e a restriçã,o :
r(ú)eQ,Vü€[0,f] .
À (, (.)) ,: 
fo' 
L (r (t) , r' (t)) dt
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Proposição 4.6. Seja h: IR* x lR' -- IR uma fil:r,ção contínua. Então, para 11 € IRn frxado, a finção g : IR' -+ IR.
dada por
g (nz) :: h(rr,,rz)
é contÍnua.
Dernonstração :
Por hipótese, h(.) é uma função contÍnua, entã,o h(.) ê contÍnua em qualquer (21 ,n2) e 1R*, isto é,
Ve)0, f ô, )0,V (at,az) €lRz",l(gr,az)-(rr,rz)l <ô, +lh(yr,az)-h(*r,n2)l <€.
Fixemos e ) 0 parâ o qual existe ô" ) 0.
Mostremos que g (') é contínua efil 12 € R*, isto é,
Vã> 0, lã' > 0, Vy2 €lR," ,laz-*rl<+ + lg(az)-g(nz)l <ã.
Fixemos também z1 € IRn. Seja 92 € IR'qualquer e tal Que lgz - *rl ( á., então
ls (az) - s (nz)l : l/, (u,az) - h(*r,az)l I e,
(isto deve-se ao facto de
lyz - *rl í lyt -*rl * ly, - *rl : l@, - rt,az - *r)l : l(3/r,yz) - (*r,*z)l < ô").
Logo,paraqualqueré_ e)0,paraalgumãr-ôr)0epaxaqualquerUz€lR'talquelaz-*rl<ã',t"rrot
lg@r)-s(rz)l <e.
Isto é, g (.) ê contÍnua, para qualquer 11 € IRn fixado. I
Lema 4.7. Suponhamos: L: IR2* -. IR éconúÍrua,convexanavariávelu ecoerciva; K -lR'; existepelo
menos uma finção üpschitzianaz(.) e X para a qual 
^ 
(7(.)) é finito. Consideremos o conjunto de subnível
r (7 (.)) ;: {r (-) e x : Â (r (')) s Â (ã (-))} .
Então, para qualquer k > 0 vale a desigualdade
lim sup {.0 (t, o) - {u,,0,L(s,r))} <(J-*oo s€í),
uçK,lal)B
(*)




Fixemos k > 0.
Mostremos primeiro que o lado direito da desigualdade em (*) é finito, e depois que o lado esquerdo é -oo'
Suponhamos que o lad.o d.ireito é ilimitado inferiormente. Então existe uma sucessã,o (sa, ui c f) x kB tal
que, pa.ra algum pt, Ç \uL (tt.,u;),
L (tr,uu) - (ru,Pn) ,i-*oo (4.60)
Corno a sucessão (sa, ur) ê convergente, então é limitada, logo possui uma subsucessão convergente. Assim,
passando a umâ, subsucessão se necessiírio, podemos supor
(tr,ru)*(t,,r),VzeN,
---+ -oo-
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com (s,u) e Q xkB (pois Q x &B-éfechado). Por hipótese, ^L(.) tomaapenas valores reais eêcontÍnua, então
-m ( nlflf (rr,rt) - L(s,u) < +oo. (4.61)
Segue de (4.60) e (a.61)
(q,Pn),*]"" *m' (4'62)
Sejaes > 0 tal que.L(s,u*egu) éfinito. Por hipótese,,L(",-) e convexa, paxaqualquer s e O. AIém disso,
paracactai€N,L(q,rr)êfinitoeexistep,iÇ1rL(sr,o,;).Logo,peloteorema19.84,ptr&cadaieNltemos
L(tn,u,i*eoa;)- L(tn,un), (rn+€oui-ro,prl _ ro(rt,,p;)- (4-63)
Como L (.) é contÍnua e
(tu,oo * esal) * (s,u * e6u), V i € N[,
(pois para cada i e N, (rr,rl) * (s,u), isto é, (rn) ---r.s e (rr) --* u), então
nlf"", (tn,rn*esua) - L(s,a*esu), Vi e N[. (4.64)
Logo, passando ao limite a desigualdade (4.63), resulta que
,if* IL (to,u'i * eout) - L (to,"r)] à to,if." (u"po) '
isto é, por (4.61), (4.62) e (4.64), temos
L (s,u -l esu) - L (t,u) ) es (+*) ,
donde
L (s,a * esu) - *oo,
contrad.izendo o facto de termos suposto L(s,a *esu) finito. E portanto, o lado direito da desigualdade (*) é
finito.
Agora varnos mostrar que o lado esquerdo da desigualdade em (*) é -oo. Seja.rr (", r) € O x /cB,
p Ç AuL(s,o), e € (0, l"l) quaisquer. Por hipótese, Z: IR2'--* lR é contÍnua. Então tr(r,') é contúrua,
pela proposição 4,6. Logo .[ (",-) é sci, pela proposição 6.27. Pela demonstração do teorema 4.8, isto é de
(4.69), vem
L (s,u) ) co, para algum co € lR.
(uma vez que as hipóteses deste lema e do teorema 4.8 são as mesmas). Desta maneira, varros definir a função
Z : IR' -* [0, *oo) por
T (") :: L (", r) - co,
para § € CI fixado. Também por hipótese, para cada s € CI, L(t,,-) ê convexa, logo Z(') é sci pela proposição
6.22 e corvexa pela definição 19.67. Além disso, L (-) é coerciva, isto é, existe uma funçáa 0 : [0, +m) ---+ IR que
satisfaa :
(") L(",r) > 0(lrl), V s € lI, V u e IR*;
(b) 
":rfr- ry: *oo. (4.65)
Então existe uma fiurçãnT : [0, +oo) --+ IR dada por
e (r1 ,- 0 (r) - "o,
que satisfaz
T(") >F(lrl) ,Va €lR*.
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Fixemosu € int(dotnT):int(dcnn-[(s,'))eu + 0. Pelolema24.7, paraquaisquere € (0, l"l)e
p Ç ôT(r) - \oL(s,u), temos
(p,,) -L (o)= E=ã(l,l) -, (A) #
Ou seja,
(p,,o)- [r(,,,) -"0] - lA=to(l,l) -.ol - [, (',ffi) -*] #
Isto é,
L(s,u)-(p,,t<L(,,ffi) # - ,,--.;a(,|). (4.66)
Como I (-) toma 'ralores em IR, pela proposição 77.1,, resulta que .L (-) é timitada nos subconjuntos compactos
de Q x lR'. Então, existe c1 ) 0 tal que
lL(t,u)l <c1,V (",r) €CIxlR*.
Em particular, existe c1 ) 0 tal que
/ eu\
'[', b-)tct,vs€CI'
Logo, a desigualdade (4.66) transforma-se em
L(s,u) - (p,ul 1c1,tr - '*e(lrl). @.67)
Passando ao limite a desigualdade (4.67) quando lrl * *oo (corn vista a aplicar a propriedade de crescimento
de d (.)) temos
I lul ' .o(lrl)lf'pr=--h,r -e rIimIol-foo [tr (r, r) - (p, r)] limlul+foo
r,rri?"" [", (t 
. É)] r,r+." h,r=a (l'l)
c1 _ rim j-]3r_qÍqu-r l"l-+"" lrl - u lrl
ct- € Iim q{qU- l"l*+"" lrl




Logo, pârâ qualquer c2 ) 0 eúste 6", ) 0 tal que
lrl > ô", * L(s,u) - (p,ul 1 -c2,V p e ôoL(t,r), V s € CI,
donde,
lrl > õ", à o.ill",,, {tr 
(r, u) - (p,r)} s -c2,,v s e CI'
Consequentemente, pffiâ 0 ) 6., temos
sup {.[(r,u)-(p,u)]<-cz,Y u€1R', l"l >p,Vse CI.
P€0",L(s,u)
[Z (r, a) - (p,")] : -m
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Então,




:EB ;H, ,.ffi,,,{r 
('' u) - (P''u)} í -cz'
bl>a
Donde,
lim sup sup sup ttr (", u) - (p,r)I : -oo.B'*q seo ueK, r€â,trls,u) 
t
l"l>ts
E portanto, o lado esquerdo da desigualdade em (*) é -oo como é exigido. I
Teorema 4.8. Suponhamos: -L : IR.z* -- lR é contÍnua, convexa na variável u e coercival K - IR'; existe pelo
menosumafiinçãolipschitzianae(-) e X paraaqual^(r (.)) éfrnito. ConsideremuoconjuntodesubnÍvel
f (E (-)) '- {, (.) e x : Â (r (.)) í ^ 
(7 (-))} ,
e suponharno.s Q fechado. Entã.o existe um minimizante do problema (P).
Dernonstração :
Iremos mostrar que o teorema 4.8 pode ser visto como um ca,so especial do teorema 4.5.
Como o teorema 4.8 é um caso particular do teorema 4.5,, vamos demonstrá-lo atravês da verificação das
hipóteses do teorema 4.5.
Por hipótese, -K : IR* e fl é um conjunto fechado, entã,o o teorema 4.8 verifica as hipóteses básicas (i) e
(iii) do teorema 4.5.
Notemos que os r (.) em competição, para serem solução pâra o problema (P), verificam as condições de
fronteirau (0) -no er(7) -rT. Defina-seoconjunto
C :- {(*0, *r)} .
E portanto, verifica-se a hipótese básica (i,i) do teorema 4.5, porque C é fechado (pois é formado por um só
ponto) e porque as projecções
C* :- {r e IR' , (r,y) € {(*0, "r)} para algum y € R'} 
: {ro} ,
Co :- {y e R' , (r,y) € {(ro, "r)} para algum o € IR'} - {nTl
são conjuntos compactos (pois são conjrrntos formados por um só ponto, e portanto, enquanto subconjuntos de
IR.', sã,o fechados e limitados).
Tarnbém por hipót ese, L (-) é contÍnua, logo é sci, pela proposiçã,o 6.27. Isto é, I (-) verifica a hipótese básica
(iu) do teorema 4.5.
Além disso, por hipótese, para cada s € Q C IR.' fixado, a firnção ,L1 :lRz -+ IR dada por
L, (u) :: L (',')
é convexa. Então, paxa cada s € CI C IR.' fixado, o domínio
d,om L1 :dom tr(r,-) : {u €lR*: L1(u): L(s,t,) < +m}:lR*
é um conjunto aberto, convexo e nã,ovaaio. Ou seja, ,L (.) verifica a hipótese básica (o) do teorema 4.5.
Além disso, por hipótese, existe pelo menos uma funçã,o lipschitziana f (.) e X para a qual 
^ 
(A (-)) é finito.
O que significa que o teorema 4.8 verifica a hipótese básica (uii) do teorema 4.5.
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Por hipótese, -L (-) é coerciva, isto é, existe uma firnção 0 : [0, +oo) -+ IR. que satisfaz :
(") L(r,r) > A(lrl), V s € CI, V u € IR*;
(b) tim o (') : *oo,
r++oo f
De (b) temos
VM)0, 1õp1 >0:lrl )õm*9ClM,
para qualquer r e [0,+*). Desta maneira, fixemos qualquer M > 0 para o qual existe 6u > 0 tais que
r ) õy =+ 0 (r) ) M r.
Logo
V M ) 0, I 6ru4)O,,a"ytt €lR:0(r) > M r-t"'ltw,Y re [0,+*). (4.68)
Assim, juntando (o) * (4.68), vem
3c1 ) 0,1c2 €lR: L(t,a)Zqlrl + cz,V (r,r) e QxlR'. (4-69)
Fixemos tr € IR' e consideremos a função I : fl -+ IR dada por
I (s) :: cr lul i cz-
Entã,o, em particular, / (') é localmente limitada inferiormente e podemos dizer que .L (') verifica a hipótese
brísica (ui) do teorema 4.5.
Temos também que qualquer função AC r (') e f (r (')) satisfaz
T
Í;
l"' (t)l dt + c2 T )- c1 l"' (t)l dt + c2 T (poir lr'(ú)l > 0)
r'(r) dr * cz T : qlr(ú) - " (0)l + c2 r




Como, por hipótese, existe uma função lipschitziana rO € X pa,ra a qual 
^(r(')) 
€ IR,
r (-) e ÁC ([0,7] , R') e satisfaz o seguinte :
ã (0) : uot r (T) - nr;
(u(0),a(T))ec, 7(ú) €QVú€[0,"] , Í'(t) er{q';
À (r (.)) e R.
Logo, de (4.70) vem
^ 
(u (-)) ,rll* (t)l - l" (0)ll + cz r
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(A desigualdade (4.71) faz sentido porque
A (z (.)) ) cllr (t) - r (0)l + czT (por (a.70))
implica
^ 
(u (.)) - czT > ,rl* (ú) - " (0)l > 0.)
Em pa.rticular,
l,(.)l/,-([0,Tl,R*):,HP,:;,|"(ú)l<ry+l,ol_ca. (4.72)
Assim, sem perda de generalidade, podemos assumir l) compacto.
Para aplicar o teorema 4.5 se aplica temos de verificar as hipóteses (HEr) e (HE2).
Vejamos a.gora se se verifica a hipótese extra (HEt), isto é
existe k > 0 tal que qualquer firnção z (-) de f (ã (-)) satisfaz
inf ess lt' (t\l < lc.
0<r<T
Seja r(.) e f (r(-)) qualquer, então r(.) € X tal que Â("(.)) < Â(r(.)), para alguma função lipschitziana
r(.) e X para a qual 
^(ã(-)) 
é finito. Desta maneira,
^ 
(E (-)) I (, (.)) : 
Io" 
L (r (t) , r' (t)) dt
Io" nrl*' 
(t)l + "rl dú (por (4.Ge))
o Io' @' 
(t)l dt + cz T
,, 
lo" 
tü{,tâ, l*' (t)l d,t + c2 r
inf ess l*' ft\l + "z T.o<ú<? I \ /r
tgr=,:âo l*' (t)l = 
{A#iA + l,ol, v t € [0,"] .
Logo,
€[o'+oo)
Entã,o, (HEr) ê satisfeita para algum 1, -, n@Q-t;z r .
A hipótese extra (HEz) verifica-se pelo lema 4.7.
Assim sendo, verificam-se todas as hipóteses do teorema 4.5, donde podemos concluir que o problema (P)
tem soluçã,o, isto é, admite um minimizante. I
Mostrárnos que o teorema 4.8 pode ser visto como um caso especial do teorerna 4.5. As hipótesss implicam,
como é sabido, que os conjuntos de subruvel como I (r (-)) são compactos num sentido conveniente. Em contraste
com isto, o teorema 4.5 aplica-se em situações onde f (r (.)) apenas tem de ser fechado, não precisando de ser
compacto. (Ver exemplo 4.11).
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4.7. Exemplos do caso autónorno
4.7.1. Crescirnento linear
Observámos na discussão do caso coercivo que a condiçã,o de crescimento l'inear
L(s,u) >crlul *cz,Vs€CI,Vu €K,
para algum c1 ) 0 e algum c2 € IR implica (H Er) paxa um certo ',ralor k. Contudo, a condiçã.o de crescimento,
sem (I/,82), não garante a existência de solução paxa o problem" (P), corno varnos ver no seguinte exemplo :
Exemplo 4.9 (crescimento linear). Sejamn:I,T:L, C: {(0, 1)}, CI - IR e K - R, tr: IR xIR -+lR é
uma filunção dada por
L (s,u) ,: s2 + / (u) ,
onde f (.) é uma funçã,o convexa suave defrnida por
u2*u seu(0
Í ("):- u[1 * min (r,0)] :
a seu)0
Ássjm .L : IR. x IR --, IR é dada por
( t'+a2+u se'u(o
.[ (s, u) :- {
[ ,2+, seu20.
A funçãa L (.) satisfaz a conüção de crescimento linear coÍÍt c1 : l, cz - - 1 . De fa'cto, frxando s € lR., se
uloentão 
LG,a):"2+ oz+u)uz.1- ullrl -1
e se a Z0 logo
L(s,u) - s2 * u >u: lul > lrl - t.
Todas as àrp<íúeses básicas são vetifr'cadas :
(i) CI :- IR é fechado;
(ii) C r: {(0, 1)} é fechadoe asprojecçõesC*- {0} " Cy: {1} sâo conjurttos 
compactos;
(iii) K:- lR. é um cone convexo feehado;
(iu) L (-) é contínua em IR2, ern pafiicular é sci;
(u) para cada s € l) ;
(ur) u finção L(t,,') é convexa, pois f (') é convexa;
(rr) o domÍnio dorn L (r, .) - IR. é um conjunto abeúo, convexo e nã*vazio;
inferiormente, basta definir I : IR - IR por
I (s) :: l"l - L,V a e IR;




,(z (ü) ,e' (t)) o, : 
fo' 
lu' (r)+ / (z' (ú))l or : Io
lo' 
l* +tl ": [*-,,], - Í u u
^ 
(ã (.)) lr'+/(1)l dt
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Pela demonstraçã,o do teorcma 4.8 (caso coercivo) a conüçã,o de crescimento Linear faz com que (HE1) seja
satisfeita para algumk > 4ÍE(J]ff1)1 - Í.






Desta manteira, se u 10, vem
L(s,u) - a' L,(",r) : s2 * a2 +, - a (2u + 1) : s2 -'u2,
e se a )_ O, logo
L(s,a)-a.L,(r,r) -s2 la-u(1) :r'.
Donde




















sup {L(",u) - u.L,(s,u)} > inf
s€lR, s€lR,
u€Rlul'>B u€R,lul<lc
{Z (r, a) - u L" (s,a)l ,
o que significa que (*) nãa acontxe para qualquer k > 0, logo falha (HUil.
Qualquer fi;ur.,ção admissível n (-) satisfaz
^ 
(" ('))
- "(1) -r(0) -1.
Entãa o Ínfrmo em (P) não é menoÍ que l, e Â(r (-)) nunca atinge es,te valor. O Ínfrmo é, de facto, igual al,
como é evidenciado pela sucessâ.o de funções admissíveis n6 : [0,7) - R. definida,s por
( 0 setÇ[o,t-*]
rr (ú) :- {
I t+i(t-L) seú€ [t-],t] , VieNI.
lo' 
t(, (t) ,*, (t)) o, : 
Io' 
l*, (t) + Í (*' (t))l dt
Ir' 
t (r' (t)) d,t
Ir' 
*' (t) dt (dado que Í(r) 2 u,V u€ R)
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Temos L(*o (-)) - I quando i ---+ *oo. De facto, paÍa qualquer i € NI, vem
n (,0 (.)) : 
lr' 
t(*o(t) ,*iU» or: 
Io' 
l*7 @+ / (r; (ú))l dt























mostrando que (P) na,o admite solução. I
No próximo exemplo náo são aplicáveis as teorias de existência conhecidas, ffiffi pode aplicar-se o teorema
4.5.
Exemplo 4.LO (crescimento linear). Seja.L: IR' x IR'-* IR a frmçãa dada por
L (s,u),: g (r)
onde g (.) é uma qualquer funçãa sci localmente knitada defrnida em IR' com ryl g (r) > 0.
Afrrmamos que pa,Ía qualquer escolha de C, Q, K satisfazendo as hipóteses brísicas (i), (ii), (iii), o problema
(P) tem solução (e todas as soluçôes sãa lipschitzianas). Para provaf, isto, notemos que qualquer r (') e f (7 ('))
admite uma limitaçãa à priori de lr (.)1"., urna vez que L (') tem crescimento linear (a.nalogamente à obtençãa
de (a.72) na demonstração do teorema 4.8 (caso coercivo)). Consquentemente podemos supor, sem perda de
generalidad.e, que 0 é compacto.
Queremos mcrstrar a vdidade hipótese basica (i,u), isto é, (t,u) * L (s,u) é sci.
Consideremos a fiinção L1 : lR' x IR' --+ IR dada por
L, (t,a) :- g (s) .
Como g (-) é sci, entã,o g (') é sci nalgum ponto s € IR*, isto é,
V À < g(B), f ôr > 0,Vs: ls-31 < ô, + À<g(s).
Ássim, seja(s,r)€lR2* eparaqualquerÀ<trr(r,o), pal:aalgumôr>0 (omesmoptrag(')) e(s,u) qualquet
tal que l(r, r) - (s,r)l < ô1 vem
trr(s,u) :g(")>À.
Logo, rr (') é sci.
Seja agora a finção.L2 : IR' x IR' --. IR' dada por
Lz(s,u):- | + lulz.
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Como a função.f t IR* ---+ IR. dada por
"f 
(u) :: I + lul2
é contÍnua, em particulat é sci. Então Í (-) é sci nalgurn ponto ã € IR', ou seja,
VÀ< Í(ú),1õz)0,Vu lu-Dl <6z+ f </(").
Destamaneira, seja (s,a) e IR2' epaxaqualquer À< Lz(s,a), püaalgtmôz > 0 (omamoptra f 0 e (s,u)
qualquer tal que l(r, r) - (s,ã)l < õ2 vem
Lz(t,u): 1+[ul2>À.
Logo, Lz (.) é sci.
Por outro lado, comodl é compacto e L1(.,u) : g(-) pma qualquer u € IRn é sci, entã,o pelo tmrema6.25,
exr'ste pelo menos um ponto s6 € Q tal que
trt ("0,u) : eo :"I# e(r) - jÊâ r(r) > 0, V u € IR'.
Logo, Lr (s,u) > 0, V (r, u) e Q x IR'.
Atémdísso, Lz(t,,u)>0,V(s,o) €lRz', emparticula,r,L2(r,r) )0,V(r,r) €OxlR* (trr(.) 
".rã"depende
de s).
Consequentemente, a função 
^D 
(.) :- L, (.) Lz (.) é sci pela proposiçãa 6.24.
Poroutrolado, vâ,mos frxar s e Cl emostra,rqueL(r,-) e convexaemlR'. Consideremosafimçâo"f : ]R'--+lR
dada por
f (u) :: I + lul2.
Como a fil:ação
u r- lalp
defrnida emlR'éconvexapüap> 1(l.l éanormaeucliüanü (uo[30], p. 32),empa,rticulmafunção
í ' IR* + IR dada por í @,- lrl'
é convexa. Desta maneira ptra quaisquer u, w Ç.IR.' e À e (0, 1) üemos
/(À"+(1 -À)-) 1+lÀu*(1 -À).1'
1+Àl"l'+(r-À) ltolz
,r (r + l"l') + (1 - À) (r + 1,,1')
s
,l (r + l"l') * (1 - À) (r + t-t')
1+ lulz + (1 - À)
- À/(r) +(1 -À)/(tr,)
(as duas últimas desiguaJdades acontecem poÍqúe
{TTEsJÃ+\/8, A,B>o
À t + lwlz
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JÃ<A, A>o).
Então f é convexa em IR' . Logo, L (t,') é convexa em IR', pois
L(t,Àu*(1 -À)u) : g(") 1+lÀu*(1 -À)-l'
- À ^L(s,u) + (1 - À) ,(r,r) ,
paraquaisqueru,w € IR.'eÀ e (0, 1). Ecomo,püacada s €C), domL(r,') -lR.* é umconiuntoaberto,
convexo e não-vazio, entãa a hipótese básica (") é verifrca'da-
A hipótese básica (ui) tarnbém se vetifi.ca, pois
L (s,a) ,: g (s) 1+ lul2 > g(s) >,r$ g(") > 0
(dado que lulz > o <+ 1 + lul2 à 1 + 1+ lul2 > t), então temos L(s,u) > I(r), pila l(') : g(') localmente
li mit ada in fer iorment e.




(.)), pu* algumafunção lipschitzianar(.) e Jí para aqual 
^(E(')) 
é frnito.
Para aJém disso, L(.) satisfaz a conüçã,o de crucimento ünear, potque
L (s,,u),- g (s) 1+lul2>mi.go(s) lrl -so lrl ,V (r,r) e ClxlR*
(dado que 1+ lul2 à l"l , pois
1+lulz+(1 -À) I + lul2






L+lal2-lrl - > o).1+lul2+lrl
Pela demonstuação do teorema 4.8 (caso coercivQ a conüçã"o de crxcimento knea.r faz com que (HEr) "E,
satisfeita para algum k , reW!, logo paÍa aplicar o teorema 4.5 é sufrciente vefificáLr gue (*) acont*e
pa,raqualquerk>0.
Temos














Então, se gt é uma limitação supefiot pata g (') em dl, isto é,
9t :- suP I (s)
lul' -
1 + lul2
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vem













I t/t + tçz
{tr (", ,) - (r,V,L (s, u))} - infs€O,
u6Ií,lul(_{
Donde
-lim sup {I(r,u) - {u,,YuL(r,"))} < inf {tr(r,o)- (r,V,L(r,r))}Íí+too s€O, s€er
ael{,lr;i>B t;çK,lal<lc
E portanúo, (+) é satisfeita pa.ra k > 0, verificanduse (HE2).
Finalmente, pelo teorema 4.5 concluimos que o problema (P) tem soluçãn e qua/guer solução é
üpschitziana. I
Neste exemplo (*) C satisfeita pa,ra qualquer k > 0. Vamos agora ver um ca^so em que acoutece o contrário;
isto é (*) vale apena.s pâxa alguns valores de k.
Exemplo 4.11 (crescimento linear). Sejam K - í):- R', C,: {(0,0)}, f : L, L: lR' x lR'+ lR a rfunção
defrnida por
L (s,a) ;- 1+lul2-r sinlsl ,
onder éumaconstantepositiva eascondiçôesde frontefuasã,or(0): r(1) -0. Consideremos oprob)emade
minimizar o integra)
| + ld (t)l' - r sin l" (t)l dt
Pela forma como os conjuntos K, Q e C estãa defrnidos, a,s hipóteses básicas (i), (ii.) e (iii) sã,o verificad.as.
L(.) é contÍnua em IR2, em particula.r é sci, verifrcandose a hipótese básica (ia).
Por outro lado, a finçãa.L2 : IRn x IR.* ---+ lR. dada por
1+ lul2
é convexa (ver exemplo 4.10) e própria. Entãa a finçãa.[ (r, .) é convexa, pü& cada s € IR*, pelo teorema
19.68. Além disso, püa cada s € IRn, o domÍnio dorn tr (r, .) - IR é tm conjunto aberto, convexo e nãtvaaio,
donde a hipótese básica (") e saúsfeita.
Mostremôs que a hipótese básica (ui) também acontece. Temos
L (s,u) :-- 1+lul2-r sinlrl à L_ r
(d.adoqu" \ft+l"l' Zt e -1 < - sinl"l < L),então L(s,u) > I(r), püaalgumafunçãot(-) locahnente
Emitada infertormente, basta defrnir I : IR" --+ IR por
Verifrquemw a hipótese básica (ui,i). Paru tal consideremos a função üpschitzia,na, em X, i : [0, 1] --+ IR'
dada por
r (ú) :: 0,
^ 





Se"ya (s, u) e IR.2" qualquer, entãa


















r sin lsl .
1+ lul2
sup {L(t,r) - (o,V,L(","))}
s€fl,
uçK,lal)§



















Logo, desigualdarle (*) rcduz-se à conüçã,o
1^/--r<fta1*z- rê2r1ffik'<t,
enta,o para apkcarmos o teorema 4.5, temos de mostrar que (HE1) é váJida para lc verificando @.73).




L (t,u) :: 1+ lul2 -r sinlrl 2 lol_ r,V (r,u) e IR2'.
pela demonstraçã,o do teorema 4.8 (caso coercivo) a conüção de crcscimento linear faz com que (HE1) seTa
satisfeita para algum t , re*# . Desta ma.neira, (H Et) acontece patra qualquer
*r 1-(-r) 1 _1*r11 t "
Deduzimos conseguentemente, pelo tmrema 4.5, que (P) admite solução sempre que
2r 1+(1 +r)2 <r,
isto é, quando r é sufrcientemente pequeno-
Vamos mostrar que nãa existe solução quando r é sufrcientemente grande. Quando " (') é solução 
pata (P),
pelo teorema 4.5, temos
I
L (r (t) , *' (t)) - (*' (t) ,V,L (" (t) , "' (ú))) - c # 1+ l?í(ú)12
-r sinl"(t)l :.qsem [0, 1] .
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Como r (0) : 0, entãa c > 0. Mostremcs que isso de fanto anontxe. Pelo teorcma 4.5, qualquer solução para
(P) é fipschitziana, então u (-) é lipschitziana. Logo
1 M > 0: lr'(t)l S M qs em [0, l]
e
1+ lf(ú)12
- r sin l*U)l > + - r sin l, (t)l qs em [0,1]t/t + tvtz
1c-
(esta última desigualdade acontee porque
l"' (t)l S U qs em [0,1] 1+ ln'(ú)12 51ffi qs em [0, 1]
ffi>#qsem [o'1]).
Então existe um conjunto
N:-{te 10, 1l ,+-r sinlr(ú)l ,r}L ' ' l/t+uz I \/r )
com med.ida nula.
Seja (t6) c [0,1] \N, püa qualquer i e N, uma qualquer suces§ãp tal que (t;) -r 0. Como r(.) é AC,
em particular é contínua, então l" (.)l é contÍnua por ser a composiçãa de finçfus contÍnua,s. Logo sin lr (.)l é






-r sinl"(0)l S"\/L + Mz





isto é, c é uma constanúe positiua. Consequentemente úemos
-r sin l" U)l : " 1+ l,,(ú)12
Ma.s como sin l" (-)l é uma finçãa contÍnua vem
-r sin l" (t)l > -1, V t € [0,1] .
O que implica que Â (" (.)) é positivo, pois
)c- 1>-1 qsem [0, 1] .
Â (" (')) l,'{
1,, {
| * ld (ú)l' - r sin l" (t)l dt
L * lrt (ú)l' - 1
L
I
(1 - 1) dt -0.
dt
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Por outro lado, quando r ) 1 * r defrnimos uma sucessâo de finções admissíveis r; : [0, 1] ---+ IR' por
ri (ú) ::
onde E é um vector constante de norma $. Entao paÍa cada i € NI, vem
iat se t Ç [0, i]
a sete(*,t-*)
-iy(t-L) seú€ [t-*,t] , Vie N[,
^ 
(", (')) : Í,'{
: l,'{




L+li,ylz -r sinliytl 1+1012-r sinlyl dt+
* L'-r{ L + liyl2 - r sin liy (t- 1)l dt
t + liylz - Wr[- 
cos lyl + cos l0l] + (1 - r sin lsl)
L + li,ylz - ü[- 
cos l0l + cos lyl]














i.(;)'n (, -) (r-,,*(;))









lim Â (r, (')) - limrl**oo i.+*co
ll ("n ('))l 2
t,
- r( *t - r < 0 (pois r > 1 * n),
então não pode existir nenhuma solução r (.) com 
^ 
(" (.)) > 0. Noüemos que para qualquer valor de r, 
^ 
(') é
limitaáo a,o longo da sucessão (ri (')) (acima defr.nida). De facto,
2(1 -")
Tenhamos também em atençã,o que nenhuma subsucessão de ("t (')) converge paÍa uma finçã'o AC, pois




L +;ü2 *l' 2
z
It - 11:2
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(com lim u(t) - r(t)) onde r(.) não é uma fi;r,ção contÍnua em [0, 1] Aogo não é AC).De*;ta maneira,'i-*oo
f (7 (.)) nãa é um conjunto compacto. Isto mostra que mesmo quando se aplica o teorema 4.5, o coniunto
f (ã(.)) não prxisa de ser compacto como no ca.so coercivo.
A questão mantém-se mesmo para nrna melhor estimativa para k (isto é, pa,ra nm tnJor rnais pequeno).
Rwordemos que k é algum n(tmero superioru ol1r{, l"'(t)1, onde "(-) é um elemento arbitrário de I(e(')), u
que anassa escolha de k resulta da conüção de crescimento ünear. Podemos melhorar em lc (e portanto dedwir
a existência de um maior conjunto de valores pila r) melhorando em f (.) , isto é, encontrando outra fr*ção
üpschitziana ad,missÍvel que dê um valor müs pqueno " ^ 
(.) . Mas o melhor resultado será obtido tomaado
k a,rbitradamente próximo de zero, e isúo é possÍvel quando n : L, atrav& de uma aproximaçãa a,lternatitn
própria do ca,so n : | (ver suhsecção 5.5 paÍa uma continua,çfu desta discussão). I
4.7.2. Exemplos sern crescimento linear
Nos exemplos acima, a partir da condição de crescimento linear obtivémos a condição (HEt). Vauros agora
ver alguns exemplos nos quais I(.) não possui esse crescimento e onde (HEr) resulta da estrutura do cone e
das condições de fronteira.
Exernplo 4.12 (sem crescimento linear). S"J'u n: t e considercmos o problema de minimiza,r o integral
( )) 
' {e-''{t) *r s(r(t))} dt
onde :
- *' (t) ) 0 qs em [0,1];
-u(0):0,n(1) :ô>0;
- g (.) é uma frnção sci e locahnente ümitada;
- r é um real nãonegativo;
- K :- [0, *) e C :- {(0, ô)}.
Seja L: IR x IR + IR. a .frmção daàa por
L (s,a) 1: s-u + r g (s) .




Além üsso, verifrcam-se á.s hipóteses ba.sica,s (ii) e (iii), pelas defrnições dos conjuntos C e K.
Queremos agora ver se (r, r) ,- L (s,u) é sci, isto é, se a hipótase básica (ia) é satifeita.
Consideremos a firnç fu h : IR. x IR. ---+ IR dada por




Como a filação.E : lR ---+ IR dada por
E
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é contÍnua, em particular é sci. Então E (-) é sci nalgum ponto u € IR., isto é,
VÀ< E(ú), Iôr)0,Vu:la -rl <ôr+À<.8(u).
Ássim, seja (s,a) e IR2 epa,raqualquer À < trr (r,a), ptra algu* ôr > 0 (o mesmo ptraE(.)) e (s,u) qualquer
tal que l(r, ,) - (s, ,)l < õ1 vem
trr(t,u):e-o:E(u) >À.
Logo, ,Lr (-) é sci.
seja L2: IR x IR -* IR dada por 
Lz(s,u) ::.9 (s) .
Como g (-) é sci, então g (-) é sci nalgum ponto 3 € IR, isto é,
V À < 9(3), 1 6z >0, V s t ls -El < ôz =+ À < g(s).
Assim, seJa (s,a) e IR.z e paÍaqualquer À< Lz(s,O) , pN& algum6z) 0 (o mesmo parag(')) e (s,u) qualquer
tal que l(r,r) - (=,D)l < õ2 vem
Lz(s,u):g(") >À.
Logo, Lz O é sci. Donde ,Lz (-) é sci, pela proposição 6.28.
E portanto, L(.) é sci, pela proposição 6.22. Verifrcandase a hipótese básica (ia).
Por outro lado, frxemas s € CI. Como
Lo (t',u) : -e-"
e 
Lo, (s,u) - e-' > o,
logoL(r,-) éconvexaemlR.,pelaproposiçã,o19.53.Ecomo,paracad,as€Q,dornL(r,') -lRéumconjunto
aberto, convexo e nãevazio, entãa a hipótese basica (") é verifr.cada.
Como{lécompactoeg(.):L(.,o)ésci,entã,opeloteorema6.2S,existepelomenôsumpontos0€QúaI
que
L(to,u) : s("0) - eo -ry# s(") : iS r(r), V u € IR.
Desta maneira, paÍa qualquer (t, r) € CI x IR. vem
L(s,u) : s-u *r g(") > r g(s) ) r go,
entã,o temos L (s,,u) > I (r), onde I : iR -- IR é dada por
I (s) :- r eo,
a qual é limitada (por ser constante), em patticula,r é localmente ümitada inferior'mente, verifrcandçse a hipótese
ba^sica (ui).
Vejamos se a hipótese básica (ui,i) é verifrcada. Consideremos a fimçãn üpschitziana admissível para (P),
r : [0,1] - IR. definjda por
entãa
a(t) :: 6 t,
Como{l é companto e g(.): L(.,o) élocalmentelimitad.a,entãn exr'súe pelo menos um ponto s1 € O talque




no dt < L(z(')) < 1+ , l,
1
hdt:1*rgr,
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isto é, 
^ 
(ã (-)) € IR., verificandose a hipótese basica (aii).
Ahém dr'sso, pila qualquer le > õ, quilquer funçãn admissível r (-) tem de verifrcar
l*'(t)l < k
püa t num conjunto de medida positiw. Suponhamôs que rsso não é verdade, entãa
püa t em qualquer conjunto de m,,ida positiva .l*' 
(t)l > k
(pois *'(t) ) 0 qs em [0, tl), contradizendo o facto de úermos suposúo que k ) 6. Logo,
i6{,?rr" l*' (t)l < k,
e portanto a hipótwe ertra (HEr) verifica-se pila qualquer k > 6.
Falta verifrcar a hipótese extra (HBz). Calculamos
L(s,u) - u - Lo(r,r) - r g(r) + e-" [1+rJ.
Então







sup {L (t,a) - a - L" (s,a)}
s€O,
u€K,lul>p
inf {I (", a) - u - Lo (t,r)} :
{, g (") * e-' [1 + u]]IimÉ**oo sups€[0,6],
u€[0,+oo),u>É
e
-üT (rg-',*e-a tl +Él) :r9tp++oo
{, s (t) * e-o [1 + u]] :, so * e-k [1 + /ç] .inf
s€[0,á],
u€[0,+oo),0 1u<k
Conryuentemente, se (*) acontece paÍa qualquer k ) õ, temos de ter
püar suncientemente p,,ueno ;::r':^::r r:::::',: ;, 
j'J: '," 
ru, õ suncientemeate pqueno )
Para tal r, pod+se aplicar o teorcma 4.5 e conclui-se que existe uma soluçãa lipschitzina. I
Vamos a,gora ver um exemplo no qual o domínio de L (s,.) não ê todo o IR' :




(" (.)) ,: 
Jo {{"'tr))-' - (*(flyz} at,
onde :
- n' (t) > 0 qs em [0, 1];
-r(0):0,Í(1):ô>0;
- O :- [0, ô];
_ K :: [0, *);
- C :: {(0, ô)}.
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Podemos aücionar a restriçãa r(ú) e Cl :: [0,ô], para qualquer t € [0, 1], sem moüfr.car a natweza do
problema.
Consideremos a função L: IR x R. -+(-oo, +oo] dada por
-L (s, u) ::
u-2 - s2 se (s, u) e Cl x (0, +oo)
*oo caso contrá,rio.
Noúemos que o domÍnio de L(t, .) é (0, +m) ptra cadas € í1.
Verifr.quemos as hipóteses básicas.
Pelas defrnições dos conjunúos O, C e K, verifrcam-se as hipótese.s básicas (i), (ii) e (iii).
Queremos agora verifrcar a hipótese básica (iu), isto é, ver se (s, u) * L (s,u) é sci.
Como a filrrçao L(-) é contÍnua em í) x (0, t*), em particula^r é sci em CI x (0, +*).
Por outro lado, fixemos s € Q. Como
Lu (t,u) : -2 u-3
Lro(s,") :6 '-a > 0
(pois u € (0,+*)), então tr(r,.) é convexa em (0,**), pela proposição 19.53. E como, paÍa cada s € O,
d,om L(", .) - (0, +m) ,é um conjunto aberto, convexo e nãr>vazio, temas que L (t, ') e convexa em IR, pe/a
proposiçãa 19.54. Verifrcandçse a lupótese básica (r).
SeTa (s, u) e CI x IR qualquer entãa
L(s,u) >-u-2 - ,2 > - r2 ) _.õ2,
logo temos L (s,u) > / ("), onde I : IR. -- IR é dada por
I (s) :- -ô2,
a qual é timitada (por ser constante), em pa,rticula^r é localmente limitad.a inferiormente, verifrcando-se â hipótese
básica (ui).
Vejamrx se a hipótxe básica (aii) é verifrcaàa. Consideremos a finção lipschitziana aàmissível para (P),
7 : [0, 1] * lR definid a por
r(t):-õt,
então 
A(z(.)) - [' ,@(t),r'(t)) dt - [' lu'- (a t)'l d.t:6-2- { . re.Jo tr\:r;\L) tf \L)) *,
_ 
Jo L, \" ", J " B 
\* N,
como pretenüdo.
É claro, tal como no exemplo antefior, euê (HEt) é satisfeita para qualquer k > 6.
Vejamos agora (H Eà. Calculemos











lim sup {Z ,-' - t'\P++oo s€[0,ô],
u€[0,+oo),u>É






{L (t,u) - u ' L, (",u)} : {g ,-' - t') :3 k-2 - 62
onde
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Por forma a termos (*) para algm k > ô, vamos exigir que
0<3 k-2-ô2<3 6-',_ 6',,
isto é,
õ2 < J õ-2,
o que acontue p)ara 6 sufrcientemente pqueno. Para tal õ, pod*se aplica^r o tmrcma 4.5 e conclú-se que existe
uma solução üpschitziana. f
Vejamos um exemplo sem crescimento linear a duas dimensões :




fo' {e-,',(,)+ ((râ 
(t))'+ *'r(t) g(*(t))) } or,
- "i(t) ) 0 qs em [0, \ (i - L, 2);- 
"(0) 
: (0, A), *(1) : (ôr,ôz), com 6i > 0 (i - L, 2);
-g(-)écontÍnual
- í) :- [0,ôr] x [0,ô2];
- K :- [0, +m) x [0, +oo);
- C :- {(0, 0) , (6r, 6z)}.
Considercmos a firnç ão L: IR2 xlR2---(-*, +m] dad a por
tr (s, u) :-
e-Dr + al + u19 (sr, sz) se (s, u) e ft * ((0, +*) x (0, +m))
*oo ca,so contrá,rio.
Verifrquemos a,s hipóteses básicas.
Pela,s defrnições dw conjunúos Q, C e K, verifrcam-se â.s hipótesw basicas (i), (ii) e (iii).
Queremos agora verifr.cat a hipótese básica (iu), isto é, ver se (s, u) - L (s,a) é sci.
Comoafunçãot (.)econtÍnuaemQx((0,+m) x (0,+*)), emparticularésciemQx((0,+m) x (0,+m)).
Frxemos s € Cl. Seja L1,": (0, +oo) x (0, +*) -+ IR a funçãa dada por
L* (u) :: e-'' .
Como a função'u r--+ e-' defrnida em IR* é convexa (ver [30], p. 32) temas
trr," (À u + (1 - À) -) _ trr," (À (rr,,or) + (1 - À) (to1, p2))
s-(À ur*(1-À)ur1)
À e-,t + (1 - À) e-'t
: À trr,* (") + (1 - À) Lt," (w) ,
püaquaisquerD, u € (0,+*) x (0,+oo) e À e (0, 1). Logo trr,"(.) é convexae própria. Analogamente, as
funçôes L2," : (0, +m) x (0, +m) -r IR dada por
Lz,, (u) :: uZ
e Ls,": (0, +m) x (0, +*) -+ IR dada por
trs," (u) ::'ut g (sr, sz)
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sãa convexas e própfias. Logo a função
-L (",') : Lt," * Lz," * Lt,"
é convexa em (0, +*) x (0, **), pelo teorema 19.68. Como para cada s € Q, dom L (r,-) - (0, +oo) x (0, +m)
é um conjwúo aberto, courexo e nãtvazio, temas que L (", .) e convexa em IR., pela proposrçâ,o 19.54. ássim
verifrca-se a hipótese basica (u).
Como g(.) é contÍnua no companúo CI, então g(-) é ümitada em f) e vamos nota,r por go o mÍnimo d" g(.)
em CI e por g o máximo de g (') "- 
{1. Logo
L(s,u) ) e-ar + al + ur g (sr, rz) ) ut got
para qualquer (r,r) € f) x IR.z. Desúa maneira, temos L(s,u) > I (r), onde l: IR -* IR. é dada por
I (s) :: ur 90,
a qual é limitada (por ser constante), em particular é locaJmente limitaÀa inferiormente, verifrcandlse a hipótese
basica (ui).
Vejamos se a hipótese basica (uii) é verifrcada. Consideremos a fiinção lipschitziana ad.missível para (P),
r : [0, 1] - R2 defnida por
r (t) :-- (ôr ú, 6z t) ,
entãa
7t rr-
lr (E (.)) - J, L@ (t) ,r' (t)) o, 
: 




e-ô,+ õ7+ü l, g(õt t,62 t) dt,
^ 
(r (-)) à e-d, + ô3 + ô1 I,
go d,t : e-6' + õ7 + ár go
^ 
(E (.)) S e-õ' + ô3 + ôr h d,t: e-át + ô] + õt h,t;
isto é, 
^ 
(:r (.)) e IR, verifrcandçse a hipótese básica (aii)-
Mostremas gue (H Er) é saúr'sfeita para qualquer k > ôr * õ2. Seja n (') uma função admissível. Como
((1,1) ,al: ((1, 1),(rr,or)l:ur*uz:lurl+l"rl :l(trr,trz)l :lrl ,
entã,o
lrl < at*uz
para qualquer u € [0, +*) x [0, +oo), temos
1
lr' 
,*'(t)r d,t t l, ["i (t) + nL(t)) dt: nt (1) - r, (0) + 12 (1) - r, 
(0) : ôr * ô2.
Logo,
iãú=,ir,, lr'(ú)l : 
Ir' 
iáú=,?i, l*' (t)l d,t s 
Io' 
,*' (t)l dt( ôr * ô2,
porb itlr?1s lr' (t)l í lr' (t)l q" em [0, l]. Desúa maneira, (HEr) verifrca-se pa.ra qualquer k > ôr * 62.
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Vejamm agora (HEz). Cilculemos
L(s,u)- (o,YoL(t,r)) : e-o'*a3+at g(st,sz) - ((rr,rr),(-u-ol +g(rr,rz) ,Zor))








sup {I (r, o) - (u,V,L (", ,)) }
s€í),
uçR,lul)0




se [0,61] x [0,d2],
u 6Ií: [0, f oo) x [0,+oo) , lu | < k
sup
se [0,á1]x [O,ó'2],
tl6 f(: [0,{oo) x [0,*oo),lul >p
{"-"' [1 + u1] - ,3)
,li+_ ("-u l1 + pl - o) : oIr*+oo '
{"-", 11 + u1l - "Z} - e-k [1 + /c] - k2.
Segue que (*) se vefifrca püa qualquer k > 6r * 6z sufrcientemente pequeno tal que
o<e-k [l+/í] -k',
e portanto para ôr * ôz sufrcientemente pqueno. Apücando o teorema 4.5 concluimos gue exisúe uma soluçãa
lipschitziana. I
4.7.3. K tern de ser urn cone
Pode-se pensax que, no teorema 4.5, a restrição de I( ser um mne é apena.s uma exigência técnica paxa a
demonstraçã,o. No entanto, o seguinte exemplo mostra que quando .K é urn conjunto convexo fechado contendo
a origem, mesmo que se verifiquem todas as outras hipóteses do teorema, a existência de solução pode falhar.
Exemplo 4.L6 (K tem de ser cone). Sejan:2,7:1, econsideremosoproblemademinimizarointegral
| + @|(ú))' - r r', (t)sin lr2 (t)l dt
onde :
- n' (t) ) 0 qs em [0,1];
- " (0) 
: (0,0), , (1) : (t, â);
- r é uma constante positiva;
- í) :: [0, 1] x [0, ã]t
- K :- {(rr,u2) :0 ( u1 ( L, u2) 0} : [0, 1] x [0,+m);
- C:- {(o,o) ,(1,â)}.
Noúe-se que K nfu é um cone, porque (1,0) € K, mas 4(1,0) - (4, 0) # K.
Considercmu a função L : IR2 xlR2--*(-*, +*J dada por





Vefifrquemo,s âs hipóteses básicas.
Pela^s defrnições dos conjunúos íl e C, verifrcaÍn-se as hipóteses básica.s (1.) e (i,i.).
Queremas agora verifrca,r a hipótese básica (ia), isto é, ver se (s, u) * L (s,,u) é sci.
Comoafunçã,o L(.) écontturua emCI x ((0, 1) x (0,**)), emparticularésciem Q x ((0,1) x (0,+*)).
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Fixemos s € §). Seja L1,": (0, 1) x (0, +*) ---+ IR a finção dada por
.L1," (u) :- 1+ ul.
Como a função € ,- ,tF( é convexa (ver exemplo 4.10) temos
,1,, (À u + (1 - À).) _ trr," (À (rr,rr) + (1 - À) (.r,*r))
1+(À uz*(t_ À)*r)'
^\Fr+(1 - »\F+*'z,
: À trr," (r) + (1 - À) Lt," (ra) ,
paraquar'squer u,tu e (0, 1) x (0,+m) eÀ e (0, 1). Logo r1,"(-) éconvexaeprópria. Analogamente, afunçãa
Lz," , (0, 1) x (0, **) --+ IR dada por
Lz," (u) :: -r c'1 sin ls2l
é convexa e própria. Logo a finçãa
f, (r,') : LL," * Lz,"
éconvexaem(0,1)x(0,**), peloteorema19.68. Ecomo,paf,acadas € CI, domL(",') : (0, 1)x(0,+oo) éum
conjunto aberto, convexo e nãovazio, temos que L(r,.) é convexa em IR., pela proposição 19.54. Verifrcanduse
a hipótese básica (u).
Como
L(s,u) Z I + a22 - r' at sinls2l > 1 - r a1 ) L - r,
paraqualquer (r,r) € CI x IR2. Desúamanefua,temas L(s,u) > I(*), onde l: IR ---lR édadapor
l(s) :- L-r,
a qual é ümitad,a (por ser constante), em particular é localmente limitada inferiormente, verifrcandçse a hipótese
basica (ui).
Vejamros se a hipótese básica (uii,) é vefifrcada. Consideremos a funçãa lipschitziana admissível para (P),




L (r Q) ,tt (t)) dt -À (7 (.)) t, l'I t * (;)' -,1 sin l; rl dt
,*+ -,1[-.* (;) +-coslol] -
*2 í)lt a1+---r:€lR.
4T
verifrcandxse a hipótese basica (uii).
Mostremas que (HEr) se verifica. Seia " (') € f (ã(')) então
n (, (.)) : 
-[o' 
L (r (t), r' (ú)) ", Ir' I I + (rt (ú))' - r r'r(t)sin lr2 (ú)l
lr'WL(ú)l - 
r r'r(t)l or. 
-[o WrQ)l -r] or: lo l"L(t)l dt - 
r
dt
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(pois 0 < ,', (t) S L), logo
Donde
l"L@l d,t < À (r (.)) + r.t;
H,?'r" lí'(t11 - H,?'rt l"'(t)l dt < l"L(t)l dt < L(ã(.)) + r,t, t,
por'" iÉ,?"r' l*L (ú) I < l"L (t)l qs em [0, 1]. Atém disso,
l"i (t)l - *\ (ú) < 1 qs em [0, 1] ,
porque 0 < ,i (ú) < 1. Então
l*'(t)l -l("i(t),"1(ú))l :1"\(t)l+l"L(ú)l s1+1,ú;(ü)l qsem [0, 1] ,
donde 
i*,?r,, l*, (t)l < lr,(ú)l s 1 + lni (r)l .
Por outro lado,
i*,?i, lt + lr'r(ú)ll > c,V c: 1 * l"L(t)l > c
Loso para 
" 
: i*r?ts lr'(t)l temos
i*,1,' lr'(t)l 
= H,Êts [1 
+ l"L(t)l] : t *i*,?1, l"L$)l s t +Â(r(.)) +r.
Consquentemente, (HEi a,contece püa qualquer k > 1 + Â (f (.)) + ,.
Vejamos agora (H Ez). Calculemos
L(s,a) - (r,V,L (r, r)) L+ul-r ur sinls2l -
{*} :us-(*) :o










{I(r,r) - (o,VoL(s,"))} _rIT,. . r."q _,
s€[0,1]* [0,Ê],










Ássim (*) aconúece paraqualquer k > 1+Â(z(.)) + r talque
o < .-:f-.
t/t + tçz
E portanúo, (*) tem lugar para qualquer k > 0. Logo a hipótese extra (H E2) é verifrcada.
Então verifrcam-se todas as hipótesu do teorema 4.5 excepto K ser cone.
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Vamos agora mostrur que o problema não aàmite solução para r sufr.cientemente grande. Para isso,
observemos que as restrições implicarn que qualquer finção admissível r (-) tem de ter n1(t) : t,. Assim, o
problema dado é equivalente ao problema de minimizat
| + (y'(ú))' - r sin ly (t)l dt,
na classe das frnções y (.) Ç AC ([0, 1] ,lR) saúisfazendo y (0) : 0, g (1) - i. Mostremos (como no exemp)o 4-11)
quenãoexisúe soluçã,oquandor excedeL+t Sejar > 1*[. Analogarnente,aoexemplo4.TT,quandoAç) é
so/trçâo pa,ra (P) temos 
^ 
(g (.)) > 0. Vamos entãa defrnir uma sucessãa de fr:r,çõa admissíveis At : [0, 1] --- IR.
por
izt se t Ç [0, i]
z set€(+,1], Vie NI,






(v; (')) : l,'{ L + lai(ú)l' - r sin ly, (t)l dt
l+lizlz -r sinliztl
| + lizlz - ü[- cos lrl +cos l0l] + 
(1 - r sin lzl)
dt+ 1+1012-r sinlzl dtt,
1
L
i. G)' - #[-.* (;) .'1 . (' - i
i.+-';+(1 -,,('-+) ,
'- +)
r sin (â)) (pors td:;) ('- )
logo
lim L(yu(')) : lim
i**oo i+foo i.+-';*tr-') ( 11-; L )] : X*'_ r<o(Pois r)r*;)'
entã,o nãa pode existir nenhuma solução y (-) com 
^ 
(g (-)) > 0. E portanto, o problema (P) nan tem soluçãa
quandok>l++.4
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5. O problema não-autónorno
Consideremos agora o problema (P), sob as condições (1.1) e (1.2), com lagrangiano
L : [0,7] x í] x IR.* [0, +m] satisfaaendo a.s seguintes hipóteses básicas e hipóteses extra. Estas
hipóteses são as mesmas considerada.s no caso autónomo (ver secção 4), excepto que o lagrangiano terá agora
de ser > 0, Ou seja :
5.L. Hipóteses básicas
(,l) CI c IR' (ver (1.2)) é fechado;
(ii) C C IR* x IR.* é fechado e é um conjunto compacto pelo menos uma da-s projecções
C* :: {r e IR.' , (*,y) € C para algum U € R'} ,
Cy :- {g e R' , (*,a) Ç C para algum r e IR.,} ;
(iii) K C IR' é um cone convexo fechado;
(iu) a função (r, r) r-+ L (ú, s, u) é sci (semicontÍnua inferiormente) V t e [0,7];
(o) para cada s € Cl :
(rr) . fuoçã,o L(t,s,.) é convexa V ú € [0,7];
(rr) o domÍnio dorn L (ú, 
", 
.) é urn conjunto aberto, convexo e nã,o-rrazio, independente de ú designado
por dmn tr (", -);
(ui) para cada s € fl e u € dom L(r,.), a função
t r+ L (t, s,u) é lipschitziana;
(uii) existem constantes nã,o-negativas À e 4 tais que :
llr(t,s,?r)l <À,[(ú,s,u)*Tqsem [0,7] Vs€Q Vu€ dorn L(",-);
(uiii) existe uma firnção lipschitziana z (.) e X para a qual 
^ 
(r (-)) é finito (ver (P)).
No que segue consideraremos o conjunto de subnível
f (7 (.)) ,- {* (-) e x : Â (r (.)) s 
^ 
(E (-))}
e o seu subconjunto
fe (E (.)) '- f (7 (.)) t\ ACe ([0, 7'] , R',) .
5.2. Hipóteses extra
A primeira hipótese extra é :
existe /c > 0 tal que qualquer função r (.) de f (ã (.)) satisfaa
ess inf lu' (t)l < e.o<ú<? ' '
A segunda hipótese extra é :
pâxa algum /c satisfazendo (HEr), vale








(Aqui AuL (t, s, u) ê o subgradiente da função convexa L (t, s,.); (-, -) é o produto interno em IR*; e À, rl são as





5.3. O teorerna 3 do artigo: enunciado e dernonstração
Nesta secção os problemas (Pa) e (Pe (o)), e o ,ralor Vo (o) são idênticos aos do caso autónomo, exceptuando





Teorema 5.L. Suponhamos a validade das hipóteses basicas e as hipóúeses ertra (HEr) e (HE2)'. Então o
problema (P) temsoJuçâb e, além disso, qualquer soluçâo "(-) é lipschitziana e satisfaz
1t
L(t,r(t),*' (t)) - ("'(t),p(r)) - c* I eô dr qs em [0,?] , (5.1)Jo
onde c é uma constante e p (-) e € (-) sãa funções mensuráveis tais que
p (t) € A,L (t, n (t) , "' (t)) qs em [0, f] ,
{ (ú) € aú (t,* (t) ,"' (t)) qs em [0,7] .
Demonstração:
A demonstração do teorema no ca,so autónomo necessita de algumas modificações que vamos indicar.
(Parte I da dernonstração do teorerna 5.1 , Ve (.) é finalrnente constante)
Primeiro vamos mostrar que I/B (') ê finatmente constante. Demonstra-r esta afirmação é análogo a demonstra.r
o lema 4.4. Desta maneira, a demonstração é idêntica à do lema 4.4 atê à altura em que obtemos (4.38).
Confirmemos agora se estamos em condições de aplicar o teorema 2.1. Por hipótese,
,L : [0, 
"] 
x f] x IR' * [0, +oo] é um lagrangiano que satisfaz o seguinte :
(i) 0 c IR* (ver (1.2)) é fechado;
(ii) C C IR' x IR.' é fechado e é um conjunto compacto pelo menos uma das projecções
C* :: {r e 1R.' , (r,A) € C para algu-na y € R'} ,
Cy ,: {A € IR* , (r,y) e C para algum r e IR'} ;
(iii) K c IR' é um cone convexo fechado;
(eu) a firnção (r,r) r- L(t,s,a) é sci (semicontínua inferiormente) V ú e [0,7];
(u) para cada s € fI :
(rr) u funçã,o L (t,s,') é convexa V ú € [0,"];
(rz) o domínio darn L (t, r,-) ê um conjunto aberto, convexo e não-vazio, independente de ü designado
por dorn L(t,');
(oi) para cada s € 0 e u € dorn, L(r,'), a função
t t-----+ L (t, s,u) é lipschitziana;
(uii) existem constantes não-negativas \ e ,l tais que :
lLr(t,s,u)l <^L(ú,s,u) *qqsem [0,7] Vse Ç) Vu€ dornL(r,');
(ui,ii) existe uma função üpschitziana Z (.) e X para a qual 
^ 
(, (')) é finito (ver (P)).
No que segue consideraremos o conjunto de subnÍvel
r (E (-)) ,: {, (') e x : Â (r (')) < 
^ 
(E ('))}
e o seu subconjunto
fa (ã (.)) ,: f (ã (-)) fi ACe ([0, r] , R*) .
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Pela hipótese brísica (uii,i,) há-de existir uma função lipschitziana z (.) e X para a qual À (a (.)) ( a. Logo,
ã (.) é arlmissfygl para (Pe (a)). E como , (.) é solução de (Ps (o)), entã.o
n(r(')) < Â(s(')) , V y(') admissÍvel para (Pe(a)), e z(.) e ACt ([0,"] ,R*). (5.2)
Em particular,
^ 
(, (.)) < 
^ 
(E (.)) .
Logo, z(-) Ç fa (ã(-))t- r(E(-)) nACe ([0,"] ,R"). AIêm disso, como r(.) é admissÍvel paxa (Pe(Iye ("(.)))),
então r (.) é admissÍvel para o problem" (P). Assim, por (4,38), vem
/ (, (')) > / (, (')),
para z (.) e Ia (E (.)), " 
paxa qualquer função o (-) € ACe (10,?] , R") admissÍvel para (P) tal que Àe (r (.)) está
súcientemente próximo de 
^p 
(, (-)).
Isto confirma que de facto estarnos em condições de aplicar o teorema 2.L, o qual garante a existência de
uma função integrável ( (-) tal que
€ (ú) € fuL (t,, (t) , r' (t)) qs em [0,7] ,
e a existência de uma constante c e uma firrção rnensurável p (.) com
p (ú) € iluL (t,, (t) , r' (t)) qs em [0, ?] ,
tais que
t;
L(t,,2(t),r' (ú)) - z'(t).p(t)*r 0(r'(t)l) -" lr'$)l 0'ur' (ú)l) -c+ € (") dr qs em [0,7] . (5.3)
Mostremos agora que
sup ess lr' (t)l > p,
o<t<T
onde B é qualquer número menor que d-l (olT).
Note-se que também acontece
n (, (-)) < À (* (.)) , V r (.) admissível para (Pe) .
E como , (.) (t solução paf,a (Pe (o)), então , (.) é admissÍvel para (P0). Logo, , (-) ê solução pâxâ (Pe). Assim
(analogamente à parte 2 da demonstração do teorema 4.5)
,' (-) e ,"" ([0, ?] , R") .
Consequentemente, pela proposição 13.28,
rlg,{i, lr' (t)l - lr'(.)lr*11o,rl,R-) > lr' (t)l qs em [0, r] .
Como 0 (-) ê uma firnçâo estritamente crescente, vem
sup ess lr' U)le
0<ú<7
> 0 (lr'(t)l) qr em [0,?] .
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AIém d.isso, existem os integrais ff e sup e.s.s lr' (t)l dt e ff e ç1r' çt111 dt (o primeiro existe poiso<ú<7
0
11.1
sup ess lr'(t)l é uma constante e o segundo existe pela demonstraçã,o do teorema 2.1). Então, pelo lema
o<tsT,
r 0 ("up esslz' (t)l) - [' , írro ess lz'(t)l) ü >\ o<t<r / Jo \ o<ú<" / 1,,
0 (lr' (t)l) dt - Âa (, (.)) - ".
Donde,
0<ü<?
e sup e.ss lr' $)'l
E como, por hipótese, d(.) e C'([0,+oo),lR) e é estritamente crescente, segue do teorema 16.8 que
\ü
)t t'





sup ess lr' G)l> §,V 0, P < e-' )
a
i(
Note'..se que deüdo a 0-t @lf) tender pâxa *oo quando a tende para *oo, podemos tomar B arbitrariamente
grande faaendo a suficientemente grande.
Como
ess sup lr' (t)l > 0,
o<t<T
isto é,
inf {c € IR : lr' G)l S " 
qs em [0,f]] > P,
entã,o
3 11 C [0,f] com p(/r) > 0:lz' (t)l > 0,V t e h-
Logo, de (5.3) para, algum s1 € í1, para atgum at €. K com lull> §, e para algum Pt €.ô,L(úr,sr,u1), vem
o<t<T
I,IL(tr,sr,?rr) - (rr,pr) * r [0(lrrl) - l"rl 0' (l"rl)] 
: .+ ( (r) dr.
Isto é,
l,'c: L(úr,rr,ur) - (rr,pr) +" [0(lrrl) - l"rl 0'(lrrl)] - { (r) dr
Desta igualdade temos
L(tr,51,ul) - (rr,pi *r [0(lrrl) - l"rl 0'(lurl)] - lor e ti o,
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Como z(') e f (r(-)) e vale a hipótese extra (HEt), temos que existe /c > 0 tal que
i3{,:Í'* l'' (t)l < k'
isto é,
sup{c € IR.: lr'G)l> c qs em [0,7]] < k.
Desta maneira,
lIzc [0,7] comp(/z)>O:lz' (ú)l < lç,Vt€Iz.
Logo, de (5.3) para algum s2 € í), para algum u2 Ç K com lu2l < /ç, e pâxa algum pz e 0uL(tz,tz,u2), vem
L(tr,sz,uz)-(ur,pz)+r leilrrl)-lr, I e'QorD.| :. * lr't$) d,r.
Isto ê,










{L (t,s, u) - (a,0,L (t, s, u))} + " infs€o,
o€K,lul<lc
t€[0,1l]
{e (l,l) - l"l á'(lul)} +
inf
r€[o,?]

















{L(t,s,CI) - (a,iluL(ú,s,u))} - 
"S, 











(r)] dr - inf
lelo,?'l Ir' ,-, 
(r)J d,r < À 
^ 




d,r: - Io' {e) d.r,
consideremos a fimção à1 : [0, Tl - IR dada por
1,,
tu (t) :: { (r) dr.
Como €(.) e ,'([0,7] ,lR'), entã,o hr(.) ê AC, pela proposição 18.7. Consequentemente, -hr() ê AC pela
proposição 18.8. E portanto, a firnção h2: [0,7] * IR. dada por
ft
hz (t) ,: 
Jo [-{ 
(r)] dr






r € [o, ?']
[-{ (")] dr - inf
t-€ (r)l dr - t-€ (,)l dr
l,^[-€ (")] dr 






,€ [o,'/'] Í; ,.€ [o,?'] lr' 
,-* (r)l d,r : fo" l-e {il d,r - lo" ,-* (r)l d'r
_ - Ior' {(r) d,r * lor' {(r) d,r.
t-€ (,)l dr - l-{ (r)l dr
[-( (r)] dr,
Íor' 
,-* (r)l dr - lr"
(5.7)
[-( (r)] dr (5.8)
(5.e)
Se Ús ( Ú1, vêm




t-€ (")l dr - inf
[-€ (")] dr -






,€ [o,?'] !,' ,€ [o,7'l 1,, l-{ 
(r)l dr :
Se ús ( Ú1, vêm
: - 
lor" 
((r) d.r * 
Ir" 
{(r) d.r-
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onde ts e h são poutos no intervalo [0, 
"], 
com ts 1t1. Como
€ (ú) € fuL (t, z (t) , r' (t)) qs em [0,7] ,
temos, pela hipótese (uii)
l€ (ü)l < 
^ 
L (t, z (t) ,, r' (t)) * ? qs em [0, ?] , (5.10)







L (r,, (r) , r' (r)) dr *, ln,' d,r
[À I (r, , (r) , r' (")) + ril dr (por (5.10))
€(,) o"l= [.' oft)l d,r




(pois I (.) O e z (.) é admissível para o problem" (P))
ÀÂ(z(-))+ryr
À Â(r(.)) +47 (pois r(-) é admissível para o problema resolvido por z(-) ).
^1,

































{L(t,s,u) - (u,,ôuL(ú,s,u))} + {À 
^(ã( 
)) +qT} +
{L (t,s, u) - (a,ô,L (ú, s, u))} + {f 
^ 
(ã (.)) + \T} +












Para cu, e consequentemente B, sufi.cientemente grandes, o lado direito da desigualdade (5.12) é negativo. De












por outro lado, para o, e consequentemerúe §, suficientemerite grandes, o termo dentro do parêntesis do
ladoesquerdoé positivo. Defacto, fazendo 0 -+*, ecomo /c > 0, entãopelolema4.7 (aplicadoa0('))


























{B (l"l) - l"l 0' (l"l)} - {a 6,1) - l"l o' (lul) } - o.
3)*
+0,
(5.14), segue que r é negativo, o que contradiz o facto de termos suposto r ) 0. Logo, não
mas sirn C : 0. E portanto, Ve (') é finatmente constante-
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(Parte 2 da dernonstração do teorema 5.L : corno Ve (.) ê finalmente constarrte, então o problema
(Pa) admite urna solução e (.) que satisfaz a equação do emrnciado do teorema 5.1)
Pa,ra a suficientemente grande, Ue (o) é finito, pelo lema 4.1 (i). Desta maneira, e:ciste o € IR suficientemente
grande tal que
Ve @) ê finito e Vs (d) - Ve(o), V a) a.
Seja z (.) *u solução de (Ps (*)) (" qual existe pelo lema 4-l (i,i)).
A demonstração segue como na parte 1 da demonstração do teorema 4.5 até à aplica$o do teorema 2.L,
para r : 0. Desta mansiy6, o teorema 2.L garante a existência de uma firnção integrável { (-) tal que
( (ú) € atL u, z (t) , r' (t)) qs em [0, ?] ,
e a existência de uma constante c e uma função mensurável p (-) com
p (t) € 0,L (t,, z (t) , r' (t)) qs em [0, r] ,
tais que
L(t,z(t),r'(ú))- (r'(t),p(ú)) :c-F ['rO drqsem [0,?] . (5.1b)
Jo
O que significa que z (.) satisfaz a equa@o (5.1).
(Parte 3 da demonstração do teorema 5.1 | z (.) ê lipschitziana)
A equaçâo (5.15), na presença de (HE )',, implica que z'(.) é essencialmente limitada, isto é,
- I p > 0: lz' (t)l < 0,, qs em [0,"] .
Suponhamos, com vista a um absurdo, que e'(-) # L* ([0,7] ,R"). Então paxa qualquer P >0,
I Ir c [0,7] com p,(/r) > 0:lz'(ú)l > Ê,V t e h.
Logo, de (5.15) pa,ra ulgr* s1 € CI, para algum u1 € K com lull> P, e paxa algum pt €0,L (úr,"r,u1), vem









l,'L (tr, st,,'t)t) - ("r, Pr) 
: c * { (r) dr.
1,,
c: L (úr, "r,ur) - (rr,pr) - { (r) dr.
ú€ [o,?l t;{L 
(t, s, u) - (u,ô,L (t, s, u))}+ sup [-{ (r)] dr. (5.16)
sup {c € IR : lr' (t)l > c qs em [0, f]] < k.
Como z(-) e f (E(.)) e vale a hipótese extra (HEr), então existe & > 0 tal que
inf e.ps lr' $)l < k,o<t<T
Desta maneira,
l Izc [0,f] com /, (Iz) >0:lz' (ú)l < k,Y t Ç Iz.
L64
Logo, de (5.15) paxa algum s2 € l), para algum u2 Ç K com lu2l ( k, e para algum pz e 1oL(tz,tz,u2), vem
Isto é,
Desta igualdade temos
c : L (tz, tr, rr) - (rr, prl -
{ (r) dr.
t;c - L (tr, tr,or) - (or,prl - { (r) dr.
L (tr, sz,u2) - (rr,Pzl - c I l,'


























ú € [o, ?']




0 lL (t,s, u) - (a,ôuL (ú, s, u))) - {L (t,s, u) - (u,,0oL (t, s, u))} *





+ tÀ À (7 (')) + rtr\ .
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Para B suficientemente grande, o lado direito da desigualdade (5.19) é negativo. De facto, como'rale a








{L (t, s, u) - (u, ôoL (t, s, u)) } + {r 
^ 
(E (.)) + rfl.l +
{L (t,s, c') - (u,0uL (t, s, u))}






uçI{,f ol<Ic uÇK,lol<kú€[0,4 ú€[0,4
O que contradiz (5.19). E portanto, z' (-) é essencialmente limitada. Logo,
,' (.) e ,"" ([0,fJ , R*) .
Além disso, pela parte 2 da demonstração do teorema 4.5,
, (.) € tr* ([0,7] , R") ,
logo
z (-) € wr'* ([0, 
"] 
, R') .
Consequentemente, , (.) é lipschitziana, pela nota 15.3.
(Parte 4 da demonstração do teorema 5.1 : z (.) ê solução de (P))
E idêntica à parte 3 da demonstração do teorema 4.5.
(Parte 5 da dernonstração do teorema 5.1 : qualquer outra solução z(.) do problerna (P) ê, tal
corno ,(-)r lipschitziana e satisfaz a equação do teorerna 5.1)
Seja 7 (.) *. qualquer outra solução de (P), e mostremos que z (.) ta^rnbém é solução de (Pt) paxa alguma
tunção de Nagumo l, O tal que z (.) ç AC+ ([0, f] , R"). Como z (-) e AC+ ([0, f] , R") e é solução de (P), então
é admissÍvel para (P*) (analogamente a,o que foi feito na parte 3 da demonstração do teorema 4.5). Além disso,
se g (.) é uma solução de (Pç), a qual é admissível para (P), temos que
I (y (.)) < 
^ 
(z(.)) < tt (y (.)) .
Logo,
I (y (.)) - Â (z (-)) .
O que significa que Z(.) ê solução de (P*). Então, analogamente ao que vimos para z(-), concluimos que Z(.)
é lipschitziana e satisfaz a equação (5.1).
Mootrámos então que qualquer outra solução z(.) do problema (P), tal como z(-), é lipschitziana e satisfaz
a equação (5.1).
O que completa a demoustração do teorema 5.1 do artigo. I
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5.4. Exernplo do caso nãeautónorno
Exemplo 5.2. Sejarn n - l, T : t, e,L : [0, 1] x RxR --[0, +*) dada por
L (t, s,,u) : p (t) ,-1 a rz,




Considercmos o problema (P) de minimizar
rL






- 1{ :: IR.
Além disso, como L (-) satisfaz a conüção de crescimento linear
L (t, s,u) ) * lul, v (ú,s, u) e [0, l] x lR xlR,
então podemos adicionar a rutriçãn
r(t)ell,Vú€[0, 1] ,
onde Q é algum conjrxtto compacto (como no ca,so coercivo) sem altera,rmos a natweza do problema.
Pelo facto de termos suposúo que {l é companto e pelas definições dos conjuntos C e K, podemos afrtmar
que as hipóteses básicas (i), (ii) e (i,ii,) são satisfeitas.
ComàafinçãaL(.)éconÍÍnuaem[0, 1] xlRxlR,entãoécontÍnuaemlR2pelaproposição4.6eemparticular
é sci em IR.z, verificando-se a hipótese ba.sica (iu).
Fixemos(t,s) e[0, 1] xQ.Entãaafi:rrrçãaL(t,s,.)éconvexa(verexemplo4.l0)edarnL(t,s,') :lR.éum
conjunto aberto, convexo e nã,evazio verifrcandese a hipótese básica (u).
Vejamosagoraseseverifrcaahipótesebásica(ui),istoé,paracadas€Oeu€domL(",')rfrnçãn
t r----+ L (t, s,u) e lipschitziana.
Fixemos s € CI e u Ç dom, L(",').
seia também 
,'- #iBÍ, rr'(t)r
(o qual existe por [0, 1] ser compacto e g' O contÍnua), entã.o
lç' Q)l 
= ,êt3j, 
lp' U)l :'= t', v ú e [0, 1] '
E como g : lO,1] - IR é uma funçãa continuarnente üferenciável temw
lç Qt) - ç (tr)l < plh - trl ,Y tr, tz € [0, 1] ,
pela proposiçã,o 16.7. Seiam tr, tz € [0, 1] quaisquer, entãn
lL(t,,,s,u) - L(tr,s,u)l : lr{r, ) rffi - eQ2),rffi\ - \m @(tr) - p(tz)l
Istoé, afunçãotr--+ L(t,s,u) éüpschitziana, paracada s e CJ eu €dom L(r,').
Segue que
lç' (t)l < #,p(t), v ú e [0,1] ,
logoL() satisfaaahipótesebasica(ai,i) comÀ: #,T:0. De facto,ptracad.as€CI eu€domL(s,.) vem
llr(t,.5,u)l :|,Ã+", e'(t)l: tffilç'U)l S J** p S \m çe) L*
(pois p(t) > m,+ # >I), o que signifrcaque pilaÀ: # eq -0 ahipótese básica(uii) é verifrcad.a.
Veiamos se a hipótese basica (uiii) se verifica. Seja a função lipschitziana adrnissível paÍa (P), ", [0, 1] -+ IRdada Por 
r (t) :- c t,
entãa
^ 
(E (-)) : 
lo' 
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l*c2 dt- e(t) at -ç l+c2,
onde
e(t) dt
Logo, verifrca-se a hipótae básica (uiii,).
Vejamos se (HE-t) é satisfeita. Pela demonstração do teorema 4.8 (caso coercivo) a conüção de




Resta-nos verifrcar (H Er)' para algum le arbitrariamente próximo du -r#. Calculemos






(o qual existe por [0, 1] ser compacto e p O contÍnua), temos
,,: lo
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Queremos agora mostrat que
pç \/T+ ü m2+-d$*"2)<m3.
ç < m* p-
l.L I"' , dt -/',tiffi, lç' u)l dt > lo' ,*' (t)l dt. I"' @t (t)l d't
ll"' 
*'o orl-lçe) - p(,)l > le(ú)l- le(,) I -ç(ú) - p(,) ,v t,s e [0, 1]
(poisç(t)> 0'vú € [0'1])' entãa 
pu) íp(r) t r-r,vú, s € [0, 1] .
Em paúicular, a desigualdade a.nterior também anantece püa " ,fràif ç 
(t) :, rn, isto é,
ç(t)Sm*tt,Vúe [0, 1] .
Logo
l*+tl dt-rru*p.
Então uma conüçã,o sufrciente para que (HE2)' se verifrque é :
p(m+àtfr+12 m2+(m*p)2G*"2) <-s. I
Portanto, deduzimos :
Proposição 5.3. O problema (P), no ca*so pa,rticula,r descrito no exemplo 5.2, tem solução dsde que p, seia
suficientemente pqueno (isúo é que tp (-) seja gua.se constarúe), Ptrà cada Ptr ffi, c frxado.
Na análise anterior, vimos apena^s condições sufi.cientes para garantir a existência de solução. No entanto,
a existência de solução falha a nã,o ser que alguma restrição seja estabelecida em P ('). Uma vez que 
^ 
(') é
convexo, podemos estabelecer uma caracterização exacta das condições em p (.) pata garantir a existência de
soluçáo. Desta ma^neira consideremos o seguinte resultado :
Proposiçáo6.4.Sejarnn:l,h,tz€IRcomhltzegt[úr,tz]-(0,+m) umafi:urlçãocontinuamente
üferenciável. Então o integral
| * (u' (fl)2 at
temummÍnimo absolutodas funçõe-sn iltr,trl -+ IR AC (absolutamentecontínuas) comn(tr): tt, r(t ):tr,





nL :- ,p (t)
tÇÍtL,t2l
(Ver [9], p.440.)










(.)) ,: l',' ,{r)
l" (t) - " (0)l < (ç (t))' - rn2
dt
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5.5. O caso n-L
No caso especial n : l, o teorema do valor médio (teorema 16.6) permite simplificar as hipóteses extra,
fornecendo o valor k de (HEr) . (HEz), desde que se tenha a informação extra :
(A) 
"(ú) € 
i.nt QV ú e [0,"] para qualquer r (.) em f (r(.));
(B) L (.) é localmente lipschitziana em (ú, s, u) e, paxa as constantes ks e c6, satisfaa
lô"L(t,,s,r')l íkolL(ú,s,u)l+"0,V (ú,s,u) e [0,7] x o x IR'.
Assim,sen_levalem(Á).(B)(porexemploseíI--lR'er(') élipschitziana),emlugarde(fI.E1)mais
(H Ez),, supõ+se que,uale
(H Ez)"








Not+se que permânecem as hipóteses brísicas do problema nãoautónomo (ver subsecções 5.1 e 5.2).
Teorema 5.5. Suponhamos que n: 1 e valem as hipótaes básicas e as hipóúeses extra (Á), (B) u (HE2)".
Então o problem" (P) tem soluçfu e, além disso, qualquer solução n (.) é lipschitziana e satisfaa





L(t,n(t) ,*'(ú)) - (*' (t) ,p(t)) - c * { (r) dr qs em [0, ?] ,
onde c é uma constante e p (.) e € (-) sãa fil;r,ções measwá,veis úaís que
p(t) € A,L (t,* (t) ,*' (t)) ss em IO,T] ,
€ (ú) € &L (t,r (ú) , *' (t)) qs em [0, r] .
Dernonstração:
A demonstração é muito parecida à do teorema 5.1, a rinica diferença ê a forma como se obtém o conjunto
.I2, com p(Iz) ) 0, o qual nos dá a limitação inferior de c. De facto, a segunda parte do teorema 2.1 afirma que





Como z(-) é admissível para (Pe@)) (pela demonstraçã,o do teorema 5.1), então (r(0),r(T)) e C. E, pela
hipótese (HEz)",




0 < sup {lz Q) _ z 
(o)l 
: (z (o), z (r)) e cIr ::ko{k.
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Donde
lz'(t*;; : ,(T)-r(0)l (ke(k,T
tfl,€to l,' (t)l s ko < k,
onde &o ê definido como acima. Assim
sup {c e IR, : lr' (t)l } c qs em [0,7]] < ko < ,t'
e 
1 Iz C[0,r] com p (Ir) > 0: lz'(ú)l < k,Y t e 12
O resto da demonstraçã,o é idêntica à do teorema 5.1. I
5.6. Exemplo do caso n :1
Exernplo 5.6. Voltemos ao exemplo 4.11,
tr : [0,7] x IR x IR -' IR a tunçáo defrnida por
no caso paúicula,r 1. Considercmos a finçãoTL:
L (t, s,u) :- 1+lul2-r sinlsl
(é a mesma funçãn do exemplo 4.11 considerando n - L e adaptada ao problema nãuautónomo).
Já vimos no exemplo 4.11 (ca^so autónomo) que as hipóteses basicas (i), (ii) , (i,ii), (ir), (r) " (ai,ii,) são
verifrcadas
FaJta verifr.car as hipóteses biísicas (ui) e (aii). Como a funçãa L (-) na,o depende expücitamente de t, entãa
À : ? :0, verifrcandese (aii)-
Ahipóteseertra(A)venfrca-sepoisparaqualquerr(.) €f(r(.)),2(t) ei,ntdT-í):lR.
Vejamos agora se a hipótese ertra (B) é verifrcada. Isto é, L (-) é loca)mente lipschitziana. Isto é, L (') é
localmente lipschitziana em (ú, s, u) e, paÍa a.s constanúes /cs e cs, satisfaz
lL"(t,s,u)l SkolL(ú,s,u)l +ro,V (ú,s,u) € [0,r] x íl x IR'.
Vamos mostrar que pa.ra cada (ú*, s*,u*) € IR.3, exisúem s > 0 e H > 0 Úais que
lL (tr, sl, ul) - L (tr, tr,r2)l < H l(tr, sls'ür) - (tr, "2,,2)l ,
paraquar'squer(úr,tr,ut),(tz,tz,ur)€B((t-,5*,u*),e). Defa'cto,paraquilquet e>0 eH::Ht*r H2tais
que para quaisquer (úr, r, ,ur), (tr,*r,or) € B ((t*,§*, u*) ,e), temas :
1 * lul l' -, sin lsll - L * lu2l' -, sin ls2l)llL (tr, sl, u1) - L (tr, "r,uz)l
1 + lu1l2 - 6.@l f r lsin l"r l - sin ls2ll
(5.20)
5.6 Exemplo do ca^so n: L t7t
Como a finção.L1 : lR. -r IR, dada por
L1(a) :-
'tÇ.Wl
lL"(t,s,u)l : l-'fr "or,",l:rlcoslrll < r,V (t,s,u) e [0,r] xlR xlR,
1 + lul2
é convexa, então pelo trcrema 19.72, L1(-) e localmente üpschitziana no int (dorn Lt) : d,om L1 - R. Logo
h O é lipschit4ana em B (r*,e), isúo é, é localmente lipschitziana em t)*. Consquentemente, pela proposiçãa
2.74, a finção ^[1 : [0, 1] x R x IR -* IR dada por
Lr (t,s, u) :- L, (r)
é localmente lipschitziana em (ú*,s*,?*). Ou seja,
1+ lu1l2 - Ír$r,sl,u1)-ír(tz,rr,rr)l S Hrl!r,§1,ur) - (ü2, sz,uz)|, (5.21)
para quaisquer (úr, r, ,ur), (tr, tr,rr) € B ((t*, §*, u*) ,e), pa,ra algum Hr ) 0 e para o e já rcferido. Por outro
lado, pila a função.L2 : IR. -+ IR. dada por
Lz (t) :: sin lsl
úemos
ItLG)l - lcoslrll S 1, V s € IR,
logo pela proposiçãa 76.7, a função Lz(.) é lipschitziana em IR. Em particular, Lz(.) é localmente lipsdtiziana
em s*, ouseja, élipschitzianaemB("*, e). Logo, pelaproposição2.74, afi;rrrçãaÍ2:10,1] xlR xlR *lR dada
por
Lz (t, s, u) :: Lz (")
é localmente üpschitziana em (t*,s*, u*) . Isto é,
lsin lsl l - sin lrrll : Lz(tr,sl, ur) - L2(t2, s2,u2) 1 Hz l(úr, sr ,ut) - (tr,tr,rú|, $.22)
para quüsquer (úr,sr,ar), (tr,tr,ur) e B((t*,s*,u*),e), para algum Hz ) 0 e pata o e já, referido. Derita
maneira, juttando (5.2A), (5.21), (5.22), resuJúa
lL (tr, sr, ur) - L (tr,s2,a2)l Hrl(tr, sr, ?/r) - (tr, sz,uz)l + r Hz l(úr, "r, ur) - (t2,, s2,u2)l
H l(tr, s1, u1) - (tr, "r,ur)l .
O que signifrca que L (.) e localmente kpschitziana em (t,s, ?r).
Por outro lado,




/\ (7 (.)) :
Como À: \ :0, vem
0**oo
lr' 









Seja n: [0, 1] --- IR' uma função lipschitziana, em X, dada por
r (ú) :- 0,
1+1012-r sinl0l
ÀÂ(r(-))-17 1-0.
Consideremos também (ú, s, u) € [0, 1J x IR x IR qualquer, logo
L (t, s,a) - (o, Lo (t,s, ?,))
sup {I (t, o) - (o,I" (s,u))}
s€íI,
a€K,lul>P




, r sin lsl ,


























E portanto, como ko : 0, então (*)' anontece para algum k > lço desde que 2 r < l. Uma vez que todas as
hipdúeses do teorcma 5.5 sã.o satisfeitas, conclui-se que oo'ste solução pata r desta maneira. Isto é melhor do
que obtivémos aplicando o tmrema 4.5. I
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Capítulo III
Apêndice: conceitos e resultados básicos
6. Espaços topológicos
6.L. Definições e propriedades elementares
Definição 6.1. Seja X umconjuntoqualquer. Umatopologiar emX éumconjuntor CP (X), que temde
verifrcar certas conüções :
@Aer,XÇr1
(ii) V, ..., Vn Ç r + Y1 n ... nVn €. r;
(iii) (V*).,,.,4 é uma famflia arbitrária (frnita, contável ou incontável) d.e elementos de, * ( onT*) e ,.
\oe
(Ver [33], p. 8.)
Definição 6.2. Um conjunto X munido de uma topologia r em X, cuja notação é (X,r), denomina-se espa,ço
topológico.
(Ver [33], p. 8.)
Nota 6.3. Os conjunúos de r denominarrt-se abertos. .E os seus complementares chamam-se fechados.
(Ver [33], p. 8.)
Definição 6.4. Sejam X um conjunto, r uma topologia em X e A c X. Entãa :
(a) Uma vizinhança de urn ponto p é um conjwtto aberto contendo p.
(b) Uma vizínhança de um conjunto A é um conju:nto aberto contendo A.
(") O interior de A é a união de todos os seus subconjuntos abertos e é denotado por int (Á); um ponto
p € i,nt (A) üz-se ponto interior de A.
(d) O fecho de A é a intersrcção de todos os conjuntos fechados contendo A e é denotado porÃ.
(") O conjunto dos pontos que estão emÃ e que não estão em int (A) diz-se a fronteira de A e é denotado
por fr(A).
(Ver [20], p. 10.)
Deftnição 6.5. (a) UmafamÍLia § de subconjuntosde X diz-seumabasepa,raatopologiar se B C r ese
qualquer conjunto em r é a miãa de alguma subfamília de B.
(b) A fa,nlia B üz-se uma subbase para uma topologia r se r é a maís pequena topologia contendo p.
(")SrBéumacolecçãadevizinhançasdeumconjwúoAcXequalquervizinha,nçadeAcontémum
conjunto em 0, entãa B üz-se uma farnília fundannental de vizinhanças pa,ra A-
(Ver [20], p. 10.)
Nota 6.6. Dar um e,spa,ço topológico é o mesmo que tomar um certo conlurúo X e defnir wna certatopologia
r nele. No frrndo, caracterizarnos as partes de X que se consideram aberta,s.
(Ver [24], p. 81.)
Definição 6.7 . A topologia r a denomina-se topologia induzida por (X, r) em A, com A c X .
(Ver [24], p. 53.)
Nota 6.8. Um conjwtto X pode a.d.mitir topologias distintas gerando espaçols topológicx üfercnter..
(Ver [24], p. 81.)
Deftnição 6.9. Sejarfl Tr e 12 dua,s topologias quaisquer üstintas num conjunto X,'isto é, sejam dois espaçros
topológicos (X, "r) e (X, r2). Então sãa equivalenúes as seguintes a,firma4ões:(i) u topologia 11 üz-se mais forte (ou mais fi"*) que a topologia r2t ffi rz C 11, isto é, se 11 contém
mais abertos eue r2i
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(ii) a topologia 12 üz-se rnais fraca (ou menos frnu) que a topologia 11, se rz C 11, isto é, se 11 contém
mais abertos euê T2.
(Ver [24], p. 82.)
Proposição 6.10 . [Jm conjunto num 6paço topológico é aberto se e sd se contém uma vizinhança de cada um
dos seus pontos.
(Ver [20], p. 10.)
Proposição 6.L1 . (ü Á rntersecçãa de qualquer farnÍlia de conjuntos fechados é um conjunto fxhado.
(b) A união de qualquer famíüa frnita de coniwtos fechaÃos é um conjunto fechado.
(")seXsã,ofechados.
(Ver [20], p. 10.)
Definição 6.L2. SejamX umconjunto,r umatopologiaemX eAC X. Se ACX,entã,oumpontopéum
ponto lirnite, ou um ponto de acurnulação, de A desde qualquer vizinhança de p contém pelo menos um
pontoetp,comqeA.
(Ver [20], p. 10.)
Definição 6.13. Sejam X um espaço topotógico e AC X. Entãa A üz-se denso seÁ- X.
(Ver [20], p. 21.)
Definição 6.14. [Jma cobertura de um conjunto A num espaço topológico X é uma famÍ]ia de abertos, cuja
uunião contém A.
(Ver [20], p. 17.)
Definição G.15. (Jm espaço X üz-se compacto se qualquer cobertwa de X contém uma subcobertura frnita
(isto é, uma subfamília frnita que também cobre X ) -
(Ver [20], p. 17.)
Definição 6.1G. (Jm espaço topológico X üz-se localmente compacto se qualquer ponto tem uma vizinhança
cujo fecho é compacto.
(Ver [20], p. 17.)
Definição 6.17. (Jm conjunto üz-se relativarnente cornpacto se o seu fecào é compacto.
(Ver [20], p. 17.)
Nota 6.18. IR' é um espaço topolÓgico-
6.2. Continuidade e sci nos espaços topológicos
proposição 6.1g. Sejam X, Y dois espaç:os topológicos. Então as seguintes a,frrmaçôse são equivalenÚes :
(*) u aplicação Í, X'--+ Y é contÍnual
(b) f -, (B) é um subconjunto fechaào de X , para qualquer subconjunto fechado B de Y ;
(") Í-' (A) é um aberto de X, sempre que A é um abetto de Y '
(Ver [15], p. 19 e [33], p. 9.)
Definição 6.20. Sejam E um espaço topológico e Í : E -, [-m,*m] uma frnção. Dizemos que Í é sci
(semiiontínuainferiormente)lnumpontoa€Ese,paraca.daÀ</(a),exisúeufra,vizinhançaVdeatal
queÀ</(Y).
(Ver [15], p. 137.)
Proposição 6.2L. Dizer que Í é sci em a é equivalente a dizet que
Í ("): liminf/ (r) .
(Ver [15], p. 137.)
7 Espaços mêtricos t75
Proposiçáo 6.22. Sejam E um espaço topológico, V, U vizinhançes contidas em E, Í , V * (-oo,**],
giU *(-oo,+*J finçfu scinum pontoa€UnV. EntãAafi:.r,çãoÍ+g:IJÍlV ---+ (-*,+m] ésino
ponto a.
(Ver [15], p. 138.)
Proposição 6.23. Seja E um espaço topológico. As seguintes afrrmaçfus sã,o quivalenta :
(i) uma aplica4ão Í , E -- iR é sci em E;
(ii) para qualquer À e R, o conjunto {r € E , Í (") < Àl é fechado;
(iii) pa;zaqualquer Àe IR, oconjwtto{re E, Í (") > À) éaberto.
(Ver [15], p. 138.)
Proposição 6.24. fuja E um e'spaço topológico. Se / e g são ) 0 e sci em E, então f g é sci.
(Ver [15], p. u0.)
Teorerna 6.2ó. Sejarn E um conjunto companto e Í : E --- [-oo, *oo] u:rl.a fimção sci. Entãa existe pelo
menos um ponto a Ç E tal que
Í ("): jÊÊ f (") .
(Ver [15], p. H1.)
Teorema 6.26. Sejam E um conjunto compacto e Í : E ---* [-*,*oo] uma fil:nção scs. Então existe pelo
menos um ponto o, €. E tal que
Í (") _ ,9p- Í (") .
(Ver [15], p. M1.)
Proposiçáo6.27, SejamE umespaçotopológico,DCE eÍ rD *[-oo,+*] umafi:rrrção. DizemuqueÍ
é contínua lnufit ponto a € D se e só se f é sci e scs em a.
(Ver [35], p. 27a.)
Proposição6.28. SejamE umespaÇotopológico, D C E e Í: D * [-oo,*m] uma finção scinum ponto
a, Ç D e c ) O. Então a funçãa cf ; D --- R é sci no ponto a.




(i) p(*,a) > o;
(ii) p(*,y) - 0 se e só se n: Ui
(iii,) p(*,y) - p(y,n);(i") p@,u) < p(t,z)+ p(r,y).
Então p diz-se uma rnêtrica, ou uma finção métrica (ou distância) em X.
(Ver [20], p. 18.)
Definição 7.2. Sejam X um conjwúoqualquer*4, pumamétricaemX,n € Jí ee > 0. Entãoabola
aberta de centro em fr e ruio e é o conjurúo
B (*,e) -- {u € X : p(n,v) < e} .
(Ver [20], p. 19.)
Definição 7.3. Seja X um conjwtto qualquer +0. A topologia da rnétrica em X é topologia marls pequena
que contém a,s bola^s abertas B (*,e), com r e X e e ) 0.
(Ver [20], p. 19.)
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Definição 7.4. Sejam X um conjunto qualquet + A " p uma métrica em X. Dir-se 
entãa que (X, d.) é um
espaço rnétrico.
(Ver [20], p. 19.)
Definição 2.5. Se X é um e.spaço topológico tal que existe uma finçãa métrica cuia topologia é a mesma que
a topologia original, üzemos que X é rnetrizável-
(Ver [20], p. 19.)
8. Espaços vectoriais
Definição 8.1. Chamamos espaço vectorial a um conjunto E +A, no qual estãa defrnidas as aplicações ;
(i.) ExE f (*,A)"+r*ye E (denotadaadiçãodevectores);
(ii) K x ^E f (À,r) * Àr e E (denotada multiplicação por um escalar).
ondeK-C ouK-R. Deta,lmaneiraque,se verifrcam assegurhtespropriedades:Y *,y, zÇ.8,V o,0 € K:
1) r+A -yln (comutatividade);2)r*(a+11 :(r+U) + z (associativtdade);
ú+ A e E:r*g --t,Vr € E (existênciadoelementoneutro) (estey usualmenteédesignaàopory:O);
A) V r e E, 1' y : -r € E ; r * A : O (existênçia do elemento siméttico);
5) a (Bn) : (aP) r;
6) L'n: ni
7)(o+P)n:a,r*0r;
8) a(r + A) : ax * aA.
(Ver [20], p. 36.)
Definição 8.2. Um conjunto E üz-se um espa ço vectorial topológico se se veúfrcarem as condiçôes :
1) E é um espaqo vectorial;
2) E é um espaeo topológico;
3) * aplicaqões
(i) E x E f (*,a) -+ r * y Ç E (denotada adição de vectores),
(ii) K x .E f (À,*) - Àr e E (denotada muttiplicação por um escalar),
onde K: C ou K - IR., são contínuas relativamente à topologia de E, isto é
(a) se forcm dados zo : no * Ao e uma qualquer vizinhança (.1 do ponto zs, existe uma vizinhança V de no
e uma vizinhançaW deys tais que r *A €U, se r €V ey ÇW,
(b) se forem dados Uo -- 6,ono e uma qualquer vizinhança U do ponto ys, existe uma vizinhança V de rs e
umnúmeroe >0 taisquear€U re lo-ool 1eefieV.
(Ver [24], p. 160.)
Definição g.B. lJm espaqo vectorial topotógico diz-se espaço locahnente convexo se a otigem possui um
sistema de vizinhançâs convexo-
(Ver [24], p. 160.)
9. Espaços norillados
Definição g.t. Seja E espaço vectorial. (Jma irrorma em E é uma frnção l'l , E -» IR que verifrca as seguintes
propridades :
@) l"l > 0, V r € E;
b)l"l-0<+r-0;
ia,l [f"t - lÀl lrl, V n € E,V À e K (com K : ]R ou K : C) (homogeneidade);
(d) l" +sl í l"l + lsl, V n, a e E (desigualdade ttiangula.r).
(Ver [16], p. 90.)
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Definição 9.2. Chamamos espaço inorurtado a um e.spaço vrctorial com uma norma nele definida.
(Ver [20], p. 59.)
Nota 9.3. Um espaço normado é um 6paço métrico (logo um espaço topológico) : a distância defin*se por
p(r,y) : lr - Al. A convergência defrnida pela norma e a convergência defrnida pela métúca (-üstância)
coincidem, obviarnente.
(Ver [20], p. 59.)
Definição9.4.SejaXumespa,çonormado.UmconjwttoEcXüz-selimitadoseexisúeK>0talque
l"l SK,VnÇ8.
(Ver [20], p. 51, 59.)
Proposição 9.5. Qualquer subconjwtto de IR.* é companto se e sd se é ümitado e Íer,hado.
(Ver [26], p. 43.)
Proposição 9.6. Qualquer 6paço normado é um espaço vectorial topológico localmente convexo.
(Ver [24], p. 163.)
Definição 9.7. Sejam E, F dois espaqos normados. Uma aplicaqãoT: E + F üz-se linearse
b) r @ + a) -r @) +T (y),Y n, y € E;
b) f @ *) - aT(r), V r Ç E,V o e K (com K :IR ou K -C).
(Ver [20], p. 37, 59.)
Deffnição 9.8. Sejam E, F dois espaqos normados. Uma aplica4ãa linearT; E --+ f' é limitada se
1 M € IR : lr @)l S tvr lrl,V r.
(Ver [20], p. 59,60.)
Proposição9.9. SejamE, F doisespaçosnormado* UmaaplicaçãalinearT: E+ F écontÍnua,seesóse
for limitaÀa.
(Ver [20], p. 59.)
Proposição 9.10. Um subconjunto S de um espaço normaào E üz-se derrso em E se qualquer elemento de
E pode ser aproximado por uma sucessãn de elementos de S , isto é,
Vr € 8,3 (**) c S : (r^) > n, quando Í2 ---+ *oo.
(Ver [20], p. 20, 59.)
Deftnição 9.1L. Uma sucessâo (rn) num espaço normado E üz-se sucessâo de Cauchy se
Ve ) 0,3M € IR : ffi, fl > M + l*rn - nnl < e,
(Wr [20], p. 20, 59.)
Definição 9.12. Um espaço normado E üz-se cornpleto se qualquer sucessãa de Cauchy em E converge (pu*
um elemento de E). Chama-se espaço de Banach a qualquer 6paço normado completo.
(Ver [20], p. 59.)
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Definição 9.13. (JmespaçovectorialE üz-se um espaço de Elilbertseafunção \','), ExE * K (onde
K - C ou K - R) verifica as seguintes propridades:
(^) {*,rl :0 <+ r :0;
(b)(",r)à0,YreE;
(r) (" + y,zl : (r,,) + fu,zl,V n, U, z € E;
(d) (" r,y) - a(r,a),Y n, U Ç E,V o e K;




(rn - frrnrfrn - rn) :0,
entãaexisteumreEcom
,r,rfS*oo 
(*n - fr'frn - r) : o'
A fimção 1., .l üz-se o produto interno (ou escalar) de r e y. A notma em E é
lrl :@-
(Ver [20J, p. 242,243.)
10. Espaços mensuráveis
10.1. Definições e propriedades elementares
Definição 10.1. SeTa X um conjunto qualquer. [Jma colxçã,o M cP(X) (isto é, uma colecção de
subconTuntos d.e X) üz-se uma àlgebra de subconjuntos de X se vefifrcar a.s seguintes conüçôes ;
(i,) x Ç M;
(ii) A € M + A' e M, com A - X\{u € X : " # A};(iii)A,BeM+AuBeM.
(Ver [35], p. 3.)
Lerna 10.2. Se M é uma algebra de subconjuntos de um conjunto X, então :
(")aeM;
(b) Ar,..., An Ç M * ÉrO* e M;
(")A,BçM+A.BeM;
(d) Ar,..., An Ç M + *lrOn e M;
(*)A,BeM+Á\BeM.
(Ver [35], p. 3.)
Definição 10.g. Seja X um conjunto qualquer. [Jma àlgebra M de subconiuntos de X diz-se uma o-áIgebra
se verifrcar as conüções (i,), (ii), (iii) da defrnição 70.7 e a conüção adicional :
(iu) (A*),,estr é uma família enumerável de elementos de M * ,E*r, € M.
(Ver [35], p. 3.)
Definição 10,4. Seja M uma o-àJgebra de subconjmtos de um coniunto X. Os conjuntos E Ç M chamam-se
conjuntos rm,ensur áveis.
(Ver [33], p. 8.)
Definição 10.5. Seja X um conjunto qualquer e seja M uma o-áJgebra em X . Então (X, M) dir-se um espaço
m,ensurável.
(Ver [33], p. 8.)
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Definição 10.6. Seja r nma colxção de úodos as conjuntos abertos num gflpaço topológico X. Chamaruos à
o-algebra o (") o-álgebra de Borel de subconjuntos de um espaço topológico X e denota,mçla por 6 (J(). Os
coniuntos E ç B (X) denominam-se conjuntos borelianos do espaqo topológico.
(Ver [35], p. 9.)
Nota 1O.7. A o-álgebra de Borel num espaço topológico é a o-áJgebra generalizada por subconjunúos
fwhados. Por outras palawa,s, os subconjunúos borelianos sâo os conjuntos obtidos a pa,rtir de subconjuntm
abertos e fer,hados pela união numerável, pela intersecçãa numerável, pela complementaçãa, e por qualquer
combinaçãa numerá.ve/ desúas operações.
(Ver [21], p. 231.)
Definição 10.8. Seja C; uma colelr;çãa de subconjunüos de um conjunto nã*vaaio X; para i : 1,..., n.
Escrevemos Cr8...8 C* pan o (Cr x ... x Cn), isto é, a o-àlgebra de subconjunúos X1 x x Xn
generalizaàos por C1 x ... x Cn.
(Ver [35], p. 385.)
Definição 10.9. Chamamosmedida(positivQ aumafrnção tLt M -[0,+*] ,ondeMéumao-á.lgebraque
verifrca as seguintes conüções:







(esta propied,ade tem o nome de aditividade contável);
$i)aAeMtp,(A)(*oo.
(Ver [33], p. 16.)
Definição 10.10. Seja X um conjwtto qualquer, M uma o-álgebra ep, uma medida. Então, (X, M,p) diz-se
um espaço de medida.
(Ver [33], p. 16.)
Definição l0.1l. Seja p, uma medida numa o-álgebra M de subconjunúos de um conjunto X. Um conjunto
E c X üz-se um conjunto nulo com respeito à medida p, se E e lvl e p (E) - 0. Neste caso üzemos também
que E é um conjunto nulo no 6paÇo de medida (X,M,, p).
(Ver [35], p. 16.)
Exemplo t-0.12. O conjunto @ é um conjunto nulo em qualquer espaço de medida, mars não é o único nessa.s
conüçfu.
(Ver [35], p. 16.)
Definição 10.13. Seja,m Io a colecção de @ e todos os intervalos abertos em IR, Io" à colxçãa de @ e todos
os intervalos do tipo (*, à] em IR, I"o à colwçã.o de @ e todos os intervalos do tipo [o,b) em IR, e T" a coluçãa
de @ e todos os intervalos fechados em IR, sabendo que (a,oo] : (o,*) e [-*,b) : (-*,â). Seja tarubém
I : IofrIo"í)T.oí)I", isto é, a colxção de @ e todos os inúervalos em IR.. Para um intewalo I : (a,ó) ou
I:[a,b)emlR com alb,definimasl(I):b-a. Pa,rauminterva]oinfrnitol emlR definimosl(1) -oo. E
estabelecemos que I (o) - g.
Defuúmos a fimçãa p* : E * [0, *oo] por
p- (E): irrf It (t^) : (In)nerv C zo, u I*= En€N
onde E é um qualquer elemento da colwçã,o de todas os subconliturúos de IR e l:Io * [0, +m] e uma função. A
funçãa p| dá,-se o nome de medida exterior de Lebesgue.
(Ver [35], p. 35.)
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Lerna 10.L4. (a) Paru cada r € IR, temos que {r} é Lebesgue M-menswá.vel e ff ({r}) :0.
(b) Qualquer subconjunto numerá,vel de IR. é um conjunto nulo em (1R., M,t).
(Ver [35], p. 36.)
10.2. F\rnções mensuráveis
Definição 10.1-5. Sejam(X,M) umqualquerespaçodemedida, D ÇMeÍ:D--+ [-*,*m] uma finçãa.
f üz-seM-rnensurávelemD se{r eD;Í(") <c} e M,istoé,/-'([-*,o])e M,pa,raqualquera€lR.
(Ver [35], p. 61.)
Nota 10.16. Sejam (X,M) umespaçomenswável, E CX eE c IR. EntãoXe éumafunçãoM-menswável
em X se e só se E é mensurável.
(Ver [35], p. 61.)
Lerna1O.I"7. Sejam(X,M) umespaqomensurável, D e M e f : D --+ [-*,**] umafitnçãa. Entãoas
seguinúes conüções são equivalentes :
(l) {" e D : Í (") < a} Ç JV, isto é,/-t ([-*,CI]) € M, para qualquera € IR';
(i,i,) {r e D: Í(") > o} Ç Jvl, istoé, "f-'((o,ool) € M, pa'raqualquer c € IR;
(i,ii) {r Ç D : Í (") > o} € M, isto é, Í-' ([o,*]) e M, para qualqueta € IR';
(U) {" e D : f (") < o} Ç M, isto é,/-' ([-*,o)) e M, pata qualquerCI € IR.
(Ver [35], p. 62.)
Corolário 10.18. Sejam(X,Jul) umespaçomenswá,vel, D Ç Me f : D * [-oo,*m] uma frmçãomensurá,vel
em D. Então :
(") {* € D: Í(*) - a} € M, paraqualquer a € [-oo,1-oo];
(b){"e D:/(") €R} e M.
(Ver [35], p. 62.)
Lema 10.L9. Seja (X,M) um espaço mernu.rl.ável
(a) Sejam D € M e f : D * [-oo,+*] uma finção M-mensurávelem D, entãa paraqualquer Do C D tal
que Ds Ç M, a restrição de f a Do é uma finção M-mensttável em Ds.
(b)Sejam(D^),n€N,umasuces,sãodeconjwúosemM,r:,Kr*ef:D-[-oo,*m] umafinçãa.
Se arestriçãode Í a Dn é M-mensuriívelem Dn paracada n € N, então Í é M-mensurávelem D.
(Ver [35], p. 64.)
Nota 10.20. Sejam (X,M) um espaço menswável e A e M. Então qualquer fr::ação constante defrnida em
A é M-mensurável em A, isto é, se f : A ---+ [-*,+m] e dada por f (*): a, pata qualquer r € A e algum
a € [-m, *m], entãn Í é M-menswável em A.
(Ver [35], p. 64.)
Teorernal-0.21. Sejam (X,M) um espaço menatrável, D € M e f : D --+ [-*,**] uma função
M-mensuriível em D. Então para qualquer c € IR, o domÍnio de defrnição de cf é M-mensurá,vel e cf é
uma função M-mensurável no me.,mo domÍnio.
(Ver [35], p. 65.)
TeoremalO.22.Sejam(X,M)umespaçomenswá,vel,DeMef,gtD-|[-*,*m] duasfi]ur,ções
M-menswáveis em D. Entãa o domÍnio de definiçã,o d" f * g é M-menswável e Í + g é uma funçã,
M-mensurável no mesmo domÍnio-
(Ver [35], p. 65.)
Nota 10.23. Seja (X, M,, p) um rrpaço de medida completo- Seja f : N c X --+ [-*, *oo] uma qualquer
função. se ll tem medida nula, entãa é M-mensurável em N.
(Ver [35], p. 68.)
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Nota10.24.Seja(X,M,t)umespaçodemdidacompleto,DÇMeÍ,g,D+[-*,+oo] taisqueÍ-g
qs em D. Se f é M-mensurá,vel em D, entãa g também é.
(Ver [35], p. 68.)
Teorema 10.25. fuj^ (X,M) um 6paço mensurável, D € M, (gn), n e NI, uma suce&sãa de frrnçoat
gn. D * [-oo, +m] ,Â4-mernuráveis em D.
(") 
":ili, * 
ent e,, itf e,, sup g,, BÀfl r", Yj;rp en stu M-menswáveis em D.m€Ixtt,:1r...rN
(b) Seia D": {, , *l55 9n e [-*, **]]. Então D" Ç M e lim gn é M-mensurável em D".n,+oo
(Ver [35J, p. 70.)
Proposição10.26.Sejam(X,M)umespaçomensurável,D€Mef:D---+[-oo,*oo] umafrlrr,çãa
M-mensurá,vel em D. Entãa Í+, Í- e l/l sâo frnções lvl-mensuráveis em D, onde parucadar Ç D,
/* (") -- *a* {"f (r) ,0} ,
f- (") -- - min {/ (r) ,0} ,
l/l (") - l"f (")l -
(Ver [35], p. 72.)
ProposiçáoLO.27. Sejamf ,g:D---+ [-*,+*] dua.sfunçôes. SeÍ éM1,-menriurávelemlR egécontínua
em IR, então a frnção composta g o Í é M;-mensurável em IR..
(Ver [35], p. 73.)
Proposição 10.28. SeJa (X * Y, o (M x B)) o espaqo produto menswá,vel de dois espaços menswá,veis (X, M)
e (Y,B). S" / : X x Y --+ [-*,+oo] é uma função "(JvlxB)-mensuráve1, então Í(*,.) e uma filurrçãoB-mensurávelemYparacadareXef(-,y)éumafr^çãoM-menswá,velemXparacadaUr_Y.
(Ver [35], p. s89.)
Definição L0.29. Uma finção f com valora em [-oo, +*] üz-se uma função boreliana se f-L (F) é um
subconjtrnto boreliano paÍa qualquer conjunto fechado F.
(Ver [21], p. 231.)
Nota 10.30. Ás firnçôes contínuas são borcüanas.
(Ver [21], p. 231.)
11. O integral de Lebesgue
Definição 11.1. Dado um espaço de mdida (X, M, tt). Uma fi;lr.ção g diz-se uma função silra,ples se satisfaz
a,s seguintw conüções :
(i) " dominio de defrnição de g é M-menntrável1(ii) ç é M-menswável no seu domÍnio de defrnição;
(iii) g tem um número frnito de valorcs em IR., isto é, o conjwúo de chegada de p é um subconjunto frnito
de IR.
(Ver [35], p. 113.)
Nota 11.2. Para uma fimção simpla g, a mdida do seu domÍnio de defrnição pode ser oo, ma^s oo e -rc nãn
podem ser seus ualores.
(Ver [35], p. 113.)





onde A é um conjunto mensurável.
(Ver [33], p. 11.)
Definição LL.4. TJma fitnção s definida num espaço mensurável (X,M) diz-se sirnples se for M-mensurá,vel
e o conjunto de todos os serl-c valoru for frnito. Assjm, s€ CI1 , ..., dn são valorcs üstintos de uma finção simples
s ese toma,rmos A,i,: {r: s(r) - ai}, então.s: à*, XAr, 
ondeXe; é afrnçãocaracterÍsticado conjunto Ai-
(Ver [33], p. 15.)
Proposição 1I-.5. A fr;1;1ção s é M-mensurá,vel se e só se caÁa conjwtto At, i:Lt ...t n, fot M-menswável.
(Ver [33], p. 15.)
Definição LL.G. Seja M uma o-álgebra num conjunto X qualquer e p, uma mdida positiva em M.
(") O integral de Lebesgue para funções M-merwuráveis simples s em E, com respeito à medida p,,
sempre que E é um subconjunto M-mensurável de X, é defrnido por
t. s d,p,: Io, p(A;n E) ,
ÍL
i:t
com A; - {r€ X : s(r) - aa}, i : l, ..., ?1.
(b) O integral de Lebesgue para funções M-mensuráveis Í e^ E, com respeito à medida p, sempre
que E é um subconiwtto M-menswável de X, é defrnido por
rf
J,Í or: olll, J,' or'
ouseja, é o supremo dos integrais das funções M-mensuráver's simpless úaisque0< s < /.
(Ver [33], p. 19.)
NotalL.T.Sejam(X,M,t)umespaqodemedida,D€MeÍ:D--[-*,+oo] umafunção,então
Í: Í+ - Í- ooau f+ e Í- sãoasparües positivaenegativadu Í, istoé, Í+: max{/,0} e/- - -min{/'0}-
Como
f+, f- : D -+ [0, *] , então Io Í* dp e Í, Í- d,p, existem em [0, oo], mas [o f* dp' - {" f- dp. pode nãn
exr'süir em [-oo, +*].
(Ver [35], p. M7.)
Definição L1.8. Sejam (X,M,li um espa,ço de medide, D e Jvl e Í : D -+ [-*,**] uma funçãa. Se
h Í* d,pt- Io Í- d,p, exis;te em [-oo, **], üzemos que Í é Lebesgue semi-integrável em D com rc,speito a
tt, ou simptesmente p,-semi-integrável em D, e definimos
l,Í dp: LÍ+ d,p - LÍ- dp.





(Ver [35], p. 147.)
Nota I.1.g. Sejam D ç M rlrun espago de mdida (X, M, p) e f : D I [-*, *m] uma frnçãa M-rnensutável
em D. f é 1,t-integrá,vel em D se e só se um dos integrais [o Í* dp e I" Í- dt, é frnito.
(Ver [35], p. 747, 148.)
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Nota 11.10. SeiurrD e MnumespaÇodemedida(X,M,t) e f : D * [-m,+*] umafinçãoM-mensurá,vel
em D. Se f é p,-integrá,vel em D, então l/l < oo qs em D, isto é, f toma valora reais qs em D.
(Ver [35], p. 747, 148.)
Lemall.ll. Seia,m (X,M,p) um 6paqo de mdida, D € M e Í, g : D --) [0,+oo] duas firnçôes
Jvl-menswáveis em D. Se Í < g em D, então
I tor= [ gap.Jn Jn
(Ver [35], p. 135.)
Lema 11.12. Sejam (X,M, p) um 6pa,ço de md.ida, D € M e Í, g : D -+ [-m,*oo] duas funçfu
M-mensuráveis em D. Se / e g são ambas p,-semi-integráveis em D e se f 1 g em D, então
t fdp! [ sap.J"" Jo
(Ver [35], p. H9.)
Lema 11.13. Dado um espaço de medida (X,M,lr), sejam D € Jvl, Í, g : D + [-*,+m] funções
M-mensuráveis em D. Se f - g qs em D e se f é p,-semi-integrável em D, então g também é e
[ Íor- [ nap.JD JD
(Ver [35], p. M9.)
Proposição 11.14. Sejama,b e [-*,*oo] tars que o,*b exr'súe em [-m,+*] . Bntão
ma>c {a + à,0} ( ma>r {r,0} -l ma^rc {b,0} .
(Ver [35], p. 151.)
Proposição 11.15. Sejam á C IR' um conjunto Lebesgue menswável e Í, g: A --+ IR duas fr-çfu Lebesgue
Mr-menswáveisemA.Sefegsãoamba,spt-integráveisemAeseÍ(")<g(")gsemA,entãa
I rra d.r1 [ s@) dr.Je J.a
(Ver [2], p. 16.)
Teorerna LL.16. fujarrrl -la,bl"Í: [a,b] +lR umafrnçãocontÍnua,então§(/) -S(/) econsquentementef é Riemann integrável em I.
(Ver [35], p. 128.)
Teorema LL.IT. SejamI -1a,,b1"Í: [a,b] +lR hmitada. Sef éRiemannintegráveleml,entãot éLebesgue
M-merrcurável e Lebesgue p,-integrável em I e
fut@d*: Itorr.Jo Jr
(Ver [35], p. 131.)
Lema 11.18 (Lema de Fatou). Seja (X,,M,t) um espaqo de medida. Então para qualquer sucessâo
(fn: n e N[) de funções M-mensurá,veis definidas num coniunto D e Jvl, e com va]ores em [0, **], Úemos
/ uo, inr"f, d,pt < li* lof I n or.
J D n-+m n-+a J D
Em particula4 se f : r_li1;o/, existe qs em D, então
I t or( Iim i"r [ Í* dtr.
Jn n-*@ JD
(Ver [35], p. M1.)
Lema 11.19. Dada Í ,lo,b] * IR Lebesgue mensurá,velexiste F:la,b] * IR^ derjvável, talque F' - Í. Basta
tomat rn
F(") -- J. i (t) dt.
(Ver [35], p. 256.)
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12. Topologias fracas
12.1. Definições e propriedades fundamentais
Definição 11Z.L. Sejam X um espa,ço vectorial e X' o espa,ço de todos os fincionais lineata defrnidos em X -
IJm subespaço vectoriall de Xt üz-se total se
Í ("):0, V / e f à r:o'
O espa4o I também é chamado um espaço total de funcionais defrnidos em X.
(Ver [20], p. a18.)
Definição 1;Z.Z. Sejam X um espa,ço vectoriil e f um subespaço total de X'. Entã'o al-topologia de X é a
topologia obtida tomando como base todm os subconjuntos da forma
Il(p; A,r):{q, l/(p)-f (q)l (t, Íe A},
ond.e p e X, A é um subconiunto frnito de f e e > 0-
(Ver [20], p. aN.)
Lema 12.g. Seja X um espaço vectoriaL se f é um subespaço vectorial total de funcionais lineares defrnidos
em X d.e X,, então X é um espaço vectorial topológico locaLmente convexo com aT-topologia-
(Ver [20], p.  19.)
Lerna l-2.4. A topologia de um espa,ço localmente convexo X é mais forte que a Xt-topologia de X -
(Ver [20], p. azA.)
Lema t2.6. Sejam X um espaço vectorial, e 11 e 12 dois subespaqos totais de Xt- Se 11 Ç fz, entãn a
lytopologia de X é mais fraca que al2-topologia de X.
(Ver [20], p.  20.)
Lema L2.6. Sejam X um espaço vxtorial e I um subespaço total de Xt. Então a T-topologia de X é a
topologia mais fraca na qual qualquet fitncional em I é contÍnuo-
(Ver [20], p. a20.)
Teorema LZ,T. Sejam X um espa4;o vectorial e f um subespaç:o total de X'. Então os fincionaís Iineares
definidos em X que são continuos na l-topologia sãa ente os fimcionais que estão em l.
(Ver [2A], p. a21.)
Teorema l2.g. [Jm subconjunto convexo de um espa,ço vectorial topológico localmente convexo é X'-fechaÁo
se e só se é fechado.
(Ver [20], p. a22.)
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12,2. A topologia fraca o(E,Et)
Nota 12.9. Sejam E um espaço de Banach, E' o e.spaço de todos os funcionais lineares defrnidos em E e f e Et.
Daigna-se por pÍ: E - lR. a apücação dada por gÍ (r) - (Í,*). Quando f percone Et obtemo,s uma Íanflia
(çt) t.r, de aphcaçõel_ py: E --+ IR.
(Ver [6J, p. 35.)
Definição 12.10. Sejam E um er;paço de Banach e Et o seu dua/. A topología fraca o(E,E') de E é a
topologia mais fraca (isto é com menos abertos) de E que torna contÍnua,s todas a.s aplicaqfu (pf) frr,.
(Ver [6], p. 35.)
Nota L2.L1. Sejam E um espaço de Banach, E' o seu dual e (r*) C E uma qualquer sucessâo. Designamos
poÍ
(*n) - *
a convergência fraca de (a.) pffia t na topologia fraca o (E,E'). Paru evitar confinfus, pot vu6 üzemu que
(r,r) - x fracamente em o (E,Et) .
Pelo mesmo motivo, também se üz que
(*r) --- r fortemente quando lrn - rln -+ 0.
(Ver [6], p. 35.)
Proposiçáo 12.L2. Sejarn E um espaço de Ba,nach, E' o seu dual e (n*) C E uma qualquer suceasão. Entãa :
(i) ("*) ' f, em o (8, E') * (Í,**) --. (Í,"1 V Í e E';
(i,i) Se (*n) -- r fortemente, então (r,r) - r fracamente em o(E,Et);
(iii) Se (r",) - r bacamenteemo(E,Et), entãoexiste K >0 talquel**ln1K el*lr3I;1r# l**ln;
(iu) Se (*n) ^ r fracamente em o(E,E') , (/,) - f fortemente em E' (isto élÍ*- Íle, - O), então
(fn, nnl --, ("f, r).
(Ver [6], p. 35.)
Proposição L2.13. Sejam E um e.rlpaço de Bananh, E' o seu dual e @*) C E uma qualquer sucesisâo. Se
E tem ümensãa frnita, entãa a topologia frata o(E,E') u a topologia forte coincidem. Em particular, uma
sucessáo (rn) converge franamente se e só se converge fortemente.
(Ver [6], p. 36.)
Nota L2.14. Sejam E um espaço de Bananh e E' o seu duaJ. Os abertos (rupectivaruenúe os frchados) da
topologia frata o(E,E') sãn tarnbém abertos (respectivamente fuhd*) na topologia forte. Quando E tem
ümensã,o infrnita a topologia fraca o (8, E') é estútamente mais ftaca que a topologia forte, isto é, exisúem
abertw (resprctivamente felr;húot) na topologia forte que não são abertas (respectivarneate os fechúos) na
topologia frana.
(Ver [6], p. 36.)
Teorerna 12.15. SejamE umespaqodeBanacheEtoseudual Umsubconjuntoconv*oC c E éfracarnente
fechado na topolo§a baca o (8, E') se e só se é fxhado.
(Ver [6], p. 36.)
L2.3. A topologia fraca * o(Et,E)
Nota L2.16. Sej*n E um espaço de Banadt e E' o seu dual. Então podemos defrnir o dual de Et por
U" : (E')' .
(Ver [4], p. 15.)
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Definição 12.L7. Sejam E um espaço de Banach e Et o seu dual. A norma ern Et é dadapot
l.flr, : suP l(/,")l
oÇ,8
lrl<r
e a nclrrna do bidual Ett, isto é o dual de Et é dada por
l{14,, : ;âB l(€,/)l -
lÍl<l
(Ver [6], p. 39.)
Definição 12.18. Sejam E um espaço de Banach, E' o seu dual e E"o seu biduil. Chamamos iniecção
canónica à fr:;rrção J : E -- Ett defrnida como se §egue :
Pa,ra cad.a n e E frxado, definimos a apücaçfu J, : E' '- IR' por
J*(Í) i: \Í,r),
a qual é linea.r contÍnua, isto é um elemento de Ett- Assim
J (") :: J*.
AaplicaçaoJélinea,reéumaisometria(istoélJ*\e,,:lrlrparaqualquerneE).ALémdisso,Jpodenãa
ser sobrejec.tiva.
(Ver [6], p. 39.)
Nota I-2.19. Denotemos por J (E) C E't a imagem de E pela função canónica J -
(Ver [4], p. 15.)
Definição L2.ZO. Sejam E um espaço de Banach e Et o seu dual. A topologia fraca *, designaàa também
poÍ o (8, , E) de E, é a topologia mais fraca (isto é com menos abertos) de E' que torna contínuas todas as
aplicaqões (g),.r.
(Ver [6], p. 40.)
Nota tZ.Zl.. SejamE umespa,çodeBanach,E'oseudualeE" oseu bidual. ÇomoE cE",entã'oatopologia
fuacax o(Et,,E) é maisfuacaque atopologiafracao(E',8"). Por outraspalavras, atopologiafranax o(Et,E)
tem menos abertos (respectivamente fechados) que atopologia fracao(E',,E"), que pot suavez tem menas
abertos (resprctivamente fechados) que a topologia forte.
(Ver [6], p. 40.)
Nota LZ.ZZ. Sejam E um espago de Banach, E' o seu dua), Et' o seu biduil e (Í*) c Et uma qualquer sucessâo-
Designamos por
(.f*) 3 /
a convergência fraca x de (/-) para f ou topologia fraca * o (Et, E). Pam evitar conÍusões, PoÍ vezes dizemos
que 
(/,,) a f fracamente em o (E' , E) '
Pelo mesmo motivo, também se üz que
(/.,,) - f ftacamente em o (E' ', Et')
e
(Ver [6], p. 40.)
(Í*) - f for-temente quando lf* - flB, * 0.
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Proposição 12.23. Sejam E um espaço de Banach, E' , seu dual, Ett o seu bidual e (Í") C Et uma qualquer
sucessão. Entãa:
(d) (/") a f "- o(E',8) * (f*,nl 
--* (.f, r)V r Ç E;
(ii) Se (Í*) - f fortemente, entãa (/,) - f fracanente em o (E', E")
e se (f*) ---: Í franarnente em o (E' ,8"), então (Í*) a t fracaruente * em o (E' ,8).
(iii) Se (/,) A f fracamente* emo(E',8),entãoso'súe K >0talauelÍ*le, <K elÍle, <Iiminf lÍ*ln,i
(iu) Se (/,) a f fracamente* emo(E',E) e(r^) ---+ n fortemente em E (isto él*n-de -0), então(Ín,nn) --. (Í,rl,.
(Ver [6], p. 41.)
Nota L2.24. Quando E tem ümensão fr.nita, as tr& topologias (forte, frana o (E' ,8") " fraca 
* o (Et , E))
coincidem. Der;tamaneira, J ésobrejxtiva, istoé J(E): B" (umavffique dim ^E - dim Et : dim.E"').
Consquentemente o (E', E) : o (E', E").
(Ver [6], p. 41.)
Teorema 12.25 (Banach-Alaoglu-Bourbaki). O conjunto
Ba, - {Í e n' ,lÍlx,< 1}
é compacto na topologia ftaca * o (Et, E).
(Ver [6], p. 42.)
12.4. Espaços reflexivos
Definição 12.26. SejamE umespaçodeBanacheJ:E + E" ainjxçãacanónica. EntfuEdiz-sereflexivo
se J é sobrejectiva, ou seja, se
J (E): 8".
(Ver [6], p. 43.)
Nota L2.27. Quaado E é reflexivo, E e Ett identifrcam-se um com o outro.
(Ver [6], p. 43.)
Teorema 12.28. Seja E um er,paço de Banach. Entãa E é reflexiyo se e só se
Be:{reErlrlx<1}
é compacto na topologia ftaca o (8, E').
(Ver [6], p. U.)
Proposição 12.29. Se-;'am E um espaço de Banach e M c E um subespaço vxtorial. fxhado. Então M (com
a topologia induzida por E) é reflexivo.
(Ver [6], p. 45.)
Corolário 12.3O. Seja E um 6paço de Banach. Entãa E é reflexivo se e só se Et é rcflexivo.
(Ver [6], p. 45.)
Corolário L2.3L. Sejam E um espaço de Banach reflexivo e K c E um subconjunto convexo, feclndo e
ümitado. Então K é compacto na topologia fraca o (8, Et).
(Ver [6], p. 46.)
Teorema I,2.32. Sejarn E um espaço de Banach reflexivo e (**) uma sucassfu limitada em E. Então existe
unra subsucwsãa (rrr.n) convergente na topologia fraca o (8, E').
(Ver [6], p. 50.)
188
12.6. Espaços separáveis
Definição 12.33. [Im espaço nétrico E üz-se separável se exisúe um subconiwúo numeráve] D c E, que é
denso em E.
(Ver [6], p. 47.)
Proposição 12.3 4. Sejam E um espaÇo métrico separá,vel e F C E. Então F é separáveL.
(Ver [6], p. 47.)
Teorerna 12.35. Seja E um espaço de Banach tal que E' é separáveL. Então E é sepatável.
(Ver [6], p. 47.)
Corolário 12.8G. Seja E um espaeo de Banach separável. Então E é reffexivo e separável se e só se Et é
reflexivo e separável.
(Ver [6], p. 48.)
proposiç ão LZ.BT. Sejam E um espa,ço de Banach separável e (Í*) uma sucess ã,o limitada em Et . Entãa existe
uma subsucessão (Í"*) convergente na topologia fra,ca * o (E' , E).
(Ver [6], p. 50.)
L3. Os espaços LP
L3.1. Conceitos preliminares
Seja X um conjunto qualquer e seja - C X2 qualquer.
Definição 1g.1. tJma relaçãa defrnida num conjunto X é uma propriedade que é vá,lida paf,a alguns (ou todos
ou nenhutrs) pares ordenados em X x X.
(Ver [16], p. 331.)
Exernplo 13.2. - e ( sãa relações defrnida,s em lR'
(Ver [16], p. 332.)
Nota 1g.8. Se- éumarela4ãoemX, escrevemosn -y paf,ainücarque- évá,lidaparaopar(*rU).
(Ver [16], p. 332.)
Definição 13.4. - üz-se uma relação de equivalência definida em X se fot:
(a) reflexiva: fr * n,Y n, Y Ç. X;
(b) simétrica: r * Y + U - fr,Y r, Y € X;
(c) transitiva: s - U A Y - z ) a' e z,Y x, y, z e X'
(Ver [16], p. s32.)
Definição L8.5. Se r e X, chamarnos classe de equivalência de r segundo - ao conjunto
[*] - {a e X ; r - s}.
(Ver [16], p. 332.)
Nota 13.6. (a) Se r Ç. X, então r e [r].
(b) Se n, U e X, entã,o l"l " ld 
são rguais ou disjuntos. Então a cla,sse de equivalência segtndo - fotma uma
prÀiçao de X (isto é, uma colecção de coniwúos üsjurúos cuia wtiãa é X)'
(Ver [t6], p. 332.)
L3.2 Notações impoúantes 189
13.2. Notações importantes
Definição 13.7. SeTa 1 1p< oo. Designarnos por q o expoente conjungado dep, istoé,verifrcaarelação
* + * -L. Destamaneira,sêp-l entãa{:oo erxiprocamente.pq
(Ver [6], p. 56.)
Nota 13.8. (i) Se "f , Q C IR- ,lR, denotamu o espaço Lp por I? (n,lR), se I <p ( oo.(ii) Se "f = í) C IR* -- IR', denotamos o espaço I? por I? ({t,lRr), se | < p( m.(iii) Sel <p ( N, oespaçodualdeLP (O,nR) éLs(Q,lR) (analogamenteoespaçodualdelP(çt,R-) é
L, (dt,R")).
(Ver [17], p. 17.)
13.3. O espaço Lt
Aqü varrros fazer a construção do espaço ,1 (O,lR,,)
Definição 13.9. Seja CI um subconjunto aberto de IR.*. Chamamos ^C (CI, R') -C' (CI, R*) aa co4junto dasfrtnçõe,s corn rrafores efit Rn, mensuráveis e inúegrávreis efit CI, ou conjunto das funções
Lebesgu*integráveis. Isto é,
f(Q,lR'):C'(CI,IR'): {/,CI--lR' : f émensurávele I VOI dr<oo].Jí,'" t
(Ver [16], p. 98.)
Nota 13.10. Se nã,o exigirmos (b) nadefrnição9.l(istoé,se E éumespaqovwtorialese afrnçãol-1 , E +lR
veúfrca as seguintu propridades :
(z) l"l )0,Vr€E;
(ir;) lÀrl - lÀl lrl,V r€8, VÀe K (comK:lR ouK-A) (homogeneidade);(tit) lr +yl í l"l + lyl, V n, U e E (desigualdade triangular).),
entãa l-l üz-se uma serrtinorma.
(Ver [16], p. 91.)
Definição L3.L1. Chamamos semirrorirrta no espaço Ll(Q, R") à função p : Lt (O, R') ---+ IR defrnida por
p(Í): I voll d*.
Jn
(Ver [16], p. 91.)
Nota 13.L2. Em geral, p nã,o é uma norma em LL (O, R').
(Ver [16], p. 91.)
Definição 13.13, Escrevemos.f - g se Í (r): g(a), pqtodo r€ O. Istoé,se
I N e M, comN c Q, /r(N) : 0 : Í (") - g(n),Y r€ -^trc.
(Ver [16], p. 103.)
Definição 13.14. Chamaruw Lr (CI, R') ao conjutto de toda.sas cJasses de equivalência de frlrrçfu pertencentes
a LL (Q,lR'), definidas pela relaçãa de quivalência - (ver defrniçãD 13.4). Por outra.s palawa,s, trt (fr,JR-) é o
co4iunto das classes de equivalência de frtnções integráveis em Q.
(Ver [16], p. 103.)
Definição 13.15. A norrna emLr (CI,R") é a ft;irrçãn definida por
r
l.flr,'(o,m- ) : JnlÍ @)l d*,
pila qualquer Í ç Lt (O, R").
(Ver [16], p. 103.)
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L3.4. O espaço LP (1 < p < m)
Façamos agora a construçâo do espaço ,e (CI,1R').
Definição 1-3.L6. Se7aCI untconjuntoaberto delR*. Esejap€R, coml (p(oo. ChamamosLp (íl,R')
ao conjunüo das funçôes com valores em IR', mensuráveis e p-integráveis em {1. Isto é,
Lo (e,lR,) : {/, O--* IR, : f é menswável , l*l/(*) lo 
d*< oo}.
(Ver [16], p. 98.)
Definição 13.17. Chamamosserninornta no espaço Lp (CI,R,,) àfunçãnq: Lp (Q,R') -*lR. defrnidapor
q(Í): (l,tÍ @)r o.)
(Ver [16], p. 99.)
Nota 13.18. A frmçãa e, en geral, não é uma norma em 4r (CI,1R")-
(Ver [t6], p. 103.)
Definição 18.19. Chamamos I-P (l), R*) ao conjunto de todas as c/asses de equivalência de funções pertencentes
a Le (tt,,lR,), definidas pela relação de equivalência - (ver defrnição 13.4). Por outras palavras, I] (Q,lR.") é o
conjunto das classes de equivalência de funções p-integráveis em CI.
(Ver [16], p. 103.)
Deftnição 13.20. Srjrp € IR, com I <p ( oo. Então, alnorÍÍta ernLp (CI,R') é afinçãodefrnidapot
l/lr,(n,o^, : (Í l/ (r) Y o*)r ,
paraqualquer Í e U (Q,R').
(Ver [16], p. 103.)
T'leorernal3.zL (DesigualdadedeHôlder). Sejam ÍeI? (CI,R') egetrq(O,lR.')comL<p (oo. Entã.o
Ís e Lt (çt'lR*) " 
I tras l/lr,1n,o.y lelrnln,o-; .J
13.5. O espaço -L*
Finalmente, vamos construir o espaço -[,"" (CI,IR''n).
Definição L1.ZZ. Seja Sl um conjunto aberto de IR-. Chamamos L* (í1, R") ao co4iunto de todas as
funções rnensuráveis defrnidas quase serlr.pÍe ern l) e tal que existe urna constante lt, > 0 e um
conjunto E cQ (ambos dependentes de f), com p(E):0t verifr.cando a propriedade:
l/(")l<k,vseCI\E.
Isto é,
4* (fl,lR') : {/ : O -* IR' : Í é mernurável ea k > O tat que lÍ (')l < k, PQtr e O}'
(Ver [16], p. 103.)
13.6 Convergência nos espaços I? (L <p<oo) I.9I.
Definição 13.23. Charnamos seminonrta no espaço L* (CI,R') à filrr,çãa Noo : .Co"(CI,IR") - IR defiru'dapor
N"" (/) - inf {"r l/(")l < c qs em CI}.
(Ver [L6], p. 99.)
Nota 13.24. A finçãa Àtroo, em geruJ, não é uma norma em,C"" (Q,lR').
(Ver [16], p. 103.)
Deftnição 13.25. Chamamos .0"" (CI,IR") a,o conjunto de todas as cla^sses de quivalência de finçfus
pertencenúes a f* (O,lR'), defirudas pela rclaçã,o de quivalência - (ver defrnição 13.4). Por ouúras palavra,s,
I* (CI,R,,) é o conjunüo das classes de equiraalência de funçõe-s Iimiúadas q.s. em O. Desta maneira,
,- (O,lR') : {/, CI -+ IR.' : Í é mensurável e) c> 0 úaI que lÍ(")l í c, esem O}.
(Ver [16], p. 103 e [6], p. 56.)
Definição L3.26. Defrnimos a laorlarta no espaço da seguinte forma :
l/11-1n,m-) : Noo (/) : inf {c , lf @)l < c qs em íl} .
(Ver [6], p. 56.)
Nota L3.27. Seja Q um subconjunto nã.*vazio, abeúo e limitado de IR*. Então, o conjunto de toda.s as firnçôes
contÍnuas em 0 é um subespaço frchado de L* (Sl,lR'), e
lÍl,-(o) : TS l/ (')1,
paraqualquer f çC (O,re').
(Ver [16], p. 91.)
Proposição 13.28. Se Í €. L* (0,R"), então
l/ (r)l í l/lr-(r,,R^) qs em í1.
(Ver [6], p. 56.)
13.6. Convergência nos espaços I? (1 S p < m)
Teorema 13.29. Sejaml <p ( oo, Q c IR* aberto, (f,") uma sucessão em LP (Q,R') e Í e IP(Q,lR') úais
que
(tr* -/lro(r,o.l) -- o.
Então existe uma subsucessão (Í,*.) tal que
(i) (Í,"- (")) --* Í (") qs em Q,
(ii) 1f,". (")l < h(") qs em í1, V k € N, com h e LP (CI,R').
(Ver [6], p. 58.)
(/r) c IP (Q,,lR*) converge fracamente em IP (Q,R'), " denota-se 
por (/r) ^ Í em If (Q,lR'), se
I nals@) d.r - [ tols@) dn,Ja Ja
para qualquer g € Lq (0, R'), quando lc :1,..., @.
(Ver [17], p. 17.)
tal que
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Definição 13.31. Sejap: Nr seTaí) C IR* umconjwtoaber-to. Dizemosqueumasucessâo (/n) c ,"" (Q,lR.')
converge fracamente * em L* (0,R"), e denota-se poÍ (/o) a f em r"" (Q,lR'), se
I ro@)s(r) ds-- [ t os@) d,r,Ja Jçt
pila qualquer g e Lr (CI, R") , quando k : l, ..., N.
(Ver [17], p. 18.)
Teorema 13.32. Seja CI C IRm um coniunto aberto.
(a)SeP:Lese
(/,) - Í e* r'(CI,R') ,
entãa 
f r(>orl/.l1r1o,R-) <K.
(b) Seial <p ( oo.
(i) Seia
(/") - f em Lo (çl,R') ,
entã,o
1K>0tl/"1;n(o,R^)<K.
(ii) Rwiprocamente, se lf*1r,,(r,,R*) 1 K, então existe Í e I (CI, R*) e uma subsucessão (Í*i) a" (Í")
(Í",) - .f em L' (çl,lR') ,
comn,j € N.
(c) Seia P: oo
(i) Seja
(/*) 5 Í em tr* (f}, R') ,
então
1 K >0, l-f*11-(a,R*) < K.
(ii) Reciprocamente, selÍnl1*(a,*-) 1K, entãa ext'süe f e L* (O,R') e uma subsucessâo (f*i) de
(f.) tal que
(Í*,15 / em ,* (CI, R') ,
com n, j e N.
(Ver [17], p. 18.)
Lema L3.33. Seja f) C IRno um conjunto abetto e limitado. Entã,o
(a) SeiaP:L,
(/,) - Í em ^Ll (rl,IR')
sse
(i) lÍ*\r,,(o,R-) < K;
(ii) #;5 [rV*(") - /(")] dr - 0, V cubo D c §];
(iii)"(f;j éequi-integrável,istoé,ptraqualquere)0,exfsúeÀ:À(")>0,talgueseEéunconiwúo
mensurá',vel de f) com p,(E) < À (t), entã,o [rlf " @)l dt 1 e, pata 




(r) l/*l;n(o,R-) < K;
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(c) Seiap : 6q,
(/,) : Í e* r* (Q,lR*)
sse
(i) lÍ*l..-(o,R.) < K;
(ii) ,li* [oIÍ*(") - Í @)l dn :0, V cubo D c ft.
(Ver [17], p. 19.)
L3.7. Çornpacidade fraca ern .Ll
Definição 13.34. Uma sucessâo (*x), de fi;ynções rp : la,b] --* IR* comla,à] c IR, üz-se equitimitadase existe
N>0 talque l"r(t)l (N, püaqualquerte [a,b]eparaqualquerlce N.
(Ver [9], p. 309.)
Definição 13.35. Uma sucessáo (**), de funções rp : la,b] * lRn com [a,á] c IR, diz-se equicontínua se
dado e > 0 exrlsúe ô - ô(e) > 0 úal que, quaisquer que sejamt', t't e. lo,bl tais quelt'-t"l 1õ temos
l*x(t') - rk(t")l < €, pa,ra qualquer /c e NI.
(Ver [9], p. 309.)
Teorema 13.36 (Teorema de Ascoli-Arzelà). Seta ("r) uma sucasãa, de Íunçfu rp : la,ô] - IR' com
[a,b] c IR., equtümitada e quicontÍnua. Entã,o existem uma subsucessáo (rr") de (r;,) e uma função contínua
r: la,bJ -r IR* tais que (rr,) + n wúformemente emla,b) quando s -+ *oo.
(Ver [9], p. 309.)
Definição 1 3.37, Uma famÍlia {/, (-) } e L' ([", b] , R") üz-se sequencia hnente fracantente relativarr.ente
compacta em L'(lo,b] ,R*), se qualquer sucess* (hn(.)) de elementos de {/r(-)} tem uma subsucessâo
fracamente convergente em L' (lo,bl , R*) (pu, am elemento h e L' ([o,b] ,R'), o qual nã,o tem di esúar
em {h(.)}).
(Ver [9], p. 326.)
Definição 13.38. Uma fanflia {/, (.)} e Lr ([", b] , R') ür-se eguiabsolutamente integrável em [a, b] se
dadoe)0,exisúealgtmô-ô(u)>0talque[ellr(ú)ldt<e,paÍaqualquerh(.)pertencenteàfasú]iaepara
qualquer subconjunto mensurável E de la,b), com p(E) < 6.
(Ver [9], p. 327.)
Proposição L3.39. Ás seguinúes afrrmações são quivalentes :
(^) Uma familia {/r(.)} € L'(Ío,à] ,R') é sequencialmente fracarrrente relativa,mente compacta em
L'(lo,ô] ,R').
(b) Uma famflia {h(.)} e .tl ([a,b] ,R') é quiabsolutamente iategrável emlo,b).
(c) Existem uma constante M e uma fi;.ir.ção 0 :10,+*) ---+ IR. limitad.a inÍeúormente (que se pode supor de






para qualquer frnção à e {tz (.)}.
(Ver [9J, p. 329.)
á (l/à (ú)l) dt < M
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Definição 13.40. Sejala,b] cR nã*vazio,ê Í, fx:Ía,b] -R*, k€N[duasfunçôes. Dizemosquea sucessao
(fp) converge em rnedida em fa,b) para f se
m p* ({r € [o, á] ' lÍ' (") - Í (")l à ']) - 0,
onde p" é a mdida exterior de Lebesgue.
(Ver , p. .)
Teorerna 13.4L. Seja (f*) umâ sucess ãa fracamente convergente pata Í "* L' (lo,á] , R'). Entã,o 
(fn) conuetge
fortemente pa,ra f se e só se (fn) converye em medida para Í em qualquer coniunto mensurá,vel com mdida
frnita.
(Ver [20], p. 295.)
Teorema LB.4Z. SejaG c IR.à, h) L, um conjunto mensurá,veL suponàamos que, paf,aqua,se todol e G, o
conjuntoá(ú) clR, éfechado,e, pa;racad.ar € A(I), os conjwúos8(Í,") c IR* sâo f*hadoseconvexoüe
verifrcam a propriedade :
Q (l,T) : r!0"Í 1r,,y.1qr,r;* ouQ 
(t,*) .
Sejam€, (n :G +lR.* e n, nk:G - IR" funções menswáveis pataca.d.a k e NI, com(, trÇ L' (G,R-),
("r (t)) c Á(t), (€r (t)) c Q(t,q,(t)) qs em G,Y /c e NI,
onde ((*) - € em LL (G,lR-) " ("r (t)) *_ioo r(t) 
em medida em G. Entãa
u (t) e A(t), € (t) e Q Q,r (t)) qs em G.
(Ver [9], p. 3a0.)
14. Outros resultados de sci
proposição 14.L. Sejam E um espaço vectorial rcaJ topológico localmente convexo e f : E * [-oo, *oo] uma
frmção convexa. Então f é sci na topologia forte de E se e só se é sci na topologia frana de E-
(ver [t8].)
Proposição L4.2. Consideremos o integtal À : [0, T) - (-*, *oo] dado por
Í.À 
(r (t) , { (t)) :- L (t, r (ú) , { (t)) dt
onde :
(i,) G c Rh, h> l, um coniunto limitado;
(ii) L: IR.â x IR, x IR' ---+ [-*, *m] é uma frnçã,o que verifrca o seguinte :
(ii) para qualquer a ) 0 exiàte um conjurto compacto K C G til que lt (G\Ií) 1 e e -L ll<*R-+- é
Borel-mensurá,vel;
(ii2) para qua.se todoi e G, a função (r,r) ,-- L (Í,s,u) toma valores em (-m, *oo] e é sci em IR''n+';
(i,i.s) pa,ra quase todol e G, o conjunto
Á (i) ': {F € lR' : L (l,s,r) * +*} * o;
(iia) paraquasetodoÍe G epa,raqualqueríÇA(i)," ttnçãoar. L (I,s,u) éconvexa-
Consideremos o conjunto
8 (1,5) :- {u e IR' : L (T,s,r) * +*} ,
parucada (I,r) e G x IR*.
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Consideremostarnbémasfil:r,çõesmerswáveis (, (r : G - ]Rt e fr, frk: G n R', k € N, verifrcandoo
seguinte :
(r) €, €o e L'(G,lR');
(a) ((o) - { em L'(G,lR') quando k - *oo;
(r) (** (t)) o:." r (t) em medida em G;
(d) ("o (t)) c A(t), ((r (t)) c I (t,"x(t)) qs em G,V k e N;




L(t,rp (t) , €r $» dt.
r(t) e A(t), € (t) e Q(t,r(t))
(Ver [9], p. 342,350, 352.)
15. Os espaços de Sobolev
15.1. O espaço Wr,P (1 < p < m)
Definição 15.L. (a) Seja í) c IR* aberto, s € N, L íp ( m. Enttu
W"'P - {u : u € L' (Q,lR),Vou Ç Lp (CI,R),ot : l, 2, ..., s},
ondeYou rcpresenta a matriz das derivada,s de ordem a,, no sentido das disúribulçôes, da tunção u.





Ç ü(/,R*) :1 s €re (1,1R') tal que Í,u r' - l,s e,V I e C?(r,R")},
lul*',o ,se1(p(oo,
lrl*',* ,?ff" {lvoul,,*} ' se P: x'
(r) Wfo (CI, R) é o fwho de Cf; (CI, R) em W"'P (CI, R).
(d) lry-",o (CI, R) é o dual de W['e (CI, R), com f, * * - t.
(Ver [17], p. 25.)
Nota t5.2. (i) Se t^t : Sl C IR* * R', repruentamos o espaÇo de Sobolev porW",p (Q,R").
(ii)W",n (O,R) éumespaço deBanach,separávelsel (p<oo ereflexivoseL <p< oo.
(i,ii) SeL < p ( oo, a.s funções C* ([l,R) são densa.s emW",P (Q,R), relativamente à noÍma der;te 6paço.
(Ver [17], p. 25.)
Nota 15.3. Se Sl é ümitado, entã,o Wr,q (CI, R") é o espaço da,s funçõu üpschitzianas.
(Ver [17], p. 25.)
Definição 15.4. Sejam 0 c IR- ep i í) -- IR'uma furryão. Então osuporúedafunçãa f êdefrnidopelo
conjrnto
suppç:{t €O: p@+0}.
(Ver [6], p. 68.)
Proposição 15.6. Seja I c lR. O espaço de Sobolev Wr,P (/, R,.) é defrnido por
onde C? Q,R') é o conjwto das fimções de c/asse C* defrnidas em I com valore em JR', com suporte
companto.
(Ver [6], p. 120.)
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Nota 15.6. IVa proposiçãa 75.5, a finçãa g üz-se a derivada no sentido das üstribúções (ou bana) de u. Além
disso, g é única.
(Ver [6], p. 120.)
15.2. Cornpacidade nos espaços de Sobolev
Teorema 1.5.7. Seja I : (a,b) C R. Existe uma constarúe c (que depende apena^s de p,(I) < oo) tal que
lzl;""17,p. ) S " l,lw,,r(r,o-y, V u eWr'P(/,R*), V 
1 ( P í oo,
por outras palavras W7,P (f, R') C L* (f, R-) com injxção contÍnua para qualquer L < p ( oo. Além ú'^sso,
quandol éümitado:
(i) ainjecçãDW|,p (/,R') cC(7,R") é compactaparal<p (m;
(ii) a injecçãoWr,r (1,R,o) c Ls (1,R') é compacta paral < q ( oo.
(Ver [6], p. 129.)
Nota 15.8. A injeção compacta pode ser compreenüda da seguinte maneira. Seja (u*) -) lL emWL'P (/,R*).
(i) SeL<plTrL,então
(un)-*uemLq(1,R") , L<q< 
mP 
.m-p
(ii) Se F: rrl, então
(uà --- u em Lo (1,R") , L < q ( oo.
(iii) Se p ) Tn, então
(r,,) -- u em L* (I,R') .
(Ver [17], p. 26.)
Nota L5.g. SejaI umintervalolimitaào(o,,b) clR.. Se7a1 1p< oo. Ásucessâo (u*) cWt'p (/,R') convetge
fracamente para a fi;r,ção u Ç Wr'P (/, R,,) (("") --- u) se e só se
(i) (1,*"(t),,h(ú)) dú) **i"" l,wu),,he)) dt,y 
th e Lp' (I,R') ,
(i,i) (|,*r(t),,b(ú)) dú) **i"" Lr,'(t),,hg)) 
at,y ,h e Lp' (I,R') -
1-6. Continuidade em IR
Definição 16.L. Dizemos que üm ponto a é aderente a um coniunto X C IR se a for limite de uma suces.são
de pontos (r*) e X.
(Ver [25], p. 133.)
Definição 16.2. Seja X c lR. (Jma função Í , X -- IR é contínua se for contÍnua em todos os pontas de X-
(Ver [25], p. 17a.)
Definição 16.8. Seja X c IR. Dizemos que uma frlrrção Í , X --+ IR possui um ponto de descontinuidade
d.e primeira esp eiie a € X se f é descontÍnua no ponto a e, além disso, exisúem os limites lateruis,$*/ (")
u *y_Í (r). (Caso a seia 
ponto de anumulaçãa de X somente de um lado, exigimos apena-s que o limite lateral
coffespondente exist a. )
(Ver [25], p. L81.)
Teorerna 16.4. Sejam X c IR e f : X -* IR uma Ít;rrrção cuja.s descontinuidades são toda,s de púmeira espkie.
Então o coryunto dos pontos de descontinuidade de f é numetável-
(Ver [25], p. 182.)
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Proposição L6.5. Sejam X C IR e f : X -+ IR uma fi:lrrçãa contÍnua. Para que Í se estenda continuamente a
umafrnçãaP:X -+lR éner,er;sárioesufrcientequeexistalglf (n) paraqualquerae Xt,ondeX coconjwúo
dos ponüos aderenúes e Xt é o conjunto dos pontos de anumutaçãa.
(Ver [25], p. 197.)
Teorema 16.6 (Teorerna do valor rnédio). Seja f : la,b) --+ lR uma fr;rrçãa contÍnua. S" "f é defivável em(o,b), existe c e (a,b), tal que
f'(")-t(u)-Í(a)b-a
Um enunciaào quivalente seria: Seja Í ,lo,a+ hl + IR uma finção contÍnua, derivável em (a,a,* h). Existe
t, com 0 < ú 11, tal que
Í (" + h) : Í (") + f' (o + th) . h.
(Ver [25], p. 213.)
Proposição 16.7. Sejam / c R. aberto e f :7 ---+ IR uma função derivável em I. Se existe /c e lR tal que
lÍ'@)l < k, V r Ç I,
entãa
l/(") - Í (y)l < kl" - al,Y n, y Ç I.
(Ver [25], p. 2H.)
Teorema 16.8. Seia f uma frnçãa defrnida num intervalo I e suponha-se gue f é estfitanrcnte monótona e
contÍnua (em I). Então a fi;rr,ção inversa Í-', é tarnbém contínua ("* I).
(Ver [8], p. 318-)
17. Continuidade ern IR.?z
Proposição 17.1. Qualquer finção contÍnua f , K - IR', defrnida num compacto K C R-, é limitada eatingeosseusertrcmos(istoé,existemnt,nzÇKtaisqueÍ("r) < Í(")<Í("2)ptraqualquerneK).
(Ver [26], p. 44.)
Definição L7.2, Uma função real f : U --+ lR, defiruda no aberto tl c IR*, diz-se de classe CL quando
exr'súem, emcad.aponto r e (J, as derivadas parci";t 3*(r) ,..., #@l e asn frrrções 3{; r(J --+ IR,assim
definidas, são contÍnuas. Müs geralmente, diremas que uma função Í : (J ---+ IR é de classe Ck quando ela
possuir derivada^s parciais em todos os ponüos de U e as frnçnt #, ..., *j;, : (I --+ IR. forem de cla^sse Ck-r.
Aqui,k éuminteiro)0. Paracompletaradefrniçãoindutiva, diremos querrriafunção Í rU +lRéde classe
Ü quando ela for contÍnua. flsaremos a notação Í e Ck. Escreveremos tarrrbém Í € C*, e diremos que f é
de classe C*,qua.ndo f ÇCk ptraqualquer k > 0. EvidentementeCo )CL 1... ) Ck t... f C*, sendo
todas esúas inclusôes esúriúa.s.
(Wr [26], p. 131, 132.)
Proposição 17.3. AsomaÍ+g,oprod.utoÍ.g eoquociente { (seg(n) l0paratodososponúos nodomÍnio
ae il de fuuações Í, g iU + IR, definida^s no aberto U C IR', de classe Ck, sãa ainda f,;rrrçfu de classe Ck.
(Ver [26], p. 133.)
Nota L7.4. Qua,ndo Í ,U -* IR, defrnida no aberto U C IR', é üferenciá,vel em qualquer ponto de[), obtemos
umaaplicaça,oVÍ:IJ ---+ (R'). - f,(lR';lR), que a,ssocia acadaponton e IJ ofuncionatVÍ(t), cujamatrizé
(#('),., #o')
A apücaqão V Í é contÍnua se, e somente se, cada uma das suas fitnções coordenadas
isto é, se, e somente se, Í é de cla,sse Cr .
(Ver [26], p. 135.)
3*,(J + IR éconúúrua,
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1-8. E\rnções absolutamente contínuas
Definição 18.L. [Jma frnçã,o r(t), a 1t 1b, üz-se AC ou absolutarnente contínua se, dado e ] 0, existe
algum ô : ô(r,r) > 0 üaI que, paxa todos os intervalos frnitos não sobreposúos (ot,0), i: L,..., N, ernla,bl,
NN
com ! (ot - frt) <ô, üemos I l"(o,) - r(fr)l { e. Isto é,
i:L i:l
NN
v e ) 0, r ô ) 0 : I(o, - 0)í ô+ Il"(o,) - r(fr)l S ",i:1 i:l
sempre que (a1,,0t),..., (on, Bfi são subintervaJos disjuntos de [o,b]. Intuitivamente: a variaÇã,o total em n
tende para zeÍo quando a vailação total emt tende pala zero.
(Ver [7], p. 81.)
Teorema 18.2. (Jma funçã,o Í , lo,b] * IR. é absolutamente contínua em la,b] se e só se satisfaz as segtuhúes
conüçfus :
(") Í' exisúe qs em [r, ô] .
(b) f'e Lebesgue menswá,vel e Lebesgue integrá.vel (isto é, 1.t7-integrá,vel).
@ t: Í' dpr. : Í (*) - / (") para cada u e la,bl'
(Ver [35], p. 231.)
Nota 18.g. Qualquer finção u € AC ((", b) , R') é wtiformente contínua em (o, b); então podemos sempre
estend*la, como uma função contÍnüa, aD fecho de (arb)-
(Ver [7], p. 83.)
Teorema 18.4, Tem-se
AC ((a,b) , R*) : WLl((o, b) , R') -
Mais precisamente, qualquer u ç AC ((", b) , R") tem derivada clá,ssica qs [u'), a qual pertence a Lr ((a,Ô) , R"),
e, vista como um elemento de L' ((o,b) , R'), [u') e a derivada fraca de u. Reciprocamente, qualquer u e
Wt,r ((", b) , Rr), é a menos duma alteração de u num conjunto de mdida nula, uma fi::açã,o AC. FinaTmente,
u € AC ((",U),R*) se e srí se u é üferenciáveI gs no sentido clássico, lu') pertence a LL ((a,b),R') e vale o
teorema fund.amentel do cá,lculo, isto é,V r, Y € (o, b) tem -se
1,.
u(r) - u(a) - fu'(t))dt.
podemos, portarúo, üzer que as fr*çfu" deWr,p ((",b) ,R") sãa a,s primitivas de fr;ur,ções de U ((",b) ,R").
(Wr [7], p. u.)
Corolário 18.5. Qualquer fi^çuo lipschitziana u € (r, b) tem derivada clássica lu'l q" em (a,b) e derivada
üstúbucionalut, 
"- 
u*bu as derivadas sãa iguais, vista.s como fi;ur,çõex, em L* ((",b),R"). Em paúicula4 u
pertence a todos as espaços de Sobolev Wr'P ((", b) , R")-
(Ver [7], p. 88.)
Nota L8.6. Qualquer fr:rrrção lipschitziatta é AC-
(Ver [7], p. 88.)
Proposição 18.7. Se g € L' ((o,b) , R,") e se, pa,ra t Ç (a,b),
rÍ I,- s 
(t) dt,
então f é absolutamente contínua,, [/'(")] - g (r) qs em (o, b)'
(Ver [7], p. 97,98.)
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Proposição 18.8. Sejam X um espaço vectorial aormado e A c IR um interyalo fxhado. Se as firnçôes
,n (') : Â ---+ X,i:t,2,sãoabsolutamentecontínuaseci e IR, enúâo afinçãocrnr(.)+"r"2(.) éabsotutaraente
continua.
(Ver [3J, p. 128.)
Proposição L8.9. SEaA umintervalofechado delR. [Jmafinçãaz(.) rÂ--. IR'é integrá,velseesó*1"(.)l
é integrável Nesse ca.so, temos
lr (t)l dt
(Ver [3], p. 129.)
Proposição 18.1O, Se s (-) e uma função AC, crescente defrnida em [o,b], com s (o) : c, s (b) : d, então a
funçãoinvetsat-t(Ú) :r deú:s(r) exrsúe, écontÍnuaeACemlc,d] seesóser'(r) >0gs em[a,bl.
(Ver [9], p. ahS.)
Proposição 18.L1. Se u é monótona em la,b) e se u é absolutamente contínua em lc, dl então,.t o?) tem derivú.a
frnita quase sempre em la,b) e verifrca-se a regra da cadeia
(u o u)' (t) - u' (u (t)) u' (t) qs em Io,b) .
(Ver [34], p. 517.)
Proposição 18.L2. Sejama:[a,,b] *lR.eu:lc,dl --+lR fr;ur,çor.rabsolutamentecontÍnuas. Seu émonótonae
se u ([a, bl) c [c, d] entãa u o't) : la,bl --+ IR é uma fi;ur,çãa absolutamente contÍnua.
(Ver [19], p. a62.)
Lema 18.13 (Desigualdade de Gronwall). Se7'am Í , lo,ô] * IR " g : [a, b] --' IR* dua.s finçfus contínua.s.Seia y: [4, b] -+ IR. uma fiinção contínua que satisfaz a inquação üferencial, para qualquer t e la,b) :
ll^" 
(t) dt
y (t) </ (ú) + l,' n(s) 3r (s) ds.
Então, püa qualquer t e la,b) tem-se :
s (ú) < / (r) + l.' t(r) 
g (r) eli stu) du d,s.
Em paúicuJa4 se / (ú) : k, é constarúe, então
Y (t) < k t[!s(") d''
(Ver [22], p. 108.)
Lema 18.14. Seja 9 : la,b) --+ R ÁC, seja {; : 9([a,b)) [-*,+*] uma ftnçãa mensurável, e seja
S c ç([",b]) um coniwto mernurá,vel, úar's que a finçãa ú(ç(-))g'(-)Xs(ç(.)) é mensurável. Então os
intesrais 
;{o) ,h (t) xs (t) dt (18.1)
J ç@)
[' ,f(e (r)) ç' (r) xs (ç Q\ d,r : f ,h @ ?)) ç' (r) xç-, çs1 k) d,r (18.2)Ja Jo
existem e sãa iguais desde que se tenha :
ou (a),bO e I* (S);
=l^
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ou (b) ú(-) e ,t (S) * ú(p(')) tem varia4ão limita'da, com
,1, @) xs @) do;tü t:,a
ou (c) o integral (18.2) existe;
ou (d) gO é monótona e o integral (18.1) existe
(isto é, ,h- (.), ou ú+ (.) esúá em LL(S); " 
se rl,sso acontxe para S : I (E), com E c fa,bl mensurável,
entã,o podemos escrever (18.1)-(18.2) como
l,*,{)(t) 
dt - Lú@(,))e'() d,r).
Em particular, (c) implica que, para qualquer finção {t : IR ---, [-*, **], qualquer função AC
p: la,,b] --+ IR e qualquer d(') € Lr (a,b),
,b@(-)),p'(-) < d(') q' + 1 t:rh@("))ç'(r) d,r - f;[:]{Q) dt;
p(o) : e@) e rh@('))ç' (') < d(') q' + I!rt,te(r))ç'(r) d,r -0.
(Ver [28], p. 4.)
19. Análise convexa
L9.1. Conjuntos afins
Definição 19.1. Se r e g sãoponüos üfercntes em IR-, o coniunto dos pontas da forma
(1 - À) r * Ày : n*À(y- r), À e IR,
é chamado a recta passando Por fr e A-
(Ver [30], p. 3.)
Definição 1g.2. Se u e y são pontos diferentu em IR.', o conjunto dos pontos da forma
(1 - À) r * ÀY : n *À(s -rD), 0 < À < 1,
é chamado o segrnento de recta passando Po'r fr e y'
(Ver [30], p. 10.)
Definição 19.3. (Im subconiunto M de IR* é chamado conjunto afrm se
(1 - À) r* Ày € M,Vr,a e M, VÀ e R.
(Ver [30], p. 3.)
Definição 1g.4. paraM clR'eb€lR.', oresultadodatranslaçãodeM porbéoconjunto
M+b-{n*b:uÇM}-
(Ver [30], p. 4.)
Nota Lg.5. O resultado de uma translaçãa de am conjunto a,frm é outto conjwúo afrm-
(Ver [30], p. 4.)
lg.2 Conjunt(B corrvexos e cones 201
Definição 19.6. Um subconjwtto afrm em IR', de ümensão (n - 1), é chamado hiperplano.
(Ver [30], p. 4.)
Definição L9.7. Os conjuntos afrns de dimensão 0, 1 e 2 são chama.d.os pontos, rectas e planos,
re.spelc,tivanente.
(Ver [30], p. 4.)
Nota 19.8. Os hiperplanos e ouúros conjuntos afrns podem ser representados por qua4fu lineares, ou seja,
equaqões envolvendo fil:ações üneares.
(Ver [30], p. 4.)
Teorema 19.9. Daàos É e R e b + 0 € IR.*, o conjunto
H-{r:relR.'e(r,b) :fr}
é um hiperylano em IR', com dimensão (" - L). Chama-se a b a normal aa hiperplano H.
(Ver [30J, p. 5.)
Definição 19.10. Dado qualquer C C IR', existe um único conjwtto a.frm minimrl (o mais pequeno conjunto
ú*) contendo C (C é a intersecção de uma colxção de conjuntas afrns M tais que M ) C). Este conjunto é
chamado invóIucro afrm de S e é denotado por o,Í Í C.
(Ver [30], p. 6.)
L9.2. Conjunt(N convexos e cones
Definição 19.11. Um subconjuntoC de IR' dlz-se convexo se
(1 - À) r * \g ÇC, quando r,y € C e0 < À < 1.
(Ver [30], p. 10.)
Nota L9.12. Todos os conjuntos a,fr.ns sáo convexos. O contrá.rio já, não é verdade. Isto porque os conjunúos
convexassãorelativosasegmentosderectaentredoispontosecom0<À(l,eosconjwtüosafinssãorclativos
a rrcta,s passando por dois pontos e com À e R. Em suma, os conjunüos convexos são mais geruis gue as
conjurúos afrns, na medida em que apenas têm de conter, ao longo de quaisquer ponúos fr e y üstintos, uma
certa porção do segmento de recta entre fr e A.
(Ver [30], p. 10.)
Exemplo 19.L3. Os elipsóides (em IR3) sâo conjuntos convexx, nffi não sã.o conjuntos a,frns (achatados).
(Ver [30], p. 10.)
Exemplo L9.L4. 0 e IR" são conjurtúos afins e conjwtos convexos.
(Ver [30], p. 10.)
Definição 19.15. Para quaisquer b+0 € IRn e Ê € IR, os conjuntos
{r:r €lR" e (*,b> <fr}, {*;* €lR'e (*,b)>P}
são chamados semi-esp a.ços fechados-
(Ver [30], p. 10.)
Definição L9.L6. Para quaisquer b +0 € IR' e P Ç R, G conjunúos
{r:r €1R." (r,bl <p}, {r:r €lR'e (r,b»> pl
sfu chamados semi-espaços abertos.
(Ver [30], p. 10.)
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Nota 19.L7. Os semi-espaçu sã,o nãuvazios e convexos.
(Ver [30], p. 10.)
Teorema 19.1-8. A intersecção de uma colecção arbitrária de conjuntas convexas é convexa.
(Ver [30], p. 10.)
Definição L9.19. (Im conjunto que pode ser erq?resso como a intercecçãa de um número frnito de semi-espaços
fechados de IR* é chamado um coniunto convexo poliedral-
(Ver [30], p. 11.)
Nota 19.20. Os conjuntos convexos potiedrais, efr geral, comportam-se melhor que as outros, devido â sua
falta de atrvatwa.
(Ver [30], p. 11.)
Definição 19.21. A intersecção de todos os conjuttos convexos que contêm C c IR' diz-se o invóIucto
corlexo de C, e é denotado por co (,S).
(Ver [30], p. 12.)
Nota 19.22. O co(.S) é um conjunto convexo, e é o mais peq1ueno conjunto convexo que contém S-
(Ver [30], p. 12.)
Definição 11g.ZB. A intercecçãa de todos os conjuntos convexos fechados que contêm S (subconiunto de IR")
üz-se o invóIucro coltvexo fechado de S, e é denotad.o por m(^S).
(Ver [21], p. 4.)
Definição tg.Z4. tJm conjunto D C IR" é chamado cone se é fer,hado pam a multiplicação escalar positiva,
isto é, Àr € D sempre que n € D e À > 0.
(Ver [30], p. 13.)
Nota 19.25. (Jm cone é uma união de semitecúas que partem da oúgem.
(Ver [30], p. 13.)
Deftnição 19.26. [.Jm cone convexo é um cone que é um conjmto convexo.
(Ver [30], p. 13.)
Teorema ]rg.Z7. (Jm subconjunto de IR' é um cone convexo se e só se é fwhado para a aüçãa e para a
muJt iplic a,ç ãa e-sc alar p osit iva.
(Ver [30], p. 14.)
Definição 19.28. [Jm vector fr* üz-se normal a um conjunto convexo C c IR' num ponto a e C se r* nãa
faz um â.ngulo agud.o com qualquer segmento de rxta em C (começando ou acaba,ndo em a), isto é,
(*-o,r*) <0 V ne C.
Em particula,r, se c é um semi_espaço 




(Ver [30], p. 15.)
Definição 1g.2g. SejamÇCIR' umconjuntoconvexoeae C umponto. Chamamoscoirie norrnalaC em
a ao conjunto de todos os vectotes r* normais a c em a, isto é,
N(o) - {r* : (r - a,n*l ( 0, V n € C}.
(Ver [30], p. 15.)
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Proposição 19.30. SejamCclR* umconjwttoconvexoea€.C umponto. Entãaoconenormal.aC emaé
.sempre um conjunto convexo.
(Ver [30], p. 15.)




(Ver [30], p. 15.)
L9.3. Hiperplânos e Separação de Conjuntos Convexos
Definição 19.32. Sejam Cr e C2 conjuntos nãovazios de IR'. Um hiperplano H üz-se separador de C1 e
C2 se C1 está contido num dos semi-espaços fxhados associados a H e Cz utá contido no semi-espaqo feleJnado
oposto.
(Ver [30], p. 95.)
Definição 19.33. Sejam Cr e C2 conjuntos nã,uvazios de IR.*. Diz-se que um hiperplano H separa Ct e Cz
ente se Cl e Cz nãn estão ambos apeners contidos em H.
(Ver [30], p. 95.)
Teorema 19.34. Sejam Cr e C2 conjuntos nãuvaaios de IRn. .Enúáo existe um hiperplano sepaÍalndo Cr e Cz
se e sd se exisúe um vector b tal que
(d) i"f {(",à) :ne Crl1Zsup{(*,à):reC2l,
(ii) sup{(r,b) :r € Cr} >inf {(o,ô):r e Czl.
(Ver [30], p. 95.)
Deftnição 19.35. Seja C um conjunto convexo em IR.'. Um semi-espaço suporúe de C é um semi-espaço
fechado que contém C e tem um ponto de C na sua fronteira.
(Ver [30], p. 99.)
Definição 19.36. SejaC umconjwttoconvexo emlR'. Umhiperplano suporúe deC éumhiperplaaoque
está na fronteira de um semi-espaço suporte de C . Os hiperplanos suporte têm a seguinte reprwentação:
H - {r: @,bl - 0},
b +0, onde (*,bl < P,V r e C el r Ç. C tal que (r,b) : g.
(Ver [30], p. 100.)
Nota 19.37. Os hiperplanos suporte de C que pa^ssam por um ponto a € C cofimpondem a vxtora b normais
aC ema.
(Ver [30], p. 1W.)
19.4. Interior relativo e fronteira relativa de conjuntos convexos
O conceito de interior não ê múto importante nGS conjuntos convexos, sendo mais conv,eniente o conceito
de interior relativo. Isto porque, por exemplo, um segmento de recta em IR3 tem interior vaaio no sentido da
métrica do espaço IR3. Como tal, o conceito de interior relativo é mais útil no trato de conjuntos convexos.
Nota 19.38. B é a bola wútá.ria em IR'. Isúo é
B : {r t lrl < 1} : {n: d(*,0) < 1},
com d(r,0) a representar a üstância de r ao ponto O.
(Ver [30], p. 43.)
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Definição 19.39. O interior relativo de um conjunto C em IR', denotado por ri(C), é defrnido como o
interior que resulta quando C é encarado como um subconjunto do seu af f C (isto é, rnvólucro afrm de C).
Destemodo,ri(C)consistenospontosreaffC)paruosquaisexistea)0talqueyeCquandoaeaÍiC
e d(r,A) < €. Por outra^s palawas,
ri(C) - {r e a,ÍÍ C:f e ) 0, (r+eB)naÍf C cC).
(Ver [30], p. u.)
Convém também dar outra noção de fecho.
Deflnição 19.40. Seja C um conjunto em IR". O fecho de C, denotado por cl(C), é o conjunto
cl(C): n{C I eB, € > 0}'
(Ver [30], p. 44.)
Nota L9.41. ri(C) c C c cl (C).
(Ver pAl, p. 44.)
Definição tg.4L. Seja C um conjwto convexo em IR'. A fronteira relativa, denotada por frr(C), é o
conjunto üferença
f rr (C) - ct (C) \rt (C) .
(Ver [30], p. 44.)
Exemplo 1g.4g. Seja P um círculo em IR3. A fronteira de P é o póprio P. Contudo, a fronteira relativa de
P é a circutferência, ou seja, a fronteira de P relativamente ao plano que contém P.
Nota Lg.44. Seja C um conjwrto convexo nãa-vazio em IR.'. Se int C * A, entãa o,ÍÍ C: IR'.
(Ver [23], p. 33.)
Nota19.45. paraumconjuntoconvexoC emR* ("ÍÍ C:lR'pordefrnição),temosriC:intC-
(Ver [30], p. 44.)
19.5. F\rnções convexas
Definição 19.46. [Jma funçã,o "f ' 
IR" - (-oo,**] , não identicamente *oo, üz-se convexa se
f (o *+ (1 - o)*') < a f(") + (1 - ") f (*'),
para quaisquer fr, fi, e IR. e qualquer o e (0, 1). O coniurúo formadopor esúas funçõer é denotado poÍ corlu (R').
(Ver [23], p. 144.)
Definição 11g.4T. Seja C um subconjunto convexo de IR'. flma frnção Í , C -- 1R, diz-se estritannente
co,,vexase 
Í@*+(1 - o)*')<af(r)+(1 -o) Í(*'),
püa quaisquer fr, Ít € ]R' e qualquer o e (0, 1)-
(Ver [21], p. 9.)
Definição Lg.4g. O epigráfrco de uma finçã,o convexa em C C R', o qual denotamos por eVt' Í u* R', é
defrnido por
epi Í: {(r, p): n e C, p € R, ,f (") í p}.
(Ver [30], p. 23.)
I-9.5 f\rnções convexas 206
Definição L9.49. O domínio efectivo de uma frnção convexa em C C R', o qual denotamos por dmn f , é
a projecção do ept Í em IR'. Ou seja,
dom Í - {r € C :1 p, (*,p) e eptÍ} - {* = Í (a) < **}.
(Ver [30], p. 23.)
Definição 19.50. Uma fitnção colnvexa üz-se própria se o seu epigráfrco é nãovaaio e não contém nerúuma
recta vertical. Por outras palavra,s, uma finçãa convexa é própria se f (r) ( *oo, ptra pelo merLos um fr e se
Í("))-oo,paratodososr. Istoé,féprópriaseoconjuntoconvexoC-domfénãovazioearestriçãnde
Í aC éfrnita.
(Ver [30], p. 24.)
Definição L9.51. Uma função convexa üz-se imprópria se nã,o é própria.
(Ver [30], p. 24.)
Teorema L9.52 (Desigualdade de Jensen). SeJa.f : IR' * (-oo, too] uma função. Então, f é convexa se
esóse
.f(Àr rr +... + Àn nn) < Àr.f(rr) +... * À*f (r*),
sempre que À1 ) 0, ..., Àr, ) 0, Àr +... + Àrr:1,.
(Ver [30], p. 25.)
Proposição 19.53. Sejamf cR umintervaloabertoef :I -+lR umafr:lr,çã,oC2. Entãot éconvexaeml se
esdse f"(*) >0,V reI.
(Ver [30], p. 26.)





é convexa, onde ô (. I C) é a fi;ur.ção inücatriz de C.
(Ver pAl, p. 33.)
Definição 19.55. Uma fização f üz-se côncaw. se satisfaz a desrgualdade contrá,ria à defrnição de tlnção
convexa.
(Ver [30], p. 25.)
Nota 19.56. As funções côncavas satisfaaem as desigualdades oposta,s (àquela.s referidas nos resulüados
antefiores) com hipóúeses anáJogas.
(Ver [30], p. 25.)
Nota 19.57. S"j" Í uma fimção convexa, então -Í é uma frnção côncava.
(Ver [30], p. 32.)
Definição 19.58. Uma fr;.lnção defrnida em C C IR?' diz-se afrm se for frnita, convexa e côncava.
(Ver [30], p. 23.)
Definição 19.59. Umafunção "f ,lR'* (-oo,*oo], nãoidenticamente *m (isúo épópria) diz-sefechadase
é sci, ou se o seu epigráfrco é fechado, ou se as seus conjuntos de subnÍvel são fechados.
(Ver [23], p. u9.)
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Definição 19.60. Dada qualquer fr;rrrção f defrnida em IR', existe uma função sci (nao necessariamente frnita)
majoradaporf,d.enominadaafinçãocujoepigrá,frcoéofxhodoepigrá,frcodeÍemR,,+l .Emgeral,esta
finçãa chama-se o invóIucro sci de Í -
(Ver [30], p. 52.)
Definição 19.61. Ofecho deurnafunção convexaÍ éoinvólucroscide Í ". Í nuncatomaovalot -ffi,
^op*íoqueof(rr'jhodeféafrrrrlçãoconstarúe-ooseféumafinçãoconvexaimprópriatalque/(") 
_-oo
para algum r. Em qualquer ca^so, o fecho de f é outra função convexa; e d nota-se por cl f .
(Ver [30], p. 52.)
Proposição 19.62. [Jma funçãa convexa üz-se fechada se cl f - 7.
(Ver [30], p. 52.)
Nota 19.6g. Para uma funçãn convexa própria, o ser fxhada é o mesmo que sersci. NoÚemos tarnbém que as
únicas fi;parções convexas impróprias que sãa fxhadas são as funções constantes -oo e *oo-
(Wr [30], p. 52.)
Nota Lg.64. O conjunto formado pelas frnções convexas fechada.s defrnidas em IR.* é denotado porffi (R").
(Ver [23], p. 150.)
Teorema 19.65. Sejam.f , IR' r (-oo,*ml uma função convexa e g: IR -+ (-*,+oó] uma finçãa convexa
e crescente. Entãa, h(*) - ç (Í (")) e convexa em IR' (onde estabelecemos que p (+m) - +oo)'
(Ver [30], p. 32.)
proposição 1g.66. Seja f e conu(lR') (respectivamenteffi(R*)) e seja Á: IR* --+ lR' uma função a.frmtal
que Im Andarn Í + A. Entã,o a funçãa Í " A: IR* * (-oo, *m] dada por
(/ 
" 
Á) (r) - / (a (r))
está em conu (lR') (respectivamenteffi (R")).
(Ver [23], p. 159.)
Definição Lg.67. À /+ rréumafunçãaprópriae convexaquandof éumafinçãoprópriaconvexa eÀ eo
são números reais com À ) 0.
(Ver [30], p. 33.)
Teorerna 19.68. Se /r e f2 são próprias e convexa,s em IR', entã,o h * Íz é convexa-
(Ver [30], p. 33.)
19.6. Continuidade de funções convexas
Definição 19,69. Seja f um função, defrnida em IR', convexa. Dizemos que Í é contínua telativannente a
urn subconjunto C C IR.*, se a testúção de Í ^ C é uma fr:nção continua'
(Ver [30], p. 82.)
Teorema 19.20. lJma fr-çao convexa f definida em IR* é contÍnua rclativanente a qualquer coniunto aberto
convexo C que estejano seu domÍnio efectivo, em particular relativamente ari,(dorn f).
(Ver [30], p. 52.)
Teorema Lg.Z1. Seja f uma funçãa convexa, própria e seja ^S um qualquer subconiunto fechado limitaào de
ri(d,om f). Entãa f é )ipschitziana em S. Mx se dotn Í está em R', S é o interiot de d*n Í-
(Ver [30], p. 86.)
Teorema L1.TZ. eualquer firrrção convexa, f defrnida em iR' é loca,lmente lipschitziana no interior do seu
domÍnio. Isto é, é tõcaynente lipschitziana em cada ponto rs € int (d* f). Consquentemente, é lipschitziana
em qudquer subconjunto compacto de i,nt(d*,, Í)'
(Ver [29], p. fila.)
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L9,7. Conjugadas de funções convexas
Teorema 19.73. Qualquer frnça,o convexa fechada f é o supremo pontual da cohecçãa de todas as fr;a,çfus
afrnshtaisqueh< f .
(Ver [30J, p. 102.)
Definição 19.74. Seia f um função convexa sci defrnida em IR'. Defrumos.F* como sendo o conjunto de úodos
o.s pares (a*, p*) em ]RÍI+I, úais que a finçãa afrm
h("): (r, ,"1 - tt*
é majorada por f . Temas que
h(") < f (") ,Y r
seesdse
p*> sup{(r,r*) - Í("):rÇR"}.
Ássim, F" é o epigrá,frco da fi*ção Í* em IR' definida por
"f. (r.) - sup{(r,n*l - f (")} : -i${ f (") - \*,r-)}.
Este f* üz-se a cofiugada de Í, ou polar de Í.
(Ver [30J, p. 103.)
Nota 19.75. Como Í é o supremo pontual de frl:r.ções afrns
h("):(n,n*)-t*,
tais que (r*,,1r*) € -F'* - efr f* , temos que
f (") - su_p{(r, r*) - "f. (r.)} _ -,#{"f. (r.) - (*,,r.)}.
O que mostra que a conjugada Í** de f'* é f , de.r,de que Í seja convexa s.c.i..
(Ver [30], p. 104.)
Nota 19.76. A conjugada f** da conjugaàa f* tem o nome de bico4jugada, ou bipolar.
(Ver [30], p. 1M.)
Teorema 19.77. Seja f uma fil:açãn convexa. A conjugada f* é uma tunção convexa frchada própria se e sí
se f éprópria. Além cü'sso, ("1 Í)*: Í* e Í**:"1(Í).
(Ver [30], p. 1M.)
Corolário L9.78. Para qualquer frnção convexa Í e^ IR.', úemos
"f- (r.) - sup{ (*,**l - / (") : r Ç ri (dant, f)}.
(Ver [30], p. 1M.)
Nora 19.79. h í Íz =+ /i > Í;.
(Ver [30], p. 1M.)
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1 9.8. Subdiferenciabilidade
Definição 19.80. Seja f : IR, * [-*,*m] uma fi:.:rrção. Dizemos que o vector r* é um subgradíente de
uma fiinção convexa f num ponto r se
Í (r) > /(") * (r*,2 - n),V z.
(Ver [30], p. 2U.)
Nota lg.B1. A desigualdade na definição de subgraüente a que se dá o nome de dxigualdade do subgraüente
tem um signifrcado geométrico simples quando f é frnita em n, isto é : o grá,frco da filur,ção a.frm
h("):Í(")*(r*,2-n)
é um hiperplano nã,uvertical tangente aa conjwtto convexo epl Í no ponto (", Í (")).
(Ver [30], p. 2U.)
Definição 1g.82. Seja / : IR, ---+ [-*, +*] uma finção. Dizemos que o coniunto de todos os subgraüentes
de f em r é o subdiferencial de f em x e denota-se po1 0Í (*). Isto é,
AÍ @) - {r" : Í (z)) /(") * (r*, z - n),Y r} .
(Ver [30], p. 215.)
Teorema lg.83. Paru qualquer função própia convexa f e quatquer vector Í, ffi seguintes conüções sãn
equivalentes :
(*) *" e ôf (r);
(b) (r,**| - f (z) atinge o seu supÍemo em z: ír;
(") Í (") +.f. (r.) í (*,*");
(d) f (") +.f. (r.) : (r,r*l-
Se (cl /) (") - Í (s), podemos aücionar à lista anterior, as seguintes conüções :(u*)*eAÍ*(*.);
(b*) (*,r*l - Í* (r*) atinge o seu supremo em z* - t*;
(***) r* e A @t f) (r).
(Ver [30], p. 218.)
Teorema 19.84. Sejam f umafunçã,oconvexaen umpontoonde f éfrnita.Se Í éüferenciávelemr,entãa
V Í (") é o único subgraüente de Í e^ r. E portanto, em particulat
Í (r) > Í (")+ (V/ (*),, - n),V z-
Reciprocamente, se f tem um único subgra.diente em r, entã,o f é üfercnciável em n-
(Ver [30], p. 2a2.)
Teorema L9.85. Sejam Á : IR' --+ IR* uma multifunção a'frm dada por
A(")-Asr*b,
ondeÁs:lR.n ---+lR* éumatransformaqã,olinearebelR', g:lR* ---+lR. umafunçãoconvexa- Entãa
0 (s " 
á) (") - Áô ôs (A(")) , V r € IR,,
onde Aô é a adiunta de Ao.
(Ver [23], p. 203.)
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20. Multifunções
Definição 20.1. SeiamX eY espaços métricos. ChamanosrnultifunçãoàcorrespondênciaF: X ---+Y, se
a cada ponto n e X a,ssocia um conjunto de va/ores F (") ç Y .
(Ver [5J, p. 33.)
Nota2O.2. Seiam X eY espaços métricos. [Jmamultifunçã,oF: X ---+ Y écaracterizadapeloseugrá,frco,
denotado por Graf (F), definido por
Graf (F,) :: {(*,y) € X x Y:y e F(r)}.
(Ver [5], p. 34.)
Nota 20.3. Chamamos valor de F em n ao conjunto F (r).
(Ver [5], p. 34.)
Definição 2O.4. Sejam X eY espagos métúcos- (Jma multifunçãa F : X ---+ Y üz-se nãetrivíal se o seu
gá,frco ê nã,çvazio, isto é, se existe pelo menas um elemento r Ç X tal que F (u) não é vaaio.
(Ver [5], p. A.)
Definição20.5. SejamX eY espaqosmétricos. (JmamultifinçãCI F: X -+Y diz-seestrita se úodosos
valores F (") sãa nã,o vaaios.
(Ver [5], p. A.)
Definição 20.6. Sejam X eY espaÇosmétricos,esejaF:X ---+Y umamultifunção. Chamamudomíniode
F aa subconjunto de elementos n e. X tais que .F, (") é nãuvaaio, isto ê,
Dom F :-- {n e X : F (r) + A}.
(Ver [5], p. 34.)
Definição 2O.7. Se"1'am X eY e-s.paçosmétricos,esejaF:X ---+Y umamultifrnção. Cha,mamosirnag'ernde
F à mião de todos os yalores F (*), quando r € X, isto é,
ImF, :- ,U .F, (r) .
(Ver [5], p. 34.)
Definição 20.8. Sejam X eY e-r,paços métricos, e seja F : X --+Y uma multifunçãa. Chamanos inversa de
F, e denotamu por F-r , à multifinÇão F-r : Y --+ X defrnida por
n Ç F-r (y) ++ y e F (") <+ (*,y) e Graf (F).
(Ver [5], p. 34.)
Nota 20.9. Darn ,F - Ln F-l e coincide com a projecçãa do gráfrco de F no r'r,paço X. Im F -- Dom F-r e
coincide com a projecçã,o do gráfrco de F no espaço Y.
(Ver [5], p. M.)
Nota 20.10. fuja P uma propridade geométrica. Diremo,s que uma multifrnçãn satisfaz a propridade P se
o seu gráfrco a satisfaa.
(Ver [5], p. U.)
Nota 20.I-1. Uma multifrnçãa üz-se fechada (ou convexa, convexa fwhada, mensurá,vel, monótona) * o seu
grá,frco ê fechado (ou convexo, conve-xo frchado, menswável, monótono, respxtivaruente).
(Ver [5], p. U.)
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proposição ZO.L2 (Teorerna da selecção rnensurável ). Sejam S é um qualquer conjunto mensurável
nã,ovazio e I : ,S --+ lR' uma multifunçãa mensurá,vel e com valores fechadm. Então exisúe pelo menos uma
selecção mensurável, isto é, uma funçã.o r: dom,I -* IR' tal que r(s) e f (r) para qualquet s €domT.
(Ver [31], p. 163.)
Teorema 20.18. Seja S um qualquer conjunto menswável nã,uvazio. Seia li : ,9 - IR' uma multifinçãa
menswável e com valoru fechados para cada i e I (conjunto de Ínüces contá,vel) e seja f : ^9 --+ IR^' defrnida
pot
f (r) : 
,!,rn 
(r) .




(Ver [31], p. 170.)
21. fntegrandos normais
Definição 2L.L. Seia S um qualquer coniunto mensurá,vel nãçvazio-
(a) Qualquer finção,f , S x IR'-'IR chama-se um íntegrando em,9 x lR'*.
iAl Cn*"amos multifunção epigráfrca à multifinção Ey : S ---+ lfrn*1 dada por
h@):epr./(r,.):{(n,a) e IR.'xIR: Í(t,*) <o}.
(c) Chamâmos multífunção domínío à multifrnçã,o D 7 : ,S * IR' dada por
Dr (r) - dqm / (r, ') - {r € IR'' : .f (s, r) < +m} -
(d) Dizemos que f é um integrando sci se /(s, -) é sci paÍa cada s € ,S, isto é, Ey tem valores fechados-
(e) Dizemos que f é um integrando norrnal se f é um integrardo sci e Et ê uma multifrnção mensutável-'çí1 Oiru**qr" f éumintegrando própriosel(t,') éprópfiapa,racadas€,S, istoé, se/(s,r) > -oo
paÍaqualquer r € IR?, e Í (s, t) + *oo para algumr € IR*-
(g) Dizemas que f é um integrando convexo se f (",-) e convexa püa cad.a s € ^9, isto é, E1 tem vafotes
convexos.
(Ver [31], p. 173.)
Nota ZL.Z. eualquerintegrardod.aformaÍ(s,x)=O(") énormal,sendo@:lR'-*R sci,f :,9xlR'*--,R
uma funçãa, e s um qualquer conjunto mensurá,vel nãuvazio.
(Ver [31], p. 173.)
Teorema 21.g. Sejam (S,/, tL) um espaço de medida., ,9 um qualquer coniwúo nãuvazio com uma o-àJgebta
Ae Í: SxlR* -*R uma fi;111çãotalque/(r,.) ésciptrar€lR.*. SeÍ éumintegrandonormal,entãof é
Ag B-mensurável (onde B é a àJgebra de Borel em IR'). O recíproco é verdade se o espa'ço mensutável(S,r4)
é completo.
(Ver [31], p. 17a.)
Corolári o 21.4. Seja S um qualquer conjunto menswá,vel nã*vazio. Se Í : ,S x IR* ---+ IR. um integrando
normal, e r: S -* lR. é uma fi:rr,çãa mensurável, então a função s ---+ Í (s,r(s)) é mensurá,vel.
(Ver [31], p. 17a.)
Corolário 21.8. Se"1aS umquaJquerconjuntomenswá,velnãuvaaioef :S xlR.'--lR' umafi;rnção. Se/(t,')
éconvexa,sciemt(dornf(r,.)) *g,paÍacadas€,S ese f (.,*) émenswáveL,Pffiãcadar€lR'', entãof ê
um integrando normal-
(Ver [31], p. 176.)
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Proposição 21.6. SeJ" f : ,S --+ lR.' uma multifunçãn dada por
f (r) - {r, /(s, r) <o(r)},
onde ,S é uar qualquer conjwúo mensurável nã,+vazio, f é um integrando normal definido em ,S x IR, (por
exemplo, umintegrandocarathwdory), ea: ^S -+ iR. émenswável. Entãa I émeasurá,ve|etemvailores
frcha.dos.
(Ver [31], p. 177.)
Teorema 21.7. Seja T um qualquer conjunto menswá,vel nãuvazio. Seja F : T + IR.' uma multifunção com
valores felúaàos Com respeito à o-àJgebra de Borel B(R") vefificam-se a,s implicações (c)+(a)+(b) onde
(") F é uma multiftutção mensurá,vel1
(b) Graf (r') é um subconjunto AB B (R')-mensurável de T x IR,;
(")F-' (D) e ÁqualquerquesejaoDe B(R").
Quando o espaço (T,A) é completo para alguma medida pt,, estas conüções sãa quiualentx. Entãa tem-se
(b)+(c)+(a) mer,mo que F nã,o tenha valorr.s fer;hados.
(Ver [32], p. 6aS.)
Proposição 21.8. Seja T um qualquer conjunto menswá,vel nã*vazio. Para j ç J (sendo J um conjunto de
ínüces), seja Si : T - lR' mensuráveL. Então a.s seguintes multifinções sãn mensuráveis :
(a) t r- n Si (t), se J é contável e Si tem valores fechados;\/ jet
(b) t *ilrSi (ú), se J é contável;
(c)t,'* IÀi Si(t) paraqualquer À7 €lR, seJ éfrnito;enoca,sodeSS:T+p'i (em vezdefi:T *R')iet
temas o produto de conjuntos (isto é, t -> iE 
À, Si (t) é mensurável);
(d) t,- (Sr (t) ,..., §, (ü)) quando J : {1,..., r}.
(Ver [32], p. 651,652.)
Definição 2L.9. Seja T um qualquer conjunto menswável nãuvaaio. (Jma função Í , T x IR' + IR üz-se
caratheodory se f (t,r) é mensurável em t püa cada r e contÍnua em r, pa.ra cada t, (isto é :
(a) Í (., r) é mensurável pa,ra cada r € IR.u;
(b) Í (t,-) é contÍnua püa cad.at e T).
(Ver [32], p. 662.)
Proposição 21.10. Na categoria dw integrandos normais estão todas as funções carathmdory.
(Ver [32], p. 662.)
22. Análise não-suave
22.1. Definições e propriedades elementares
Deftnição 22.1. SejamX umespaqodeBanach, l.l , normaemX,Y umsubconjuntodeX eB abolaaberta
unitária. Uma Írrnção Í , Y --+ IR üz-se localmente lipschitziana se, paÍa algum e ) 0, püa algum escalar
nãonegativo k, úemos
lÍ (v) - f (v')l < k ly - y'\,
paraquaisquer y, yt € n * eB.
(Ver [tz], p. 25.)
Definição 22.2. Sejw, X um e.ripaço de Banach e f : X --+ IR uma firnção localmente lipsehitziana ao ponto
r e X, eu e X umvectorqualquer. Aderivada díreccional generalizadade Í u*n nadirelr;çãoa,denota-se
por Í" (*;u) e é defrnida como se segue ;
Í" (*;u): limsup Í @ +t ") - f (r)tU+t
ü\0
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onde y é um ponto em X e t é um escalar positivo
(Ver [12], p. 25.)
Definição ZZ.B. Sejam X um espaço de Bananh, l.l , norma em X e X* o espaço dual de X- O gradiente
generalizado de Í em r denota-se por 0Í (") e é o subconjunto de X* dado pot
AÍ @) - {{ € x* , Í" (*;rr) > ((,?,), V u e X} '
(Ver [12], p. 27.)
Nota 22.4. Denotamos por lXl. , norma em X* e é defrnida como se segue i
l{1.: sup (€,r),V(eX*-
ueX, lul(l
Atém disso, B* denota a bola aberta unitá.ria em X*
(Ver [12], p. 27.)
proposição 22.5. Sejam X um espaço de Banach e f : X -- IR uma fitnçã,o localmente lipschitziana no ponto
r e X com constante de Lipschitz lç. Então :
@) Af @) e um subconjunto de X* nãa-vazio, convexo, fracamente*-compacto e l{1. < k pata qualquer
€ e 0Í (r).
(b) Para qualquer a e X, temos
Í" (*;u): ESffit 
({,"), V § e X*.
(Ver [12], p. 27.)
proposi çáo 22.6. Sejam X um espaço de Banach e f : X ---+ IR uma finçãn localmente üpschitziana no ponto
r e X com constarúe de Lipschitz lc- Entã,o :
@e e0f(r) seesóse Í"(t;r) >(€,r),Vu€X'
çú1 S"i*"@)*({;)sucessõesemXeX*taisque€ae0Í(*n).Suponàarnosque(r;)--nteque{éum
pon-to de acumulrçeà'áu ({r) ,u topologia fraca x. Entãa t e ôf (n). (Isto é, a multifiinçã,o 0f é fxhado na
topologia frana.)
(")
af @): ,!o ,."X8 aÍ fu) .
(d) Se X tem ümensão fr.nita, então AÍ é scs em n'
(Ver [12], p. 29.)
Nota 22.7. 0f reduz-se à detivad.a de f , se f é Cr '
(Ver [12], p. 30.)
Definição ZZ.g. SejamX eY espa,çosde&anacheF: X --+Y umafrnção. DizemosqueF admitedetiv'ada
direccional ern fr na ürecção u se
F'(*;u):S#,
quando este fimite existe.
(Ver [12], p. 30.)
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Definição 22.9. SejamX eY espaços deBanacheF X ---rY umaftnção. DizemosqueF 61i1mitederivada
de Gâteaux ern n, um elemento do apaço L(X,,Y) dos fiincionais lineares contÍnuos DF (.): X -+ Y, sempre
que on'súe F' (r;u) (isto é a derivada üreccional de F em n na dirxção u) e verifrca
F' (*;u) : (DF (r) ,r) .
Noúemos que isto é quivalente a termos :
üm F(r,+tü_F(r,) _(D"F(r),r) ,vue x.
llT ltú\o
(Ver [12], p. 30.)
Definição 22.10. SejamX eY espaços deBananhe F : X -- Y umafunçãa. Dizemosque F admitederivada
estrita em t, um elemento do espaço L(X,Y) dos fincionais ll'neares contÍnuos D"F (-) ,X --Y, sempre que
püa qualquer u € X uale o seguinte :
li* F(rt+ta.)-F(rt):(D"F(r) ,r) .
t, +Í at
ü\0
Esta convergência é uniÍorme püa u em conjuntos compactas- (Esta última conüçãa é automática x F é
localmente lipschitziana em r.)
(Ver [12], p. 30.)
Corolário22.lI. SejarnX eY espaç:os deBanacheF umafr^çãodefinidanumavizinhançader:= X com
va,lores emY. Se lr é continuamente üferenciável em u, entãa F é utritamente üferenciável em s e localnente
lipschitzia;na em x.
(Ver [12], p. 32.)
Proposição22.12. SejarnX umwpaçodeBanache f : X ---+lR umafiinção. Sef éestritamenteüferenciável
emn, então f élocdmentelipschitzianaemn e0f (t): {D,"f (")}. Reciprocamente, se Í é localmeate
lipschitzianaemn eôf (r) - {{}, entã,o f é estritamenteüferenciá,velemr e D"f (r) -€.
(Ver [12], p. 33.)
Corolário 22.13. Sejam X um er,paço de Banach e Í : X --r IR uma fimção. S" .f é localmente lipchitzia,na
em n e X tem ümensãa finita, então ôÍ (*') reduz-se a um conjwúo com um único elemento püa qualquer
n' e x, -f eB se e só se f continuamente üferenciável em r * eB.
Proposiçáo22.1.4. S*j^* X um espaçodeBanach,U c X umconjunto abertoconvexoe Í:(J ---+ IR uma
funçãa. Se / é ümitada supeúormente na)gum ponto de U, então, pila qualquer r e (f , f é localmente
lipschitziana em n.
(Ver [12], p. 34.)
Proposiçáo22.L6.SejamXum6paçodeBanach,UCXumconjuntoabertoconvexoeÍ:IJ+lRrrma
fulação. Se f é convexa emU e localmente üpschitziana em n, então AÍ @) coincide com o subüferencial em r
no sentido da aná,lise convexa, e Í" (n;a) coincide com a derivada direcional Í' (*;a) para cada a Ç X.
(Ver [12], p. 36.)
Definição 22.1,6. SejamX umespaqodeBanache f :X --+lR umafiuryão. DizemwqueÍ éregularse:
(a) para cad.a u e X, a derivada dirxcional Í' (*;u) existe;
(b) para cadaa € X, Í'(*;u) : f" (*;r).
(Ver [12J, p. 39.)
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Proposiçáo12.L7. SejamX um6paçodeBanathe f : X --+ IR uma função. Se f élipschitziananuma
vizinhança de r.
(a) Se f é estritarnente üferenciá,vel em r, entã,o f é regular em n.
(b) Se f é convexa, entãa f é regulaÍ em n.
(c) tJma combina.ção linea,r frnita (por escala,res nãonegativos) de frnções regularcs em n, é regula't em n.
(Ver [12], p. 40.)
Proposição 22.18. Se C é convexo, Nc (r) coincide com o cone normal, no sentido da análise convexa.
(Ver [12], p. 52.)
22.2. Cálculo brísico
proposição 27.1.g. Sejam X um espaço de Banach e Í : X ---+ IR. uma frnção localmente üpschitziana em
r Ç X. Entãa püa qualquer escala,t s, Úemos
â (r/) (r) - s ôf (n) .
(Ver [12], p. 38.)
proposiçáo 2Z.ZO. Sejam X um espaço de Banach e f : X ---+ IR. uma fi;urrção. Se f é localmente lipschitziana
em fi e f atinge um mÍnimo ou máximo local em fi, entã,o 0 e ô/ (r).
(Ver [12], p. 38.)
Proposiçáo 22.21. Sejam X um espa,ço de Banach e |Ítlu:r,...,n uma famflia frnita de fi;nçfus Ít: X --+ IR'










fr, (") c L,an@).
(Ver [12], p. 38.)
Corolário ZZ.ZZ. Sejam X um espago de Banach e {Ít}r:r,...,r, uma famÍLia finita de funçõ6 Í;: X - IR
localmente lipschitziana,s em fr € X. Então paÍa quaisquer esca,Lates s;, temos
a D"uÍn (") c I', 0Ín (*) ,
e a iguald.ad.e acontece se tod.as a.s frnções, excepto uma no máximo, são estritamente difetenciáveis em n-
(Ver [12], p. 39.)
Teorerna ZZ.Z1. Sejam X e Y erlpaços de Bananh, F, X ---+ Y uma função e g : Y --+ lR. uma função-
Suponhamos que F éestfitamenteüferenciávelemn eque g élocalmentelipschitzianaemF(t)- Então
Í - g o F é localmente lipschitziana em fr , e temo's
aÍ @) c 0s (r (")) o D"F (r) -
A iguatdad.e é válida se g (ou -g) é regular em F(*), " neste caso f 
("" -Í) é também rcgular em n. A
igualaaae hrnbém é válida se a cada vizinhança de r, F Íaz corÍesponder um coniutto denso numa vizinhança
de F (r) (por exemplo, se D"F (") é sobtejeotiva)-
(Ver [12], p. 45.)
proposição ZZ.Z4. Sejam X um espaço de Banath e h, Íz: X -.lR dua.s frnções. Su /r e t2 são localmente
lipschitzianas em fr, então, hÍz ê localmente lipschitziana em fr, e temos
ô (Í'Íz) (") c fz@) 0h@) + /r (r) ôÍz(") .
Sealémdisso, h@))0, Íz(") 20ese h,Ízsãoambasregu/ares emn,entã,oaigualdadeévá,lidaehÍzé
regular em fr.
(Ver [12], p. 48.)
23 Análise proximal 2tí
Nota 22.25. Defrnimos AÍ @) mesmo püa funçõw Í , X * [-oo, +*] desde cqe f seja frnita em n. para
isso, basúa que f seja localmente lipschitziana em r.
(Ver [12], p. 61.)
23. Análise proximal
Definição 23.1. Seiam X um espaço de Hilbert, C um subconjunto nãuvaaio de X e l.l a norma em X. A
função distância associada aC, dç : C - IR é delÍnida por
dc (*):- inf {1" - cl; c e C) .
(Ver [27], p. 65.)
Definição23.2.SeceCétalquelr-cl --dc(*),entãoovectorn-cüz-seperpendicularaoconjwúo
C no ponto c, e c üz-se uma projecçãa de r em C.
(Ver [11], p. 3.)
Definição 23.3. Sejam X um espa4;o de Hilbert, C um subconjwtto nã,çvazio de X u l.l , norma em X. A
projecção rnétfica em C é a multiÍunção, fIç : C - IR, definida poÍ
tIc @)'- {" Ç C : l* - "l - d,ç(")}.
(Ver [27], p. 65.)
Lema 23.4. Sejam X um er,paço de Hilbert, C um subconjunto fxhaào nãovaaio de X, l-l a norma em X e
t # C, então as seguintes afrrmações acerca de um ponto c e C sã,o equivalentes :
(r) , € flc (x), isto é, c é uma projecção de u em C;
(b) l" - c, c' - c) < à tl - "l', V C e C, isto é, € 
: * - c é quase um vutor normal dirigido pa.ra fora
(funcional de suporte) do conjunto C no ponto c;
(c)ceflc(.*t(n -c)),Vú€ [0, 1].
(Ver [27], p. 66.)
Para visualizar o lema 23.4 pensemos numa bola fechada centrada em r e com raro d6 (r) - l" - "1. Asafirmações (a) e (b) expressarn o facto de que o interior desta bola não contém pontos de C. A a,firmaçã" (")
diz-nos que se movermos o centro da bola ao longo da linha recta de r a c, e diminuirmos o seu raio
apropriadamente, esta propriedade continua r.áJida. Quando o conjunto C é convexo, é ta^mbêm possÍvel mover
o centro da bola para fora de C ao longo da linha recta que liga c a n sem modifica,rmos a situação. Isto
permitenos simplificar a desigualdade em (b). E temos o seguinte corolário :
Corolário 23.5. Se;'am X um espaqo de Hilbert, C um subconjunto convexo, fechado, nãovaaio de X, então
paraqualquerfr#C,
cÇfIç(r)++ (*-.,C -.1 <0,V ct€C.
(Ver [27J, p. 66.)
Teorema 23.6. S"ju, X um espaço de Hilbert,, C um subconjunto fechado nãtvazio de X. Então :
(u) o conjunto {r e X : II5r (r) * @} é denso em X;
(b) " coniunto IIc ()í\C) : ,.t!t ,)1" (") e um subconiwúo denso da fronteira de C.
(Ver [27], p. 66.)
Corolário 23.7. Seja X um espaço de Hilbert. Pwa qualquer subconjunto convexo, fxhado, nãovazio de X ,
o conjuúo dos pontw de suporte é denso na fronteira de C.
(Ver [27], p. 67.)
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Definição 23.8. Sejam X um espaqo de Hilbert, C um subconiwtto fxhado de X, com E Ç C. Um vectot
{ e X üz-se umanormal proximal aC emcseexiste umaconstarúe M >0 talque
((,r- z) < Ml"-el',V ce C. (23.1)
O conjunto de tüs vectores { diz-se o cone norrnal proxirnal e denota-se por N3 (Z).
(Ver [27], p. 74.)
Definição ZB.g. Sejam X umrripqçodeHilbert, f ,X - (-oo,+*] umafunçãascierÇdam f . Umvector
€ e X üz-se um subgradiente proximal de f emi se
((, -1) Ç N[p;. 1@, Í (r)). (23.2)
O conjunto de tais vectores { üz-se o subdiferencial proximal de f em n e denota-se poÍ ô" Í (f).
(Ver [27], p. 75.)
Nota 23.10. (") A desigualdade (23.1) pode ser reescrita como
(
1 €,c-.) = f,V- "1' ,v 
c € c,
2M
o que é equivalente à afrrmação
1u+ 
mrt
pelo lema 2J.4. Por outras palavras, afrrmar que € é uma normal proximal a C em c é simplesmente astabelxer
que E é o ponto mais próximo em C de algum ponto da forma c * t( , t > 0. Em paúicula,r,
wô (e) + {0} <+ E € rc (x\C) .
(b) Quando C é um conjunto convexo, o corclário 23-5 dá-nos
{ € Nâ(z) e ({," - ") < 0, V c eC.
Istoajuda-nosacompreenderadefrniçãodesubgradienteproimaJ:seÍ X-(-oo,+m] ésci,convexa,
entã,o :
{ e 0 f (z) (+ (€, -1) € Nlpt, (r, / (z))
<+ (({, -1) ,(*,r) - (2,Í (ã))) < 0, V (*,r) € ept Í
e (€,*-rl<r-Í(E),V (*,r)e eqt'Í
<+ (€,*-rl < Í(")- Í(r),V r €x.
Ou seja, { é um subgradiente de f e^ r no sentido da aná"Iise convexa.
(c) No caso geral, onde a convexidade nãa nos pod.e ajuda,r, a afrrmaçãa € e 0" Í (r) é quivalente, attavés
de (23.1) e (23.2), à existência de uma constarúe M > O tal que
(€,* -ã) < r - f(ã) + *ll" -rl' + (, - Í(7))] ,Y (*,,r) eepl Í-
(Ver [27], p. 75.)
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Proposição 23.11 (Desigualdade do subgradiente proxirnal). Sejam X um espaço de Hilbert,
Í, X - (-oo,+*] wnafunçãoscien € d*n Í. EntãaÊ e 0*Í(e) seesóseexisüeml? > 0 eô > 0
üais que
((,, -z) < /(") - f (r) + Rlr -rl',y r Ç n + 68.
(Ver [27J, p. 75.)
Corolário 23.12. Sejam X um espaço de Hilbert, Í, g: X ---+ (-*, +m] frrnçôes sci e frnitas emÍ,. Então
a"Í@)*ô"s(r) ç 0 (f +s) (a)
(Ver [27], p. 76.)
Corolário 23.13. Sejam X um espaço de Hilbert, f
emÍ. Entãa
X + (-*, +*] uma filrnção rci e Gâteaux üferenciável
a" f @) Ç {v/ (ã)}
(Ver [27], p. 76.)
Proposição 28.14. Sejam Í e g funções sci frnitas em n* com vaJores em IR., e seja€ e ô" (Í + g) (r.). Então,
paraqualquer e ) 0, existemu*, z* € n*+ eB,taisque Í(u*) e Í(*-)*eB, g(r*) e g(u.) *eB, etüsque
€e 0*Í (s.)+ trg(r*)*eB.
(Ver [11], p. 12.)
24. Outros resultados
Lema 24.1. Sejam "f t IR'* [0,*m] uma funçã,o convexa, sci, w Ç int(d*n Í),* t'\. Seja aindad : IR --+ lR
uma fruulçãa tal que
e(lrl)<Í(r),V z €lR'.
Então, püa quaisquer e e (0, l.l) u p Ç 0Í (w) temw
(p,*) - Í (*)= ÉBfl-r) - t (tr l.ll-l -t
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