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RESUMO  
A Detecção de Anomalias em Vídeos (DAV) é assunto recorrente em visão            
computacional. Neste trabalho, DAV refere-se ao problema de encontrar padrões em           
vídeos que se afastem de um conceito normal esperado. Assim, é proposto o estudo              
dos Autocodificadores Convolucionais (ACC) como meio de aprendizado de         
características aplicado ao problema de DAV. A metodologia proposta segue o viés            
hipotético-dedutivo, onde a principal hipótese de trabalho é que ACCs são capazes            
de aprender características relevantes na classificação de eventos considerados         
anormais. Como resultados, é apresentado revisão da literatura sobre DAV e ACCs,            
além de experimento computacional utilizando a base dados UCSD-PED2.  
Palavras-chave: ​Detecção de Anomalias. Aprendizado Profundo. Autocodificadores 
Convolucionais.  
ABSTRACT  
Anomaly Detection in Videos (ADV) is a recurrent subject on computer vision. Here,             
ADV refers to the problem of finding patterns in videos that do not concerning with a                
expected normal context. Thereby, a study about Convolutional Autoencoders (CAE)          
as a way for feature learning applied to the ADV is proposed. The proposed method               
is based on the hypothetico-deductive approach, where main hypothesis of work is            
that the CAE may be able of learning relevant features for classifying abnormal             
events. As results, literature revision about both ADV and CAE is shown, and             
computational experiment using the UCSD-PED2 dataset is performed.  
Keywords: ​Anomaly Detection, Deep Learning, Convolutional Autoencoders.  
INTRODUÇÃO  
A detecção de anomalias é a tarefa de classificar dados que não estejam em acordo               
com um determinado contexto normal. A detecção de anomalias pode ser abordada            
como um problema de classificação de uma classe (em inglês, ​one-class           
classification​). Os termos detecção de anomalias e classificação de uma classe são            
tratados como sinônimos na literatura, de modo que neste trabalho optou-se pelo uso             
do termo “detecção de anomalias” como padrão. Nesta classe de problemas um            
modelo computacional é construído para descrever os dados considerados normais          
 
e, tipicamente, a classificação é dada pelo distanciamento entre a amostra analisada            
e o contexto considerado normal. 
Os Autocodificadores (AC), são aprendidos por meio de treinamento não          
supervisionado e não necessitam de anotação para as amostras (conhecimento          
prévio) das classes. Os ACs são organizados em camadas de codificação e            
decodificação, que permitem uma representação latente (representação de baixa         
dimensão) dos dados de entrada em sua camada intermediária (camada do meio da             
arquitetura). Os métodos de treinamento não supervisionados são especialmente         
interessantes para problemas de detecção de anomalias, uma vez que nestes           
problemas apenas a classe normal é amplamente conhecida. Portanto, como os AC            
não necessitam de informação de rótulo para as amostras de entrada, podem ser             
úteis na modelagem de problemas de detecção de anomalias (RIBEIRO et al., 2018).  
Contudo, uma limitação dos ACs tradicionais, para uso envolvendo o contexto           
de imagens e vídeos, é o fato de que sua estrutura é voltada para trabalhar com                
dados unidimensionais (1D). Como imagens são bidimensionais (2D), os ACs          
tradicionais tornam-se desinteressantes por desprezarem informações de orientação        
espacial. Para contornar este problema, os Autocodificadores Convolucionais (ACCs)         
(MASCI et al., 2011) foram propostos e seu uso em problemas de DAV vídeo vêm               
sendo bastante explorado na literatura recente, como por exemplo pode ser visto nos             
trabalhos Ribeiro et al. (2018), Guo et al. (2017) e Hasan et al. (2016). Neste sentido,                
o problema abordado neste trabalho consiste no uso do ACC como ferramenta para             
o problema de DAV.  
OBJETIVOS  
Objetivo Geral: ​Estudar o uso de ACCs para a detecção de anomalias em vídeos. 
Objetivos Específicos  
1. Sugerir uma metodologia para abordar o problema de DAV utilizando ACC; 2. 
Verificar o uso do erro de reconstrução como pontuação para a detecção de 
anomalias;  
3. Realizar estudo de caso em um conjunto de dados disponível publicamente.  
PROCEDIMENTOS METODOLÓGICOS  
O método sugerido para abordar o problema é baseado nos trabalhos de            
Ribeiro et al. (2018) e Hasan et al. (2016). A visão geral do método é apresentada na                 
Figura 2, composta pelas partes posteriormente detalhadas.  
A primeira etapa do método é a preparação dos dados, que consiste em             
converter as imagens, coloridas, para escala de cinza, redimensionar seu tamanho,           
padronizar a escala dos dados em valores de mínimos e máximos e preparar os              
conjuntos de treinamento e teste. A arquitetura sugerida para o ACC é composta por              
35 camadas no total, sendo 17 de codificação, 17 de decodificação e a camada da               
representação latente (​bottleneck​). As camadas de entrada e saída possuem          
dimensões iguais. A otimização do modelo ocorreu com o Erro Médio Quadrático            
 
Logarítmico (EMLQ), calculado entre os valores de entrada e saída da arquitetura.            
Os dados originais são inseridos na camada de entrada do ACC, propagando-se 
pela arquitetura de camada em camada. O EMQL é calculado de acordo com a              
transformação logarítmica dos valores de entrada e determina a capacidade de           
aprendizado do modelo. Os parâmetros da rede neural são ajustados utilizando o            
método de retropropagação de erro (​backpropagation​) (RUMELHART et al., 1986).  
Figura 2: Visão geral do Método  
Fonte: Autoria própria  
Em seguida, é realizado o processo de classificação. Para a classificação é            
sugerido o uso do erro de reconstrução (RIBEIRO et al., 2018; HASAN et al., 2016)               
para gerar uma pontuação (​score​) que possa servir como parâmetro de classificação.            
A premissa é que, se uma amostra do subconjunto de testes for do tipo normal, o                
EMQL será baixo e consequentemente será reconhecida pelo modelo, enquanto que           
se a amostra for anormal o EMQL será maior. Para que a classificação seja              
realizada, é necessário definir o valor do limiar de classificação. Os valores de NRE(t)              
(Normalized Reconstruction Error), proposto por Ribeiro et al. (2018), que estiverem           
abaixo do limiar de classificação são classificados como normais, enquanto que           
valores acima do limiar de classificação são classificados como anormais. A definição            
do limiar de classificação não é uma questão trivial em problemas de detecção de              
anomalias e neste trabalho optou-se por utilizar um limiar de classificação definido a             
posteriori​, que é obtido por meio do EER na curva ROC. Por fim, é realizada a                
avaliação geral de desempenho de classificação do modelo, que é feita utilizando as             
Taxas de Verdadeiros Positivos (TVP) (sensibilidade), e de Verdadeiros Negativos          
(TVN) (especificidade) e a área abaixo da curva ROC (AUC).  
EXPERIMENTOS, RESULTADOS E DISCUSSÕES  
Para os experimentos propostos neste trabalho foi utilizado o UCSD-PED2​1​.          
Para a implementação do modelo, foi utilizado a biblioteca Keras​2​, versão 2.2.4,            
rodando sobre o ​framework ​Tensorflow​3​, versão 1.14.  
Para a otimização foram utilizadas 1000+1 épocas de treinamento, sendo 
uma parte do conjunto de treinamento separada para validação do modelo. 
 
_______________________________  
1 ​https://www.tensorflow.org/  
2 ​https://github.com/fchollet/keras  
3 ​http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm 
O primeiro experimento fora encontrar um limiar de classificação. Pelo gráfico           
da curva ROC (Figura 3), é possível verificar os melhores valores de TVP e TNV               
acessados pelo EER. Após a classificação utilizando o limiar acessado pelo EER, os             
valores de TVP e TNV observados foram ​0,7044 ​e ​0,7032​, respectivamente. Os            
valores da matriz de confusão gerados foram ​1.159​, ​107​, ​255​, e ​489 ​para             
verdadeiros positivo, falsos positivo, verdadeiros negativo e falsos negativo,         
respectivamente.  
Figura 3: 
Curva ROC  
Fonte: Autoria própria.  
Como segundo experimento foi inspecionado visualmente o desempenho de         
classificação do modelo sugerido. Para isto foi gerado um gráfico plotando os pontos             
obtidos com o NRE calculado para cada imagem do vídeo. As amostras classificadas             
como normais foram plotadas em lilás, as anormais em verde e o limiar de              
classificação em vermelho. A Figura 4 mostra a análise visual para um dos vídeos da               
base de dados.  
Figura 4: NRE plotados para os quadros normais e anormais do vídeo 
 
Fonte: Autoria Própria 
CONCLUSÃO  
Neste artigo foi apresentado métodos para a DAV utilizando ACCs. A literatura            
acerca do problema foi revisitada e utilizando como suporte alguns dos trabalhos            
relevantes da área, sugeriu-se um modelo para abordar o problema de DAV. A             
proposta sugerida inclui um meio para realizar a classificação das amostras           
utilizando o próprio erro de reconstrução do ACC, bem como uma maneira de             
definição do limiar de classificação acessando o EER da curva ROC. Os resultados,             
por sua vez, mostraram-se promissores. Como direcionamentos futuros sugere-se a          
utilização do modelo proposto em outras base de vídeos, bem como a utilização de              
redes recorrentes no aprendizado de características espaço-temporais.  
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