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Migdal-Eliashberg theory describes the properties of the normal and superconducting states of electron-
phonon mediated superconductors based on a perturbative treatment of the electron-phonon interactions. It
is necessary to include both electron and phonon self-energies self-consistently in Migdal-Eliashberg theory in
order to match numerically exact results from determinantal quantum Monte Carlo in the adiabatic limit. In this
work we provide a method to obtain the real-axis solutions of the Migdal-Eliashberg equations with electron
and phonon self-energies calculated self-consistently. Our method avoids the typical challenge of computing
cumbersome singular integrals on the real axis and is numerically stable and exhibits fast convergence. Analyz-
ing the resulting real-frequency spectra and self-energies of the two-dimensional Holstein model, we find that
self-consistently including the lowest-order correction to the phonon self-energy significantly affects the solution
of the Migdal-Eliashberg equations. The calculation captures the broadness of the spectral function, renormal-
ization of the phonon dispersion, enhanced effective electron-phonon coupling strength, minimal increase in the
electron effective mass, and the enhancement of superconductivity which manifests as a superconducting ground
state despite strong competition with charge-density-wave order. We discuss surprising differences in two com-
mon definitions of the electron-phonon coupling strength derived from the electron mass and the density of
states, quantities which are accessible through experiments such as angle-resolved photoemission spectroscopy
and electron tunneling. An approximate upper bound on 2Δ∕푇푐 for conventional superconductors mediated byretarded electron-phonon interactions is proposed.
I. INTRODUCTION
The first microscopic theory of superconductivity was de-
veloped by Bardeen, Cooper, and Schrieffer (BCS theory) in
19571. BCS theory assumes an instantaneous and non-local
interaction between any pair of electrons within the Debye en-
ergy of the Fermi surface and this theory turns out to be an in-
adequate description for superconductors where the electron-
phonon (el-ph) interaction is strong. The subsequent theory
of superconductivity developed by Migdal and Eliashberg is
designed to work at stronger el-ph coupling and considers a
more realistic el-ph interaction which is retarded in time and
successfully captures the frequency and momentum depen-
dence el-ph coupling induced lifetimes and mass enhancement
of electronic quasiparticle states near the Fermi level2–4.
There are different versions of Migdal-Eliashberg (ME)
theory which differ in their level of approximation depend-
ing on the choice of whether to solve the ME equations
self-consistently and whether to include the renormalization
of the phonon propagator. Our interest here is in the self-
consistent versions of ME theory and we will refer to the
version which accounts for renormalization of the phonon
propagator as renormalized Migdal-Eliashberg (RME) theory
and the version where the phonon propagator remains bare
as unrenormalized Migdal-Eliashberg (UME) theory. Previ-
ous work demonstrates remarkably good quantitative agree-
ment between RME theory and numerically exact determinan-
tal quantum Monte Carlo (DQMC) simulations on clusters of
the same size in the limit where the dimensionless el-ph cou-
pling is sufficiently weak and the phonon energy scale is small
compared to the electronic bandwidth5,6. In particular, RME
theory accurately captures the properties of the superconduct-
ing state of the system up to a critical value of the electron-
phonon coupling strength beyond which ME theory breaks
down due to lattice instabilities such as the formation of bipo-
larons or charge-density wave order6,7. The self-consistent
version of ME without renormalization of the phonon prop-
agator is less accurate5.
ME theory is commonly used to phenomenologically de-
scribe properties of the normal and superconducting states
arising from el-ph interactions across many different mate-
rials. ME theory has been successfully applied to under-
stand the superconducting transition temperature in LaH10under high pressure8,9, reproduce the single-particle tunnel-
ing density of states in lead10, and provide theoretical sup-
port in the analysis of electronic band renormalizations seen
in angle-resolved photo-emission (ARPES) experiments in
strongly correlated systems such as the cuprates11. In some
applications, self-consistent ME solutions are needed as in
the case of reproducing replica bands arising from a for-
ward scattering electron-phonon interaction at the interface
of monolayer FeSe on an SrTiO3 substrate or graphene/h-BN heterostructures12,13, and reproducing the phonon peak
positions arising from multi-phonon scattering processes ob-
served in high-resolution electron-tunneling spectroscopy on
Nb-doped SrTiO314. With advances in inelastic x-ray scatter-ing and neutron scattering, experiments are able to more accu-
rately measure the dispersion and linewidths of phonons15,16.
Real-frequency solutions of the RME equations could prove
to be a useful tool for understanding the phenomenology of
phonon spectral functions.
The ME equations on the imaginary axis can be naturally
solved via numerical methods thanks to the fact that the Mat-
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2subara frequencies are discretely spaced on the imaginary axis
requiring simple summations and no integrations of functions
with singularities. Furthermore, the imaginary axis solutions
are numerically stable which is especially important when at-
tempting to perform self-consistent calculations in challeng-
ing regimes such as at low temperature or moderately strong
interaction strength. However, obtaining the solution of ME
theory on the real axis in principle provides access to any prop-
erty of the normal or superconducting state of the system and
allows for direct comparison with experimentally accessible
quantities such as the electron mass enhancement or the su-
perconducting gap size. Unfortunately, the usual form of the
ME equations on the real axis are much more cumbersome to
solve numerically because they require evaluating principal-
value integrals on every iteration and suffer from slower con-
vergence.
To avoid the difficulties of solving the ME equations on the
real axis, it is common to use Padé approximants to analyt-
ically continue the imaginary axis solution to the real axis or
even to avoid analytic continuation entirely by using imaginary
axis proxies such as correlators evaluated at 휏 = 훽∕22,5,7,17–19.
Padé approximants attempt to find the rational functions which
interpolate the values of the electron or phonon Green’s func-
tion or self-energy on the imaginary axis and capture the non-
analyticities in the lower half of the complex plane17. This
method is not guaranteed to produce the correct analytic con-
tinuation especially at lower temperatures and does not always
provide a faithful representation of the phonon structure at
higher frequencies2,18. Attempts have also been made to use
the extended Koopmans’ theorem to perform analytic contin-
uation of the imaginary axis Green’s function but in practice
the accuracy was comparable to that of Padé approximants20.
The GW approximation for perturbatively calculating the
self-energy of a many-body system of electrons shares many
similarities with the RME approximation as the self-energies
are structurally the same. Within the GW community, there
are several other methods which have been proposed for solv-
ing the real-axis GW equations which avoid the challenges of
working directly on the real axis such as the contour deforma-
tion technique21. Other examples include plasmon-pole mod-
els for the screened Coulomb interaction or multipole mod-
els for the electron self-energy such as 2-pole models or Padé
approximants22–25. However, such methods often make re-
strictive assumptions which we would like to avoid and their
accuracy is hard to judge.
Marsiglio et. al. provide an iterative method for analytic
continuation of the UME equations in Ref. 26 which avoids
singular integrals and exhibits fast convergence. In this work,
we extend this iterative method to the RME equations while
maintaining the same benefits of the original method. The re-
sulting analytic continuation is well-suited for numerical eval-
uation and converges quickly. Using this method, we obtain
the electron and phonon spectral functions in the normal and
superconducting states and take care to work in a regime of
electron-phonon coupling strength where RME theory is valid.
Treating both the electron and phonon propagators on an equal
footing results in significant changes to the properties of the
normal and superconducting states as compared to the case
where the phonon propagator remains bare.
ME theory provides a good description of the paradig-
matic and widely-studied Holstein model in the adiabatic limit
and the regime of weak-coupling5–7,27–38. The dimension-
less electron-phonon coupling strength, 휆, is an important pa-
rameter which generally controls whether the system exhibits
metallic behavior, superconductivity, or charge-density wave
order at low temperature6,7,39. In this work we comment on
differences in two common definitions of 휆 which are accessi-
ble in experiments such as ARPES and electron tunneling11,40.
We find that 휆 determined from electron mass renormalization
is significantly different and less sensitive to superconduct-
ing correlations than 휆 derived from the joint electron-phonon
density of states at the Fermi level. We examine the analyt-
ically continued electronic spectral function in the supercon-
ducting state at the largest value of 휆 for which RME theory
is applicable to provide new insights on the maximal value of
2Δ∕푇푐 attainable in conventional superconductors.
II. MODELS AND METHODS
We consider the Holstein Hamiltonian41 given by
퐻 =
∑
퐤,휎
휖퐤푐
†
퐤,휎푐퐤,휎 + Ω
∑
퐪
(
푏†퐪푏퐪 +
1
2
)
+ 훼√
푁
∑
퐤,퐪,휎
푐†퐤+퐪,휎푐퐤,휎
(
푏†−퐪 + 푏퐪
) (1)
where 푁 is the number of lattice sites of a two-dimensional
square lattice, Ω is the frequency of a dispersion-less Einstein
phonon, 휖퐤 is the band dispersion, 훼 is a the electron-phonon
coupling constant, 푐†퐤,휎 creates an electron with momentum 퐤and spin 휎, and we have set ℏ = 푀 = 1. In the case of a
momentum independent el-ph coupling constant, we define the
bare dimensionless electron-phonon coupling strength
휆0 =
2훼2휌(퐸퐹 )
Ω
(2)
where 휌(퐸퐹 ) is the density of states at the Fermi level.In ME theory the equation for the electron self-energy on
the imaginary axis is given by
Σ(퐤, 푖휔푛) = −
훼2
훽푁
∑
퐪,푚
퐷(퐪, 푖휈푚)휏3
× 퐺(퐤 − 퐪, 푖휔푛 − 푖휈푚)휏3 (3)
and the phonon self-energy is given by
Π(퐪, 푖휈푚) =
훼2
훽푁
∑
퐤,푛
Tr
[
퐺(퐤 + 퐪, 푖휔푛 + 푖휈푚)
× 휏3퐺(퐤, 푖휔푛)휏3
]
(4)
where the 휏푖 are the Pauli matrices, 훽 is the inversetemperature, 휔푛 = 2푛휋∕훽, 휈푚 = (2푚 + 1)휋∕훽,
3퐺(퐤, 푖휔푛) = (푖휔푛휏0 − 휖퐤휏3 − Σ(퐤, 푖휔푛))−1, and 퐷(퐪, 푖휈푚) =
−2Ω∕
(
휈2푚 + Ω
2 + 2ΩΠ(퐪, 푖휈푚)
). Σ(퐤, 푖휔푛) and 퐺(퐤, 푖휔푛) are
2×2 Nambu matrices with non-zero off-diagonal components
in the superconducting phase.
For numerical evaluation of Eq. (3, 4) we use the fast
Fourier transform to perform convolutions in both imaginary
frequency and momentum. We combine a higher-order evalu-
ation of the Fourier integral described in Ref. 42 with a correc-
tion accounting for the discontinuity of the electronic Green’s
function in imaginary time. Linear mixing at every iteration
with the result from the previous iteration is used to stabilize
convergence of the self-energies during the self-consistent it-
erations.
The expressions for the retarded electron and phonon self-
energies on the real axis can be obtained from the imaginary
axis equations by introducing the spectral representation for
the propagators, performing the Matsubara frequency summa-
tion, analytically continuing the result, and performing one of
the contour integrals over frequency by making use of the ana-
lyticity of the retarded Green’s function in the upper half-plane
(for details of the derivation see appendix A). The resulting ex-
pressions are
Σ푅(퐤, 휔) = −훼
2
푁
∑
퐪 ∫
∞
−∞
푑푧퐵(퐪, 푧)휏3
[
1
훽
∑
푚
퐺(퐤 − 퐪, 푖휔푚)
휔 − 푖휔푚 − 푧
− 퐺푅(퐤 − 퐪, 휔 − 푧)
[
1 + 푛퐵(푧) − 푛퐹 (휔 − 푧)
]]
휏3
Π푅(퐪, 휔) = 훼
2
푁
∑
퐤
∫
∞
−∞
푑푧Tr
(
퐴(퐤 + 퐪, 푧)휏3
[
1
훽
∑
푚
퐺(퐤, 푖휔푚)
휔 + 푖휔푚 − 푧
− 퐺퐴(퐤, 푧 − 휔)
[
푛퐹 (푧 − 휔) − 푛퐹 (푧)
]]
휏3
) (5)
where 퐺푅∕퐴(퐤, 휔) is the retarded/advanced Green’s function,
퐴(퐤, 휔) = − 1휋 Im퐺
푅(퐤, 휔) is the electronic spectral function,
퐵(퐤, 휔) = − 1휋 Im퐷
푅(퐤, 휔) is the phonon spectral function,
푛퐵(휔) is the Bose-Einstein distribution function, and 푛퐹 (휔)is the Fermi-Dirac distribution function. The equation for the
electronic self-energy Σ푅(퐤, 휔) in Eq. 5 is derived in Ref.
26. The equation for the phonon self-energy Π푅(퐪, 휔) is the
additional equation needed to analytically continue RME the-
ory. These equations reduce to the familiar non-selfconsistent
single-iteration form for the electron and phonon self-energies
by replacing the propagators with the bare expressions. In
order to make use of these equations and to obtain the ana-
lytic continuation to the real axis, the ME equations are first
solved self-consistently on the imaginary axis and the results
are used as inputs to the pair of equations in Eq. 5 which are
also solved self-consistently. In practice we find that the ana-
lytic continuation to the real axis converges quickly (typically
requiring an order of magnitude fewer iterations than converg-
ing the imaginary axis calculation). The code is available at
https://github.com/bennosski/elph.
III. RESULTS
DQMC and other numerical studies have examined the ac-
curacy of RME theory and have generally found it to be quan-
titatively accurate up to a critical value of 휆0 of order 16,27,43.Using the method of analytic continuation described above,
we examine the real-axis spectral functions and self-energies
obtained from RME theory within its range of validity. We
choose parameters identical to as those in Ref. 6 representing
a cuprate-like square-lattice bandstructure with next-nearest-
neighbor hopping 푡′ = −0.3푡 at an electron filling of 푛 = 0.8
for which the density of states at the Fermi level for the bare
band-structure is 휌(퐸퐹 )푡 = 0.3, an Einstein phonon with a
phonon frequency of Ω = 0.17푡 corresponding to an adia-
batic ratio Ω∕퐸퐹 = 0.1 for a dispersion-less Einstein mode,and a dimensionless el-ph coupling strength of 휆0 = 0.4 be-yond which the ME theory rapidly breaks down and diverges
from the DQMC results. For the parameter regime considered
here, there is remarkably good quantitative agreement between
ME theory andDQMC results for the single-particle electronic
self-energy and superconducting susceptibility6. In appendix
B, we also show results for a half-filled band with 푡′ = 0
and at temperatures above the transition to the charge-density
wave phase find the same qualitative results as for 푛 = 0.8 and
푡′ = −0.3푡.
A. Normal state
We first consider ME theory in the normal state at a tem-
perature of 훽푡 = 16 which is a temperature below the phonon
energy scale. The solution of the self-consistent RME equa-
tions captures the renormalization of the phonon dispersion
and linewidth due to electron-phonon interaction. Fig. 1
shows phonon-related quantities such as the phonon spec-
tral function and the 훼2퐹 (휔) function introduced by McMil-
lan and Rowell40. The phonon frequency softens signif-
icantly from the bare Ω = 0.17푡 value as seen in Fig.
1a especially at a wave-vector corresponding to the weak-
coupling Fermi surface nesting for this band structure near
퐪 = (휋, 휋). The phonon spectral function for selected val-
ues of the wave-vector 퐪 are shown in Fig. 1 illustrating the
increased linewidth of the phonon mode caused by the el-ph
interactions. The peak in the 푎2퐹 (휔) function correspondingly
moves towards lower frequency and broadens as shown in Fig.
1c. The effective electron-phonon coupling is computed as
휆 = 2 ∫ ∞0 (훼2퐹 (휔)∕휔)푑휔 and is more than four times largerin the renormalized case (휆 = 1.7) as compared to the unrenor-
malized case (휆 = 0.4) due to a combination of increased spec-
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FIG. 1. Holstein model in two dimensions on a 120 × 120 lattice,
푡′ = −0.3푡, 푛 = 0.8, 휆0 = 0.4, 훽푡 = 16, Ω∕퐸퐹 = 0.1. (a) Phononspectral function for the RME theory. (b) Phonon spectral function
at selected momentum points. (c) 훼2퐹 (휔) and corresponding 휆 for
UME theory (blue) and RME theory (orange).
tral weight in the phonon spectral function due to an increase
in the phonon occupation number and the shift of the peak of
훼2퐹 (휔) to lower frequency. As will be discussed below, the
larger effective electron-phonon coupling strength leads to an
enhanced superconducting 푇푐 for the RME theory despite thesoftening of the phonon. We note that these observations are
similar to the behavior observed in RME theory outside the
adiabatic limit with Ω = 1푡 as noted in Ref. 19 which is a
limit where RME theory appears to be less reliable based on
comparison with DQMC6.
The electronic spectra for the RME theory exhibit a signifi-
cant broadening/incoherence compared to the unrenormalized
case. As seen in the imaginary part of of the electronic self-
energy in Fig. 2b, the broadening is over 2.5 times larger in the
renormalized case which can be understood as a result of the
increased number of phonons in the renormalized calculation
caused by the tendency towards lattice instability as signified
by the softening of the phonon. Based on eq. 5, the imaginary
part of the electronic self-energy has a term proportional to the
the phonon spectral function times the Bose occupation factor
convolved with the electronic density states, a quantity which
increases as the phonon softens since ∫ 푑휔푛퐵(휔)퐵(퐪, 휔) =
2푁푞 + 1 where 푁푞 is the number of phonons at wave-vector
퐪. In the UME calculation the average number of phonons
per site is ⟨푁⟩ = 12 [푛퐵(Ω) − 푛퐵(−Ω) − 1] = 0.07 and in theRME calculation we find ⟨푁⟩ = 0.85. The qualitative differ-
ence in the spectra can be seen in the spectral functions shown
in Fig. 2d at a momentum point on the Fermi surface. Note
that the good agreement between RME theory and DQMC
suggests that this intrinsic broadening would not be undone
by including higher order diagrams or vertex corrections. It
is also interesting to note that the real part of the electronic
self-energy is similar between UME and RME theory near the
Fermi energy despite the significant differences in the imag-
inary part. As will be discussed later, this means the elec-
tron mass renormalization is similar between the renormalized
and unrenormalized cases despite much stronger effective el-
ph coupling. The results for a half-filled system without next-
nearest-neighbor hopping (푡′ = 0) also in the Ω∕퐸퐹 < 1 limitand below the charge-density wave ordering temperature are
qualitatively similar to the results described here and can be
found in appendix B. Parameters were chosen to match those
of Ref. 5 where it was also shown that the superconducting and
charge-density wave susceptibilities from RME theory agree
better with DQMC calculations than those from UME theory.
B. Superconductivity
Including the phonon self-energy in the ME theory in fact
changes the ground state of the system from a charge-density
wave to a superconductor in the weak-coupling, adiabatic
regime considered here. This can be seen from the temperature
dependence of the charge-density-wave susceptibility, 휒퐶퐷푊 ,
and the superconducting susceptibility, 휒푆퐶 , in the normal
state. We compute the susceptibilities within the Migdal ap-
proximation illustrated by the diagrams in Fig. 3a which corre-
spond to summing the series of particle-hole ring diagrams for
the charge-density wave susceptibility and summing the series
of particle-particle ladder diagrams for superconducting sus-
ceptibility. The charge-density wave susceptibility is given by
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FIG. 2. Holstein model in two dimensions on a 120 × 120 lattice, 푡′ = −0.3푡, 푛 = 0.8, 휆0 = 0.4, 훽푡 = 16, Ω∕퐸퐹 = 0.1. (a) Electronic spectralfunction for ME theory without renormalization with a momentum-space cut along (0, 휋∕2) to (휋, 휋∕2). (b) Spectral function for RME theory
for momentum-space cut along (0, 휋∕2) to (휋, 휋∕2). (c) Real and imaginary parts of the electronic self-energies for UME theory (blue) and
RME theory (orange) at the 퐤퐹 point along the momentum-space cut from (0, 휋∕2) to (휋, 휋∕2). (d) Spectral functions for the renormalized andunrenormalized cases at the 퐤퐹 point along the momentum-space cut from (0, 휋∕2) to (휋, 휋∕2).
휒퐶퐷푊 (퐪) =
휒0(퐪, 푖휈0)
1 + 훼2퐷0(퐪, 푖휈0)휒0(퐪, 푖휈0)
휒0(퐪, 푖휈푚) = −
2
푁훽
∑
퐤,푛
퐺(퐤, 푖휔푛)퐺(퐤 + 퐪, 푖휔푛 + 푖휈푚)
(6)
and the superconducting susceptibility is given by
휒푆퐶 (퐪) = 1
푁훽
∑
퐤,푚
퐹 (퐤, 푖휔푚)Γ(퐤, 푖휔푚)
퐹 (퐤, 푖휔푚) = 퐺(퐤, 푖휔푚)퐺(−퐤,−푖휔푚)
Γ(퐤, 푖휔푛) = 1 −
훼2
푁훽
∑
퐪,푚
퐹 (퐤 − 퐪, 푖휔푛 − 푖휈푛)퐷(퐪, 푖휈푚)
Γ(퐤 − 퐪, 푖휔푛 − 푖휈푚).
(7)
The charge-density-wave susceptibility is suppressed and
the superconducting susceptibility is enhanced for RME the-
ory relative to UME theory as seen in Fig. 3b which plots
the inverse of the susceptibilities versus temperature. In the
unrenormalized case, the charge-density-wave susceptibility
diverges before the superconducting susceptibility indicating
the system enters the charge-density-wave phase at a temper-
ature of around 0.1푡. In the renormalized case, the charge-
density-wave susceptibility is relatively large in magnitude but
does not appear to tend toward a divergence at a finite tem-
perature. The superconducting susceptibility narrowly wins
and diverges at a finite temperature of 푇푐 = 0.013푡. Theenhancement of superconductivity in the renormalized case
make sense given the larger effective el-ph coupling strength.
We next consider the same system at a lower temperature
of 훽푡 = 100 in order to access the superconducting phase. As
shown in Fig. 4, the imaginary part of the magnitude of elec-
tronic self-energy for the renormalized calculation is less sig-
nificantly different than the imaginary part of the self-energy
for the unrenormalized calculation because the total number of
phonons decreases at low temperatures. The 0.03푡 supercon-
ducting gap is visible in the electronic spectral function in Fig.
4b. The superconducting order parameter, given by the size of
the superconducting gap, is calculated as Δ(퐤) = Σ12(퐤,휔)푍(휔) |휔=0
where 휔(1 − 푍(퐤, 휔)) = 12
[
Σ11(퐤, 휔) − Σ11(퐤,−휔)
] and the
subscript indices on the self-energy indicate either the diago-
nal or off-diagonal Nambu components. The superconducting
transition temperature based on the temperature at which the
superconducting order parameter goes to zero is 푇푐 = 0.013푡,consistent with the transition temperature obtained from the
divergence of the superconductivity susceptibilities.
Within the very weak coupling limit of BCS theory, the ratio
of twice the superconducting gap to the transition temperature
is set by a universal value given by 2Δ∕푇푐 = 2휋∕푒훾 = 3.53.For strongly coupled superconductors 2Δ∕푇푐 generally ex-ceeds the BCS value18,44. Within ME theory, 2Δ∕푇푐 closelyfollows a phenomenological form which increases monoton-
ically as a function of the ratio set by 푇푐 to the phonon en-ergy scale44. It has recently been argued that the ratio of 푇푐to the phonon frequency for conventional superconductors is
bounded by 푇푐∕Ω < 0.1 because superconductivity is sup-pressed at larger values of 휆0 by strong-coupling physics suchas the formation of polarons and/or CDW order. With these
considerations in mind, 2Δ∕푇푐 should be maximized in a con-ventional el-ph mediated superconductor when 푇푐∕Ω ≈ 0.1 asany further increase in 휆0 will decrease 푇푐 as well as 2Δ∕푇푐 .
In our calculation, 푇푐∕Ω = 0.08 which is close to saturat-ing the upper bound for conventional superconductors and, as
shown in Fig. 4c, the order parameter as a function of temper-
ature does not fit to the BCS form and results in 2Δ∕푇푐 ≈ 5.We therefore expect that the 2Δ∕푇푐 ≈ 5 ratio represents an ap-proximate upper bound for conventional superconductors with
pairing mediated by a strongly retarded electron-phonon inter-
action. Indeed, the 2Δ∕푇푐 ratios experimentally observed inmany conventional superconductors as illustrated in Ref. 44
are generally within the range 2Δ∕푇푐 ≲ 5. We do not ex-pect that tuning the details of the electronic band-structure or
shape of the Fermi surface would affect these results signifi-
cantly because the band-structure considered here avoids any
special Fermi surface nesting conditions. Choosing a Fermi
surface favoring a particular wave-vector for nesting would in-
crease CDW correlations and suppress superconductivity and
the 2Δ∕푇푐 ratio.
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FIG. 3. Inverse of the superconducting and charge-density wave sus-
ceptibilities for the Holstein model in two dimensions on a 128×128
lattice, 푡′ = −0.3푡, 푛 = 0.8, 휆0 = 0.4, and Ω = 0.17푡 (correspondingto Ω∕퐸퐹 = 0.1). (a) Diagrams for the charge-density wave and su-perconducting susceptibilities in theMigdal approximation. (b) UME
theory. (c) RME theory.
C. Strength of el-ph coupling
Quantifying the strength of electron-phonon coupling in
various materials is of general interest and importance, es-
pecially considering the fact that the optimal regime for su-
perconductivity in conventional superconductors is sensitive
to the electron-phonon coupling strength and occurs at inter-
mediate electron-phonon coupling strength. Up to this point
we have discussed the strength of electron-phonon coupling in
terms of the dimensionless electron-phonon coupling constant
obtained from integrating the 훼2퐹 (휔) function which is exper-
imentally accessible by electron tunneling experiments under
the assumption that ME theory provides a good description of
the system with an electron-boson spectral function 훼2퐹 (휔)
2 1 0 1 2
/ t
0.20
0.15
0.10
0.05
0.00
0.05
0.10
/t
(a)
UME
UME
RME
RME
0.7 0.8 0.9 1.0 1.1 1.2
kxa /
0.3
0.2
0.1
0.0
0.1
0.2
0.3
/t
(b)
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
T / t
0
1
2
3
4
5
2
/T
c
(c) BCS
RME
FIG. 4. Holstein model in two dimensions on a 128 × 128 lattice,
푡′ = −0.3푡, 푛 = 0.8, 휆0 = 0.4, 훽푡 = 100, and Ω = 0.17푡 (correspond-ing to Ω∕퐸퐹 = 0.1). (a) Real (solid) and imaginary (dotted) parts ofthe diagonal components of the electronic self-energies for UME the-
ory (blue) and RME theory (orange) at the antinode. (b) Electronic
spectral function for RME theory for momentum-space cut along (0,
휋∕2) to (휋, 휋∕2). (c) Superconducting order parameter (gap size) as a
function of temperature for RME theory. Blue line is the gap function
obtained from BCS theory.
describing the effective electron-electron interactions due to
a generic boson exchange and the existence of a well-defined
Fermi surface18,40,45. However, another common definition of
electron-phonon coupling strength is based on the mass en-
hancement of electronic quasiparticles near the Fermi surface
which can be measured directly through experimental tech-
niques such as ARPES11. The coupling constant derived from
7the mass renormalization at a given point on the Fermi sur-
face can be defined in terms of the real part of the electronic
self-energy as46
휆푚(퐤퐹 ) = −
휕Σ′(퐤퐹 , 휔)
휕휔
|휔=0. (8)
The phonon density of states is of course also k-dependent and
the 훼2퐹 (휔) function previously used to calculate 휆훼2퐹 is in factcalculated as a Fermi surface average for which the equivalent
k-dependent 휆 for the Holstein model is
휆훼2퐹 (퐤퐹 ) =
2훼2
(2휋)2 ∮
푑퐤
푣퐹 (퐤) ∫
∞
0
푑휔
휔
퐵(퐤퐹 − 퐤, 휔) (9)
where ∮ denotes integration over the Fermi surface, 푣퐹 (퐤) isthe Fermi velocity. The Fermi surface average performed to
compute 휆푚 from 휆푚(퐤퐹 ) and 휆훼2퐹 from 휆훼2퐹 (퐤퐹 ) is given by
휆 =
∮ 푑퐤푣퐹 (퐤)휆(퐤)
∮ 푑퐤푣퐹 (퐤)
. (10)
Clearly 휆푚 and 휆훼2퐹 are two different definitions of the di-mensionless electron-phonon coupling. The definition of 휆푚is not directly sensitive to the phonon density of states or the
lifetime/broadening of the electronic quasiparticles. 휆푚 and
휆훼2퐹 are in principle related assuming a constant density ofstates and low temperature46. However, for the general solu-
tion of the ME theory, 휆푚 and 휆훼2퐹 are not equivalent, espe-cially for the case with phonon renormalization. For the nor-
mal state calculation considered above, we find that 휆푚 = 0.4and 휆훼2퐹 = 0.4 for UME theory, and 휆푚 = 0.4 and 휆훼2퐹 = 1.7for RME theory. The similar values of 휆푚 are consistent withthe similar slopes seen in the real part of the electronic self-
energy near zero frequency as shown in Fig. 2c. Within RME
theory, the momentum dependence of 휆푚 and 휆훼2퐹 is evenqualitatively different such that 휆푚 is maximized at the nodewhile 휆훼2퐹 is maximized at the antinode as shown in Fig. 5.The Holstein model is known to exhibit competition be-
tween SC and CDW/(bi)polaron phases5,7,27–38. The tendency
towards formation of polarons is associated with an increase
of 휆푚 as the electrons become heavier due to being dressed bya cloud of phonons. Since the value of 휆푚 observed for bothUME and RME theory in the normal state is the same, the
tendency towards formation of CDW order or polarons does
not change significantly with phonon renormalization in the
regime studied here. The same conclusion can be drawn based
on the similarity in magnitude of 휆0 and 휆푚.In contrast to the behavior of 휆푚, we can associate the sig-nificant increase of 휆훼2퐹 with the enhancement of supercon-ductivity observed in the renormalized calculation. Therefore
it appears 휆훼2퐹 is likely more informative and sensitive to su-perconducting correlations than 휆푚. In summary, by includ-ing phonon self-energy, the superconducting tendency is en-
hanced more significantly than the polaronic/CDW tendency
based on an analysis of 휆푚 versus 휆훼2퐹 as well as the strengthsof the superconducting and charge-density wave susceptibili-
ties. Given the significant (factor of four) difference between
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FIG. 5. Fermionic momentum dependence of the el-ph coupling
along the Fermi surface calculated for RME theory for the Holstein
model in two dimensions on a 120 × 120 lattice, 푡′ = −0.3푡, 푛 = 0.8,
훽푡 = 16, 휆0 = 0.4, and Ω = 0.17푡 (corresponding to Ω∕퐸퐹 = 0.1).Inset shows the Fermi surface and the definition of the angle 휃.
휆푚 and 휆훼2퐹 in our calculations, care should be taken whendrawing conclusions about the effective strength of el-ph cou-
pling as is relevant to superconductivity or relating 휆푚 to 휆훼2퐹 .Although it is evident from the BCS expression 푇푐 ≈
휔퐷 exp(−1∕휆) (and similarly by the 휔ln prefactor in the for-mula for 푇푐 obtained for ME theory by McMillan, Allen andDynes47,48) that a larger (bare) phonon frequency is favorable
for superconductivity, the softening of a phonon mode can
be counteracted by a boost in the electron-phonon coupling
strength arising from increased spectral weight in the phonon
spectral function (increased phonon occupation number) and
a shift of the phonon density of states to lower frequency.
The same behavior is seen away from the adiabatic limit with
Ω∕푡 = 1 in Ref. 19. Therefore softening of a phonon mode
does not necessarily suppress superconductivity. This is sur-
prising based on the intuition that phonon softening is gen-
erally associated with stronger charge correlations which are
antagonistic towards superconductivity. However it appears
that at least in the regime studied here, phonon softening is
not always directly indicative of the strength of charge corre-
lations as is evident by the suppression of the charge-density
wave susceptibility and the minimal change of electron effec-
tive mass. Including the effects of phonon self-energy in the
calculations can actually tip the scales in the delicate balance
of CDW/SC competition in favor of superconductivity.
IV. CONCLUSION
RME theory accounts for the interaction between electrons
and phonons at the same lowest-order diagrammatic level of
approximation for both the electron and phonon self-energies
and, in contrast to UME theory, quantitatively agrees with
numerically exact results from DQMC in the weak-coupling,
adiabatic limit. The method described in this work allows
for a numerically efficient analytic continuation of the solu-
8tion of the imaginary-axis solutions of the RME equations,
providing an improvement over approximate methods of an-
alytic continuation such as Padé approximants and can be ap-
plied to a range of self-energy approximations such as the GW
approximation25. The real-frequency solution of the RME
equations can provide insight into the renormalization of the
phonon propagator in weakly coupled electron-phonon sys-
tems which is accessible to experiments such as inelastic x-
ray scattering and neutron scattering. Renormalization of the
phonon propagator can enhance the effective electron-phonon
coupling strength (휆훼2퐹 ) without significant electron mass en-hancement (휆푚), resulting in an enhancement of superconduc-tivity as compared to calculations performedwith unrenormal-
ized phonons. The dimensionless electron-phonon coupling
strength derived from electron mass renormalized and the
McMillan function 훼2퐹 (휔) are quantitatively and qualitatively
different when significant renormalization of the phononmode
occurs. The resulting superconducting state exhibits a 2Δ∕푇푐ratio larger than that of the very weak-coupling limit described
byBCS theory. As our calculation resides in the adiabatic limit
at a critical value of electron-phonon coupling beyond which
superconductivity is suppressed by strong-coupling physics,
the 2Δ∕푇푐 ≈ 5 ratio sets an approximate upper bound for con-ventional superconductors with phonon-mediated pairing with
strongly retarded interactions.
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Appendix A: Derivation of real-axis equations
This section presents the derivation of the equation for the
real-axis phonon self-energy in Eq. 5. The derivation of the
electronic self-energy is available in Ref. 26. The phonon self-
energy on the imaginary axis is given by
Π푅(퐪, 푖휈푛) =
2훼2
푁훽
∑
퐤,푚
퐺(퐤, 푖휔푚)퐺(퐤 + 퐪, 푖휔푚 + 푖휈푛) . (A1)
Introducing the spectral representation for the Green’s func-
tion 퐺(푖휔푚,퐤) = ∫ ∞−∞ 푑푧 퐴(퐪,푧)푖휔푚−푧 and performing the Matsubarafrequency sum yields
Π푅(퐪, 푖휈푛) =
2훼2
푁
∑
퐤,푚
∫
∞
−∞
푑푧푑푧′
퐴(퐤, 푧)퐴(퐤 + 퐪, 푧′)
[
푛퐹 (푧) − 푛퐹 (푧′)
]
푖휈푛 + 푧 − 푧′
(A2)
Performing the analytic continuation 푖휈푛 → 휔 + 푖훿 and using 퐴(퐤, 푧) = − 1휋 Im퐺푅(퐤, 푧) gives
Π푅(퐪, 휔 + 푖훿) = −2훼
2
푁휋
∑
퐤,푚
∫
∞
−∞
푑푧푑푧′
퐴(퐤 + 퐪, 푧′)Im퐺푅(퐤, 푧)
[
푛퐹 (푧) − 푛퐹 (푧′)
]
휔 + 푧 − 푧′ + 푖훿
(A3)
The final form of the real-axis equation which avoids principal value integrations is obtained by analytically performing the
integral over 푧 in Eq. A3. To perform this integral consider the following integral of only those parts of Eq. A3 which depend
on 푧.
I = ∫
∞
−∞
푑푧푑푧′
Im퐺푅(퐤, 푧)
[
푛퐹 (푧) − 푛퐹 (푧′)
]
휔 + 푧 − 푧′ + 푖훿
(A4)
The next step is to separate this integral into separate integrals for the real and imaginary parts in order to make use of the
analyticity of 퐺푅(푧,퐤) in the upper half-plane for contour integration. Defining 휔± = 휔 − 푧 − 푧′ ± 푖훿, the integral becomes
퐼 = Im
{
∫
∞
−∞
푑푧
[
푛퐹 (푧) − 푛퐹 (푧′)
] 퐺푅(퐤, 푧)
2
(
1
휔+
+ 1
휔−
)}
− 푖Re
{
∫
∞
−∞
푑푧
[
푛퐹 (푧) − 푛퐹 (푧′)
] 퐺푅(퐤, 푧)
2
(
1
휔+
− 1
휔−
)}
(A5)
These integrals can be evaluated by considering a contour integral over the upper complex plane for which the relevant poles are
푧 = 휔 − 푧′ + 푖훿 and 푧 = 푖(2푚 + 1)휋∕훽 for 푚 ≥ 0. Let us define the consider
∫
∞
−∞
푑푧[푛퐹 (푧) − 푛퐹 (푧′)]
퐺푅(퐤, 푧)
2
(
1
휔+
± 1
휔−
)
≡ 푎 ± 푏 ,
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FIG. 6. Holstein model in two dimensions on a 80×80 lattice, 푛 = 1, 푡′ = 0, 훼2∕Ω2 = 1.5푡, 훽푡 = 6, Ω = 0.5푡. (a) Phonon spectral function. (b)
Real and imaginary parts of the phonon self-energy for RME theory at 퐤 = (휋, 휋) and 퐤 = (0, 0). (c) Real and imaginary parts of the electronic
self-energies for UME theory (blue) and RME theory (orange) at 퐤퐹 = (휋∕2, 휋∕2). (d) Electronic spectral functions for the renormalized andunrenormalized cases at 퐤퐹 = (휋∕2, 휋∕2).
with
푎 = −휋푖
훽
∞∑
푚=0
퐺(퐤, 푖휔푚)
1
휔 + 푖휔푚 − 푧′ + 푖훿
,
푏 = 휋푖
[
푛퐹 (푧′ − 휔 + 푖훿) − 푛퐹 (푧′)
]
퐺푅(퐤, 푧′ − 휔 + 푖훿) − 휋푖
훽
∞∑
푚=0
퐺(퐤, 푖휔푚)
1
휔 + 푖휔푚 − 푧′ − 푖훿
.
The integral 퐼 is then given by
퐼 = Im (푎 + 푏) − 푖Re (푎 − 푏) = −푖푎 + 푖푏∗
= 휋
[
푛퐹 (푧′ − 휔) − 푛퐹 (푧′)
]
퐺퐴(푧′ − 휔,퐤) − 휋
훽
∞∑
푚=−∞
퐺(퐤, 푖휔푚)
휔 + 푖휔푚 − 푧′
(A6)
where 퐺퐴(퐤, 휔) = [퐺푅(퐤, 휔)]∗, the relation 퐺∗(퐤, 푖휔푚) = 퐺(퐤,−푖휔푚) was used, and 푖훿 was dropped from the denominator ofthe second term since it is small relative to 푖휔푚. Returning to Eq. A3 gives the final result
Π푅(퐪, 휔 + 푖훿) = 2훼
2
푁
∑
퐤
∫
∞
−∞
푑푧퐴(퐤 + 퐪, 푧)
[
1
훽
∑
퐤,푚
퐺(퐤, 푖휔푚)
휔 + 푖휔푚 − 푧
− 퐺퐴(퐤, 푧 − 휔)
[
푛퐹 (푧 − 휔) − 푛퐹 (푧)
]] (A7)
One can check that by inserting the from of the non-interacting 퐺(퐤, 푖휔푚) = (푖휔푚 − 휖퐤)−1 and 퐺푅(퐤, 휔 + 푖훿) = (휔 − 휖퐤 + 푖훿)−1into the final result yields the correct form for the usual single-iteration phonon self-energy given by
Π푅0 (퐪, 휔 + 푖훿) =
2훼2
푁
∑
퐤
푛퐹 (휖퐤) − 푛퐹 (휖퐤+퐪)
휔 + 푖훿 + 휖퐤 − 휖퐤+퐪
(A8)
.
Appendix B: Holstein model at half filling
We consider the case of a two dimensional Holstein model
at half-filling and without next-nearest-neighbor hopping (푡′ =
0). Parameters were chosen to match those in Ref. 5 which
demonstrates that RME theory agrees with DQMC results
whereas the UME theory does not for these parameters. The
phonon frequency isΩ = 0.5푡 corresponding toΩ∕퐸퐹 = 0.25.The electron phonon coupling strength is set by 훼2∕Ω2 = 1.5푡.
The spectral functions and self-energies are qualitatively sim-
ilar to those for the parameters in the main text. In the half-
filled case the softening of the phonon occurs exactly at the
퐪 = (휋, 휋) wave-vector and is already very strong at the tem-
perature of 훽푡 = 6 due to the strong charge-density wave insta-
bility from perfect Fermi surface nesting. Themajor difference
between the renormalized and UME theory is the significantly
broader electronic spectra in the renormalized case as can be
seen in Fig. 6 (d).
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