Abstract-In this paper, a dynamicalty coupled neural afcillator network is proposed for image segmentation. Instead of pair-wise conpling, an ensemble of osrillators anpled in a local region is nsed for grouping. We introduce a set of neighborhooas to generate dynamical coupling strpctares assodated with a Sperisc osdlato~ Based on the proximity and similarity principles, two grouping d e s are proposed to explicitly consider the distinct cases of whether an afcillator is inside a homogeneom image region or near a boundary between merent regions. The use of dynamical conpling makes om segmentation network robust to noise on an image. For fast amputation, a segmentation algorithm is abstracted from the underlying osdlatory dynamics, and has been applied to synthetic and real images Siplation reslrlts demonstrate the effediveness of onr oscillator network in image segmentation.
I. INTRODUCTION
One of the fundamental tasks in vision is image segmentation. It is the process to partition an image into a number of coherent regions; the pixels belonging to the same region should have similar properties in terms of intensity, color, and texture etc., while two adjacent regions should have dissimilar properties. Although humans perform the task without difliculty, image segmentation remains one of the most challenging problems in machine vision.
Neural networks have been successfully applied in many fields. However, little has been reported on image segmentation. Due to the lack of an efficient representational framework for encoding multiple objects simultaneously, image segmentation is particularly challenging for neural networks. Most of neural network methods pose image segmentation as pixel classification [l] and typically use a supervised learning process. Other segmentation methods include Boltzmann machines 121, multilayer perceptrons [3] , and biologically motivated neural networks [4] . However, all of these methods achieve only limited success. Recently, Kohonen's self-organization maps have been also applied to segmentation [5]. A major shortcoming in this approach is that there is no autonomous control over the number of regions that should be segmented.
The discovery of synchronous oscillations in the brain supports the oscillatory representation to implement temporal correlation [6] [7] ; where each object is represented by a group of synchronized oscillators and different objects are represented by different groups whose oscillations are desynchronized from each other. Recently, Terman and Wang proposed a class of locally excitatory globally inhibitory oscillator networks (LEGION) on the basis of oscillatory correlation [SI. LEGION can rapidly achieve both synchronization and desynchronization, and has been SUG cessfully applied to real image segmentation [9] . However, due to pair-wise coupling between oscillators, the LEGION network is sensitive to noise; for example, it does not work for the noisy image in Figure 3 (a).
In this paper, we propose a dynamically coupled network on the basis of oscillatory correlation and LEGION. We use an ensemble of oscillators in a local region for grouping instead of pair-wise coupling. Dynamical coupling is proposed to generate a local coupling structure for an oscillator in terms of its surrounding active oscillators, and a local coupling structure provides the basis for computing local coherent properties of an object. Two grouping rules are proposed for examining the similarity between oscillators, which leads to robust performance for image segmentation. For fast computation, we extract a segmentation algorithm from oscillatory dynamics. The algorithm has been successfully applied to both synthetic and real images.
In the next section we describe the proposed oscillator network, including dynamical coupling structures and grouping rules. In Section III, an algorithm derived from oscillatory dynamics is presented for gray-level image segmentation. Section IV reports the segmentation results on both synthetic and real images. ? m e r discussions are given in Section V.
II. MODEL DESCRIPTION
In our neural oscillator network, a single oscillator (i, j )
consists of an excitatory unit zi, and an inhibitory unit yi, as dehed by Wang and Terman 191 :
t a n h ( P 2 i j ) ) -y i j ] . where we drop all the subscripts to simplify the presentation. The 2-nullcline of (I), i: = 0, is a cubic function, while the y-nullcline, 9 = 0, is a sigmoid function. For image segmentation, we study two-dimensional oscillator networks. As illustrated in Figure 1 , there is a local fixed structure, where an oscillator is connected to only eight immediate neighbors except for those on the boundaries where no wraparound is used. The activation of an oscillator spreads through fixed connections only. The global iqhibitqr is connected w i $ all @e oscivors in the twoQmensional network, and its actmty, z, is defined as
where U, = 0 if Xij < 0, for every oscillator (z,j), and In our model, oscillators that are in the active phase simultaneously form a single segment, and as a result they should correspond to a set of coherent pixels. Therefore, image attributes of these active oscillators provide a coherence measure of the entire group. In an image with considerable noise, groupwide measures are more robust than single pixel measures; the latter are used by Wang and Terman [9] . On the other hand, proximity is one of the most important grouping principles; remote pixels, even though they may be in the same segment, should contribute little to recruiting a particular pixel. Based on these considerations, we use the attributes of a local ensemble, called a neighborhood, of active oscillators for grouping.
How to determine the size and the shape of such a neighborhood for grouping? The neighborhood should not be uniform; for example, pixels near a boundary between different regions need to be treated differently than pixels in the interior of a region because discontinuity near a boundary causes local image attributes to change dramatically. In general, the interior of an image region must be treated differently, in terms of grouping, than areas near the region boundary. Within the interior of a region, a larger and more uniform neighborhood can be used, whereas near a region boundary the neighborhood should be tailored so that it does not cross different regions. In oscillatory correlation, this can be naturally achieved by limiting the neighborhood to the currently active oscillators because they correspond to the same region. To deal with these different situations, we introduce a set of dynamical coupling neighborhoods and propose two grouping rules for handling region interior and region boundary separately; these are all embodied in the overall coupling term, Sij, in (la).
We denote the fixed set of the eight immediate neighbors of oscillator ( i , j ) as N ( i , j ) (see Figure 1 ). To measure similarity for oscillators that lie inside a homogeneous region, we introduce a pair of neighborhoods, referred to as pixel neighborhood and region neighborhood, respectively. The pixel neighborhood is used to measure local image attributes of a single oscillator, while the region neighborhood is used to measure those of the active neighbors of the oscillator. The pixel neighborhood of oscillator (i, j ) is defined
where R, is a parameter that determines the size of the pixel neighborhood. An example is shown in Figure 3 (a).
While N,O(i, j ) is fixed, the corresponding region neighborhood is dynamical, defined in terms of currently active neighbors of (i, j ) :
I O , H ( U~~-O .~) = O
Here Umn is a variable indicating whether the corresponding pixel of the active oscillator (m, n) is near a boundary, to be defined later on. The above union operation is performed only over those active oscillators in N ( i , j ) that are considered to be in the interior of a region. The motivation for this should be clear later when the second pair of neighborhoods are introduced for pixels that are near a region boundary. Figure 3B gives an example of the region neighborhood corresponding to IN"[ > 0. N l ( i , j ) is an alternative region neighborhood to be defined below. The region neighborhood provides a local measure of an image region being expanded.
__.
OSikatareilhta To deal with those pixels near a region boundary separately, we introduce another pair of neighborhoods. The key for this pair is that neighborhoods should be limited to active oscillators only, since they belong to the same segment which corresponds to the same region. First, a pixel neighborhood of this kind is defined as 
Here the integer Rb determines the size of the region neighborhood, and satisfies the following condition: Rb is the minimal value guaranteeing that the number of active oscillators in N t ( i , j ) is no less than (2& + 1)2/2, where & is ing that the size of the image is M x N . Figure 3D gives an exampleofN,b(i,j). ComparedtoatypicalN,b(i,j), which includes the neighborhoods of active oscillators, N l ( i , j ) includes only active oscillators themselves. This reflects the fact that we use N; for grouping pixels near a region boundary, and a neighborhood of an active oscillator is likely to cross different regions. The latter situation will produce unreliable measures and thus should be avoided. All the neighborhoods in (3H6) are defined without explicitly considering the boundary of the entire image; and they are delimited by the boundary. Except for Nf(i,j), shapes of all the neighborhoods defined above are dynamically determined by all the active oscillators surrounding a specified silent oscillator (i, j ) and specify dynamical coupling strumes associated with oscillator (i, j ) . Such dynamical coupling structures are incorporated by the grouping rules described later to yield robust segmentation performance.
To detect homogeneity in gray-level images, the first-and the secondader statistics are commonly used. Similarly, we adopt mean, p, and standard deviation, U, to measure homogeneity in a specific neighborhood. Note that the mean and standard deviation are set to zero if the neighborhood is the empty set. Based on the similarity principle, group ing takes place if the local attributes of a silent oscillator are similar to those of a local region corresponding to a set of local active oscillators. To detect the similarity, we suggest two grouping rules for the two situations considered above: region interior and region boundary. First, we examine sim- Based on (7) and (8), we formulate two grouping rules for oscillator ( i , j ) with the condition that there is at least one active oscillator in N ( i , j ) : (a) the oscillator will be K cruitedifS;(i,j) 2 OandS,(i,j) 2 @@)theoscillatoris recruited if S i ( i , j ) 2 0 and S:(i,j) 2 0. The two grouping rules recruit ( i , j ) in two different ways, and together implement both the proximity and the similarity principles. When an oscillator lies in a homogeneous region, Rule a should be used for recruitment. In contrast, when it is near a boundary between different regions, Rule a is unlikely to yield recruitment and Rule b is used instead for expanding the region to produce a precise region boundary.
We now define u i j introduced in (4) and want uij to a p proach unity only if oscillator (i, j ) is activated by Rule b rather than Rule a. Therefore, u i j is defined as
where 6! j = [I -~( S~( i , j ) )~( S~(~, j ) ) ]~( S~( i , j ) )~( s~(~, j ) ) .
X >> E is a parameter indicating the rate at which ui, changes. The Heaviside function, within which q is a parameter, dictates that u i j does not change on the fast time scale unless the derivative of x i j increases significantly; in other words, u i j does not change much unless the conesponding oscillator jumps up.
The initial value of u i j is set to zero. Thus, according to (9) U i j stays at zero unless only Rule b is used in recruiting (i, j ) . In the latter case, u i j approaches one quickly. Beyond a brief time of jumping up, u i j slowly decays to zero since the first term in (9) is zero, and the second term acts on the slow time scale. The slow decay of u i j ensures that once it is activated it stays at a high value for a while, say for the time period of the active phase. Taken together, U i j serves the purpose of recording whether (i, j ) has been recruited in the last cycle of oscillation by Rule b only, or whether pixel (i, j ) is near a region boundary. Thus, (9) implements the requirement for N,O(i, j), the only neighborhood that uses U i j . Given that the pixels recruited by Rule b correspond to near-boundary ones, it should now be clear that these pixels should be excluded in the definition of type a neighborhoods, which are used to evaluate the recruiting of interior pixels of a region. r On the basis of two grouping rules, the overall coupling term, S i j , in (la) is given by Here W, is the weight of inhibition from the global inhibitor z. In our network, both W, and 0, are always set to 0.5. Note that Sij depends upon fixed connectivity, and there must be at least one active oscillator in N ( i , j ) in order for (i, j ) to be recruited. This yields a co~ectivity constraint. Under this condition, when either of two grouping rules is satisfied, S i j > 0; otherwise, Si, < 0 due to the inhibition.
We summarize the dynamics of our network as follows. Suppose that all the oscillators are initialized in the silent phase. Once a leader enters the active phase, it triggers the global inhibitor, which exerts inhibition on the entire network. For a silent oscillator, its overall coupling is positive if either Rule a or b is satisfied, and in this case the oscillator jumps to the active phase. Otherwise, overall coupling is negative due to the global inhibition, which makes the oscillator stay in the silent phase. In this way, activation is prop agated to other oscillators via local fixed connectivity until all the oscillaton representing the same region are activated. Thus, the dynamics of our network preserves the properly of LEGION. That is, it is the process of both synchronization through local excitation among neighboring oscillators and desynchronization through global inhibition [81[91.
( k , J ) € N ( i i )
Given that the emphasis of this paper is the notion of dynamical coupling and its effects in improving segmentation results, our following exposition focuses on a segmentation algorithm extracted from the dynamics of the oscillator network, which is needed for processing large images.
SEGMENTATION ALGORITHM
Similar to Wang and Tennan [9] , we extract a segmentation algorithm from the dynamics of our network to reduce numerical computation. Basically, the algorithm preserves the essential properties of relaxation oscillators, e.g. two time scales, and network dynamics, e.g. synchronization and desynchronization.
For computational efficiency, we make several approximations to the dynamics of our network in the segmentation algorithm, as similarly done by Wang and Terman [9] . These include the selection of leaders, one time step to jump an enable oscillator, one time step for alternation between the active phase and the silent phase, and simultaneous jumping down all of the active oscillators belonging to the same region. Computation of overall coupling in (10) can be simplified as follows: Rule a is first evaluated and only if its conditions are unsatisfied Rule b is further evaluated. In this way, Rule a has precedence and Rule b may not need to be evaluated. The dynamical coupling structures are also generated accordingly. Similarly, we can also simplify the computation of u i j . As mentioned before, the variable is used to distinguish between two classes of active oscillators. Therefore, u i j is only useful when oscillator (i,!) is in the active phase. In our algorithm, U i j is treated as bmary and initialized to zero, and it is set to unity once a silent oscillator is activated only by Rule b.
Based on the lateral potential concept [9], here we use an alternative method to select leaders for our network. We observe that oscillators near the center of a homogeneous region tend to have a high lateral potential. Based on this observation, we calculate the standard deviation on a fixed neighborhood defined as where Rp determines the size of the neighborhd. Oscillator ( i , j ) is designated as a leader if and only if uNp(i,j) 5 T,, where T, is a threshold. Intuitively, a larger value of R, results in leaders that are generated from larger homogeneous regions, while a smaller value of T, results in leaders from more homogeneous regions.
All the parameters, including R, and T, for selecting leaders, R, and & for determining pixel and region neighfor testing the similarity, are specified in advance. The algorithm is summarized as follows: IV. SIMULATION RESULTS We have applied our algorithm to many synthetic and real images [lo] . Due to limited space, we report some typical results here. We first apply our algorithm to a typical noisy synthetic image illustrated in Figure 3 (a), which was used by Sarkar and Boyer [l 11. The image contains four parallelograms and an image background. Due to substantial noise, the LEGION algorithm [9] Edils to segment the image into five meaningful regions. This is because their segmentation is based on pair-wise coupling within a fixed neighborhood (eight nearest-neighbor coupling). As a result, grouping is vulnerable to noise. When applied to Figure 3(a) , their algorithm shows two kinds of error: breaks a region into fragments and conjoins regions with the image background. In the simulation using our algorithm, an oscillator network consisting of 230 x 240 oscillators and a global inhibitor is used so that each oscillator corresponds to one pixel in the image. After the image is presented, the algorithm quickly produces segregated regions at different time steps. To display the complete scenario of segmentation, we use the socalled gray map convention, where each gray level indicates a distinct segment and all the excitable oscillators constitute the background corresponding to those parts with high intensity variations [9]. Figure 3(b) is the resulting gray map of this simulation, where the background is indicated by the tiny black scattered areas. It is evident that our algorithm segments the noisy image into five meaningful regions. The next image that our algorithm is tested on is an aerial image shown in Figure *a) , a portion of a large aerial image to be used later. There are several objects, including water body, forest, island, and land. Shortly after the image is presented to our network, five segments pop out at different times. The five segments correspond to the island, the water body, the forest, and two parts of land. Figure 4(b) shows the entire segmentation result by a gray map, where the background is indicated by the black areas. Our algorithm successfully segments the noisy image into the meaningful regions. We use an MRI image of human heads to further test our algorithm. Figure 5(a) is a midsagittal MRI image, and our algorithm segments the image into 28 regions plus a background, as shown in the gray map of Figure 7(b) . Many salient regions are separated such as the cortex, the cerebellum, the lateral ventricle, the eye ball, and the sinus. In particular, the cerebellum is segregated with good accuracy though it has a low contrast with the adjacent cortex. The MRI image has been used to test the original LEGION algorithm [9] , and our segmentation result is better. Our segments do not contain 'pepper and salt' like holes. Also, the cerebellum is segmented better for Figure 5 (a) in our result than in theirs.
We have compared our network with several recent image processing methods in segmenting the above images [lo] . These methods include a multiscale adaptive segmentation method [12] and several nonlinear smoothing methods [13] to remove noise prior to segmentation. Due to limited space, we give only a synopsis here. Our proposed network outperforms the multiscale adaptive segmentation method in general. The multiscale method either fails to segment these images into meaningful regions or produces over-segmentation. On the other hand, our comparisons show that an effective nonlinear smoothing technique plus subsequent segmentation, e.g. by the region growing algorithm , yields results comparable to ours. However, our network yields more precise water body boundaries in Figure  4 . Note that nonlinear smoothing suffers from the termination problem [13] , which generally requires human intervention to select the best results.
V. DISCUSSION
The major difference between our network and the LE-GION network of Wang and Terman [9] lies in how to determine overall coupling, Sjj, in (la). For gray-level image segmentation, pair-wise coupling is used in their network so that the coupling strength between two neighboring oscillators is determined by the similarity of two corresponding pixels [9] . Such pair-wise coupling leads to a fixed coupling structure. Unlike their network, we adopt dynamical coupling structures and use two grouping rules to recruit a silent oscillator in two different ways. Thus, our network has the property that the labeling of an oscillator is considered at any time through two grouping rules on the basis of dynamical coupling structures. This property gives rise to robust performance, and does not exist in their network. On the other hand, both their network and our network share the property of local coupling that plays a fundamental role in image segmentation. As pointed out in Section 2, our network shares the same properties of LEGION dynamics that has been extensively analyzed by Terman and Wang [SI, e.g. fast synchronization within an oscillator group representing each object and desynchronization among oscillator groups representing different objects. Therefore, our neural oscillator network preserves biological plausibility of LEGION argued by Wang and Terman [9] .
A salient feature of our network is its robust performance in noisy image segmentation. Noise is unavoidable in real image processing. In order to achieve good segmentation performance, a smoothing technique is often employed for noise removal prior to the use of a segmentation method, which results in a two-stage segmentation approach. In general, smoothing techniques can be classified into two categories: linear and nonlinear smoothing. However, both of them have different problems in practice. Linear smoothing causes important discontinuities to be blurred so that meaningful objects cannot be separated during segmentation. The general idea behind nonlinear smoothing is to adapt pixel values to the local properties of an image. Although the use of nonlinear smoothing avoids, to a good extent, the problem existing in linear smoothing, it causes the termination problem [13] . Unlike the two-stage segmentation approach, in our network no iterative smoothing operation is involved so that the termination problem does not occur. This feature distinguishes our approach from those two-stage segmentation methods.
To conclude, we have presented a new method to image segmentation, which is based on dynamical coupling and oscillatory correlation. Our study demonstrates that robust segmentation performance can be achieved based on the idea of using dynamical neighborhoods, which is inherently consistent with the dynamics of relaxation oscillaton.
Our results lend further suppoa to oscillatoxy correlation as a potential solution to scene segmentation and perceptual organization (see also [9] ).
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