ABSTRACT Hyperspectral remote sensing image is a typical high-dimensional data with a large number of redundant informantion, which will impact the classification accuracy. Feature extraction is an effective method to reduce the redundancy of hyperspectral image (HSI) and improve the classification performance. However, most feature extraction methods just consider a single structure information of HSI that will lose some valuable information. To address the drawback, we proposed an unsupervised feature extraction method termed multi-structure manifold embedding (MSME) for HSI classification. First, MSME utilizes sparse representation to obtain the sparse coefficients of HSI data. Then, it constructs a sparse graph and a sparse hypergraph with the sparse coefficients. We use the sparse graph, the sparse hypergraph, and the local linear property to represent different intrinsic structures of HSI. Finally, we construct a feature learning method with these structures to achieve an optimal projection matrix for feature extraction. MSME makes full use of the complementarity of different structures to reveal the intrinsic properties of HSI and improve the discriminating power of features for classification. Experiments on the Salinas and PaviaU data sets show that the proposed MSME algorithm achieves the best classification results than other state-of-the-art methods.
I. INTRODUCTION
Hyperspectral remote sensing is an advanced technology for the Earth observation [1] , [2] . It can capture hypersectral image (HSI) with a lager number of land-cover information [3] , [4] . HSI contains hundreds of contiguous and narrow spectral bands covering the electromagnetic spectrum from visible to near-infrared regions, and it has been widely used in the fields of ecological science, geological science, precision agriculture, and military applications [5] - [8] . Image classification is an important issue in these applications to discriminate various land-cover types [9] - [12] . However, due to the large amount of spectral bands, there exist many challenges for HSI classification, such as high computational complexity, high redundancy, and Hughes phenomenon (that is, the classification accuracy decreases with the increase of the number of input features under a fixed training sample size) [13] - [15] . Therefore, it is a key problem to overcome these challenges and improve the classification performance of HSI.
To address these challenges, feature extraction is an effective method to reduce the dimensionality of the input features by preserving some significant information for classification, which will be beneficial to decrease the computational complexity, remove the redundancy, and avoid the Hughes phenomenon [16] - [19] . In other words, feature extraction aims to find an appropriate low-dimensional subspace of the original high-dimensional feature space, which will enhance the discriminating power of different land-cover types in the new feature space [20] - [23] . Principal component analysis (PCA) is a popular feature extraction method that maximize data variance to perform the orthogonal projection [24] . To improve the effect of denoising, scholars proposed minimum noise fraction (MNF) with the noise variance and signal variance of data [25] . MNF obtains the components of data by maximizing the signal-to-noise ratio. However, PCA and MNF are on the basis of the statistical characteristics of data and neglect the intrinsic structure of HSI data.
In real HSI data, it contains the intrinsic manifold structure [26] . To overcome the drawbacks of the statistical feature extraction methods, many manifold learning methods have been proposed to reveal the intrinsic manifold properties of HSI. Three classic manifold learning methods is isometric mapping (Isomap) [27] , locally linear embedding (LLE) [28] , and Laplacian eigenmaps (LE) [29] . The Isomap method uses the geodesic distance to represent low-dimensional embedding. The LLE method supposes that the high-dimensional data possesses local linear structure and maintains this structure by linear combination in a low-dimensional feature space. The LE method reveals the local similarity relationship between data and preserves the local neighborhood information by a Laplacian matrix. However, these manifold methods are nonlinear methods and cannot directly map the out-of-sample into the corresponding low-dimensional feature space. To overcome this limitation, scholars have proposed locality preserving projections (LPP) [30] and neighborhood preserving embedding (NPE) [31] to perform the linearization of LE and LLE. LPP and NPE can obtain a projection matrix to directly achieve the low-dimension features.
To understand these statistical and manifold methods, a unified perspective has been proposed by a graph embedding framework on the basis of some statistics or geometry properties of data [32] . Many methods, such as PCA, LPP, NPE, ISOMAP, LLE and LE, can be redefined in this framework. Their differences lie in the way to construct a similarity matrix and define a constraint matrix. In this framework, marginal Fisher analysis (MFA) was designed with an intrinsic graph and a penalty graph [33] . In low-dimensional space, MFA maintains the property of intrinsic graph and suppresses the structure of penalty graph, which will improve the compactness of intraclass data and the separability of interclass data. Specifically, the methods based on statistics theory cannot reveal the manifold structure of data, while those based on geometry theory cannot easily select a proper neighborhood size for graph construction.
Recently, sparse representation interests many researchers, for it possesses the natural discriminating power to obtain some significant features [34] - [36] . Sparse representation has been widely applied in signal processing, statistics, and image classification [37] , [38] . Many sparse representation methods have been proposed including sparsity preserving projections (SPP) [39] , sparse neighborhood preserving embedding (Sparse NPE) [40] , and sparsity preserving analysis (SPA) [41] . Sparsity preserving projection (SPP) reveals the sparse reconstructive relationship of data by solving an 1 minimization problem. In fact, sparse NPE is identical to SPP. SPA applies the adaptivity of sparse representation to construct a graph that reveals the sparse properties of data. These methods also can be unified in the graph framework, and the graph is insensitive to data noise and inherits many advantages of sparse representation.
However, the graph embedding model considers only the pairwise relationship between two data, which fails to capture the complex relationships of the data set [42] . A natural way to represent the higher order relationships is to use the hypergraph model. In hypergraph, an hyperedge is composed of multiple connected vertices (generally more than two vertices). The hypergraph technique was applied to the powerful methodology of spectral clustering that originally operates on undirected graphs to hypergraphs [43] . A transductive learning framework was proposed for image retrieval, in which images are taken as vertices in a weighted hypergraph [44] . A classification method for HSI was proposed to address both the pixel spectral and spatial constraints, in which the relationship among pixels is formulated in a hypergraph structure [45] . In addition, a binary hypergraph (BH) was proposed on the basis of LPP to extract the features of HSI, which can be considered as an hypergraph extension of LPP [46] .
In these graph learning methods, they just consider a graph structure, which will lose some valuable information. To address this problem, we proposed a multi-structure manifold embedding (MSME) method that applies multistructure including graph structure, hypergraph structure, and local linear structure to represent the intrinsic properties of HSI. MSME uses the sparse representation to reveal intrinsic relationship of HSI data, and then it constructs a graph and a hypergraph with the sparse coefficients. In addition, we also consider the local linear properties of HSI data. According to the three structures, we develop an unsupervised optimal objective function to obtain a projection matrix. MSME can better represent the intrinsic manifold structures and improve the discriminating power of features for HSI classification.
The rest of this paper is organized as follows. Section II details our proposed method. Experimental results are presented in Section III to demonstrate the effectiveness of the proposed method. Finally, Section IV provides some concluding remarks and suggestions for future work.
II. MULTI-STRUCTURE MANIFOLD EMBEDDING
We denote a HSI data set as X = {x 1 , 
A. SPARSE REPRESENTATION
Recently, sparse representation gives rise to the attention of many researchers, which was initially proposed as an extension to traditional signal representations such as Fourier and wavelet representations. It accounts for most or all information of a signal with a linear combination of a small number of elementary signals in an over-complete dictionary. Sparse representation has been successfully applied in signal processing, statistics and image recognition, etc.
Given a signal x i ∈ D and a matrix X = [x 1 , x 2 , · · · , x N ] ∈ D×N containing the elements of an over-complete dictionary in its columns. The purpose of sparse representation is to represent x i using as few entries of X as possible, and the objective function can be expressed as
where ε can be seen as an error tolerance, s i is the sparse coefficients of x i , s i 0 denotes the 0 -norm of s i which is equal to the number of non-zero components in s i . However, it is a NP-hard problem to solve the Eq. (1). Researchers have discovered that if the solutions are sparse enough, and the solution of 0 minimization problem is equal to solve the 1 minimization problem as
where s i 1 is the 1 -norm of s i . The 1 minimization problem can be solved by LASSO [47] or LARS [48] .
B. SPARSE GRAPH STRUCTURE 1) GRAPH
The graph embedding framework provides a unified perspective to understand most feature extraction algorithms. It constructs an intrinsic graph that characterizes the statistical or geometrical properties of data. The intrinsic graph G = {X, W} is an undirected weighted graph that includes vertex set X and weight matrix W ∈ N ×N , where W = w ij N ×N is a symmetric matrix and w ij measures the similarity of vertices i and j. In low-dimensional space, the similarity relationship between the vertex pairs are preserved with the following object function.
where I is an identity matrix. B is a constraint matrix defined to avoid a trivial solution of the objective function. Typically, B is a diagonal matrix for scale normalization.
With some simple algebraic formulations, the objective function can be simplified as
where L is a Laplacian matrix that is defined as
Therefore, the objective function can be represented as
2) SPARSE GRAPH Sparse representation can adaptively reveal the intrinsic structure of data, and the sparse coefficients represent the similar relationships of data. A large sparse coefficient accounts for its corresponding data possessing significant similarity.
In addition, the close data should have a large similarity. With sparse coefficients, a sparse graph G s = {X, W s } is constructed using the criterion that vertices i and j are connected by an edge if s ij = 0. The similarity weight w s ij between x i and x j can be represented as
where
To preserve the sparse graph structure of data in a lowdimensional space, the objective function can be defined as
where To denote the connection relationship of vertex v i and hyperedge e j , an incidence matrix
The degree of vertex v i is the summation of hyperedge weights connected with v i . The degree of hyperedge e i is the number of vertices on the hyperedge e i . Therefore, the degree of vertex v i and hyperedge e j are respectively represented as: Fig. 1 is an example to explain the hypergraph. In Fig. 1 (a) the simple graph just represents the paired relationship that each connected edge only contains two vertices (such as the edge connects v 1 and v 2 ). In Fig. 1(b) , each curve denotes a hyperedge (such as e 1 , e 2 , and e 3 ), each circle dot denotes a vertex (such as v 1 , v 2 , and v 3 ), and this hypergraph is composed of seven vertices and four hyperedges, thus the hypergraph reveals the complex multiple relationships that each hyperedge can have more than two vertices (such as hyperedge e 1 contains vertices v 1 , v 2 , and v 4 ). Fig. 1(c) describes the relationship between hyperedges and vertices, and the zero element in each column denotes that a hyperedge does not contain the vertex, otherwise the vertices are on the hyperedge.
2) SPARSE HYPERGRAPH
In hypergraph, the connection of hyperedge will influence the structures of hypergraph. The traditional method uses the k-nearest neighbors or -radius ball to select the incidence vertices of hyperedge. However, the two methods are datumdependent and difficult to select a proper value for k or . At the same time, sparse representation has the merits of discovering the intrinsic properties from the global structure of data, and it contains the natural discriminating power to reveal the similarity relationship of data.
According to the sparse coefficients, we construct a sparse hypergraph G SH = {V SH , E SH , W SH } that the corresponding samples of the nonzero sparse coefficients of each data are connected as a sparse hyperedge, as shown in Fig. 2 . The weight of sparse hyperedge e SH i is set as
With sparse hyperedges and spare coefficients, the incidence matrix can be represented as
According to Eqs. 11 and 10, the degree of vertex x i and sparse hyperedge e SH j can be obtained as
d(e
In low-dimensional space, we preserve the sparse hypergraph properties. The objective function can be constructed as
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where the sparse hyper-Laplacian matrix denotes as
. Therefore, the objective function can be represented as
D. LOCAL LINEAR STRUCTURE
In HSI, the neighbor pixels commonly possesses the similarity structure that can be described by a linear combination of neighbor samples. Generally, the local linear structure is considered as the intrinsic manifold structure. The structure relationship can be represented by minimizing the sum of reconstruction errors:
where g ij is the reconstruction weight between x i and x j . If x j is the k nearest neighbor samples of x i , g ij = 0 or g ij = 0, and n j=1 g ij = 1.
With some mathematical operations, Eq. 19 can be reduced as (20) where
Thus, Eq. 19 can be denoted as According to the method of Lagrangian multipliers, the optimization solution is
) is the neighbor of x i . In low-dimensional space, the local linear structure is maintained to perform the feature representation. The objective function can be defined as With some transformation, Eq. 23 can be denoted as
where M = (I − G) T (I − G) is local linear structure matrix. Therefore, the optimal objective function can be reduced as
E. FEATURE LEARNING
To preserve the valuable information, we simultaneously consider the graph, hypergraph, and local linear structures of HSI, as shown in Fig. 3 . According to Eqs. (8), (18) and (25), the objective function of feature learning can be represented as the following with Y = V T X:
To remove an arbitrary scaling factor, a constraint is added as
With the method of Lagrangian multiplier, the optimization problem is transformed as
To solve the optimal problem, the derivative with respect to V is set zero. Then, a generalized eigenvalue problem can be represented as
where α and β are tradeoff parameters, and 0 ≤ α, β ≤ 1.
can be obtained by the d minimum eigenvalues of (29) corresponding eigenvectors. Then, the low-dimensional features can be formulated by
In summary, MSME is an unsupervised method, which applies the spare graph, spare hypergraph and local linear properties to represent the intrinsic structure. MSME can be simplified as NPE if we just consider the local linear property with β = 1, and we can also obtain the SPA method form MSME if we only use the information of spare graph with α = 0 and β = 0. MSME makes full use of the complementarity of different structures information to obtain better discriminating features. The process of MSME is shown in Algorithm 1. The computation complexity of the MSME method is O(n 3 + D 3 + Dn 2 ).
III. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed MSME method, we design some experiments on the Salinas and PaviaU data set and compare MSME with some state-of-art DR algorithms. 
Algorithm 1 MSME

Input: Samples
X = [x 1 , x 2 , · · · , x n ] T ∈ n×D ,= I−(D SH v ) −1/2 H SH W SH (D SH e ) −1 (H SH ) T (D SH v ) −1
A. DATA SET DESCRIPTION
Salinas data set: The HSI data set was also collected by an AVIRIS sensor over Salinas Valley, Southern California, in 1998. This data set has a geometric resolution of 3.7 m. The area possesses a spatial size of 512×217 pixels and 224 spectral bands from 400 nm to 2500 nm. Exactly 204 bands were remained after the removal of bands 108-122, 154-167 and 224 as a result of dense water vapor and atmospheric effects. The data set contains sixteen land cover types. The scene in false color and its corresponding ground truth are shown in Fig. 4 .
PaviaU data set: The HSI data set was acquired with a reflective optics system imaging spectrometer (ROSIS) optical sensor during a flight campaign over Pavia University (PaviaU), Northern Italy, in 2002. The data set measured 610 × 340 pixels, and the geometric resolution was 1.3 m. Exactly 103 spectral bands were remained after the removal of some channels because of the noise effect. There is nine land cover types in this data set. For illustrative purposes, the HSI in false color and its corresponding ground truth are shown in Fig. 5 .
B. EXPERIMENTAL SETUP
There exists noise for the influence of imaging environment and a large number of homogeneous areas in HSI. To reduce noise and smoothen the homogeneous regions, we apply a weighted filter with a 3 × 3 window size to preprocess the HSI pixels. Each pixel can be represented as
where N s (x i ) is the spatial neighbor with a 3×3 window size. ρ j is the weighted value between x i and its spatial neighbor x j , and ρ j is defined as
In each experiment, the data set was randomly divided into training and test samples. A feature extraction method was applied to learn a low-dimensional space with training samples. Then, all test samples were mapped into a lowdimensional space. After that, we employed the support vector machine (SVM) to classify test samples. Finally, the average classification accuracy (AA), the overall classification accuracy (OA), and the Kappa coefficient (KA) were adopted to evaluate the performance of each method. To robustly evaluate the results, the experiments were repeated 10 times in each condition, and we displayed the average classification accuracy with standard deviation (STD).
In the experiment, we compared the proposed MSME algorithm with the Baseline, PCA, MNF, NPE, LPP, SPP, and SPA, where the Baseline method represents that a classifier was directly used to classify the test samples without VOLUME 5, 2017 feature extraction. To achieve optimal results for each method, we adopted cross-validation to obtain the optimal parameters of each method. For LPP, NPE and MSME, the number of neighbors was optimistically set to 7. For SPP and SPA, the sparse error tolerances to 5. For SVM, the RBF kernel was used with the LibSVM Toolbox [49] , and the penalty term C and the RBF kernel width δ were selected by a grid search with a given set {2 −10 , 2 −9 , · · · , 2 10 }. The embedding dimension is set to 30 for all the feature extraction methods. All the experiments were performed on a personal computer with E3-1220 v3 central processing unit, 8-G memory, and 64-bit Windows 10 using MATLAB 2015b.
C. PARAMETERS ANALYSIS
To analyze the OAs with different tradeoff parameters α and β, we randomly selected 30 samples form each class in the PaviaU and Salinas data sets for training, and the remaining samples were used for testing with the SVM According to Fig. 6 , the OAs possess the similarity change regulation under different parameters α and β on the Salinas and PaviaU data sets. With the increase of β, the OAs first increase and then maintain a stable value, which indicates that the larger β value enhances the contribution of local linear structure. The parameter α shows a small influence in terms of OAs. In all experiments, we both set α and β to 0.8 and 0.5 for the Salinas and PaviaU data sets.
D. CLASSIFICATION RESULTS COMPARED WITH OTHER METHODS
To investigate the classification results under different numbers of training samples, we randomly selected 10, 20, 30, 40, 50, 60 samples from each class as training set, and the other samples as test set. Table 1 shows the OAs, STDs and KAs using SVM on the Salinas data set with 10 times repeated experiments. Table 2 is the classification results on the PaviaU data set.
According to the Tables 1 and 2 , we can obtain the same conclusions for the Salinas and PaviaU data sets. The OAs and KAs of each method improve as the increase of the number of training samples, because there is more priori information to represent the intrinsic properties of HSI. With the increase of training samples sizes, the STDs become smaller and smaller, for more training samples possess more valuable information to enhance the stability of classification accuracies. In all the feature extraction methods, the proposed VOLUME 5, 2017 MSME method possesses better OAs and KAs compared with NPE and SPA, and it achieves the best classification results under all conditions. The reason is that MSME makes full use of the complementarity of the graph, hypergraph, and local linear structures to represent the intrinsic properties, and it improves the discriminating power of features for HSI classification.
The different embedding dimensions will impact the classification accuracies, thus we randomly selected 30 training samples from each class in each data set to reveal the relationship between embedding dimension and classification accuracy. Fig. 7 shows the average OAs under different embedding dimensions with 10 times repeated experiments.
In Fig. 7 , the Salinas and PaviaU data sets display the similarity performance under different embedding dimensions.
With the increase of embedding dimension, the OAs of most methods rapidly improve and then reach to some stable values. The OAs of Baseline is superior to that of LPP, SPP, SPA on the Salinas data set, and the OAs of Baseline is better than most feature extraction methods on the PaviaU data set, which indicates that these methods cannot effectively reveal the intrinsic properties of HSI. However, the proposed MSME method possesses better accuracies than the Baseline and achieves the best results under different conditions. The main reason is that MSME considers the graph, hypergraph, and local linear structures to accurately describe the intrinsic information of HSI.
To explore the classification accuracy of each class, 60 samples were selected form each class for training, and then remaining samples were used for test. The classification results and running time on the Salinas data set are displayed in Table 3 .
As shown in Table 3 , the proposed method generates better classification accuracy in most classes and achieves the best OA, AA, and KA. MSME is more effective in revealing the intrinsic properties of HSI, and it obtains better discriminating features for HSI classification. The Baseline takes more running time than other feature extraction methods, since a large number of spectral bands in HSI result in the increase of computational cost for land-cover classification. MSME costs more running time than other feature extraction methods for the construction of different structures, while it reduces the total running time for classification compared with other methods. The corresponding visualized results are given in Fig. 8 , and the proposed MSME method produces a smoother classification map compared with other methods in many areas. Table 4 is the classification results of different methods on the PaviaU data set. In the table, MSME achieves the better accuracies in most classes, especially in the land-cover types of Asphalt, Meadows, Trees, Soil. The classification maps are shown in Fig. 9 .
IV. CONCLUSION
In this paper, we proposed a new unsupervised feature extraction method termed MSME. It uses the sparse coefficients to construct a sparse graph and a sparse hypergraph, and it also considers the local linear property of HSI. According to the sparse graph structure, sparse hypergraph structure, and local linear structure, a feature learning method is constructed to reveal the intrinsic properties of HSI. As a result, MSME makes full use of the complementarity of different structures to obtain effective discriminating features for classification. Experiments on the Salinas and PaviaU data sets show that the proposed method achieves better results than other stateof-the-art methods in all conditions. MSME doesn't use any label information of HSI. To further improve the discriminating power of embedding feature, our future work will focus on how to apply the label information to develop a supervised method. 
