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ABSTRACT
A multivariate linear inverse model (LIM) is developed to demonstrate the mechanisms and seasonal
predictability of the dominantmodes of variability from the tropical and South PacificOceans.We construct a
LIM whose covariance matrix is a combination of principal components derived from tropical and extra-
tropical sea surface temperature, and South Pacific Ocean vertically averaged temperature anomalies. Eigen-
decomposition of the linear deterministic system yields stationary and/or propagating eigenmodes, of which
the least damped modes resemble El Niño–Southern Oscillation (ENSO) and the South Pacific decadal os-
cillation (SPDO). We show that although the oscillatory periods of ENSO and SPDO are distinct, they have
very close damping time scales, indicating that the predictive skill of the surface ENSO and SPDO is com-
parable. The most damped noise modes occur in the midlatitude South Pacific Ocean, reflecting atmospheric
eastward-propagating Rossby wave train variability. We argue that these ocean wave trains occur due to the
high-frequency atmospheric variability of the Pacific–South American pattern imprinting onto the surface
ocean. The ENSO spring predictability barrier is apparent in LIM predictions initialized in March–May
(MAM) but displays a significant correlation skill of up to ;3 months. For the SPDO, the predictability
barrier tends to appear in June–September (JAS), indicating remote but delayed influences from the tropics.
We demonstrate that subsurface processes in the South Pacific Ocean are the main source of decadal vari-
ability and further that by characterizing the upper ocean temperature contribution in the LIM, the seasonal
predictability of both ENSO and the SPDO variability is increased.
1. Introduction
The South Pacific decadal oscillation (SPDO; Chen
andWallace 2015; Lou et al. 2019) provides the Southern
Hemisphere decadal contribution to the Pacific-wide in-
terdecadal Pacific oscillation (IPO: Power et al. 1999;
Folland et al. 2002), and is analogous to the Pacific de-
cadal oscillation (PDO; Mantua et al. 1997) centered in
the North Pacific. On interannual time scales, El Niño–
Southern Oscillation (ENSO) over the tropical Pacific is
the most energetic mode of climate variability and has
significant impact over the globe (McPhaden et al. 2006).
Further, various studies show that IPO-related variabil-
ity, ormore broadlyPacific decadal variability (PDV; e.g.,
Liu and Di Lorenzo 2018), resembles the ENSO pattern
but with stronger extratropical signatures and meridio-
nally broader tropical structures relative to ENSO (e.g.,
Zhang et al. 1997; Power and Colman 2006).
In the North Pacific, the PDO is now recognized to
consist of multiple processes operating on different time
scales (e.g., Schneider and Cornuelle 2005; Newman et al.
2016), which include atmospheric forcing (Hasselmann
1976; Di Lorenzo and Ohman 2013), oceanic dynamics
(Deser et al. 2003; Capotondi et al. 2005; Schneider and
Cornuelle 2005; Lyu et al. 2017), and ENSO tele-
connections (Leathers et al. 1991; Newman et al. 2003;Corresponding author: Jiale Lou, jiale.lou@utas.edu.au
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Zhang et al. 2018). However, the relative importance of
each mechanism in determining the observed inter-
decadal variability is still an active area of research. In
comparison to the PDO in the Northern Hemisphere
(NH), Lou et al. (2019) show that in the Southern
Hemisphere (SH) the atmospheric forcing and the
oceanic subsurface processes combine to generate the
observed SPDO variability in sea surface temperature
(SST). While significant temporal correlations between
ENSO and the SPDO have long been recognized, there
has been relatively little focus on SPDO predictability.
That said, Lou et al. (2019), using coupled AR1 linear
stochastic models, most recently describe in detail the
spatial distribution of South Pacific Ocean potential
predictability. However, a more general model frame-
work that describes how tropical and extratropical var-
iability couple to produce the observed SPDO and its
predictability has been lacking. Our study aims to ad-
dress this gap by developing a reduced-order multi-
variate linear stochastic model capable of reproducing
the observed decadal variability in the South Pacific
and whose dynamics describe plausible mechanisms by
which tropical ENSO and extratropical SPDO com-
municate on multiple time scales.
Hasselmann (1976) (see also Frankignoul and
Hasselmann 1977) first introduced the linear stochasti-
cally forced model framework to investigate the low-
frequency variability of the upper ocean (i.e., SST) and
in particular how atmospheric white noise forcing acts as
the generator to trigger oceanic slow responses. For
example, by using a first-order autoregressive (AR1)
model, previous studies (e.g., Hasselmann 1976; Di
Lorenzo and Ohman 2013) show that the Aleutian low
(AL) is the key atmospheric driver of the PDO in the
NH. Analogously, Lou et al. (2019) show that the at-
mospheric Pacific–South American pattern 1 (PSA1)
and SPDO are more tightly related in the SH com-
pared with the relationship between the AL and PDO,
indicating that PSA1 is a critically important atmo-
spheric driver of the oceanic responses associated
with the SPDO.
To investigate relationships between the tropical and
extratropical variability, Newman et al. (2003) extended
the AR1 model by including the remote forcing of
ENSO as a noise term and found the North Pacific
Ocean not only acts to redden the atmospheric noise but
also the ENSO signals from the tropics. Similarly, Power
and Colman (2006) and Shakun and Shaman (2009)
suggest that decadal variability in the South Pacific can
be also regarded as a reddening of ENSO signals. These
previous studies show that PDV in the extratropical
Pacific in both hemispheres should be at least partly
driven by tropical ENSO variability. That said, such
models are limited by their simple assumptions. That is,
PDV is remotely forced by ENSO without considering
the extratropical forcing on the tropics. Therefore, to
understand the dynamics and predictability of extra-
tropical PDV, tropical variability must be included as
part of the system, and not be considered as exter-
nal to it.
Following Di Lorenzo and Ohman (2013), Lou et al.
(2019) applied successive integrations of an AR1 model
to investigate surface and subsurface temperature vari-
ability in the Pacific Ocean. Based on their analysis, Lou
et al. (2019) conclude that the subsurface SPDO can be
considered as the reddened response to the corre-
sponding surface SPDO or cumulative integrated ver-
sion of white-noise atmospheric variability from PSA1.
Despite explaining a smaller fraction of the total vari-
ance, Lou et al. (2019) show that there is greater po-
tential predictability of the subsurface SPDO relative to
the subsurface PDO (their Fig. 11), indicating the im-
portance of South Pacific subsurface processes as a key
source of decadal variability and predictability beyond
seasonal scales. Although previous studies suggest that
interior oceanic mechanisms in the North Pacific exhibit
multiple time scale variability ranging from seasonal to
decadal (e.g., Alexander and Deser 1995; Deser et al.
1996; Alexander et al. 2002, 2008; Newman et al. 2016),
it remains unclear which oceanic mechanisms drive the
different observed responses in the extratropical North
and South Pacific, especially since the role of South
Pacific Ocean variability has been less discussed.
Although useful conceptually, these different variants
of univariate AR1 models are limited by their simplicity
(Newman 2007). Alternatively, a multivariate analysis
may be more preferable to provide a better under-
standing of the underlying dynamics. The linear inverse
model (LIM; Penland and Sardeshmukh 1995, hereafter
PS95) or principal oscillation pattern analysis (POP;
Hasselmann 1988; Penland 1989; von Storch and Xu
1990; von Storch et al. 1995) can be viewed as the mul-
tivariate analog to the univariate AR1 approach pro-
posed by Hasselmann (1976).
The LIM/POP approach has been used for diagnostics
and prediction in studies of atmospheric variability (von
Storch and Xu 1990; Xu 1992; Schnur et al. 1993;
Cavanaugh et al. 2015), tropical ENSO variability
(Penland andMagorian 1993; PS95; Tang 1995; Penland
and Matrosova 2006; Gehne et al. 2014; Capotondi and
Sardeshmukh 2015), Atlantic SST variability (Penland
andMatrosova 1998; Vimont 2012; Zanna 2012; Huddart
et al. 2016), North Pacific decadal variability (Alexander
et al. 2008), and the tropical–North Pacific coupled sys-
tem (Newman 2007). Many of these studies have shown
that the LIM/POP analysis is capable of revealing the
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appropriate linearized dynamics and provides a model
of comparable forecast skill, from subseasonal to (inter)
decadal time scales, to global circulation models.
Due to the deterministic and prognostic natures of
univariate and multivariate AR1 models, such reduced-
order stochastic models provide empirical knowledge
that may lead to a better understanding of the under-
lying dynamics and more skillful predictions, provid-
ing benchmarks for more complex numerical models
(Newman 2013). However, even a cursory reading of the
literature indicates that studies on South Pacific decadal
variability are lacking, regardless of the role that the
South Pacific might play as a potentially significant
source of decadal variability and predictability.
This study uses a LIM/POP to diagnose the dynamics
and predictability of South Pacific decadal variability,
and highlights connections between tropical and extra-
tropical and surface to subsurface temperature varia-
tions. This paper is organized as follows. The data used
in this study and the LIM methodology are described in
section 2. In section 3, the LIM is developed and the
dynamics of South Pacific decadal variability, including
the connections between the tropical Pacific and South
Pacific and the relationships between the surface and
subsurface variability, are analyzed. Predictability based
on the developed LIM is also investigated in section 3.
Section 4 provides the discussion and conclusions.
2. Data and methods
a. Data and ocean general circulation model
The observed and simulated datasets used in this
study are the same as used in Lou et al. (2019). The
model used was an atmosphere-forced ocean general
circulation model, the Australian Community Climate
Earth System Simulator-Ocean (ACCESS-O) configu-
ration of theGFDLMOM4p1 ocean–ice code (Delworth
et al. 2006). The detailed model configuration of this
particular variant of ACCESS-O has been described by
O’Kane et al. (2014b). ACCESS-O is forced by observed
atmospheric fields from the Coordinated Ocean–Ice
Reference Experiments (CORE; 1948–2007) (Griffies
et al. 2009) and has 50 model levels in the vertical
covering 0–6000m. For comparison, the original 3603
300 tripolar ACCESS-O ocean model grid has been
interpolated to a regular 2.58 3 2.58 grid in this study.
The observed monthly SST data are taken from the
Hadley Sea Ice and Sea Surface Temperature analysis 1.1
(HadISST 1.1; Rayner et al. 2003) available at https://
www.metoffice.gov.uk/hadobs/hadisst/data/download.html.
For the purposes of our analysis, the HadISST data have
been regridded to a 2.58 3 2.58 grid.
At the same time, the atmospheric PSA variability
was constructed by using the monthly mean 500-hPa
geopotential height (Z500) reanalysis data in this study, taken
from the National Centers for Environmental Prediction–
NationalCenter forAtmosphericResearch (NCEP–NCAR)
reanalysis and available at https://www.esrl.noaa.gov/
psd/data/gridded/data.ncep.reanalysis.pressure.html. The
Z500 datawere analyzed on the 2.58 3 2.58 grid. Tomatch
the period of CORE forcing of the simulated data, all the
observed and reanalysis data used in this study have been
truncated to the period of 1948–2007.
In performing the empirical orthogonal function (EOF)
analysis, we made use of the detrended anomalous
monthly data. The seasonal climatology (calculated us-
ing the entire length of the record from 1948 to 2007)
was removed from the monthly data at each grid point
to derive the anomalies. Then, the linear trend was re-
moved. The principal component (PC) time series derived
from the EOF analysis is regarded as the climate index.
Following the approach by Davis (1976), significance
tests of the correlation coefficients have been performed.
This approach takes account of the effective number of
degrees of freedom due to serial correlation, and then a
simple t statistic was applied to assess whether the re-
spective time series were significantly correlated.
b. Linear inverse model
Linear inverse modeling assumes that the relevant





where the state vector x can be expressed as the sum of
the linear deterministic dynamics and a stochastic forc-
ing term j (i.e., rapidly decorrelating white noise). In
high-dimensional datasets, some form of dimension re-
duction is typically applied to determine x. In this study,





















where in Exp1 we considered a combination of both
the tropical Pacific SST (i.e., SSTTP within 208S–208N,
1208E–608W) and the South Pacific SST (i.e., SSTSP in
the region 708–22.58S, 1208E–608W), whereas in Exp2
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we introduced additional subsurface variability in the
form of the vertically averaged temperature (VAT)
from 5 to 280m in the South Pacific (VATSP; 708–22.58S,
1208E–608W). Due to the paucity of subsurface obser-
vations over the decades prior to Argo, we have had to
rely on the simulated VAT from 5- to 280-m depth, a
range of vertical scales encompassing variability within
the mixed layer and thermocline for most tropical and
subtropical regions.
Thematrix L in Eq. (1) represents the time-independent
dynamical operator defining the evolution of x. For a sys-
tem with stationary statistics, it can be shown that L is
dissipative (i.e., the real parts of the eigenvalues of L are




where C(t0) and C(0) are the time-lagged and zero-
lagged (cross-)covariance matrices of the state vector x,
respectively—that is,C(t0)5 hxt1t0xTt i andC(0)5 hxtxTt i.
The angle brackets here denote equivalently either an
ensemble average or a time average over all t for variables
with stationary statistics). The dynamical operator L
and the covariances can be determined from observa-
tional estimates at some lag t0. In this study, we used
t0 5 1 month to ensure stability.
3. Results
a. Preparation of the linear inverse model
To reduce the number of spatial degrees of freedom,
EOF analysis has been applied to the monthly TP SST,
SP SST, and SP VAT respectively. To validate the reli-
ability of theACCESS-O simulations, we first calculated
the leading EOFs/PCs of both HadISST and ACCESS-O
SST. The respective leading PCs were then used to
construct LIM experiments for the observed (Exp1a)
and simulated (Exp1b) SST datasets. Figure 1 shows the
leading two EOF patterns from both the observations
and the simulation. The simulated SST patterns (Fig. 1)
closely resemble the observed SST patterns, as do their
relative explained variances—indicating that the model
can adequately capture the spatial features of those
modes. The VAT modes and indices have been con-
structed using the same regions defined for the SST-
based variability. The leading SST modes in the tropical
Pacific and South Pacific (Fig. 1) clearly showENSOand
SPDO patterns. The second SST mode in the South
Pacific (Figs. 1f,h) resembles a wave train pattern across
the Pacific basin (see, e.g., Fig. 2 in Saurral et al. 2017).
The leading VAT mode in the South Pacific (Fig. 1i) re-
sembles its SST counterpart (Fig. 1g), which is referred to
as the subsurface SPDO inLou et al. (2019). By exploring
the spatiotemporal features of theVATSPDO, Lou et al.
(2019) suggest that the VAT SPDO can be considered as
the reddened response to the corresponding surface
SPDO variability (i.e., Fig. 10 in Lou et al. 2019). The
second VATmode reflects the interior oceanic processes
associated with ocean storm tracks in the subtropical
South Pacific (see, e.g., Fig. 11 in O’Kane et al. 2014b).
The LIM was then constructed using the reduced
space of EOFs, where the state vector x in the LIM is
constructed on the basis of the corresponding PC time
series. Here, we have retained the leading 10 EOFs/PCs
to ensure that the dynamical operator L remains well
defined with negative eigenvalues (i.e., it is invertible
and dissipative). The leading four TP SST EOFs/PCs
and six SP SST EOFs/PCs have been used in Exp1, and
the leading two, six, and two EOFs/PCs for the TP SST,
SP SST, and SP VAT, respectively, have been used in
Exp2. The accumulated explained variances of the
leading EOF modes have been listed in Table 1. The
leading four SSTEOFs in the tropical Pacific account for
73% and 70% of the total variance in the observations
and simulation respectively, and the leading six SST
EOFs in the South Pacific explain 61% and 54% of the
corresponding variance in the observations and simula-
tion. Also, 31% of the total variance has been explained
by the first two SP VATEOFs in the ACCESS-Omodel.
In fact, the choices of using the leading 10 to 16EOFs/PCs
in each LIM experiment to define the state vector and the
different combinations of the leading PCs used from the
different regions gave us similar results.
Before the LIM becomes useful, several validation
tests needed to be performed. As described in the ref-
erences therein, the tau test (see, e.g., PS95) was un-
dertaken to ensure that the dynamical operator L is
independent of the lag t0 that is chosen to determine it.
Figure 2 shows the dynamical operator L matrix for dif-
ferent time lags t0 5 1, 2, 3, and 4 months respectively.
We can see that the dynamical operator L under different
time lags remains similar, indicating the stable properties
of L. However, this was not the case for larger lag
times .10 months for which we exceed the Nyquist
threshold (PS95; Newman 2007; Zanna 2012) due to the
existence of some high-frequency variability (recall we did
not filter the data). There are multiple reasons for which L
might be substantially different from the different choices
of time lags t0, which include nonlinearity, instability, or
nonstationarity of the true process being sampled (Penland
1989; von Storch et al. 1995). In this study, we used t0 5 1
month in each experiment, thereby ensuring stability.
Once Lwas computed and the stability of Lwas tested,
the statistics of the stochastic forcing j in Eq. (1) can be
determined from the fluctuation–dissipation relation
(PS95; Alexander et al. 2008)
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LC(0)1C(0)LT 1Q5 0, (3)
where Q5 hjjTidt is the covariance matrix of the sto-
chastic forcing multiplied by dt. To further validate that
Eq. (1) is an adequate model for the observed South
Pacific SSTA, the noise covariance matrix Q should be
positive definite (PS95). In our study, we found that all
the eigenvalues ofQwere positive in all the experiments
FIG. 1. The leading two EOF spatial patterns of the monthly SST anomalies in the (a)–(d) tropical Pacific and (e)–(h)
South Pacific, and (i),(j) the leading two EOF spatial patterns of the monthly VAT anomalies in the South Pacific.
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indicating the South Pacific SST variability is, in general,
linear with respect to constructing the LIM.
b. Dynamics of combined TP SST and SP SST system
The dynamics of the linear system can be diagnosed
by applying eigen-decomposition to the operator L.
The eigenanalysis of the dynamical operator L has
been referred to both as principal oscillation patterns
(POPs; e.g., Hasselmann 1988; Penland 1989; von
Storch et al. 1995; Tang 1995) or empirical normal
modes (ENMs; PS95; Newman 2007; Alexander et al.
2008; Zanna 2012).
The ENMs or the POPs of a linear system, as given by
Eq. (1) neglecting the forcing term j, are the (left) ei-
genvectors p (also referred to as the eigenmodes in the
references therein) of the dynamical operator L (i.e.,
Lp5 lp). As shown in Fig. 2, the L matrix is not sym-
metric and therefore some or all of its eigenvectors p and
eigenvalues l are complex. However, since L is a real
matrix, the conjugate complex eigenvalues l* and ei-
genvectors p* also satisfy the eigenequation Lp* 5 l*p*.
One of the advantages of the LIM is that we can es-
timate the damping time scales and the oscillatory pe-
riods of the various eigenmodes from the corresponding
eigenvalues l 5 s 1 iv directly, where s and v are the
real and imaginary parts of l, respectively. Ordered by
decreasing damping time scales, Table 2 shows the
damping time scales 21/s and the oscillatory periods
2p/v of the ENMs of the 10-component dynamical sys-
tem for Exp1a and b and Exp2 respectively.
In our study, the POP modes were derived from the
sumof contributions of the weighted EOFmodes, where
the weight is the corresponding eigenvector. As the
dynamical operator L is nonnormal with nonorthogonal
eigenvectors (e.g., Penland and Matrosova 2006), the
POP modes therefore might not be statistically inde-
pendent. Figure 3 shows the leading three POP modes
fromExp1a. The least damped stationarymode (Fig. 3a)
is reminiscent of a SPDO pattern or ‘‘decadal ENSO’’
pattern with stronger extratropical signatures in the
southwest Pacific and meridionally broader tropical
structures on the interannual time scales relative to
ENSO. This stationary mode has considerably longer
damping time scales (10 months in Table 2) in Exp1a.
The energetic phases (i.e., the real part of the eigen-
vectors) of POP2 and POP3 (Figs. 3b,c) combined are
reminiscent of an interannual ENSO pattern with pe-
riods of ;4 years (Table 2). We can see that the inter-
annual ENSO variability dominates the signal in the
eastern tropical Pacific (Figs. 3b,c).
FIG. 2. The dynamical operator Lmatrix for different lags of t0 5 1, 2, 3, and 4 months respectively in (top) Exp1a, (middle) Exp1b, and
(bottom) Exp2.
TABLE 1. The accumulated explained variance for each of the LIM
experiments.
TP SST EOFs SP SST EOFs SP VAT EOFs
Exp1a 73% 61% —
Exp1b 70% 54% —
Exp2 61% 54% 31%
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The nonzero eigenvectors of L form a linear basis for
the LIM. The state vector x can be expressed as the sum








Here, zj(t) is the projection time series for the jth ei-
genvector, which is also called the POP coefficients or
POP coefficient time series (e.g., Xu 1992; Tang 1995;
von Storch et al. 1995). To get the POP coefficient time
series, two approaches have been documented in the
review paper of von Storch et al. (1995). That is, we can
estimate the POP coefficients by either calculating the
adjoint patterns (e.g., Penland 1989; Newman 2007) or
by applying a least squares fit to the state vector x (e.g.,
von Storch et al. 1995). In our study, we adopted the
former by calculating the adjoint patterns of L to esti-
mate the corresponding POP coefficient time series.
That is, the transpose of L has the same eigenvalues as L,
but different eigenvectors q,
LTq5 lq . (5)
Thematrices p and q form a biorthogonal set with pTq5
pqT 5 I (I is the identity matrix). The POP coefficient
time series can therefore be estimated from
z
j
(t)5 qTj x(t), (6)
where the qTj is called the adjoint patterns of L (e.g.,
Newman 2007; Zanna 2012). Figure 3 (right) shows the
leading three POP coefficient time series (only the time
series associated with the most energetic phase of the
complex eigenmodes are shown). We can see that the
state vector used here has been split into different POP
coefficient time series with distinct time scales. The least
damped POP coefficient time series (Fig. 3d) is weakly
correlated with the observed SP-PC1 (i.e., the SPDO
time series) with a correlation of 0.42 (.95% signifi-
cance). Both the POP2 and POP3 coefficient time series
(Figs. 3e,f) are related to the observed TP-PC1 (i.e.,
ENSO) with correlations of20.69 and 0.41 respectively,
where all r values are significant at the 95% level.
To compare with the observations, the same processes
have been performed using Exp1b (ACCESS-O simu-
lation). Figure 4 shows the most energetic phases of the
leading two propagating POP modes in Exp1b and the
corresponding time series. We can also see that the dy-
namics of the SST variability have been separated into
at least two distinct time scales with one operating
on interannual (Figs. 4a,c) and one on (inter)decadal
(Figs. 4b,d). The mode associated with the interannual
variability (Fig. 4a) dominates its signals narrowly in the
equatorial Pacific and remains very similar to ENSO
variability. The corresponding POP time series (Fig. 4c)
is related to the simulated TP-PC1 (i.e., ENSO) with a
correlation of 0.67 (.95% significance). The mode as-
sociated with the (inter)decadal variability (Fig. 4b)
has a meridionally broader structure compared to its
interannual counterpart. The corresponding time series
(Fig. 4d) is consistent with the so-called climate regime
shift in the mid-to-late 1970s and late 1990s (see, e.g.,
TABLE 2. Damping time scales and oscillatory periods of the eigenmodes of the coupled dynamical systems. Note that stationary modes
have eigenvalues with zero imaginary parts (i.e., v 5 0) and propagating modes come in complex conjugate pairs.
Dataset Index Damping time scale (21/s) (months) Periods (2p/v) (months)
HadISST Exp1 (TP SST 1 SP SST)
1 10.0 –
2 (two modes) 8.5 49.2
3 (two modes) 5.2 44.1
4 (two modes) 4.0 130.3
5 3.5 –
6 (two modes) 2.8 48.8
ACCESS-O 1 (two modes) 12.5 40.8
2 (two modes) 10.3 232.6
3 (two modes) 5.2 77.9
4 (two modes) 3.6 47.0
5 (two modes) 2.3 26.3
ACCESS-O Exp2 (TP SST 1 SP SST 1 SP VAT)
1 101.9 –
2 (two modes) 20.3 178.7
3 7.9 –
4 6.5 –
5 (two modes) 3.5 53.0
6 2.9 –
7 (two modes) 2.4 28.0
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Fig. 2 in Lou et al. 2019), which is characterized as a
conspicuously rapid transition between relatively stable
atmospheric and oceanic states and a change of phase
in the IPO during the middle to late 1970s (O’Kane
et al. 2014a).
The summation in Eq. (4) can be decomposed into
contributions from the relevant ENSO and SPDO
modes (e.g.,A5 {1, 2 and 3} in Exp1a andA5 {1 and 2} in
Exp1b, whereA refers to the least damped modes in each
experiment), and a residual component. Therefore, Eq. (4)















The interaction between the interannual ENSO mode
and the (inter)decadal SPDO or ENSO-like mode
plays a large part in giving rise to the overall SPDO vari-
ability, while the residual component is mainly associated
with the higher-order noise modes. Reconstructions of the
SPDO variability from the sum of just three (two) eigen-
modes in the observations (simulation) are shown in Fig. 5.
The correlations between the reconstructed SPDOand the
observed or simulated SPDO are 0.81 and 0.73, respec-
tively (Fig. 5), indicating the SPDO represents not a single
physical mode but rather a superposition of the interan-
nual ENSO and (inter)decadal SPDO or ENSO-like de-
cadal variability.
c. Dynamics of combined TP SST, SP SST, and SP
VAT system
In experiment 1, we only considered the surface
temperature variability from both the tropical Pacific
and South Pacific. We found that there were at least two
distinct time scales operating, that is, interannual and
(inter)decadal respectively, that contribute to the entire
SPDO variability. However, where the decadal signals
originate remains unclear. Many studies show that the
FIG. 3. The leading three least damped POP modes and the corresponding time series in Exp1a. The contour
intervals are the same for all panels but are arbitrary. Red and blue shadings indicate opposite signs.
4544 JOURNAL OF CL IMATE VOLUME 33
subsurface plays an important role in reddening the
surface processes in the midlatitude Pacific (e.g., Power
and Colman 2006; Lou et al. 2019) and contributes to the
observed SST decadal variability. With this in mind, we
extended the LIM by introducing subsurface tempera-
ture variability in the form of VAT (Exp2).
In Exp2 we incorporated only TP SST thus approxi-
mating the tropical Pacific to a one-layer shallow ocean.
In the midlatitude South Pacific, where subsurface pro-
cesses significantly redden the corresponding surface
variability and exhibit pronounced decadal variability
(e.g., Fig. 10 in Lou et al. 2019), the potential predict-
ability is well approximated by a univariate AR1 model
(Fig. 11 in Lou et al. 2019). Therefore, the introduction
of VAT variability in the South Pacific should further
redden the surface temperature variability, generating
longer time scale variations.
Figure 6 shows the leading three POP modes and the
corresponding POP coefficient time series. The first
POP mode (Fig. 6a) is stationary and has a considerably
longer damping time scale (i.e., 101.9 months in Table 2)
than any other mode. Unsurprisingly, this least damped
mode also displays the greatest persistence (Fig. 6d), re-
flecting the most predictable subsurface signals. We can
see the largest loadings of the POP1 mode is east of 1808
longitude where previously described topographically
trapped nonlinear baroclinic Rossby waves in the vicinity
of the Kermadec Ridge act to low-pass filter and enhance
the decadal signature of the IPO (Lou et al. 2019).
The second propagating mode has an oscillatory pe-
riod of ;15 years (Table 2), with a spatial pattern
(Fig. 6b) resembling the SPDO. The third mode is a
stationary mode with largest loadings located along
the central and east equatorial Pacific (Fig. 6c), re-
flecting the interannual variability associated with the
tropical ENSO.
FIG. 4. The leading two least damped POP modes and POP coefficient time series in Exp1b. The contour intervals
are the same for all panels but are arbitrary. Red and blue shadings indicate opposite signs.
FIG. 5. The reconstructed SPDO (black) compared to the ob-
served or simulated SPDO (red) with correlations of 0.81 and 0.73,
respectively.
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The above spatial patterns and temporal variability
show that the overall SPDO variability arises from the
combined effects of various spatiotemporal scales, in-
cluding subsurface processes, local surface processes,
and remote ENSO connections.
The reconstructed SPDO time series from the sum of
the first three POP coefficient time series (i.e., Figs. 6d–f)
is shown in Fig. 7. For comparison, the PC time series
of simulated SST SPDO andVAT SPDO are also shown
in Fig. 7. Although there is no single POPmode that can
be identified as ‘‘the’’ SPDO (i.e., no individual POP
coefficient time series in Fig. 6 correlates with the SPDO
at a value higher than 0.42), the reconstructed SPDO
time series is related to the SST SPDO and the VAT
SPDOwith correlations of 0.49 and 0.74 respectively—a
clear demonstration that the subsurface variability
superposes its signal onto the overall SPDO variabil-
ity and reddens the surface variability. The residual
SPDO component reconstructed from the POP4, 5, 6,
and 7 coefficient time series (not shown) is mainly
related to the high-order noise with short damping
time scales.
d. The most damped modes
The damping time scales of the most damped modes
in each experiment were 2.8, 2.3, and 2.4 months re-
spectively with corresponding oscillatory periods of 4.0,
2.2, and 2.4 years (see Table 2). Those modes with
shortest damping time scales reflect the least predictable
noise components in the system.
Figure 8 (left) shows the most energetic phases (i.e.,
real parts) of the most damped modes and Fig. 8 (right)
shows the least energetic phases (i.e., imaginary parts) of
the most damped modes. The spatial structures of the
real and imaginary POP pairs (Fig. 8) show eastward-
propagation in the South Pacific with zonal wave-2
patterns. The spatial patterns of the real parts (Fig. 8,
left) bear a strong resemblance to the second leading
SST EOF of the South Pacific (shown in Figs. 1f,h) in
both observations and simulation with the pattern
FIG. 6. The leading three least damped POP modes and corresponding POP coefficient time series in Exp2.
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correlations of 0.87, 0.64, and 0.67 for Exp1a, Exp1b,
and Exp2 respectively. The question now arises as to
whether the most damped modes are related to the
second SST modes in the South Pacific.
The real parts of the POP coefficient time series as-
sociated with the most damped modes in each experi-
ment are shown in Fig. 9. The corresponding time series
in each experiment are mutually correlated ranging
from 0.61 (cf. Exp1a and Exp2) to 0.81 (cf. Exp1b and
Exp2). We can see that the POP coefficient time series
of the most damped modes are highly variable and
weakly persistent. As evident in the spatial patterns, we
might expect that the POP time series of the most
dampedmodes are also correlated to the SST PC2 in the
South Pacific. We therefore calculated the temporal
correlations with the observed SST SP-PC2 and found
the corresponding POP coefficient time series (Fig. 9)
are related to the observed SP SST-PC2 (also shown in
Fig. 9) with correlations of 0.80, 0.75, and 0.67 for Exp1a,
Exp1b, and Exp2 respectively.
Given that there are clear eastward-propagating wave
trains in the spatial patterns of the most damped modes
(Fig. 8), reminiscent of the atmospheric PSA variability
(e.g., Fig. 1 inMo 2000; Fig. 2 in O’Kane et al. 2017), it is
of interest to see if the most damped noise modes might
reflect the imprint of atmospheric variability onto the
surface ocean. We first calculated the temporal corre-
lations between the second SST PCs in the South Pacific
and the atmospheric PSA2 time series (r5 0.31 and 0.41
for the observations and simulation respectively, which
increase to r5 0.44 and 0.53 when the PSA2 time series
is filtered with 5-month running means). However, the
POP time series of the noise modes (Fig. 9) were less
correlated to the 5-month filtered PSA2 time series with
correlations of 0.31, 0.26, and 0.27 (all r values are
significant at 95% level) for Exp1a, Exp1b, and Exp2
respectively. The low temporal correlation might be a
result of using a reduced-order linear model, which does
not take account of higher-order modes excluded from
the linear system and other nonlinear processes. Amore
detailed analysis of the temporal correlation between
the atmospheric PSA modes and the noise modes re-
quires decomposing the multiscale POP and PSA time
series into their constituent scales (i.e., time bands) for a
chosen embedding dimension using advanced methods
such as singular spectral analysis for example (see
O’Kane et al. 2017) and is beyond the scope of this study.
e. Predictability and forecast skill
Given that the properties of L are stable, the LIM can
now be used to examine predictability and forecast skill.


























where the mean square prediction errors dt are nor-
malized by the trace of the covariance matrix C(0).
A jackknife approach has now been applied to avoid
shared information between the training and verification
periods as in previous studies (e.g., Penland andMatrosova
1998; Alexander et al. 2008). In our study, we calculated
G(t) using 55 years of the full-length data (60 years from
1948 to 2007), and then the excluded 5-yr periods are used
tomake forecasts.We used six nonoverlapping verification
periods during 1976–2005 (i.e., 1916–80, 1981–85, 1986–90,
etc.), when the data aremost reliable. In fact, we found that
using an EOF basis that excluded the verification period
had an indistinguishable impact on forecast skill in our
study [similar context can be found in, for example, PS95
and Newman et al. (2003)].
We then constructed a filter based on the ENMs/POPs
from the tropical and South Pacific combined domain to
extract the SPDO-related signals and higher-order noise
components (i.e., residual; discussed in section 3b). The
normalized prediction errors of the signal and residual
modes with lead times of up to 24 months are shown
in Fig. 10.
We note that the predictive skill of the resulting linear
stochasticmodel of the SPDO is increasedwhen theVAT
(i.e., subsurface processes) is incorporated relative to a
LIM based only on the PCs of SST (cf. Fig. 10c with
Figs. 10a and 10b). In addition, using a typical mean-
squared prediction error of 0.5 as the reference threshold
FIG. 7. PC time series of the simulated SST SPDO, VAT SPDO,
and the reconstructed SPDO from the sum of the first three POP
coefficient time series in Exp2.
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for a good predictive model, we see that the SPDO signal
associatedwithENSOandENSO-like decadal variability
is more predictable than the residual associated with the
higher-order noise in all experiments.
Figure 11 shows the correlation skill between the
observed/simulated SPDO and ENSO and the corre-
sponding predicted time series for Exp1a, Exp1b, and
Exp2, respectively, at leads time of 0–12months.We can
see that, by including subsurface processes in the
South Pacific, the prediction skill of both the SPDO
and ENSO is increased (Fig. 11). Nevertheless, re-
placing higher-order SST PCs with subsurface pro-
cesses in the LIM does not improve the prediction
skill of the SPDO for shorter leads (i.e., each experi-
ment has very similar prediction skill for leads up to
4 months in Fig. 11a.). For longer leads (.4 months),
the subsurface variability starts adding more predict-
ability to the SPDO. Meanwhile, the ENSO predic-
tions have been improved throughout all forecast lead
times from 0–12months where subsurface processes in
the South Pacific are incorporated (Fig. 11b).
The LIM forecast skill of the SPDO and ENSO is
explored further in Fig. 12. Here, we show the correla-
tions between the observed/simulated SPDOandENSO
and the corresponding predicted time series as a func-
tion of the initial months and lead times in each exper-
iment. On the one hand, the LIM prediction skill in
Figs. 12a–c is relatively low (;3 months) when initiated
in the boreal spring (i.e., MAM), primarily due to the
boreal spring predictability barrier (Flügel and Chang
1998) when ENSO often emerges or decays. On the
other hand, the ENSO prediction skill has been im-
proved throughout all the seasons when subsurface
processes in the South Pacific are included. Moreover,
ENSO correlation skill is significantly higher for pre-
dictions starting after June, with skill of up to;9months
in austral winter (i.e., JJA in Fig. 12c) when the sub-
surface contribution is incorporated.
FIG. 8. The most damped modes in (top) Exp1a from the HadISST, (middle) Exp1b from the ACCESS-O, and
(bottom) Exp2 from the ACCESS-O.
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It is worth noting that the LIM predictions are
comparable to state-of-the-art seasonal prediction
systems (e.g., Fig. 5 in Barnston et al. 2012). In gen-
eral, the SPDO has longer predictability relative to
ENSO, especially when the subsurface processes are
considered (Fig. 12f). However, the SPDO exhibits
shorter predictability (;3–4 months) when the pre-
dictions are initiated in austral winter (i.e., JAS in
Figs. 12d,e), which might be due to the delayed in-
fluences from tropical ENSO variability. Overall, the
predictability of ENSO and the SPDO is of compa-
rable skill. For shorter leads (,2 months), ENSO in
general exhibits higher correlation skill, while the
SPDO exhibits longer predictability for longer leads,
especially for forecasts initiated after June when in-
cluding the subsurface contribution.
4. Summary and discussion
We have constructed reduced-order linear inverse
models (LIMs) based on principal component analysis
of detrended monthly mean tropical and South Pacific
surface and subsurface temperature variability from the
observations and simulations. We then demonstrated
that the combined tropical and South Pacific Ocean
variability can be reasonably well approximated as a
stochastically driven damped linear oscillator system on
interannual to (inter)decadal time scales.
The leading surface modes with damping time scales
exceeding 10 months diagnosed by the LIM were by
construction representative of the dynamics of a) the
South Pacific Ocean and b) the interannual ENSO var-
iability in the tropics. We demonstrated that the dy-
namics of the SPDO can be accurately reconstructed
based on these two distinct spatiotemporal scales—one
oscillating on interannual time scales associated with
ENSO and one oscillating on (inter)decadal time scales
with meridionally broader tropical structures relative to
interannual ENSO variability. The two processes, tropical
and South Pacific, combine to contribute the largest pro-
portion of the observed SPDOvariability (e.g., Fig. 5). The
remaining modes, with relatively quick damping time
scales, are associated with the higher-order noise compo-
nents in the system and contribute to the high-frequency
FIG. 9. The POP coefficient time series of themost dampedmode
(the real parts are shown by the black curves in the panels) from the
Exp1a, Exp1b, and Exp2, respectively. The red curve is the ob-
served SST PC2 in the South Pacific.
FIG. 10.Mean-square prediction errors, normalized by the trace of
the covariancematrixC(0) for the complete LIM (considered all the
eigenmodes), the LIM signal (modes 1–3, modes 1 and 2, andmodes
1–3 in Exp1a, 1b, and 2, respectively), and the LIM residual (modes
4–6, modes 3–5, and modes 4–7 in Exp1a, 1b, and 2, respectively).
Each mode index is shown in Table 2.
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fluctuations of the SPDO (Fig. 10). In all experiments, the
most damped noise modes correspond to nonstationary
propagating modes with damping time scales of approxi-
mately two months whose spatial patterns resemble the
atmospheric synoptic PSA pattern.
The incorporation of subsurface ocean temperature var-
iability [i.e., vertically averaged temperature (VAT) from
5- to 280-m depth] in the South Pacific into the LIM intro-
duces long damping time scales and greater persistence. The
least damped mode (Fig. 6a) displays positive loadings
FIG. 11. The correlation skill of the (left) SPDO and (right) ENSO for Exp1a, Exp1b, and Exp2, respectively.
The horizontal green line indicates the critical r values for the SPDO and ENSO (at the 95% significance level),
considering the serial correlation according to Davis (1976).
FIG. 12. The correlation skill of (top) ENSO and (bottom) the SPDO initialized in different months for the SST-only experiments in
(a),(d) HadISST and (b),(e) ACCESS-O, and (c),(f) the SST1VAT experiment in ACCESS-O. The significant r values (at the 95%
significance level) are labeled in each plot. Significance tests take account of serial correlation according to Davis (1976).
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in the extratropical South Pacific (1808–1508W), in the
vicinity of the Kermadec Ridge, consistent with ocean
baroclinic Rossby wave interactions with bathymetry
as discussed by Maharaj et al. (2005), O’Kane et al.
(2014b), andLou et al. (2019).With the inclusion ofVAT,
the reconstructed LIM SPDO exhibits enhanced decadal
variability (Fig. 7), and increased predictability (Fig. 10)
consistent with a reddening of the surface processes.
Last, we evaluated the forecast skill for the SPDO LIM
where the low-frequency SPDO signals act as the main
source of predictability relative to the high-frequency noise
component (Fig. 10). Previous studies (e.g., Newman 2007;
FIG. A1. Flowchart summarizing the LIM/POP analysis procedure as applied.
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Alexander et al. 2008; Zanna 2012) suggest that the pre-
diction skill and predictability based on LIMs mainly arise
from the damping time scales of the corresponding eigen-
modes rather than their oscillatory periods. While the
presence of decadal oscillatory periods, especially at pre-
ferred time scales, suggest that skillful predictions might be
possible at longer lead times, we find that those decadal
periods are damped on (inter)annual and shorter time
scales, thus limiting the forecast skill to seasonal time scales.
Our results show that while the oscillatory periods of
ENSO and the SPDO are distinct, they have very close
damping time scales. Therefore, we might expect, and do
indeed find, that the surface ENSO and SPDO may have
very similar predictive skill. However, the inclusion of
subsurface processes in the South Pacific (i.e., VAT) into
the LIM, was shown to increase the predictability of the
SPDO and ENSO. This indicates that the main source of
extended predictability of the SPDO resides in the upper
ocean arising largely due to a combination of reddening of
the surface processes and internal ocean dynamics.
LIMs certainly are a useful forecast tool, and at times can
provide comparable performance to fully nonlinear GCMs
(e.g., Newman 2007). As such, LIMs are an additional
valuable benchmark for state-of-the-art dynamical forecast
systems (e.g., Newman 2013). However, since LIMs have
an inherent linear decay time scale, they cannot perform
ensemble forecasts and thus cannot be considered as a
complete alternative to global forecast systems. Moreover,
the value of ensemble forecasting systems lies in the
probabilistic forecasts they provide, along with uncertainty
estimates, which are distinct benefits of fully nonlinear
ensemble forecasts that cannot be reproduced in LIMs.
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APPENDIX
Recipe of LIM/POP Method
The method for constructing the LIM/POP is summa-
rized in the flowchart provided in Fig. A1. Typically, lin-
early detrended anomalies from observations and/or
simulations are used to construct the covariances prior
to application of singular value decomposition. The di-
mensionality of the problem is reduced and an invertible
(nonsingular) state vector x constructed by judicious
choice of a set of leading principal components.
The dynamical operator L is then estimated from the
concurrent and lagged covariance of x (section 2b).
Before the LIM becomes useful, several validation tests
(e.g., tau test and noise covariance test in section 3a) are
required in order to ensure that the dynamical operator
L is independent of the time lag t0 and that the system is
linear and stable.
An eigenvalue-eigenvector decomposition is then applied
to the dynamical operatorL to determine the corresponding
eigenvalues and eigenvectors (e.g., section 3b). Because
the dynamical operator L is not symmetric (Fig. 2), the
eigenvalues and eigenvectors can be complex. The
damping time scales and the oscillatory periods are
estimated from the corresponding real and imaginary
parts of the eigenvalues. By applying the adjoint
pattern method (section 3b), the POP coefficient time
series is estimated as the dot product of x with the
adjoint patterns qj, which are the normalized eigen-
vectors of LT. Projection of the corresponding eigen-
vectors onto the EOF spatial patterns yields the POP
patterns (e.g., section 3b).
The LIM can be used for prediction for lead time








where x̂t1t is the ‘‘best’’ LIM prediction (Alexander









The prediction skill of the LIM is measured using the nor-
malized mean square prediction error and correlation skill.
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