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Abstract
Gamayun, Iorgov and Lisovyy in 2012 proposed that tau function of the Painleve´
equation equals to the series of c = 1 Virasoro conformal blocks. We study similar series
of c = −2 conformal blocks and relate it to Painleve´ theory. The arguments are based on
Nakajima-Yoshioka blowup relations on Nekrasov partition functions.
We also study series of q-deformed c = −2 conformal blocks and relate it to q-Painleve´
equation. As an application we prove formula for the tau function of q-Painleve´ A
(1)′
7
equation.
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1 Introduction
Motivation. The subject of the paper is the relation between conformal field theory and
Painleve´ equations (and more generally equations of isomonodromic deformation). The first
example of this relation was conjectured in [GIL12] and states that tau function of the Painleve´
VI equation is equal to the (Fourier) series of c = 1 Virasoro conformal blocks
τ(θ;σ, s|z) =
∑
n∈Z
snZc=1(θ;σ + n|z). (1.1)
Due to AGT relation conformal block Zc=1(θ, σ|z) is equal to 4d Nekrasov partition function,
the central charge condition c = 1 corresponds to a condition 1 + 2 = 0 for Nekrasov param-
eters. The formula (1.1) was proven in [ILT14], [BS14], [GL16] by different methods, namely
the proof in [ILT14] is based on the monodromy properties of conformal blocks with degenerate
field, the proof in [BS14] is based on bilinear relations and proof in [GL16] actually uses only
combinatorial formula for Nekrasov partition function.
The Painleve´ VI equation is a particular case of the equation of the isomonodromic de-
formation. There are plenty of generalizations of the formula (1.1) for the tau functions of
isomonodromic deformation problems including irregular singularities and rank N linear sys-
tems (see e.g. [GIL13], [N15], [GM16]).
It is interesting to look for the analog of the formula (1.1) with right side given as a series
of Virasoro conformal blocks with c 6= 1.1 There are several reasons to believe that at least for
special central charges the tau functions defined in such manner possess nice properties. First,
the crucial step in the proof in [ILT14] was the commutativity of operator valued monodromies
which holds for central charges of (logarithmic extension of) minimal models M(1, n)
c = 1− 6(n− 1)
2
n
, n ∈ Z \ {0}. (1.2)
In terms of Nekrasov parameters it means that 1 + n2 = 0. Second, in [BS14] the bilinear
relations for conformal blocks were proven for any central charge and it was also observed that
they could lead to the relations on tau functions for central charges (1.2). Third, B. Feigin in
the paper [F17] argued that the relation to isomonodromic deformations comes from the action
of SL(2,C) on the vertex algebra and for central charges (1.2) such logarithmic algebras exist
[FGST06].
Another direction for generalization of the formula (1.1) is a q-deformation. It was con-
jectured in [BS16q], [JNS17] that formulas of this type solve tau form of q-difference Painleve´
equations. Here one needs to replace function Zc=1(θ, σ|z) by 5d Nekrasov partition functions,
or q-deformed conformal blocks.
In this paper we consider the case of c = −2, which corresponds toM(1, 2) minimal model.
Using the pure Nekrasov partition functions (4d or 5d) we introduce c = −2 tau functions by
a (Fourier) series
τ±(a, s|z) =
∑
n∈Z
sn/2Z(a+ 2n;∓,±2|z). (1.3)
1It was proposed in the paper [BGM17] that such series for generic central charge can be viewed as a quantum
Painleve´ tau function. We do not discuss quantization in this paper.
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We study their properties and relate them to parameterless Painleve´ III and q-Painleve´ III
equations. And as a by-product we prove the formula (1.1) for the tau function of this q-
Painleve´ equation, conjectured in [BS16q].2
Method. The main idea is to use Nakajima-Yoshioka blowup relations on Nekrasov partition
functions [NY03], [NY05], [GNY06], [NY09]. They have the form
βDZ(a, 1, 2|z) =
∑
n∈Z+j/2
D
(
Z(a+ 2n1, 1,−1 + 2|z),Z(a+ 2n2, 1 − 2, 2|z)
)
, j = 0, 1
(1.4)
where D is some differential (or difference) operator and βD is some function, possibly equal to
zero, see eq. (3.1), (3.14)-(3.16), (4.1)-(4.3) in the main text.
Now set 1 + 2 = 0, then on the left side we get c = 1 conformal block and on the right
side a bilinear expression of c = −2 conformal blocks. Taking the sum of these relations with
coefficients sn one gets τ(z) on the l.h.s. The r.h.s. can be written in terms of c = −2 tau
functions defined in (1.3), namely
βDτ(z) = D(τ
+(z), τ−(z)). (1.5)
Excluding τ(z) from these equations one gets closed system of bilinear relations on functions
τ+(z), τ−(z). Moreover, the equations (1.4) can be used to prove the bilinear relations on τ(z)
(see Prop. 3.1, 4.1)
This system of bilinear relations on τ(z) is a bilinear form of Painleve´ equations. It was
shown in [BS14],[BS16q] that they follow from relations
Z˜(a, 1, 2|z) =
∑
n∈Z+j/2
D
(
Z(a+ 2n1, 21,−1 + 2|z),Z(a+ 2n2, 1 − 2, 22|z)
)
, j = 0, 1
(1.6)
after specialization 1 + 2 = 0 and exclusion of Z˜ (here Z˜ is another Nekrasov partition
function). The relation (1.6) is a blowup relation for C2/Z2 [BPSS13]. In this sense derivation
of Painleve´ equations from (1.5) is a derivation of some C2/Z2 blowup equation from ordinary
C2 blowup equations (in case 1 + 2 = 0).
Content. In Section 2 we recall necessary facts about Painleve´ equations and their solutions.
In the paper we mainly consider two Painleve equations which we denote by Painleve´ III(D
(1)
8 )
andA
(1)′
7 following Sakai geometric notations [S01]. These equations are parameterless Painleve´ III
equation (also called Painleve´ III′3 in the literature, see e.g. [GIL13]) and its q-deformation.
These equations are written in terms of two tau functions τ and τ1 related by Ba¨cklund trans-
formation. The precise statement about solutions in terms of 1 + 2 = 0 Nekrasov functions is
given in Theorem 2.1, which was proven in [ILT14],[BS14],[GL16] and Theorem 2.2 which we
prove in Section 4.
In Section 3 we discuss differential equations and 4d Nekrasov partition functions. We
construct τ+ and τ− and their Ba¨cklund transformations τ+1 and τ
−
1 . The bilinear equations,
2After the paper was written, we noticed preprint [MN18] with another (based on degeneration of the results
of [JNS17]) proof of this conjecture .
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which follow from the Nakajima-Yoshioka blowup relations take the form
τ+τ− = τ, D1[log z](τ
+, τ−) = z1/4τ1, D2[log z](τ
+, τ−) = 0, (1.7)
D3[log z](τ
+, τ−) = z1/4
(
z
d
dz
)
τ1, D
4
[log z](τ
+, τ−) = −2zτ. (1.8)
Also we have Ba¨cklund transformed versions of these equations. Here Dk[log z] denotes Hirota
differential operator. We also find definition of τ+ and τ− in terms of Painleve´ theory, namely
z
d
dz
τ± =
1
2
(ζ ∓ i
√
ζ ′)τ±, (1.9)
where ζ is non-autonomous Hamiltonian of Painleve´ equation (2.1) (see e.g. [GIL13]). It is
instructive to compare this equation with a defining equation on Painleve´ tau function z dτ
dz
= ζτ .
From the CFT point of view the equation (1.9) should be a Knizhnik–Zamolodchikov equation
for the conformal field theory with central charge c = −2 and SL(2,C) action, this theory is
symplectic fermion theory, see e.g. [K00].
In Section 4 we discuss τ+ and τ− in q-difference setting. First, in Section 4.1, from
Nakajima-Yoshioka blowup relation we obtain equations
τ+τ− = τ, τ+τ− + τ+τ− = 2τ, τ+τ− − τ+τ− = −2z1/4τ1. (1.10)
Here we use notations f(z) = f(qz), f(z) = f(q−1z). We deduce from equations (1.10) bilinear
equations on functions τ, τ1, thus proving Theorem 2.2. In Section 4.2 we use the same idea
for 5d SU(2) Nekrasov functions with Chern-Simons term at the level m = 1, 2. We show that
tau functions for m = 2 again solve q-Painleve´ A
(1)′
7 and for m = 1 they solve q-Painleve´ A
(1)
7
in agreement with a conjecture of [BGM18].
It is natural to ask what is the meaning of the dynamics (1.10) for functions τ+, τ−, τ+1 , τ
−
1 .
In Section 4.3 we show that this is a particular case of another q-Painleve´, namely A
(1)
3 equation,
which is q-Painleve´ VI. Jimbo, Nagoya, Sakai in [JNS17] proposed the formula for tau functions
of this equation, this formula has the form of Fourier series (1.1) of 5d Nekrasov partition
function with four matters. Therefore we get a surprising relation between c = −2 pure
Nekrasov partition function and c = 1 Nekrasov partition function with special values of masses
of matter fields, see Conjecture 4.3.
Bonelli, Grassi, Tanzini in the paper [BGT17] observed that the function (1.1) has a nat-
ural meaning in framework of topological strings/spectral theory duality [GHM14]. Namely
for |q| = 1, s = 1 and appropriate choice of Z the tau function conjecturally equals to the
spectral determinant Ξ up to some simple factor. Moreover for z = qM , M ∈ Z the function
Ξ becomes grand canonical partition function of ABJ theory. And in this case there exists
natural factorization Ξ = Ξ+Ξ−, moreover it was proposed in [GHM14’] that functions Ξ+,Ξ−
satisfy additional, so called Wronskian-like, relations. We show in Section 4.4 that Ξ+, Ξ−
should be equal to our τ+, τ− up to some simple factor. Probably, this means the existence of
generalization of topological strings/spectral theory duality for the case of q = t2 on topological
strings side. So we see that c = −2 tau functions appear naturally in this approach too (and
hopefully in any approach to CFT/isomonodromy correspondence).
We conclude with the several directions for future study and partial results in Discussion.
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2 Painleve´ equations and c = 1 tau functions
2.1 Painleve´ III(D
(1)
8 ) and A
(1)′
7 equations
We recall several facts about one of the simplest Painleve´ equations — Painleve´ III(D
(1)
8 ) (or
Painleve´ III′3) and its q-deformation — Painleve´ A
(1)′
7 equation following [BS16b], [BS16q] and
references therein.
Painleve´ III(D
(1)
8 ) equation. We will start from the so-called ζ-form of this equation
(zζ¨(z))2 = 4ζ˙(z)2(ζ(z)− zζ˙(z))− 4ζ˙(z), ζ¨(z) 6= 0, (2.1)
where we use dot notation for differentiation with respect to z. This equation is also called
radial sine-Gordon equation (see e.g. [BS16b, Eq. (2.6)]).
This equation has a Z2 symmetry pi: z 7→ z, ζ 7→ ζ1, where ζ˙ ζ˙1 = z−1 and constant of
integration for ζ1 is defined by the fact that ζ1 satisfies (2.1). This transformation is called
Ba¨cklund transformation of given Painleve´ equation. We will mark Ba¨cklund transformed
variables by the subscript 1. Also, we will optionally mark initial variables by the subscript 0
where it is convenient.
We introduce the tau function, defined up to a z-constant, by the formula
ζ(z) =
d log τ(z)
d log z
and conversely τ = exp
(∫
ζ(z)d log z
)
. (2.2)
It is convenient to write any Painleve´ equation as an equation(s) on tau function. It appears
that such equations are bilinear in τ and it is convenient to write them using Hirota differential
operators Dk[x]
f(eαz)g(e−αz) =
∞∑
k=0
Dk[log z](f(z), g(z))
αk
k!
. (2.3)
The first examples of Hirota operators are
D0[log z](f(z), g(z)) = f(z)g(z), D
1
[log z](f(z), g(z)) = f
′(z)g(z)− f(z)g′(z), (2.4)
where we use prime notation for differentiation with respect to log z. In this paper we use only
Hirota derivatives with respect to the logarithm of a variable.
For Painleve´ III(D
(1)
8 ), the equation on the single tau function τ is a rather cumbersome
equation of order 4 (see [BS14, Eq. (4.7)]). We will use a more simple tau-form: the so-called
Toda-like equations on the tau function and its Ba¨cklund transformation τ1
D2[log z](τ, τ) = −2z1/2τ 21 ,
D2[log z](τ1, τ1) = −2z1/2τ 2,
(2.5)
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where we used appropriate constant normalization of τ and τ1 to make two equations look
the same. These equations are almost equivalent to (2.1). Namely, we have the freedom of
multiplying the solutions of (2.5) by zK as τ 7→ zKτ, τ1 7→ zKτ1. This freedom corresponds via
(2.2) to the freedom to add a constant K to ζ and ζ1. The above equivalence is exactly up to
this freedom.
Proposition 2.1. [BS16b] The functions ζ and ζ1 are solutions of (2.1) if and only if the
corresponding functions τ and τ1 multiplied on z
K (with certain K) are solutions of (2.5)
This freedom and constant K will appear also in the Subsection 3.2.
It is convenient to write Toda-like equations as
D2[log z](τj, τj) = −2z1/2τj+1τj−1, j ∈ Z/2Z. (2.6)
Painleve´ A
(1)′
7 equation. This is a second order q-difference equation on G(z)
GG =
(G− z)2
(G− 1)2 , (2.7)
where G = G(z) and we denote f(z) = f(qz), f(z) = f(q−1z) for the arbitrary function
f(z). Note that this equation is not a direct q-analog of ζ-equation (2.1) but a q-analog of
the ”standard” coordinate form of the Painleve´ III(D
(1)
8 ) equation. Equation (2.7) also has Z2
Ba¨cklund symmetry pi:z 7→ z,G(z) 7→ z/G(z).
Below we will use only Toda-like tau form of equation (2.7) [BS16q]
τjτj = τ
2
j − z1/2τj+1τj−1, j ∈ Z/2Z, (2.8)
Connection between G(z) and τj are given by
Proposition 2.2. [BS16q] If the functions τj(z), j ∈ Z/2Z satisfy (2.8), then G(z) = z1/2 τ
2
0
τ21
satisfies (2.7).
For the proof, substitute G(z) to (2.7) and get(
τ0τ0
τ1τ1
)2
=
(
τ 20 − z1/2τ 21
τ 21 − z1/2τ 20
)2
. (2.9)
Remark 2.1. Naively, the substitution in the proof of this Proposition could be used for the proof
of inverse statement: if we take a solution G(z) of (2.7) then there exist τ0 and τ1 satisfying
(2.8) such that G(z) = z1/2
τ20
τ21
. Indeed, it follows from the previous equation that there exists
some function f(z) such that
τjτj = f(z)(τ
2
j − z1/2τj+1τj−1), j ∈ Z/2Z, (2.10)
where we omit the sign which could appear when the square root was applied. We have the
freedom to multiply τj by the same function λ in the G(z) = −z1/2 τ
2
0
τ21
. Taking this function λ
satisfying λλ
λ2
= f(z) we can remove f(z). These are of course rough arguments neglecting the
questions of the analytic properties of the tau functions.
Continuous limit from (2.8) to (2.6) is given by z1/2 7→ R2z1/2, q = e−R and R→ 0.
Note that we will use in this paper the same notations for tau functions, z-variable and
some other objects related both to continuous and q-deformed case. We hope this would not
lead to confusion.
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Algebraic solutions of Painleve´ III(D
(1)
8 ) and A
(1)′
7 equations. Painleve´ III(D
(1)
8 ) equa-
tion has only two algebraic solutions [Gr84]. These are the only solutions invariant under the
Ba¨cklund transformation pi. The corresponding tau functions are
τ(z) = τ1(z) = z
1/16e∓4
√
z. (2.11)
These algebraic solutions can be q-deformed to the algebraic solutions of Painleve´ A
(1)′
7 equation
[BS16q]. These solutions are also invariant under Ba¨cklund transformation pi. I.e. they satisfy
G(z) = z/G(z), hence G(z) = ±√z, i.e. the term ”algebraic” corresponds to G(z). The
corresponding tau functions are given by
τ = τ1 = z
1/16(±q1/2z1/2; q1/2, q1/2)∞, (2.12)
where the double q-Pochhammer symbol (·; ·, ·)∞ is defined in the formula (A.1).
2.2 Power series representation for the tau function
Power series for the tau function will be Fourier series consisting of pure gauge SUSY SU(2)
partition functions — 4d and 5d for the cases of Painleve´ D
(1)
8 and A
(1)′
7 equations correspond-
ingly. These partition functions Z split into three factors (we follow conventions of [NY03L],
[NY05])
Z = ZclZ1−loopZinst. (2.13)
In loc. cit. Zcl and Z1−loop appear from the so-called ”perturbative” part. More details about
Zcl and Z1−loop and connection with conventions from loc. cit. one can find in the Appendix B.
Four-dimensional Nekrasov functions. The 4d partition function depend on parameters
of the Ω-background 1, 2 and vacuum expectation values a1, a2 with condition a1 + a2 = 0
(we denote a = a1 − a2). Then different factors of the 4d partition function are given by the
formulas
Zcl(a; 1, 2|Λ) = Λ−
a2
12 ,
Z1−loop(a; 1, 2) = exp(−γ1,2(a; 1)− γ1,2(−a; 1)),
Zinst(a; 1, 2|Λ) =
∑
λ(1),λ(2)
(Λ4)|λ
(1)|+|λ(2)|∏2
i,j=1 Nλ(i),λ(j)(ai − aj; 1, 2)
, |λ| =
∑
λj,
Nλ,µ(a; 1, 2) =
∏
s∈λ
(a− 2(aµ(s) + 1) + 1lλ(s))
∏
s∈µ
(a+ 2aλ(s)− 1(lµ(s) + 1)),
(2.14)
where λ(1), λ(2) are partitions, aλ(s), lλ(s) denote the lengths of arms and legs for the box s
in the Young diagram corresponding to the partition λ. The function γ1,2(x; Λ) is defined
in the Appendix A by the formula (A.13). The function Zinst(a; 1, 2|Λ) satisfies elementary
symmetry properties3
Zinst(a; 1, 2|Λ) = Zinst(a; 2, 1|Λ) = Zinst(−a; 1, 2|Λ) = Zinst(a;−1,−2|Λ). (2.15)
3The symmetry 1 ↔ 2 however is not obvious from the definition (2.14) but it follows from the general
construction of the instanton partition function.
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The symmetries 1 ↔ 2, a 7→ −a are also satisfied by the full Nekrasov function Z. However,
for the symmetry 1, 2 7→ −1,−2 we have invariance of the Zcl but
Z1−loop(a;−1,−2) = −sin(pia/2)
sin(pia/1)
Z1−loop(a; 1, 2), Re 1 < 0,Re 2 > 0, (2.16)
where we used (A.21), (A.19), (A.24), (A.26), (A.30) successively. So symmetry is broken unless
1 + 2 = 0.
Five-dimensional Nekrasov functions. In the 5d case, this partition function also depends
on the radius R of the 5th compact dimension. It is convenient to write parameters as ui = e
Rai ,
qi = e
Ri , i = 1, 2 with condition u1u2 = 1 (we denote u = u1/u2). Then different factors in the
definition of the 5d partition function are given by
Zcl(u; q1, q2|Λ) = (q−11 q−12 Λ4)−
log2 u1+log
2 u2
2 log q1 log q2 ,
Z1−loop(u; q1, q2) = (u1/u2; q1, q2)∞(u2/u1; q1, q2)∞,
Zinst(u; q1, q2|Λ) =
∑
λ(1),λ(2)
(q−11 q
−1
2 Λ
4)|λ
(1)|+|λ(2)|∏2
i,j=1 Nλ(i),λ(j)(ui/uj; q1, q2)
,
Nλ,µ(u; q1, q2) =
∏
s∈λ
(
1− uq−aµ(s)−12 qlλ(s)1
)∏
s∈µ
(
1− uqaλ(s)2 q−lµ(s)−11
)
.
(2.17)
After rescaling Λ2 7→ R2Λ2 in the limit R→ 0 5d Nekrasov function goes to its 4d analog. The
function Zinst(a; q1, q2|Λ) satisfies elementary symmetry properties:
Zinst(u; q1, q2|Λ) = Zinst(u; q2, q1|Λ) = Zinst(u−1; q1, q2|Λ) = Zinst(u; q−11 , q−12 |Λ). (2.18)
The symmetries q1 ↔ q2, u 7→ u−1 are also satisfied by the full Nekrasov function Z. However,
for the symmetry q1, q2 7→ q−11 , q−12 we have
Z1−loop(u; q−11 , q−12 ) = −uθ−1(u; q1)θ−1(u; q2)Z1−loop(u; q1, q2) (2.19)
(where we used (A.6), (A.2), (A.7) successively) and
Zcl(u; q−11 , q−12 |Λ) = (q1q2)−
log2 u
2 log q1 log q2Zcl(u; q1, q2|Λ), (2.20)
so symmetry is broken for all cases except q1q2 = 1.
In this paper both for 5d and 4d case we will consider only region Re 1 ≶ 0,Re 2 ≷ 0. Both
for 5d and 4d cases, if 1/2 ∈ Q, then one can analogously to the [BS16q, Prop. 3.1.] prove
that power series in z for Zinst converges uniformly and absolutely on every bounded subset
of C.
CFT notations. These partition functions via AGT relation correspond to the Whittaker
limits of the Virasoro (for 4d) [G09] or q-Virasoro (for 5d) [AY09], [Y14] conformal blocks with
central charge c and conformal weight ∆ given by the formulas
c = 1 + 6
(1 + 2)
2
12
, ∆ =
(1 + 2)
2 − a2
412
. (2.21)
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Note that 4d partition function Z depend only on ratios of a1, a2, 1, 2,Λ so it will be convenient
to move to these CFT notations without such scaling. Additionaly to the formulas (2.21) we
also denote
σ = − a
21
, z =
Λ4
21
2
2
. (2.22)
So for the 4d partition function we change notations Z(a; 1, 2|Λ) → Zc=...(σ|z). In the 5d
case, we denote z = Λ4 and occasionally use the notation σ in this case.
Tau function as a series of the partition functions. We are now ready to formulate
the statement already announced at the beginning of the subsection. Introduce a tau function
τ(σ, s|z) corresponding to some partition function Z(σ|z) as a series
τ(σ, s|z) =
∑
n∈Z
snZ(σ + n|z). (2.23)
This function satisfies elementary properties
τ(σ + 1, s|z) = s−1τ(σ, s|z), τ(−σ, s−1|z) = τ(σ, s|z), (2.24)
where the second property is due to the relation Z(−σ|z) = Z(σ|z), which holds for all partition
functions we consider.
The following result was proposed in [GIL12], [GIL13] and it was proved in [BS14], [ILT14],
[GL16] in different ways.
Theorem 2.1. Tau function τ(σ, s|z) of Painleve´ III(D(1)8 ) equation is given by the formula
(2.23) with Z(σ|z) = Zc=1(σ|z).
Partition function Zc=1 corresponds to the case 1 + 2 = 0 via the first equation of (2.21).
For the Painleve´ III(D
(1)
8 ) equation σ, s play role of the integration constants. Note that 1-loop
term in this case is usually written in terms of Barnes G-function as
Z1−loop(σ) = 1
G(1− 2σ)G(1 + 2σ) . (2.25)
See the last paragraph (formula (B.13)) of Appendix A for deriving this formula from (2.14).
Note that the power series representation for τ1 is given by the formula slightly different
from (2.23):
τ1(σ, s|z) =
∑
n∈Z+1/2
snZc=1(σ + n|z) = s1/2τ(σ + 1/2, s|z), (2.26)
the only difference is in the region of summation. Therefore equations (2.6) could be rewritten
as a single equation on τ(σ, s|z)
D2[log z](τ(σ, s|z), τ(σ, s|z)) = −2z1/2τ(σ + 1/2, s|z)τ(σ − 1/2, s|z). (2.27)
In the work [BS16q], a q-deformation of the Theorem 2.1 was conjectured. We will present
the proof of this result in Subsection 4.1 (see Proposition 4.1). For another proof, see [MN18].
Theorem 2.2. Consider the tau function given by the formula (2.23), with Z(σ|z) given by
the 5d pure gauge SUSY SU(2) partition function (2.17) with 1 + 2 = 0 and e
R2 = q. Then
this tau function is a tau function of Painleve´ (A
(1)′
7 ) equation.
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Equations (2.8) could also be rewritten as a single equation on τ(u, s|z)
τ(u, s|qz)τ(u, s|q−1z) = τ 2(u, s|z)− z1/2τ(uq, s|z)τ(uq−1, s|z). (2.28)
Remark 2.2. Note that this theorem holds not only when Zcl is defined by (2.17) but for
arbitrary Zcl = C(u; q|z) which satisfies [BS16q, (3.7)-(3.9)].
3 From blowup relations to c = −2 tau functions
3.1 Definition of c = −2 tau functions
The functions Z(a; 1, 2|Λ) are known to satisfy Nakajima-Yoshioka blowup relations [NY03,
(6.13)] (see also [BFL13, (5.3)] for CFT interpretation). We write them in terms of the full
partition functions as in [NY03L, (5.2)]
Z(a; 1, 2|Λ) =
∑
n∈Z
Z(a+ 21n; 1, 2 − 1|Λ)Z(a+ 22n; 1 − 2, 2|Λ). (3.1)
Imposing condition 1 + 2 = 0 we get in the CFT notations
Zc=1(σ|z) =
∑
n∈Z
Z+c=−2
(
σ − n
∣∣∣z
4
)
Z−c=−2
(
σ + n
∣∣∣z
4
)
, (3.2)
where Z±c=−2(σ|z) = Z(σ;±1,∓21|z). Only in the case of c = 1 in the l.h.s. we obtain a
product of the partition functions with the same (c = −2) central charges in r.h.s. Partition
functions Z±c=−2 are not equal due to an asymmetry of the 1-loop factor (2.16). However, this
asymmetry is expressed as
Z+c=−2
(
σ
∣∣∣z
4
)
=
1
2 cospiσ
Z−c=−2
(
σ
∣∣∣z
4
)
, Re 1 > 0 (3.3)
and it will be useful to introduce the combination
Zc=−2
(
σ
∣∣∣z
4
)
= (2 cos piσ)1/2Z+c=−2
(
σ
∣∣∣z
4
)
. (3.4)
It is natural to make discrete time Fourier transform of (3.2) to obtain in the l.h.s. a tau
function of type (2.23). In the r.h.s. we obtain∑
n1,n2∈Z
sn1Z+c=−2
(
σ + n1 − n2
∣∣∣z
4
)
Z−c=−2
(
σ + n1 + n2
∣∣∣z
4
)
=
=
∑
n1,n2∈Z|n1+n2∈2Z
+
∑
n1,n2∈Z|n1+n2∈2Z+1
=
∣∣∣∣∣∣∣∣n± = 12(n1 ± n2)
∣∣∣∣∣∣∣∣ =
=
∑
n+∈Z
sn+Z+c=−2
(
σ + 2n+
∣∣∣z
4
) ∑
n−∈Z
sn−Z−c=−2
(
σ + 2n−
∣∣∣z
4
)
+
+
∑
n+∈Z+1/2
sn+Z+c=−2
(
σ + 2n+
∣∣∣z
4
) ∑
n−∈Z+1/2
sn−Z−c=−2
(
σ + 2n−
∣∣∣z
4
)
=
=
∑
n+∈Z
sn+/2Z+c=−2
(
σ + n+
∣∣∣z
4
) ∑
n−∈Z
sn−/2Z−c=−2
(
σ + n−
∣∣∣z
4
)
,
(3.5)
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where the last equality follows from
Z+c=−2(σ+2n++1)Z−c=−2(σ+2n−)+Z−c=−2(σ+2n++1)Z+c=−2(σ+2n−) = 0, n+, n− ∈ Z, (3.6)
which itself follows from (3.3).
Therefore, from the last row of (3.5) it follows that
τ(σ, s|z) = τ+(σ, s|z)τ−(σ, s|z), (3.7)
where we use the following notation:
Definition 3.1. The functions τ±(σ, s|z) given by the formula
τ±(σ, s|z) =
∑
n∈Z
sn/2Z±c=−2(σ + n|z/4), (3.8)
are called short c = −2 tau functions.
On the other hand, from the penultimate row of (3.5) and due to (3.3) we have
τ(σ, s|z) = τ0(σ, s|z)2 + τ1(σ, s|z)2, (3.9)
where we use another notation:
Definition 3.2. The functions τi(σ, s|z) given by the formula
τi(σ, s|z) =
∑
n∈Z+i/2
snZc=−2(σ + 2n|z/4), i ∈ Z/2Z (3.10)
are called long c = −2 tau functions.
Short and long tau functions are connected by the relations
τ±(σ, s|z) = (2 cos piσ)∓1/2(τ0(σ, s|z)± iτ1(σ, s|z)). (3.11)
These tau functions also have symmetry properties
τ±(σ + 1, s|z) = s−1/2τ±(σ, s|z), τ±(−σ, s−1|z) = τ±(σ, s|z), (3.12)
τi(σ + 1, s|z) = (−1)is−1/2τi−1(σ, s|z), τi(−σ, s−1|z) = τi(σ, s|z). (3.13)
Note that the first column agrees with the first property from (2.24) via (3.7) or (3.9).
The naming for ”short” and ”long” c = −2 tau functions is inspired by the length of shifts
of σ in the sums (3.8) and (3.10) correspondingly.
3.2 Painleve´ III(D
(1)
8 ) equation from c = −2 tau functions
There are also differential Nakajima-Yoshioka blowup relations on 4d pure gauge N = 2 SU(2)
Nekrasov partition functions [NY03], [NY03L], [BFL13]. Relations [NY03L, (5.2)] ([NY03,
(6.14)]) have the form∑
n∈Z
Z(a+ 21n; 1, 2 − 1|Λe− 12 1α)Z(a+ 22n; 1 − 2, 2|Λe− 12 2α) = O(α4), forα→ 0. (3.14)
11
The precise coefficient of the power α4 was obtained in [BFL13]∑
n∈Z
Z(a+ 21n; 1, 2 − 1|Λe− 12 1α)Z(a+ 22n; 1 − 2, 2|Λe− 12 2α)|α4 =
=
(2α)4
4!
((
1 + 2
4
)4
− 2Λ4
)
Z(a; 1, 2|Λ).
(3.15)
There are also blowup relations in the half-integer sector (n runs over Z+ 1/2)4∑
n∈Z+1/2
Z(a+ 21n; 1, 2 − 1|Λe− 12 1α)Z(a+ 22n; 1 − 2, 2|Λe− 12 2α)|α1 = iαΛZ(a; 1, 2|Λ)
(3.16)
Setting 1 + 2 = 0 and moving to the CFT notations we obtain for integer shifts case∑
n∈Z
D2[log z](Z+c=−2(σ − n|z/4),Z−c=−2(σ + n|z/4)) = 0,∑
n∈Z
D4[log z](Z+c=−2(σ − n|z/4),Z−c=−2(σ + n|z/4)) = −2zZc=1(σ|z),
(3.17)
and for half-integer shifts∑
n∈Z+1/2
D1[log z](Z+c=−2(σ − n|z/4),Z−c=−2(σ + n|z/4)) =
i
2
z1/4Zc=1(σ|z). (3.18)
There exists also a half-integer shift relation with Hirota derivative of order 3∑
n∈Z+1/2
D3[log z](Z+c=−2(σ − n|z/4),Z−c=−2(σ + n|z/4)) =
i
2
z1/4
(
z
d
dz
)
Zc=1(σ|z). (3.19)
We have not found it explicitly in the literature but it follows from the results of [NY09].5
These relations could be also rewritten in terms of the c = −2 tau functions just in the
same manner as relations (3.9) or (3.7) were obtained. Namely, relations (3.17) become
D2[log z](τ
0, τ0) +D2[log z](τ
1, τ1) = D2[log z](τ
+, τ−) = 0, (3.20)
D4[log z](τ
0, τ0) +D4[log z](τ
1, τ1) = D4[log z](τ
+, τ−) = −2zτ. (3.21)
To rewrite (3.18), (3.19) in terms of tau functions we should additionaly make substitution
σ 7→ σ + 1/2 and change the index of summation in the l.h.s. n 7→ n+ 1/2. Then in r.h.s. we
obtain Ba¨cklund transformed tau function τ1
D1[log z](τ
0, τ1) =
i
2
D1[log z](τ
+, τ−) =
i
2
z1/4τ1, (3.22)
D3[log z](τ
0, τ1) =
i
2
D3[log z](τ
+, τ−) =
i
2
z1/4
(
z
d
dz
)
τ1. (3.23)
4It seems that they first appear in q-deformation version [NY05, (2.5)]. Continuous case could be obtained
by the limit from (4.4) for j = 1.
5Namely it follows from the [NY09, Theorem 2.6] that left side of this equation should be a
P (z
d
dz
, z)Zc=1(σ|z), where P is a certain polynomial with coefficients in C[1, 2]. The order of this poly-
nomial in z is bounded by the homogeneity. Then, the dependence on z
d
dz
can determined by the action on
the first nontrivial term in z expansion. We are grateful to H. Nakajima for the explanation on this point.
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The blowup equations from the above express c = 1 tau functions as a bilinear combination of
c = −2 tau functions. Of course, excluding c = 1 tau function from these relations (for instance,
by the substitution of τ given by (3.7)) we will obtain bilinear relations only on c = −2 tau
functions.
We have obtained many relations between c = 1 tau function given by (2.23) and c = −2 tau
functions: (3.7), (3.20), (3.21), (3.22), (3.23). Now we deduce from them Toda-like equations
(2.6) on tau function given by the formula (2.23). Therefore we will obtain a new proof of
Theorem 2.1. We will do this in two slightly different ways.
Proposition 3.1. Let τ± satisfy equations (3.20). Then τ0(z) = τ(z) and τ1(z) defined by the
(3.7), (3.22) satisfy Toda-like equation (2.6) for j = 0.
Proof. The proof is elementary: we just substitute τ and τ1 given by (3.7), (3.22) into the
Toda-like equation and check that under (3.20) it is an identity
D2[log z](τ, τ) = D
2
[log z](τ
+τ−, τ+τ−) = −2(D1[log z](τ+, τ−))2 = −2z1/2τ 21 , (3.24)
where we used the identity
D2[x](f(x)g(x), f(x)g(x)) = 2f(x)g(x)D
2
[x](f(x), g(x))− 2(D1[x](f(x), g(x)))2. (3.25)
We considered equations (3.7), (3.22), (3.20) on functions depending only on z. Let us
consider these equations as equations on functions depending on σ and z such that τ(z) 7→
τ(σ|z), τ1(z) 7→ s1/2τ(σ + 1/2|z) = s−1/2τ(σ − 1/2|z), τ±(z) 7→ τ±(σ|z). Then previous
Proposition states that the function τ(σ, s|z) satisfy (2.27). Therefore the Theorem 2.1 follows
from the Proposition 3.1 (up to the freedom zK from Proposition 2.1, which is fixed by imposing
the asymptotic behaviour [BS16b, Prop. 2.1.]).
Knizhnik-Zamolodchikov equation. A second way to obtain Toda-like equations (2.6)
from the relations between c = 1 tau function and c = −2 tau functions is based on first
order linear differential equations on τ±. We expect them to be Knizhnik-Zamolodchikov (KZ)
equation on the conformal blocks of symplectic fermions.
At first we could write the KZ equation on Painleve´ VI isomonodromic tau function. Namely,
Painleve´ VI equation is an equation on isomonodromic deformations of the rank 2 meromorphic
flat connections on CP1 with 4 poles, i.e. of the linear system
dΦ(t)
dt
= A(t)Φ(t), A(t) =
Az
t− z +
A0
t
+
A1
t− 1 . (3.26)
Isomonodromic tau function is introduced by the integration of closed form which is as follows
d log τ =
(
TrA0Az
z
+
TrA1Az
z − 1
)
dz. (3.27)
The isomonodromic Painleve´ VI tau function is a conformal block of free complex fermions (see,
for example, [GIL12, Sec. 2.3.]). In this case, the space of conformal blocks is 1-dimensional
and the corresponding KZ equation is just (3.27). We can make irregular limit of (3.27) to KZ
equation on the Painleve´ III(D
(1)
8 ) tau function
z
dτ
dz
= ζτ, (3.28)
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which is just (2.2).
Similarly to the c = 1 tau function, c = −2 tau functions are expected to be conformal
blocks of symplectic fermions. Space of these conformal blocks is 2-dimensional in accordance
with the two c = −2 tau functions we have. We expect that appropriate KZ equation on the
space of c = −2 tau functions is possible to obtain from the CFT, but in this paper we will
just find it by hands. To do that, let us write an identity
z
d
dz
(
τ0
τ1
)
=
(
a(z) b(z)
−b(z) a(z)
)(
τ0
τ1
)
, (3.29)
where
a(z) =
τ0(τ0)′ + τ1(τ1)′
(τ0)2 + (τ1)2
, b(z) =
τ1(τ0)′ − τ0(τ1)′
(τ0)2 + (τ1)2
. (3.30)
Due to (3.9) we rewrite
a(z) =
τ ′
2τ
, b(z) =
D1[log z](τ
0, τ1)
τ
, (3.31)
and we have from (3.28) a(z) = 1
2
ζ(z) Using substitution (3.29) for (τ0)′, (τ1)′ in the l.h.s. of
(3.20) twice
1
2
D2[log z](τ
0, τ0) +
1
2
D2[log z](τ
1, τ1) = (τ0)′′τ0 − (τ0)′2 + (τ1)′′τ1 − (τ1)′2 =
= (a(z)τ0 + b(z)τ1)′τ0 − (a(z)τ0 + b(z)τ1)2 + (−b(z)τ0 + a(z)τ1)′τ1 − (−b(z)τ0 + a(z)τ1)2 =
= (a′(z)− a(z)2 − b(z)2)((τ0)2 + (τ1)2) + (a(z)(τ0)′ + b(z)(τ1)′)τ0 + (−b(z)(τ0)′ + a(z)(τ1)′)τ1 =
= (a′(z)− a(z)2 − b(z)2)((τ0)2 + (τ1)2) + (a(z)(a(z)τ0 + b(z)τ1) + b(z)(−b(z)τ0 + a(z)τ1))τ0+
+ (−b(z)(a(z)τ0 + b(z)τ1) + a(z)(−b(z)τ0 + a(z)τ1))τ1 = (a′(z)− 2b(z)2)((τ0)2 + (τ1)2),
(3.32)
which should be equal to zero according to (3.20), we obtain that b(z) = 1
2
√
ζ ′
So (3.29) is system of first order linear differential equations on τ0, τ1 with coefficients
expressed in terms of Painleve´ III(D
(1)
8 ) function ζ(z).
It follows from (3.11) that short c = −2 tau functions are ”eigenfunctions” for z d
dz
with
”eigenvalues” 1
2
(ζ ∓ i√ζ ′)
z
d
dz
τ± =
1
2
(ζ ∓ i
√
ζ ′)τ±. (3.33)
Above we did not use that ζ and corresponding τ are solutions of Painleve´ III(D
(1)
8 ) equation.
Now we will deduce another proof of the Theorem 2.1 from the KZ equation (3.33) and bilinear
equation (3.21).
Proposition 3.2. Let functions τ± satisfy equations (3.33) and bilinear equation (3.21). Then
there exist such complex number K that ζ −K satisfy (2.1).
Proof. Let us use the substitution (3.33) for (τ+)′, (τ−)′ in the l.h.s. of (3.21) four times
analogously to the calculation (3.32). Then from (3.21) and (3.7) we obtain equation on ζ(z)
− 2(ζ ′)3 + (ζ ′′)2 − ζ ′ζ ′′′ + 2zζ ′ = 0. (3.34)
This equation is almost equivalent to the (2.1) (cf. [BS16b, (2.26)]). Indeed, following proof
of [BS16b, Prop. 2.3] (which is Proposition 2.1) we rewrite equation (2.1) in form f(z) = 0,
where
f(z) =
1
z2
((ζ ′′ − ζ ′)2 − 4ζ ′2(ζ − ζ ′) + 4zζ ′). (3.35)
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Differentiating the expression for f(z), we have
z2
2(ζ ′′ − ζ ′)f
′ = ζ ′′′ − 2ζ ′′ + ζ ′ + 6ζ ′2 − 4ζζ ′ + 2z. (3.36)
Then equation (3.34) can be rewritten as
z2f =
z2ζ ′
2(ζ ′′ − ζ ′)f
′ ⇔ 2ζ¨f = ζ˙ f˙ ⇔ f = 4Kζ˙2. (3.37)
Recall that dot means differentiation with respect to z. This means that ζ−K satisfies (2.1).
Remark 3.1. This K is the same as in Proposition 2.1.
Remark 3.2. We deduced Painleve´ III(D
(1)
8 ) equation from Nakajima-Yoshioka blowup rela-
tions without using the half-integer sector (3.22) of them. Moreover, it appears that (3.22)
follows from integer-sector relations using the Painleve´ III(D
(1)
8 ) equation. Indeed, we have
from the first Toda-like equation (2.6) that ζ ′ = −z1/2 τ21
τ2
and from the second relation of (3.31)
it follows that ζ ′ = 4
(
D1
[log z]
(τ0,τ1)
τ
)2
.
Algebraic solution and c = −2 tau functions. Concluding the section let us find τ± cor-
responding to the algebraic solution, see equation (2.11) and discussion below it. Substituting
into (3.22) τ1 = τ and using (3.7) we obtain
D1[log z](τ
+, τ−) = z1/4τ+τ−, i.e. (log τ+ − log τ−)′ = z1/4. (3.38)
Integrating this we obtain τ+ = e4z
1/4
τ−.
Two algebraic solutions τ = τ+τ− = z1/16e∓4z
1/2
just correspond to the two choices of branch
of z1/2. We already choose some branch of z1/4 when use equation (3.22). This leads to choice
of the branch of z1/2 = (z1/4)2 in the above calculation, i.e. to the choice of one of the algebraic
solutions. The right and wrong choices give us
τ+ = z1/32e2z
1/4∓2z1/2 , τ− = z1/32e−2z
1/4∓2z1/2 . (3.39)
One could easily check that functions τ+, τ− given by the previous formula with the sign ”-”
satisfy (3.20), but with the sign “+” do not satisfy. So the correct answer for τ± is given by
previous formula with the sign ”-”.
Analytic continuation around z = 0 give us τ±, which product is τ = τ1 = z1/16e+4
√
z
τ± = z1/32e±2iz
1/4+2z1/2 . (3.40)
If we traverse the cycle around z = 0 twice then we obtain the initial answers with permuted
τ+ and τ−.
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4 q-deformed c = −2 tau functions
4.1 q-deformed c = −2 tau functions and q-Painleve´ A(1)′7 equation
Nakajima-Yoshioka blowup relations on 5d partition functions (2.17) are given by [NY05, (2.5)-
(2.7)]. We rewrite these equations as equations on full partition functions
(q
−1/4
1 q
−1/4
2 Λ)
jZ(u; q1, q2|Λ) =
∑
n∈Z+j/2
Z(uq2n1 ; q1, q2q−11 |q−
1
4
1 Λ)Z(uq2n2 ; q1q−12 , q2|q−
1
4
2 Λ), (4.1)
(1− j)Z(u; q1, q2|Λ) =
∑
n∈Z+j/2
Z(uq2n1 ; q1, q2q−11 |Λ)Z(uq2n2 ; q1q−12 , q2|Λ), (4.2)
(−q1/41 q1/42 Λ)jZ(u; q1, q2|Λ) =
∑
n∈Z+j/2
Z(uq2n1 ; q1, q2q−11 |q
1
4
1 Λ)Z(uq2n2 ; q1q−12 , q2|q
1
4
2 Λ), (4.3)
where j = 0, 1. Moving to the case q2 = q
−1
1 = q (i.e. 1 + 2 = 0) we obtain that (4.1) and
(4.3) become identical and both have the form
zj/4Z(u; q−1, q|z) =
∑
n∈Z+j/2
Z(uq−2n; q−1, q2|qz)Z(uq2n; q, q−2|q−1z), j = 0, 1. (4.4)
The relation (4.2) in the case q2 = q
−1
1 = q for j = 1 becomes trivial and for j = 0 it reads
Z(u; q−1, q|z) =
∑
n∈Z
Z(uq−2n; q−1, q2|z)Z(uq2n; q, q−2|z). (4.5)
Analogously to the continuous case we obtain from the last relation
τ(u, s|z) = τ+(u, s|z)τ−(u, s|z), (4.6)
where we use the following notation:
Definition 4.1. The functions τ±(u, s|z) given by the formula
τ±(u, s|z) =
∑
n∈Z
sn/2Z(uq2n; q∓1, q±2|z) (4.7)
are called short q-deformed c = −2 tau functions.
From the relation (4.4) for j = 0, 1 we obtain q-difference equations on τ±
j = 0 : τ+τ− + τ+τ− = 2τ, (4.8)
j = 1 : τ+τ− − τ+τ− = −2z1/4τ1. (4.9)
Excluding τ from (4.8) and (4.6) we obtain equation only on c = −2 tau functions
τ+τ− + τ+τ− = 2τ+τ−. (4.10)
Then we have an analog of the Proposition 3.1
Proposition 4.1. Let τ± satisfy equations (4.10). Then τ0(z) = τ(z) and τ1(z) defined by
(4.6), (4.9) correspondingly satisfy Toda-like equation (2.8) for j = 0.
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Proof. The proof is even more elementary than in the continuous case. Namely
ττ = τ+τ−τ+τ− =
1
4
(τ+τ− + τ+τ−)2 − 1
4
(τ+τ− − τ+τ−)2 = τ 2 − z1/2τ 21 . (4.11)
Toda-like equation (2.28) on τ(u|z) follows from this proposition as in the continuous case.
Thus this proposition gives us automatical proof of the Theorem 2.2, deducing it from the
Nakajima-Yoshioka blowup equations.
We obtained q-relations (4.6), (4.8), (4.9), their continuous analogs are (3.7), (3.20), (3.22)
correspondingly. The analog of (3.21) could be obtained from the previously listed equations
(τ+τ− + τ+τ−)τ+τ− = (τ − (qz)1/4τ1)(τ − (q−1z)1/4τ1)
+ (τ + (qz)1/4τ1)(τ + (q
−1z)1/4τ1) = 2ττ + 2z1/2τ1τ1 = 2(1− z)τ 2, (4.12)
where we used (4.8), (4.9) and then (2.8). Therefore from (4.6) we obtain
τ+τ− + τ+τ− = 2(1− z)τ. (4.13)
Algebraic solution and q-deformed c = −2 tau functions. Let us now find τ± corre-
sponding to the algebraic c = 1 tau function of Painleve´ A
(1)′
7 equation given by τ = τ1 =
z1/16(±q1/2z1/2; q1/2, q1/2)∞. Substituting τ = τ1, we have from (4.8), (4.9)
τ+τ− = (1− z1/4)τ. (4.14)
Then, dividing the both sides by τ and using (4.6) we obtain
τ+
τ+
= (1− z1/4)τ
τ
. (4.15)
As in the continuous case, we have to choose the branch of z1/2 in (±q1/2z1/2; q1/2, q1/2)∞
which agrees with (4.9). Now we will make calculations with both choices and finally find that
one of them leads to contradiction. Substituting τ = z1/16(±q1/2z1/2; q1/2, q1/2)∞ we obtain
τ+
τ+
= q1/16
1− z1/4
(±z1/2; q1/2)∞ , (4.16)
where we used (A.2) and then (A.3). We have that
τ+ = z1/32
(±q1/2z1/2; q1/2, q)∞
(q1/4z1/4; q1/2)∞
(4.17)
is the only solution (up to z-constant factor) of the previous equation which is a power series
in z. Analogously from τ−τ+ = (1 + z1/4)τ we obtain
τ− = z1/32
(±q1/2z1/2; q1/2, q)∞
(−q1/4z1/4; q1/2)∞ . (4.18)
Let us now check (4.6). For the branch corresponding to the sign ”+” we obtain
τ+τ− = z1/16
(q1/2z1/2; q1/2, q)2∞
(q1/2z1/2; q)∞
= z1/16(q1/2z1/2; q1/2, q1/2)∞, (4.19)
where we used (A.4), (A.2) and (A.3) successively. Of course, there is no such relation if we
choose sign ”-”, so the latter choice is wrong and the previous choice give the correct answer.
As in the continuous case, answer for the other branch of z1/2 could be obtained by the
analytic continuation around z = 0. Going twice around z = 0 permutes τ+ and τ−.
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4.2 Chern-Simons generalization
The work [BGM18] considered a generalization of the Toda-like equations (2.8). This general-
ization depends on two integer parameters N ∈ N, 0 ≤ m ≤ N and has the form
τm;j(qz)τm;j(q
−1z) = τm;j(z)2 − z1/Nτm;j+1(qm/Nz)τm;j−1(q−m/Nz), j ∈ Z/NZ. (4.20)
Clearly, the original equations (2.8) correspond to the case N = 2,m = 0. In this paper we
consider only the cases N = 2,m = 0, 1, 2, so we consider equations
τm;j(qz)τm;j(q
−1z) = τm;j(z)2 − z1/2τm;j+1(qm/2z)τm;j−1(q−m/2z), j ∈ Z/2Z, 0 ≤ m ≤ 2, (4.21)
and their solutions.
The work [BGM18] also proposed solutions of the equations (4.20) for arbitrary N and
0 ≤ m ≤ N . For the case N = 2 they are given in the form (2.23) with the modification of the
5d partition function by the Chern-Simons term. This modification is as follows [T04], [GNY06]:
we multiply each summand of Zinst in (2.17) by the multiplier
∏2
i=1(q1q2)
−m
2
|λ(i)|Tm
λ(i)
(ui; q1, q2)
where
Tλ(u; q1, q2) =
∏
(i,j)∈λ
u−1q1−i1 q
1−j
2 . (4.22)
The factors Zcl and Z1−loop remain unchanged under this modification. The index m is the
Chern-Simons level. We will denote Chern-Simons modified full 5d partition functions by Zm.
For the function Zm, the symmetries q1 ↔ q2 and u 7→ u−1 from (2.18) are obviously
satisfied for arbitrary m. In the case q1q2 = 1 the symmetry q1, q2 7→ q−11 , q−12 is equivalent to
the symmetry q1 ↔ q2.
For general q1, q2, the situation with q1, q2 7→ q−11 , q−12 symmetry is much more subtle.
In the case m = 0 the proof of such symmetry is based on the power series term by term
coincidence. But for m = 1, 2 this method does not work. For m = 1, however, one has
Z1,inst(u; q1, q2|Λ) = Z1,inst(u; q−11 , q−12 |Λ). The proof for the q1 = q−1, q2 = q2 case is given in
[GNY06, Prop. 1.38]. For m = 2 it is satisfied with some elementary multiplier and in the case
q1 = q
−1, q2 = q2 the answer is given below.
Instead of (4.21), we will consider a single equation on τm(u|z)
τm(u|qz)τm(u|q−1z) = τ 2m(u|z)− z1/2τm(uq|qm/2z)τm(uq−1|q−m/2z), (4.23)
just in the same way as before we proceed from (2.8) to (2.28).
There is analog of the blowup relations on Nekrasov functions for the Chern-Simons modified
case. They were proposed in [GNY06, (1.37)] and proven as Theorem 2.11 in [NY09]. In our
notations they read (0 ≤ m ≤ N)
Zm(u; q1, q2|Λ) =
∑
n∈Z
Zm(uq2n1 ; q1, q2q−11 |q−
1
4
−m
8
1 Λ)Zm(uq2n2 ; q1q−12 , q2|q−
1
4
−m
8
2 Λ), (4.24)
Zm(u; q1, q2|Λ) =
∑
n∈Z
Zm(uq2n1 ; q1, q2q−11 |q−
m
8
1 Λ)Zm(uq2n2 ; q1q−12 , q2|q−
m
8
2 Λ), (4.25)
Zm(u; q1, q2|Λ) =
∑
n∈Z
Zm(uq2n1 ; q1, q2q−11 |q
1
4
−m
8
1 Λ)Zm(uq2n2 ; q1q−12 , q2|q
1
4
−m
8
2 Λ). (4.26)
These equations are analogs of (4.1), (4.2), (4.3) for j = 0. We will comment on the j = 1
sector when consider the case m = 1 where these relations are necessary.
Below we consider cases m = 1 and m = 2 separately.
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Case m = 2. We obtain that equation (4.21) for m = 2 is equivalent to m = 0 equation (2.8).
Proposition 4.2. The functions τ2;j, j ∈ Z/2Z satisfy (4.21) iff the functions τj = (qz; q, q)∞τ2;j
satisfy (2.8).
This was noticed in [BGM18].
Proof. Assume that the functions τ2;j, j ∈ Z/2Z satisfy (4.21). Then, combining equations
(4.21) for j and j + 1 we obtain
τ2;jτ2;j = τ
2
2;j − z1/2τ2;j+1τ2;j+1 = τ 22;j − z1/2τ2;j+1τ2;j−1 + zτ2;jτ2;j. (4.27)
Therefore
(1− z)τ2;jτ2;j = τ 22;j − z1/2τ2;j+1τ2;j−1, j ∈ Z/2Z, (4.28)
so due to (A.2) we obtain that τj = (qz; q, q)∞τ2;j satisfy (2.8).
Conversely, assume that the functions τj = (qz; q, q)∞τ2;j satisfy (2.8). Taking equations
(2.8), defining τ2;j = (qz; q, q)
−1
∞ τj we obtain (4.28). Combining these equations for j and j + 1
we obtain
(1− z)τ2;jτ2;j = τ 22;j − z1/2τ2;j+1τ2;j+1 = (1− z)τ 22;j − z1/2(1− z)τ2;j+1τ2;j+1. (4.29)
Analogous equivalence holds on the level of solutions of the form (2.23). Moreover it holds
on the level of Nekrasov functions
Proposition 4.3. Nekrasov functions Zm satisfy
Z2(u; q−2, q|z) = (z; q−2, q)∞Z0(u; q−2, q|z), (4.30)
Z2(u; q−1, q2|z) = (z; q−1, q2)∞Z0(u; q−1, q2|z), (4.31)
Z2(u; q−1, q|z) = (z; q−1, q)∞Z0(u; q−1, q|z). (4.32)
Relations (4.30), (4.31) clearly lead to similar relations between c = −2 tau functions τ±2
and τ±0 .
In terms of topological strings this relation means a relation between the geometry of local
F0 = P1 × P1 and local Hirzebruch surface F2. For example, the relation between Gopakumar-
Vafa invariants of these manifolds is given in e.g. [IKP02, eq. (94)]. We have not found the
statement of Proposition 4.3 in the literature (except of (4.32) which appeared in [BGM18]),
but it maybe known. We prove it below using the blowup relations (4.24), (4.25), (4.26).
From this proposition using (2.18), (2.19), (2.20) we have property
Z2(u; q−1, q2|z) = q−
log2 u
4 log2 q
1
(zq; q2)∞θ(uq; q2)
Z2(u; q−2, q|z), (4.33)
this is the form of q1, q2 ↔ q−11 , q−12 symmetry for m = 2 in the case q1 = q−1, q2 = q2.
Consider relations (4.24), (4.25), (4.26) for m = 2 and exclude from them Zm(u; q1, q2|Λ)∑
n∈Z
Z2(uq2n1 ; q1, q2q−11 |q−
1
2
1 Λ)Z2(uq2n2 ; q1q−12 , q2|q−
1
2
2 Λ) =
=
∑
n∈Z
Z2(uq2n1 ; q1, q2q−11 |q−
1
4
1 Λ)Z2(uq2n2 ; q1q−12 , q2|q−
1
4
2 Λ) =
=
∑
n∈Z
Z2(uq2n1 ; q1, q2q−11 |Λ)Z2(uq2n2 ; q1q−12 , q2|Λ).
(4.34)
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These are equations on Z2,inst, i.e. on coefficients c(1)k , c(2)k , k ∈ Z≥0 of the power series
Z2,inst(u; q1, q2q−11 |Λ) =
∑+∞
k=0 c
(1)
k (u; q1, q2)Λ
4k and Z2,inst(u; q1q−12 , q2|Λ) =
∑+∞
k=0 c
(2)
k (u; q1, q2)Λ
4k.
This is because relations (4.34) split into the relations corresponding to powers Λ4k, k ∈ Z≥0
(up to the power Λ
− log2 u
log q1 log q2 from Zcl).
Lemma 4.1. Relations (4.34) recursively determine the coefficients c
(1)
k , c
(2)
k , k ∈ N starting
from c
(1)
0 = c
(2)
0 = 1.
Proof. Let us take the coefficient of the power Λ4k in the relation (4.34), then the coefficients
c
(1)
k , c
(2)
k will appear only for n = 0. Other coefficients in these relations are known due to the
induction supposition, therefore we have two linear equations for two unknown variables c
(1)
k ,
c
(2)
k . The fundamental matrix of these equations is(
q−k1 − 1 q−k2 − 1
q−2k1 − 1 q−2k2 − 1
)
, (4.35)
and its determinant is equal to (q−k1 − 1)(q−k2 − 1)(q−k2 − q−k1 ) which is non-zero iff none of
q1, q2, q1/q2 is a root of unity.
In the sector |q1| ≶ 1, |q2| ≷ 1, these special cases are not realized.
Proof of the Proposition 4.3. In the Subsection 4.1 we have proved relation (4.13). Excluding
c = 1 tau function from the relations (4.6), (4.8), (4.13) we obtain relations on c = −2 tau
functions which are equivalent to the relations on the Nekrasov functions
(1− z)−1
∑
n∈Z
Z0(uq−2n; q−1, q2|q2z)Z0(uq2n; q−2, q|q−2z) =
=
∑
n∈Z
Z0(uq−2n; q−1, q2|qz)Z0(uq2n; q−2, q|q−1z) =
=
∑
n∈Z
Z0(uq−2n; q−1, q2|z)Z0(uq2n; q−2, q|z).
(4.36)
Let us replace Z0 with Z˜2 formally defined by (4.30), (4.31). Then, using formulas
(q−1z; q, q−2)∞(qz; q−1, q2)∞
(z; q, q−2)∞(z; q−1, q2)∞
= 1,
(q−2z; q, q−2)∞(q2z; q−1, q2)∞
(z; q, q−2)∞(z; q−1, q2)∞
=
1
1− z , (4.37)
we obtain that Z˜2 satisfies (4.34) with q1q2 = 1. Therefore due to the Lemma 4.1 Z˜2 = Z2 (for
general q). Hence relations (4.30), (4.31) are proved. Relation (4.32) follows from the equations
(4.26) and (4.2) for j = 0 on Z2 and Z0 in the case q1q2 = 1 via the the simple identity
(z; q−2, q)∞(z; q−1, q2)∞ = (z; q−1, q)∞, (4.38)
which is due to (A.6) and (A.3).
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Case m = 1. As it was observed in [BGM18] in this case Toda equations (4.21) are equivalent
to the Painleve´ A
(1)
7 equation
ττ = τ 2 − z1/2ττ . (4.39)
Note that this equation is not equivalent to the Painleve´ A
(1)′
7 equation (2.8).
The following theorem is an m = 1 analog of Theorem 2.2.
Theorem 4.1. The function τ1;0 given by the formula (2.23) with Z = Z1(u; q−1, q|z) satisfies
Toda-like equation (4.23) for m = 1.
Proof. The substitution of (2.23) into (4.23) leads to a bilinear relation on function Z1. As
before we want to deduce it from the Nakajima-Yoshioka blowup relations. To do that we
need not only relations (4.24), (4.25), (4.26) for the integer sector but also relations in the
half-integer sector as it was for the proof of the Proposition 4.1.
Let us consider such relations for general q1, q2. There is analog [GNY06, (1.43)](proved by
the Theorem 2.11 in [NY09]) of relation (4.2) for j = 1∑
n∈Z+1/2
Zm(uq2n1 ; q1, q2q−11 |Λ)Zm(uq2n2 ; q1q−12 , q2|Λ) = 0, (4.40)
which becomes trivial in the case q1q2 = 1. We will use another relations which have the form
q−11 q
−1
2 ΛZm(u; q1, q2|Λ) =
∑
n∈Z+1/2
Zm(uq2n1 ; q1, q2q−11 |q−
1
4
1 Λ)Zm(uq2n2 ; q1q−12 , q2|q−
1
4
2 Λ),
−q1q2ΛZm(u; q1, q2|Λ) =
∑
n∈Z+1/2
Zm(uq2n1 ; q1, q2q−11 |q
1
4
1 Λ)Zm(uq2n2 ; q1q−12 , q2|q
1
4
2 Λ).
(4.41)
We have not found these relations in the literature but they follow from the results of [NY09].6
Returning to the case q1q2 = 1 we see that relations (4.25) and (4.26) coincide. We rewrite
these relations at the level of CS-modified c = −2 tau functions (analogs of (4.7) with Z1
instead of Z)
2τ1;0(z) = τ
+(q1/2z)τ−(q−1/2z) + τ+(q−1/2z)τ−(q1/2z) =
= τ+(q3/2z)τ−(q−3/2z) + τ+(q−3/2z)τ−(q3/2z).
(4.42)
Two relations in (4.41) also coincide. In terms of tau functions we obtain
− 2z1/4τ1;1(z) = τ+(qz)τ−(q−1z)− τ+(q−1z)τ−(qz). (4.43)
Proposition 4.4. Let τ± satisfy the second equality in (4.42). Then τ1;0(z) and τ1;1(z) defined
by (4.42), (4.43) correspondingly satisfy Toda-like equation (4.21) for m = 1, j = 0.
6These relations correspond to r = 2, d = 0, 2, (c1, [C]) = 1 and m = 1 in terms of [GNY06, (1.43)]. The
proof is based on [NY09, Thm. 2.11b)]. Here it was assumed that 0 < d < r but the proof works for d = 0, r as
well, except the last argument based on the vanishing of f2∗(detS⊗d). Recall that here f2 is the Grassmanian
Gr(n, r) bundle (due to [NY09, Prop. 1.2]) and S is a universal rank n bundle. Hence for d = 0, r the sheaf
f2∗(detS⊗d) becomes O up to degree shift due to Borel-Bott-Weil theorem for the Grassmannians. We are
grateful to H. Nakajima for the explanation on this point.
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Proof. Substituting (4.43), (4.42) to (4.21) in this case, we obtain the equation
(τ+(q3/2z)τ−(q1/2z) + τ+(q1/2z)τ−(q3/2z))(τ+(q−1/2z)τ−(q−3/2z) + τ+(q−3/2z)τ−(q−1/2z)) =
= (τ+(q1/2z)τ−(q−1/2z) + τ+(q−1/2z)τ−(q1/2z))(τ+(q3/2z)τ−(q−3/2z) + τ+(q−3/2z)τ−(q3/2z))−
−(τ+(q3/2z)τ−(q−1/2z)− τ+(q−1/2z)τ−(q3/2z))(τ+(q1/2z)τ−(q−3/2z)− τ+(q−3/2z)τ−(q1/2z)).
(4.44)
To see that this identity holds, note that upon expanding the parentheses each summand is
of the form τη1(q3/2z)τη2(q1/2z)τη3(q−1/2z)τη4(q−3/2z), where η1,2,3,4 are signs and there are two
signs ”+” and two signs ”-” in each summand. Therefore, we may label each summand by the
positions of ”+”. In these notations, the previous relation is the identity
(13) + (14) + (23) + (24) = (12) + (24) + (13) + (34)− (12) + (14) + (23)− (34). (4.45)
Since we know that the functions τ± defined by CS-modified (4.7) and τ defined by CS-
modified (2.23) satisfy (4.42), (4.43) then it follows from the above proposition that τ satisfy
Toda-like equation (4.23) for m = 1.
4.3 q-Painleve´ A
(1)′
7 c = −2 tau functions and q-Painleve´ A(1)3 equation
Recall that q-Painleve´ A
(1)
3 is a term for q-Painleve´ VI equation. In this section, we study a
surprising connection of c = −2 A(1)′7 tau functions (introduced above) to this equation.
Let us rewrite equations (4.8), (4.9) in the form
τ+0 =
τ+0 τ
−
0 − z1/4τ+1 τ−1
τ−0
, (4.46)
τ−0 =
τ+0 τ
−
0 + z
1/4τ+1 τ
−
1
τ+0
, (4.47)
where we have introduced notations τ±0 = τ
±, τ±1 (u, s|z) = s1/4τ±(uq, s|z). Also we have one
more pair of equations, which are Ba¨cklund transformed equations (4.46), (4.47)
τ+1 =
τ+1 τ
−
1 − z1/4τ+0 τ−0
τ−1
, (4.48)
τ−1 =
τ+1 τ
−
1 + z
1/4τ+0 τ
−
0
τ+1
. (4.49)
We have obtained a closed system of four q-difference equations of second order on the tuple
(τ+0 , τ
−
0 , τ
+
1 , τ
−
1 ). This is the same as closed system of eight q-difference equations of first order
on (τ+0 , τ
−
0 , τ
+
1 , τ
−
1 , τ
+
0 , τ
−
0 , τ
+
1 , τ
−
1 ). Actually this system is a particular case of q-Painleve´ VI
equation. To show that, we will need bilinear (or tau) form of q-Painleve´ VI equation. This
form was basically introduced in [TM06], [S98]. Since we are interested in the solutions of this
equation, it is more convenient for us to follow the exposition of [JNS17].
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The q-Painleve´ VI equation in tau form is a system of eight first order q-difference equations
on the tuple (τ1, τ2, τ3, τ4, τ5, τ6, τ7, τ8) [JNS17, Eq.(3.16)-(3.23)]
τ1τ2 − tτ3τ4 = (1− q−2θtt)τ5τ6,
τ1τ2 − q−2θ1tτ3τ4 = (1− q−2θ1t)τ5τ6,
τ1τ2 − τ3τ4 = −q2θt(1− q−2θ1t)τ7τ8,
τ1τ2 − q2θtτ3τ4 = −q2θt(1− q−2θtt)τ7τ8,
τ5τ6 + tq
−θ1−θ∞+θt−1/2τ7τ8 = τ1τ2,
τ5τ6 + tq
−θ1+θ∞+θt−1/2τ7τ8 = τ1τ2,
τ5τ6 + q
θ0+2θtτ7τ8 = q
θtτ3τ4,
τ5τ6 + q
−θ0+2θtτ7τ8 = qθtτ3τ4,
(4.50)
where t is an independent variable. Let us assign to each tau function τi, i = 1, . . . 8 a tuple
θ = (θ0, θt, θ1, θ∞) as follows
Tau function τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8
Tuple θ↑∞ θ
↓
∞ θ
↑
0 θ
↓
0 θ
↓
1 θ
↑
1 θ
↓
t θ
↑
t
,
where θ↑k and θ
↓
k, k = 0, t, 1,∞ denotes that (θ↑k )l = θl + 12δk,l and (θ↓k)l = θl − 12δk,l. For a
few formulas below we will use notations like τ ↑∞ = τ1, (θ
↑
∞ )l = θ1,l in parallel.
Let us now change the normalizations for convenience. Denote the tau functions which
satisfy the system (4.50) by τJNSi , i = 1, . . . 8 and the independent variable by t
JNS. Make the
substitution tJNS = qθt+θ1t and
τi(t) = λ(θi)(q
θi,t+θi,1t)θ
2
i,0+θ
2
i,t
∏
=±1
(q1+(θi,1−θi,t)t; q; q)∞τJNSi (q
θi,t+θi,1t), i = 1, . . . 4
τi(t) = λ(θi)(q
θi,t+θi,tq−
1
2 t)θ
2
i,0+θ
2
i,t
∏
=±1
(q1+(θi,1−θi,t)q−
1
2 t; q; q)∞τJNSi (q
θi,t+θi,1q−
1
2 t), i = 5, . . . 8
(4.51)
where the function λ should satisfy relations
λ(θ↑0 )λ(θ
↓
0)
λ(θ↑∞ )λ(θ
↓
∞)
= q
1
2
(θt−θ1),
λ(θ↑1 )λ(θ
↓
1)
λ(θ↑∞ )λ(θ
↓
∞)
= 1,
λ(θ↑t )λ(θ
↓
t )
λ(θ↑0 )λ(θ
↓
0)
= 1. (4.52)
The specific choice of λ is not essential for the below considerations. We can take, for example,
λ(θ) = q−θ1(θ
2
0+θ
2
t )−θt(θ21+θ2∞). Other possible choice, which is analytic in qθk , k = 0, t, 1,∞ is
expressed in terms of the elliptic Gamma functions (see (A.10) and (A.12))
λ(θ)−1 =
∏
=±1
Γ(q
1
4
( 1
2
+θt+(θ0+
1
4
)); q
1
8 , q
1
8 )Γ(q
1
4
( 1
2
+θ1+(θ∞+ 14 )); q
1
8 , q
1
8 ). (4.53)
Note that in the substitution (4.51) the argument in τi, i = 1, . . . 4, 6, 8 is q
θt+θ1t, but in τi, i =
5, 7 it differs by q−1.
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Then the system of equations (4.50) transforms into the system
τ ↑∞τ
↓
∞ − qθ1t1/2τ ↑0 τ ↓0 = τ ↑1 τ ↓1
τ ↑∞τ
↓
∞ − q−θ1t1/2τ ↑0 τ ↓0 = τ ↑1 τ ↓1
τ ↑0 τ
↓
0 − qθtt1/2τ ↑∞τ ↓∞ = τ ↑t τ ↓t
τ ↑0 τ
↓
0 − q−θtt1/2τ ↑∞τ ↓∞ = τ ↑t τ ↓t
τ ↑1 τ
↓
1 + q
−θ∞−1/4t1/2τ ↑t τ
↓
t = τ
↑
∞τ
↓
∞
τ ↑1 τ
↓
1 + q
θ∞−1/4t1/2τ ↑t τ
↓
t = τ
↑
∞τ
↓
∞
τ ↑t τ
↓
t + q
−θ0−1/4t1/2τ ↑1 τ
↓
1 = τ
↑
0 τ
↓
0
τ ↑t τ
↓
t + q
θ0−1/4t1/2τ ↑1 τ
↓
1 = τ
↑
0 τ
↓
0
(4.54)
We make this substitution mainly to remove non-monomial coefficients like (1 − q...) from
these equations and to make it more symmetric and natural. We will use below only this
normalization of the tau function.
Proposition 4.5. Consider the tuple (τ ↑∞, τ
↓
∞, τ
↑
0 , τ
↓
0 , τ
↓
1 , τ
↑
1 , τ
↓
t , τ
↑
t ) = (τ
+
0 , τ
−
0 , τ
+
1 , τ
−
1 , τ
+
0 , τ
−
0 , τ
+
1 , τ
−
1 ),
where the functions τ±0 , τ
±
1 satisfy (4.46), (4.47), (4.48),(4.49). This tuple is a solution of (4.54)
in the case qθ0 = qθt = qθ1 = qθ∞ = i under the identification t1/2 = iz1/4.
Proof. Let us substitute t1/2 = iz1/4 to (4.54). Note that this naturally leads to notation change
f(t) = f(qt) = f(iqz1/2) := f(−q2z) = f(−z). Then we obtain
τ ↑∞τ
↓
∞ + z
1/4τ ↑0 τ
↓
0 = τ
↓
1 τ
↑
1 , τ
↑
∞τ
↓
∞ − z1/4τ ↑0 τ ↓0 = τ ↓1 τ ↑1 ,
τ ↑0 τ
↓
0 + z
1/4τ ↑∞τ
↓
∞ = τ
↓
t τ
↑
t , τ
↑
0 τ
↓
0 − z1/4τ ↑∞τ ↓∞ = τ ↓t τ ↑t ,
τ ↓1 τ
↑
1 + z
1/4τ ↓t τ
↑
t = τ
↑
∞τ
↓∞, τ ↓1 τ
↑
1 − z1/4τ ↓t τ ↑t = τ ↑∞τ ↓∞,
τ ↓t τ
↑
t + z
1/4τ ↓1 τ
↑
1 = τ
↑
0 τ
↓
0 , τ
↓
t τ
↑
t − z1/4τ ↓1 τ ↑1 = τ ↑0 τ ↓0 ,
(4.55)
where we have also transformed z 7→ qz in the last four equations. We can take the ansatz
(τ ↓1 , τ
↑
1 , τ
↓
t , τ
↑
t ) = (τ
↑
∞, τ
↓
∞, τ
↑
0 , τ
↓
0 ) under which the first four equations and the last became
equivalent. But these are just equations (4.46), (4.47), (4.48), (4.49) on (τ ↑∞, τ
↓
∞, τ
↑
0 , τ
↑
0 ) =
(τ+0 , τ
−
0 , τ
+
1 , τ
−
1 ). Therefore, we obtain a solution of the q-Painleve´ VI (4.54).
Remark 4.1. Note that the dynamics of c = −2 tau functions considered as q-Painleve´ VI tau
functions is a ”square root” of the standard q-Painleve´ VI dynamics. This is manifested in the
relation t = −z1/2. This ”square root” belongs to the full symmetry group of the q-Painleve´ VI
equation but does not belong to the normal subgroup of translations. But for special values of
parameters qθi this ”square root” can be viewed as a dynamics.
The relation between q-Painleve´ A
(1)′
7 equation and q-Painleve´ A
(1)
3 equation is similar to
the folding transformation [TOS05]. We hope to discuss this elsewhere.
It was proposed in [JNS17] that solutions of q-Painleve´ VI can be written in terms of a
single tau function τ(θ;σ, s|z). This tau function is given by (2.23) where partition function is
5d Nekrasov function with 4 matter fields and with condition q1q2 = 1
τ(θ;σ, s|t) = λ(θ)
∑
n∈Z
sn(qθt+θ1t)(σ+n)
2 × C(θ|σ + n)×Ztv(θ, σ + n|t). (4.56)
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The first multiplier here is Zcl, which differs from the standard t(σ+n)2−θ20−θ2t by the factor tθ20+θ2t ,
which agrees with the substitution (4.51). The second multiplier is Z1−loop given by
C(θ|σ) =
∏
,′=±1
(q1+θ∞−θ1+
′σ; q, q)∞(q1+θ0−θt+
′σ; q, q)∞
(q1−2σ; q, q)∞(q1+2σ; q, q)∞
. (4.57)
The third multiplier Ztv is given by the product of two q-Pochhammer symbols and the instanton
part Zinst, given by the standard expression
Ztv(θ, σ|t) =
∏
=±1
(q1+(θ1−θt)t; q; q)∞Zinst(θ, σ|qθt+θ1t),
Zinst(θ, σ|t) =
∑
λ(1),λ(2)
t|λ
(1)|+|λ(2)| ∏
,′=±1
N∅,λ(′)(q
θ∞−θ1−′σ; q−1, q)Nλ(′),∅(q
′σ−θt−θ0 ; q−1, q)
Nλ(),λ(′)(q
(−′)σ; q−1, q)
.
(4.58)
Note that the normalization of the 5d instanton partition function given by Ztv is the same
as the normalization arising from the topological vertex approach [MPTY14, (3.47)]. This
normalization is consistent with the substitution (4.51). There is a conjecture that Ztv has
SO(8) symmetry. Below we will use the symmetries of the form
Ztv(θ0, θt, θ1, θ∞, σ|t) = Ztv(θt, θ0, θ∞, θ1, σ|t), (4.59)
Ztv(θ0, θt, θ1, θ∞, σ|t) = Ztv(θ∞, θ1, θt, θ0, σ|t). (4.60)
Conjecture 4.1. [JNS17] Eight tau functions
τ ↑∞ = τ(θ
↑
∞ ;σ, s|t), τ ↓∞ = τ(θ↓∞;σ, s|t),
τ ↑0 = τ(θ
↑
0 ;σ + 1/2, s|t), τ ↓0 = τ(θ↓0;σ − 1/2, s|t),
τ ↓1 = τ(θ
↓
1;σ, s|q−
1
2 t), τ ↑1 = τ(θ
↑
1 ;σ, s|q−
1
2 t),
τ ↓t = τ(θ
↓
t ;σ + 1/2, s|q−
1
2 t), τ ↑t = τ(θ
↑
t ;σ − 1/2, s|q−
1
2 t)
(4.61)
satisfy q-Painleve´ VI equation in the tau form (4.54).
The q-Painleve´ VI equation is the difference equation of second order, so it is natural to
expect that up to q-periodicity general solution of the q-Painleve´ VI equation belong to the two-
parameter family given by the Conjecture 4.1. Hence for the case qθ0 = qθt = qθ1 = qθ∞ = i due
to the Proposition 4.5 we expect that there is a connection between the c = −2 tau functions
given by (4.7) and the c = 1 tau functions given by the (4.56). However this connection may
be not just an equality of these tau functions with some parameters s, σ and s˜, σ˜. It is because
equations (4.54) have symmetry τ k 7→ f(u)τ k, k = 0, t, 1,∞,  =↑, ↓, where the function f(u) is
q-periodic in u and the symmetry τ ↑k 7→ hk(u)τ ↑k , τ ↓k 7→ h−1k (u)τ ↓k , k = 0, t, 1,∞, where functions
hk(u) are also q-periodic in u.
Moving to the multiplicative notations vi = q
θi , u = q2σ we have
Conjecture 4.2. There exist such functions u˜ = u˜(u), s˜ = s˜(s, σ) and q-periodic in z functions
f(u; q), hk(u; q), k = 0, t, 1,∞ such that
τ(i, i, i, iq±1/2; u˜, s˜| − z1/2) = f(u; q)h±1∞ (u; q)τ±0 (u, s|z), (4.62)
τ(iq±1/2, i, i, i; u˜q±1, s˜| − z1/2) = f(u; q)h±10 (u; q)τ±1 (u, s|z), (4.63)
τ(i, i, iq∓1/2, i; u˜, s˜| − q−1/2z1/2) = f(u; q)h∓11 (u; q)τ±0 (u, s|q−1z), (4.64)
τ(i, iq∓1/2, i, i; u˜q±1, s˜| − q−1/2z1/2) = f(u; q)h∓1t (u; q)τ±1 (u, s|q−1z). (4.65)
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Below we make this conjecture more precise, namely, give formulas for u˜, s˜ and functions
f(u; q), hk(u; q), k = 0, t, 1,∞.
Comparing the powers of z in any of the 4 equalities of the conjecture we obtain from (4.7)
and (4.56) that it is necessary to take σ˜ = σ.
The terms in the sums in l.h.s. and r.h.s. with Zcl = z 12 (σ+n)2 are linearly independent
for different n ∈ Z. Therefore, at the next step we compare the coefficients in front of powers
z
1
2
(σ+n)2 in the all 4 equalities of the conjecture.
When we compare it up to the z-constant functions we obtain that due to (4.60) it is
necessary to take
Ztv(i, i, i, iq±1/2, u; q−1, q| − z1/2) = Zinst(u; q−1, q2|z),
Ztv(i, i, iq±1/2, i, u; q−1, q| − q−1/2z1/2) = Zinst(u; q−1, q2|q−1z),
(4.66)
where we start to write the dependence on q1, q2 explicitly. However, shifting z 7→ qz in the
second relation we see that it is equivalent to the first one due to symmetry (4.59). We have
checked by the computer calculation up to order z5 analytically that the first relation is satisfied.
I.e. we have
Conjecture 4.3. There is a relation between pure 5d Nekrasov instanton partition function
with 2 = −21 and 5d Nekrasov instanton partition function with 2 = −1 and special values
of vi, namely
(−qz1/2; q, q)2∞Zinst(i, i, i, iq±1/2, u; q−1, q|z1/2) = Zinst(u; q−1, q2|z). (4.67)
Finally we compare the z-independent coefficients in front of power z
1
2
(σ+n)2 . To process
this step we use
C(iq±1/2, i, i, i|σ) = C(i, i, i, iq±1/2|σ) = 1
θ(±q1/2+σ; q)∏′=±1(q2+2′σ; q, q2)∞ ,
C(i, iq±1/2, i, i|σ) = C(i, i, iq±1/2, i|σ) =
∏
′=±1
1
(q3/2±1/2+2′σ; q, q2)∞
.
(4.68)
Using these formulas we obtain that it is necessary to take s˜ = s1/2, f(u; q) = 1 and
h∞(u; q) = µ∞θ(−u1/2q1/2; q), h1(u; q) = µ1,
h0(u; q) = µ0s
−1/4θ(−u1/2q; q), ht(u; q) = µts1/4,
(4.69)
where µk =
λ(θ
+
k )
λ(θ)
|{vl = i}, k, l = 0, t, 1,∞. Note that h1(u; q) is periodic in σ with period 1.
We have checked that Conjecture 4.2 follows from Conjecture 4.3 under the formulas for u˜,
s˜ and f(u; q), hk(u; q), k = 0, t, 1,∞ given above.
Remark 4.2. Note that q-Painleve´ VI equation has the cluster nature (see [BGM17]). This
means that the dynamics described by this equation is given by a composition of mutations and
permutations of vertices for the first quiver at the Fig. 1. As we have seen above c = −2
q-Painleve´ III′3 tau functions are a special case of c = 1 q-Painleve´ VI tau functions, so they
also admit cluster dynamics with the same quiver. To restore positivity the signs ”-” in (4.46),
(4.47), (4.48), (4.49) are hidden into the cluster coefficcients. Note that q-Painleve´ VI quiver
and q-Painleve´ III′3 quiver (the second quiver at the Fig. 1) have much in common from the
symmetry point of view.
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Figure 1: Quiver of q-Painleve´ VI and q-Painleve´ III′3
Remark 4.3. Note that the formula (4.67) reflects the property that the coefficients with half-
integer powers of z in the l.h.s. vanishes. We have checked by the computer calculations up to
z7/2 analytically that this property is satisfied in a more general situation, namely (α ∈ C)
(−qz; q, q)2∞Zinst(i, i, i, iα, u; q−1, q|z) = f(z2). (4.70)
Remark 4.4. We are not aware of any continuous analog of the relation (4.67). In particular,
in the R → 0 limit for the pure Nekrasov function we rescale z 7→ R4z but in the case of
Nekrasov function with 4 matter fields z is not rescaled. Also, vj = q
θj in this limit should go
to 1 without rescaling θj, but here all vj go to i.
4.4 Connection with ABJ theory
Bonelli, Grassi, Tanzini in the paper [BGT17] have proposed a version of the expression (2.23)
for the tau function of q-Painleve´ A
(1)′
7 equation. We denote this tau function by τBGT. Contrary
to the case studied in the present paper the formulas in [BGT17] work only in the case |q| = 1,
therefore the function Z should be redefined by adding certain (non-perturbative) corrections,
this is a choice of another function C in terms of Remark 2.2. The function τBGT depends only
on one parameter, in terms of the formula (2.23) this corresponds to the case s = 1.
By the topological string/spectral theory duality conjecture [GHM14] the function τBGT
essentially equals to a spectral determinant of the operator
ρ = (epˆ + e−pˆ + exˆ +me−xˆ)−1. (4.71)
Here the operators xˆ, pˆ satisfy the commutation relation [xˆ, pˆ] = i~. Therefore, the operator ρ
is the inverse of the Hamiltonian of the affine relativistic Toda chain on two sites. The relation
between the parameters of the Hamiltonian and parameters of τBGT are given by
~ =
4pi2i
log q
, m = exp
(−~ log z
2pi
)
. (4.72)
Denote by Ξ(κ, z) = det(1 + κρ) a spectral (Fredholm) determinant of the operator ρ. In
terms of τBGT, the parameter κ is expressed through z, u, q by a quantum mirror map, see
[BGT17] for details. The topological string/spectral theory duality conjecture in this case
means that
τBGT(u|z) = ZCS(z)Ξ(κ, z). (4.73)
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The auxiliary function ZCS is given in [BGT17] by an explicit expression and satisfies
ZCS(z)ZCS(z) = (z
1/4 + z−1/4)Z2CS(z). (4.74)
The function ZCS is an analog of the algebraic solution, in the special case κ = 0 we have
τBGT(z) = ZCS. Note that the difference equation on our algebraic solution (2.12) has the form
similar to (4.74), but with (1∓z1/2) instead of (z1/4 +z−1/4) in the r.h.s. This is just a difference
in normalization, it will not be important for our discussion in this section.
In the special case z = qM , M ∈ Z the spectral determinant of the operator ρ simplifies and
equals to the grand canonical partition function of the ABJ theory. The parameter M coincides
with the difference of the ranks of two simple factors in the gauge group U(N) × U(N + M).
In this case an interesting feature, the so-called Wronskian-like relations, were observed in
[GHM14’]. The function Ξ(κ, z) can be factorised according to the parity of the eigenvalues of
ρ, namely
Ξ(κ, z) = Ξ+(κ, z)Ξ−(κ, z). (4.75)
It was conjectured in [GHM14’] that functions Ξ+,Ξ− satisfy additional relations, which in our
notations have the form
iz1/4Ξ+1 Ξ
−
1 − Ξ+Ξ− = (iz1/4 − 1)Ξ+Ξ−,
iz1/4Ξ+1 Ξ
−
1 + Ξ
+Ξ− = (iz1/4 + 1)Ξ+Ξ−.
(4.76)
As before, Ξ1 stands for Ba¨cklund transformation of Ξ, in terms of the parameter κ it is given
by the map κ→ −κ. This conjecture in [GHM14’] was based on numerical checks.
We conjecture that there exists a relation between Ξ+,Ξ− and τ+BGT, τ
−
BGT introduced by an
analog of the formula (4.7). This conjecture could be viewed as a refinement of the topological
string/spectral theory duality to the case of refined strings with parameters t = q2. This
relation is one of the main motivations of our paper.
This conjecture is supported by a fact that multiplying equations (4.76) by appropriate
auxiliary functions Z+CS, Z
−
CS, we obtain equations (4.8), (4.9). Take auxiliary functions Z
±
CS
satisfying
Z+CSZ
−
CS = (1 + iz
1/4)Z+CSZ
−
CS,
Z+CSZ
−
CS = (1− iz1/4)Z+CSZ−CS,
(4.77)
and Z+CSZ
−
CS = ZCS. Define τ
± by Ξ± = Z±CSτ
±, then the functions τ± satisfy τ = τ+τ− and
iz1/4τ+1 τ
−
1 − τ+τ− = −(1 + z1/2)τ+τ−, iz1/4τ+τ− − τ+1 τ−1 = −(1 + z1/2)τ+1 τ−1 ,
iz1/4τ+1 τ
−
1 + τ
+τ− = (1 + z1/2)τ+τ−, iz1/4τ+τ− + τ+1 τ
−
1 = (1 + z
1/2)τ+1 τ
−
1 ,
(4.78)
where we also wrote Ba¨cklund transformed pair of equations. It is easy to see that these
equations are equivalent to the equations (4.46),(4.47),(4.48),(4.49) (up to the change z1/4 7→
−iz1/4 of the root branch). Note that the product ZCS = Z+CSZ−CS satisfies a difference equation
of the form (4.74) with the factor (1 + z1/2) since we work here in our normalization. The
functions Z+CS, Z
−
CS could be viewed as algebraic c = −2 tau functions constructed at the end
of the Section 4.1.
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5 Discussion
Painleve´ VI. In this paper we restrict ourselves to the parameterless Painleve´ III and q-
Painleve´ III equations. It is natural to ask for generalizations to other Painleve´ and q-Painleve´
equations. It looks like these generalizations should exist.
Consider, for example, Painleve´ VI equation. One can define long c = −2 tau functions by
the formulas similar to (3.10), namely
τ(θ;σ, s|z) =
∑
n∈Z
snZc=−2(θ, σ + 2n|z). (5.1)
The simplest of the Nakajima-Yoshioka blowup relations in this case leads to the algebraic
equation
τ(θ;σ, s|z) = τ(θ+ 1
2
e23;σ, s|z)τ(θ− 1
2
e23;σ, s|z) +τ(θ+ 1
2
e23;σ+ 1, s|z)τ(θ− 1
2
e23;σ−1, s|z),
(5.2)
where e23 = (0, 1, 1, 0) and τ is the Painleve´ VI c = 1 tau function. We obtained last relation
just similarly to the case of Painleve´ III(D
(1)
8 ) discussed in the paper.
There also exist analogous differential relations on these tau functions τ. One can deduce
from them Toda-like equation on Painleve´ VI c = 1 tau function similarly to the Proposition 3.1.
Determinants and pfaffians. Another approach to the Isomonodromy/CFT correspon-
dence was proposed in [MM17]. It was argued in loc. cit. that for resonant values of θ and σ
the sum in the formula (2.23) becomes finite. In this case the answer is given by the Hankel
determinant consisting of solutions of hypergeometric equations. The argument is based on
insertion of screening operators and goes as in β = 2 matrix models.
For c = −2 case the insertion of screening operators leads to matrix models with β = 1 or
β = 4, depending on the choice of the screening. To be more precise, the long tau function
(5.1) in the resonant case corresponds to β = 4 and short tau function corresponds to β = 1.
In each case the tau function in the resonant case equals to a pfaffian. We plan to discuss this
elsewhere.
Higher rank generalization. Isomonodromy/CFT correspondence exists for any rank, as
well as Nakajima-Yoshioka blowup relations. So it is natural to ask for such generalization of
the results discussed in this paper.
For example, one can ask for the proof of the conjecture [BGM18] of the solution of deau-
tonomized Toda flows in terms of pure 5d SU(N), N > 2 Nekrasov partition functions with
Chern-Simons term. Many blowup relations for this case were written in [GNY06], [NY09], but
it seems that the conjecture of [BGM18] can not be derived from them in a simple way. Note
that this conjecture is proved for the analog of the algebraic solution in [BG19].
Quantization. It was conjectured in [BGM17] that (Fourier) series of Nekrasov partition
functions for generic 1, 2 satisfy quantum Painleve´ equation in tau form. This conjecture is
based on bilinear relations (1.6) for generic 1, 2.
A related problem is to deduce this to c = −2 tau functions introduced in this paper?
Another related question, is it possible to deduce the relations (1.6) from usual Nakajima-
Yoshioka blowup relations, in this paper we did this only for 1 + 2 = 0. A third question is to
rewrite Nakajima-Yoshioka blowup relations as equations on quantum tau functions.
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Riemann-Hilbert problem. As was mentioned in the Introduction, arguing similarly to
[ILT14] one can construct matrix Y (y) with prescribed monodromies which consists of sums of
c = −2 Virasoro conformal blocks. These conformal blocks should include two degenerate fields
at the points y0, y and n primary fields in points a1, . . . , an. In order to formulate Riemann-
Hilbert problem completely it is necessary to specify behaviour of Y (y) near y0 and ai. This
seems to be an interesting open problem.
A Some special functions
q-Pochhammer symbols and related q-special functions. Here we collect some facts
about q-special functions used in the paper. For the references about q-Pochhammer symbols
and related functions, see [AAR99, Sec. 10].
Multiple infinite q-Pochhammer symbol is defined by
(z; q1, . . . qN)∞ =
∞∏
i1,...iN=0
(
1− z
N∏
k=1
qikk
)
. (A.1)
This function is symmetric with respect to qk. The product is well defined for arbitrary z when
|qk| < 1 for all k. From the definition we obtain shift relations for the q-Pochhammer symbol
(z; q1, . . . qN)∞/(zq1; q1, . . . qN)∞ = (z; q2, . . . qN)∞, (z; q)∞/(zq; q)∞ = 1− z (A.2)
and also n-period relation
n−1∏
i=0
(zqi1; q
n
1 , q2, . . . qN)∞ = (z; q1, q2, . . . qN)∞. (A.3)
We also use the formula
(z2; q21, . . . q
2
N)∞ = (z; q1, . . . qN)∞(−z; q1, . . . qN)∞, (A.4)
which follows from the splitting of each multiplier
(
1− z2
N∏
k=1
q2ikk
)
=
(
1− z
N∏
k=1
qikk
)(
1 + z
N∏
k=1
qikk
)
.
The q-Pochhammer symbol (z; q1, . . . qN)∞ can be defined for the other region of parameters
qk using the formula
(z; q1, . . . qN)∞ = exp
( ∞∑
i1,...iN=0
log
(
1− z
N∏
k=1
qikk
))
= exp
(
−
∞∑
i1,...iN=0
∞∑
m=1
zm
m
N∏
k=1
qmikk
)
=
= exp
(
−
∞∑
m=1
zm
m
N∏
k=1
1
1− qmk
)
. (A.5)
The exponent expression converges in the region |qk| 6= 1 but with a new additional requirement
|z| < 1. From this exponent definition we could define q-Pochhammer symbol in the region
with some |qk| > 1 and |z| < 1. Then in the appropriate region (i.e. |z|, |zq1| < 1) we have a
relation
(z; q−11 , q2, . . . qN)∞ = (zq1; q1, . . . qN)
−1
∞ . (A.6)
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We can analytically continue this relation via (A.1) to an arbitrary value of z.
This paper uses only N = 1, 2 q-Pochhammer symbols.
We also use a combination of N = 1 q-Pochhammer symbols given by the θ-function
θ(z; q) = (z; q)∞(qz−1; q)∞ =
1
(q; q)∞
∑
k∈Z
(−1)kq k(k−1)2 zk, (A.7)
where the last equality is the Jacobi triple product. It follows from the definition and (A.2)
that the θ- function satisfies
θ(qz; q) = −z−1θ(z; q) = θ(z−1; q). (A.8)
From the continuation (A.6) we could define
θ(z; q−1) = θ−1(qz; q). (A.9)
The useful object is also the elliptic Gamma function, which is the combination of N = 2
q-Pochhammer symbols
Γ(z; q1, q2) =
(q1q2z
−1; q1, q2)∞
(z; q1, q2)∞
. (A.10)
It should not be confused with the ordinary Gamma or Barnes G-function, its trigonometric or
multiple analogs, the last are defined in the next paragraph. Elliptic Gamma function satisfy
relations
Γ(q1z; q1, q2) = θ(z; q2)Γ(z; q1, q2), Γ(q2z; q1, q2) = θ(z; q1)Γ(z; q1, q2), (A.11)
which follow from the definition, so as the useful relation
Γ(uq2; q, q)Γ(u; q, q)
Γ(uq; q, q)2
= −u−1. (A.12)
Multiple gamma functions. Here we collect some facts about multiple Gamma functions.
These functions are in some sense q → 1 limit of q-Pochhammer symbols and admit many
analogous properties.
Following [NY03L, App. E], introduce the function
γ1,2(x; Λ) :=
d
ds
|s=0 Λ
s
Γ(s)
∫ +∞
0
dt
t
ts
e−tx
(e1t − 1)(e2t − 1) . (A.13)
This integral converges at t = 0 for Re s > 2. The analytic continuation is done by standard
methods, see below. Also it is necessary to assume Rex > 0 and Re 1,Re 2 6= 0 for convergence.
This function can be analytically continued as a function of x
This function is homogeneous
γ1,2(x; Λ) = γ1/α,2/α(x/α; Λ/α), (A.14)
if Re(α/i) Re i > 0, i = 1, 2.
31
We can remove its dependence on Λ by the calculation
γ1,2(x; Λ)− γ1,2(x; 1) = log Λ lim
s→0
Γ−1(s)
∫ +∞
0
dt
t
ts
e−tx
(e1t − 1)(e2t − 1) =
=
log Λ
12
lim
s→0
Γ−1(s)
∫ +∞
0
dt
t
tse−tx
(
t−2 − 1
2
(1 + 2)t
−1 +
1
12
(21 + 
2
2 + 312) +O(t)
)
=
=
log Λ
12
lim
s→0
Γ(s− 2)x2−s − 1
2
(1 + 2)Γ(s− 1)x1−s + 112(21 + 22 + 312)Γ(s)x−s
Γ(s)
=
=
log Λ
12
(
1
2
x2 +
1
2
(1 + 2)x+
1
12
(21 + 
2
2 + 312)
)
.
(A.15)
We can introduce also its 1-parameter analog γ
γ(x; Λ) :=
d
ds
|s=0 Λ
s
Γ(s)
∫ +∞
0
dt
t
ts
e−tx
et − 1 , Rex > 0. (A.16)
This function is also homogeneous (for Re(α/) Re  > 0)
γ(x; Λ) = γ/α(x/α; Λ/α), (A.17)
and satisfies
γ(x; Λ)− γ(x; 1) = log Λ lim
s→0
Γ−1(s)
∫ +∞
0
dt
t
ts
e−tx
et − 1 =
=
1

log Λ lim
s→0
Γ−1(s)
∫ +∞
0
dt
t
tse−tx
(
t−1 − /2 +O(t)) =
=
1

log Λ lim
s→0
Γ(s− 1)x1−s − 1
2
Γ(s)x−s
Γ(s)
= −1

(x+ /2) log Λ.
(A.18)
The function exp(γ1,2(x; 1)) is symmetric with respect to the 1, 2. Functions exp(γ1,2(x; 1))
and exp(γ(x; 1)) satisfy analogs of the relations (A.2), (A.3), (A.6):
exp γ1,2(x; 1) = exp γ2(x+ 1; 1) exp γ1,2(x+ 1; 1), (A.19)
exp γ1,2(x; 1) = exp γ21,2(x; 1) exp γ21,2(x− 1; 1), (A.20)
exp γ−1,2(x; 1) = exp(−γ1,2(x− 1; 1)), (A.21)
and
exp γ(x; 1) =
1
x+ 
exp γ(x+ ; 1), (A.22)
exp γ(x; 1) = exp γ2(x; 1) exp γ2(x− ; 1), (A.23)
exp γ−(x; 1) = exp(−γ(x− ; 1)). (A.24)
These relations follow directly from the definition (A.13). We also have relations
exp γ1/α,2/α(x/α; 1) = α
x2+(1+2)x+
1
6 (
2
1+
2
2+312)
212 exp γ1,2(x; 1), (A.25)
exp γ/α(x/α; 1) = α
−x/−1/2 exp γ(x; 1), (A.26)
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which follow from (A.15), (A.18) and homogeneity (A.14), (A.17) (under the corresponding
restrictions).
In the case Rex > 0,Re 1, 2,  < 0 we can rewrite definitions (A.13), (A.16)
exp(γ1,2(x; 1)) = exp
(
d
ds
|s=0
+∞∑
m,n=0
(x− 1m− 2n)−s
)
, (A.27)
exp(−γ(x; 1)) = exp
(
d
ds
|s=0
+∞∑
n=0
(x− n)−s
)
. (A.28)
These formulas could be used for analytic continuation of given functions on the region Re x < 0
similar to (A.5). Moreover, the latter expressions are just multiple Gamma functions, so we
have (under condition Re 1, 2,  < 0)
exp(γ1,2(x; 1)) = Γ2(x;−1,−2), (A.29)
exp(−γ(x; 1)) = Γ1(x;−) = (−)
−x/−1/2
√
2pi
Γ(−x/). (A.30)
Remark A.1. There is a difference between the functions γ, γ1,2 and multiple gamma func-
tions Γ1, Γ2. The latter functions are analytic in i everywhere except zeroes, but the functions γ
are not defined for purely imaginary values of i (see (A.16) and (A.13) and compare with the
requirement |qi| 6= 1 for (A.5)). Therefore, the connection depends on Re 1,2,  ≶ 0. For exam-
ple, from (A.24) and (A.30), we obtain for Re  > 0 that exp(−γ(x; 1)) = −x/−1/2
√
2pi
Γ(1+x/)
.
B Perturbative part of the Nekrasov function
Perturbative part of the 5d Nekrasov function. We consider the so-called perturbative
part of the 5d Nekrasov function according to [NY05] [NY05, Section 4.2] for the rank 2 case.
The full partition function is ZNY = ZpertZinst and perturbative term is given by
Zpert(a; 1, 2;R|Λ) = exp(−γ˜1,2;R(a|Λ)− γ˜1,2;R(−a|Λ)), (B.1)
where
γ˜1,2;R(x|Λ) =
1
212
(
x2 + (1 + 2)x+
21 + 
2
2 + 312
6
)
log(Λ)+
+
1
12
(
−R
12
(x+ (1 + 2)/2)
3 +
pi2
6R
(x+ (1 + 2)/2)− ζ(3)
R2
)
+
+∞∑
n=1
1
n
e−Rnx
(eRn1 − 1)(eRn2 − 1) .
(B.2)
Now we relate Zpert with Zcl and Z1−loop from (2.13). The aim is to obtain formulas (2.17)
for Zcl and Z1−loop from the above formula for Zpert. Simplifying the expression for Zpert and
using (A.5), we obtain
Zpert(a; 1, 2;R|Λ) = C(1, 2;R|Λ)× (Λe−R4 (1+2))−
a2
12 × (e−Ra; q1, q2)∞(eRa; q1, q2)∞, (B.3)
where
C(1, 2;R|Λ) = e
2ζ(3)
12R
2− pi
2
6R
1+2
12
+R
(1+2)
3
4812 Λ
− 1
6
(1+
(1+2)
2
12
)
. (B.4)
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The second and third multipliers, separated by ×, coincide with Zcl and Z1−loop correspondingly
(see (2.17)).
In this paper, our main object of interest is Nakajima-Yoshioka blowup relations which have
the structure ([NY05, (2.5)-(2.7)])
βdZNY (a; 1, 2;R|Λ) = Ẑd(a; 1, 2;R|Λ), (B.5)
where d = 0, 1, 2, βd are some factors, and ([NY05, (4.14)])
Ẑd(a; 1, 2;R|Λ) = e 2d−124 R(1+2)
∑
n
ZNY (a+ 21n; 1, 1 − 2;R|e1R(d−1)Λ)
×ZNY (a+ 22n; 1 − 2, 2;R|e2R(d−1)Λ), (B.6)
We use another normalizationZ without the factor C(1, 2;R|Λ): ZNY = CZ. Since C(1, 2;R|Λ)
does not depend on a, it will not change substantially the structure of Nakajima-Yoshioka
blowup relations. Moreover, since
C(1, 2;R|Λ) = e 2d−124 R(1+2)C(1, 2 − 1;R|e 14 1R(d−1)Λ)C(1 − 2, 2;R|e 14 2R(d−1)Λ), (B.7)
removing of the term C in the Zpert just removes the term e 2d−124 R(1+2) in the Nakajima-Yoshioka
blowup relations. So we obtain blowup relations (4.1), (4.2), (4.3) on Z, the factors βd are given
in the l.h.s. of these relations.
Perturbative part of the 4d Nekrasov function. Perturbative part of the 4d Nekrasov
function is given by [NY03L]
Zpert(a; 1, 2|Λ) = exp(−γ1,2(a; Λ)− γ1,2(−a; Λ)), (B.8)
where the function γ1,2 is given by (A.13).
Extracting the dependence of the perturbative term on Λ with the help of (A.15), we obtain
Zpert(a; 1, 2|Λ) = C(1, 2|Λ)× Λ−
a2
12 × exp(−γ1,2(a; 1)− γ1,2(−a; 1)). (B.9)
The second and third multipliers coincide with Zcl and Z1−loop from (2.14). The first multiplier
C(1, 2|Λ) = Λ−
1
612
(21+
2
2+312) (B.10)
could be omitted just analogously to 5d case, because it satisfies
C(1, 2|Λ) = C(1, 2 − 1|Λ)C(1 − 2, 2|Λ), (B.11)
and Λ is not shifted in differential Nakajima-Yoshioka blowup relations [NY03L] in the term
C(1, 2|Λ), see [NY03L, Sec. 4.5].
Perturbative part of the 4d Nekrasov function: c = 1 and c = −2 specialization.
Now consider special cases of 1, 2 we are mostly interested in this paper. Namely, 2 = −1
corresponding to the c = 1 in the CFT notations and 2 = −21 corresponding to the c = −2
(see first formula from (2.21)). We rewrite in these cases 1-loop factor in terms of ordinary
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Barnes G-function (as in original formula for tau function from [GIL12]). From [Ad01, Sec. 5]
we have
Γ2(x; 1, 1) = G
−1(x)(2pi)z/2−1eζ
′(−1). (B.12)
This means that for c = 1 Zcl = zσ2 and up to a constant
Z1−loop = 1
G(1 + 2σ)G(1− 2σ) , (B.13)
where we used (A.25) and (A.21). Analogously for c = −2 we have that Zcl = (z/4)σ2/2 and
up to the constant
Z+1−loop =
1
G(1/2 + σ)G(1 + σ)G(1/2− σ)G(1− σ) ,
Z−1−loop =
1
G(1 + σ)G(3/2 + σ)G(1− σ)G(3/2− σ) ,
(B.14)
where we additionaly used (A.20).
Remark B.1. Note that the constants we may have missed when expressing the perturbative
term in terms of ordinary Barnes G-function are not so harmless, since they should be consistent
with the Nakajima-Yoshioka blowup relation. However, for given expressions (B.13), (B.14) the
relative constant is given by the Barnes G-function multiplication formula.
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