Abstract. In this paper we provide a detailed analysis of the analytic continuation of the spectral zeta function associated with one-dimensional regular Sturm-Liouville problems endowed with selfadjoint separated and coupled boundary conditions. The spectral zeta function is represented in terms of a complex integral and the analytic continuation in the entire complex plane is achieved by using the Liouville-Green (or WKB) asymptotic expansion of the eigenfunctions associated with the problem. The analytically continued expression of the spectral zeta function is then used to compute the functional determinant of the Sturm-Liouville operator and the coefficients of the asymptotic expansion of the associated heat kernel.
Introduction
The analysis of the spectrum of Laplace-type operators acting on suitable functions defined on a Riemannian manifold is a subject of extreme importance in several areas of both mathematics and physics. In quantum field theory, for instance, this spectrum represents the energy content of the modes that constitute a quantum field. Despite its importance the exact computation of the spectrum is not possible in general with the exception of very few special cases. This lack of exact knowledge of the spectrum, however, does not constitute a major problem since very often one is more interested in obtaining information that strictly depends on the entire spectral sequence rather than on the explicit value of each individual term of the spectrum. This type of global information about the spectrum of a Laplace-type operator is encoded in the spectral functions and can be obtained from their analysis. The most widely used spectral functions in mathematics and physics are the spectral zeta function and the heat kernel [8, 14, 18, 27] .
For Laplace-type operators, ∆, defined on a compact Riemannian manifold with or without boundary, the spectrum {l n } n∈N is discrete, bounded from below, and forms an increasing sequence of real numbers with a unique accumulation point at infinity [14] . The spectral zeta function is then defined in terms of the eigenvalues as follows (1) ζ(s) =
where s is a complex variable and each eigenvalue is counted with its finite multiplicity. If we denote with D the dimension of the Riemannian manifold under consideration, then, for n → ∞, the eigenvalues behave according to Weyl's estimate as l n ∼ n 2/D [14] . This asymptotic behavior implies that the spectral zeta function defined above converges in the region ℜ(s) > D/2. However, it was proved in [22] that ζ(s) can be analytically continued to a meromorphic function in the entire complex s-plane which develops only simple poles and is holomorphic at the point s = 0 .
The heat kernel θ(t) is related to the spectral zeta function by Mellin transform [14, 28] and is defined as the trace of the heat semigroup exp{−t∆} in the Hilbert space of square integrable Date: November 4, 2013. GF is partially supported by the East Carolina University Thomas Harriot College of Arts and Sciences Summer research grant and the ORAU Ralph E. Powe Junior Faculty Enhancement Award. 1 functions on the Riemannian manifold. The function θ(t) is well defined for ℜ(t) > 0 and its explicit expression in terms of the eigenvalues is (2) θ(t) = ∞ n=1 e −tl n .
Due to the fact that in general the eigenvalues are not known, the heat kernel cannot be computed explicitly. However, the asymptotic expansion of θ(t) for t → 0 can be found in general situations and its coefficients are expressed only in terms of geometric invariants of the underlying manifold [13, 15, 18, 27] . The two spectral functions defined above constitute the main mathematical tool used to regularize divergent quantities in the ambit of quantum field theory on Minkowski or Riemannian manifolds [4, 12, 17] . For instance, the spectral zeta function is used to compute the functional determinant of an elliptic operator [23] which is proportional to the one-loop effective action. Moreover, zeta function techniques are of fundamental importance in the study of the Casimir energy of a quantum system [5, 6, 7] . The coefficients of the small-t asymptotic expansion of the heat kernel explicitly identify the infrared divergences in the one-loop effective action. Such terms are extremely relevant in the process of renormalizing a theory of quantum fields [4] .
Sturm-Liouville problems appear frequently in many areas of mathematics and physics and for this reason they represent one of the most studied subjects in the theory of differential equations. They arise naturally, for instance, in the study of quantum fields propagating in a Riemannian manifold possessing particular symmetries. In fact, in quantum field theory the dynamics of a quantum field is described by a Laplace operator defined on a D-dimensional Riemannian manifold with or without boundary. If the manifold under consideration has symmetries that at every point allow for the existence of a metric tensor of the form 
where ∆ η denotes the Laplacian associated with the coordinates {x 2 , . . . , x D }. In this situation the eigenvalue equation ∆ϑ = λ 2 ϑ, which describes the energy content of the quantum field, can be solved by separation of variables ϑ = θ(x 1 )ω(x 2 , . . . , x D ). By denoting with ν 2 the eigenvalues of ∆ η and, in addition, by assuming that the field propagates under the influence of external conditions described by a smooth potential V(x 1 ), the eigenvalues λ are obtained from the one-dimensional differential equation
with suitable self-adjoint boundary conditions imposed on θ(x 1 ). This type of differential equation endowed with self-adjoint boundary conditions represents a particular example of the more general class of regular Sturm-Liouville problems.
The main focus of this paper is on the analysis of the spectral zeta function and the heat kernel asymptotic expansion for regular one-dimensional Sturm-Liouville problems endowed with general self-adjoint boundary conditions. Due to the generality of this problem, standard techniques used to perform the analytic continuation of the spectral zeta function, ζ(s), become unsuitable in this situation. In fact, in the majority of cases the spectral zeta function and its analytic continuation are computed when either the eigenvalues or the eigenfunctions of the problem are explicitly known. For general one-dimensional Sturm-Liouville problems, however, this information is not available and, hence, other approaches for the analysis of ζ(s) have to be devised. One method for performing the analytic continuation of the spectral zeta function that does not require any explicit knowledge of either the eigenvalues or the eigenfunctions has been developed in [9, 11] and relies only on the WKB analysis of the eigenvalue problem. This method is applicable to a wide variety of eigenvalue equations and boundary conditions and it will be employed in this work to perform the analytic continuation of ζ(s) associated with regular one-dimensional Sturm-Liouville problems.
The boundary conditions imposed on a system play an important role in the study of its associated spectral functions. In the vast majority of the literature the spectral functions are obtained for specific types of differential operators and for particular boundary conditions. This is somewhat undesirable since for a given problem it is often necessary to perform a separate analysis for each type of boundary condition imposed. Unlike other methods, the one we develop and utilize in this work will provide a more comprehensive approach since it is suitable for treating the most general one-dimensional second-order differential operator endowed with any self-adjoint boundary condition. To our knowledge this work represents the first effort to develop a technique suitable for the analysis of spectral functions associated with a symmetric second-order differential operator in one dimension endowed with any self-adjoint boundary condition.
The outline of the paper is as follows. In the next section we will describe the one-dimensional Sturm-Liouville problem that will be the object of the subsequent analysis and the associated selfadjoint boundary conditions. In Section 3 we present the WKB analysis of the one-dimensional Sturm-Liouville operator with separated or coupled boundary conditions. Section 4 focuses on the analytic continuation of the spectral zeta function which is based on the results of the WKB analysis. In Section 5 we describe the modifications to the approach that are necessary when zero modes are present. In Sections 6 and 7 we utilize the analytically continued expression of the spectral zeta function to compute the zeta regularized functional determinant of the SturmLiouville operator and the coefficients of the heat kernel asymptotic expansion, respectively.
Regular Sturm-Liouville Problems
In this work we will be mainly concerned with the most general Sturm-Liouville differential operator. This symmetric second order differential operator, which we denote by L, has the form [29] (7)
and acts on scalar functions defined on the interval I = [0, 1] ⊂ R. This choice of interval does not lack in generality since it is clear that the linear transformation x ′ = a+(b−a)x with a, b ∈ R yields an operator of the same form as (7) but defined on the more general one-dimensional interval [a, b] . In addition we assume that p(x) > 0 for x ∈ I and that both p(x) and V(x) belong to C ∞ (I).
For the symmetric operator L in (7) we consider the following differential equation
where λ ∈ C and ϕ λ (x) ∈ C 2 (I). Spectral functions associated with differential equations of the form (8) containing a differential operator of the type given in (7) can be conveniently studied by using the first-order formalism [19, 20] . By defining the vector
, with the prime denoting, here and in the rest of the paper, differentiation with respect to the variable x, we can rewrite (8) as a system of first-order differential equations
with the 2 × 2 matrix A λ (x) defined as
.
Amongst all the solutions to the differential equation (8) , or equivalently to the system (10), we only select the ones that satisfy self-adjoint boundary conditions. With this restriction placed on the solutions, the numbers λ ∈ R become the eigenvalues and (8) coupled with self-adjoint boundary conditions represents a regular Sturm-Liouville problem. The self-adjoint boundary conditions that can be imposed on the solutions to (8) can be naturally divided into two classes [29] .
Separated boundary conditions have the following general form
with A 1 , A 2 , B 1 , B 2 ∈ R and (A 1 , A 2 ) (0, 0), and (B 1 , B 2 ) (0, 0). In the first-order formalism these boundary conditions can be written in matrix form as
We would like to point out that when A 2 = B 2 = 0 the equations (12) reduce to the Dirichlet boundary conditions, while for A 2 0, B 2 0, the system (12) represents Robin boundary conditions; for details regarding this identification see Section 7. Mixed or hybrid boundary conditions are obtained by setting
Coupled boundary conditions can be expressed in general as
, where −π < γ ≤ 0 or 0 ≤ γ < π and K ∈ SL 2 (R). Note that when γ = 0 and K = I 2 , with I 2 representing the 2 × 2 identity matrix, we obtain the familiar periodic boundary conditions. Due to the fact that the functions p(x) and V(x) are arbitrary elements of C ∞ (I), the eigenvalues and corresponding eigenfunctions of (8) endowed with either separated or coupled boundary conditions cannot be found explicitly. However, by imposing either of the previously described self-adjoint boundary conditions to a general solution of the equation (8) we will be able to obtain an expression whose zeroes implicitly determine the eigenvalues.
In more detail, let ϕ λ (x) denote a general solution to the equation (8) . For each λ ∈ C we choose ϕ λ (x) and p(x)ϕ ′ λ (x) such that they satisfy the following initial conditions (15) ϕ λ (0) = A 2 , and p(0)ϕ ′ λ (0) = A 1 . With this particular choice of initial conditions, the first equation of the boundary conditions (12) is automatically satisfied while the second equation, describing the boundary condition at the endpoint x = 1, provides an implicit equation for the eigenvalues λ, namely
Since the boundary conditions (12) are self-adjoint, all the zeroes of the equation (16) are real and positive [29] .
For coupled boundary conditions, instead, we write the general solution ϕ λ (x) to (8) as a linear combination of two linearly independent solutions u λ (x) and v λ (x)
with arbitrary coefficients α and β. For each λ ∈ C the functions u λ (x) and v λ (x) are uniquely determined as solutions to (8) satisfying the initial conditions [1] (18)
The coupled boundary conditions in (14) together with the formula for ϕ λ (x) in (17) lead to the following homogeneous linear system in the unknowns α and β
where we have denoted with k i j the entries of the matrix K and we have used the initial conditions ϕ λ (0) = β and p(0)ϕ ′ λ (0) = α which follow directly from the relations (18) and (19) . In order for the system (20) to have a non-trivial solution the determinant of its coefficient matrix must vanish. This condition provides the following implicit equation for the eigenvalues λ
The above implicit equation, however, can be simplified further. In fact, by performing the products and by using the relation detK = 1, which follows from the fact that K ∈ SL 2 (R), we obtain
The first two terms on the right hand side of (22) 
To find the constant C we set x = 0 and use the initial conditions (18) and (19) 
, and, consequently, the equation (22) which implicitly determines the eigenvalues λ becomes [1] (24)
The spectral zeta function associated with the eigenvalue equation (8) endowed with separated or coupled boundary conditions is (25) ζ
which is convergent, due to Weyl's estimate [14] , in the semi-plane ℜ(s) > 1/2. In order to perform the analytic continuation we represent ζ(s) in (25) in terms of a contour integral by exploiting Cauchy's residue theorem. In the case of separated boundary conditions the eigenvalues are implicitly given by (16) and, hence, the corresponding spectral zeta function can be expressed as [18] (26)
Similarly, for coupled boundary conditions the spectral zeta function can be represented as
with the function ∆(λ) given by (24) . In the above integral representations C and D are contours in the complex plane that encircle in the counterclockwise direction all the roots, which are on the positive real axis, of Ω(λ) and ∆(λ), respectively. The complex integrals in (26) and (27) are well defined, by construction, in the region ℜ(s) > 1/2. By deforming the contour of integration C in (26) to the imaginary axis and by using the property that Ω(iλ) = Ω(−iλ), which can be proved from (16) 
, we obtain, by changing variables λ → iz, the representation
By following a procedure analogous to the one used to obtain (28) from (26), one can prove that for coupled boundary conditions the spectral zeta function takes the form
From the differential equation (8) one can show that the leading z → ∞ behavior of its solutions is exponential growth, see (37). This remark and the explicit expressions (16) and (24) allow us to conclude that the functions Ω(iz) and ∆(iz) have a similar exponential behavior as z → ∞ and, hence, the integral representations (28) and (29) converge at the upper limit of integration for ℜ(s) > 1/2. Furthermore, since the solutions of the differential equation (8) are analytic with respect to the parameter λ, the functions Ω(iz) and ∆(iz) are analytic in the variable z. In particular this implies that in a neighborhood of z = 0 we have that Ω(iz) − Ω(0) ∼ z 2 and linear terms in z are not present since Ω(iz) = Ω(−iz). By assuming that z = 0 is not an eigenvalue of our problem, we can conclude that for z → 0 we have ln Ω(iz) = ln Ω(0) + O(z 2 ). This last estimate implies that the integral representation (28) converges at the lower limit of integration for ℜ(s) < 1. A completely similar analysis can be performed for the function ∆(iz) leading to the conclusion that the integral representation (29) is also convergent at the lower limit of integration for ℜ(s) < 1. We can therefore state that the integral representations (28) and (29) converge in the region 1/2 < ℜ(s) < 1.
The WKB analysis of the Sturm-Liouville problem
To perform the analytic continuation of ζ S (s) and ζ C (s) to values lying outside of the strip 1/2 < ℜ(s) < 1 we will rely on the asymptotic expansion for large z of the eigenfunctions of the SturmLiouville problem (8) endowed with separated or coupled boundary conditions [18] . To start the analysis we consider the differential equation (8), with λ = iz,
By utilizing the following ansatz for the solution
and by substituting it into the differential equation (30), we obtain a first order nonlinear differential equation for S(x, z)
The last differential equation, although nonlinear, is very suitable for the application of WKB techniques to obtain the large-z behavior of S(x, z) and consequently, through the relation (31), of ϕ iz (x) [3] .
For z → ∞ we assume that S(x, z) has an asymptotic expansion of the form
By substituting the above expansion into the differential equation (32) and by equating like powers of z we obtain
for the leading and the first subleading term of the asymptotic expansion. For the term with i = 1 we have
while for the higher asymptotic orders with i ≥ 1 we obtain the recurrence relation
The ± represents the different choice of sign in the leading term S −1 of the asymptotic expansion (33). The different signs correspond to the two solutions S + (z, x) and S − (z, x) to the differential equation (32). These solutions provide, through the relation (31), the exponentially growing and decaying parts of the function ϕ iz (x). The correct asymptotic behavior of ϕ iz (x) for z → ∞ is obtained as a linear combination of the asymptotically increasing and decaying terms as follows
where the terms A and B are uniquely determined once the initial conditions are imposed.
Separated Boundary Conditions.
For separated boundary conditions we impose the initial conditions (15) on the function ϕ iz (x) in (37) to obtain
By substituting the expressions (38) into (37) and then by using the resulting expression for ϕ iz (x) in the formula for Ω(iz) in (16) we obtain
where we have denoted with E(z) exponentially small contributions in z. The integral representation of the spectral zeta function ζ S (s) in (28) contains the term ln Ω(iz) and, therefore, its asymptotic expansion is needed for the process of analytic continuation of ζ S (s). From the expression (39) we have
whereẼ(z) denotes exponentially decaying terms. At this point, it is necessary to further expand for z → ∞ each term appearing in (40). From the results (34)-(36) one obtains
Since one can prove, from the recurrence relation (36), that S
. We use the results (41), (42) and (44) to obtain
where the terms D 2i−1 (0) are determined through the cumulant expansion
More care is needed in the expansion of the first two terms on the right hand side of (40). For these terms the cases A 2 = B 2 = 0, and A 2 = 0 or B 2 = 0 need to be distinguished from all the other cases. This distinction is necessary since the large z asymptotic behavior of ln Ω(iz) critically depends on whether A 2 or B 2 , or both, vanish. In the case A 2 = B 2 = 0, which can be easily recognized to represent Dirichlet boundary conditions, the arguments of ln −A 2 p(0)S − (0, z) + A 1 and ln B 2 p(1)S + (1, z) + B 1 reduce to just constants and, hence, no further analysis is necessary. In order to avoid analyzing each case separately, we introduce the function
and replace the first term on the right hand side of (40) by
and the second term by
From the asymptotic expansion (33), we obtain
where, by recalling (43),
The results obtained in (50) and (51) lead to the expansions
where
By using the expansions (33) and (45) and by recalling that for a unified treatment of all separated boundary conditions we need to replace the first two terms of the right hand side of (40) by (48) and (49), whose expansions can be obtained from (50) and (51), we find
where we have discarded exponentially decreasing terms and we have used the relation
Coupled Boundary Conditions.
The implicit equation for the eigenvalues in the case of coupled boundary conditions, namely ∆(iz) = 0 in (24), contains two linearly independent solutions u iz (x) and v iz (x) to (30) which are found by imposing the initial conditions (18) and (19) to a general solution of (30). For z → ∞ both functions u iz (x) and v iz (x) can be expressed as a linear combination of an exponentially increasing and an exponentially decreasing term in the same way as indicated in (37). By imposing the initial conditions (18) to the general solution in (37) we obtain for A and B the relations
which lead to the following result
For the function v iz (x) we impose, instead, the initial conditions (19) to (37) to obtain
which provide the following expression (65)
Obviously, expressions for the functions u ′ iz (x) and v ′ iz (x), which appear in ∆(iz), are obtained by simply differentiating (63) and (65). The last remark and the explicit expressions (63) and (65) can be used in the formula for ∆(iz) in (24) to obtain
where exponentially small contributions have been collectively denoted by ε(z). From this expression it is not very difficult to obtain
withε(z) being exponentially decreasing terms as z → ∞. The expression (67) is the starting point for the computation of the large-z asymptotic expansion of ln ∆(iz). The asymptotic expansion of the first two terms on the right hand side of (67) has already been found in the case of separated boundary conditions and, hence, will not be repeated here. Instead, we will concentrate only on the last logarithmic term in (67). From the asymptotic expansion of S + and S − we obtain, for the terms linear in S + and S
with
. In (70) we have used, once again, the relation (43) in order to express S
From the relations (68) and (70) one can notice that the leading term of the asymptotic expansion of the argument of the last logarithmic term in (67) strictly depends on whether or not the coefficient k 12 of the matrix K vanishes. Because of this different leading behavior as z → ∞ we will need to distinguish between two cases: k 12 0, and k 12 = 0. In order to describe both cases simultaneously we proceed as in the previous subsection and replace the third logarithmic term in (67) by
For the first terms in (72) the results obtained in (68) and (70) lead to the expression
where the coefficients Λ i are obtained through the cumulant expansion (74) ln
with the definitions
and, when i ≥ 2,
The asymptotic expansion of the second term in (72) is derived from (68) and reads
where the coefficients Π i can be found from the relation (78) ln
By using (45), the expansion (33), and the result (73) and (77) we can conclude that
where we have replaced the third logarithmic term in (67) with the modified expression in (72). The functions N i introduced in (79) have the expression, for i = 2m
,
The expansions (58) and (79) represent the only information needed in order to perform the analytic continuation of the spectral zeta function associated with the Sturm-Liouville problem (8) with separated or coupled boundary conditions.
Analytic Continuation of the Spectral Zeta Function
To perform the analytic continuation of the spectral zeta function associated with self-adjoint Sturm-Liouville problems we will need the results about the asymptotic expansions obtained in the previous section and the integral representations (28) and (29) . In the case of separated boundary conditions the representation (28) can be conveniently rewritten as a sum of two terms
The first integral represents an analytic function for ℜ(s) < 1 while the second one defines an analytic function in the region ℜ(s) > 1/2. In order to analytically continue the spectral zeta function to a region extending to the left of the strip 1/2 < ℜ(s) < 1 we need to subtract and add a suitable number of terms of the asymptotic expansion of ln Ω(iz) from the second integral [18] . By using the first L + 2 terms of the expansion (58) the spectral zeta function can be written as
The function Z S (s) is analytic in the region ℜ(s) > −(1 + L)/2 and has the form
with H(z −1) denoting the Heaviside step function. The functions A S i (s) are meromorphic for s ∈ C and their expressions are
By using the expression (83) and by performing the elementary integrations in (86)-(87) we obtain the following analytically continued expression for the spectral zeta function
The last expression clearly shows that ζ S (s) is a meromorphic function of s with a simple pole at the points s = 1/2 and s = −(2k + 1)/2, k ∈ N 0 .
For coupled boundary conditions the spectral zeta function can be analogously written as a sum of two terms
where the first integral converges for ℜ(s) < 1 and the second for ℜ(s) > 1/2. To obtain the analytically continued expression of ζ C (s) we proceed as for the case of separated boundary conditions by subtracting and adding from the second integral in (89) L + 2 terms of the asymptotic expansion in (79). This leads to the expression
The function Z C (s) is analytic for ℜ(s) > −(1 + L)/2 and has the expression
while the functions A C i (s) are meromorphic in s and have the form
and, for i ≥ 1,
By utilizing (92) and (93) in (90) we get
The expressions (88) and (94) represent the desired analytically continued expressions for the spectral zeta function and the starting point for the computation of the functional determinant of the Sturm-Liouville operator and of the coefficients of the heat kernel asymptotic expansion.
Presence of Zero Modes
The analysis of the spectral zeta function presented in the previous sections is based on the assumption that all eigenvalues are positive, in particular that no zero modes are present. In fact, this assumption was necessary at the end of Section 2 in order to have a vertical strip in the complex s-plane in which the integrals (28) and (29) were well defined. When a zero mode is present, however, we need to consider a modified spectral zeta function in which the eigenvalue λ = 0 is excluded. This is necessary in order to compute, via spectral zeta function regularization, the functional determinant of the Sturm-Liouville operator (7) with the zero mode extracted. Since λ = 0 is now an eigenvalue we cannot simply deform the contour of integration to the imaginary axis in the integral representations (26) and (27) of the spectral zeta function to obtain the expressions (28) and (29) . In fact, even if we select a suitable contour that only encircles the non-zero eigenvalues, the subsequent deformation of this contour to the imaginary axis would encounter a pole at the origin λ = 0.
In order to avoid the appearance of a contribution coming from the pole, we replace the functions Ω(λ) and ∆(λ) in the integral representations (26) and (27) by new functions that vanish at all nonzero eigenvalues but have a non-vanishing limit as λ → 0. This result can be easily achieved by utilizing in the integral representations (26) and (27) the ratio of the functions Ω(λ) and ∆(λ) and their respective leading behavior as λ → 0. This behavior can be found by following the ideas developed in [20] .
Let ϕ 0 (x) be the non-trivial solution to the differential equation (8) corresponding to λ = 0 and let the inner product of ϕ 0 (x) and ϕ λ (x) in the Hilbert space L 2 (I) be
where the * denotes complex conjugation. From equation (8) it is not very difficult to prove that
and integrating by parts the term on the left hand side, we get
To find an explicit expression for (97) we need to specify the boundary conditions. For separated boundary conditions, since λ = 0 is an eigenvalue, we have that ϕ * 0 (x) satisfies the boundary conditions at both endpoints
The solution ϕ λ (x), instead, is only required to satisfy the initial conditions
By using the relations (15) in (98) we obtain
which substituted in (97) leads to the result
At this point we use the relation (99) in order to further simplify (102). In using (99), however, we need to distinguish between two cases. If B 1 0 we have ϕ * 0 (1) = −(B 2 /B 1 )p(1)(ϕ * 0 ) ′ (1) and substituting this result in (102) gives the expression
(1) and, from (102), the relation
For coupled boundary conditions the general solution ϕ λ (x) to (8) can be written as ϕ λ (x) = αu λ (x) + βv λ (x) with u λ (x) and v λ (x) solutions to (8) with the initial conditions (18) and (19), respectively. By choosing for the coefficients α and β the following values (105) α = v(1) − e iγ k 11 , and β = −u(1) + e iγ k 12 , the first equation of (20) is automatically satisfied while the left hand side of the second equation becomes the function ∆(λ). We can therefore conclude that with the choice of α and β given by (105) the coupled boundary conditions can be written, for λ 0, as
. For λ = 0 we obtain, instead, the boundary conditions (14) (107)
, since zero is indeed an eigenvalue. The use of the relations (106) and (107) in (97) lead to the expression
By utilizing (107) to prove that k 11 ϕ * 0 (0) + k 12 (ϕ *
)
′ (0) = ϕ * 0 (1) and by recalling that detK = 1, equation (108) becomes (109) ∆
The relations (103), (104), and (109) clearly show that the leading term of the small-λ asymptotic expansion for both Ω(λ) and ∆(λ) is proportional to λ 2 . This implies that in order to consider the spectral zeta function with the zero mode extracted, the integral representations (26) and (27) need to be replaced by
Now, the functions λ −2 Ω(λ) and λ −2 ∆(λ) do not vanish as λ → 0 and, therefore, we can shift the contours C and D to the imaginary axis to obtain the representations, with λ → iz, (111)
Based on the results presented in Section 4 we can conclude that the only information needed to perform the analytic continuation of the functions ζ S 0 (s) and ζ C 0 (s) is the asymptotic expansion of ln z −2 Ω(iz) and ln z −2 ∆(iz), respectively. It is clear that these asymptotic expansions can be easily obtained from the ones for ln Ω(iz) and ln ∆(iz) computed in Section 3 by noticing that
This relation implies that the large-z asymptotic expansion of ln z −2 Ω(iz) and ln Ω(iz) are the same except for the coefficient of the term ln z which in the expansion of ln z −2 Ω(iz) acquires an additional contribution that equals −2. Obviously, a similar statement holds true for the asymptotic expansion of ln z −2 ∆(iz). The analytic continuation of ζ S 0 (s) and ζ C 0 (s) can be obtained by following the same procedure presented in Section 4 and by recalling the relation (112). By writing ζ S 0 (s) in (111) as a sum of two integrals, as done in (82), and by subtracting and adding L terms of the asymptotic expansion of ln z −2 Ω(iz), which is obtained from (58) and the relation (112), we find To obtain the analytic continuation of the spectral zeta function ζ C 0 (s) we subtract and add from the integrand in (111) the asymptotic expansion of ln z −2 ∆(iz), obtained from (79) and (112). By doing so we find that 
Functional Determinant of Sturm-Liouville Operators
The Sturm-Liouville operator (7) is elliptic, self-adjoint and acts on suitable scalar functions defined on a one-dimensional finite interval. For such operators the zeta regularized functional determinant is defined as follows [23, 24] (117)
where the derivative of the zeta function at the point s = 0 is computed after ζ(s) has been analytically continued to a neighborhood of s = 0. For the case of separated and coupled boundary conditions the analytically continued expressions of ζ S (s) and ζ C (s) are provided in Section 4 and represent the starting point for the computation of the functional determinant.
By differentiating (88) with respect to the variable s we obtain
In the limit s → 0 the last expression simplifies to
which can be obtained by noting that since the function Z S (s) is analytic in the region ℜ(s) > −(1 + L)/2, the value s = 0 can simply be set into the expression for (Z S ) ′ (s). The explicit expression for (Z S ) ′ (0) is found by differentiating (84) and by setting s = 0, namely
The substitution of the result (120) in the relation (119) and the use of the definition (117) leads to the following expression for the functional determinant of the Sturm-Liouville operator L S endowed with separated boundary conditions
In the case of coupled boundary conditions we differentiate the expression in (94) with respect to the variable s. Since Z C (s) is analytic for ℜ(s) > −(1 + L)/2 and the remaining terms are meromorphic functions of s having no pole at the origin we set s = 0 in the differentiated expression of (94) to obtain
After differentiating (91) and setting s = 0 it is not very difficult to obtain the following expression
From (123), (122) and the definition (117) we find, for the functional determinant of the SturmLiouville operator (7) with coupled boundary conditions, the result
The terms Ω(0) and ∆(0) in the expressions (121) and (124) for the functional determinant are obtained by setting λ = 0 in (16) and (24), respectively. The function ϕ 0 which enters in the expression for Ω(0) represents a non-trivial solution to the homogeneous differential equation Lϕ 0 = 0 satisfying the initial conditions (15) and can be found either numerically or analytically. In the case of ∆(0), instead, a suitable solution to the homogeneous differential equation satisfies the initial conditions given in (18) and (19) . Also in this case the solution can either be found numerically or analytically.
The above expressions for the functional determinant have been obtained under the assumption that the spectrum of the Sturm-Liouville operator (7) with separated or coupled boundary conditions is strictly positive. When a zero mode is present, however, it has to be excluded from the definition of the functional determinant. We will denote the functional determinant of the operator L with the zero eigenvalue extracted with a prime as follows: det
which ζ 0 (s) denotes the associated spectral zeta function with the zero mode extracted. In the case of separated boundary conditions we differentiate the analytically continued expression for ζ S 0 (s) in (113) and take the limit as s → 0 to get
In the last expression (Z S 0 ) ′ (0) denotes the result of performing the limit as s → 0 of (Z S 0 ) ′ (s), computed from (116), and using the relations (103) and (104). In more detail, one has
where we have introduced, for convenience, the following notation
From (126), (127), and the definition (125) we obtain, for the functional determinant, the expression
For coupled boundary conditions we differentiate (115) and take the limit s → 0 to obtain
is obtained by differentiating (116) and by taking the limit s → 0 using (109). The last two expressions together with the definition (125) provide the following expression for the functional determinant of the Sturm-Liouville operator for coupled boundary conditions with the zero mode extracted
We would like to stress that in the expressions (129) and (132) of the functional determinant with the zero mode extracted, the eigenfunction ϕ 0 , which is a solution to Lϕ 0 = 0 satisfying 
Coefficients of the Heat Kernel Asymptotic Expansion
In this section we will use the analytic continuation of the spectral zeta function of the SturmLiouville operator (7), endowed with either separated or coupled boundary conditions presented in Section 4, to compute the coefficients of the small-t asymptotic expansion of the heat kernel trace θ(t) = Tr L 2 e −tL . For the Sturm-Liouville operator (7) the small-t asymptotic expansion of θ(t) has the following general form [14, 16, 21, 27] (133)
where the terms a n/2 denote the heat kernel coefficients. Thanks to the relation that exists between the trace of the heat kernel and the spectral zeta function given by the Mellin transform [25] one can prove, in the one-dimensional case, that the following relations hold In the expression (134) Res denotes the residue of the spectral zeta function. Since the relations (134) and (135) express a n/2 in terms of either the residue or the value of the spectral zeta function at a specific point of the real line, they will be used in this section for the computation of the coefficients of the small-t expansion of θ(t) as that information can be extracted from the analytically continued expression of ζ(s) obtained in Section 4.
For separated boundary conditions the analytically continued expression for the spectral zeta function is given by (88). By choosing L = 2n + 1 with n ∈ N 0 in (88) the function Z S (s) becomes analytic for ℜ(s) > −(n + 1) and, therefore, does not contribute to the reside of ζ S (s) at s = −(2n + 1)/2. In particular from (88) we have
where we have used the expression in (34), and for n ∈ N 0 ,
In addition, due to the prefactor sin(πs)/π in the expression (84), we have that Z S (−n) = 0. This implies that
By using the results obtained in (136) through (138) together with the relations (134) and (135), we find the following expression for the heat kernel coefficients when separated boundary conditions are imposed
which has been obtained by utilizing the formula [26] (141)
For the coefficients with half-integer index we find, instead,
is incorporated by using a connection one-form ω(x) = p ′ (x)/(4p(x)). It is easily seen that a suitable rewriting of L then is
p(x) is the relevant "invariant potential" to use in order to write down the heat kernel coefficients.
For Dirichlet boundary conditions, A 2 = B 2 = 0, this is all that is needed to verify the above coefficients from known results; note, the Riemannian volume element is p −1/2 (x) and Riemann tensor as well as extrinsic curvature vanish on an interval.
For the cases involving the derivatives in (12) we have to identify the relevant parameter as it occurs in Robin boundary conditions. In general this condition is written as
where ϕ ;m denotes the covariant derivative with respect to the exterior normal. More explicitly for our situation,
This establishes the relations
and using these identifications, the known results for the leading coefficients are obtained; note, that the standard notation for R i , i = 1, 2, is S [14, 18, 27] . In addition to making sure that the leading coefficients agree with known results one might wonder how our computations do reproduce the fact that half-integer coefficients only contain boundary contributions. This means that only values of p(x) and V(x) and their derivatives at x = 0 and x = 1 appear in the expressions for the heat kernel coefficients with half-integer index. This can be shown as follows: In (40) it is seen that the only possible volume contributions are contained in the term 1 0 S + (t, z)dt, and, there, the even powers in the large-z expansion contribute to half-integer coefficients. These terms with even powers of z integrate to boundary terms only. To prove this statement, first note that
By construction both, S + (x, z) and S − (x, z) satisfy the differential equation (32), from which one easily obtains
or, in terms of S odd and S even ,
This implies
from which the wanted assertion follows.
Let us now focus, now, on the case of coupled boundary conditions. In this case, the relevant analytically continued expression of the spectral zeta function is (94). By choosing once again L = 2n + 1, n ∈ N 0 , the function Z C (s) becomes analytic in the region ℜ(s) > −(n + 1) and, in addition, vanishes for s = −n. From the last remark, by using the expression (94) in (134) and (135), we obtain for the coefficients with integer index
with n ∈ N 0 , and for those with half-integer index (147) a
with n ∈ N + . In particular, for n = 0 and n = 1 we have The set of boundary conditions characterized by k 12 = 0 contains, as a particular case, periodic boundary conditions. These are obtained by imposing, in addition to k 12 = 0, the constraints k 21 = 0, k 11 = k 22 = 1 and, for n ∈ N 0 , lim t→0 p (n) (t) = lim t→1 p (n) (t) 0. From the results obtained in this Section it is not very difficult to verify that for periodic boundary conditions a S odd (t, z)dt , which implies that half-integer coefficients vanish as no even powers in 1/z occur.
We would like to point out that higher order heat kernel coefficients for each of the cases presented here may be found from their general formulas (140), (142), (146), and (147) with the help of an algebraic computer program.
Conclusions
In this paper we have presented a detailed analysis of the analytic continuation of the spectral zeta function associated with regular, one-dimensional, self-adjoint Sturm-Liouville problems. The explicit analytically continued expression for the spectral zeta function has been employed to compute the functional determinant of the Sturm-Liouville operator and the coefficients of the small-t expansion of the trace of the heat kernel. The results obtained in this work are very general as they are valid for any self-adjoint boundary condition and have been obtained by keeping the functions p(x) and V(x) in the Sturm-Liouville operator (7) unspecified. The technique used to perform the analytic continuation of the spectral zeta function is based on the WKB asymptotic expansion of the eigenfunctions of the regular Sturm-Liouville problem. This investigation has shown that even if the eigenvalues and the eigenfunctions of a given problem are not known explicitly one can still perform the analytic continuation of the associated spectral zeta function by using only asymptotic information which is obtainable, in general, from a WKB analysis of the problem. It is important to point out that although in this work we have focused on regular one-dimensional Sturm-Liouville problems the method developed and used to perform the analytic continuation of ζ(s) could be applied with only few technical modifications to more general problems in higher dimensions.
The spectral zeta function for self-adjoint second order differential operators containing a smooth potential is extremely useful in the analysis of the Casimir effect for one-dimensional pistons modeled by potentials [2, 9, 10] . In fact, it is well known that in the zeta function regularization method the Casimir energy of a system is obtained by evaluating the corresponding spectral zeta function at the point s = −1/2 [7, 8] . The results for the analytic continuation of ζ(s) obtained here can be used to compute the Casimir energy and force for a one-dimensional piston configuration endowed with separated or coupled boundary conditions. In this situation some numerical work would be necessary since the value of ζ(s) at s = −1/2 would acquire contributions from the analytic function Z(s) appearing in the expressions for the spectral zeta function in Section 4. This function is defined in terms of a real integral and can only be computed numerically once the function p(x) and the potential V(x) have been specified. The study just described would extend to more general self-adjoint boundary conditions the results on the Casimir effect obtained in [2] which were limited to one-dimensional potential pistons with Dirichlet boundary conditions. Investigations in this directions would be very valuable as they would provide, for a piston modeled by a given potential, the behavior of the Casimir force when different boundary conditions are imposed.
As we have mentioned in the Introduction, regular Sturm-Liouville problems arise naturally when one considers a Laplace operator acting on scalar functions defined, for instance, on warped product manifolds of the type I × f N, where I ⊂ R, f > 0 is a warping function, and N a smooth
