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INTRODUCTION
In recent years, many papers about eigenvalues of nonnegative or positive matrices have appeared. The geometric method of Sulejmanova [9] was essentially applied by H. Perfect [6] , Ciarlet [l] , and B. Kellogg [4] to obtain sufficient conditions for IZ real numbers hi,.. .,A,, to be eigenvalues of a nonnegative (or positive) n X n matrix. H. Perfect [7] and F. Salzmann [8] used theorems by A. Brauer and E. V. Haynsworth to obtain other sufficient conditions.
None of the mentioned methods was used for the case of symmetric matrices, though the assumption that A,,.. .,A, are real could be considered more natural for this case than for the case of general matrices.
In Section 2, we shall present a simple but powerful lemma and show in Theorem (2, 5) that practically all known sufficient conditions for real numbers X i,. . . ,A, to be eigenvalues of a nonnegative n x n matrix are also sufficient for the existence of a nonnegative (or positive) symmetric matrix with these eigenvalues.
Moreover, our proof seems to be simpler and the theorems are valid not only for the field of reals but for any ordered field which is Euclidean, i.e., has the property that it contains square roots of all its positive elements.
In Section 3, results similar to those in Section 2 for positive matrices are proved.
In Section 4, we shall investigate relations between the eigenvalues and the diagonal entries of a nonnegative symmetric matrix.
SUFFICIENT CONDITIONS FOR EIGENVALUES OF NON NEGATIVE MATRICES
We shall introduce the following notation. We denote by P, the set of all n-tuples (A,;&, . . . ,A,,), where h,, . . . ,A,, are considered unordered, such that there exists a nonnegative n x n matrix with the Perron root h, and the remaining eigenvalues X,, . . . , A,. Similarly, we denote by S, the set of those n-tuples in P, for which there exists a symmetric nonnegative n X n matrix with these eigenvalues. Let us recall now that in [9] Sulejmanova announced, and H. Perfect [6] then the second inequality in (S') can be written as s,+s,+s,>o, while (2) can be written, as 6') (3) s,+(s,+ s,+s,) > s,-s,, which is equivalent to s,+s,>o.
Let (S') be satisfied. If M, is void, S,=O and (3) is identical with (4) . If M, has ma > 1 elements, then summing the first inequalities over i E M,, we obtain s, < which is equivalent to so++-+l)S,.
Since m2 < N -1 and S, > 0, (4) follows and the proof of the first part is complete. Now let (4) (which is equivalent to (2)) be satisfied. We shall show that (K) is then satisfied as well. We shall denote K:={iEK,~hi~O}, Consequently, m E K \K, and we obtain that the left-hand side of (5) is not less than
This is a contradiction to (5) since the first and third summands are nonnegative.
The example (for N = 3) (5; 4, -2, -4) shows that (S) can be fulfilled even if (2) is not, the example (for N=4) {3;2, -1, -1, -3) shows the same about (K) and (S). The proof is complete.
We shall now present the announced lemma. This was already used in [2] to supply a simple and more general proof of the well-known Horn's theorem [3] on eigenvalues and diagonal entries of symmetric matrices. In this lemma as well as in the sequel, we shall assume that all numbers belong to an ordered field which is Euclidean, i.e., that it contains square roots of all its positive elements. Let yJ, y2 be eigenvalues of the matrix C, let (ri,sJT,i = 1,2, be eigenvectors of C corresponding to y1,y2 and forming an orthonormal system. Then is easily seen to be an eigenvector of C corresponding to yi, i = 1,2. Since all the mentioned eigenvectors of C form an orthonormal set of m + n vectors, the set of eigenvalues described above is the complete set of eigenvalues for C. The proof is complete. The proof is complete.
We are now able to prove the main theorem of this Section: Since ho-h,=E1+C2>2E, The proof is complete.
SUFFICIENT CONDITIONS FOR EIGENVALUES OF POSITIVE SYMMETRIC MATRICES
In this section, we shall formulate sufficient conditions similar to those in Section 2 for the case of positive matrices. Analogously to S,, we define S,.
Thus an n-typle of elements of our ordered Euclidean field (A,; X,, . . . ,A,_ 1)
belongs to S,, if and only if there exists a positive symmetric n X n matrix with the Perron root A, and the remaining (unordered) eigenvalues A,, . . . , h n-l'
We shall prove first a lemma and a useful theorem. The proof is complete.
This theorem enables us to prove a theorem analogous to Theorem 2.5. The proof is complete.
For sake of completeness, we include two theorems. 
REMARK.
The example m = n = 1, aa= 1, u = 0 shows that the condition u > 0 cannot be weakened to u > 0.
Proof. Let the assumptions of the first part be fulfilled. Theq there exists, by Theorem 3.4, an e > 0 such that ((~a-E; or,. . . ,01,_ r) E S, and cq,-e>>,,+e.
By The proof is complete.
EIGENVALUES AND DIAGONAL ENTRIES OF NONNEGATIVE SYMMETRIC MATRICES
We shall introduce another notation. We denote by Sz the set of all 2n-tuples (hi; X,, . . .,&[~~,a,, . . . , u,) of numbers from our ordered Euclidean field such that there exists a nonnegative symmetric n X n matrix with the Perron root Xi, the remaining eigenvalues X2,. . , , A,, and the diagonal entries a,, * *. , aa. The numbers h,, . . . ,A,,, as well as the numbers a,, . . . ,a,, are considered as unordered. Let hl,h2,al,a2 satisfy   A, 2 m=(a,, a2) and X,+X,=a,+a,.
Then (A,; h,la,,a,) E S,*.
Proof. The matrix
where t = (A, -n,)i(h, -+J' 2 is easily seen to realize (hi; X,la,, a,) E S,*. Proof, We shall use induction with respect to n. The assertion is trivial for n = 1 and follows from Lemma 4.1 for n = 2. Thus, let n > 2 and assume the assertion true for all 2k-tuples with k < n. Let &, a,, i = 1,. . . ,n satisfy the conditions. Define X;=X,+X,-a,, hi=&, i=2 , . . . ,n -1.
The numbers hi,&, . . . &_,,a,,a,, . . . ,a,_ 1 satisfy the conditions. _By the induction hypothesis, there exists a nonnegative symmetric matrix A realizing (Xi; A; ,..., x_Ja, ,..., a, , . . , ,n. It can also be strengthened if we choose the a,'s i=l in a more suitable way. However, the resulting theorem would be weaker than Theorem 2.5. Then (h,; X,, . . .,&Jq,. . . ,a,) E Sz.
Proof. We shall use induction with respect to n. The assertion is trivial for n = 1 and follows from Lemma 4.1 for n = 2. Let n > 3 and suppose the assertion true for 2k-tuples with k < n. Let &,a,, i = 1,. . . ,n satisfy the above conditions. Define A;=h,+h,-a,.
The system XL,&,. . . ,&,a,, . . . , a, is easily seen to satisfy the analogous system. By the inductio_n hypothesis, there exists a nonnegative symmetric The proof is complete.
We shall turn now to necessary conditions for (X,; A,, . . . ,A,la,, . . . ,a,) to belong to S,*.
First of all, let us recall the well-known Horn's conditions [3] for eigenvalues X, > . . . > A,, and diagonal entries a, > . . . > a, of any (not necessarily nonnegative) symmetric n X n matrix:
These conditions are not only necessary but also sufficient for the existence of a symmetric n x n matrix with eigenvalues TI, and diagonal entries a,. This is even true [2] for any ordered Euclidean field.
The conditions (11) may be also written in the form kh< $a,, s=2 ,..., n, i-s
i=s (12)
For A nonnegative, the following theorem yields other independent conditions. REMARK. This follows also from a theorem proved by Lidskij [5] and Wielandt [lo] on eigenvalues of the sum of two Hermitian matrices A and B if we choose as A the diagonal submatrix of our matrix. We include a straightforward simple proof here since it seems to be of independent interest.
Proof. Let A = (aik) be a symmetric matrix .with eigenvalues h,, . . . ,A,, and diagonal entries a, (in some order). Assume first that A is irreducible. where A, is that irreducible diagonal submatrix which has the eigenvalue A,,. If A, has dimension greater than one, we obtain the assertion from the already proved assertion for A,. If A, has dimension one, we have X, = a, > a, for some i. By (12) for s = n, so that X, = an and the assertion follows from (11) for s = 1.
The proof is complete. We are able now to prove the main theorem of this Section: for all s and k, 1< s < k < n. Zf: n = 1,2, or 3, these conditions, together with a,, > 0, are also sufficient for the existence of a nonnegative symmetric n x n matrix with eigenvalues X, and diagonal entries a,. For n > 4 these conditions are not sufficient.
Proof.
The first two conditions as well as the conditions (16) for k = s + 1 being fulfilled by (11) and the condition (16) for s = 1 and k = n being fulfilled by Lemma 4.7, we shall prove the remaining conditions in (16) by induction with respect to n. For n = 1,2, there is nothing left. Let n > 3 and assume all conditions (16) are fulfilled for matrices with n -1 rows and columns.
We shall need the well known separation theorem:
If A,> ',' * i,> *** >h, are eigenvalues of a symmetric n X n matrix A and > &,_ r (possibly in an ordered extension of the given ordered field) eigenvalues of a principal (n -1) x (n -1) submatrix A of A then xi2&)&+l, i = 1,. . . ,n -1.
(17)
,Y Let first (s, k) b e a p air such that k < n. Let A be the principal submatrix of A obtained by deleting the rowAand column of A containing the diagonal entry a,,. The eigenvalues hi of A satisfy by the induction hypothesis the inequality
