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ABSTRACT  
Type I asymptotic distribution of extreme values was used for making predictions of the expected number of violations 
of the National Ambient Air Quality Standards (NAAQS) for 24–hour average sulfur dioxide (SO2), nitrogen dioxide 
(NO2) and suspended particulate matter (SPM), monitored at the four National Ambient Air Quality Monitoring 
(NAAQM) stations run by the Central Pollution Control Board (CPCB) for Delhi city. The parameters of the distribution 
were estimated using Gumbel’s method. A comparison of the predicted violations of NAAQS and the exceedance of 
the maximum pollution concentration with that of the observed data indicates that Type I asymptotic distribution 
adequately fits to the observed extreme value data. The application of extreme value theory as a tool for managing 
urban air quality was highlighted. 
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1. Introduction 
 
The extreme air pollution event, i.e. the maximum air 
pollution concentration, is governed by many complex and 
interrelated factors, which include the source emissions and the 
cumulative effect of typically complex climatological conditions 
such as low surface wind speed, mixing height, temperature 
inversion, anticyclonic conditions etc. These interrelated 
meteorological factors exert a large influence on the pollution 
levels resulting in extreme air pollution events (Sfetsos et al., 
2006). Air quality in most urban areas can reach levels high enough 
to cause health impacts. In order to understand the impacts of 
various air pollutants, mathematical models are commonly used to 
predict the temporal and spatial distributions of air pollutants in 
urban areas (Vardoulakis et al., 2003; Sokhi, 2006; Sokhi et al., 
2008). Models are used in all aspects of air quality planning where 
prediction is a major component – from episode forecasting to 
long–term planning (Dennis, 1982a; Dennis, 1982b). Three 
different approaches have been established for modeling air 
quality data: deterministic modeling (analytical and numerical 
models); statistical modeling; and physical modeling (Khare and 
Sharma, 2002). Various factors govern the choice of the modeling 
approach, the important one being the purpose of modeling, e.g. 
long–term planning, short–term forecasts, episode warning system 
etc. Deterministic models, for instance are most suitable for long–
term planning decisions (Juda, 1989; Zannetti, 1989). The 
deterministic models have been reported to perform 
unsatisfactorily for air pollution critical episodes characterized 
typically by fast dynamics and inherent uncertainty associated with 
turbulent flow (Cats and Holtslag, 1980; Nieuwstadt, 1980; Fox, 
1981; Benarie, 1982; Venkataram, 1983; Benarie, 1987; Jakeman et 
al., 1988; Juda, 1989; Zannetti, 1989; Raimondi et al., 1997a; 
Raimondi et al., 1997b; Khare and Sharma, 2002). Thus, on account 
of these complexities, the statistical methods offer an alternative 
approach to analyze extreme air pollution phenomenon. One of 
the popularly used statistical approaches is to treat the air 
pollution concentration as random variable and identify and 
estimate the best fitting probability distribution in order to predict 
the frequency of exceedance of the national ambient air quality 
standards (NAAQS) (Pollack, 1975; Bencala and Seinfeld, 1976; 
Georgopoulos and Seinfeld, 1982; Jun et al., 1988; Jakeman and 
Taylor, 1989; Morel et al., 1999; Rumburg et al., 2001; Hadley and 
Taumi, 2002; Lu, 2002; Hadley and Taumi, 2003). The parent 
frequency distribution of pollutants gives a good result for 
evaluating the mean concentration. However, the tail of the 
theoretical distribution sometimes diverges in the higher 
percentiles region. It does not fit the high–concentration correctly 
and causes large errors in the high–concentration region (Berger et 
al., 1982; Lu and Fang, 2003). The extreme value theory (EVT) is a 
solution to fit the distribution of the extremes and predict 
exceedances of a high critical concentration (Singpurwalla, 1972; 
Roberts, 1979a; Berger et al., 1982; Chock, 1982; Chock, 1984; 
Chock, 1985; Surman et al., 1987; Sharma et al., 1999). The 
statistical behavior of the smallest and largest values in a statistical 
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series can be analyzed by the EVT. The theory of extreme values 
has a long history going back to 1928 (Fisher and Tippett, 1928; 
Gnedenko, 1943; Mises, 1954). It has been applied to a variety of 
problems in hydrology (Gumbel, 1954; Kottegoda and Rosso, 1997; 
Katz et al., 2002), finance (Embrechts et al., 1997; Fernandez, 
2005), climate extremes (Kharin and Zwiers, 2000; Naveau et al., 
2005), environment (Joe, 1994; Gilleland et al., 2005; Craigmile et 
al., 2006; Huerta and Sanso, 2007). Kinnison (1984) and Coles 
(2001) provide a basic text of EVT. 
 
In the context of air pollution, Roberts (1979a, 1979b) 
provides a comprehensive review of EVT. He applied the theory to 
various air pollutant data sets to predict the return period of 
relevant standards and showed that for data to be adequately 
represented by the theory of extremes, extraordinary occurrences 
and trends should be removed. Surman et al. (1987) demonstrated 
the usefulness of EVT in the air pollution area for predicting 
violations of air quality standards and the frequency of air pollution 
episodes. Smith (1989) used EVT as a tool for detecting trend in 
ground level ozone concentration. Cox and Chu (1993), Smith and 
Huang (1993), Smith and Shively (1995) have applied the EVT for 
predicting the exceedances of high threshold ozone concentration. 
Abatzoglou et al. (1996) have applied the EVT for predicting air 
pollution episodes in Athens. Gilleland and Nychka (2005) have 
used EVT for monitoring and regulating ground level ozone. Cox 
and Chu (1993) and Sfetsos et al. (2006) have related meteorology 
with extreme air pollution events using the EVT. Other relevant 
studies related to the application of EVT to air pollution are: 
Horowitz (1980), Hosking et al. (1985), Chock (1985), Chock and 
Sluchak (1986), Smith (1986, 1989), Shively (1990), Jakeman et al. 
(1991), Sharma et al. (1999), Lu and Fang (2003). 
 
The purpose of the present work is to apply EVT for making 
predictions of the expected number of violations of the National 
Ambient Air Quality Standards (NAAQS) prescribed by the Central 
Pollution Control Board (CPCB), India of the 24–hour average sulfur 
dioxide (SO2), nitrogen dioxide (NO2) and suspended particulate 
matter (SPM) concentrations monitored at four NAAQM stations in 
the air quality control region (AQCR) of the capital city of Delhi. The 
usefulness of the theory as a tool for developing strategies for the 
management of ambient air quality in urban areas was also 
highlighted. 
 
2. Model Formulation and Application 
 
The essential components of the EVT and the mathematical 
formulations have been stated in the Supporting Material (SM) 
without rigorous mathematical proofs. The detailed mathematical 
proofs can be found in Gumbel (1954, 1958) and Coles (2001). 
Roberts (1979a, 1979b) provides a review of the principles and 
underlying assumptions of EVT in the context of air pollution.  
 
2.1. Site and data description 
 
The raw, daily average pollutant concentration data, from 
September 1, 1987 to December 31, 2006, for the four NAAQM 
stations was collected from the Central Pollution Control Board 
(CPCB). However, several missing values were encountered for the 
years, 1987 and 1988. Thus, readings for the first two years were 
not included in the data analysis. The maximum value of each 
month was picked to form an extreme value series for the three 
pollutants by picking the maximum 24–hour average concentration 
of the month. The extreme value series thus formed would be 
more independent than the original regular series as the degree of 
correlation between the two measurements would decrease, as 
the period separating the measurements increases (Kottegoda, 
1979; Sharma et al., 1999). Therefore, we begin to approach more 
towards the assumption of independence, if we consider initial 
random variable X as the maximum 24–hour average of the month. 
 
The data, thus processed was divided into two sets, i.e., (i) the 
“development sample” from January 1989 to December 2005 and 
(ii) the “test sample” from January 2006 to December 2006, 
treating the latter as an unobserved data set in order to compare it 
with the predictions made using EVT. The division was done for 
achieving two modeling objectives as suggested by Benarie (1980), 
namely: (i) representation of observed data; (ii) prediction that is 
effective for other as yet unobserved samples. The number of 
months sampled for the model development were, 
N = 17 u 12 = 204. Thus, a sequence of N = 204 observations of 
extreme values was obtained for SO2, NO2 and SPM for each of the 
four NAAQM stations. 
 
2.2. Data analysis 
 
The 204 observations of SO2, NO2 and SPM extreme value 
series were ranked from the highest to the lowest, for each 
NAAQM station and corresponding to each value of 
x1(r); r = 1, 204, reduced random variate for the respective series 
was estimated using Equations (9) and (11) (see the SM). Next, the 
parameters of the distribution were estimated by the Gumbel’s 
method described in Section S.1.2.2 of the Supporting Material, 
and the equation of the asymptote was determined by using each 
set of estimated parameters. Finally, the slope–intercept form of 
the fitted linear equation [see the SM, Equation (18)] was used to 
construct the theoretical line and actual observed data on the 
probability plot for each set of estimated parameters. 
 
2.3. Results and discussions 
 
Figure 1a–1c to Figure 4a–4c show the probability plots for 
different theoretical lines for extreme value SO2, NO2 and SPM 
series for the four NAAQM stations. It can be seen from these 
figures that asymptotic EVT fits the monthly maximum data well 
for the three pollutants for all the four NAAQM stations.  
Confidence intervals using Table S1 (see the SM) were placed 
about the four highest ranked observations for each data set. It 
was found, that, for most of the data set no extraordinary 
occurrences were observed. However, there were a few extra–
ordinary occurrences observed for SO2 data set at Shahadra and 
Sirifort stations; still, there were no violations of NAAQS at any of 
these sites. Similarly, a few extraordinary occurrences were also 
observed for NO2 at Nizamuddin and Shahadra stations and, for 
SPM at Shahadra station, respectively. For the application of EVT, 
these data points were considered discordant readings with the 
rest of the data set, and were replaced with the corresponding 
monthly average values. Following this, the entire analysis was 
repeated and fresh parameters and coefficient of determination 
were estimated.  
 
The equations for the theoretically fitted lines along with 
corresponding coefficients of determination (R2) for each of the 
NAAQM stations are shown in Table 1. It can be noted that, there 
is an improvement in the coefficient of determination when 
discordant readings are replaced by the corresponding monthly 
average values. 
 
Of the possible realizations of random variable X (SO2, NO2 
and SPM), a specific value (SO2)NAAQS, (NO2)NAAQS and (SPM)NAAQS 
may be of particular significance from air quality management 
point of view. The NAAQS for SO2, NO2 and SPM, the expected re–
turn periods and the expected and observed number of violations 
of NAAQS for the following year (January 2006– December 2006), 
are shown in Table 2. The return period can be calculated using 
Equations (8), (9) and (13) (see the SM). For instance, a return 
period of 2 months for SPM at Shahzada Bagh station, which is an 
industrial area, means that it is expected that the value of 
500 Pg/m3 for the 24–hour average SPM concentration will be 
equaled or exceeded once in 2 months, i.e. there will be 
6 violations of NAAQS in the coming year. However, it may be 
pointed here, that the prediction of number of violations in the 
following year is with respect to the  monthly  maxima  of  24–hour  
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(a) 
 
(b) 
 
(c) 
 
Figure 1. Probability plots for Nizamuddin monitoring station for (a) extreme SO2 series, (b) extreme  
NO2 series and (c) extreme SPM series. 
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(a) 
 
(b) 
 
(c) 
 
Figure 2. Probability plots for Shahadra monitoring station for (a) extreme SO2 series, (b) extreme  
NO2 series and (c) extreme SPM series. 
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(a) 
 
(b) 
 
(c) 
 
Figure 3. Probability plots for Shahzada Bagh monitoring station for (a) extreme SO2 series, (b) extreme  
NO2 series and (c) extreme SPM series. 
 
Extreme value probability plot
-20
0
20
40
60
80
100
120
-3 -2 -1 0 1 2 3 4 5 6
Y1: reduced random variate
24
-h
 a
ve
ra
ge
 m
ax
im
um
 S
O
2 c
on
ce
nt
ra
tio
n
Observed values Fitted values Linear (Fitted values)
Extreme value probability plot
0
20
40
60
80
100
120
-3 -2 -1 0 1 2 3 4 5 6
Y1: reduced random variate
24
-h
 a
ve
ra
ge
 m
ax
im
um
 N
O
2 c
on
ce
nt
ra
tio
n
Observed values Fitted values Linear (Fitted values)
Extreme value probability plot
0
500
1000
1500
2000
2500
-3 -2 -1 0 1 2 3 4 5 6
Y1: reduced random variate
24
-h
 a
ve
ra
ge
 m
ax
im
um
 S
PM
 c
on
ce
nt
ra
tio
n
Observed values Fitted values Linear (Fitted values)
 Sharma et al. – Atmospheric Pollution Research 3 (2012) 170-179  175 
 
(a) 
 
(b) 
 
(c) 
 
Figure 4. Probability plots for Sirifort monitoring station for (a) extreme SO2 series, (b) extreme  
NO2 series and (c) extreme SPM series.
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Table 1. Estimates of the parameters for the theoretical best fit lines (asymptotes) and R2 
Station 
SO2 NO2 SPM 
Parameters  
R2 
Parameters  
R2 
Parameters  
R2 Dˆ  uˆ  Dˆ  uˆ  Dˆ  uˆ  
Nizamuddin (including 
extraordinary occurrence(s) 0.172 14.83 0.94 0.094 33.78 0.91 0.007 417.0 0.99 
Nizamuddin (excluding 
extraordinary occurrence(s)    0.105 34.02 0.95    
Shahadra (including 
extraordinary occurrence(s) 0.098 17.26 0.84 0.082 30.77 0.90 0.004 434.9 0.82 
Shahadra (excluding 
extraordinary occurrence(s) 0.141 18.02 0.99 0.10 31.11 0.93 0.007 445.9 0.99 
Shahzada Bag (including 
extraordinary occurrence(s)h 0.089 15.24 0.93 0.103 38.08 0.97 0.005 441.7 0.93 
Shahzada Bagh (excluding 
extraordinary occurrence(s)          
Sirifort (including extraordinary 
occurrence(s) 0.174 12.44 0.91 0.131 37.87 0.97 0.007 413.8 0.99 
Sirifort (excluding extraordinary 
occurrence(s) 0.222 12.86 0.97       
(*)IF refers in adequate fit. 
 
Table 2. Expected return periods and expected and observed number of violations of NAAQS  
for the following year (January 2006 – December 2006) 
Pollutant NAAQS (Pg/m3) Station 
Return 
period 
(Months) 
Number of violations in 2006 
Predicted Observed 
 
 
 
SO2 
 
 
80 a 
    
Nizamuddin a 75 828 0 0 
Shahadra b 1 695 203 0 0 
120 b Shahzada Bagh 
b 11 163 0 0 
Sirifort a 2 919 708 0 0 
 
 
 
NO2 
 
 
80 a 
    
Nizamuddin a 126 0 2 
Shahadra b 7 252 0 0 
120 b Shahzada Bagh 
b 4 736 0 0 
Sirifort a 254 0 0 
 
 
 
SPM 
 
 
200 a 
    
Nizamuddin a 1 12 11 
Shahadra b 2 6 8 
500 b Shahzada Bagh 
b 2 6 7 
Sirifort a 1 12 12 
a NAAQS standards for residential area 
b NAAQS standard for industrial area 
 
average. Therefore, the prediction will be a lower–bound on the 
number of violations expected as the CPCB standard  specifies only 
24–hour average concentration. The same is true for SO2 and NO2 
concentrations also. 
 
Thus, the Equation (19) (see the SM) can be used as a 
guideline to determine the probability of exceedance of the 
maximum concentration from the analyzed 17 years data. This 
works out to be 5.6%. Hence, we can be 94.4% confident that only 
one value in the following year will exceed the maximum of the 
record. Table S1 (see the SM) was used for estimating 95% 
confidence intervals about the four highest ranked observations 
for each data set. All the top four ranked observations were found 
to be within 95% confidence band after removing the discordant 
readings. However, even when the discordant readings are 
considered, the top four readings for the majority of the data set 
are found to be within 95% confidence interval signifying a good 
fit. 
 
2.4. Local air quality management 
 
The scenario generated by the Type I asymptotic distribution 
can be used as an air quality management tool by providing the 
decision makers a means to determine the required source 
reductions and by predicting the severe air pollution episodes. 
Note that the return period for SO2 for all the monitoring stations 
varies from 11 163 to 2 919 708 months. This means the air quality 
is expected to be good in terms of SO2. Similarly, NO2 also has very 
high return periods varying from 57 to 7 252 months; though quite 
less than SO2 still the air quality is expected to be good in terms of 
NO2. It may be noted here that the NAAQS are average daily values 
for the three pollutants SO2, NO2 and SPM. A compliance of         
24–hour average monthly maximum with NAAQS would essentially 
imply compliance of 24–hour average concentration values also. 
Table 3 provides the summary statistics of the ambient data 
collected for the three pollutants at the four monitoring stations 
for the development sample and for the test sample. A high value 
of return period indicates compliance of the NAAQS. This means 
that even the maximum value of SO2 and NO2 concentration are 
very less than the respective NAAQS for these two pollutants and 
are thus well within the compliance limit. The study revealed 
complete compliance of SO2 and NO2 values at all the monitoring 
stations. For instance, as is evident from the table, the maximum 
SO2 concentration observed (13 Pg/m3) at the Sirifort monitoring 
station is approximately one–sixth of the NAAQS (80 Pg/m3); the 
average value of SO2 concentration observed (7 Pg/m3) is 
approximately one–eleventh of the NAAQS. This clearly suggests 
that ambient concentrations of SO2 are well below the standard, 
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which in turn is reflected in a very high return period of 
2 919 708 months with no violation of the standard in the 
predicted year i.e. 2006.  
 
Similar explanations can be given for SO2 and NO2 at other 
monitoring stations. The return period for SPM however is only 
1 to 2 months, which means the violation of NAAQS is on the lower 
side and there will be at least 12 violations in a year; this may 
increase also, as the prediction is based on the 24–hour average 
monthly maxima and the NAAQs are based on 24–hour values. 
Thus, for instance, the predicted SPM maximum concentration in 
the following year (i.e. 2006) for Nizamuddin, Shahadra, Shahzada 
Bagh and Sirifort monitoring stations are respectively 
888.34 Pg/m3, 812.32 Pg/m3, 904.32 Pg/m3 and 849 Pg/m3 series. 
These are 888.34 – 200 = 688.34 Pg/m3, 771.92 –200 = 
571.92 Pg/m3, 812.32 – 500 = 212.32 Pg/m3, 904.32 – 500 = 
404.32 Pg/m3 and 849 – 200 = 649 Pg/m3, respectively more than 
the NAAQS. It may be noted here, that NAAQS for SPM for the 
industrial and residential areas are respectively 500 and 
200 Pg/m3. Hence, these calculated reductions on an average are 
required to be made in order to meet the targeted standards. 
These predictions and the emission inventory of the AQCR can, 
therefore, be used in suggesting a factor by which the emission 
control devices may limit the emissions from the source. Likewise, 
from the probability plot the long–term pollution scenario can be 
presented by making predictions for larger return period pollution 
concentrations. 
 
3. Conclusions 
 
Ambient air quality data for four NAAQM stations being run by 
the CPCB was analyzed using EVT. The extreme values of air quality 
data were used to fit a theoretical distribution to the data set for 
prediction purposes. The probability plots and high correlations 
between the observed and fitted values suggest that the analyzed 
experimental data follow the Type I asymptotic distribution. 
 
The EVT provides a stochastic model that can be used as a 
predictive tool for presenting future air pollution scenario that can 
provide the air quality decision makers/managers with an effective 
means to manage the future air pollution problem. The 
applicability or the effectiveness of the EVT is dependent on the 
length of data base analyzed – a longer data base will be more 
representative of overall air quality characteristics of the AQCR and 
therefore, more confidence can be attributed to the predictions 
made from it. The model is particularly very much useful for 
predicting extreme air pollution events, where the performance of 
other deterministic models is reported to be unsatisfactory. It may, 
however, be noted here that the NAAQS are based on 24–hour 
average, where as the EVT uses the 24–hour monthly maximum 
values. Thus, the EVT does not predict the exact number of 
violations of NAAQS. Hence, the prediction based on EVT is a lower 
bound on the number of violations expected. In cases where the 
EVT shows compliance of NAAQS, as in the case of SO2 and NO2, 
there would be compliance with 24–hour average values also. This 
would avoid detailed statistical distribution analysis involving the 
entire data, which may have problems such as missing values, 
irregularly sampled data etc. Where violations are predicted, a 
more detailed analysis can be carried out by identifying and 
estimating the parent frequency distribution. This information can 
be further provided for estimating the desired source emission 
reduction to achieve acceptable air quality using the rollback 
models (Georgopoulos and Seinfeld, 1982; Ott, 1995). 
 
An application of the above approach to the AQCR of Delhi 
city reveals that ambient air quality in terms of SO2 and NO2 is 
mostly satisfactory. However, the violations of NAAQS for SPM are 
quite large. Moreover, the exceedance of concentration is very 
high above the standard at all the stations. The SPM problem is 
thus, a major cause of concern that needs to be managed and a 
more detailed analysis may be carried out to identify the sources 
of SPM pollution. 
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Table 3. Summary statistics for the 24–hourly average concentration in Pg/m3 for various pollutants monitored at the NAAQM stations along with  
their NAAQS values for the “development sample” (January 1989 to December 2005) and “test sample” (January 2006 to December 2006) 
Sample Station Pollutant Min Max Range Mean NAAQS Standard deviation 
Coefficient of 
variation (%) 
Development 
sample 
Nizamuddin 
SO2 7 18 11 14 80 3 23 
NO2 12 50 38 33 80 10 31 
SPM 261 452 191 340 200 54 16 
Shahadra 
SO2 9 25 16 17 120 5 29 
NO2 15 43 28 28 120 8 30 
SPM 281 596 315 373 500 80 22 
Shahzada Bagh 
SO2 7 48 41 19 120 10 55 
NO2 21 47 26 37 120 8 22 
SPM 282 718 436 403 500 96 24 
Sirifort 
SO2 2 19 17 11 80 4 40 
NO2 15 44 29 28 80 7 26 
SPM 211 410 199 332 200 54 16 
Test sample 
Nizamuddin 
SO2 4 18 14 10 80 4 40 
NO2 29 104 75 49 80 14 29 
SPM 74 829 755 351 200 169 48 
Shahadra 
SO2 4 44 40 10 120 7 70 
NO2 24 73 49 43 120 12 29 
SPM 125 1 110 985 405 500 192 47 
Shahzada Bagh 
SO2 4 18 14 9 120 4 44 
NO2 22 89 67 48 120 14 29 
SPM 152 659 507 406 500 121 30 
Sirifort 
SO2 4 13 9 7 80 2 29 
NO2 16 72 56 37 80 13 35 
SPM 68 849 781 330 200 162 49 
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