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Abstract
We extend and refine a result of R. McEachin concerning 2×2 Toeplitz matrices. Even
in the complex case, the Schur norm of such a matrix is equal to the total variation of an
appropriately chosen representing measure. The measure may be supported on two or three
points. From this phenomenon we derive formulas for the Schur norms of the matrices. We
point out a connection with the extreme points of the unit ball in a certain function space.
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1. Introduction
Given an n× n Toeplitz matrix M = M(c−n+1, . . . , cn−1), there are many possi-
ble representing measures for M . By the notation above we mean that M is “diago-
nally striped" with mij = cj−i (i, j = 1, . . . , n) where the ck ∈ C are given, and we
say that a complex measure µ on (−π, π] represents M if the Fourier coefficients
µˆ(k) = c−k (|k| < n), where
µˆ(k) =
∫ π
−π
e−ikθµ(dθ).
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We use i to denote the complex unit
√−1. Clearly one representing measure for M
is given by f (θ) dθ/2π , where
f (θ) =
∑
|k|<n
cke
−ikθ ,
but for many purposes this may not be the best choice of representing measure.
Given any M ∈ Mn(C) (the n× n complex matrices, Toeplitz or not), we denote
by ‖M‖S the Schur norm of M , i.e.
‖M‖S = max{‖M ◦X‖ : ‖X‖  1},
where ◦ denotes the Schur or Hadamard (i.e. entrywise) product of matrices, and ‖ · ‖
denotes the operator norm. If M is Toeplitz with representing measure µ we have
M ◦X =
∫
U∗(θ)XU(θ)µ(dθ),
where U(θ) denotes the diagonal unitary matrix diag{1, eiθ , . . . , ei(n−1)θ }. Thus
‖M ◦X‖  ‖X‖ ‖µ‖1, where ‖µ‖1 is the norm of the measure, i.e. its total variation
over (−π, π]. It follows that ‖M‖S  ‖µ‖1, so that
‖M‖S  inf{‖µ‖1 : µ is a representing measure for M}.
Letmm(M) denote this infimum. By weak-∗ compactness there exist representing
measures attaining this infimum and we refer to any such measure as a minimal
measure for M .
In general ‖M‖S < mm(M) for Toeplitz matricesM . In [10], however, McEachin
proved that ‖M‖S = mm(M) for 2 × 2 Toeplitz matrices, at least in the real case.
He also identified the possible forms of the minimal measures, noting that in some
cases they may be supported at just two points and in other cases at four points
in (−π, π]. These results are perhaps surprising and appear to be quite subtle. For
a fixed measure µ, let Tn(µ) denote the n× n Toeplitz matrix represented by µ
(we may think of Tn(µ) as the n× n truncation, or northwest corner, of an infinite
Toeplitz matrix T (µ)). In [1] Bennett observed that ‖Tn(µ)‖S ↑n ‖µ‖1 so that it may
seem surprising that ‖M‖S = mm(M) for very small matrices. On the other hand, a
2 × 2 matrix has a rich supply of representing measures. Note that in [10] McEachin
finds examples of 3 × 3 real matrices M for which ‖M‖S < mm(M).
Here we obtain McEachin’s results in a more general context, establishing that
‖M‖S = mm(M) holds for all complex 2 × 2 matrices and showing that minimal
measures may be supported on either two or three points. We identify explicitly
regions of the complex plane where various types of representing measure are pos-
sible, these regions having attractive geometric forms. We also discuss certain func-
tional analytic interpretations of these results.
The evaluation of Schur norms in terms of the matrix entries is a notoriously
difficult enterprise. In [3], Cowen and coworkers have given formulas for 2 × 2 real
matrices. The forms of minimal measures that we find for 2 × 2 Toeplitz matrices
yield also explicit formulas for the Schur norms of these matrices. These can be no
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less intricate than the corresponding expressions found in [3], but their interpretation
in terms of the McEachin phenomenon may be instructive.
The initial observation of the McEachin phenomenon in [10] is refined and ex-
tended in [9]. Other recent work concerning the relation between Schur norms and
representing measures may be found in [2,6].
The present work was supported in part by the Ministry of Education, Science,
and Sport of Slovenia, and by NSERC of Canada. The second author thanks the
University of Ljubljana for its generous hospitality during several visits and Linear
Algebra Workshops. This support greatly facilitated much of the present work, along
with other projects.
2. Normalizations and special cases
The Schur norm enjoys a very limited sort of unitary invariance. If U ∈ Mn(C)
is a permutation matrix or a generalized permutation matrix (where the ones in U
are replaced by arbitrary complex numbers of modulus one), we have ‖UM‖S =
‖MU‖S = ‖M‖S for any M ∈ Mn(C). To see this write the generalized permutation
matrix U as VP where V is a diagonal unitary and P is a permutation matrix.
Then (PM) ◦X = P(M ◦ (P ∗X)) and (VM) ◦X = M ◦ (VX), so that (UM) ◦X
= (V PM) ◦X = (PM) ◦ (VX) = P(M ◦ (P ∗VX)). It follows that ‖(UM) ◦X‖
= ‖M ◦ (P ∗VX)‖ and, since ‖P ∗VX‖ = ‖X‖, that ‖UM‖S = ‖M‖S . Similarly, we
see that ‖MU‖S = ‖M‖S . In particular, we can deal withM either in Toeplitz form or
in Hankel form (as McEachin does). It is also clear that the Schur norm is invariant
under transpose, complex conjugation, and the adjoint operation.
The remarks above are related to the normalized form we wish to use for our
2 × 2 Toeplitz matrices M . Generally we write
M =
[
a b
c a
]
,
where a, b, c ∈ C. If a /= 0 we can replace M by M/a and any representing measure
µ by µ/a to assume a = 1. In case a = 0 it is clear that ‖M‖S = max{|b|, |c|}, but
the question of representing measures is more delicate (see Remark in Section 5).
Aside from the case a = 0, our normalized form will be
M =
[
1 b
c 1
]
,
where |c|  b. Evidently Schur norms may be computed in this normalized form
since
U∗(θ)MU(θ) =
[
1 beiθ
ce−iθ 1
]
,
where U(θ) denotes diag{1, eiθ }, ‖U∗(θ)MU(θ)‖S = ‖M‖S , and Schur norms are
invariant under the transpose operation. Note that these operations also respect the
form of representing measures. Suppose thatM is represented by anm-point measure
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µ =
m∑
k=1
zkδθk ,
where δθk denotes the δ-function, or unit point mass, at θk ∈ (−π, π]. This means
that ∑
k
zk = 1,
∑
zke
iθk = b, and
∑
zke
−iθk = c.
Thus U∗(θ)MU(θ) is represented by
µ′ =
m∑
k=1
zkδθk+θ ,
and Mt is represented by
µ′′ =
m∑
k=1
zkδ−θk .
Since ‖µ‖1 =∑k |zk|, we also have ‖µ‖1 = ‖µ′‖1 = ‖µ′′‖1. Thus the size of
the support of representing measures is unaffected by the normalization, as is the
question of whether there is a representing measure µ such that ‖M‖S = ‖µ‖1.
Given a Toeplitz matrix M with representing measure µ, we shall call µ an opti-
mal measure if ‖µ‖1 = ‖M‖S . Since we always have ‖M‖S  mm(M)  ‖µ‖1, an
optimal measure is necessarily minimal.
In our later analysis of 2 × 2 Toeplitz matrices it will be convenient to assume
that |c| < b in the normalized form. We therefore deal separately with the easy case
where |c| = b.
Proposition 1. Suppose that
M =
[
1 b
c 1
]
,
where |c| = b. Then M has a one-point optimal measure iff c = b = 1 and otherwise
has a two-point optimal measure. Moreover,
‖M‖S =
∣∣∣∣12 + b2 eiθ/2
∣∣∣∣+
∣∣∣∣12 − b2 eiθ/2
∣∣∣∣ ,
where c = beiθ .
Proof. Following the discussion above we may work instead with
C = U∗(θ/2)MU(θ/2) =
[
1 β
β 1
]
,
where β = beiθ/2. We see that µ = ( 12 + β2 )δ0 + ( 12 − β2 )δπ is a representing mea-
sure for C. Thus ‖C‖S  ‖µ‖1 =
∣∣ 1
2 + β2
∣∣+ ∣∣ 12 − β2 ∣∣ and it remains to show that,
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also, ‖C‖S 
∣∣ 1
2 + β2
∣∣+ ∣∣ 12 − β2 ∣∣. Now C is a circulant matrix, for which effective
Schur norm formulas are known (see discussion below). Here we only need the
general inequality ‖Y‖S  1n‖Y‖1, where ‖Y‖1 is the trace norm of the matrix
Y ∈ Mn(C). The matrix C is clearly normal with eigenvalues 1 ± β so ‖C‖1 =
|1 + β| + |1 − β|. 
The results on circulants that are mentioned above may be found in [8] or [5].
For the convenience of the reader, we give a proof of the inequality ‖Y‖S  1n‖Y‖1,
also found in [8]. First note that for any Z ∈ Mn(C) we have ‖Z‖  1n |
∑
ij zij |
because, for the unit vector u = (1, . . . , 1)∗/√n, (Zu, u) = 1
n
∑
ij zij . Let X be
a contraction (e.g. a unitary) such that YX = |Y | (= √Y ∗Y ). Then ‖Y‖S 
‖Y ◦Xt‖  1
n
|∑ij yij xji | = 1n |∑i |Y |ii | = 1n‖Y‖1.
3. Two-point representing measures
A Toeplitz matrix
M =
[
1 b
c 1
]
may be represented by a two-point measure exactly when the system
α + β = 1, αu+ βv = b, αu¯+ βv¯ = c (1)
can be solved with distinct u, v of unit modulus. This notation is related to the more
general notation used above by m = 2, α = z1, u = eiθ1 , β = z2, and v = eiθ2 . We
shall see that this is possible when c lies inside but not on a classic limaçon curve
determined by b. In the case where the limaçon includes an inner loop, c must lie
between the two loops (see Fig. 2).
Proposition 2. Suppose that
M =
[
1 b
c 1
]
,
where b > 0 and |c| /= b. Then M has a two-point representing measure exactly
when
|b2 − |c|2| < 2|b − c|. (2)
Geometrically, this inequality says that c lies inside the limaçon (translated to b)
γ (θ) = b + 2(1 − b cos θ)eiθ .
When this condition is met, the two-point representing measure is uniquely deter-
mined (except for a possible interchange of the roles of α, u and β, v) by
u = w(s + t i), v = w(s − t i), (3)
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where
w = b − c¯|b − c¯| , s =
b2 − |c|2
2|b − c¯| , and t =
√
1 − s2, (4)
and by
α = v − b
v − u =
v¯ − c
v¯ − u¯ , β =
b − u
v − u =
c − u¯
v¯ − u¯ . (5)
Proof. A necessary condition for the existence of α, β solving (1) is that the deter-
minant of
1 1 1u v b
u¯ v¯ c


should vanish. This condition says that (u− v)(c − v¯) = (u¯− v¯)(b − v) so that a
necessary condition is that |v − c¯| = |v − b|, i.e. that v must lie on the right bisector
of the line segment [c¯, b]. Likewise (v − u)(c − u¯) = (v¯ − u¯)(b − u) and u must
also lie on this right bisector, so that the right bisector of [c¯, b] must intersect the
unit circle at two distinct points (u and v). Let w = (b − c¯)/|b − c¯|. The inner prod-
uct of the midpoint 12 (b + c¯) with w (as vectors in R2) is s = Re
(
1
2 (b + c¯)w¯
)
=
1
2 (b
2 − |c|2)/|b − c¯| so that our geometric condition is expressed by |s| < 1, i.e.
|b2 − |c|2|
2|b − c¯| < 1,
which is equivalent to (2) (recall that b is real). See Fig. 1.
Thus the pair {u, v} is uniquely determined (if indeed there is a two-point rep-
resenting measure) by this geometric construction. The geometric condition is also
sufficient for solving (1): setting t = √1 − s2, we may choose u = w(s + t i) and
v = w(s − t i). Solving the last two equations of (1) we obtain
α = bv¯ − cv
uv¯ − vu¯ =
bv¯ − cv
4st i
, β = cu− bu¯
4st i
.
Note that st /= 0 since 1 > |s| > 0 (we assumed |c| /= b). It is a straightforward
calculation to verify that these α, β also satisfy the first equation of (1), i.e. that
α + β = 1.
Given s and w we can recover c as follows. To get a useful parametric form, let
real θ be such that e−iθ = w. Then
s = Re
(
1
2
(b + c¯)w¯
)
= Re
((
b − 1
2
(b − c¯)
)
w¯
)
= Re
(
bw¯ − 1
2
|b − c¯|
)
.
Thus s = b cos θ − 12 |b − c¯| and b − c¯ = 2(b cos θ − s)w. It follows that c =
b + 2(s − b cos θ)eiθ , describing a family of limaçon curves c = c(θ) depending on
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Fig. 1. Some of the characters playing a role in Proposition 2 and its proof. Note that here γ is used for c¯.
the parameter s. The boundary of the region determined by (2) is obtained by setting
s = 1, as claimed in the proposition.
Finally, the first expressions given in (5) for α and β may be obtained by solving
the first two equations of (1), while the second expressions follow from the first and
last equations of (1). These alternate expressions will be useful in proving Proposi-
tion 3. 
Remark. As c approaches the boundary of the region described in Proposition 2, u
and v typically approach a common point. This might suggest a limiting one-point
measure, but the only matrix represented by a one-point measure has b = c = 1 (as
we noted in Proposition 1). In fact, no limiting measure is obtained, because, as the
boundary is approached, the corresponding α, β escape to infinity.
4. Two-point optimal measures
If M has a two-point representing measure µ it may also be an optimal measure,
i.e. such that ‖M‖S = ‖µ‖1. Proposition 3 shows that an additional condition must
be met and that this condition also has a clear geometric form (see Fig. 3).
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Fig. 2. The shaded regions indicate those values of c for which the matrix
[
1
c
b
1
]
(with b > 0)
has a two-point representing measure. These regions are unions of limaçon curves described by
c(θ) = b + 2(s − b cos θ)eiθ where |s| < 1 (see the proof of Proposition 2). In (a) we see a typical
situation where b > 1. Here b = 4. The inner two loops make up the limaçon with s = 0.25 while the
outer two are generated by s = 0.75. As always, the boundary (dotted) of the region (s = 1) is not included
in the region. In (b) we see a typical situation where b < 1. Here b = 0.75. The two-looped limaçon is
generated by s = 0.25 while s = 0.9 (> b) generates the limaçon with one loop (a smoothed cardioid).
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Proposition 3. Suppose that
M =
[
1 b
c 1
]
,
where b > |c|. Then M has a two-point representing optimal measure exactly when
b − 1/b  |c − 1/b|. (6)
This condition is always met when b  1. When b > 1, the inequality says that c lies
on or outside the circle centred at 1/b and passing through b. In this discussion c is
also inside the larger circle where |c| = b. See Fig. 3.
Proof. Let us first check that (6) implies (2), i.e. that a two-point representing mea-
sure exists. Now
|b2 − |c|2| = |b + |c|||b − |c||  (b + |c|)|b − c|.
Fig. 3. The darker shaded region indicates those values of c for which the matrix
[
1
c
b
1
]
(with b > 0)
has a two-point representing measure that is also an optimal measure. Here we are assuming that |c|  b.
Within the smaller disc where |c − 1/b| < b − 1/b (lighter shading) the optimal measure may be sup-
ported on three points. In the lighter shaded region outside the inner loop of the limaçon a two-point
representing measure exists but it is not an optimal measure. See Propositions 2–4.
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If b  1, (2) follows immediately (note that in this proposition we adhere to our
normalization |c| < b). On the other hand, if b > 1 then (6) implies that
b2 − 2 + 1/b2  |c − 1/b|2 = |c|2 − (2/b)Re(c)+ 1/b2,
so that
b2 − |c|2  (2/b)Re(b − c) < 2|b − c|.
Let µ be the two-point representing measure for M that is described in
Proposition 2.
Given real ϕ, let
V (ϕ) =
[
cosϕ − sinϕ
sinϕ cosϕ
]
.
Since V (ϕ) is unitary we have ‖M‖S  ‖M ◦ V (ϕ)‖ for each ϕ. In fact, for any
2 × 2 matrixM we have ‖M‖S = max{‖M ◦ V (ϕ)‖ : ϕ ∈ [0, π/2]}. To see this note
that, since the unitary matrices are the extreme points of the unit ball {X : ‖X‖  1},
‖M‖S = max{‖M ◦ U‖ : U is unitary} for any M ∈ Mn(C) and exploit the remarks
on unitary invariance in Section 2. Thus µ is an optimal measure for M iff there is
some ϕ such that ‖M ◦ V (ϕ)‖ = |α| + |β| (= ‖µ‖1).
Representing M by µ we have, in view of (1),
M ◦ V (ϕ) = αVu(ϕ)+ βVv(ϕ),
where
Vu(ϕ) =
[
cosϕ −u sinϕ
u¯ sinϕ cosϕ
]
, and Vv(ϕ) =
[
cosϕ −v sinϕ
v¯ sinϕ cosϕ
]
.
Since Vu(ϕ) and Vv(ϕ) are unitary matrices with determinant 1,
‖M ◦ V (ϕ)‖ = ∥∥αI2 + βV ∗u (ϕ)Vv(ϕ)∥∥
and V ∗u (ϕ)Vv(ϕ) is also unitary with determinant 1. The operator norm of a normal
matrix is the maximum modulus of its eigenvalues, so that ‖M ◦ V (ϕ)‖ = |α| + |β|
iff sign(α/β) occurs as an eigenvalue of V ∗u (ϕ)Vv(ϕ). Here we use sign(z) to denote
z/|z| for any z /= 0. These eigenvalues occur in conjugate pairs of modulus 1 so that
we are asking whether Re(sign(α/β)) occurs as the real part of the eigenvalues of
V ∗u (ϕ)Vv(ϕ). Computing the trace of this matrix we see that µ is an optimal measure
for M iff
Re(αβ¯)
|αβ¯| = cos
2 ϕ + Re(uv¯) sin2 ϕ = cos2 ϕ + (2s2 − 1) sin2 ϕ
for some ϕ. The values on the right vary over the interval [2s2 − 1, 1], so that our
condition becomes
Re(αβ¯)
|αβ¯|  2s
2 − 1. (7)
In order to evaluate Re(αβ¯)/|αβ¯| effectively in terms of b and c, we recall the
relations (5), which imply that
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αβ¯ = (v − b)(b − u¯)|v − u|2 =
(v¯ − c)(c¯ − u)
|v¯ − u¯|2 .
Thus we have z = (v − b)(b − u¯) = (v¯ − c)(c¯ − u) such that Re(αβ¯)/|αβ¯| =
Re(z)/|z|. Now
|z|2 = zz = (v − b)(b − u¯)(v − c¯)(c − u¯) = pq,
where p = (v − b)(c − u¯) and q = (b − u¯)(v − c¯). Computing p using (1),
p= vc − vu¯− bc + bu¯ = v(αu¯+ βv¯)− vu¯− bc + (αu+ βv)u¯
= vu¯(α − 1 + β)+ β − bc + α = 1 − bc.
Similarly, we find that q = 1 − bc¯, so that |z|2 = |1 − bc|2 and |z| = |1 − bc|. Writ-
ing Re(z) as 12 ((v − b)(b − u¯)+ (v − c¯)(c − u¯)), calculations of the same type
reveal that Re(z) = 12 (2 − b2 − |c|2). We may thus rewrite (7) in the form
2 − b2 − |c|2
2|1 − bc| 
(b2 − |c|2)2
2|b − c¯|2 − 1. (8)
To put (8) in the geometrically clear form (6) we introduce the quantities x =
(1 − b2)/|1 − bc| and y = (1 − |c|2)/|1 − bc|. We have just seen that Re(z)/|z| =
(x + y)/2. Thus −2 < (x + y) < 2, since z = (v − b)(b − u¯) cannot be real
(otherwise b, u, v would be collinear, which is not so). The identity |b − c¯|2 =
|1 − bc|2(1 − xy) shows that 1 − xy > 0 and that (8) says
x + y  (y − x)
2
1 − xy − 2,
or equivalently
(x + 1)(y + 1)(2 − x − y)  0.
Since 2 − x − y > 0, we have (x + 1)(y + 1)  0. Now y + 1 > 0, for our assump-
tion that |c| < b implies that x < y so that y  −1 would contradict −2 < x + y.
Thus x + 1  0, which is a form of (6). 
5. Three-point measures and the moment problem
In the cases not covered by Proposition 3, we shall see that the Schur norm of M
is just the dominant entry b and that optimal representing measures of a simple type
exist. It requires more work to see that these measures can be supported on just three
points.
Proposition 4. Suppose that
M =
[
1 b
c 1
]
,
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where b > |c|. Then M has a three-point representing optimal measure provided
b − 1/b > |c − 1/b|. (9)
In this case ‖M‖S = b. The inequality (9) requires that b > 1, and geometrically it
says that c lies inside the circle centred at 1/b and passing through b. See Fig. 3.
Proof. Consider the 3 × 3 matrix Q extending M to
Q =

b 1 c¯1 b 1
c 1 b

 . (10)
If (9) holds this matrix is (strictly) positive definite (pd). We need only check
that det(Q) is positive, since the lower order principal determinants certainly are.
Now (9) implies that b2 − 2 + 1/b2 > |c|2 − (2/b)Re(c)+ 1/b2 so that b(b2 +
(2/b)Re(c)− |c|2 − 2) > 0, i.e. det(Q) > 0.
A classic theorem of Schur tells us that the Schur norm of any positive semi-
definite (psd) matrix is the maximum entry on its diagonal. Thus ‖Q‖S = b. It is
clear from the definition that the Schur norm of any submatrix is no greater than
the Schur norm of the matrix itself. Applying this observation twice we see that
b  ‖M‖S  ‖Q‖S = b, so that ‖M‖S = b.
Another classic result is that any psd Toeplitz matrix has a nonnegative repre-
senting measure. Let ν be any such measure for Q. Then ‖ν‖1 = νˆ(0) = b, and
µ = e−iθ ν represents M . Since ‖µ‖1 = ‖ν‖1 we have ‖µ‖1 = b = ‖M‖S , i.e. µ is
an optimal representing measure for M .
To obtain a three-point optimal measure for M , we may use some more refined
results concerning psd Toeplitz matrices and the truncated moment problem. If T
is an n× n Toeplitz matrix that is psd and singular, it is known (see for example
the chapter in [4] on the trigonometric moment problem) that T has a nonnegative
representing measure that is supported on at most n− 1 points. Apply this result
to T = Q− 013, where 1n denotes the n× n matrix with 1 in every position and 0
is the smallest positive value such that Q− 013 is both psd and singular. Because
of the assumed conditions (|c| < b, and consequently Re(c) < b) it is enough to
take the smallest 0 > 0 such that det(T ) = 0. We obtain a two-point nonnegative
representing measure ν0 for T , so that ν = ν0 + 0δ0 is a three-point nonnegative
representing measure for Q (δ0 represents 1n for every n). By the general remarks
above, µ = e−iθ ν is a (three-point) optimal measure for M . 
Remark. We return to the case where our usual normalization is not possible be-
cause a = 0. With b  |c| it is clear that ‖M‖S = b and that the extended matrix
Q =

b 0 c¯0 b 0
c 0 b

 (11)
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is psd. By the methods used in the proof of Proposition 4 we obtain a three-point
nonnegative representing measure ν for Q (with, necessarily, ‖ν‖1 = b) and a three-
point optimal measure µ for M (it will be two-point if b = |c|).
6. Schur norm formulas
In evaluating the Schur norms of our matrices, the interesting cases are those
covered by Proposition 3 where ‖M‖S = |α| + |β|, and α, β are specified in Prop-
osition 2. In all other cases, ‖M‖S is simply b. Many different expressions for α, β
are available. Here we use the forms α = 12 + q and β = 12 − q.
Proposition 5. Suppose that
M =
[
1 b
c 1
]
,
where b > |c|. If
|c − 1/b|  b − 1/b, (12)
then ‖M‖S = | 12 + q| + | 12 − q| with
q = (i/2) 2bc − b
2 − |c|2√
4|b − c|2 − (b2 − |c|2)2 . (13)
If (12) does not hold, ‖M‖S = b, which is also the case if
M =
[
0 b
c 0
]
,
where b  |c|.
Proof. These relations all follow from Propositions 3 and 4 (and the remark fol-
lowing Proposition 4) once we verify that, in the cases covered by Proposition 3,
α = 12 + q with q given by (13). Since always α + β = 1, we also have β = 12 − q.
From (5) we have
α = v − b
v − u so that q =
v + u− 2b
2(v − u) .
Using (3) and (4), we find that
q = w(2s)− 2b
2w(−2it) = (i/2)
s − bw¯
t
.
Now
s − bw¯ = b
2 − |c|2
2|b − c¯| −
b(b − c)
|b − c¯| =
2bc − b2 − |c|2
2|b − c¯| ,
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whereas
t =
√
1 − s2 =
√
1 − (b
2 − |c|2)2
4|b − c¯|2 =
√
4|b − c¯|2 − (b2 − |c|2)2
2|b − c¯| .
The formula (13) follows. 
Remark. Several special cases of Proposition 5 have been observed previously.
(i) In [3] the authors find formulas for the Schur norms of 2 × 2 real matrices. If
c (along with b > |c|) is real in Proposition 5, it is easy to check that the condition
(12) for b > 1 reduces to 2  b(b + c) and that (13) yields
q = (i/2) c − b√
4 − (b + c)2
so that
‖M‖S = 2
√
(1/4)+ (1/4) (c − b)
2
4 − (b + c)2 =
√
1 − bc
1 − ( b+c2 )2 .
Compare [3], Theorem 7.
(ii) As |c| ↑ b in Proposition 5, we expect from Proposition 1 that if c → beiθ
then
q →±b
2
eiθ/2.
It is not hard to verify that (13) indeed implies this relation.
(iii) As a side issue in [7] the Schur norms of certain matrices of the form
[αi − βj ] are computed (see [7], Remark 3.4). These results are more clearly seen as
an application of the following formula of Stampfli (see [11], Theorem 8):
max{‖AX −XB‖ : ‖X‖  1} = min{‖A− zIn‖ + ‖B − zIn‖ : z ∈ C},
for any A,B ∈ Mn(C). In the special case where A = diag{αk} and B = diag{βk},
Stampfli’s formula says that
‖[αi − βj ]‖S = min
{
max
k
|αk − z| + max
k
|βk − z| : z ∈ C
}
. (14)
Now if
M =
[
1 b
c 1
]
= [αi − βj ],
where |b| > |c|, then αk = βk + 1, b = 1 + β, where β = β1 − β2, and c = 1 − β.
Since |b| > |c|, we have Re(β) > 0. The minimizing point z in (14) is easily found
in this situation. It is just the centroid of the parallelogram formed by α1, α2, β1, β2,
i.e. z = (α1 + β2)/2. Thus (14) tells us that
‖M‖S = max{|1 + β|/2, |1 − β|/2} + max{|1 − β|/2, |1 + β|/2} = |1 + β|.
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This must correspond to a case when (12) fails. Indeed, when we put M into our
normalized form, b = 1 + β becomes b′ = |1 + β| and c = 1 − β becomes c′ =
(1 − β)b/b′ = (1 − β2)/b′ so that
|c′ − 1/b′| = | − β2|/b′ = |β|2/b′ < (|1 + β|2 − 1)/b′ = b′ − 1/b′,
since Re(β) > 0.
7. The unit ball in function spaces
Let L denote the function space of trigonometric polynomials of order 1, i.e.
L = span{e−iθ , 1, eiθ }, with the uniform norm ‖ · ‖∞ over (−π, π].
Proposition 6. Every extreme point in the unit ball of L has the form
yu1w¯2e
−iθ + x(u1w¯1 + u2w¯2)− yu2w¯1eiθ , (15)
for some x, y  0 with x2 + y2 = 1 and some unit vectors u,w ∈ C2.
Proof. It is enough to show that every exposed point of the unit ball has the form
(15) since for a compact convex set in a finite-dimensional normed space the closure
of the exposed points includes all extreme points. We must show that each function
f (θ) of the type defined by (15) satisfies ‖f ‖∞  1 and that for any linear functional
F on L the norm ‖F‖ of F has the form F(f ), where f is of this type.
Recalling the notation V (ϕ) used in the proof of Proposition 3, we note that
f (θ) = (U∗(θ)V (ϕ)U(θ)u,w), where U(θ) denotes diag{1, eiθ } and ϕ is such that
x = cosϕ and y = sinϕ. Since U∗(θ)V (ϕ)U(θ) is unitary, it is clear that ‖f ‖∞ 
1. Let F(1) = a (here 1 stands also for the function that is identically equal to 1),
F(eiθ ) = b, and F(e−iθ ) = c. If µ is a representing measure for
M =
[
a b
c a
]
,
then F(f ) = ∫ f (θ)µ(dθ) = ∫ (U∗(θ)V (ϕ)U(θ)u,w)µ(dθ) = ((M ◦ V (ϕ))u,w),
and we know that this is ‖M‖S when ϕ, u, w are chosen appropriately (see discus-
sion of V (ϕ) in the proof of Proposition 3). On the other hand, we have F(g) =∫
g(θ)µ(dθ) for any g ∈ L so that |F(g)|  ‖g‖∞‖µ‖1 and ‖F‖  ‖µ‖1. Proposi-
tions 3 and 4 ensure that we may choose µ to be an optimal measure. Then ‖F‖ 
‖M‖S and for a certain f of type (15) F(f ) = ‖M‖S , so that ‖F‖ = F(f ). 
Remark. This argument also suggests that if an independent proof of Proposition 6
were available it might be combined with the Hahn–Banach and Riesz representation
theorems to provide a functional analytic proof that each 2 × 2 Toeplitz matrix has
an optimal measure (leaving aside, perhaps, questions about the size of its support).
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