Abstract: This paper proposes, applies and evaluates a new technique for texture classification in digital images. The work describes, as far as possible in a quantitative way, the concept of texture in digital images. Furthermore, we developed an innovative model that allows classifying and characterizing texture in digital images, to be used as a useful tool in noninvasive inspection of visual surfaces. The proposed methodology extracts the statistical order from an image of texture. The extraction of the high statistical order has been made using as a tool Markov Random Fields. The Backpropagation neural net is used for designing a classification module that will serve to test the performance of the configuration histograms, which are based on the statistical order. Furthermore, the research suggests the evaluation of the proposed technique from a qualitative perspective.
Introduction
Digital image processing is a current subject of research that has being developed for a long time. Of all the invested efforts, multitude of applications have aroused in quite diverse fields such as industrial, medical, spatial, etc. Where very different tasks are made, such as: codification, edge detection, color processing, etc. We are therefore, in front of a subject in constant growth and expansion, that it is giving rise to a high number of projects and publications.
One of the characteristics that are almost always present in an image is the texture, which generally can be associated to different elements from the scene.
In order to be able to apply the concept of texture to the digital analysis of images a quantitative characterization of the texture is required. Nevertheless, it does not exist a precise definition nor a mathematical expression for the quantitative description of this property.
For the analysis of the texture, there exist three widely used formulations in image processing, they are: statistical [1] , structural and spectral [2] . The statistical formulation indicates if an image is smooth, rustic, granulated, etc. [1] . The structural technique, on the other hand, indicates the primitive features that exist in the image, such as regularity of parallel lines; and the spectral technique is based on the energy properties and it is used mainly to detect global regularity in an image, indicating small peaks of high energy in its spectrum [2] . These techniques can used separately or jointly to detect different textures.
The detection of textures has wide spectra of applications, mainly in the following areas:
However, none of these classic descriptions leads to a quantitative measurement universally accepted of texture. Due to this difficulty, research in this field continues being interesting until a method be obtained that is satisfactory for most of the applications.
This research is an attempt to describe in a quantitative way, the concept of texture in digitized images. Furthermore, it develops an innovative model that allows to classify and to characterize textures in digitized images, and it can be used as a useful tool in noninvasive visual inspection.
Models of the texture
In the image processing literature, texture is often defined as the spatial interaction between the values of pixels. That is to say, the texture analysis attempts capturing its visual characteristics in an analytical way, in order to be able to model mathematically those spatial interactions. Modeling successfully the visual characteristics, we will be able to associate and to discriminate different textures analytically. This type of analysis will require of a number and type of textures previously known. This model only needs to capture sufficient textural characteristics on a training set to classify the texture, however, the procedure is best adapted for textures that belong to the training set.
Of these models of understanding of texture, there are four of them that stand out in the literature of digital image processing.
Statistical models of texture: It is based on a set of features to represent the characteristics of the texture of an image. Those features are contrast, correlation, entropy, etc. They are usually derived from "measurement of the gray level of the image", "it differentiates from the values of gray" or "cooccurrence matrix" [1] . The characteristics are selected in heuristic form; nevertheless, an image similar to the analyzed one cannot be recreated using some measurement of the set of features.
Structural models of the texture: Some textures can be seen as two-dimensional patterns, composed of a set of primitives or sub-patterns, which are organized according to a certain rule of positioning. Examples of such textures are: brick walls and mosaics; the primitives used are areas of constant gray level, lines, curves and polygons. The correct identification of those primitives is quite difficult. However, if the textures primitives are identified completely, then it is possible to recreate the texture from the primitives. A work using a structural model is indicated in [4] .
Models of signal processing for the texture: psychological researchers have given evidence that the human brain analyzes the frequency of the images. The texture is specially fit for this type of analysis due to its properties. Most of the techniques try to process certain characteristics from filtered images, which are used in tasks of classification and segmentation. Among the methods we can mention: filters in the spatial domain, Fourier analysis, wavelets and Gabor filters. Works using this type of formulation are given in [5] .
Stochastics models of the texture: a texture is assumed to be the realization of a stochastic process, which is governed by some parameters. The analysis is executed, defining a model and considering the parameters. This way, the stochastic processes can be reproduced from the model and associated to the parameters. The estimation of the parameters can serve to classify and to segment textures. This type of model offers a good possibility to recreate realistic examples of natural textures. Stochastic formulation of the texture is used in [6] .
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Our model of texture
As seen previously, there are several problems associated with modeling texture. A key factor in our model of texture analysis is that it be able to distinguish between different textures. Conventional techniques have been based on prior knowledge of the number and types of textures that are desired to analyze. In our model we shall use the same philosophy of analysis. Therefore, we need to construct a model that can take a texture and capture the totality of the characteristics that distinguish that group of textures. But, in which way we can capture the real characteristics that distinguish a group of textures? And, which will be our approach in the direction of constructing such characteristics? We believe that an understanding of the statistical order applied to images of digitized textures will allow us to capture the real characteristics that distinguish natural textures. We know that the statistical understanding of the texture was proposed by Julesz as early as 1962. The statistical order in the understanding of the texture, applied to digital processing of images has been used in [1] , where second order statistics are used to define 14 types of textural features from the cooccurrence matrix. In the texture models that use the auto-models and multilevel logistic models also use second order statistics; nevertheless, they have not provided a base of understanding applicable to natural textures, although in [7] modest results were reached using a Gaussian model of Markov Random Field that use precisely second order statistics. Models that have managed to recreate natural textures using several multiresolution filters do not use third or higher statistical orders, and even more, they become indefinite (ill-defined) if the election of the filters is globally optimal for all the analyzed textures. Julesz in 1962 had already indicated the existence of textural information in the high statistical order.
In such a way, starting from the knowledge already generated and using the approach of the human visual perception proposed by Julesz, is that we have raised our hypothesis applied to textures in digitized images, which establishes that to model textures, models of different statistical orders are required and for it we have chosen the Markov Random Fields as the basis of our model of texture due to its flexibility in defining the statistical dimension and the order.
Markov Random Fields
The theory of the Markov Random Fields (MRF) provides suitable tools for us to model context dependent entities such as pixels or other characteristics of spatial correlation [8] , [9] . Markov Random Fields are defined with respect to a system of neighborhoods. The mathematical interpretation of the model is defined with respect to the corresponding set of cliques. In this research, a systematic method for the total extraction of the set of local cliques has been used from any system of neighborhood in which the Markov Random Field can be defined.
The fundamental property of a MRF is that given a point j on lattice, the probability of that point, given the values of all the other points of the lattice, is the same as the probability of that point j, given only the values of the neighboring points to j [8, 9] . In other words, the MRFs are characterized by a conditional probability function defined with respect to a system of neighborhoods.
We denote a set of sites on a lattice by S and the system of vicinities on S as G = {G s , s ∈ S}, where G is the set of neighbors for s so that Gs G s ⊂ S, s / ∈ G s . Given the variable X s in site s with valuex s the function of conditional probability of a Markov Random Field with its respective system of vicinity G is defined by the theorem of Hammersley and Clifford [9] as:
Where Z s is a constant and V c is a potential function defined on clique C. The sum is over all cliques in the local set of cliques Cs. The theorem of Hammersley and Clifford, indicates that for a system of neighborhoods is necessary that s ∈ G r ⇐⇒ r ∈ G s . Three different neighborhoods are shown in figure 1.
Given a system of neighborhoods G, a clique is a set C ⊆ S so that s, r ∈ C, s = r, then s ∈ G r . That is, all the pairs of different sites in a clique are neighbors. In such a way that the local set of cliques for site s is defined as:
The method used for the extraction of the local set of cliques from a system of neighborhoods of a MRF, is based on a structure of a tree diagram [10] . The root of the tree represents only a site, whereas the branches in the first level represent all the pairs of connections between the site and each one of the components of the neighborhoods. The other branches of the highest levels represent connections of high order that form more complex cliques . Each level in the tree diagram will be represented by a node, which is indicated by a number within the neighborhood previously defined. For example, the tree diagram for the neighborhood of the figure 1.b is shown in figure 2.
Characterization of texture using order statistics
In order to characterize the texture of a digitized image, we will use a vector called of directional homogeneity [10] , which considers the relation between the pixel corresponding to a site s and all the remaining pixels of neighborhood G s . The relation to be established between the site and the other pixels of the neighborhood will depend on the type of clique and the statistical order used. Figure 1 shows different types from neighborhood with site s.
Let us suppose that X is a random field of the class described in [8, 9] , with a space of discrete range Z = {z k , k = 1, ..., M}. Let us also suppose that we have an instance x of this one random field that V1 U2 V2 U1 S U3 V4 U4 V3 Figure 3 : Site s and its neighborhood.
can be used for the estimation of parameters of the distribution. Figure 3 shows a site (i, j) and its system of neighborhood with the notation employed.
Furthermore, we define as homogeneity function the function I such that:
This homogeneity function, for the case of cliques of first order will be defined as:
Using the terms defined until now, we can express the potential functions of a Gibbs distribution,
Where is the vector of parameters and the vector that we will call of directional homogeneity. For example, for the neighborhood of figure 3 the component of the vector , using the tree of cliques (see figure 2 ) is defined as:
The set of components φ k of vector φ represents the different statistical order extracted from the image, where k is the statistical order with k ∈ {1, 2, 3, 4} for a neighborhood of second order like the one shown in figure 3.
Direct measurement of the statistical order
This section presents our proposal to characterize digitized images of texture that makes use of the properties of vector φ in each point of the digitized image.
Taking the expressions 3, 4and 5 for a second order neighborhood ( figure 3 ) and applying them to the calculation of the components of vector φ , we see that the values that can take components are the following:
Of the possible values that can take different components φ k , we establish equivalence between the value and its respective binary, ternary or tetranary value, as corresponds. Now, our interest is only in the values that take the components of vector φ , that is why we will work with a decimal number, instead of considering its vector array.
This way, given a digitized image of texture and applying the different statistical orders through the different cliques used, we will obtain histograms of frequency versus directionality, which will be different and particular for each of the analyzed textures.
Classification of textures using histograms of configurations
The process of texture classification will be based on the histograms of configurations proposed in the previous section. In the present work we have used a set of 8 classes of textures that have been obtained from the album of textures of Brodatz [11] . Each image has a dimension of 640x640 with 256 gray levels (8 bits/pixel). The images of textures used are shown in Figure 4 .
For each of these images, 32 sub-images of 64x64 pixels have been extracted. For each sub-image, the histogram of configurations has been computed. In figures 6, 7 and 8, can be seen some of those histograms.
The form in which the 32 sub-images have been extracted is explained in a scheme ( figure 5 ) that represents the 32 sub-images taken from one of the images shown in figure 4 . The white squares represent the 32 sub-images and the dark background represents the greater image of the texture (figure 5). Images with an asterisk have been taken to construct a characteristic vector, which will be used to train the The architecture that has been developed for classification of the texture consists of four basic blocks (see figure 9 ): a) Extraction of characteristic vector. The purpose of this block is to construct a vector made of the frequencies of the histogram of configurations used; b) Classification: the objective of this block is to classify the different characteristic vectors, that is to say, the information contained in the digitized input image (texture). For this block it has been proposed using a backpropagation (BP) neural network; c) Decision: this block makes the final decision from data generated by the classification block; d) Data Base: it stores parameters and models to control adaptively the operation of the various blocks.
Once determined the configuration histograms for different statistical orders for the 32 sub images and for each texture category, each configuration histogram is evaluated with respect to performance. The classification module, is built using a BP neural net that is trained with 16 sub images and validated with the remaining 16 unused sub images.
A BP neural net is trained with a predefined set of input-output pairs. Each input pattern (vector) is applied to the input layer, and it propagates through the successive layers until it generates a given output. This current output is compared against the target output to obtain the so called error vector. These errors are back propagated, beginning at the output layer and then propagated to the hidden layers until the input layer is reached. Based upon an error minimization procedure, the connection weights of each neuron are modified, in such a way as to reduce the final error the next time the same input pattern be presented to the network.
For this research, a BP neural net with 3 layers has been used. The number of nodes of the input layer is the same as the number of components of the characteristic vector. For the hidden layer, from 12 to 16 nodes have been used, and finally, for the output layer, 7 neurons with proper codification have been employed. Table 2 shows the proposed code for the seven output nodes.
The BP neural net has been programmed and trained using Matlab R . In particular, two algorithms have been evaluated for weight modification: gradient descent (traingd) and Levenberg-Marquardt (trainlm). 8 Experimental results using histograms of configurations Table 3 shows the classification results obtained using a 3x3 neighborhood and histograms of configurations of second order statistics. In this case the classification module was built with 16 hidden layer neurons, and trained for 500 epochs.
Later on, the performance was evaluated with 5x5 neighborhoods and third order histograms. Table  4 shows the results of this experiment.
From the above results, we can confirm that the histograms of configurations are sufficiently representative of the textures analyzed using different statistical orders. Furthermore, we achieve a classification rate of 86.72% while employing third statistical order.
Summary and Conclusions
A new texture classification method has been developed, based on the extraction of the statistical order from a digitized texture image. This later operation has been performed using the set of local cliques from a neighborhood.
The use of histograms of configurations in the process of texture classification has been quite successful, achieving a classification rate of around 87%.
The decision of employing a BP neural network was also adequate for the classification. Best results were reached when training the neural net with the Levenberg-Marquardt method. The proposed classification architecture requires of just a few features, thus achieving a reduction in training time and smaller computational efforts during the classification stage.
The work developed so far constitutes the initial stage of a series of applications and works related to texture and non-destructive visual inspection of materials.
