Bayesian optimization is a sample-efficient method for finding a global optimum of an expensive-to-evaluate black-box function. A global solution is found by accumulating a pair of query point and corresponding function value, repeating these two procedures: (i) learning a surrogate model for the objective function using the data observed so far; (ii) the maximization of an acquisition function to determine where next to query the objective function. Convergence guarantees are only valid when the global optimizer of the acquisition function is found and selected as the next query point. In practice, however, local optimizers of acquisition functions are also used, since searching the exact optimizer of the acquisition function is often a non-trivial or time-consuming task. In this paper we present an analysis on the behavior of local optimizers of acquisition functions, in terms of instantaneous regrets over global optimizers. We also present the performance analysis when multi-started local optimizers are used to find the maximum of the acquisition function. Numerical experiments confirm the validity of our theoretical analysis.
Introduction
Bayesian optimization provides an efficient method for finding a global optimum of a nonlinear objective function f (x) defined over a compact set X :
where, in general, f (x) is a black-box function, i.e., its closed-form expression is not available and the gradient is not available either. The value of the function can be computed at a query point x but the evaluation requires a high cost.
Bayesian optimization searches a minimum of f (x) to solve the problem (1), gradually accumulating (x t , f (x t )) where input points x t are carefully chosen and corresponding function values f (x t ) are calculated at x t . It provides an efficient approach in terms of the number of function evaluations required. See [Brochu et al., 2010 , Shahriari et al., 2016 , Frazier, 2018 for the review of Bayesian optimization.
A global solution to the problem (1) is determined by repeating the following two procedures. At each iteration, we first train a probabilistic model (for instance, Gaussian process regression) using the data observed so far to construct a surrogate function for f (x). Then we define an acquisition function [Kushner, 1964 , Moćkus et al., 1978 , Srinivas et al., 2010 over the domain X , which accounts for the utility provided by possible outcomes drawn from the distribution determined by the surrogate model. The maximization of an acquisition function, referred to as an inner optimization, yields the selection of the next query point at which to evaluate the objective function. Convergence guarantees are only valid when the global optimizer of the acquisition function is found and selected as the next query point. In practice, however, local optimizers of acquisition functions are also used, since searching the exact optimizer of the acquisition function is often a non-trivial or time-consuming task.
A recent work [Wilson et al., 2018] has addressed the acquisition function optimization, elucidating gradient-based optimization of Monte Carlo estimates of acquisition functions, as well as on submodularity for a family of maximal myopic acquisition functions. However, so far, there is no study on what the performance loss is when a local optimizer of an acquisition function is selected as the next query point. In this paper we attempt to provide an answer to the question on the performance loss brought by local optimizers of acquisition functions over global optimizers, in terms of instantaneous regrets. To this end, we define a difference between instantaneous regrets of a local optimizer and of the global optimizer, referred to as instantaneous regret difference. We also consider multi-started local optimizers of an acquisition function and present corresponding performance analysis in terms of instantaneous regrets. As expected, multi-started local optimizers yield a tighter bound on the instantaneous regret difference. The main contribution of our paper is summarized as:
• We provide a lower-bound on the instantaneous regret difference, which is given in Theorem 1.
• We provide a lower-bound on the instantaneous regret difference when multi-started local optimizers are used to find a maximum of an acquisition function, which is given in Theorem 2.
• Numerical experiments are provided to justify our theoretical analyses, given in Section 4.
The rest of this paper is organized as follows. Bayesian optimization is briefly reviewed in Section 2, where the acquisition function optimization is emphasized and a few definitions are introduced. Theoretical analysis in terms of instantaneous regret difference bound is provided in Section 3 and numerical experiments are given in Section 4 to demonstrate the validity of our analysis. Finally, our work is concluded in Section 5.
Background
In this section, we introduce Bayesian optimization and acquisition function optimization. Moreover, we provide the definitions that are used in proving our analyses.
Bayesian Optimization
Bayesian optimization is a method to find a global optimum for unknown black-box functions (denoted by f (·)) which are expensive to observe. Instead of minimizing an unknown original function, it optimizes an acquisition function A(·|D), which balances exploration and exploitation:
where D t is a set of tuples of observed point x * ∈ R d and the corresponding observation including
Although the acquisition function could be optimized, arg max operation for any function is difficult to obtain its output. Therefore, we can categorize this optimization to three methods: (i) global optimization for acquisition functions, (ii) local optimization for acquisition functions, and (iii) multi-started local optimization for acquisition functions. We define three categories as below.
Definition 1. Suppose that X is a compact space ⊂ R d . Global optimization for acquisition functions finds a next point x * t,g within given time budget τ . From now, it is denoted as
where t is the current iteration.
Definition 2. Suppose that X is a compact space ⊂ R d . Local optimization for acquisition functions discovers a next point x * t,l until it is converged to local solution. An optimizer is terminated if x
2 ≤ l where τ indicates the number of optimization steps. For simplicity, we can write it as below:
x * t,l = local arg max x∈X A(x|D t ) (4) at iteration t.
Definition 3. Suppose that X is a compact space ⊂ R d . Multi-started local optimization for acquisition functions selects a next point x * t,m until multiple local optimizers started from different initial conditions x initial are converged to local solutions. It selects the best solution of N solutions obtained by N local optimizers {l 1 , . . . , l N } defined in Definition 2:
where
We simply describe (5) as
at iteration t.
In practice, Definitions 1 to 3 are implemented by global optimizers, local optimizers, and multistarted local optimizers, respectively. After choosing an acquisition point x * to sample, a true unknown function f (·) is evaluated at x * , and a tuple of the acquired point and its corresponding observation, (x * , y) is added in the set that the previous points and their observations have been accumulated. To sum up, Bayesian optimization is terminated after the following steps: (i) acquiring a next point to sample, (ii) observing the point, (iii) updating the previously observed points, are iterated during time budget given T .
We use an instantaneous regret to determine how well-acquired a next point to sample does.
Definition 4. Instantaneous regret at iteration t for minimizing an unknown target function is
where x † is a point which produces a global minimum, x † = arg min x∈X f (x). Straightforwardly, instantaneous regrets for global, local, and multi-started local optimizers are
By Definition 4, we can define an instantaneous regret difference:
for single local optimizer or multi-started local-optimizers.
In this section, we omit the detailed explanations about surrogate functions, specific forms of acquisition functions, and other details of Bayesian optimization for limited space and flowing organization. See the proof of our main theorems and Brochu et al. [2010 ], Frazier [2018 for the details of Bayesian optimization.
Acquisition Function Optimization
Acquisition function optimization is a step for querying the candidate that a global optimum can be existed with high possibility, balancing exploration and exploitation. An acquisition function can be optimized with (i) global optimizer (e.g., DIRECT and CMA-ES), (ii) local optimizer (e.g., BFGS, L-BFGS, and L-BFGS-B), and (iii) multi-started local optimizer. Since we use DIRECT, CMA-ES, and L-BFGS-B to show empirical results in Section 4, we introduce the corresponding optimizers in this section.
One of deterministic global optimizers, dividing rectangle (DIRECT) [Jones et al., 1993 ] is a Lipschitzian-based derivative-free partitioning method. It observes function values at the centers of rectangles and divides the rectangles without the Lipschitz constant iteratively. Covariance matrix adaptation evolution strategy (CMA-ES) [Hansen, 2016] is a stochastic, derivative-free method. It is an evolutionary algorithm which is inspired by biological evolution. These derivative-free methods might converge to a global optimum, but it can be usually considered as the methods to improve a current optimum.
One of quasi-Newton methods, Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is a gradientbased numerical optimizer. It approximates the inverse of the Hessian matrix and updates a current solution iteratively. Limited memory BFGS (L-BFGS) [Liu and Nocedal, 1989 ] is a limited memory version of BFGS, and L-BFGS-B is a constrained version of L-BFGS.
N multi-started local optimizers start from multiple initializations, and then each optimizer is converged to one of local optima. This technique is widely used in acquisition function optimization (see Brochu et al. [2010, Section 2.3.4] ). Additionally, N multi-started local optimizers can speed up acquisition function optimization, as well as keep a convergence quality (see Section 4).
Compared to our work, Wilson et al. [2018] introduces a reparameterization form to allow differentiability of Monte Carlo acquisition functions to integrate them and query in parallel, which is not related to the topics covered in this paper.
Analysis
In this section, we provide analyses of global and local optimization for acquisition functions in Bayesian optimization. Theorems 1 and 2 show the instantaneous regret differences are bounded with the probabilities described in this section. To prove the main theorems, we will introduce the following assumptions and lemmas. Primary notations for the analyses are listed in Table 3 .
To explain intuition of our theorems, our main theorems are presented first. Because the definitions and lemmas used in Theorems 1 and 2 are not explained yet, we mention the notations and indicate where the notations are defined. A maximum distance γ is defined in Lemma 4, a probability that local solution is a global optimum with Assumption 1 is defined in Lemma 3, and Lipschitz constant for local solution sets M local is defined in Lemma 5.
Our main theorem can be described as follows:
Theorem 1. Given δ l ∈ [0, 1) and l , 1 , 2 > 0, an instantaneous regret difference with single local optimizer at iteration t, r t,g and r t,l is less than 1 with a probability at least 1 − δ l :
and l = 1 2 .
The extension of Theorem 1 for multi-started local optimizers can be proposed. 
Theorem 2. Given δ m ∈ [0, 1) and m , 2 , 3 > 0, an instantaneous regret difference with N multistarted local optimizers at iteration t is less than 5 with a probability at least 1 − δ m :
and m = 2 3 .
As shown in Theorem 1, r t,g − r t,l 2 2 is smaller than l with a probability 1 − δ l . It implies that three facts related to γ, β g , and M local control the probability 1 − δ g : the probability is decreased (i) as γ is increased, (ii) as β g is decreased, and (iii) as M local is increased. If X is relatively a small space, γ is naturally small. Moreover, β g is close to one if converging to global optimum by local optimizer is relatively easy for some reasons: (i) a small number of local optima are existed, and (ii) a global optimum is easily reachable. In particular, β g and M local is closely related, because β g is small where M local is relatively large. For example, if an acquisition function has single local optimum, β g will be 1 and M local will be 0.
Theorem 2 suggests the implications that are similar with Theorem 1 in terms of the control factors of 1 − δ m . The main difference of two theorems is that δ m is related to the number of multi-started local optimizers N . Because 0 ≤ 1 − β g < 0 is given, N can control the bound of (15). Additionally, by the difference of two theorems we can theoretically reveal how multi-started local optimizers started from different initializations affect the instantaneous regret.
To prove the main theorems, we assume that global and local optimizers are guaranteed to converge into same point on the space X ⊂ R d .
Assumption 1. We assume that global and local optimizers operate with almost same termination tolerance. For example, if a target function for both the optimizers (i.e., minimizers) is convex, outputs of the optimizers are equal:
We can think if the target function has multiple local maxima, the outputs of both the optimizers might be able to be different, extending Assumption 1. We will show Assumption 1 is empirically logical in Section 4.
Next, we prove that two solutions founded by global and local optimizers where multiple local maxima are existed in an acquisition function are same or different with probabilities described in Lemma 3. First, Lipschitz continuity of acquisition function is proved in the subsequent lemma.
Lemma 1. Let X ⊂ R d be a compact set. Given previously observed covariates X ∈ R n×d and their corresponding observations y ∈ R n , an acquisition function over x ∈ X , a(x) that is involved with posterior mean function µ(x) and posterior variance function σ 2 (x) of Gaussian process regression is Lipschitz continuous with Lipschitz constant dM A .
Proof. X is a compact subset of d-dimensional space R d . In this paper, we analyze our theorem with Gaussian process regression as surrogate function. If we are given n covariates X = [x 1 · · · x n ] obtained from the space X and their corresponding responses y = [y 1 · · · y n ] ∈ R n , posterior mean function µ(x) and posterior variance function σ 2 (x) over x ∈ X can be computed, using Gaussian process regression:
where k(·, ·) is a covariance function and σ n is an observation noise. k(·, ·) can accept a vector and a matrix as two arguments. For example,
can be took two matrices (e.g., K(X, X) = [k(X, x 1 ) · · · k(X, x n )]). Before showing the Lipschitz continuity of acquisition function, we first show the derivatives of (18) and (19). It depends on the differentiability of covariance functions, but the famous covariance functions, which are used in Bayesian optimization are usually at least once differentiable (e.g., squared exponential kernel 1 , Matérn 3/2 kernel, and Matérn 5/2 kernel 2 ). Thus, the derivatives of (18) and (19) are
using vector calculus identities. To show (20) and (21) are bounded, each term in both equations should be bounded. y and k(X, x) are obviously bounded:
for all 1 ≤ i ≤ n, but ∂k(x,X) ∂x and K(X, X) + σ 2 n I −1 should be revealed. All entries of K(X, X) + σ 2 n I −1 are bounded by the Kantorovich and Wielandt inequalities [Robinson and Wathen, 1992] , and the bound of ∂k(x, X)/∂x is described in Section A.1. Thus, since (20) and (21) are bounded, (18) and (19) are Lipschitz continuous with Lipschitz constants dM µ and dM σ 2 , where d is a dimension of x (see Section A.3).
In this paper, we analyze this lemma with probability improvement [Kushner, 1964] , expected improvement [Moćkus et al., 1978] , and Gaussian process upper confidence bound [Srinivas et al., 2010] as acquisition functions. Due to the page limit, the probability improvement A PI and Gaussian process upper confidence bound A UCB are described in Sections A.4 and A.6.
Expected improvement criterion expresses with z(
and 0 otherwise, where x ‡ is the current best observation which has a minimum of y. For expected improvement criterion:
the derivative of (24) is
1 Squared exponential kernel is infinite times differentiable. 2 Matérn kernel is ν − 1 times differentiable.
Straightforwardly, (25) is bounded (see the details in Section A.5). Therefore, we can conclude the acquisition functions analyzed in the above are Lipschitz continuous with Lipschitz constant dM A .
By Lemma 1, Lipschitz constant for each axis can be expressed with M µ and M σ 2 . For example, the Lipschitz constant of Gaussian process upper confidence bound for each axis is M µ + α √ M σ 2 . From now, we show the number of local optima is upper-bounded, using the condition involved in a frequency.
Lemma 2. Let X ⊂ R d be a compact set. Given some |ξ| > 0, we assume that a spectral density of covariance function for Gaussian process regression is zero for all |ξ| > |ξ|. The number of local maxima at iteration t, ρ t is upper-bounded.
Proof. By Sard's theorem for Lipschitz continuous function [Barbet et al., 2016] , critical points (i.e., the points whose gradients are zero) are not existed almost everywhere. Since the number of local maxima ρ t is upper-bounded by the number of critical points, it can be a starting point to bound ρ t . Especially, by Lemma 1, the number of local maxima ρ t can be restrained in the compact set X . Since it cannot express the upper-bound of ρ t , we transform the covariance function using Fourier transform and obtain the spectral density of each covariance function (see Section A.7 for the spectral density of covariance functions in detail). Because a spectral density is naturally a light-tail function, we can assume that a spectral density of covariance function for Gaussian process regression is zero for all |ξ| > |ξ|, given some |ξ|. Then, a function has finite local maxima, which implies that the number of local maxima at iteration t is upper-bounded.
Based on Lemma 2, we can prove the ergodicity of local maxima that are able to be discovered by local optimizers started from different initial points.
Lemma 3. Let the number of local maxima of acquisition function at iteration t be ρ t . Since local optimizers which are started from some initial conditions x initial ∈ X are ergodic to all the local maxima, the probability of reaching to each solution is β 1 , . . . , β ρt > 0 such that Σ ρt i=1 β i = 1. Proof. We present the proof of Lemma 3 in Section A.8.
Using Assumption 1, we can prove the distance between two points acquired from global and local optimizers is bounded with a probability as follows.
where β g is the probability that the global optimum of the acquisition function is equal to one of local optima determined by the local optimizers.
Proof. It follows from Markov inequality that for 1 > 0, we have
Following from Assumption 1, Lemma 3, and (27), the expectation in the right-hand side of (27) is calculated as
which completes the proof.
We introduce Lemmas 5 and 6 for the main theorems.
Lemma 5. Let X * t = {x * t | all possible x * t obtained by (4)} be a set of all local maxima of acquisition function. Note that |X * t | = ρ t and X * t ⊂ X . M local -discrete Lipschitz class for local maxima of acquisition function is satisfied:
is satisfied for some dM A ≥ M local ≥ 0 and any x * t,1 , x * t,2 ∈ X * t .
By Lemma 5, the lower-bound of (29) can be expressed.
Lemma 6. Given any 2 > 0, the probability that
Proof. By Markov's inequality and Lemma 5, it can be proved. The details of proof is described in Section A.9.
From now, we provide a proof of Theorem 1.
Proof. The probability of r t,g − r t,l 2 < l can be written as
From here, if we define two events:
(32) can be expressed as follows:
where l = 1 2 . Thus, (32) would be
by Lemmas 4 and 6. Therefore, the proof is concluded:
where δ l = γ 1 (1 − β g ) + M local / 2 . As described above, Theorem 1 implies that the instantaneous regret difference is basically controlled by γ, β g , and M local . For example, if ρ t is close to 1, the instantaneous regret difference can be tighter with high probability. On the other hand, if ρ t goes to infinity, the instantaneous regret difference is tight with low probability.
We extend Theorem 1 into the version that N local optimizers started from different initial conditions are used to optimize an acquisition function. To prove the next theorem, we need to prove Lemma 7, which is an extension of Lemma 3.
Lemma 7. Let the number of local optimizers for optimizing an acquisition function be N . In the same spirit of Assumption 1, the outputs of global optimizer and N multi-started local optimizers are different with a probability:
where x * t,m is determined by (7). Note that X * t,m is a set of points acquired by N multi-started local optimizers using (4). Therefore, |X * t,m | = N . On the other hand, the outputs of them are same with a probability:
Proof. Because the proof is obvious, the details are not provided.
Because N ≥ 1 and (41) is less than 1, (41) decreased, as N is increased. For instance, these are satisfied:
(
By Lemma 7, we can prove the theorem about acquisition function optimization with multiple local optimizers. Before introducing Theorem 2, we simply derive Corollary 1. Corollary 1. l 2 distance between the acquired points x * t,g and x * t,m from (3) and (7) at iteration t is larger than any γ > m > 0 with a probability:
Proof. Because it can be proved in the same manner as Lemma 4, it is trivial.
We provide the proof of Theorem 2 using the above lemmas.
Proof. It is an extension of Theorem 1. By Lemma 5 and Corollary 1, it can be proved in the same way.
As we mentioned before, because (43) and (44) are satisfied, we can emphasize a lower-bound on the probability of the case using N local optimizers is tighter than the case using single local optimizer. It implies an appropriate N multi-started local optimizers can produce a similar convergence with a global optimizer without expensive computational complexity. 
Experiments
We present empirical analyses for Assumption 1 and Theorems 1 and 2. For Theorems 1 and 2, we demonstrate acquisition function optimization with global, local, and multi-started local optimizers on various examples.
Assumption 1
To show Assumption 1 is reasonable, we optimize four synthetic functions which have one local minimum (it is also a global minimum) using DIRECT, CMA-ES, and L-BFGS-B. Due to page limit, we define four synthetic functions in Section B.1. As shown in Table 1 , the l 2 distance between the outputs of global and local optimizers is small enough, if there is one local optimum. Thus, Assumption 1 is logical.
Theorems 1 and 2
Theorem 1 provides the statement that the instantaneous regret difference with local optimizer can be upper-bounded with the probability which is described in the theorem. As shown in Figure 1 , the instantaneous regret difference is existed at the beginning of optimization. However, by Theorem 2, the instantaneous regret difference with multi-started local optimizers is tighter than the trial with single local optimizer.
Furthermore, overall time of the optimization procedure with local optimizers is consumed less than or as comparable as other global optimization methods, as shown in Figure 2 . Because part of overall time is consumed on a marginal likelihood maximization step for Gaussian process regression, the time consumed is not proportional to an optimizing method or the number of local optimizers N .
Note that three optimizers (i.e., DIRECT, CMA-ES, and L-BFGS-B) are tested for Beale, Branin, Cosines (2-dim. and 4-dim.), Goldstein-Price, Hartmann 6-dim., Holder Table, Six-hump Camel 3.78 × 10 4 8.00 × 10 −1 6.02 × 10 0 7.56 × 10 0 DIRECT/100 -8.66 × 10 −1 5.82 × 10 0 5.97 × 10 0 CMA-ES/1 8.85 × 10 4 4.36 × 10 −1 5.66 × 10 0 3.10 × 10 1 CMA-ES/20 6.03 × 10 4 6.09 × 10 −1 6.34 × 10 0 1.80 × 10 1 CMA-ES/100 -6.88 × 10 −1 6.86 × 10 0 1.73 × 10 1 functions (see Section B.1 for the details of target functions). All the experiments use Gaussian process regression with Mátern 5/2 kernel as a surrogate function and expected improvement criterion as an acquisition function. In addition, the hyperparameters (e.g., signal scale and lengthscales) of Gaussian process regression is optimized as marginal likelihood maximization. We analyze the expectation of instantaneous regret difference between two instantaneous regrets:
where T is the time budget. r t,l is replaced with r t,m in the case of multi-started local optimizers. As shown in Table 2 , the number of local optimizers is important to reduce the instantaneous regret difference, so that it can support our main theorems. Hartmann 6-dim. function is the sole case that does not follow our theorems, but we can think it does not represent the instantaneous regret difference well for the reason why its function value is relatively small.
Conclusion
In this paper, we theoretically and empirically analyze the upper-bound of instantaneous regret difference between two instantaneous regrets obtained by global optimizer and local optimizer for an acquisition function. The probability on this bound becomes tighter, using N multi-started local optimizers instead of single local optimizer. Our experiments show our theoretical analyses can be supported.
Appendices A Analysis
In this section, we analyze and prove the statements in detail.
A.1 Bound of ∂k(x, X)/∂x
We show the bound of ∂k(x, X)/∂x for covariance function k(·, ·). In this paper, we analyze the case of squared exponential kernel and Matérn kernel (ν = 3/2 and 5/2). They are at least one time differentiable, thus ∂k(x, X)/∂x can be computed. Before explaining each example, ∂k(x, X)/∂x can be written as
for X = [x 1 · · · x n ]. Furthermore, we can define
where L −1 follows the setting of (51). The derivative of (48) is
The derivative of
First, squared exponential kernel is
where σ s is a signal scale and L is a diagonal matrix of which entries are lengthscales for each each dimension. The derivative of each ∂k(x,xi)
Because all the terms of (55) are bounded in the compact space X ,
is satisfied for i = {1, . . . , n}. Because x 1 , x 2 ∈ X , (48) and (49) are bounded. For Matérn 3/2 kernel: where σ s is a signal scale. The derivative of (57) is
Using (48), (49), and (57), (59) is bounded:
for i = {1, . . . , n}. For Matérn 5/2 kernel:
where σ s is a signal scale. The derivative of (61) is
In the same manner, (63) is bounded. Therefore, (47) is bounded:
which concludes this proof.
A.2 Bounds of ∂µ(x)/∂x and ∂σ 2 (x)/∂x ∂µ(x)/∂x and ∂σ 2 (x)/∂x are
where σ n is an observation noise. By (64) and the Kantorovich and Wielandt inequalities [Robinson and Wathen, 1992] , (65) and (66) are bounded:
for i ∈ {1, . . . , d}. Thus, we can say
for some M µ , M σ 2 < ∞. It implies that µ(x) and σ 2 (x) are Lipschitz continuous with Lipschitz constants M µ and M σ 2 to each axis direction. Because the functions are multivariate, the Lipschitz continuities of (69) and (70) 
for x ∈ X . We can obtain each term of (71) as follows:
Similarly, we can obtain
For (72) and (73), the properties
are satisfied by triangle's inequality. By (74) and (75), (71) can be described as
Therefore, for µ(x) and σ 2 (x), because the properties that are naturally expanded into multivariate functions are satisfied, two functions are Lipschitz continuous.
A.4 A PI and Bound of ∂A PI (x)/∂x Probability improvement criterion [Kushner, 1964] is written with z(x) = f (x ‡ ) − µ(x) /σ(x) if σ(x) > σ n , and 0 otherwise, where x ‡ is the current best observation which has a minimum of y. Given a probability improvement criterion:
where F is a cumulative distribution function of standard normal distribution, the derivative of probability improvement criterion is
where f is a probability density function of standard normal distribution. By (18), (19), (69), and (70), we can show (78) is bounded:
A.5 Bound of ∂A EI (x)/∂x
As we derive from the main article, the derivative of A EI (x) is
In the same spirit of Section A.4, (80) is bounded:
A.6 A UCB and Bound of ∂A UCB (x)/∂x
Gaussian process upper confidence [Srinivas et al., 2010] bound and its derivative are
where α is a coefficient for balancing exploration and exploitation. By (20) and (21), (83) is bounded:
for i ∈ {1, . . . , d}. Rasmussen and Williams [2006, Chapter 4] introduce a spectral density of covariance functions. By Bochner's theorem, stationary covariance functions are able to be transformed to spectral density forms. For example, squared exponential kernel has
A.7 Spectral Density of Covariance Functions
where l is a lengthscale ∈ R.
Other cases of spectral density can be found in Rasmussen and Williams [2006, Chapter 4] .
A.8 Lemma 3
Proof. If we start from different initial conditions x initial ∈ X , it is obvious that all the local solutions are reachable. Therefore, the local optimizers are ergodic to all the local maxima, and the probability of reaching to each solution is larger than zero and they sum to one:
where β 1 , . . . , β ρt > 0.
A.9 Lemma 6
Proof. We can express
by Markov's inequality and Lemma 5.
B Experiments
In this section, we introduce the target functions that are used in the experiments and the experimental results about time.
B.1 Target Functions
First, we introduce the synthetic functions that are used in showing Assumption 1. There are four functions: negative cosine, absolute tangent, l 2 norm, and l 1 norm.
• Negative cosine: It is a function over x ∈ [−π, π] d ,
• Absolute tangent: It is a function over
• l 2 norm: This is a function over x ∈ [−10, 10] d ,
• l 1 norm: It is a function over x ∈ [−10, 10] d ,
From now, we explain seven functions that are tested in empirically proving Theorems 1 and 2. They are Beale, Branin, Cosines (d-dim.), Goldstein-Price, Hartmann 6-dim., Holder Table, and Six-hump Camel functions. The specification of functions are described in terms of dimension, ranges, and function form.
• Beale: 2-dim., x ∈ [−4.5, 4.5] 2 , y = (1.5 − x 1 + x 1 x 2 ) 2 + (2.25 − x 1 + x 1 x 2 2 ) 2 + (2.625 − x 1 + x 1 x 3 2 ) 2 .
• Branin: 2-dim., −5 ≤ x 1 ≤ 10 and 0 ≤ x 2 ≤ 15, y = x 2 − 5.1 4π 2 x 2 1 + 5 π x 1 − 6 + 10 1 − 1 8π cos(x 1 ) + 10.
• Cosines (d-dim.): In this paper, 2-dim. and 4-dim., x ∈ [0, 2π] d ,
• Goldstein-Price: 2-dim., x ∈ [−2, 2] 2 , y = 1 + A(B − 14x 2 + 6x 1 x 2 + 3x 2 2 ) 30 + C(D + 48x 2 − 36x 1 x 2 + 27x 2 2 )
where A = (x 1 + x 2 + 1) 2 (100) B = 19 − 14x 1 + 3x 2 1 (101) C = (2x 1 − 3x 2 ) 2 (102) D = 18 − 32x 1 + 12x 2 1 . • Hartmann 6-dim.: 6-dim., x ∈ [0, 1] 6 , 
• Holder Table: 2-dim., x ∈ [−10, 10] 2 , y = − sin(x 1 ) cos(x 2 ) exp 1 − x 2 1 + x 2 2 π .
(107)
• Six-Hump Camel: 2-dim., −3 ≤ x 1 ≤ 3 and −2 ≤ x 2 ≤ 2, y = 4 − 2.1x 2 1 +
x 4 1 3
x 2 1 + x 1 x 2 + (−4 + 4x 2 2 )x 2 2 .
(108)
B.2 Theorems 1 and 2
We plot minimum function value that is found by Bayesian optimization for each function over time, as shown in Figure 2 . Because marginal likelihood of Gaussian process regression for all the experiments is maximized, the time consumed is not proportional to the number of local optimizers. As we mentioned in the main article, the experiments optimized by local optimizers are less than or as comparable as the experiments optimized by global optimizer.
