Abstract-This paper presents color image segmentation application for road-sign detection and recognition system based on Learning vector Quantization (LVQ). In traffic-sign maintenance and in a visual driver assistance system, road-sign detection and recognition are two of the most important functions. Our system is able to detect and recognize the signs. Road signs provide drivers important information and help them to drive more safely and more easily by guiding and warning them and thus regulating their actions. The RGB images are converted into HSV color space, and segmented using LVQ depending on the hue values of each pixel in the HSV color space. LVQ neural network is used to detect the color from the images and recognize them with high accuracy and speed.
INTRODUCTION
The detection and recognition of traffic signs represents an important issue in the field of traffic sign analysis. The paper researches the existing traffic sign detection and recognition methods. Special attention has been given to the methods based on artificial neural networks. Some techniques extracted various features from the images containing traffic signs and used various detectors and classifiers to perform detection and recognition. The following examples of these methods can be mentioned: Histogram of Oriented Gradient [2] or [1] and [6] or Support Vector Machines (SVM) [5] . Some authors have also used artificial neural networks [4] . This paper, however, uses a method of neural network (NN) which has given successful results. For individual object identification in humans, Color discrimination plays an important role. Image segmentation is the basic and first step regarding image analysis and pattern recognition. In image processing, image segmentation is not only the critical and essential component but also it is a very difficult task. The actual operation of the algorithm determines the accuracy and quality of image analysis. Color segmentation is a process of extracting one or more connected regions from the image domain. These connected regions are satisfying the uniformity (homogeneity) criterion which is derived from the spectral components. These components are then defined with respect to some color spaced model such as RGB model. RGB is the most common model. In RGB model, a color point is defined by the color components of the corresponding pixel which are defined in the form of Red (R), Green (G) and Blue (B). This paper considers a color image segmentation problem as a pixel classification problem. .
II. REQUIREMENST OF RGB TO HSV CONVERSION
In this step the RGB color space is converted to HSV color space due to the following reasons.
1)
One of the big disadvantages of using the RGB color space is its difficulty to separate the color information from the brightness one.
2) Instead of using the color primaries, the HSV or HSB uses color descriptions which have a more intuitive appeal to users.
III. ARTIFICIAL NEURAL NETWORKS
Neural networks have seen an explosion of interest over the last few years and are being successfully applied across an extraordinary range of problem domains, in areas as diverse as finance, medicine, engineering, geology, physics and biology. The excitement stems from the fact that these networks are attempts to model the capabilities of the human brain. From a statistical perspective neural networks are interesting because of their potential use in prediction and classification problems.
Artificial neural networks (ANNs) are non-linear data driven self adaptive approach as opposed to the traditional model based methods. They are powerful tools for modeling, especially when the underlying data relationship is unknown. A very important feature of these networks is their adaptive nature, where "learning by example" replaces "programming" in solving problems. This feature makes such computational models very appealing in application domains where one has little or incomplete understanding of the problem to be solved but where training data is readily available.
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IV. LEARNING VECTOR QUANTIZATION
Learning vector Quantization (LVQ) network is a supervised learning approach that learns to recognize similar input vectors in such a way that neurons having place nearby to others in the neuron layer respond to similar input vectors. In LVQ the transformation of input vectors to target classes are chosen by the user. The LVQ approach used in this paper work only with image pixels and this approach used here without any dynamic model or probability distribution. LVQ naturally avoids the complex structure commonly resulting from other neural network methods.
Images are taken by digital camera and RGB (Red Green Blue) images are converted into HSV (Hue saturation Value). On the base of Hue, the LVQ technique is applied to detect and recognize the color from the images. For each pixel with respect to its Hue value input vectors can be prepared and input vectors can be used with their target classes in training and learning the LVQ network. LVQ algorithms don't care about the density functions of class samples like Vector quantization or probabilistic neural networks do, but on the base of prototypes it directly define the class boundaries, a nearest neighbor rule and a winner take it all paradigm. The main idea is to make a use of input space of samples with Codebook Vectors (CVs), each representing a region with a class label. CVs can be looks like a prototype of the class member in the center of a class or decision region in the input space. The decision region is called the "Voronoi cell".
It can be applied to multi-class classification, pattern recognition and data compression tasks like image processing, speech recognition and customer classification. It uses target output classifications for each input data set so it is known as supervised method. Fig. 2 shows the supervised image segmentation technique. 
A. Data preparation
Data collection is very important for training, learning and testing of the LVQ neural network.
Image is taken and following steps are completed.
1) 1. Size is calculated in the form of Rows and Columns. 2) 2. Because the image is in RGB color space. It is converted to HSV color space. 3) 3. An input vector P is created having vector H. 4) 4. A target vector is created for input vector's index for red color.

B. Creating LVQ neural network
In Matlab, there are built-in functions to create and train LVQ network. A newLVQ net is created having two inputs, with the number of neurons in the competitive layer and in the learning layer with default learning rate and default learning function. The function for creating LVQ net is as under. net = newlvq (PR, S1, PC, LR, LF) Where, PR = an R x 2 matrix -(minimum and maximum values for R input elements). S 1 = Number of first-layer hidden neurons. PC = S 2 -(element vector of typical Class Percentages). LR = Learning Rate (default 0.01). LF = Learning Function (By default is learnlv1).
C. Training LVQ Network
After the creation of LVQ neural network it needs to train the network with respect to the target value. The training function for the net is given below. Training neural network for image 54 | P a g e www.ijarai.thesai.org Color segmented image VI. RESULT USING GUI Command window showing the simulation result time VII. GRAPHICAL ANALYSIS Fig. 4 and fig. 5 show the neural network training and training performance graph. The time of training the neural network is high as real time image of large size is used for training the network. The performance plot shows a graph plotted between mean square error and number of epochs. It is seen that the best training performance was met at epoch 0 and the mean square error is 0.0364. So mean square error is less with the use of ANN. Fig. 6 shows original image and mask filtered image. Fig. 7 shows color segmentation in which green object is placed on the color. Fig. 8 shows the GUI implementation for color segmentation based on neural network. Using webcam, image is captured and within the short duration of time color is detected using LVQ. Fig. 9 shows the command window which indicates that it captures the image and provides the result within the time duration of less than 1 sec which is very less.
VIII. CONCLUSION
The proposed method of detection and recognition is applicable for a big range of input images both, according to the size of the traffic sign in the image and to different lighting conditions including the images in night lighting conditions. www.ijarai.thesai.org So in the Intelligent Transport System (ITS), it helps the driver by giving the information of traffic signs with high accuracy and less time in real time environment. The advantage using the neural network as compared to the conventional method is that it trains the network, so once it is trained every time we do not need to tell the network. Also LVQ does not provide the complex structure as compared to the other neural network.
IX. FUTURE WORK
Here I have trained the neural network for the red color only. It can be trained for green and blue color by changing the parameter of the network during the training phase. It also can be made manually by using the mouse pointer. To improve the quality we can use range of color in training. Also we can improve the result by increasing the number of epochs during the training phase.
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