Abstract. The Dyck path algebra construction from [CM15] is interpreted as a representation of "the positive part" of the group of toric braids. Then certain sums over (m, n)-parking functions are related to evaluations of this representation on some special braids. The compositional (km, kn)-shuffle conjecture of [BGLX15] is then shown to be a corollary of this relation.
Introduction in [CM15] Erik
Carlsson and the author proved a generalization of the shuffle conjecture of [HHLRU05] . This conjecture gave a combinatorial interpretation of the Frobenius character of the algebra of diagonal coinvariants in 2 sets of variables, in terms of parking functions, which are labellings of (n, n)-Dyck paths, i.e. lattice paths from (0, 0) to (n, n) going only up and right and staying above the diagonal. In the papers [GM13] , [Hik14] , [GN15] and [BGLX15] this conjecture was further extended to include parking functions on (m, n)-Dyck paths, which are paths from (0, 0) to (m, n) staying above the (m, n)-diagonal.
In an attempt to prove the (m, n)-shuffle conjecture the author discovered a precise relation between toric braids acting in a certain representation and parking functions (see Theorem 5.8). For an (m, n)-Dyck path and a real number h > 0 we slice the path by a line of slope n/m at height h and obtain a union of intervals c, which we call a coloring of the line. Projecting these intervals to the punctured torus T 0 = (R/Z) 2 \ {(0, 0)} we obtain a braid B, i.e. an evolution of a tuple of distinct points on T 0 . The construction of Dyck path algebra of [CM15] is interpreted as a representation of a certain submonoid of the group of braids on T 0 . Then it is shown that the braid B, when evaluated in this representation, gives a certain sum over parking functions based on Dyck paths with slice c. The full statement of the compositional (m, n)-shuffle conjecture of [BGLX15] is then deduced from Theorem 5.8.
Performing computations with braids we exploit two different approaches. One approach is to follow the braid "top to bottom" as the time varies. In this way we obtain the usual expressions of braids in terms of the generators of the braid 1 group. Another, a completely orthogonal and not so standard approach is to move the braid sideways, following it as it breaks, or strands are created or deleted. As shown in this work, the second approach is the one that produces Dyck paths and parking functions. Perhaps this idea can be used in other situations.
The "double Dyck path algebra" A q,t that we use throughout the paper contains copies of the double affine Hecke algebra (DAHA) for GL n for all n, related between themselves by raising and lowering operators. Existence of these operators is very useful for the present paper. No attempt was made to compare techniques of the present work with previous works on DAHA, i.e. [GORS14] and [CD14] . We can expect that such a comparison would produce many interesting results.
I am grateful to Adriano Garsia for a suggestion to read about relationships between shuffle algebras and toric knots in [MS14] . This suggestion eventually lead me to a right guess for a generalization of the (m, n)-shuffle conjecture, which was general enough to satisfy recursions. I thank Shehryar Sikander for discussions about toric braid groups and pointing out the reference [Bel04] , and Fernando RodriguezVillegas for interesting discussions about the subject and continuous encouragement. Misha Mazin and Andrei Negut explained some of their work to me, which was helpful and interesting. I also thank Erik Carlsson for introducing me to shuffle conjectures, and for interesting discussions. The present research was performed during the author's stay at SISSA, and partly at ICTP in Trieste. I am thankful to these institutions for the support and stimulating environment.
Notations
Notations are similar to the ones in [CM15] . The base ring is Q(q, t). The ring of symmetric functions is denoted by Sym or Sym [X] . For F ∈ Sym[X], F and F [X] is the same thing. Square brackets are used to denote plethystic substitution as in F [(q − 1)X]. Plethystic exponential is defined as
n .
For k = 0, 1, 2, . . . we set V k is a λ-ring in the usual way, so plethystic operations are defined on it.
We will often have elements T 1 , T 2 , · · · , T k−1 satisfying the classical braid group relations. The following shorthands are useful for i ≤ j: For an expression f (z) in the variable z the following denotes the coefficient of z i :
3. Dyck path algebra 3.1. The algebra. The Dyck path algebra was introduced in [CM15] to compute certain characteristic functions associated to Dyck paths. Here is the definition:
Definition 3.1 ( [CM15] ). The Dyck path algebra A q (over Q(q)) is the path algebra of the quiver with vertex set Z ≥0 , arrows d + from k to k + 1, arrows d − from k + 1 to k, and loops T 1 , T 2 , . . . , T k−1 from k to k (k ≥ 0) subject to the following relations:
(1) (T i − 1)(T i + q) = 0,
where in each identity k denotes the index of the vertex where the respective paths begin. The idempotent corresponding to the vertex k will be denoted e k .
It turns out that A q contains a copy of the affine Hecke algebra of type A n−1 for each n > 0 :
For each k > 0 define loops y 1 , y 2 , . . . , y k from k to k by the relations
Then the following identities hold:
3.2. Two actions. In [CM15] actions of A q and A q −1 were constructed on the sequence of spaces
1 For the purpose of this paper it is convenient to consider slightly different actions. We first formulate our statements in terms of the modified actions, and then explain how to obtain the modified results from the ones of [CM15] .
Proposition 3.2. The following operations define an action of A q on V * :
Here swap y i ↔y i+1 is the operator of interchanging the variables y i and y i+1 . Moreover, the operators y i ∈ A q act precisely by multiplication by y i .
where γ is the operator which sends y i to y i+1 for i < k + 1 and y k+1 to ty 1 . Then the operators T
+ define an action of the conjugate algebra A q −1 on V * . The action of the elements y i ∈ A q −1 defines commuting operators z i . Specifically, we have
Speaking about actions of A q on V * we always consider only actions such that e k is the projection on V k . Let ρ, ρ * be actions of A q , A q −1 on V * which respect the decomposition V * . We denote ρ(
Definition 3.2. We say that ρ, ρ * are correctly intertwined if the following identities hold for all k ≥ 0.
Then we have This can be reformulated as follows. Let A q,t be the path algebra of the quiver with vertex set Z ≥0 , arrows d + and d * + from k to k + 1, arrows d − from k + 1 to k, and loops T 1 , T 2 , . . . , T k−1 from k to k (k ≥ 0) subject to the following relations:
Then the actions of Propositions 3.2 and 3.3 form an action of A q,t .
3.3. Proofs of the modified relations. The following relations do not require any adaptation: (1), the second parts of (2) and (3), (7) 2 (8), (9), (10) and (11).
For the purpose of the proof denote the operators
old + and so on. We clearly have 
Therefore applying [τ, −] to the old relation
Moreover we easily have from the definition
Therefore we can express
This establishes (6). Now it is straightforward to use it to prove (4) and (5).
The first parts of (2) and (3) can be proved similarly to the proof in [CM15] . At this point Proposition 3.2 is proved.
easily from the definitions. If M was surjective, we could deduce our statements from the old ones, but M is not surjective. However, it is injective, so the old statements can be deduced from the new ones.
For Proposition 3.3 we only need to show that the relations (4) and (5) with q replaced by q −1 hold for d − and d * + . The latter can be obtained by an application of [τ, −] to the corresponding old relation. To prove (4) we follow the proof in [CM15] and replace each occurrence of the operator B i by −B i−1 .
Finally, we prove Proposition 3.4. Essentially there are three statements:
is the same as in [CM15] . The other two are about z i and d + . First we relate z 1 and z [CM15] that this is equivalent to
Applying [τ, −] to the corresponding old relation gives
Now we multiply both sides on the left by
and obtain the desired relation. This completes the proof of Proposition 3.4. 
The spherical algebra e 0 A q e 0 is isomorphic to the commutative algebra of symmetric functions over Q(q),
The new statement follows from the old one by Remark 3.1. For the algebra A q,t the corresponding statement is a little more complicated than the one in [CM15] Theorem 3.6. The kernel of the natural homomorphism of A q,t -modules A q,t e 0 → V * is
, and the resulting map A q,t e 0 /I → V * is an isomorphism.
Proof. Denote A q,t e 0 /I → V * by ϕ. The strategy, as in [CM15] is to construct a map ψ : V * → A q,t e 0 such that ϕψ = Id, and then prove that ψ is surjective by induction. By Lemma 5.5 in [CM15] elements of the following form form a basis of V k :
Note that we had to translate the statement to the new generators and use the fact that d * k+m + = 1 ∈ V k+m . Thus we can define ψ in such a way that
It remains to show that the image of ψ spans A q,t modulo I.
Similarly to the proof of Theorem 7.1 of [CM15] we show that applying d * + and d + to the elements of the form (12) we can express the result in the same form. The only difference is that applying d − can make a k+m = 0. In this case we can simply decrease m by 1 using the first set of generators of I.
3.5. Characteristic functions. The isomorphism e 0 A q e 0 ∼ = Sym[X] possesses a combinatorial interpretation. Let n ≥ 0, and let π be an (n, n)-Dyck path, i.e. a lattice path from (0, 0) to (n, n) consisting of North and East steps, which stays weakly above the diagonal. For the purposes of this paper it is useful to endow Dyck paths with an extra structure. A marking of a Dyck path π is a choice of a subset S of the set of corners of π, i.e. cells (i, j) which are above the path, but (i, j − 1) and (i + 1, j) are both below the path. For a Dyck path π and a marking S we define the characteristic function as follows:
where S-admissible means w i > w j for each (i, j) ∈ S and inv(π, w) = #{(i, j) : w i > w j and (i, j) is weakly below π}.
This defines a symmetric function of degree n, and the desired combinatorial interpretation is:
. Via the isomorphism e 0 A q e 0 ∼ = Sym[X], for any marked Dyck path (π, S), χ(π, S) corresponds to an element of e 0 A q e 0 constructed as follows. We follow the path from right to left applying 
Proof. From the obvious symmetry of the statement it is enough to check only half. So we verify that ρ 1 induces an action of A q . The equations (1), (2) do not need verification. The equations (3) reduce to
Equations (4), (5) are also verified in the same way. Thus the actions are defined correctly. Notice that the same approach shows
Next we check the conditions of Definition 3.2. These amount to
Iterating the construction above we obtain Theorem 3.9. For every m, n ∈ Z ≥0 such that gcd(m, n) = 1 we have actions ρ m,n , ρ * m,n of A q , A q −1 respectively on V * so that:
• ρ 0,1 is the action of Proposition 3.2,
The Proposition remains true if we multiply . Another way to formulate Proposition 3.8 is to say that we have two algebra homomorphisms N, S : A q,t → A q,t corresponding to the matrices (see [BGLX15] )
These matrices freely generate the monoid SL 2 (Z) + ⊂ SL 2 (Z) of matrices with non-negative entries (extended Euclidean algorithm), so we obtain an action of SL 2 (Z) + on A q,t , hence on its spherical part e 0 A q,t e 0 , which acts on Sym[X] by certain operators 4 . 3.7. Relation with N and S operators. Next we want to show that the action of N and S on the spherical part e 0 A q,t e 0 matches the one from [BGLX15] and [BGLX14] . First we treat the operator N. 
Then for any L ∈ e 0 A q,t e 0 we have the following identity between operators acting on Sym[X]:
Proof. Notice that the homomorphism A q,t e 0 → A q,t e 0 induced by N preserves the module I of Theorem 3.6. Thus it induces an endomorphism of V k , which we denote by ∇ ′ , such that
It remains to show that ∇ ′ = ∇ on V 0 . It is enough to verify this identity on characteristic functions of (n, n)-Dyck paths for all n, because these span Sym[X].
Let π be such a Dyck path. By Theorem 3.7
where π(d old − for each horizontal resp. vertical step". By Proposition 3.3 of [CM15] we havē
Conjugating by M from Remark 3.1 we obtain
This equals to
Let τ be the shift operator 
Here we used a natural extension of D to the space Sym[[X]]. Furthermore, operators D such that S(D) exists form a graded subalgebra of the algebra of all homogeneous operators, and S is an algebra homomorphism.
By a direct calculation we verify the following property of S:
Proposition 3.12. As in [BGLX15] define for any n ∈ Z an operator D n by the identity
Thus we see that the operator S from [BGLX15] differs from ours only by a sign. It remains to check that the endomorphism S : A q,t → A q,t indeed induces S on an appropriate part of e 0 A q,t e 0 . Denote by A <∞ q,t the subalgebra of A q,t generated by
It is clear that A q,t contains all the copies of A q constructed in Theorem 3.9 with (m, n) different from (0, 1).
Proposition 3.13. For any element L ∈ e 0 A <∞ q,t e 0 we have the following identity on
Proof. We extend the definition of τ * , τ to the spaces V k in the following way:
In fact, τ k is only defined on the subspace y 1 y 2 · · · y k V k ⊂ V k , which is enough for this proof. These operators commute with Now we recall the operators
and the notation
We can write C α with r i=1 α i = k using our operators as follows:
In the last equation the sign (−1) k(n+1) of [BGLX15] was multiplied by (−1)
and turned into (−1) k(m+1) .
Remark 3.2. Working out the right hand side of (13) explicitly in terms of d * + and d − produces constant term formulas as given in [GN15] and conjectured in [BGLX14] , [BGLX15] . . It is convenient to change the slope to s − := s − ε, where ε is a very small positive constant we introduce solely for the purpose of breaking ties in comparisons between rational numbers and s. For instance, when working with diagrams contained in a very big square N × N it is enough to choose ε = 1 2N 2 , so that comparisons between different rational numbers whose numerator and denominator do not exceed N are unaffected.
Let g ∈ Z >0 and put m = gm 1 , n = gn 1 . An (m, n)-Dyck path is a lattice path from (0, 0) to (m, n) consisting of North and East steps and staying weakly above the diagonal (equivalently, staying strictly above the line y = s − x). The set of (m, n)-Dyck paths will be denoted D m,n .
On Figure 2 we show an example of a (10, 6)-Dyck path. Encoding a North step by 1 and an East step by 0 the path on the picture is encoded by the sequence
The reading order is the order on the lattice points by their distance to the line y = s − x. On the figure, next to each lattice point between the path and the diagonal, we put their position in the order. Recall that the area statistic is defined as the number of cells between the path and the diagonal. This is clearly the same as the number of lattice points strictly between the path and the line y = s − x. These points are marked on the Figure as A word parking function is a map w from the set of North steps to the set Z >0 such that for each two consecutive North steps i, j the labels decrease: w i > w j . Denote the set of word parking functions by WP π . We will identify the North steps with the lattice points of their beginnings. For instance, on the Figure the North steps correspond to the points labeled 0, 3, 11, 12, 13, 16. We say that a North step attacks all the North steps which appear after it in the reading order, but before the lattice point directly above it. In our example 0 attacks all points with labels between 0 and 11, 3 attacks all points between 3 and 13, and so on. The temporary dinv statistic of a word parking function is then defined in [BGLX15] as tdinv(π, w) = #{i, j : i attacks j and w i > w j } Plotting the graph of the attack relation we obtain an (n, n)-Dyck path π ′ . Pairs of consecutive North steps form a subset of the set of corners of π ′ , which we denote S π . Then S π -admissible sequences are precisely the word parking functions, and we have (see Section 3.5) tdinv(π, w) = inv(π ′ , w), and
In our example we obtain π ′ as displayed on Figure 3 . The marked corners are denoted by * .
As explained in [BGLX15] , the tdinv statistic needs to be modified. Let maxtdinv(π) be the maximal value tdinv can attain for w ∈ WP π . This is, clearly, equal to area(π ′ ). Let dinv(π) denote the dinv statistic π. This is defined as the number of pairs i, j where i is an East step, j is a North step, i is to the left of j, and the 
where for any composition α = (α 1 , . . . , α r ) with r i=1 α i = gcd(m, n) we denote by D α n/m the set of (m, n)-Dyck paths which touch the diagonal precisely at the points (m 1 j<i α j , n 1 j<i α j ) for i = 1, . . . , r + 1.
4.1. The sweep process. For an (m, n)-Dyck path π we concentrate on the corresponding summand of (14)
Here we describe an algorithm to calculate D π by a process in which we move a line parallel to s − downwards, keeping track of what is happening on the line. This corresponds to following the path π ′ as in Theorem 3.7. The initial state corresponds to a line which is completely above π. We associate to the initial state the element ϕ = 1 ∈ V 0 . As we are moving the line downwards we register an event if the line passes through a lattice point weakly below the path. The final state will be the line y = s − x − ε, so that all the points weakly between the path and the diagonal have been passed. In the final state ϕ will be an element of V 0 equal to D π . In some intermediate state ϕ is an element of V k , where k equals the number of connected components of the intersection of the line with the figure bounded by the path and the diagonal. It remains to specify the operations we perform on ϕ when we register an event:
In the case of events C) and D) we denote by a the number of vertical steps the line crosses to the right of the event. Note that in the very end, when we cross the point (0, 0) we have to apply B). We have Proof. First we show that applying the operations A), B), and C) without the factor q −a computes χ(π ′ , S π ). At some point of time let k be the number of connected components of the intersection of the line with the figure bounded by the path and the diagonal. This equals to the number of intersections of the line with a North step. Registering event A) means that we have a new North step which attacks all the k North steps we already have. Thus π ′ is extended by a horizontal step and we apply d + . Registering event B) means that one North step does not intersect our line anymore, so all the subsequent North steps do not attack it. Thus π ′ is extended by a vertical step and we apply d − . Finally, event C) means that one North step disappears and another one appears attacking all the North steps intersecting the line. Because the new step is directly below the old one, we have to add a marked corner to π ′ , so we apply
It is clear that the effect of the rule E) on the final result is precisely the factor t area(π) .
Finally, we have to make sure that the power of q produced by the rules C) and D) equals dinv(π) − maxtdinv(π). For this we note that maxtdinv equals to the number of pairs of North steps which are in the attack relation. This is the same as the number of pairs (i, j) of North steps such that there exists a line with slope s − which intersects both. After A) we have an extra North step and an extra East which change the dinv by +k. Also maxtdinv is changed by +k, so the net effect is 0. After B) and E) there are no extra steps, so the numbers do not change. After C) we have an extra North step, which gives +(k − a) to dinv (the number of East steps to the left intersecting the line), while giving +k to maxtdinv. So the net effect is −a. After D) we have an extra East step, which gives +a to dinv (the number of North steps to the right intersecting the line), and no extra North steps. Thus the net change is +a.
The recursion.
Before a rigorous formulation we explain the main idea. Having an algorithm to compute D π , it is more or less straightforward to produce a recursive procedure to compute the sum of D π over all π. The idea comes from Dynamic Programming. Note that all the operators in the rules A) -E) are linear. So if we have to apply same sequences of operators to different arguments and then add the results, we can instead add the arguments first, and then apply the operators. Hopefully, the same sums of arguments can be reused, so we won't need to recompute them. An intermediate state of our algorithm is encoded by the following object. It is clear that admissible colorings of l h are precisely the sets that can appear as the intersection of l h with the figure bounded by some (m, n)-Dyck path and the diagonal. Denote the set of admissible colorings by C h . For each (m, n)-Dyck path π the sweep process produces a family of admissible colorings which begins with the empty coloring for h = h 0 = n + ε and ends with a certain coloring when h = h 1 = n − ms − + ε. The final coloring precisely corresponds to the touch composition of π. The sums over Dyck paths become sums over possible families of colorings.
For each h and c ∈ C h denote by D s,c ∈ V k the sum of the intermediate results 6 of the algorithm of Section 4.1 over all possible families of colorings which begin with the empty coloring and end at the coloring c. Here k is the number of components of c. Now we reverse the time and find a recursion for D s,c . So we start with the line l = l h , and move it upwards until we hit a lattice point P = (x 0 , y 0 ) inside c or on the boundary. Assume h is such that l h passes through P , and denote h − = h − ε, h + = h + ε, so c ∈ C h − . If P is on the boundary of c at the moment h, this means c comes from a unique c ′ ∈ C h + by the rules A), C) or D). If P is inside c, then c can be obtained in 2 ways: from c ′ ∈ C h + by rule B) or from c ′′ ∈ C h + by rule E).
Thus we obtain the following 
Remark 4.1. Note that for any composition α = (α 1 , α 2 , . . . , α r ) with
where c α is the union of r segments such the i-th segment begins at x i = m 1 j<i α j and ends at y i = n 1 j≤i α j . This is because by passing from h = h 1 to h = −ε we need to apply rule B) r times. The extra power of t comes from the r i=1 (α i − 1) points on the diagonal y = sx that were not counted earlier.
Braids
In order to proceed, we need to find a good expression for D s,c using the generators of A q,t , and then prove that it satisfies the same recursion relations. It turns out, that the required expression is simply given by the braid obtained by wrapping c around the punctured torus (R/Z) 2 \ {(0, 0)}.
We begin by giving an explicit presentation of the braid group of punctured torus. Denote by T 0 := (R/Z) 2 \ {(0, 0)} the punctured torus. Its k-th braid group
is the fundamental group of the space of k distinct points on T 0 . We fix a base point of this space by placing k points along the diagonal with slope −1, see Figure  5 . The torus is represented as a rectangle with the opposite sides glued together. The points p 1 , . . . , p k are situated along the diagonal. For each i = 1, . . . , k − 1 the generator T i permutes p i and p i+1 rotating them clockwise. For each i = 1, . . . , k the generator z i moves p i along the vector (−1, 0) for one turn around the torus. The generator y i moves p i upwards and to the right around the other points, then downwards around the torus, then to the left around the other points to the original location.
After minor modifications, we have:
is the free group generated by y 1 and z 1 . For k > 1 it is the group generated by T i for i = 1, . . . , k − 1 and y i , z i for i = 1, . . . , k subject to the relations Figure 5 . The base point and the generators of B k (T 0 )
We will map y i , z i to the corresponding generators of A q,t , and our choice of the generators will make sure that they satisfy the various relations that we will need later. Here is a vague idea behind this choice: The operator d − must commute with z i and y i , so geometrically it should move the last point p k along a straight line towards (0, 0), and kill it there. On the other hand, d + should create a new point at (0, 1) and move it to the position of p 1 , simultaneously shifting all the other points to the right. These properties can be translated to commutation relations between d + and y i , z i , and our choices make sure that these relations indeed hold.
The more natural choice where y i would simply move p i directly downwards does not satisfy our relations. We will denote the corresponding commuting elements bỹ y i :ỹ
The relations of Theorem 5.1 can be translated to the following relations forỹ i :
We will often use the following identities, which show various interactions between the "trains" of the form T aրb , T aց b . Recall that T aրb for a > b stands for T * collision:
where
overtaking:
,
T -z and T -ỹ rules: T aց b z b = z a T aրb , T aց bỹb =ỹ a T aրb for any a, b.
Proof. A tedious case-by-case analysis. 
If we start at a point (x, 1 − x) ∈ T 0 and move downwards along the line with slope s, we will hit the line y = 1 − x at the point (next(x), 1 − next(x)). If x < t, we will have to cross the vertical wall. If x > t, we will cross the horizontal wall (see Figure  6 ).
To the data of v, i we also associate an element 
provided the points do not collide with each other and with the point 0. A sequence i 1 , i 2 , . . . , i l such that in v, next i l v, next i l−1 i l v, . . . no two points coincide and no point equals 0 will be called admissible Geometrically, each point travels around the torus along the line of slope s for some time. If the trajectories of the points do not intersect, it is evident that the resulting element in the braid group does not depend on the order of indices i 1 , i 2 , . . . , i l . Nevertheless, because of Remark 5.1 we give a direct combinatorial proof here. Proof. It is enough to permute only two indices, so we assume l = 2. Suppose the positions of i 1 , i 2 in the sorted list v are a 1 , a 2 respectively. Without loss of generality we assume a 1 < a 2 . Suppose after next i 1 ,i 2 the positions are a ′ 1 , a ′ 2 . We perform a case-by-case analysis as follows:
, which is impossible. The cases (i) and (ii) are similar. For instance, in (i) the index a 1 is the smallest, while a ′ 2 is the largest. So we can move z a 1 to the right, use
, and then move z a ′ 2 to the left on both sides. Then the statement follows from the identities of Lemma 5.2.
In the case (iii) we have in both cases (a), (b)
By the Lemma, the element b i 1 ,i 2 ,...,i l (v) depends only on the number of times we use each index. This can be encoded in a composition and we introduce Definition 5.1. Let v = (v 1 , v 2 , . . . , v k ) be a tuple of distinct points in (0, 1). Let s ∈ R >0 . Let α = (α 1 , α 2 , . . . , α k ) be a composition 8 such that the tuple
is admissible in the sense that all the points next j (v i ) for i = 1, . . . , k, j = 0, . . . , α i − 1 are distinct and different from 0. The corresponding special braid is defined as
5.2. Creation operators. These operators control how the braid changes when we add extra points which do not move. This affects the indices a, a ′ in the rules (18). 
Proof. It is enough to verify the statement for the elementary moves (18). Suppose first, that
We necessarily have a < i. So the right hand side of (19) becomes
If i ′ = i, then a ′ < i and to obtain B ′ we don't need any changes:
and to obtain B ′ we need to increase a ′ by 1:
Now consider the second case in (18). We have
We have i ≤ a and we don't know if i ′ = i or i ′ = i + 1. We first inspect the right hand side of the statement:
where to compute ϕ − (ỹ a ) we used ϕ − (ỹ k ) = T −1 kỹ k+1 T k and the expression ofỹ a in terms ofỹ k . We further simplify it to
and to obtain B ′ we need to increase both a and a ′ :
On the other hand, if i ′ = i + 1, then we have i ≥ a ′ , and to obtain B ′ we increase only a: B ′ = T * a ′ րa+1ỹ a+1 . So we see that these cases precisely match the two cases above.
Finally, we have a result for a point at position (1 − t, t). 
Proof. The proof is analogous to the proof of Proposition 5.6. In the first case we have a ′ ≥ i ′ , and i ′ = i or i ′ = i − 1. In any case, the right hand side of (20) is
and to obtain B ′ we need to increase both a and a ′ , so we
, to obtain B ′ we only increase a ′ :
In the second case we have a ′ < i ′ , and i ′ = i or i ′ = i + 1. We have ϕ * + (ỹ 1 ) = T −1 1ỹ 1 T 1 , so the right hand side of (20) can be written as
On the other hand, if i ′ = i then a < i ′ and we don't need to change a, a ′ for B ′ :
If i ′ = i + 1 then a ≥ i and we need to increase a by 1: We now compute the action of ϕ + on y 1 :
Thus we see that the following diagram is commutative:
Hence we have
Transformation C).
Here the rightmost strand of B ′ makes one extra turn crossing the horizontal wall and ending up leftmost. Thus to obtain B from B ′ we need to compose B ′ with the second part of (18) with a = k, a ′ = 1. This is given by T * 1րkỹ k = y 1 T * 1րk , which is mapped to q 1−k 2
in A q,t , so we have a commutative diagram with
Transformation D).
Here the strand with the rightmost initial position changes its initial position to the leftmost and acquires and extra turn crossing the vertical wall in the beginning of its existence. Thus we need to pre-compose B ′ with the first part of (18) with a = 1, a ′ = k, which is given by
Figure 7. The transformations B) and E)
Thus we have the following expression for B d k + (1):
(1). This shows:
Transformations B) and E).
Next we obtain relations between the three braids B, B ′′ ∈ B + k (T 0 ) and B ′ ∈ B + k+1 (T 0 ) from part BE of Theorem 4.2. This case is more complicated than the previous ones as it involves 3 braids. See Figure  7 .
We obtain B as follows. Denote the component that passes next to the point (0, 0) by i. First we follow some of the components of B different from i. Then we begin to follow i and stop just before passing next to (0, 0). Denote the resulting braid by B 1 and the positions of the points by v (1) . Denote the coordinate of i at this moment by X 1 (see Figure 7 ). To complete B 1 to B we need to continue to cross the horizontal wall, then cross the vertical wall at the leftmost point, and then continue until the end following the remaining steps, which we denote by B 2 . Denote by v
the positions of the points before performing the steps of B 2 and by X 2 the position of i. Suppose the positions of i in the sorted v (1) , v (2) are a 1 , a 2 resp. Then we have
The relative positions of points in B ′′ are the same as in B at all steps except the two steps on Figure 7 . We have
Finally we consider the braid B ′ . First we perform the steps of B 1 . However, the positions of points a, a ′ in the rules (18) will be different because of presence of the point X 2 . We apply Proposition 5.7 and obtain, noting that in the initial position all the points are to the left of X 2 , that the first part of B ′ equals:
where a ′ 2 = a 2 if X 2 < X 1 and a ′ 2 = a 2 + 1 if X 2 > X 1 . After that, performing the steps of B 2 the indices a and a ′ will be affected by presence of X 1 . Now we apply Proposition 5.6 and obtain, noting that in the final position all the points are to the left of X 1 , that the second part of B ′ equals:
It turns out that the following composition does not depend on whether X 1 > X 2 :
Therefore we have
We have commutative diagrams, valid for any B ∈ B + k (T 0 ):
Thus we have
The following identity in A q,t can be deduced from Definition 3.2:
Thus we have fixes the powers of q correctly. So we consider the cases A)-E) one by one: A) Let a be the number of parts to the left of the new part of c. We have
as the new part has label a + 1 and is the first in both σ initial (c), σ final (c). C) Let a be the number of parts to the right of the part of c that passes through the lattice point. We have Now we see that both sides of the statement satisfy the same recursions and the same initial conditions, so the proof is complete. initial position all points are clustered close to the "start" at point (1 − t, t), and their labels are in the opposite order. In the final position all points are clustered close to "finish" at (t, 1 − t), and their labels are again in the opposite order. In particular, the q-power factor in Theorem 5.8 can be ignored.
Let b m,n ∈ B + 1 (T 0 ) denote the braid consisting of a single strand, which starts at (1 − t − ε, t + ε), travels at slope s downwards until it reaches a position at (t − ε ′ , 1 − t + ε ′ ) for a small ε ′ > 0 having crossed the horizontal wall n − 1 times and the vertical wall m − 1 times. The monoid B + 1 (T 0 ) is freely generated by y 1 and z 1 , so b m,n is just a sequence of y 1 's and z 1 's, we write b m,n (y 1 , z 1 ). Denote b m,n gives a braid with one strand which begins at (1 − t − ε, t + ε) and crosses the horizontal resp. vertical walls an − 1 resp. am − 1 times, so it is the braid corresponding to the composition with one part (a).
Let α = (α 1 , α 2 , . . . , α k ) be a composition and α ′ = (α 1 , α 2 , . . . , α k , a). if 1 − t < t ( start < finish),
if t < 1 − t (finish < start).
Now we move the extra point. Note that each time before we cross a vertical wall the position is 1, and before we cross a horizontal wall the position is k + 1. This holds with one exception: each time we are passing next to the finish, the position is k + 1 instead of 1. Thus the rules (18) produce combinations of z 1 , T k+1ց 1 ,ỹ k+1 , T * 1րk+1 , which are arranged in such a way that each sequence of consecutiveỹ k+1 has T * 1րk+1
on the left and T k+1ց 1 on the right. Note that if the sequence begins withỹ k+1 , then t < 1 − t so we are in the second case of (25), and still have an extra T k+1ց 1 on the right. Taking into account the exception, we obtain that when the point is next to the finish for the first time, the braid looks like and matches (13). Thus the conjecture is proved.
