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1. INTRODUCTION 
Consider the second-order difference quation 
where [0, oc) 
satisfy 
c~ ¢ 0, an > 0. 
It is clear that the following second-order difference quation: 
-CnUn+l - Cn-lUn-1 ÷ b~un = /~anUn, n E [0, oQ), (1.1) 
= {n}~= 0 {bn}~ is a real sequence, and the real sequences {Cn}~_l and {an}~ 
(1.2) 
can be written as (1.1) with b~ = c n ~- Ca_ 1 ~- dn,  where V and A are the backward and forward 
differences, respectively, i.e., Vu~ = u~ - u~- l ,  Au~ = u~+l - u~. 
Let 
/2(0, O(D) U:~/, = { n}--i C C and an imal  2 < co  . 
n=0 
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la2(0, OO) is a Hilbert space with the inner product 
n=0 
We also denote l~(0, c~) by 12(0, oo) for an =- 1. 
Weyl first made an important observation for the classification of the limit point and limit 
circle types of second-order symmetric differential equations in his dissertation [1] (or see [2, 
Chapter 10]). He was followed by Titchmarsh [3] and many others (el. [4-6]). For the survey of 
results for second-order differential equations, we refer to [2, Chapter 10; 5, Chapter 9; 7, Chap- 
ter 13]. Recently, the Titchmarsh-Weyl theory for higher-order symmetric differential equations 
including Hamiltonian systems has been investigated (ef. [8-11], and their references). 
Equation (1.1) is called limit point (LP) if for some ,k C C there is a solution u of (1.1) which 
is not in 12(0, oo); otherwise quation (1.1) is called limit circle (LC) (cf. [8] or [12]). It is evident 
that the limit point and limit circle classification of (1.1) is independent of A by Lemma 2.1 in 
Section 2. The original discussion about the limit point and limit circle types for second-order 
difference quations can be found in [8] written by Atkinson. Later, this problem was investigated 
by some authors, for example, Mingarelli [13], Hinton and Lewis [12], Jirari [14], and Clark [15]. 
We notice that almost all criteria for the limit point and limit circle types for both continuous 
and discrete systems were sufficient conditions except [15, Theorem 1.3], in which Clark obtained 
the following criterion: if 
{an}, {bn}, { 1} ,  and { ~-~ } are of bounded variation, 
(1.3) 
lira c~-1 > 0, 
n--+o~ an  
and 
bn - 2Ca b~ + 2ca 
-oc_<7= lim - -  <~= lim - -  <co, (1.4) 
• f c~ then (1.1) is LP if and only 1 En=o(an/Cn) = oo. If the coefficients in (1.1) do not satisfy (1.3) 
and (1.4), the criterion is not valid. In this paper, we will establish several necessary and sufficient 
conditions and sufficient conditions. 
The paper is organized as follows. Section 2 collects some useful lemmas. In Section 3, a 
sufficient and necessary condition is first established. Consequently, a sufficient and necessary 
condition subject o a certain restriction and several sufficient conditions are obtained. 
2.  PREL IMINARIES  
In this section, we prepare several lemmas which are useful in the next section. 
LEMMA 2.1. (See [8, Theorem 5.6.1] or [14, Theorem 3.2.7].) I f  for a particular A c C every 
solution of equation (1.1) is in l~(O, co), this property holds for all A c C. 
LEMMA 2.2. (See [14, Theorem 2.2.8].) For every A ~ C, let u and v be any two solutions of (1.1), 
then 
cn- l (unv~- i  - un- lv~) = C, n >_ 0, (2.1) 
where C is a certain constant. 
The following lemma is a discrete analog of the Gronwall's inequality. 
LEMMA 2.3. Assume that M is a nonnegative constant and y and f are nonnegative functions 
on [0, oe). I f  y satisfies the following inequality: 
n- -1  
Yn <_ M + ~ fiYi, n > O, (2.2) 
i=0  
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n -1  where the sum ~i=o fiyi is supposed to be equal to zero for n = O, then y satisfies 
Yn <-Mexp (~fO n >_O. (2.3) 
M ' v-~n--1 PROOF. Let z~ = -t- 2-,~=o fiY~ for n _> 0. Then z0 = M and zn _> 0 for n _> 0. From (2.2), 
we have 
yn _< zn, n _> 0. 
It is clear that 
which implies that 
Azn = fnY~ <- fnzn, n >_ O, 
zn+l _< (1 + A)zn ~ (1 + A)(1 + fn_l)Zn-1 
___ 1-I(1 +/~)zo  _< Mexp /~ . 
i=0  i=0 
Hence, (2.3) is followed and the proof is complete. 
e co LEMMA 2.4. Let an = 1 and bn = d~ + e~ for n E [0, c~). I f  { n}n=0 is bounded, then equa- 
tion (1.1) is LC if and only if the equation 
is LC. 
PROOF.  
- -CnUn+ 1 -- Cn_ lUn_  1 + dnun -~ /~u n (2.4) 
Suppose that equation (2.4) is LC. To show that equation (1.1) is LC, it suffices to show 
that each solution of the equation 
--C~nUn+l --  Cn- - lUn- -1  "~ bnun = 0 (2.5) 
is in 12(0, ~)  by Lemma 2.1. 
Let x and z be two solutions of the equation 
-c~un+l  - cn-lu,~-I + d~un = 0, (2.6) 
satisfying the following initial value conditions, respectively: 
X_  1 ~ Z 0 : 0,  X 0 : Z_  1 ~ C_1-1 .  
Then x, z E 12(0, oo) by Lemma 2.1. Moreover, by Lemma 2.2, we have 
c~(x,+lZn - x ,zn+l)  = 1, n C [-1, ~) .  
It is clear that x and z are linearly independent solutions of (2.6). Let y be any solution of (2.5). 
Then, 
-cnYn+ l - en- lyn-1 + dnyn = rn, rn = -e,~yn, n > O. (2.7) 
By variation of constants, there exist two constants a and ~ such that 
Y--1 = O~X--1 -~- ~Z- -1 ,  
r~--I (2 .8 )  
y .  = ~.  + ~zn - ~ ~, (xn~ - ~ ,z . ) ,  . _> o. 
i=0  
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Since {en} is a bounded sequence, there exists a constant M > 0 such that men I < M for n > 0. 
From (2.8), we have 
Let 
]y-l] ~ ]a] [x_~] 4- I~11Z-l], 
rl,-- ]_ 
tynl <- I~11:~,~l + I~l Iz~l + M ~ (tx,~l Iz¢l + Ix~l Iznl)ly¢l, 
i=0  
y ,= ly,,I n_>o. 
[x,,I + Iz,,[' 
It follows from (2.9) that 
r t - -1  
y" -< I~1 + I91 + 2M ~ (Iz~l ~ + Ix~l ~) y~, 
i=0  
n>_0. 
By Lemma 2.3 and from (2.10), we have 
(2.9) 
which implies that 
lynl < 2c  2 (Ix l 2 + Iz l 
and then y is in/2(0, o0). Hence, (1.1) is LC. On the other hand, using 
- -CnUn+l  --  Cn-- lUn--1 3c dnun : - -CnUn+l  - -  Cn- - lUn--1 4- bnun - enUn,  
one can easily conclude that if (1.1) is LC, then (2.4) is LC. The proof is complete. 
LEMMA 2.5. Equation (1.1) is LC if and only if each solution u of equation (2.5) satisfies 
OCD 
2 E ( anu2n + an+lUn+l) < o0. 
n=0 
PROOF. By Lemma 2.1, one can easily prove the lemma. So we omit the details. 
Finally, we present wo results about matrices. 
LEMMA 2.6. (See [16, p. 70].) Let A and B be 2 × 2 nonnegative and positive matrices, respec- 
tively. Then, 
(i) 1tAil > 2(detA)I/~; 
(ii) det(A 4-B) _> [(det A) 1/2 4- (det B)1/212, 
where  the norm of the matr ix  A = (a~j) is defined as 
2 
llAll = ~ la~jl. 
i , j= l  
PROOF. (ii) is a known result, e.g., see [16, p. 70]. Now it is needed to show that (i) holds. 
Let A = (aij). Since A is nonnegative, an  _> 0, a22 _> 0, a21 = a12, and detA > 0. Then, 
]JAil s - 4detA = (a l l+  a22 4- 2]a121) 2 - 4 (alia22 - ]a12] 2) 
= (all -- a22) 2 + 41a121(a11 4-a22) + 81a12l >__ O, 
( )) Y~ -< (Ic~l + I~l)exp 2ME ]x¢12 + Izil2 
i=0  
( // <(]a]+l f l l )exp  2M E Ixil 2+lz i l  2 =:c<o% 
i=0  
which implies (i). This completes the proof. 
n > 0. (2.10) 
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3. MAIN  RESULTS 
In this section, we first establish a sufficient and necessary condition for equation (1.1) to be 
LC in terms of the coefficients of (1.1). Then a sufficient and necessary condition subject to a 
certain restriction and some sufficient conditions are consequently obtained. 
Let 
= , ~ > o, (3.1)  
0 a n 
and 
where 
1 0 ' P'~ = \ s~- i  - tn - i  ' n > 1, (3.2) 
bn Cn -- 1 sn = - - ,  t~ -- , n >_ O. 
an cn  
THEOREM 3.1. Equation (1.1) is LC if and only if {][D~[[}~= x is bounded, where 
(3.3) 
s = Qk AkQk, 
k=O 
n_>0, (3.4) 
and 
Q2~+l  = P2~+lP2~- i '  '" P3P1, m>_O. 
(3.5) 
PROOF. Let u be any real solution of (2.5). From (2.5), we have 
~n+l = SnUn - -  tnUn- -1 ,  Tt ~ O. 
It follows that 
U n = Sn_ lUn_  1 --  tn_ lUn_2 ,  ?'t >_ 1. 
Then, we get 
un+i = (SnSn-i - t~)u~-i - s,~tn-iun-2. 
From (3.2), (3.6), and (3.7), we obtain 
(3.6) 
(3.7) 
(3.8) 
From (3.1), (3.5), and (3.8), we have 
a~+lU2~+l + a~u~ = (Un+l, un)An(u,,+l, un) T 
= (~n-1, ~n-2)P:A~Pn(~-l, ~-2)  s 
= (Un-3, un-4)PJ_2P:AnPnPn-2(un-3, Un--4) T 
. . . . .  (uo,u_i)Q~AnQ,~(uo,u_i) T, n > o. 
(3.9) 
If {[]D~[[} is bounded, then there is a constant M such that [IDn[] ~ M for n _~ 0. From (3.4) 
and (3.9), we obtain 
~-~ (aiu2 + ai+iu~+i) = (u°' u- i)  (~  Q~ A~Q~) (u°' u- i)  =o 
= (uo,u_i)Dn(uo, u_i) T < M ([uol 2 + lu_il2). 
(3.io) 
By Lemmas 2.1 and 2.5, (3.10) implies that equation (1.1) is LC. 
972 J. CHEN AND Y, SHI 
On the other hand, suppose that equation (1.1) is LC. For any two real numbers uo and U-l, 
let u be the solution of (2.5) satisfying 
u-1 = ~-1, u0 = "U,O. 
By Lemmas 2.1 and 2.5, it follows from (3.10) that 
(~o, ~_1) Dn (~o, ~_I)T 2 2 (3.11) -~ + ai+lUi+l) < oo. ( aiui + a'+lU'+ 1) --< E ( aiu2i 2 
i=0 i=0 
Since D.  is symmetric and ('50, ~-1) is arbitrary, it follows from (3.11) that {IID.II} is bounded. 
This completes the proof. 
REMARK 3.1. All the relevant theorems of [8,12-15] are as consequences of Theorem 3.1. How- 
ever, their proofs are not evident• Here we only present he proof of [12, Theorem 10] by Theo- 
rem 3.1 in detail. One can see that it is more complicated than that of [12, Theorem 10]. 
COROLLARY 3.1. (See [12, Theorem it)].) Equation (1.1) is LP  if 
-~ (arian+l) 1/2 
n=o led - ~" 
PROOF. From (3.2), detPn = tntn-1 and then Pn is nonsingular. It follows from (3.5) that Qn 
is nonsingular and 
det Q2m = det Po det P2"'" det P2,~ = tot1 " .  t2m = e-__j_l 
C2rn 
C--1 
det Q2,~+1 = det P1 det P3""  det P2m+l = tot1. . ,  t2m+l - 
C2m+l  
T A Since An is positive, Qk kQk is positive. Then, by Lemma 2.6 and from (3.4), we get 
n T 1/2 
det Dn _> det Qk AkQk 
= akak+l ) l /2 l  = e - l l  Iokl 
Again by Lemma 2.6, we have 
~ (akak+l) 1/2 
IID~II > 2(detDn)  1/2 >- 2le-ll lekl , 
k=0 
which implies that {IID~II} is unbounded. Therefore, (1.1) is LP by Theorem 3.1 and the proof 
is complete. 
We now give a sufficient and necessary condition subject o a certain restriction. 
THEOREM 3.2. Assume that {bn/a,~} is bounded. Then (1.1) is LC  if and only if 
oo  
E anw2 < oo, (3.12) 
n=0 
where {Wn}~l is defined as w-1 = 1, w0 = 1/e-l ,  and 
e-lCl • • • c~_2 n = 2m - 1, 
coc2""cn-1  (3.13) 
Wn ~ 00C2 ' " ' On- -2 ,  T~ = 2m, 
Cle 3 . . .  en_  1 
for m > l. 
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PROOF. Let 
Un = an l /2Vn,  n >_ -1, 
with a-1 := 1, then (1.1) is converted into the following equation: 
(3.14) 
' ' + b~v,~ Av~, n > 0, --CnVn+ 1 -- Cn_ lVn_  1 -.~ _ (3.15) 
where ' -1 /2 -1 /2  , c~_ 1 = an_ 1 a~ Cn-1 and b~ = a~lbn for n >_ 0. It is clear that {b~} is bounded• By 
Lemma 2.4, it suffices to show that 
t ! 
--CnVn+ 1 -- 5n_ lVn_  1 = ~Vn, TA ~ 0, (3.16) 
is LC if and only if 
oo  
Z-~ n < OO, 
n=0 
where w~' is defined as in (3•13) by replacing cn with %. 
tin = / / %_l/cn. Then 
(3.17) 
' = 0 and For equation (3.16), s~ 
, , AN =/2 .  
0 - - tn_  1 
Hence, we get 
Qi2m , ,  ( 0  ( - -1 )m+lw~m+l  ) 
= P2mP~m-2•"P° = (-1)'~w~,~ 0 ' 
Q,~m+l  / / , ((-1)'~0w~+2 0 ) 
= P~m+lP~m_l  . . .  P~ = (_ l )m+lwt2m+l  
And then, 
m 
r [ / I ~ /  TAt  ,~I 1 D2m = "Ok "Xk'~Ck = m--1 , ) k=0 2 ~ ' 2 , 2 W2i+l Av W2m+l 
i=O 
m 
D~,~+I = ~ Q~ T A~kQ ~ = [ i :1 ) m k=o 0 2 ~ w'2~+12 
i=0 
which implies that (3•17) holds if and only if {IDyll is bounded• Therefore, by Theorem 3.1, 
(3•16) is LC if and only if (3.17) holds and then the proof is complete• 
REMARK 3.2. In [12, Theorem 12], Hinton and Lewis gave sufficient conditions of LC for equa- 
tion (1•1), that is, equation (1.1) is LC if (1.2) holds and 
oo  
E an w2n < 0% E Ib~lw~ < oo. 
n=0 n=0 
It is clear that the above conditions agree with (3.12) if {bn/an} is bounded• However, by 
Theorem 3.2, we see that condition (3•12) is also necessary for LC subject to the restriction that 
{bn/a,~} is bounded. So we can also apply Theorem 3.2 to show that equation (1.1) is LP. 
For illustration, we consider the following example. 
EXAMPLE 3.1. Let c-1 = co = 1, C2m : C2m_ 1 -.~ m 4 for m > 1, and an = bn = 1 for n _> 0. 
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Clearly, an/b~ ~ 1. From (3.13), we have 
W2m--1 = 1, m >_ i ,  
which implies that ~n~__l anw 2 = oo. By Theorem 3.2, equation (1.1) in this case is LP. 
We shall remark that all the relevant heorems of [8,12-15] cannot be applied to the example. 
We now discuss some sufficient conditions in terms of the eigenvalues P~P,.  For convenience, 
we first assume that a~ - 1 for n >_ 0. From (3.2), 
pXpn= ( (SnSn- l - tn)2+s2-1 --(S2n+l) Sn--ltn--l+Sntntn--1) 
- -  (S2~ + 1) Sn--ltn--1 + snt~tn--1 (S~ + 1)t2_1 ' 
n>_l .  
It is evident that P~ Pn is positive and has the eigenvalues An and #n given by 
- -  ~Vn~n-1]  (3.18) --_ =~n~n - 1 ] 
2 ' #n= 2 ' 
where 
Then 
1) tL1  hn = (s s.-i - tn) 2 + sn-1 + (4  + 
0 < )~nI2 ~__ P JPn  "~ ~n~2 •
THEOREM 3.3. Assume that an - 1 for n ~ 0. Then 
(i) equation (1.1) is LC iftt := limsup~_~oo #n < 1; 
(ii) equation (1.1) is LP ira :-- limsup~_~o o An > 1. 
PROOF. We only show that (i) holds. (ii) can be shown in a similar way. 
Suppose that p < 1. Then there exist a constant G0 > 0 and an integer N >__ 1 such that 
(3.19) 
(3.20) 
7 :=#+E0<l ,  #~<7,  fo rn>2N.  (3.21) 
It follows from (3.20) that 
T __ Q[m-N+IR ,  T __ 7m-N+Is~ Q2mQ2rn < Q2m+lQ2m+l < 
where R = PoT P2 T q- P, • "P2N-2 2N-2 "P2Po and S = P[P3 v T . . . . . .  P2N_I P2N-1 "'" P3P1. Therefore, 
we get that for n _> 2N 
Dn ~_ ~-~ T QkQk 
k=O 
_< ~ Q['~k + 7Ek/21-N+~ (R+ S), 
k=0 \k=2N / 
where [k/2] is the integral part of k/2. Hence, {llD~I[} is bounded and then equation (1.1) is LC 
by Theorem 3.1. This completes the proof. 
For the general case, (1.1) can be converted into (3.15) in which the weighted function a~ ~- 1 
by applying transformation (3.14). One can directly conclude the following results in the general 
case from Theorem 3.3. 
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THEOREM 3.4. Let 
cl * = fn + (J-2 - 4a,+la,a,-la,-ztat~-~)1’2 2an-Ian--2 > 
(3.22) 
where 
fn = an+la,-2(s,s,-l - 4-J’ + wn-2L1 + a,-1 (an+14 + an) timl, 
where s, and t, are defined as in (3.3). Then, 
(i) equation (1.1) is LC if lim supn+oo j& < 1; 
(ii) equation (1.1) is LP if limsup,,, A, > 1. 
(3.23) 
COROLLARY 3.2. If the coefficients of equation (1.1) satisfy 
then equation (1 .l) is LC. 
PROOF. From (3.3), (3.22), and (3.23), we find 
> 
2 
which implies that 
limsupb, 5 S < 1. 
7%~CC 
By Theorem 3.4, equation (1.1) is LC. This completes the proof. 
To illustrate Corollary 3.2, we consider the following example. 
EXAMPLE 3.2. Consider the equation 
-4%,+1- 4n--1U,-1 + 47L--1un = xu,, n 2 0. (3.24) 
It is clear that c, = 4” for n 2 -1, b, = 4”-l and a, = 1 for 72 > 0. So we find 
6= ; 2+k+g<l. ( > 
Hence, (3.24) is LC by Corollary 3.2. 
But it is easy to see that all the relevant theorems in [8,12-151 cannot be applied to equa- 
tion (3.24). 
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