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THE CUBIC NONLINEAR SCHRO¨DINGER EQUATION IN TWO
DIMENSIONS WITH RADIAL DATA
ROWAN KILLIP, TERENCE TAO, AND MONICA VISAN
Abstract. We establish global well-posedness and scattering for solutions to
the mass-critical nonlinear Schro¨dinger equation iut +∆u = ±|u|2u for large
spherically symmetric L2x(R
2) initial data; in the focusing case we require,
of course, that the mass is strictly less than that of the ground state. As a
consequence, we deduce that in the focusing case, any spherically symmetric
blowup solution must concentrate at least the mass of the ground state at the
blowup time.
We also establish some partial results towards the analogous claims in other
dimensions and without the assumption of spherical symmetry.
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2 ROWAN KILLIP, TERENCE TAO, AND MONICA VISAN
1. Introduction
We primarily consider the Cauchy problem for the cubic nonlinear Schro¨dinger
equation (NLS)
iut +∆u = µ|u|2u (1)
in two space dimensions with L2x initial data. Here µ = ±1, with µ = +1 known as
the defocusing case and µ = −1 as the focusing case. (Other non-zero values of µ
can be reduced to these two cases by rescaling the values of u.)
The cubic nonlinearity is the most common nonlinearity in applications. It
arises as a simplified model for studying Bose–Einstein condensates [22, 27, 53],
Kerr media in nonlinear optics [33, 63], and even freak waves in the ocean [21, 29].
From a mathematical point of view, the cubic NLS in two dimensions is remark-
able for being mass-critical.
1.1. The mass-critical nonlinear Schro¨dinger equation. In arbitrary dimen-
sions, d ≥ 1, the mass-critical (or pseudoconformal) nonlinear Schro¨dinger equation
is given by
iut +∆u = F (u) with F (u) := µ|u|4/du. (2)
The name is a testament to the fact that there is a scaling symmetry (see Defini-
tion 1.6) that leaves both the equation and the mass invariant. Mass is a term used
in physics to represent the square of the L2x-norm:
M(u(t)) :=
∫
Rd
|u(t, x)|2 dx.
For (2), this is a conserved quantity; see Theorem 1.4.
Our main result is to construct global strong L2x(R
d) solutions to (2) for spheri-
cally symmetric initial data in two space dimensions, d = 2. Many of our arguments
continue to hold in greater generality, namely, for arbitrary dimensions d ≥ 1 and
without the assumption of spherical symmetry. We will discuss this more general
problem whenever it does not disrupt the flow of our argument.
Let us first make the notion of a solution more precise:
Definition 1.1 (Solution). A function u : I×Rd → C on a non-empty time interval
I ⊂ R (possibly infinite or semi-infinite) is a strong L2x(Rd) solution (or solution
for short) to (2) if it lies in the class C0t L
2
x(K × Rd) ∩ L2(d+2)/dt,x (K × Rd) for all
compact K ⊂ I, and we have the Duhamel formula
u(t1) = e
i(t1−t0)∆u(t0)− i
∫ t1
t0
ei(t1−t)∆F (u(t)) dt (3)
for all t0, t1 ∈ I. Note that by Lemma 2.5, the condition u ∈ L2(d+2)/dt,x implies
that the second term in the Duhamel formula above exists as a weak integral in
L2x. Here, e
it∆ is the propagator for the free Schro¨dinger equation defined via the
Fourier transform
fˆ(ξ) := (2π)−d/2
∫
Rd
e−ix·ξf(x) dx
by
êit∆f(ξ) = e−it|ξ|
2
fˆ(ξ).
We refer to the interval I as the lifespan of u. We say that u is a maximal-lifespan
solution if the solution cannot be extended to any strictly larger interval. We say
that u is a global solution if I = R.
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Definition 1.2 (Blowup). We say that a solution u to (2) blows up forward in time
if there exists a time t0 ∈ I such that∫ sup I
t0
∫
Rd
|u(t, x)|2(d+2)/d dx dt =∞
and that u blows up backward in time if there exists a time t0 ∈ I such that∫ t0
inf I
∫
Rd
|u(t, x)|2(d+2)/d dx dt =∞.
Remark. The condition that u is in L
2(d+2)/d
t,x locally in time is natural. This is the
space that appears in the original Strichartz inequality, [61]. As a consequence all
solutions to the linear problem lie in this space. Existence of solutions to (2) in this
space is guaranteed by the local theory discussed below; it is also necessary in order
to ensure uniqueness of solutions in this local theory. Solutions to (2) in this class
have been intensively studied, see for example [1, 5, 9, 10, 11, 37, 45, 69, 72, 73, 74].
Next, we recall some basic facts from the local theory.
Definition 1.3 (Convergence of solutions). Let u(n) : I(n)×Rd → C be a sequence
of solutions to (2), let u : I ×Rd → C be another solution, and let K be a compact
time interval. We say that u(n) converges uniformly to u on K if we have K ⊂ I
and K ⊂ I(n) for all sufficiently large n, and furthermore, u(n) converges strongly
to u in C0t L
2
x(K ×Rd) ∩L2(d+2)/dt,x (K ×Rd) as n→∞. We say that u(n) converges
locally uniformly to u if u(n) converges uniformly to u on every compact interval
K ⊂ I.
The local theory for (2) was worked out by Cazenave and Weissler [10]. They
constructed local-in-time solutions for arbitrary initial data in L2x(R
d); however,
due to the critical nature of the equation, the resulting time of existence depends
on the profile of the initial data and not merely on its L2x-norm. Cazenave and
Weissler also constructed global solutions for small initial data. We summarize
their results in the theorem below.
Theorem 1.4 (Local well-posedness, [10, 11]). Given u0 ∈ L2x(Rd) and t0 ∈ R,
there exists a unique maximal-lifespan solution u to (2) with u(t0) = u0. We will
write I for the maximal lifespan. This solution also has the following properties:
• (Local existence) I is an open neighbourhood of t0.
• (Mass conservation) The solution u has a conserved mass
M(u) =M(u(t)) :=
∫
Rd
|u(t, x)|2 dx. (4)
• (Blowup criterion) If sup(I) is finite, then u blows up forward in time; if inf(I)
is finite, then u blows up backward in time.
• (Continuous dependence) If u(n)0 is a sequence converging to u0 in L2x(Rd) and
u(n) : I(n) × Rd → C are the associated maximal-lifespan solutions, then u(n) con-
verges locally uniformly to u.
• (Scattering) If sup(I) = +∞ and u does not blow up forward in time, then u
scatters forward in time, that is, there exists a unique u+ ∈ L2x(Rd) such that
lim
t→+∞
‖u(t)− eit∆u+‖L2x(Rd) = 0.
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Similarly, if inf(I) = −∞ and u does not blow up backward in time, then u scatters
backward in time, that is, there is a unique u− ∈ L2x(Rd) so that
lim
t→−∞
‖u(t)− eit∆u−‖L2x(Rd) = 0.
• (Spherical symmetry) If u0 is spherically symmetric, then u remains spherically
symmetric for all time.
• (Small data global existence) If M(u0) is sufficiently small depending on d, then
u is a global solution which does not blow up either forward or backward in time.
Indeed, in this case ∫
R
∫
Rd
|u(t, x)|2(d+2)/d dx dt .M(u).
A variant of the local well-posedness theorem above is the following
Lemma 1.5 (Stability, [71]). Fix µ and d. For every A > 0 and ε > 0 there exists
δ > 0 with the following property: if u : I × Rd → C is an approximate solution to
(2) in the sense that
‖iut +∆u− F (u)‖L2(d+2)/(d+4)t,x (I×Rd) ≤ δ
and also obeys
‖u‖
L
2(d+2)/d
t,x (I×Rd) ≤ A,
and t0 ∈ I and v0 ∈ L2x(Rd) are such that
‖u(t0)− v0‖L2x(Rd) ≤ δ,
then there exists a solution v : I × Rd → C to (2) with v(t0) = v0 such that
‖u− v‖
L
2(d+2)/d
t,x (I×Rd)
≤ ε.
In particular, by the Strichartz inequality,
‖u− v‖L∞t L2x(I×Rd) . δ + ε(A+ ε)4/d.
Remark. This generalizes the continuous dependence statement of Theorem 1.4. It
also implies the existence and uniqueness of maximal-lifespan solutions in Theo-
rem 1.4. Analogous stability results for the energy-critical NLS (in H˙1x(R
d) instead
of L2x(R
d), of course) have appeared in [16, 35, 54, 70].
The class of solutions to (2) enjoys a large number of important mass-preserving
symmetries. We first discuss the symmetries which fix the initial surface t = 0. We
employ the notations from [72].
Definition 1.6 (Symmetry group). For any phase θ ∈ R/2πZ, position x0 ∈ Rd,
frequency ξ0 ∈ Rd, and scaling parameter λ > 0, we define the unitary transforma-
tion gθ,x0,ξ0,λ : L
2
x(R
d)→ L2x(Rd) by the formula
[gθ,ξ0,x0,λf ](x) :=
1
λd/2
eiθeix·ξ0f
(x− x0
λ
)
.
We let G be the collection of such transformations. If u : I × Rd → C, we define
Tgθ,ξ0,x0,λu : λ
2I × Rd → C where λ2I := {λ2t : t ∈ I} by the formula
[Tgθ,ξ0,x0,λu](t, x) :=
1
λd/2
eiθeix·ξ0e−it|ξ0|
2
u
(
t
λ2
,
x− x0 − 2ξ0t
λ
)
,
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or equivalently,
[Tgθ,ξ0,x0,λu](t) = gθ−t|ξ0|2,ξ0,x0+2ξ0t,λ
(
u
( t
λ2
))
.
Note that if u is a solution to (2), then Tgu is a solution to (2) with initial data
gu0.
We also letGrad ⊂ G denote the collection of transformations inG which preserve
spherical symmetry, or more explicitly,
Grad := {gθ,0,0,λ : θ ∈ R/2πZ;λ > 0}.
Remark. One easily verifies that G is a group with Grad as a subgroup and that
the map g 7→ Tg is a homomorphism. The map u 7→ Tgu maps solutions to (2) to
solutions with the same mass and L
2(d+2)/d
t,x norm as u, that is, M(Tgu) = M(u)
and
‖Tgu‖L2(d+2)/dt,x (λ2I×Rd) = ‖u‖L2(d+2)/dt,x (I×Rd).
Furthermore, u is a maximal-lifespan solution if and only if Tgu is a maximal-
lifespan solution.
Lemma 1.7 (Further symmetries of solutions). Let u be a solution to (2) with
lifespan I.
• (Time reversal) The function
u˜(t, x) := u(−t, x) (5)
is a solution to (2) with lifespan −I := {−t : t ∈ I} and mass M(u˜) = M(u). If u
is a maximal-lifespan solution, then so is u˜.
• (Time translation) For any t0 ∈ R, the function
ut0(t, x) := u(t+ t0, x) (6)
is a solution to (2) with lifespan I− t0 := {t− t0 : t ∈ I} and mass M(ut0) =M(u).
If u is a maximal-lifespan solution, then so is ut0 .
• (Pseudoconformal transformation) If 0 6∈ I, then the function
v(t, x) := |t|−d/2ei|x|2/4tu
(
−1
t
,
x
t
)
(7)
is a solution to (2) with lifespan −1/I := {−1/t : t ∈ I} and mass M(v) =M(u).
Furthermore, u, u˜, ut0 , and v have the same L
2(d+2)/d
t,x norm on their respective
lifespans, and if u is spherically symmetric then so are u˜, ut0 , and v.
Proof. Direct computation. 
1.2. The scattering conjecture. From Theorem 1.4 we see that all maximal-
lifespan solutions of sufficiently small mass are automatically global and do not
blow up either forward or backward in time. But in the focusing case µ = −1 it
is well known that this assertion can fail for solutions of large mass. In particular,
if we define the ground state to be the unique1 positive radial Schwartz solution
Q : Rd → R+ to the elliptic equation
∆Q +Q1+4/d = Q, (8)
1The existence and uniqueness of Q was established in [2] and [38] respectively.
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then u(t, x) := eitQ(x) is a solution to (2). This shows that a solution of massM(Q)
can blow up both forward and backward in time in the sense of Definition 1.2; more-
over, by applying the pseudoconformal transformation (7), one obtains a Schwartz
solution of mass M(Q) that blows up in finite time.
It is however widely believed that this ground state example is the minimal mass
obstruction to global well-posedness and scattering in the focusing case, and that
no such obstruction exists in the defocusing case. More precisely, we have
Conjecture 1.8 (Global existence and scattering). Let d ≥ 1 and µ = ±1. In
the defocusing case µ = +1, all maximal-lifespan solutions to (2) are global and do
not blow up either forward or backward in time. In the focusing case µ = −1, all
maximal-lifespan solutions u to (2) with M(u) < M(Q) are global and do not blow
up either forward or backward in time.
Remarks. 1. While this conjecture is phrased for L2x(R
d) solutions, it is equivalent
to a scattering claim for smooth solutions; see [1, 8, 37, 69]. In [69] (and also in
the earlier work [3]), it is also shown that the global existence and the scattering
claims are equivalent in the L2x(R
d) category.
2. Let us reiterate that blowup refers to infinite spacetime norm. As noted in
Theorem 1.4, finiteness of the L
2(d+2)/d
t,x Strichartz norm implies scattering. By
Lemma 1.5, it also implies (quantitative) continuous dependence upon initial data
and stabillity under external forcing. To this one may add stability of well-posedness
under perturbations of the equation; see [71].
3. By Theorem 1.4, the conjecture is known when the solution u has sufficiently
small mass; the interesting questions are when the mass is very large in the defo-
cusing case µ = +1 or close to the mass M(Q) of the ground state in the focusing
case µ = −1.
Conjecture 1.8 has been the focus of much intensive study and several partial
results for various choices of d, µ, and sometimes with the additional assumption
of spherical symmetry. The most compelling evidence in favour of this conjecture
stems from results obtained under the assumption that u0 has additional regularity.
For the defocusing equation, it is easy to prove global well-posedness for initial
data in H1x; this follows from the usual subcritical argument combined with the
conservation of mass and energy; see, for example, [11]. Recall that the energy is
given by
E(u(t)) :=
∫
Rd
1
2
|∇u(t, x)|2 + µ d
2(d+ 2)
|u(t, x)| 2(d+2)d dx. (9)
Note that for general L2x initial data, the energy need not be finite.
The focusing equation with data in H1x was treated by Weinstein [79]. A key
ingredient was his proof of the sharp Gagliardo–Nirenberg inequality:
Theorem 1.9 (Sharp Gagliardo–Nirenberg, [79]).∫
Rd
∣∣f(x)∣∣ 2(d+2)d dx ≤ d+ 2
d
( ‖f‖2L2
‖Q‖2L2
) 2
d
∫
Rd
∣∣∇f(x)∣∣2 dx. (10)
As noticed by Weinstein, this inequality implies that the energy (9) is positive
once M(u0) < M(Q); indeed, it gives an upper bound on the H˙
1
x-norm of the
solution at all times of existence. Combining this with a contraction mapping
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argument and the conservation of mass and energy, Weinstein proved global well-
posedness for the focusing equation with initial data in H1x and mass smaller than
that of the ground state.
Note that the iterative procedure used to obtain a global solution both for the
defocusing and the focusing equations with initial data in H1x does not yield finite
spacetime norms; in particular, scattering does not follow even for more regular
initial data.
There has been much work [5, 14, 15, 17, 18, 19, 20, 26, 75, 78] devoted to
lowering the regularity of the initial data from H1x toward L
2
x(R
d) and thus, toward
establishing the conjecture. For instance, in the defocusing case µ = +1, d =
2, the best known result is in [14], where global well-posedness is established for
u0 ∈ Hsx(R2) whenever s > 2/5. In the focusing case µ = −1, d = 2, with
M(u0) < M(Q), the best result is in [17], which achieved the same claim for s > 1/2.
In [3] it was shown that such global well-posedness results in the Hsx(R
d) class lead
(via the pseudoconformal transform (7)) to global existence and scattering results
in the weighted space L2x(R
d; 〈x〉2s dx); thus, for instance, when µ = +1, d = 2,
one has global existence and scattering whenever u0 ∈ L2x(Rd; 〈x〉2s dx) for some
s > 2/5. (Scattering results of this type were first obtained in [74].)
For d = 1 or d = 2, Conjecture 1.8 would imply (by standard persistence of
regularity theory) that for any s ≥ 0 and for u as in the conjecture, the Hsx(Rd)
norm of the solution u(t) at an arbitrary time t would be bounded by the Hsx(R
d)
norm of u(t0) for any fixed t0, times a quantity depending only on M(u) and the
dimension d, that is,
‖u(t)‖Hsx ≤ C(M(u), d)‖u(t0)‖Hsx .
In particular, these norms would be bounded uniformly in t. In this direction, some
polynomial upper bounds on the growth in time of Hsx(R
d) norms in the case d = 2
were established in [4, 13, 56, 57].
In a slightly different direction, it was shown by Nakanishi [49] that one has global
existence and scattering for H1x initial data in the defocusing case µ = +1, d = 2,
whenever the mass-critical nonlinearity |u|2u is increased in strength to the mass-
supercritical (but energy-subcritical) nonlinearity |u|2+εu for some ε > 0.
In the case of spherically symmetric solutions, the conjecture was recently settled
in the high-dimensional defocusing case µ = +1, d ≥ 3 in [73]. The focusing case
and the non-spherically-symmetric case remain open in all higher dimensions. Both
[73] and the current paper build on techniques developed in order to treat the
energy-critical NLS; see [6, 16, 35, 54, 66, 76, 77]. We will better explain our debt
to this work when we outline our argument. For the energy-critical problem, the
analogue of Conjecture 1.8 is mostly settled, with the only currently outstanding
problem being the focusing case µ = −1 with non-spherically-symmetric data.
1.3. Main result. Our main result settles the scattering conjecture in the spheri-
cally symmetric case in two dimensions:
Theorem 1.10. Let d = 2. Then Conjecture 1.8 is true (for either choice of sign
µ) whenever u is spherically symmetric.
In particular, in the defocusing case one now has global well-posedness and
scattering in the class L2x(R
2)rad of spherically symmetric L
2
x(R
2) functions for
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arbitrarily large mass, while in the focusing case one has a similar claim under the
additional assumption M(u) < M(Q).
Neither Theorem 1.10 nor Conjecture 1.8 address the focusing problem for masses
greater than or equal to that of the ground state. In this case, blowup solutions
exist and attention has been focused on describing their properties. Finite-time
blowup solutions with finite energy and mass equal to that of the ground state
have been completely characterized by Merle [39]; they are precisely the ground
state solution up to symmetries of the equation.
Several works have shown that finite-time blowup solutions must concentrate a
positive amount of mass around the blowup time T ∗. For finite energy data, Merle
and Tsutsumi [44] (for radial data) and Nawa [50] and Weinstein [80] (for general
data) proved the following: there exists x(t) ∈ Rd so that
lim inf
tրT∗
∫
|x−x(t)|≤R
∣∣u(t, x)∣∣2 dx ≥M(Q)
for any R > 0. For merely L2 initial data, Bourgain [5] proved that some small
amount of mass must concentrate in parabolic windows (at least along a subse-
quence):
lim sup
tրT∗
sup
x0∈R2
∫
|x−x0|≤(T∗−t)1/2
∣∣u(t, x)∣∣2 dx ≥ c,
where c is a small constant depending on the mass of u. This result was extended
to other dimensions in [1, 37]. Note that by a construction of Perelman [51], the
parabolic window cannot be made smaller by more than the square root of a double-
logarithmic factor. Our contribution to this line of investigation is Corollary 1.12
below.
In a series of papers [41, 42, 43], Merle and Raphael gave a more or less complete
description of blowup behaviour at masses slightly above that of the ground state
(and finite energy). In particular, they show that the blowup rate observed by
Perelman is generic.
Keraani [37, Theorem 1.12] also describes blowup behaviour for masses close to
the critical mass. (See also [45, Theorem 3] for a closely related result.) In light of
Theorem 1.10 (and using the pseudoconformal transformation), his result implies
Corollary 1.11 (Small blowup solutions concentrate mass M(Q)). Let u be a
spherically symmetric solution to (1) with M(u) < 2M(Q) that blows up forward
in time. If the blowup time T ∗ is finite, then
lim inf
t→T∗
∫
|x|≤R(t)
|u(t, x)|2 dx ≥M(Q)
for any function R(t) obeying (T ∗ − t)−1/2R(t)→∞ as t→ T ∗. If T ∗ =∞, then
lim inf
t→∞
∫
|x|≤R(t)
|u(t, x)|2 dx ≥M(Q)
for any function R(t) obeying t−1/2R(t)→∞ as t→∞. A similar statement holds
in the negative time direction.
As discussed in [37, 45], the main obstacle to treating general masses is the
spectre of quadratic oscillation. We will (partially) circumvent this problem using
some ideas from [5]. The price we must pay is to replace lim inf by lim sup, just as
in [5].
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Corollary 1.12 (Blowup solutions concentrate the mass of the ground state).
Let u be a spherically symmetric solution to (1) that blows up at time 0 < T ∗ ≤ ∞.
If T ∗ < ∞, then there exists a sequence tn ր T ∗ so that for any sequence Rn ∈
(0,∞) obeying (T ∗ − tn)−1/2Rn →∞,
lim sup
n→∞
∫
|x|≤Rn
|u(tn, x)|2 dx ≥M(Q). (11)
If T ∗ = ∞, then there exists a sequence tn → ∞ such that for any sequence Rn ∈
(0,∞) with t−1/2n Rn →∞,
lim sup
n→∞
∫
|x|≤Rn
|u(tn, x)|2 dx ≥M(Q). (12)
The analogous statement holds in the negative time direction.
Remark. The argument used to deduce Corollary 1.12 works in any dimension
and without the assumption of spherical symmetry; it just relies on an affirmative
answer to Conjecture 1.8. However, as this remains open in such generality, we
present the argument in context of Theorem 1.10.
The arguments in this paper rely heavily on the spherical symmetry in many
places, for example, in order to localize the solution at the spatial origin x = 0 and
frequency origin ξ = 0, and also to provide some strong spatial decay as |x| → ∞.
We do not see how to remove this assumption, but it seems that if one wishes to do
so, one should first look at the higher-dimensional defocusing case d ≥ 3, µ = +1,
in which the numerology is more favourable (in particular, the dispersive inequality
becomes more powerful) and one has additional tools such as Morawetz inequalities
available.
1.4. Reduction to almost periodic solutions. Bourgain’s seminal work, [6], on
the energy-critical NLS first realized the important role played by solutions that are
simultaneously localized in both frequency and space. The sufficiency of treating
such solutions stems from his ‘induction on energy’ argument. These ideas where
pursued further in the work that followed, for example, [16, 54, 66, 76, 77].
A new and much more efficient approach to the energy-critical NLS (albeit non-
quantitative) was introduced by Kenig and Merle, [35]. They replace the induction
on energy approach by a direct consideration of minimal-energy blowup solutions.
The existence of such solutions (in the mass-critical setting) is a profound observa-
tion of Keraani [37]. At a technical level, the new approach uses a concentration
compactness result from [36]. Important related contributions include [1, 5, 45].
In the Schro¨dinger context, the role of concentration compactness is to provide a
linear profile decomposition. The main technical ingredients from the quantitative
argument (for example, refined Strichartz estimates) appear in the proof of such
a decomposition theorem. The two dimensional mass-critical version of the linear
profile decomposition theorem reads as follows:
Theorem 1.13 (Linear profiles, [45]). Let un, n = 1, 2, . . . be a bounded sequence in
L2x(R
2). Then (after passing to a subsequence if necessary) there exists a sequence
of functions φj ∈ L2x(R2), group elements gjn ∈ G, and tjn ∈ R such that we have
the decomposition
un =
J∑
j=1
gjne
itjn∆φj + wJn (13)
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for all J = 1, 2, . . .; here, wJn ∈ L2x(R2) is such that its linear evolution has asymp-
totically vanishing scattering size:
lim
J→∞
lim sup
n→∞
‖eit∆wJn‖L4t,x = 0. (14)
Moreover, for any j 6= j′,
λjn
λj
′
n
+
λj
′
n
λjn
+ λjnλ
j′
n |ξjn − ξj
′
n |2 +
|xjn − xj
′
n |2
λjnλ
j′
n
+
∣∣tjn(λjn)2 − tj′n (λj′n )2∣∣
λjnλ
j′
n
→∞. (15)
Furthermore, for any J ≥ 1 we have the mass decoupling property
lim
n→∞
[
M(un)−
J∑
j=1
M(φj)−M(wJn)
]
= 0. (16)
Lastly, if un are assumed to be spherically symmetric and d ≥ 2, one can choose φj
and wJn to be spherically symmetric and g
j
n ∈ Grad.
Remark. Note that spherical symmetry is only a significant additional hypothesis
when d ≥ 2. When d = 1, any non-symmetric solution u can be used to generate a
spherically symmetric solution of approximately twice the mass by considering the
near-solution u(t, x−x0)+u(t, x+x0) for some very large x0 and using perturbation
theory such as Lemma 1.5 to convert this to an actual solution; we leave the details
to the reader. Because of this, we do not expect the spherically symmetric case to
be significantly different from the non-symmetric case in one dimension.
The concentration compactness approach reduces matters to the study of almost
periodic solutions (modulo symmetries). This reduction does not depend upon the
dimension, nor does it require the assumption of spherical symmetry. Indeed, in his
recent lectures [34], Kenig stressed that these ideas should be applicable to virtually
any dispersive equation with a good local theory; how (and indeed whether) this
helps in settling global well-posedness questions is very much equation dependent.
Definition 1.14 (Almost periodicity modulo symmetries). Let d ≥ 1 and µ = ±1.
A solution u with lifespan I is said to be almost periodic modulo G if there exist
(possibly discontinuous) functions N : I → R+, ξ : I → Rd, x : I → Rd and a
function C : R+ → R+ such that∫
|x−x(t)|≥C(η)/N(t)
|u(t, x)|2 dx ≤ η
and ∫
|ξ−ξ(t)|≥C(η)N(t)
|uˆ(t, ξ)|2 dξ ≤ η
for all t ∈ I and η > 0. We refer to the functionN as the frequency scale function for
the solution u, ξ as the frequency center function, x as the spatial center function,
and C as the compactness modulus function. Furthermore, if we can select x(t) =
ξ(t) = 0, then we say that u is almost periodic modulo Grad.
Remarks. 1. The parameter N(t) measures the frequency scale of the solution at
time t, and 1/N(t) measures the spatial scale; see [72, 73] for further discussion.
Note that we have the freedom to modify N(t) by any bounded function of t,
provided that we also modify the compactness modulus function C accordingly. In
particular, one could restrict N(t) to be a power of 2 if one wished, although we
will not do so here. Alternatively, the fact that the solution trajectory t 7→ u(t)
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is continuous in L2x(R
d) can be used to show that the functions N , ξ, x may be
chosen to depend continuously on t.
2. One can view ξ(t) and x(t) as roughly measuring the (normalised) momentum
and center-of-mass, respectively, at time t, although as u is only assumed to lie in
L2x(R
d), these latter quantities are not quite rigorously defined.
3. By the Ascoli–Arzela Theorem, a family of functions is precompact in L2x(R
d)
if and only if it is norm-bounded and there exists a compactness modulus function
C so that ∫
|x|≥C(η)
|f(x)|2 dx+
∫
|ξ|≥C(η)
|fˆ(ξ)|2 dξ ≤ η
for all functions f in the family. Thus, an equivalent formulation of Definition 1.14
is as follows: u is almost periodic modulo G (respectively modulo Grad) if and only
if there exists a compact subset K of L2x(R
d) such that the orbit {u(t) : t ∈ I} is
contained inside GK := {gf : g ∈ G, f ∈ K} (respectively GradK). This may help
explain the terminology ‘almost periodic’.
In [72] the following result was established (see also [1, 37]), showing that any
failure of Conjecture 1.8 must be ‘caused’ by a very special type of solution.
Theorem 1.15 (Reduction to almost periodic solutions). Fix µ and d and suppose
that Conjecture 1.8 failed for this choice of µ and d. Then there exists a maximal-
lifespan solution u which is almost periodic modulo G and which blows up both
forward and backward in time, and in the focusing case we also have M(u) < M(Q).
If furthermore d ≥ 2 and Conjecture 1.8 failed for spherically symmetric data, then
we can also ensure that u is spherically symmetric and almost periodic modulo Grad.
Proof. See [72, Theorem 1.13] and [72, Theorem 7.2]. 
Remark. Theorem 1.15 was the first step in the resolution of Conjecture 1.8 in the
case d ≥ 3, µ = +1 with spherical symmetry in [73], just as the analogous statement
for the energy-critical NLS was the first step in [35].
1.5. Outline of the proof. Under the assumption that Conjecture 1.8 fails, The-
orem 1.15 constructs an almost periodic solution u with some frequency scale func-
tion N(t), but provides little information about the behaviour of N(t) over the
lifespan I of the solution. In this paper we refine Theorem 1.15 by showing that
the failure of Conjecture 1.8 implies the existence of one of three types of almost
periodic solutions u for which N(t) and I have very particular properties. The
argument is independent of the dimension, the sign of µ, and makes no assumption
of spherical symmetry. Indeed, the argument is predominantly combinatorial and,
as with the reduction to almost periodic solutions, should be applicable whenever
there is a satisfactory local theory.
Theorem 1.16 (Three special scenarios for blowup). Fix µ and d and suppose that
Conjecture 1.8 fails for this choice of µ and d. Then there exists a maximal-lifespan
solution u which is almost periodic modulo G, blows up both forward and backward
in time, and in the focusing case also obeys M(u) < M(Q). If furthermore d ≥ 2
and Conjecture 1.8 fails for spherically symmetric data, then u may be chosen to
be spherically symmetric and almost periodic modulo Grad.
With or without spherical symmetry, we can also ensure that the lifespan I and
the frequency scale function N : I → R+ match one of the following three scenarios:
12 ROWAN KILLIP, TERENCE TAO, AND MONICA VISAN
I. (Soliton-like solution) We have I = R and
N(t) = 1 (17)
for all t ∈ R (thus the solution stays in a bounded space/frequency range
for all time).
II. (Double high-to-low frequency cascade) We have I = R,
lim inf
t→−∞
N(t) = lim inf
t→+∞
N(t) = 0, (18)
and
sup
t∈R
N(t) <∞ (19)
for all t ∈ I.
III. (Self-similar solution) We have I = (0,+∞) and
N(t) = t−1/2 (20)
for all t ∈ I.
Remark. Elementary scaling arguments show that one may assume that N(t) is
either bounded from above or from below at least on half of its maximal lifespan.
This observation was used in [73, Theorem 3.3] and also in [35, 40]. However, the
proof of Theorem 1.10 seems to require the finer control given by Theorem 1.16 on
the nature of the blowup as one approaches either endpoint of the interval I.
The proof of Theorem 1.16 can be found in Section 4; it uses the basic properties
of almost periodic solutions developed in Section 3.
Thus, by the end of Section 4 we have isolated our three main enemies (i.e.
Scenarios I, II, and III); the remainder of the paper is devoted to defeating them.
Our arguments to achieve this are very much specific to the equation and depend
heavily on the radial assumption. In all three scenarios, the key step is to prove
that u has additional regularity, indeed, more than one derivative in L2x. In this
regard, our approach differs somewhat from the strategy in [6, 16, 54, 66, 73, 76, 77],
which primarily sought to use spacetime estimates (especially those arising from
Morawetz inequalities) to exclude blowup scenarios; control of regularity (that is,
decay at very high or very low frequencies) only appeared later in the argument.
But in two dimensions, the Morawetz inequalities are unfavourable and we have to
rely on the virial inequality instead (see Proposition 9.2), which does not provide
good long-term spacetime control. Thus, we need to establish regularity even in the
absence of such spacetime estimates. In this regard, our approach is more similar to
papers such as [35, 50, 65, 68]. One reward for making do with the virial identity is
that it opens up the possibility of treating the focusing problem, as was conclusively
demonstrated by Kenig and Merle, [35].
At first glance, additional regularity may seem unreasonable since u is a priori
only known to have finite mass and dispersive equations such as (2) do not exhibit
global smoothing properties. However, the solutions appearing in Theorem 1.16 are
very special in nature, for example, they are almost periodic modulo symmetries.
The possibility of proving such regularity becomes still more plausible when one
recalls how Theorem 1.15 is proved. The solution u is selected to have minimal
mass among all blowup solutions; this means that there can be no waste. Adding
high-frequency ripples that do not directly contribute to blowup would constitute
an example of such waste. (The same rationale explains why u must concentrate
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in a single bubble both in space and in frequency.) A further manifestation of this
‘eco-friendly’ (that is, no waste) property is the absence of a scattered wave at the
endpoints of the lifespan I; more formally, we have the following Duhamel formula,
which plays an important role in proving additional regularity.
Lemma 1.17 ([72, Section 6]). Let u be an almost periodic solution to (2) on its
maximal-lifespan I. Then, for all t ∈ I,
u(t) = lim
Tր sup I
i
∫ T
t
ei(t−t
′)∆F (u(t′)) dt′
= − lim
Tց inf I
i
∫ t
T
ei(t−t
′)∆F (u(t′)) dt′,
(21)
as weak limits in L2x.
Additional regularity for the self-similar solution is proved in Section 5. The
argument relies on iterating various versions of the Strichartz inequality (including
a recent refinement of that inequality in the spherically symmetric case due to
Shao [55]), taking full advantage of the self-similarity to control the motion of mass
between frequencies. In the latter part of Section 5 we disprove the existence of the
self-similar solution by noting that H1x solutions are global (see the discussion after
Conjecture 1.8), while the self-similar solution is not.
For the remaining two cases, higher regularity is proved in Section 7. The idea
is to exploit the global existence, together with the almost periodicity modulo
scaling, by applying the Duhamel formula (21) both in the past and in the future.
If done naively, neither of these Duhamel integrals will be absolutely convergent.
However, in Section 6 we describe the decomposition into incoming waves (which we
propagate backwards in time) and outgoing waves (which we propagate forward in
time). We can then take advantage of the radial symmetry, which concentrates the
solution near the origin. In this way, we obtain convergent integrals and regularity
will then be obtained by a simple iteration argument.
In Section 8, we use the additional regularity together with the conservation
of energy to preclude the double high-to-low frequency cascade. In Section 9, we
disprove the existence of soliton-like solutions using a truncated virial identity in
much the same manner as [35].
Corollary 1.12 is proved in Section 10.
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2. Notation and linear estimates
This section contains the basic linear estimates we use repeatedly in the paper.
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2.1. Some notation. We use X . Y or Y & X whenever X ≤ CY for some
constant C > 0. We use O(Y ) to denote any quantity X such that |X | . Y . We use
the notation X ∼ Y whenever X . Y . X . The fact that these constants depend
upon the dimension d will be suppressed. If C depends upon some additional
parameters, we will indicate this with subscripts; for example, X .u Y denotes
the assertion that X ≤ CuY for some Cu depending on u; similarly for X ∼u Y ,
X = Ou(Y ), etc.
We use the ‘Japanese bracket’ convention 〈x〉 := (1 + |x|2)1/2.
We use LqtL
r
x to denote the Banach space with norm
‖u‖LqtLrx(R×Rd) :=
(∫
R
(∫
Rd
|u(t, x)|r dx
)q/r
dt
)1/q
,
with the usual modifications when q or r are equal to infinity, or when the domain
R × Rd is replaced by a smaller region of spacetime such as I × Rd. When q = r
we abbreviate LqtL
q
x as L
q
t,x.
2.2. Basic harmonic analysis. Let ϕ(ξ) be a radial bump function supported in
the ball {ξ ∈ Rd : |ξ| ≤ 1110} and equal to 1 on the ball {ξ ∈ Rd : |ξ| ≤ 1}. For each
number N > 0, we define the Fourier multipliers
P̂≤Nf(ξ) := ϕ(ξ/N)fˆ(ξ)
P̂>Nf(ξ) := (1− ϕ(ξ/N))fˆ (ξ)
P̂Nf(ξ) := ψ(ξ/N)fˆ(ξ) := (ϕ(ξ/N) − ϕ(2ξ/N))fˆ(ξ).
We similarly define P<N and P≥N . We also define
PM<·≤N := P≤N − P≤M =
∑
M<N ′≤N
PN ′
whenever M < N . We will usually use these multipliers when M and N are dyadic
numbers (that is, of the form 2n for some integer n); in particular, all summations
over N or M are understood to be over dyadic numbers. Nevertheless, it will
occasionally be convenient to allow M and N to not be a power of 2. Note that
PN is not truly a projection; to get around this, we will occasionally need to use
fattened Littlewood-Paley operators:
P˜N := PN/2 + PN + P2N . (22)
These obey PN P˜N = P˜NPN = PN .
As with all Fourier multipliers, the Littlewood-Paley operators commute with
the propagator eit∆, as well as with differential operators such as i∂t +∆. We will
use basic properties of these operators many many times, including
Lemma 2.1 (Bernstein estimates). For 1 ≤ p ≤ q ≤ ∞,
‖P≤Nf‖Lqx(Rd) . N
d
p− dq ‖P≤Nf‖Lpx(Rd),
‖PNf‖Lqx(Rd) . N
d
p− dq ‖PNf‖Lpx(Rd).
One of the ways in which we exploit the spherical symmetry assumption in this
paper is by using the stronger spatial decay as |x| → ∞ that spherically symmetric
functions enjoy. One expression of this is the following ‘endpoint’ radial Sobolev
embedding estimate.
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Lemma 2.2 (Radial Sobolev embedding). For spherically symmetric f : Rd → C,∥∥|x| d−12 fN∥∥L∞x . N 12 ‖fN‖L2x (23)
for any frequency N ∈ 2Z.
Proof. The claim follows from a more general inequality obeyed by radial functions,∥∥|x| d−12 f∥∥2
L∞x
. ‖f‖L2x‖∇f‖L2x . (24)
This in turn, can be deduced as follows. By the Fundamental Theorem of Calculus
and Ho¨lder’s inequality,
|g(r)|2 =
∣∣∣∫ ∞
r
g(ρ)g′(ρ) dρ
∣∣∣ ≤ r1−d∣∣∣∫ ∞
r
g(ρ)g′(ρ)ρd−1dρ
∣∣∣
≤ r1−d‖g‖L2(ρd−1 dρ)‖g′‖L2(ρd−1 dρ)
for any Schwartz function g : [0,∞)→ C. To obtain (24), we apply this to g(|x|) =
f(x). 
In a series of papers culminating in [12], Christ and Kiselev proved that un-
der certain hypotheses, truncations of bounded integral operators are themselves
bounded. We will only use the simplest form of their results (the proof is based on
a Whitney decomposition of the half space t < s):
Lemma 2.3 (Christ–Kiselev, [12]). For each s, t ∈ R, let T (t, s) : Lrx → Lr˜x denote
a linear operator. If ∥∥∥∫
R
T (t, s)F (s) ds
∥∥∥
LqtL
r
x
.
∥∥F∥∥
LptL
r˜
x
for some q > p, then∥∥∥∫ t
−∞
T (t, s)F (s) ds
∥∥∥
LqtL
r
x
.p,q
∥∥F∥∥
LptL
r˜
x
.
This lemma is handy because the Duhamel formula (3) comes with the constraint
s < t, but it is much easier to prove estimates after discarding it.
2.3. Strichartz estimates. Naturally, everything that we do for the nonlinear
Schro¨dinger equation builds on basic properties of the linear propagator eit∆.
From the explicit formula
eit∆f(x) =
1
(4πit)d/2
∫
Rd
ei|x−y|
2/4tf(y) dy,
we deduce the standard dispersive inequality
‖eit∆f‖L∞(Rd) .
1
|t|d/2 ‖f‖L1(Rd) (25)
for all t 6= 0.
Finer bounds on the (frequency localized) linear propagator can be derived using
stationary phase:
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Lemma 2.4 (Kernel estimates). For any m ≥ 0, the kernel of the linear propagator
obeys the following estimates:
∣∣(PNeit∆)(x, y)∣∣.m

|t|−d/2 : |x− y| ∼ N |t|
Nd
|N2t|m〈N |x− y|〉m : otherwise
(26)
for |t| ≥ N−2 and ∣∣(PNeit∆)(x, y)∣∣.m Nd〈N |x− y|〉−m (27)
for |t| ≤ N−2.
We also record the following standard Strichartz estimate:
Lemma 2.5 (Strichartz). Let I be an interval, let t0 ∈ I, and let u0 ∈ L2x(Rd) and
f ∈ L2(d+2)/(d+4)t,x (I × Rd). Then, the function u defined by
u(t) := ei(t−t0)∆u0 − i
∫ t
t0
ei(t−t
′)∆f(t′) dt′
obeys the estimate
‖u‖C0tL2x(I×Rd) + ‖u‖L2(d+2)/dt,x (I×Rd) . ‖u0‖L2x(Rd) + ‖f‖L2(d+2)/(d+4)t,x (I×Rd).
Moreover, if d = 2 and both u and f are spherically symmetric,
‖u‖L2tL∞x (I×R2) . ‖u0‖L2x(R2) + ‖f‖L4/3t,x (I×R2).
Proof. See, for example, [25, 61] for the first inequality and [58, 64] for the endpoint
case in dimension d = 2. In [46] it is shown that the L2tL
∞
x endpoint fails without
the assumption of spherical symmetry. 
Remark. There are of course more Strichartz estimates available than the ones listed
here, but these (together with their adjoints) are the only ones we will need. By
the Duhamel formula (3), one can of course write u(t0) in place of u0 and iut+∆u
in place of f .
We will also need three variants of the Strichartz inequality. We will only record
the two-dimensional case of these. The first is a bilinear variant, which will be
useful for controlling interactions between widely separated frequencies:
Lemma 2.6 (Bilinear Strichartz). For any spacetime slab I ×R2, any t0 ∈ I, and
any M,N > 0, we have
‖(P≥Nu)(P≤Mv)‖L2t,x(I×R2) .
(
M
N
) 1
2
(‖P≥Nu(t0)‖L2 + ‖(i∂t +∆)P≥Nu‖
L
4
3
t,x(I×R2)
)
× (‖P≤Mv(t0)‖L2 + ‖(i∂t +∆)P≤Mv‖
L
4
3
t,x(I×R2)
)
,
for all functions u, v on I.
Proof. See [77, Lemma 2.5], which builds on earlier versions in [7, 16]. More general
estimates hold for other dimensions and other exponents, but we will not need those
here. 
Next, we observe a weighted endpoint Strichartz estimate, which exploits the
spherical symmetry heavily in order to obtain spatial decay. It is very useful in
regions of space far from the origin x = 0.
THE CUBIC NLS IN 2D WITH RADIAL DATA 17
Lemma 2.7 (Weighted endpoint Strichartz). Let I be an interval, let t0 ∈ I, and
let u0 ∈ L2x(R2) and f ∈ L4/3t,x (I×R2) be spherically symmetric. Then, the function
u defined by
u(t) := ei(t−t0)∆u0 − i
∫ t
t0
ei(t−t
′)∆f(t′) dt′
obeys the estimate∥∥|x|1/2u∥∥
L4tL
∞
x (I×R2)
. ‖u0‖L2x(R2) + ‖f‖L4/3t,x (I×R2).
Proof. As in the usual proof of Strichartz inequality, the main ingredients are a
dispersive estimate and fractional integration.
Using Lemma 2.5 and the Christ-Kiselev lemma, we see that it suffices to prove
the free estimate ∥∥|x|1/2eit∆u0∥∥L4tL∞x (R×R2) . ‖u0‖L2x(R2) (28)
for spherically symmetric u0. By the TT
∗ method, this is equivalent to∥∥∥∫
R
|x|1/2ei(t−t′)∆|x|1/2f(t′) dt′
∥∥∥
L4tL
∞
x (R×R2)
. ‖f‖
L
4/3
t L
1
x(R×R2)
.
By the Hardy-Littlewood-Sobolev theorem of fractional integration, it thus suffices
to prove the following weighted dispersive inequality:∥∥|x|1/2ei(t−t′)∆|x|1/2f(t′)∥∥
L∞x (R
2)
. |t− t′|−1/2‖f(t′)‖L1x(R2).
In order to achieve this, we note that for radial functions the propagator has integral
kernel
eit∆(x, y) =
1
4πit
∫ 2pi
0
exp
{ i|x|2 + i|y|2 − 2i|x||y| cos(θ)
4t
} dθ
2π
.
Thus, a standard application of stationary phase (or the behaviour of the J0 Bessel
function) reveals that |eit∆(x, y)| . (|x||y||t|)−1/2. In particular,∥∥|x| 12 eit∆|x| 12 ∥∥
L1x→L∞x
. |t|−1/2
and the claim follows. 
We will rely crucially on a slightly different type of improvement to the Strichartz
inequality in the spherically symmetric case due to Shao [55], which improves the
spacetime decay of the solution after localizing in frequency:
Lemma 2.8 (Shao’s Strichartz Estimate, [55, Corollary 6.2]). For f ∈ L2
rad
(R2)
we have
‖PNeit∆f‖Lqt,x(R×R2) .q N1−
4
q ‖f‖L2x(R2), (29)
provided q > 103 .
The key point for us is that q can go below 4, which is the exponent given
by Lemma 2.5. The Knapp counterexample (a wave-packet whose momentum is
concentrated in a single direction) shows that such an improvement is not possible
without the radial assumption. One can combine this estimate with the usual
Strichartz estimates by the standard Christ-Kiselev trick to obtain similar estimates
for solutions to an inhomogeneous Schro¨dinger equation, but we will not need those
estimates here.
Our last lemma is essentially Bourgain’s concentration argument from [5, §2–3].
It may be interpreted as an inverse Strichartz inequality. It roughly says that the
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Strichartz norm cannot be large without there being a bubble of concentration in
spacetime. While results of this genre constitute an important precursor to the
concentration compactness technique, our only application of it will be in the proof
of Corollary 1.12; see Section 10.
Lemma 2.9. Given φ ∈ L2x(R2) and η > 0, there exists C = C(M(φ), η) so that if∫
I
∫
R2
∣∣eit∆φ∣∣4 dx dt ≥ η
for some interval I ⊆ R, then there exist x0, ξ0 ∈ R2 and J ⊆ I so that∫
|x−x0−2tξ0|≤C|J|1/2
∣∣eit∆φ∣∣2 dx ≥ C−1 for all t ∈ J. (30)
(Notice that C does not depend on I or J .) If φ is spherically symmetric, then we
may take x0 = ξ0 = 0.
Proof. As noted, a proof can be found in [5]. For the convenience of the reader, we
will give a short proof in the radial case using the tools described in this section.
Making a Littlewood–Paley decomposition of u and then applying Ho¨lder fol-
lowed by the Strichartz and bilinear Strichartz inequalities, we find
η .
∑
N≥M
‖eit∆φNeit∆φM‖L2t,x(I×R2)‖eit∆φN‖L4t,x(I×R2)‖eit∆φM‖L4t,x(I×R2)
.
∑
N≥M
(M
N
)1/2
‖φN‖2L2x‖φM‖L2x‖e
it∆φM‖L4t,x(I×R2)
. ‖φ‖3L2x sup
M
‖eit∆φM‖L4t,x(I×R2).
Therefore,
sup
M
‖eit∆φM‖L4t,x(I×R2) & η‖φ‖−3L2x .
On the other hand, by Bernstein’s inequality (Lemma 2.1),∫
I
∫
R2
∣∣eit∆φM ∣∣4 dx dt . |I|M2‖φ‖4L2x .
Combining these two, we see that there is M &M(φ) η
1/2|I|−1/2 so that
‖eit∆φM‖L4t,x(I×R2) &M(φ) η. (31)
By Lemma 2.8 we obtain the upper bound
‖eit∆φM‖L7/2t,x (I×R2) .M
−1/7‖φ‖L2x ,
which combined with (31) and Ho¨lder’s inequality yields
‖eit∆φM‖L∞t,x(I×R2) &M(φ) η8M.
Thus, there exist t0 ∈ I and x0 ∈ R2 so that∣∣[eit0∆φM ](x0)∣∣ &M(φ) η8M.
Using the fact that the kernel of PM is concentrated in the ball of radius M
−1 and
that it has L2x norm comparable to M , we may conclude that∫
|x−x0|.M−1
∣∣P˜Meit0∆φ(x)∣∣2 dx &M(φ),η 1.
THE CUBIC NLS IN 2D WITH RADIAL DATA 19
Here P˜M = PM/2 + PM + P2M as in (22). By enlarging the ball a little and using
(27) we obtain ∫
|x−x0|.M−1
∣∣eit∆φ(x)∣∣2 dx &M(φ),η 1
for all |t − t0| ≤ M−2. Let J := {t ∈ I : |t − t0| ≤ M−2}. To obtain (30) with
ξ0 = 0, we simply note that because of our lower bound on M , the length of J
obeys |J | &M(φ),η M−2.
As φ is spherically symmetric, we must have |x0| .M(φ) |J |1/2; otherwise, we
may find a large number of disjoint balls each containing η amount of mass, which
contradicts the finiteness of the L2x-norm of φ. Thus, it is possible to set x0 = 0 by
simply enlarging C. 
3. Almost periodic solutions
In this section, we record basic facts about the frequency scale function N(t)
that will be needed in the proof of Theorem 1.16 in the next section. Much of the
theory here is implicit in [37, 72]. Throughout this section, we fix the dimension d
and the sign µ. The results do not rely on spherical symmetry.
Lemma 3.1 (Quasi-uniqueness of N). Let u be a non-zero solution to (2) with
lifespan I that is almost periodic modulo G with frequency scale function N : I →
R+ and compactness modulus function C : R+ → R+, and also almost periodic
modulo G with frequency scale function N ′ : I → R+ and compactness modulus
function C′ : R+ → R+. Then we have
N(t) ∼u,C,C′ N ′(t)
for all t ∈ I.
Proof. By symmetry, it suffices to establish the bound N ′(t) .u,C,C′ N(t). We
write x′(t) for the spatial center associated to N ′ and C′. Similarly, ξ(t) is the
frequency center associated to N and C.
Fix t and let η > 0 to be chosen later. By Definition 1.14 we have∫
|x−x′(t)|≥C′(η)/N ′(t)
|u(t, x)|2 dx ≤ η
and ∫
|ξ−ξ(t)|≥C(η)N(t)
|uˆ(t, ξ)|2 dξ ≤ η.
We split u(t, x) = u1(t, x) + u2(t, x), where u1(t, x) := u(t, x)1|x−x′(t)|≥C′(η)/N ′(t)
and u2(t, x) := u(t, x)1|x−x′(t)|<C′(η)/N ′(t). Then, by Plancherel’s theorem we have∫
Rd
|uˆ1(t, ξ)|2 dξ . η, (32)
while from Cauchy-Schwarz we have
sup
ξ∈Rd
|uˆ2(t, ξ)|2 .η,C′ M(u)N ′(t)−d.
Integrating the last inequality over the ball |ξ − ξ(t)| ≤ C(η)N(t) and using (32),
we conclude that∫
Rd
|uˆ(t, ξ)|2 dξ . η +Oη,C,C′(M(u)N(t)dN ′(t)−d).
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Thus, by Plancherel and mass conservation,
M(u) . η +Oη,C,C′(M(u)N(t)
dN ′(t)−d).
Choosing η to be a small multiple of M(u) (which is non-zero by hypothesis), we
obtain the claim. 
Lemma 3.2 (Quasi-continuous dependence of N on u). Let u(n) be a sequence
of solutions to (2) with lifespans I(n), which are almost periodic modulo scaling
with frequency scale functions N (n) : I(n) → R+ and compactness modulus function
C : R+ → R+, independent of n. Suppose that u(n) converge locally uniformly to a
non-zero solution u to (2) with lifespan I. Then u is almost periodic modulo scaling
with a frequency scale function N : I → R+ and compactness modulus function C.
Furthermore, we have
N(t) ∼u,C lim inf
n→∞ N
(n)(t) ∼u,C lim sup
n→∞
N (n)(t) (33)
for all t ∈ I. Finally, if all u(n) are spherically symmetric, then u is also.
Proof. We first show that
0 < lim inf
n→∞
N (n)(t) ≤ lim sup
n→∞
N (n)(t) <∞ (34)
for all t ∈ I. Indeed, if one of these inequalities failed for some t, then (by passing to
a subsequence if necessary) N (n)(t) would converge to zero or to infinity as n→∞.
Thus, by Definition 1.14, u(n)(t) would converge weakly to zero, and hence, by the
local uniform convergence, would converge strongly to zero. But this contradicts
the hypothesis that u is not identically zero. This establishes (34).
From (34), we see that for each t ∈ I the sequence N (n)(t) has at least one limit
point N(t). Thus, using the local uniform convergence we easily verify that u is
almost periodic modulo scaling with frequency scale function N and compactness
modulus function C. It is also clear that if all u(n) are spherically symmetric, then
u is also.
It remains to establish (33), which we prove by contradiction. Suppose it fails.
Then given any A = Au, there exists a t ∈ I for which N (n)(t) has at least two
limit points which are separated by a ratio of at least A, and so u has two frequency
scale functions with compactness modulus function C which are separated by this
ratio. But this contradicts Lemma 3.1 for A large enough depending on u. Hence
(33) holds. 
The following claim is easily verified.
Lemma 3.3 (Symmetries of almost periodic solutions). Let u be a solution to (2)
with lifespan I which is almost periodic modulo G (respectively Grad) with frequency
scale function N : I → R+ and compactness modulus function C : R+ → R+. Let
the notation be as in Lemma 1.7. Then
• The time reversal u˜ is almost periodic modulo G (respectively Grad) with fre-
quency scale function N˜(t) := N(−t) and compactness modulus function C.
• For any t0 ∈ R, the time translation ut0 is almost periodic modulo G (respectively
Grad) with frequency scale function Nt0(t) := N(t + t0) and compactness modulus
function C.
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• For any λ > 0, the rescaled solution Tg0,0,0,λu is almost periodic modulo G (re-
spectively Grad) with frequency scale function N
[λ](t) := N(t/λ2)/λ and compact-
ness modulus function C.
There is an analogous claim for the pseudoconformal transformation, but it is
more complicated and we will not need it here. The difference is that the compact-
ness modulus function C changes; the closer 0 is to I, the worse it becomes.
In the non-radial case one can also easily track the changes in the functions ξ(t)
and x(t), as well as the actions of more general elements of G, but we will not need
to do so here.
Next, we state a useful compactness result. First, a definition:
Definition 3.4 (Normalised solution). Let u be a solution to (2), which is almost
periodic modulo G with frequency scale function N , position center function x, and
frequency center function ξ. We say that u is normalised if the lifespan I contains
zero and
N(0) = 1, x(0) = ξ(0) = 0.
More generally, we can define the normalisation of a solution u at a time t0 in its
lifespan I to be
u[t0] := Tg0,−ξ(t0)/N(t0),−x(t0)N(t0),N(t0)(ut0). (35)
Observe that u[t0] is a normalised solution which is almost periodic modulo G and
has lifespan
I [t0] := {s ∈ R : t0 + s/N(t0)2 ∈ I}
(so, in particular, 0 ∈ I [t0]). It has frequency scale function
N [t0](s) := N(t0 + s/N(t0)
2)/N(t0)
and the same compactness modulus function as u. Furthermore, if u is maximal-
lifespan then so is u[t0], and if u is spherically symmetric and almost periodic modulo
Grad then so is u
[t0].
Lemma 3.5 (Compactness of almost periodic solutions). Let u(n) be a sequence
of normalised maximal-lifespan solutions to (2) with lifespans I(n) ∋ 0, which are
almost periodic modulo G with frequency scale functions N (n) : I(n) → R+ and a
uniform compactness modulus function C : R+ → R+. Assume that we also have a
uniform mass bound
0 < inf
n
M(u(n)) ≤ sup
n
M(u(n)) <∞. (36)
Then, after passing to a subsequence if necessary, there exists a non-zero maximal-
lifespan solution u to (2) with lifespan I ∋ 0 that is almost periodic modulo G,
such that u(n) converge locally uniformly to u. Moreover, if all u(n) are spherically
symmetric and almost periodic modulo Grad, then u is also.
Proof. By hypothesis and Definition 1.14, we see that for every ε > 0 there exists
R > 0 such that ∫
|x|≥R
|u(n)(0, x)|2 dx ≤ ε
and ∫
|ξ|≥R
|û(n)(0, ξ)|2 dξ ≤ ε
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for all n. From this, (36), and the Ascoli–Arzela Theorem, we see that the sequence
u(n)(0) is precompact in the strong topology of L2x(R
d). Thus, by passing to a
subsequence if necessary, we can find u0 ∈ L2x(Rd) such that u(n)(0) converge
strongly to u0 in L
2
x(R
d). From (36) we see that u0 is not identically zero.
Now let u be the maximal Cauchy development of u0 from time 0, with lifespan
I. By Theorem 1.4, u(n) converge locally uniformly to u. The remaining claims
now follow from Lemma 3.2. 
To illustrate how the above theory is used, let us now record some simple con-
sequences that will be useful in the sequel.
Corollary 3.6 (Local constancy of N). Let u be a non-zero maximal-lifespan so-
lution to (2) with lifespan I that is almost periodic modulo G with frequency scale
function N : I → R+. Then there exists a small number δ, depending on u, such
that for every t0 ∈ I we have[
t0 − δN(t0)−2, t0 + δN(t0)−2
] ⊂ I (37)
and
N(t) ∼u N(t0) (38)
whenever |t− t0| ≤ δN(t0)−2.
Proof. Let us first establish (37). We argue by contradiction. Assume (37) fails.
Then, there exist sequences tn ∈ I and δn → 0 such that tn + δnN(tn)−2 6∈ I for
all n. Define the normalisations u[tn] of u from time tn by (35). Then, u
[tn] are
maximal-lifespan normalised solutions whose lifespans I [tn] contain 0 but not δn;
they are also almost periodic modulo G with frequency scale functions
N [tn](s) := N(tn + sN(tn)
−2)/N(tn) (39)
and the same compactness modulus function C as u. Applying Lemma 3.5 (and
passing to a subsequence if necessary), we conclude that u[tn] converge locally uni-
formly to a maximal-lifespan solution v with some lifespan J ∋ 0. By Theorem 1.4,
J is open and so contains δn for all sufficiently large n. This contradicts the local
uniform convergence as, by hypothesis, δn does not belong to I
[tn]. Hence (37)
holds.
We now show (38). Again, we argue by contradiction, shrinking δ if necessary.
Assume (38) fails no matter how small one selects δ. Then, one can find sequences
tn, t
′
n ∈ I such that sn := (t′n − tn)N(tn)2 → 0 but N(t′n)/N(tn) converge to
either zero or infinity. If we define u[tn] and N [tn] as before and apply Lemma 3.5
(passing to a subsequence if necessary), we see once again that u[tn] converge locally
uniformly to a maximal-lifespan solution v with some open lifespan J ∋ 0. But then
N [tn](sn) converge to either zero or infinity and thus, by Definition 1.14, u
[tn](sn)
are converging weakly to zero. On the other hand, since sn converge to zero and
u[tn] are locally uniformly convergent to v ∈ C0t,locL2x(J×Rd), we may conclude that
u[tn](sn) converge strongly to v(0) in L
2
x(R
2). Thus v(0) = 0 andM(u[tn]) converge
to M(v) = 0. But since M(u(n)) = M(u), we see that u vanishes identically, a
contradiction. Thus (38) holds. 
Corollary 3.7 (Blowup criterion). Let u be a non-zero maximal-lifespan solution
to (2) with lifespan I that is almost periodic modulo G with frequency scale function
N : I → R+. If T is any finite endpoint of I, then N(t) &u |T−t|−1/2; in particular,
limt→T N(t) =∞.
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Proof. This is immediate from (37). 
Lemma 3.8 (Local quasi-boundedness of N). Let u be a non-zero solution to
(2) with lifespan I that is almost periodic modulo G with frequency scale function
N : I → R+. If K is any compact subset of I, then
0 < inf
t∈K
N(t) ≤ sup
t∈K
N(t) <∞.
Proof. We only prove the first inequality; the argument for the last is similar.
We argue by contradiction. Suppose that the first inequality fails. Then, there
exists a sequence tn ∈ K such that limn→∞N(tn) = 0 and hence, by Definition 1.14,
u(tn) converge weakly to zero. Since K is compact, we can assume tn converge to a
limit t0 ∈ K. As u ∈ C0t L2x(K × Rd), we see that u(tn) converge strongly to u(t0).
Thus u(t0) must be zero, contradicting the hypothesis. 
Finally, we establish a spacetime bound.
Lemma 3.9 (Spacetime bound). Let u be a non-zero solution to (2) with lifespan
I, which is almost periodic modulo G with frequency scale function N : I → R+. If
J is any subinterval of I, then∫
J
N(t)2 dt .u
∫
J
∫
Rd
|u(t, x)| 2(d+2)d dx dt .u 1 +
∫
J
N(t)2 dt. (40)
Proof. We first prove∫
J
∫
Rd
|u(t, x)| 2(d+2)d dx dt .u 1 +
∫
J
N(t)2 dt. (41)
Let 0 < η < 1 to be chosen momentarily and partition J into subintervals Ij so
that ∫
Ij
N(t)2 dt ≤ η; (42)
this requires at most η−1 × RHS(41) many intervals. For each j, we may choose
tj ∈ Ij so that
N(tj)
2|Ij | ≤ 2η. (43)
By Strichartz inequality, we have the following estimates on the spacetime slab
Ij × Rd
‖u‖
L
2(d+2)
d
t,x
. ‖ei(t−tj)∆u(tj)‖
L
2(d+2)
d
t,x
+ ‖u‖
d+4
d
L
2(d+2)
d
t,x
. ‖u≥N0(tj)‖L2x + ‖ei(t−tj)∆u≤N0(tj)‖
L
2(d+2)
d
t,x
+ ‖u‖
d+4
d
L
2(d+2)
d
t,x
. ‖u≥N0(tj)‖L2x + |Ij |
d
2(d+2)N
d
d+2
0 ‖u(tj)‖L2x + ‖u‖
d+4
d
L
2(d+2)
d
t,x
;
the last step here used Ho¨lder’s and Bernstein’s inequalities. Choosing N0 as a
large multiple of N(tj) and using Definition 1.14, one can make the first term as
small as one wishes. Subsequently, choosing η sufficiently small depending onM(u)
and invoking (43), one may also render the second term arbitrarily small. Thus, by
the usual bootstrap argument we obtain∫
Ij
∫
Rd
|u(t, x)| 2(d+2)d dx dt ≤ 1.
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Using the bound on the number of intervals Ij , this leads to (41).
Now we prove ∫
J
∫
Rd
|u(t, x)| 2(d+2)d dx dt &u
∫
J
N(t)2 dt. (44)
Using Definition 1.14 and choosing η sufficiently small depending on M(u), we can
guarantee that ∫
|x−x(t)|≤C(η)N(t)−1
|u(t, x)|2 dx &u 1 (45)
for all t ∈ J ; here x(t) is the spatial center given to us by compactness. On the
other hand, a simple application of Ho¨lder’s inequality yields∫
Rd
|u(t, x)| 2(d+2)d dx &u
(∫
|x−x(t)|≤C(η)N(t)−1
|u(t, x)|2
) d+2
d
N(t)2.
Thus, using (45) and integrating over J we derive (44). 
Corollary 3.10 (Maximal-lifespan almost periodic solutions blow up). Let u be a
maximal-lifespan solution to (2) which is almost periodic modulo G. Then u blows
up both forward and backward in time.
Proof. At a finite endpoint, Corollary 3.7 shows that the integral
∫
I N(t)
2 dt di-
verges in any neighbourhood of that endpoint. Thus by Lemma 3.9 the spacetime
norm also diverges, which is the definition of blowup.
In the case of an infinite endpoint, we choose t0 ∈ I and note that by (37),
N(t) &u 〈t− t0〉−1/2. The claim now follows as before. 
4. Three enemies
We now prove Theorem 1.16. The proof is unaffected by spherical symmetry,
the dimension d, or the sign of µ; the essential ingredients are the scaling symmetry
and the local constancy of N(t).
Fix d and µ. Invoking Theorem 1.15, we can find a maximal-lifespan solution v
of some lifespan J which is almost periodic modulo G and blows up both forward
and backward in time; also, in the focusing case µ = −1, we have M(v) < M(Q).
Let Nv(t) be the frequency scale function associated to v as in Definition 1.14,
and let C : R+ → R+ be the compactness modulus function. The solution v
partially satisfies the conclusions of Theorem 1.16, but we are not necessarily in
one of the three scenarios listed there. To extract a solution u with such additional
properties, we will have to perform some further manipulations primarily based on
the scaling and time-translation symmetries.
For any T ≥ 0, define the quantity
osc(T ) := inf
t0∈J
supt∈J:|t−t0|≤T/Nv(t0)2 Nv(t)
inft∈J:|t−t0|≤T/Nv(t0)2 Nv(t)
. (46)
Roughly speaking, this measures the least possible oscillation one can find in Nv
on time intervals of normalised duration T . This quantity is clearly non-decreasing
in T . If osc(T ) is bounded, we will be able to extract a soliton-like solution; this is
Case I: limT→∞ osc(T ) <∞.
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In this case, we have arbitrarily long periods of stability for Nv. More precisely,
we can find a finite number A = Av, a sequence tn of times in J , and a sequence
Tn →∞ such that
supt∈J:|t−tn|≤Tn/Nv(tn)2 Nv(t)
inft∈J:|t−tn|≤Tn/Nv(tn)2 Nv(t)
< A
for all n. Note that this, together with Corollary 3.6, implies that
[tn − Tn/Nv(tn)2, tn + Tn/Nv(tn)2] ⊂ J
and
Nv(t) ∼v Nv(tn)
for all t in this interval.
Now define the normalisations v[tn] of v at times tn as in (35). Then v
[tn] is a
maximal-lifespan normalised solution with lifespan
Jn := {s ∈ R : tn + 1
Nv(tn)2
s ∈ J} ⊃ [−Tn, Tn]
and mass M(v). It is almost periodic modulo scaling with frequency scale function
Nv[tn](s) :=
1
Nv(tn)
Nv(tn +
1
Nv(tn)2
s)
and compactness modulus function C. In particular, we see that
Nv[tn](s) ∼v 1 (47)
for all s ∈ [−Tn, Tn].
We now apply Lemma 3.5 and conclude (passing to a subsequence if necessary)
that v[tn] converge locally uniformly to a maximal-lifespan solution u with mass
M(v) defined on an open interval I containing 0 and which is almost periodic
modulo symmetries. As Tn → ∞, Lemma 3.2 and (47) imply that the frequency
scale function N : I → R+ of u satisfies
0 < inf
t∈I
N(t) ≤ sup
t∈I
N(t) <∞.
In particular, by Corollary 3.7, I has no finite endpoints and hence I = R. By
modifying C by a bounded amount we may now normalise N ≡ 1. We have thus
constructed a soliton-like solution in the sense of Theorem 1.16.
When osc(T ) is unbounded, we must seek a solution belonging to one of the
remaining two scenarios. To distinguish between them, we introduce the quantity
a(t0) :=
inft∈J:t≤t0 Nv(t) + inft∈J:t≥t0 Nv(t)
Nv(t0)
for every t0 ∈ J . This measures the extent to which Nv(t) decays to zero on both
sides of t0. Clearly, this quantity takes values in the interval [0, 2].
Case II: limT→∞ osc(T ) =∞ and inft0∈J a(t0) = 0.
In this case, there are no long periods of stability but there are times about which
there are arbitrarily large cascades from high to low frequencies in both future and
past directions. This will allow us to extract a solution with a double high-to-low
frequency cascade as defined in Theorem 1.16.
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As inft0∈J a(t0) = 0, there exists a sequence of times tn ∈ J such that a(tn)→ 0
as n → ∞. By the definition of a, we can also find times t−n < tn < t+n with
t−n , t
+
n ∈ J such that
Nv(t
−
n )
Nv(tn)
→ 0 and Nv(t
−
n )
Nv(tn)
→ 0.
Choose t−n < t
′
n < t
+
n so that
Nv(t
′
n) ∼ sup
t−n≤t≤t+n
Nv(t);
then,
Nv(t
−
n )
Nv(t′n)
→ 0 and Nv(t
−
n )
Nv(t′n)
→ 0.
We define the rescaled and translated times s−n < 0 < s
+
n by
s±n := Nv(t
′
n)
2(t±n − t′n)
and the normalisations v[t
′
n] at times t′n by (35). These are normalised maximal-
lifespan solutions with lifespans containing [s−n , s
+
n ], which are almost periodic mod-
ulo G with frequency scale functions
N
v[t
′
n]
(s) :=
1
Nv(t′n)
Nv
(
t′n +
1
Nv(t′n)2
s
)
. (48)
By the way we chose t′n, we see that
N
v[t
′
n]
(s) . 1 (49)
for all s−n ≤ s ≤ s+n . Moreover,
Nv[t′n](s
±
n )→ 0 as n→∞ (50)
for either choice of sign.
We now apply Lemma 3.5 and conclude (passing to a subsequence if necessary)
that v[t
′
n] converge locally uniformly to a maximal-lifespan solution u of massM(v)
defined on an open interval I containing 0, which is almost periodic modulo sym-
metries.
Let N be a frequency scale function for u. From Lemma 3.8 we see that N(t) is
bounded from below on any compact set K ⊂ I. From this and Lemma 3.2 (and
Lemma 3.1), we see that N
v[t
′
n]
(t) is also bounded from below, uniformly in t ∈ K,
for all sufficiently large n (depending on K). As a consequence of this and (50), we
see that s−n and s
+
n cannot have any limit points in K; thus K ⊂ [s−n , s+n ] for all
sufficiently large n. Therefore, s±n converge to the endpoints of I. Combining this
with Lemma 3.2 and (49), we conclude that
sup
t∈I
N(t) <∞. (51)
Lemma 3.7 now implies that I has no finite endpoints, that is, I = R.
In order to prove that u is a double high-to-low frequency cascade, we merely
need to show that
lim inf
t→+∞
N(t) = lim inf
t→−∞
N(t) = 0. (52)
By time reversal symmetry, it suffices to establish that lim inft→+∞N(t) = 0.
Suppose that this is not the case. Then, using (51) we may deduce
N(t) ∼u 1
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for all t ≥ 0. We conclude from Lemma 3.2 that for every m ≥ 1, there exists an
nm such that
N
v
[t′nm
](t) ∼u 1
for all 0 ≤ t ≤ m. But by (46) and (48) this implies that
osc(εm) .u 1
for all m and some ε = ε(u) > 0 independent of m. Note that ε is chosen as a lower
bound on the quantities N(t′′nm)
2/N(t′nm)
2 where t′′nm = t
′
nm +
m
2 N(t
′
nm)
−2. This
contradicts the hypothesis limT→∞ osc(T ) =∞ and so settles Case II.
Case III: limT→∞ osc(T ) =∞ and inft0∈J a(t0) > 0.
In this case, there are no long periods of stability and no double cascades from
high to low frequencies; we will be able to extract a self-similar solution in the sense
of Theorem 1.16.
Let ε = ε(v) > 0 be such that inft0∈J a(t0) ≥ 2ε. We call a time t0 future-focusing
if
Nv(t) ≥ εNv(t0) for all t ∈ J with t ≥ t0 (53)
and past-focusing if
Nv(t) ≥ εNv(t0) for all t ∈ J with t ≤ t0. (54)
From the choice of ε we see that every time t0 ∈ J is either future-focusing or
past-focusing, or possibly both.
We will now show that either all sufficiently late times are future-focusing or
that all sufficiently early times are past-focusing. If this were false, there would be
a future-focusing time t0 and a sequence of past-focusing times tn that converges
to the righthand endpoint of J . For sufficiently large n, we have tn ≥ t0. By (53)
and (54) we then see that
Nv(tn) ∼v Nv(t0)
for all such n. For any t0 < t < tn, we know that t is either past-focusing or
future-focusing; thus we have either Nv(t0) ≥ εNv(t) or Nv(tn) ≥ εNv(t). Also,
since t0 is future-focusing, Nv(t) ≥ εNv(t0). We conclude that
Nv(t) ∼v Nv(t0)
for all t0 < t < tn; since tn converges to sup(J), this claim in fact holds for all
t0 < t < sup(J). In particular, from Corollary 3.7 we see that v does not blow
up forward in finite time, that is, sup(J) = ∞. The function Nv is now bounded
above and below on the interval (t0,+∞). This implies that limT→∞ osc(T ) <∞,
a contradiction. This proves the assertion at the beginning of the paragraph.
We may now assume that future-focusing occurs for all sufficiently late times;
more precisely, we can find a t0 ∈ J such that all times t ≥ t0 are future-focusing.
The case when all sufficiently early times are past-focusing reduces to this via time-
reversal symmetry.
We will now recursively construct a new sequence of times tn. More precisely,
we will explain how to choose tn+1 from tn.
Since limT→∞ osc(T ) = ∞, we have osc(B) ≥ 2/ε for some sufficiently large
B = B(v) > 0. Given J ∋ tn > t0 set A = 2Bε−2 and t′n = tn + 12ANv(tn)−2. As
t′n > t0, it is future-focusing and so Nv(t
′
n) ≥ εNv(tn). From this, we see that{
t : |t− t′n| ≤ BNv(t′n)−2
} ⊆ [tn, tn +ANv(tn)−2]
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and thus, by the definition of B and the fact that all t ≥ tn are future-focusing,
sup
t∈J∩[tn,tn+ANv(tn)−2]
Nv(t) ≥ 2Nv(tn). (55)
Using this and Corollary 3.6, we see that for every tn ∈ J with tn ≥ t0 there exists
a time tn+1 ∈ J obeying
tn < tn+1 ≤ tn +AN(tn)−2 (56)
such that
2Nv(tn) ≤ Nv(tn+1) .v Nv(tn) (57)
and
Nv(t) ∼v Nv(tn) for all tn ≤ t ≤ tn+1. (58)
From (56) we have
Nv(tn) ≥ 2nNv(t0)
for all n ≥ 0, which by (57) implies
tn+1 ≤ tn +Ov(2−2nNv(t0)−2).
Thus tn converge to a limit and Nv(tn) to infinity. In view of Lemma 3.8, this
implies that sup(J) is finite and limn→∞ tn = sup(J).
Let n ≥ 0. By (57),
Nv(tn+m) ≥ 2mNv(tn)
for all m ≥ 0 and so, using (56) we obtain
0 < tn+m+1 − tn+m .v 2−2mNv(tn)−2.
Summing this series in m, we conclude that
sup(J)− tn .v Nv(tn)−2.
Combining this with Corollary 3.7, we obtain
sup(J)− tn ∼v Nv(tn)−2.
In particular, we have
sup(J)− tn+1 ∼v sup(J)− tn ∼v Nv(tn)−2.
Applying (57) and (58) shows
sup(J) − t ∼v Nv(t)−2
for all tn ≤ t ≤ tn+1. Since tn converges to sup(J), we conclude that
sup(J) − t ∼v Nv(t)−2
for all t0 ≤ t < sup(J).
As we have the freedom to modify N(t) by a bounded function (modifying C
appropriately), we may normalise
Nv(t) = (sup(J)− t)−1/2
for all t0 ≤ t < sup(J). It is now not difficult to extract our sought-after self-similar
solution by suitably rescaling the interval (t0, sup J) as follows.
Consider the normalisations v[tn] of v at times tn (cf. (35)). These are maximal-
lifespan normalised solutions of mass M(v), whose lifespans include the interval(
− sup(J)− t0
sup(J)− tn , 1
)
,
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and which are almost periodic modulo scaling with compactness modulus function
C and frequency scale functions
Nv[tn](s) = (1− s)1/2 (59)
for all − sup(J)−t0sup(J)−tn < s < 1. We now apply Lemma 3.5 and conclude (passing to a
subsequence if necessary) that v[tn] converge locally uniformly to a maximal-lifespan
solution u of mass M(v) defined on an open interval I containing (−∞, 1), which
is almost periodic modulo symmetries.
By Lemma 3.2 and (59), we see that u has a frequency scale function N obeying
N(s) ∼v (1 − s)−1/2
for all s ∈ (−∞, 1). By modifying N (and C) by a bounded factor, we may
normalise
N(s) = (1− s)−1/2.
From this, Corollary 3.6, and Corollary 3.7 we see that we must have I = (−∞, 1).
Applying a time translation (by −1) followed by a time reversal, we obtain our
sought-after self-similar solution.
Remark. Theorem 1.16 may not be the final word on the matter. It may be that
by a further passage to rescaled limits, one could improve the control in the case
of a double high-to-low frequency cascade. We will not pursue this matter here.
5. The self-similar solution
In this section we preclude self-similar solutions. As mentioned in the Introduc-
tion, the key ingredient is additional regularity.
Theorem 5.1 (Regularity in the self-similar case). Let d = 2 and let u be a
spherically symmetric solution to (1) that is almost periodic modulo Grad and that
is self-similar in the sense of Theorem 1.16. Then u(t) ∈ Hsx(R2) for all t ∈ (0,∞)
and all s ≥ 0.
In order to preclude self-similar solutions we only need Theorem 5.1 for s = 1,
as we now show.
Corollary 5.2 (Absence of self-similar solutions). For d = 2 there are no non-
zero spherically symmetric solutions to (1) that are self-similar in the sense of
Theorem 1.16.
Proof. By Theorem 5.1, any such solution would obey u(t) ∈ H1x(R2) for all
t ∈ (0,∞). Then, by the H1x global well-posedness theory described after Conjec-
ture 1.8, there exists a global solution with initial data u(t0) at any time t0 ∈ (0,∞);
recall that we assume M(u) < M(Q) in the focusing case. On the other hand, self-
similar solutions blow up at time t = 0. These two facts (combined with the
uniqueness statement in Theorem 1.4) yield a contradiction. 
The remainder of this section is devoted to proving Theorem 5.1.
Let u be as in Theorem 5.1. For any A > 0, we define
M(A) := sup
T>0
‖u>AT−1/2(T )‖L2x(R2)
S(A) := sup
T>0
‖u>AT−1/2‖L4t,x([T,2T ]×R2)
N (A) := sup
T>0
‖P>AT−1/2(F (u))‖L4/3t,x ([T,2T ]×R2).
(60)
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The notation chosen indicates the quantity being measured, namely, the mass, the
symmetric Strichartz norm, and the nonlinearity in the adjoint Strichartz norm,
respectively. As u is self-similar, N(t) is comparable to T−1/2 for t in the inter-
val [T, 2T ]. Thus, the Littlewood-Paley projections are adapted to the natural
frequency scale on each interval.
To prove Theorem 5.1 it suffices to show that for every s > 0 we have
M(A) .s,u A−s (61)
whenever A is sufficiently large depending on u and s. To establish this, we need
a variety of estimates linking M, S, and N . From mass conservation, Lemma 3.9,
self-similarity, and Ho¨lder’s inequality, we see that
M(A) + S(A) +N (A) .u 1 (62)
for all A > 0. From the Strichartz inequality (Lemma 2.5), we also see that
S(A) .M(A) +N (A) (63)
for all A > 0. A similar application of Strichartz using (62) shows
‖u‖L2tL∞x ([T,2T ]×R2) .u 1 (64)
for all T > 0.
Next, we use the bilinear Strichartz inequality to obtain a further connection
between these quantities.
Lemma 5.3 (Nonlinear estimate). For all A > 100 we have
N (A) .u S(A8 )M(
√
A) +A−
1
4
[M(A8 ) +N (A8 )].
Proof. Fix A > 100. It suffices to show that
‖P
>AT−
1
2
(F (u))‖
L
4/3
t,x ([T,2T ]×R2)
.u S(A8 )M(
√
A) +A−
1
4
[M(A8 ) +N (A8 )] (65)
for arbitrary T > 0. To do this, we decompose our solution as
u = u>A8 T−1/2
+ u√AT−1/2<·≤A8 T−1/2 + u≤
√
AT−1/2 .
Any term in the resulting expansion of P>AT−1/2(F (u)) that does not contain at
least one factor of u>A8 T−1/2
vanishes.
Consider a term which contains at least one factor of u√AT−1/2<·≤A8 T−1/2 . By
Ho¨lder’s inequality, the contribution of such a term to (65) can be bounded by
‖u>A8 T−1/2‖L4t,x([T,2T ]×R2)‖u>√AT−1/2‖L∞t L2x([T,2T ]×R2)‖u‖L2tL∞x ([T,2T ]×R2).
By (60), the first factor is at most S(A8 ) and the second is at most M(
√
A), while
the last is Ou(1) by (64).
Finally, we consider the terms with one factor of u>A8 T−1/2
and two factors of
u≤√AT−1/2 . By Ho¨lder’s inequality and (62), the contribution of this term to (65)
can be bounded by
‖u>A8 T−1/2u≤√AT−1/2‖L2t,x([T,2T ]×R2).
Applying the bilinear Strichartz inequality (Lemma 2.6), we bound this by
A−1/4
(‖u>A8 T−1/2(T )‖L2x(R2) + ‖P>A8 T−1/2F (u)‖L4/3t,x ([T,2T ]×R2))
× (‖u≤√AT−1/2(T )‖L2x(R2) + ‖u≤√AT−1/2F (u)‖L4/3t,x ([T,2T ]×R2)),
which is acceptable by virtue of (60) and (62). 
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We have some decay as A→∞:
Lemma 5.4 (Qualitative decay). We have
lim
A→∞
M(A) = lim
A→∞
S(A) = lim
A→∞
N (A) = 0. (66)
Proof. The vanishing of the first limit follows from Definition 1.14, self-similarity,
and (60). The vanishing of the third limit then follows from that of the first and
Lemma 5.3. Lastly, we can deduce limA→∞ S(A) = 0 using (63). 
We have now gathered enough tools to prove some regularity, albeit in the sym-
metric Strichartz space. As such, the next result is the crux of this section.
Proposition 5.5 (Quantitative decay estimate). Let 0 < η < 1. Then, if A is
sufficiently large depending on u and η,
S(A) ≤ ηS( A16 ) +A−1/10. (67)
In particular, S(A) .u A−1/10 for all A > 0.
Proof. Fix η ∈ (0, 1). It suffices to show
‖u>AT−1/2‖L4t,x([T,2T ]×R2) .u ηS( A16 ) +A−1/8 (68)
for all T > 0, since then (67) follows by redefining η and requiring A to be larger,
both depending upon u.
Fix T > 0. By writing the Duhamel formula (3) beginning at T2 and then using
Lemma 2.5, we obtain
‖u>AT−1/2‖L4t,x([T,2T ]×R2) . ‖P>AT−1/2ei(t−
T
2 )∆u(T2 )‖L4t,x([T,2T ]×R2)
+ ‖P>AT−1/2F (u)‖L4/3t,x ([T2 ,2T ]×R2).
First, we consider the second term. By (60), we have
‖P>AT−1/2F (u)‖L4/3t,x ([T2 ,2T ]×R2) . N (A/2).
Using Lemma 5.3 combined with Lemma 5.4 (choosing A sufficiently large depend-
ing on u and η) and (62), we derive
‖P>AT−1/2F (u)‖L4/3t,x ([T2 ,2T ]×R2) .u RHS(68).
Thus, the second term is acceptable.
We now consider the first term. It suffices to show
‖P>AT−1/2ei(t−
T
2 )∆u(T2 )‖L4t,x([T,2T ]×R2) .u A−1/8, (69)
which we will deduce by first proving two estimates at a single frequency scale,
interpolating between them, and then summing.
From Lemma 2.8 and mass conservation, we have
‖PBT−1/2ei(t−
T
2 )∆u(T2 )‖Lqt,x([T,2T ]×R2) .u,q (BT−1/2)1−
4
q (70)
for all 10/3 < q < 4 and B > 0. This is our first estimate.
Using the Duhamel formula (3), we write
PBT−1/2e
i(t−T2 )∆u(T2 ) = PBT−1/2e
i(t−ε)∆u(ε)− i
∫ T
2
ε
PBT−1/2e
i(t−t′)∆F (u(t′)) dt′
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for any ε > 0. By self-similarity, the former term converges strongly to zero in L2x
as ε → 0. Convergence to zero in L∞x then follows from Lemma 2.1. Thus, using
the dispersive estimate (25), we estimate
‖PBT−1/2ei(t−
T
2 )∆u(T2 )‖L∞t,x([T,2T ]×R2)
.
∥∥∥∫ T2
0
1
t− t′ ‖F (u(t
′))‖L1x dt′
∥∥∥
L∞t ([T,2T ])
.
1
T
‖F (u)‖L1t,x((0,T2 ]×R2)
.
1
T
∑
0<τ≤T4
‖F (u)‖L1t,x([τ,2τ ]×R2)
.
1
T
∑
0<τ≤T4
τ1/2‖u‖2L4t,x([τ,2τ ]×R2)‖u‖L∞t L2x([τ,2τ ]×R2)
.u T
−1/2.
The last step used that ‖u‖4,4 ∼ 1 on dyadic intervals, as follows from self-similarity
plus Lemma 3.9.
Interpolating between the estimate just proved and (70) with q = 72 , we obtain
‖PBT−1/2ei(t−
T
2 )∆u(T2 )‖L4t,x([T,2T ]×R2) .u B−1/8.
Summing this over dyadic B ≥ A yields (69) and hence (68).
We now explain why (67) implies S(A) .u A−1/10. Choose η = 12 . Then there
exists A0, depending on u, so that (67) holds for A ≥ A0. By (62), we need only
bound S(A) for A ≥ A0.
Choose k ≥ 1 so that 2−4kA ≤ A0 ≤ 2−4(k−1)A. By iterating (67) k times and
then using (62),
S(A) ≤ [1 + η24/10 + · · ·+ (η24/10)k−1]A−1/10 + ηkS(2−4kA)
.u A
−1/10 + ηk .u A−1/10.
Note that the last inequality uses the way we chose η and k. 
Corollary 5.6. For any A > 0 we have
M(A) + S(A) +N (A) .u A−1/10.
Proof. The bound on S was derived in Proposition 5.5. The bound on N follows
from this, Lemma 5.3, and (62).
We now turn to the bound on M. By Lemma 1.17,
‖P>AT−1/2u(T )‖2 .
∞∑
k=0
∥∥∥∫ 2k+1T
2kT
ei(T−t
′)∆P>AT−1/2F (u(t
′)) dt′
∥∥∥
2
, (71)
where weak convergence has become strong convergence because of the frequency
projection and the fact that N(t) = t−1/2 → 0 as t → ∞. Intuitively, the reason
for using (21) forward in time is that the solution becomes smoother as N(t)→ 0.
Combining (71) with Lemma 2.5 and (60), we get
M(A) = sup
T>0
‖P>AT−1/2u(T )‖2 .
∞∑
k=0
N (2k/2A). (72)
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The desired bound on M now follows from that on N . 
We have succeeded in proving that self-similar solutions have almost 110 deriva-
tives in L2x. Upgrading this to arbitrarily many derivatives now follows by a simple
inductive argument.
Proof of Theorem 5.1. Combining Lemma 5.3 with Corollary 5.6 shows
N (A) .u A−1/20
[S(A8 ) +M(A8 ) +N (A8 )].
Together with (63) and (72), this allows us to deduce
S(A) +M(A) +N (A) .u A−σ =⇒ S(A) +M(A) +N (A) .u A−σ− 120
for any σ > 0. Iterating this statement shows that u(t) ∈ Hsx(R2) for all s > 0. 
6. An in/out decomposition
Spherical symmetry forces the amplitude of a wave to diminish as it moves away
from the origin. This section provides a tool that we will use to exploit this idea in
the next section. To set the stage however, let us briefly try to convey the guiding
principle. Given t, we will split u(t) into incoming and outgoing waves. Writing the
Duhamel formula (21) with integration over the past, the source terms producing
these incoming waves will lie at large radii. By contrast, it is favourable to represent
outgoing waves using Duhamel with integration over the future.
For spherically symmetric functions, we have the Fourier-Bessel formula
fˆ(ξ) = (2π)−1
∫
R2
J0(|x||ξ|)f(x) dx,
where J0 is the Bessel function of the first kind
J0(r) :=
∫ 2pi
0
eir cos(θ)
dθ
2π
(see e.g. [60, Ch. IV]). Similarly we have the Fourier-Bessel inversion formula
f(x) = (2π)−1
∫
R2
J0(|x||ξ|)fˆ (ξ) dξ,
which expresses f as a linear combination of standing waves. These standing waves
can then be decomposed into their incoming and outgoing components:
J0(|ξ||x|) = 12H(1)0 (|ξ||x|) + 12H(2)0 (|ξ||x|), (73)
Here, H
(1)
0 denotes the Hankel function of the first kind and order zero; for real
arguments, the Hankel function of the second kind is its complex conjugate.
With these considerations in mind, it is natural to make the following
Definition 6.1. Let P+ denote the projection onto outgoing spherical waves,
[P+f ](x) = 12 (2π)
−1
∫
R2
H
(1)
0 (|ξ||x|)fˆ(ξ) dξ
= 12 (2π)
−2
∫
R2×R2
H
(1)
0 (|ξ||x|)J0
(|ξ||y|)f(y) dξ dy, (74)
and let P− denote the projection onto incoming spherical waves, whose kernel is
the complex conjugate of that of P+. We will write P±N for the product P
±PN ,
where PN is a Littlewood–Paley projection.
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Although we refer to P± as projections, they are not idempotent, nor are they
self-adjoint as operators on L2x. In these two regards, our P
± differ from the in-
coming/outgoing projections discussed in [48, 52]. Nevertheless, the naive approach
taken here suffices and lends itself well to the derivation of kernel estimates, to which
we now turn.
Proposition 6.2 (Properties of P±).
(i) The P± are bounded on L2(R2).
(ii) P+ + P− represents the projection from L2 onto L2
rad
.
(iii) For |x| & N−1 and t & N−2, the integral kernel obeys
∣∣[P±N e∓it∆](x, y)∣∣ .

(|x||y||t|)− 12 : |y| − |x| ∼ Nt
N2
(N |x|)1/2〈N |y|〉1/2
〈
N2t+N |x| −N |y|〉−m : otherwise
for all m ≥ 0.
(iv) For |x| & N−1 and |t| . N−2, the integral kernel obeys∣∣[P±N e∓it∆](x, y)∣∣ . N2(N |x|)1/2〈N |y|〉1/2 〈N |x| −N |y|〉−m
for all m ≥ 0.
Proof. By performing the ξ integral in (74), we obtain
[P±f ](x) =
f(x)
2
± i
2π2
∫
R2
f(y) dy
|x|2 − |y|2 (75)
for radial Schwartz functions f , while P±f ≡ 0 if f is orthogonal to radial functions,
that is, has zero mean on all circles centered at the origin. Switching to polar
coordinates and changing variables reveals that the integral in (75) is simply the
Hilbert transform in disguise. This shows that P+ is bounded on Lp(R2) for any
1 < p <∞, settling claim (i). Observation (ii) also follows from this discussion.
The third claim is an exercise in stationary phase. We will only provide the
details for P+N e
−it∆; the other kernel is its complex conjugate. By (74) we have the
following formula for the kernel:
[P+N e
−it∆](x, y) = 12 (2π)
−2
∫
R2
H
(1)
0 (|ξ||x|)eit|ξ|
2
J0
(|ξ||y|)ψ( ξN ) dξ, (76)
where ψ is the multiplier from the Littlewood–Paley projection. To proceed, we
use the following information about Bessel/Hankel functions.
J0(r) =
a(r)eir
〈r〉1/2 +
a¯(r)e−ir
〈r〉1/2 , (77)
where a(r) obeys the symbol estimates∣∣∣∂ma(r)
∂rm
∣∣∣ . 〈r〉−m for all m ≥ 0. (78)
The Hankel function H
(1)
0 (r) has a logarithmic singularity at r = 0; however, for
r & 1,
H
(1)
0 (r) =
b(r)eir
r1/2
(79)
for a smooth function b(r) obeying (78). As we assume |x| & N−1, the logarithmic
singularity does not enter into our considerations.
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Substituting (77) and (79) into (76), we see that a stationary phase point can
only occur in the term containing a¯(r) and even then only if |y| − |x| ∼ Nt. In this
case, stationary phase yields the first estimate. In all other cases, integration by
parts yields the second estimate.
Part (iv) is also a consequence of (76) and stationary phase techniques. Since
t is so small, ei|ξ|
2t shows no appreciable oscillation and can be incorporated into
ψ( ξN ). For
∣∣|y| − |x|∣∣ ≤ N−1, the result follows from the naive L1 estimate. For
larger |x| − |y|, one integrates by parts m times. 
7. Additional regularity
This section is devoted to a proof of
Theorem 7.1 (Regularity in the global case). Let d = 2 and let u be a global
spherically symmetric solution to (1) that is almost periodic modulo Grad. Suppose
also that N(t) . 1 for all t ∈ R. Then u ∈ L∞t Hsx(R× R2) for all s ≥ 0.
That u(t) is smooth will follow from a careful study of the Duhamel formulae
(21). Different phenomena are involved at times near t and those far from t. Near
t, the important fact is that there is little mass at high frequencies, as is implied
by the definition of almost periodicity and the boundedness of the frequency scale
function N(t). Far from t, the driving force behind regularity is the spherical
symmetry of the solution. Of course this symmetry is only valuable at large radii.
Consequently, we are only able to exploit it by using the in/out decomposition
described in Section 6.
Let us now begin the proof. For the remainder of the section, u will denote a
solution to (1) that obeys the hypotheses of Theorem 7.1.
We first record some basic local estimates. From mass conservation we have
‖u‖L∞t L2x(R×R2) .u 1, (80)
while from Definition 1.14 and the fact that N(t) is bounded we have
lim
N→∞
‖u≥N‖L∞t L2x(R×R2) = 0.
From Lemma 3.9 and N(t) . 1, we have
‖u‖L4t,x(J×R2) .u 〈|J |〉1/4 (81)
for all intervals J ⊂ R. By Ho¨lder, this implies
‖F (u)‖
L
4/3
t,x (J×R2)
.u 〈|J |〉3/4
and then, by the (endpoint) Strichartz inequality (Lemma 2.5),
‖u‖L2tL∞x (J×R2) .u 〈|J |〉1/2. (82)
More precisely, one first treats the case |J | = O(1) using (81) and then larger inter-
vals by subdivision. Similarly, from the weighted Strichartz inequality (Lemma 2.7),
‖|x|1/2u‖L4tL∞x (J×R2) .u 〈|J |〉1/4. (83)
Now, for any dyadic number N , define
M(N) := ‖u≥N‖L∞t L2x(R×R2). (84)
From the discussion above, we see that M(N) .u 1 and
lim
N→∞
M(N) = 0. (85)
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To prove Theorem 7.1, it suffices to show that M(N) .u,s N−s for any s > 0
and all N sufficiently large depending on u and s. This will immediately follow from
iterating the following proposition with a suitably small choice of η (depending on
u and s):
Proposition 7.2 (Regularity). Let u be as in Theorem 7.1 and let η > 0 be a small
number. Then
M(N) .u ηM(N8 )
whenever N is sufficiently large depending on u and η.
The rest of this section is devoted to proving Proposition 7.2. Our task is to
show that
‖u≥N(t0)‖L2x(R2) .u ηM(N8 )
for all times t0 and all N sufficiently large (depending on u and η). By time
translation symmetry, we may assume t0 = 0. As suggested above, one of the keys
to obtaining additional regularity is Lemma 1.17. Specifically, we have
u≥N(0) =
(
P+ + P−
)
u≥N (0) (86)
= lim
T→∞
i
∫ T
0
P+e−it∆P≥NF (u(t)) dt− i lim
T→∞
∫ 0
−T
P−e−it∆P≥NF (u(t)) dt,
where the limit is to be interpreted as a weak limit in L2. However, this repre-
sentation is not useful for |x| small because the kernels of P± have a logarithmic
singularity at x = 0. To deal with this, we will use a different representation for
|x| ≤ N−1, namely
u≥N(0) = lim
T→∞
i
∫ T
0
e−it∆P≥NF (u(t)) dt, (87)
also as a weak limit. To deal with the poor nature of these limits, we note that
fT → f weakly =⇒ ‖f‖ ≤ lim sup
T→∞
‖fT ‖, (88)
or equivalently, that the unit ball is weakly closed.
Despite the fact that different representations will be used depending on the
size of |x|, some estimates can be dealt with in a uniform manner. The first such
example is a bound on integrals over short times.
Lemma 7.3 (Local estimate). For any η > 0, there exists δ = δ(u, η) > 0 such
that ∥∥∥∫ δ
0
e−it∆P≥NF (u(t)) dt
∥∥∥
L2x
.u ηM(N8 ),
provided N is sufficiently large depending on u and η. An analogous estimate holds
for integration over [−δ, 0] and after pre-multiplication by P± (they are bounded
operators on L2x).
Proof. By Lemma 2.5, it suffices to prove
‖P≥NF (u)‖L2tL1x(J×R2) .u ηM(N8 )
for any interval J of length |J | ≤ δ and all sufficiently large N depending on u
and η.
From (85), there exists N0 = N0(u, η) such that
‖u≥N0‖L∞t L2x(R×R2) ≤ η. (89)
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Let N > 18N0. We decompose
u = u≥N8 + uN0≤·<N8 + u<N0.
Any term in the resulting decomposition of P≥NF (u) which does not involve at
least one u≥N8 will vanish.
Consider first a term with two factors of the form u<N0 . Using Ho¨lder’s inequal-
ity, (80), (84), and Lemma 2.1, we estimate
‖u≥N8 u
2
<N0‖L2tL1x(J×R2)
. |J |1/2‖u≥N8 ‖L∞t L2x(R×R2)‖u<N0‖L∞t L2x(R×R2)‖u<N0‖L∞t L∞x (R×R2)
.u |J |1/2M(N8 )N0.
Choosing δ sufficiently small depending on η and N0, we see that this term is
acceptable.
It remains only to consider those components of P≥NF (u) which involve u≥N8
and at least one other term which is not u<N0. We estimate such terms using
Ho¨lder’s inequality, (82), (84), and (89) in the following fashion:
‖u≥N8 u≥N0u‖L2tL1x(J×R2) . ‖u≥N0‖L∞t L2x(R×R2)‖u≥N8 ‖L∞t L2x(R×R2)‖u‖L2tL∞x (J×R2)
.u ηM(N8 )〈|J |〉1/2.
This completes the proof of the lemma. 
We now turn our attention to |t| ≥ δ. In this case we make the decomposition
P≥N =
∑
M≥N
PM P˜M ,
where P˜M := PM/2 + PM + P2M . In this way, (87) becomes
u≥N (0, x) = i
∫ δ
0
e−it∆P≥NF (u(t)) dt
+ lim
T→∞
∑
M≥N
i
∫ T
δ
∫
R2
[PM e
−it∆](x, y)[P˜MF (u(t))](y) dy dt,
(90)
which we will use when |x| ≤ N−1. The analogous reformulation of (86), namely
u≥N (0, x) = i
∫ δ
0
P+e−it∆P≥NF (u(t)) dt− i
∫ 0
−δ
P−e−it∆P≥NF (u(t)) dt
+ lim
T→∞
∑
M≥N
i
∫ T
δ
∫
R2
[P+Me
−it∆](x, y)[P˜MF (u(t))](y) dy dt
− lim
T→∞
∑
M≥N
i
∫ −δ
−T
∫
R2
[P−M e
−it∆](x, y)[P˜MF (u(t))](y) dy dt,
(91)
will be used when |x| is large.
To estimate the integrals where |t| ≥ δ, we break the region of (t, y) integration
into two pieces, namely, where |y| & M |t| and |y| ≪ M |t|. The former is the more
significant region; it contains the points where the integral kernels PMe
−it∆(x, y)
and P±Me
−it∆(x, y) are large (see Lemmas 2.4 and 6.2). More precisely, when |x| ≤
N−1, we use (90); in this case |y − x| ∼M |t| implies |y| &M |t| for |t| ≥ δ ≥ N−2.
(This last condition can be subsumed under our hypothesis N sufficiently large
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depending on u and η.) When |x| ≥ N−1, we use (91); in this case |y| − |x| ∼M |t|
implies |y| &M |t|.
The next lemma bounds the integrals over the significant region |y| &M |t|. Let
χk denote the characteristic function of the set
{(t, y) : 2kδ ≤ |t| ≤ 2k+1δ, |y| &M |t|}.
Lemma 7.4 (Main contribution). Let η > 0 be a small number and let δ be as in
Lemma 7.3. Then∑
M≥N
∞∑
k=0
∥∥∥∫ 2k+1δ
2kδ
∫
R2
[PMe
−it∆](x, y)χk(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
.u ηM(N8 )
for all N sufficiently large depending on u and η. An analogous estimate holds
with PM replaced by P
+
M or P
−
M ; moreover, the time integrals may be taken over
[−2k+1δ,−2kδ].
Proof. By the adjoint of the weighted Strichartz estimate (28) and then Ho¨lder’s
inequality and (84),∥∥∥∫ 2k+1δ
2kδ
∫
R2
[PM e
−it∆](x, y)χk(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
. (M2kδ)−
1
2 ‖χkP˜MF (u)‖L4/3t L1x
. (M2kδ)−
1
2 ‖u≥M8 ‖L∞t L2x‖u‖L∞t L2x
{‖χku≥M‖L4/3t L∞x + ‖χku<M‖L4/3t L∞x }
.u (M2
kδ)−
1
2M(N8 )
{
M−
1
2 ‖|y| 12u≥M‖L4tL∞x ([2kδ,2k+1δ]×R2)
+M−
1
2 (2kδ)
1
4 ‖|y| 12u<M‖L∞t,x
}
.
By (83),
‖|y| 12u≥M‖L4tL∞x ([2kδ,2k+1δ]×R2) .u 〈2kδ〉
1
4 ,
while by Lemma 2.2 (with d = 2) and the conservation of mass,∥∥|y| 12u<M∥∥L∞t,x .u M 12 .
Thus,∥∥∥∫ 2k+1δ
2kδ
∫
R2
[PMe
−it∆](x, y)χk(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
.u (M2
kδ)−
1
2M(N8 )
(
M−
1
2 〈2kδ〉 14 + (2kδ) 14 ).
Summing first over k ≥ 0 and then over M ≥ N , we obtain∑
M≥N
∞∑
k=0
∥∥∥∫ 2k+1δ
2kδ
∫
R2
[PMe
−it∆](x, y)χk(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
.u
(
N−1δ−
1
2 +N−
1
2 δ−
1
4
)M(N8 ).
Choosing N sufficiently large depending on δ and η (and hence only on u and η),
we obtain the desired bound.
The last claim follows from the L2x-boundedness of P
± and the time reversal
symmetry of the argument just presented. 
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We turn now to the region of (t, y) integration where |y| ≪ M |t|. First, we
describe the bounds that we will use for the kernels of the propagators. For |x| ≤
N−1, |y| ≪M |t|, and |t| ≥ δ ≫ N−2,
|PMe−it∆(x, y)| . 1
(M2|t|)50
M2
〈M(x− y)〉50 ; (92)
this follows from Lemma 2.4 since under these constraints, |y − x| ≪ M |t|. For
|x| ≥ N−1 and y and t as above,
|P±Me−it∆(x, y)| .
1
(M2|t|)50
M2
〈Mx〉1/2〈My〉1/2〈M |x| −M |y|〉50 ; (93)
by Proposition 6.2. Note that we have used |y| − |x| ≪M |t| and
〈M2|t|+M |x| −M |y|〉−100 . (M2|t|)−50〈M |x| −M |y|〉−50
in order to simplify the bound.
From (92) and (93) we see that under the hypotheses set out above,
|PMe−it∆(x, y)| + |P±Me−it∆(x, y)| .
1
(M2|t|)50KM (x, y), (94)
where
KM (x, y) :=
M2
〈M(x− y)〉50 +
M2
〈Mx〉1/2〈My〉1/2〈M |x| −M |y|〉50 .
Note that by Schur’s test, this is the kernel of a bounded operator on L2x(R
2).
Let χ˜k denote the characteristic function of the set
{(t, y) : 2kδ ≤ |t| ≤ 2k+1δ, |y| ≪M |t|}.
Lemma 7.5 (The tail). Let η > 0 be a small number and let δ be as in Lemma 7.3.
Then ∑
M≥N
∞∑
k=0
∥∥∥∫
R
∫
R2
KM (x, y)
(M2|t|)50 χ˜k(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
.u ηM(N8 )
for all N sufficiently large depending on u and η.
Proof. Using Ho¨lder’s inequality, (82), and (84),∥∥∥∫
R
∫
R2
KM (x, y)
(M2|t|)50 χ˜k(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
. (M22kδ)−50‖χ˜kP˜MF (u)‖L1tL2x
. (M22kδ)−50‖u≥M8 ‖L∞t L2x‖u‖
2
L2tL
∞
x ([2
kδ,2k+1δ]×R2)
.u (M
22kδ)−50M(N8 )〈2kδ〉.
Summing over k ≥ 0 and M ≥ N , we get∑
M≥N
∞∑
k=0
∥∥∥∫
R
∫
R2
KM (x, y)
(M2|t|)50 χ˜k(t, y) [P˜MF (u(t))](y) dy dt
∥∥∥
L2x
.u (N
2δ)−50M(N8 ).
The claim follows by choosing N sufficiently large depending on δ and η (and hence
only on u and η). 
We have now gathered enough information to complete the
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Proof of Proposition 7.2. Naturally, we may bound ‖u≥N‖L2 by separately bound-
ing the L2 norm on the ball {|x| ≤ N−1} and on its complement. On the ball, we
use (90), while outside the ball we use (91). Invoking (88) and the triangle inequal-
ity, we reduce the proof to bounding certain integrals. The integrals over short
times were estimated in Lemma 7.3. For |t| ≥ δ, we further partition the region of
integration into two main pieces. The first piece, where |y| &M |t|, was dealt with
in Lemma 7.4. To estimate the remaining piece, |y| ≪M |t|, one combines (94) and
Lemma 7.5. 
8. The double high-to-low frequency cascade
In this section, we use the additional regularity provided by Theorem 7.1 to
preclude double high-to-low frequency cascade solutions.
Proposition 8.1 (Absence of double cascades). Let d = 2. There are no non-zero
global spherically symmetric solutions to (1) that are double high-to-low frequency
cascades in the sense of Theorem 1.16.
Proof. Suppose to the contrary that there is such a solution u. By Theorem 7.1, u
lies in C0tH
1
x(R× R2). Hence the energy
E(u) = E(u(t)) :=
∫
R2
1
2 |∇u(t, x)|2 + µ 14 |u(t, x)|4 dx
is finite and conserved (see e.g. [11]). As we have M(u) < M(Q) in the focusing
case, the sharp Gagliardo-Nirenberg inequality (reproduced here as Theorem 1.9)
gives
‖∇u(t)‖2L2x(R2) ∼u E(u) ∼u 1 (95)
for all t ∈ R. We will now reach a contradiction by proving that ‖∇u(t)‖2 → 0
along any sequence where N(t) → 0. The existence of two such time sequences is
guaranteed by the fact that u is a double high-to-low frequency cascade.
Let η > 0 be arbitrary. By Definition 1.14, we can find C = C(η, u) > 0 such
that ∫
|ξ|≥CN(t)
|uˆ(t, ξ)|2 dξ ≤ η2
for all t. Meanwhile, by Theorem 7.1, u ∈ C0tHsx(R× R2) for some s > 1. Thus,∫
|ξ|≥CN(t)
|ξ|2s|uˆ(t, ξ)|2 dξ .u 1
for all t and some s > 1. By Ho¨lder’s inequality (or interpolation), we thus obtain∫
|ξ|≥CN(t)
|ξ|2|uˆ(t, ξ)|2 dξ .u η2(s−1)/s.
On the other hand, from mass conservation and Plancherel’s theorem we have∫
|ξ|≤CN(t)
|ξ|2|uˆ(t, ξ)|2 dξ .u C2N(t)2.
Summing these last two bounds and using Plancherel’s theorem again, we obtain
‖∇u(t)‖L2x(R2) .u η(s−1)/s + CN(t)
for all t. As η > 0 is arbitrary and there exists a sequence of times tn → ∞
such that N(tn) → 0 (u is a double high-to-low frequency cascade), we conclude
‖∇u(tn)‖2 → 0. This contradicts (95). 
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Remark. The role of the dimensional and spherical symmetry hypotheses in Propo-
sition 8.1 is to guarantee regularity, more precisely that u ∈ C0tHsx for some
s > 1. With a few modifications, the argument presented shows that the hy-
pothesis of spherical symmetry can be replaced by this regularity assumption, as
we now explain. For such regular solutions u, we may define the total momentum∫
R2
Im(u∇u), which is conserved. By a Galilean transformation, we can set this
momentum equal to zero; thus
∫
R2
ξ|uˆ(t, ξ)|2 dξ = 0. From this, mass conservation,
and the uniform Hsx bound for some s > 1, one can show that ξ(t) → 0 whenever
N(t)→ 0. On the other hand, a modification of the above argument gives
1 ∼u ‖∇u(t)‖2 . η(s−1)/s + C
(
N(t) + |ξ(t)|),
which is absurd.
Moreover, if regularity is assumed, the argument presented also shows that even
a single-sided cascade is impossible. By a single-sided cascade we mean a solution
withN(t) bounded on a semi-infinite interval, say [T,∞), with lim inft→∞N(t) = 0.
In particular, this argument provides an alternate way of deducing Corollary 5.2
from Theorem 5.1.
9. Death of a soliton
In this section, we use the additional regularity proved in Theorem 7.1 to rule
out the third and final enemy, the soliton-like solution. Our approach here is similar
to that in [35].
The key ingredient in disproving the existence of a soliton is a monotonicity for-
mula related to the virial identity. Like all formulae of Morawetz type, it expresses
the fact that as time passes, the wave moves from being incoming to being outgoing.
In these crude terms, one expects that if ~a(x) is a vector field with x|x| · ~a(x) an
increasing function of |x|, then
Ma(t) := 2 Im
∫
R2
u¯(t, x)~a(x) · ∇u(x, t) dx (96)
should be an increasing function of time. Note that 2 Im(u¯∇u) is the momentum
density (or mass current). We choose ~a(x) := xψ(|x|/R), where ψ is a smooth
function obeying
ψ(r) =
{
1 : r ≤ 1
0 : r ≥ 2
and R denotes a radius to be chosen momentarily. For solutions u to (1) belonging
to C0tH
1
x, Ma(t) is a well-defined function. Indeed,
|Ma(t)| . R‖u(t)‖2‖∇u(t)‖2 .u R. (97)
Although ~a vanishes for large radii, a soliton-like solution (in the sense of Theo-
rem 1.16) is space localized and so we may still expect monotonicity provided we
choose R≫ 1. Substituting our choice of ~a into (96) leads to the following
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Lemma 9.1.
∂tMa(t) = 8E(u(t))
−
∫
R2
[
3
R|x|ψ
′( |x|
R
)
+ 5R2ψ
′′( |x|
R
)
+ |x|R3ψ
′′′( |x|
R
)]|u(t, x)|2 dx (98)
+ 4
∫
R2
[
ψ
( |x|
R
)− 1 + |x|R ψ′( |x|R )]|∇u(t, x)|2 dx (99)
+ µ
∫
R2
[
2ψ
( |x|
R
)− 2 + |x|R ψ′( |x|R )]|u(t, x)|4 dx, (100)
where E(u) is the energy of u as defined in (9).
Proposition 9.2 (Absence of solitons). Let d = 2. There are no non-zero global
spherically symmetric solutions to (1) that are soliton-like in the sense of Theo-
rem 1.16.
Proof. Assume to the contrary that there is such a solution u. Then, by Theo-
rem 7.1, u ∈ C0tHsx for any s > 1. In particular,
|Ma(t)| .u R. (101)
Recall that in the focusing case, M(u) < M(Q). As a consequence, the sharp
Gagliardo–Nirenberg inequality (reproduced here as Theorem 1.9) implies that the
energy is a positive quantity in the focusing case as well as in the defocusing case.
Indeed,
E(u) &u
∫
R2
|∇u(t, x)|2 dx > 0.
We will show that (98) through (100) constitute only a small fraction of E(u).
Combining this fact with Lemma 9.1, we conclude ∂tMa(t) & E(u) > 0, which
contradicts (101).
We first turn our attention to (98). This is trivially bounded by
|(98)| .u R−2. (102)
We now study (99) and (100). Let η > 0 be a small number to be chosen later.
By Definition 1.14 and the fact that N(t) = 1 for all t ∈ R, there exists R = R(η, u)
sufficiently large such that ∫
|x|≥R4
|u(t, x)|2 dx ≤ η (103)
for all t ∈ R. Let χ denote a smooth cutoff to the region |x| ≥ R2 ; in particular, ∇χ
is bounded by R−1 and supported where |x| ∼ R. As u ∈ C0tHsx for some s > 1,
using interpolation and (103), we estimate
|(99)| . ‖χ∇u(t)‖22 . ‖∇(χu(t))‖22 + ‖u(t)∇χ‖22 . ‖χu(t)‖
2(s−1)
s
2 ‖u(t)‖
2
s
Hsx
+ η
.u η
s−1
s + η. (104)
Finally, we are left to consider (100). Using the same χ as above together with
the Gagliardo–Nirenberg inequality and (103),
|(100)| . ‖χu(t)‖44 . ‖χu(t)‖22‖∇(χu(t))‖22 .u η. (105)
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Combining (102), (104), and (105) and choosing η sufficiently small depending
on u and R sufficiently large depending on u and η, we obtain
|(98)|+ |(99)|+ |(100)| ≤ 1100E(u).
This completes the proof of the proposition for the reasons explained in the third
paragraph. 
Remark. The argument just presented can also be used to preclude both the (spher-
ically symmetric) self-similar and double cascade solutions, once it is known that
they are sufficiently regular. The idea is to study the behaviour of Ma(t) on inter-
vals [1, T ] for T very large; however, in this case we must choose R≫u T 1/2 rather
than R ≫u 1, which was the case above. A contradiction arises from ∂tMa(t) > 0
but |Ma(t)| .u T 1/2 on [1, T ].
We did not delay the ruling out of these other two types of solutions until now
because the arguments presented earlier are much simpler (and also more robust)
than that just sketched.
10. A concentration result
In this section we prove Corollary 1.12. The proof is a consequence of Theo-
rem 1.10 and relies on the linear profile decomposition Theorem 1.13.
It suffices to prove (11) since (12) can be deduced from this using the pseudo-
conformal transformation. To this end, let u be a spherically symmetric solution
to (1) that blows up in finite time 0 < T ∗ <∞. Fix a sequence of times tn ր T ∗.
After passing to a subsequence if necessary, we have the decomposition
un(0) := u(tn) =
J∑
j=1
gjne
itjn∆φj + wJn
as in Lemma 1.13. Let ψjn be the maximal-lifespan solution to (1) with initial data
ψjn(0) = g
j
ne
itjn∆φj .
From (16) we obtain the mass decoupling
∞∑
j=1
M(φj) ≤M(u). (106)
Thus (reordering the indices j if necessary) we may assume that there exist ε > 0
and J0 ≥ 1 such that
M(ψjn) =M(φ
j) ≤M(Q)− ε for all j ≥ J0 (107)
and M(ψjn) = M(φ
j) ≥ M(Q) for 1 ≤ j < J0. Combining the small data theory
(see Theorem 1.4) with Theorem 1.10 and using (106), we conclude∑
j≥J0
‖ψjn‖4L4t,x(R×R2) .
∑
j≥J0
M(φj) .u 1. (108)
Our next job is to find a profile responsible for the finite-time blowup of u. By
(108), we should look amongst ψjn with 1 ≤ j < J0.
Lemma 10.1 (One bad profile). There exists 1 ≤ j0 < J0 so that
M(φj0 ) ≥M(Q) and lim sup
n→∞
‖ψj0n ‖L4t,x([0,T∗−tn)×R2) =∞. (109)
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Moreover, for each η > 0 there exists 1 ≤ j1 < J0 such that for infinitely many n,
the L4t,x norm of ψ
j1
n reaches η first, that is, there exists 0 < τn < T
∗− tn such that∥∥ψjn∥∥L4t,x([0,τn]×R2) ≤ ∥∥ψj1n ∥∥L4t,x([0,τn]×R2) = η (110)
for all 1 ≤ j < J0.
Proof. Suppose that (109) does not hold for any choice of j0. Then, by (108),∑
j≥1
‖ψjn‖4L4t,x([0,T∗−tn)×R2) .u 1 (111)
for n sufficiently large. We will reach a contradiction by deducing that for n large,
‖u‖L4t,x([tn,T∗)×R2) <∞, which is inconsistent with the assumption that u blows up
at time T ∗.
We will obtain our bound on u by combining perturbation theory with bounds
on an approximation to u(t), namely,
uJn(t) :=
J∑
j=1
ψjn(t) + e
it∆wJn .
We first note that for each J ≥ 1
M(uJn(0)− un(0)) = 0. (112)
Next we establish finite L4t,x bounds for u
J
n on [0, T
∗− tn). Using (15), it is easy
to check that
lim
n→∞
∥∥ψjnψj′n ‖L2t,x([0,T∗−tn)×R2) = 0; (113)
for details see [36, Lemma 2.7]. Combining this with (111), we estimate
lim
J→∞
lim
n→∞
‖uJn‖4L4t,x([0,T∗−tn)×R2) = limJ→∞
J∑
j=1
‖ψjn‖4L4t,x([0,T∗−tn)×R2) .u 1. (114)
We now show that uJn asymptotically solves (1) in the sense that
lim
J→∞
lim sup
n→∞
‖(i∂t +∆)uJn − F (uJn)‖L4/3t,x ([0,T∗−tn)×R2) = 0. (115)
By the definition of uJn, we have
(i∂t +∆)u
J
n =
J∑
j=1
F (ψjn)
and so, by the triangle inequality, it suffices to show that
lim
J→∞
lim sup
n→∞
∥∥F (uJn − eit∆wJn)− F (uJn)∥∥L4/3t,x ([0,T∗−tn)×R2) = 0
and
lim
n→∞
∥∥∥F( J∑
j=1
ψjn
)
−
J∑
j=1
F (ψjn)
∥∥∥
L
4/3
t,x ([0,T
∗−tn)×R2)
= 0
for each J . That the first limit is zero follows from Ho¨lder’s inequality, (14), and
(114). For the second limit, we use the elementary inequality∣∣∣F ( J∑
j=1
zj)−
J∑
j=1
F (zj)
∣∣∣ .J ∑
j 6=j′
|zj ||z′j|2
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together with Ho¨lder’s inequality, (113), and (114).
Next we use the stability result, Lemma 1.5. For any small δ > 0, one may choose
J sufficiently large (depending on δ) and then n sufficiently large (depending on
J, δ) so that
‖(i∂t +∆)uJn − F (uJn)‖L4/3t,x ([0,T∗−tn)×R2) ≤ δ.
Invoking (112) and (114) and applying Lemma 1.5 (for δ chosen small enough), we
conclude that for n sufficiently large,
‖u‖L4t,x([tn,T∗)×R2) <∞.
This contradicts the assumption that u blows up at T ∗. Thus, there exists at least
one j0 satisfying (109). In particular, J0 ≥ 2.
We now turn our attention to (110). By virtue of (109), there are infinitely many
n such that
‖ψj0n ‖L4t,x([0,T∗−tn)×R2) > η.
For such n there exists 1 ≤ j(n) < J0 that wins the L4t,x race in the sense of (110).
Choose j1 to be any value that the sequence j(n) achieves infinitely many times. 
For the remainder of this section, we assume that (110) holds; this amounts to
restricting n to a subsequence. Choosing η > 0 sufficiently small and using (110)
and the Strichartz inequality, we conclude
‖eit∆ψj1n (0)‖L4t,x([0,τn]×R2) & ‖ψj1n ‖L4t,x([0,τn]×R2) − ‖ψj1n ‖3L4t,x([0,τn]×R2) & η.
Combining this with Lemma 2.9 (accounting for scaling), we extract a bubble of
concentration that is not too close to τn. More precisely, there exists τ
′
n ∈ (0, τn)
such that ∫
|x|.|τn−τ ′n|1/2
|eiτ ′n∆ψj1n (0)|2 dx &φj1 ,η 1.
Let t′n := tn + τ
′
n. Using the fact that τn ∈ (0, T ∗ − tn), we derive∫
|x|.|T∗−t′n|1/2
|eiτ ′n∆ψj1n (0)|2 dx &φj1 ,η 1. (116)
As the next lemma shows, we can extract the whole mass of ψj1n (0) by enlarging
the diameter of the bubble.
Lemma 10.2 (Tightness of profiles). Suppose∫
|x−xk|≤rk
∣∣eitk∆ψ∣∣2 dx ≥ ε
for some ε > 0 and sequences tk ∈ R, xk ∈ R2, and rk > 0. Then for any sequence
ak →∞, ∫
|x|≤akrk
∣∣eitk∆ψ∣∣2 dx→M(ψ). (117)
Proof. Without loss of generality, we may assume that tk → t∞ ∈ [−∞,∞]. We
first consider the case of a finite limit. In this case, eitk∆ψ → eit∞∆ψ in L2 and so
lim inf
k→∞
∫
|x−xk|≤rk
∣∣eit∞∆ψ∣∣2 dx ≥ ε
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This implies that lim inf rk > 0 (also lim sup |xk|/rk <∞) and so
lim
k→∞
∫
|x|≤akrk
∣∣eit∞∆ψ∣∣2 dx =M(ψ).
Using eitk∆ψ → eit∞∆ψ once again finishes the argument.
In the case that tk → ±∞, we use the Fraunhofer formula: for t→ ±∞,∥∥[eit∆ψ](x) − (2it)−1ei|x|2/4tψˆ( x2t)∥∥L2x→ 0. (118)
It allows us to conclude
lim inf
k→∞
∫
|y−yk|≤rk/|2tk|
∣∣ψˆ(y)∣∣2 dy ≥ ε,
where yk = xk/(2tk); this shows that lim inf rk/|tk| > 0. Thus
lim
k→∞
∫
|y|≤akrk/|2tk|
∣∣ψˆ(y)∣∣2 dy =M(ψ),
which leads to (117) via another application of (118). 
Returning to (116) and applying Lemma 10.2 (accounting for scaling again), we
obtain
lim
n→∞
∫
|x|≤Rn
|eiτ ′n∆ψj1n (0)|2 dx =M(ψj1n ) =M(φj1 ) ≥M(Q) (119)
for any sequence Rn obeying (T
∗ − t′n)−1/2Rn → ∞. It remains to show that a
similar bubble can be found in u(t′n). This will be effected using perturbation theory
(and asymptotic orthogonality) in much the same way as it was used to prove (109).
This time we approximate un(t) by u
J
n on [0, τn]. Again u
J
n(0) = un(0). To bound
the L4t,x norm of u
J
n on [0, τn] we argue as for (114) using (108) and (110) in place
of (111). Repeating the argument that proved (115) we obtain
lim
J→∞
lim sup
n→∞
‖(i∂t +∆)uJn − F (uJn)‖L4/3t,x ([0,τn]×R2) = 0.
Therefore, by Lemma 1.5, we conclude
lim
J→∞
lim sup
n→∞
‖u(t′n)− uJn(τ ′n)‖L2x = 0. (120)
To continue, we note that by (15),
lim
J→∞
lim sup
n→∞
∣∣〈uJn(τ ′n), ψj1n (τ ′n)〉L2x∣∣ =M(ψj1n ) =M(φj1) ≥M(Q). (121)
Here, we also used the fact that wJn ⇀ 0 weakly in Grad\L2x by virtue of (14).
Putting together (120) and (121), we obtain
lim sup
n→∞
∣∣〈u(t′n), ψj1n (τ ′n)〉L2x ∣∣ ≥M(φj1).
By (110) and the Strichartz inequality, this implies
lim sup
n→∞
∣∣〈u(t′n), eiτ ′n∆ψj1n (0)〉L2x∣∣ ≥M(φj1)− η
provided η > 0 is sufficiently small. Combining this with (119), we conclude
lim sup
n→∞
∫
|x|≤Rn
|u(t′n, x)|2 dx ≥M(Q)− η.
Sending η to zero completes the proof of Corollary 1.12.
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