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Abstract –  
The construction industry has been forever 
blighted by delay and disruption. To address this 
problem, this study proposes the Fitzsimmons 
Method (FM method) to improve the scheduling 
performance of activities on the Critical Path before 
the project execution. The proposed FM method 
integrates Bayesian Networks to estimate the 
conditional probability of activity delay given its 
predecessor and Support Vector Machines to 
estimate the time delay. The FM method was trained 
on 302 completed infrastructure construction 
projects and validated on a £40 million completed 
road construction project. Compared with 
traditional Monte Carlo Simulation results, the 
proposed FM method is 52% more accurate in 
predicting the projects’ time delay. The proposed 
FM method contributes to leveraging the vast 
quantities of data available to improve the 
estimation of time risk on infrastructure and 
construction projects.  
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1 Introduction 
At present, around £100bn is spent in the UK each 
year on infrastructure investments [1], making the 
delivery of infrastructure 70% of the total spending on 
the National Health Service. By 2030 it is estimated that 
around £19bn a year will be wasted on the avoidable 
costs generated by poorly delivered infrastructure 
projects [2]. This is a worrying trend in an age where 
populations are aging and productivity in the UK 
economy has stagnated [3]. Experts estimate that for 
every £1 invested in infrastructure, the benefit to the 
economy is £2.841 [4]; the money wasted on poorly 
delivered infrastructure would equate to as much as 
£35bn per year in unrealised economic benefit. The cost 
to the global economy would be $620bn each year, if 
the trend were extrapolated worldwide [5], with around 
$1.1tn of potential loss. While delays are only part of 
the picture, it has been argued that they are among the 
most significant culprits in undermining the successful 
completion of infrastructure investment [6,7]. 
Recent research used machine learning methods to 
predict project delay, including naïve Bayesian [8], 
Bayesian Belief Network [9] and logistic regression 
[10]. In practice, some software packages (e.g. Deltek 
Acumen Fuse) enable users to pre-define delay factors 
and its correlations while modelling risk. However, the 
analysis of these packages is still inarticulate and does 
not have a strong evidentiary basis. 
This research aims to create a more objective and 
evidence-based framework for schedule risk analysis, 
given the theoretical limits and incompatible software in 
risk analysis. The proposed solution – the FM Method 
simulates risks on the critical path and predict project 
delay. Hence, the proposed method can provide the 
project manager and schedulers insights about the 
potential risks of their planning before execution, thus 
enable effective planning. 
This paper starts with reviewing literature 
ineffective planning and project duration prediction, 
followed by the proposed FM method, analysis results 
of FM method and a discussion of analysis results. The 
conclusion is summarised at the end.  
2 Literature Review 
This section provides a comprehensive review in 
construction project delay estimation. This section starts 
with a review in schedule quality, followed by 
commonly used methods in predicting construction 
delay. Research gaps and questions are summarised at 
the end.  
2.1 Schedule Quality 
Late project delivery is affected by many factors 
either internally or externally, from engineering design 
to project management [11]. External factors including 
weather [12,13] and macroeconomic conditions [14] 
being unpredictable and uncontrollable. Whereas 
addressing internal factors, and in particular schedule 
quality [15], can significantly reduce the chance of late 
delivery [16]. A quality schedule uses expected outputs, 
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resource and space constraints, and technical expertise 
to determine an optimal and achievable schedule of 
activities. Subjectivity and uncertainty hinder the 
production of quality schedules.  
Schedulers estimate time-risk on construction 
projects and allocate time contingency for high-risk 
activities to minimise the possibility of project delay in 
common practice. However, the estimation of time-risk 
on construction projects is done subjectively, largely by 
experience, and the penetration of academic concepts 
into the realm of common practice is negligible [17,18]. 
Including time continency is one of the trickiest areas of 
project planning, as it deals with a level of uncertainty 
which can be challenging to calculate and understand 
without detailed knowledge of historical records [19]. 
2.2 Predicting construction delay  
The most traditional way to detect project delay in 
the practice is the Critical Path Method (CPM) [17,20]. 
CPM connects a series of construction tasks with 
defined dependency links to create a directed acyclic 
graph (DAG) network. Programme Evaluation and 
Review Technique (PERT) is a variant of CPM that 
accounts uncertainty with Beta distribution [21,22]. 
Azaron et al. [23] look at refining the bounds of the 
project duration risk by introducing the concept of a 
dynamic Markov PERT model. The approach estimates 
societal factors such as war, strikes and inflation to 
make activity durations non-static over time. However, 
it is an untested model, but it begins to link external 
factors, deterministic CPM, PERT, and correlation 
together in an interesting way. 
To add covariance and correlation effects to PERT 
and MCS, Ökmen et al. [24] construct a system called 
Correlated Schedule Risk Analysis (CSRAM), which 
uses simple subjective inputs on a range of project risks 
including weather, soil conditions, labour productivity, 
and material/resource availability factors. However, 
CSRAM does not address the crucial problem of 
subjectivity and opinion-based analysis, a factor 
commonly associated with disputes in contracts [25,26]. 
Furthermore, the empirical evidence that this technique 
is scalable and works across a range of projects types is 
lacking. 
Recent researchers predict project delay using 
machine learning methods (e.g. Artificial Neural 
Network (ANN)) based on influencing factors 
(including the project manager’s experience). Kog et al. 
[27] create a neural network for determining schedule 
performance from extraneous project factors, including 
project manager’s experience and monetary incentive to 
the designer. Attal [28] used the overall duration and 
cost of highways projects to train a series of ANN to 
determine the key project features to be used in a 
duration prediction model. Hola et al. [29] take a more 
specific approach, using ANN to predict earthworks 
durations. Similarly, Bhokha et al. [30] predicted the 
duration of building construction using ANN. 
A promising solution to the problem of co-variance 
and project uncertainty is the Bayesian Network (BN) 
approach. A BN is a probabilistic DAG network, with 
nodes representing outcomes and arcs, or links, 
representing the conditional relationships between the 
nodes [31]. In this respect, they are very similar to 
construction schedules, where each task could be 
considered a node and each logic link a conditional 
dependence relationship. BN has been successfully used 
in several fields, including medical diagnoses [32] and 
modelling of complex interactions including operational 
risk [33], environment [34], and road traffic accidents 
[35]. Consequently, several recent studies have 
proposed a framework for using BNs to enhance 
schedule risk analysis [36–38]. 
2.3 Research gaps and questions 
Three research gaps are identified through extensive 
literature: (1) it is not known how well the subjective 
risk analysis studies scale up to large infrastructure 
projects – they either set out an untested framework or 
use small sample projects to demonstrate accuracy; (2) 
the studies which use data have done so at a macro level, 
which does not allow risk simulation and assessment of 
a baseline schedule to be undertaken; (3) natural 
language processing techniques have not yet been 
optimised for construction industry language. In essence, 
the research problem left unsolved is that there is no 
unified approach which seeks to model uncertainty in 
project schedules using historical data to validate all of 
the inputs into the process. 
This study aims to answer the following research 
questions: (1) What techniques can be employed to 
prepare historical construction schedule data for 
prediction model training? (2) What effect will the 
application of these techniques, combined with 
prediction modelling have on the accuracy of time-risk 
simulation models? 
3 Proposed Method 
This section provides the proposed method. It starts 
with an overview of the methods. This study proposes a 
framework - Fitzsimmons (FM) Method for simulating 
schedule risk which combines the strengths of Bayesian 
Networks, Support Vector Machines and Monte Carlo 
Simulation to simulate project outcomes. Figure 1 
presents an overview of the proposed FM method. This 
study targets an analysis risk of the critical path 
statically, not dynamically. Therefore, the change of 
critical path is not evaluated in this model.  The 
following subsections explain the proposed FM methods 
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Figure 1 Overview of the proposed method 
3.1 Word Embedding 
Word embedding (Word2Vec) was used to add 
semantic meaning to the words in each task description. 
The two neural network architectures identified for this 
purpose were Skip-gram and Continuous bag-of-words 
(CBOW) embeddings. CBOW and Skip-gram are recent 
methods that learn word embedding representation and 
predict target words from context [39], but work 
inversely [40]. CBOW predicts target words from 
source text words; while, Skip-gram predicts source text 
words from target words [40]. 
It is unavoidable that there are similar activities, in 
terms of its functionality; for example, ‘pour concrete 
for ring beam’ and ‘concrete ring beam’. Since 
distinguishing the semantic differences between 
activities remains challenging, this study clustered 
activities into topics using Gaussian Mixture Modelling 
(GMM). GMM is a probabilistic model for representing 
normally distributed subpopulations within an overall 
population [41]. The most common and well-used topic 
modelling methods are Latent Dirichlet Allocation 
(LDA) [42] and Latent Semantic Analysis (LSA) [43]. 
These models have been shown to work well for large 
corpora and documents, where keywords may appear 
several times [44]. Whereas, the average construction 
task description length is 5-10 words, rendering 
LDA/LSA largely ineffective. Hence, this study 
employed GMM to cluster construction activities. The 
optimal number of clusters was determined by using 
topic coherence as a reference. After several iterations 
of the test, it was difficult to determine a precise 
optimum number of topics.  
3.2 Bayesian Probability 
This study measures activity duration deviation, 
rather than activity delayed duration, to simulate the 
project duration. Early finished activity may also lead to 
project duration variation. Activity duration deviation is 
estimated as follows: 
𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = . !"#$%&	($)%#*+,-)*.*,%&	($)%#*+, − 11 × 100%   Eq. (1) 
In this study, BN is used to estimate the probability 
that each activity duration will deviate based on its 
characteristics and position within the CPM network in 
this study. The probability of activity duration deviation 
derived will be used as input in the next step. Figure 2 
presents a simplified BN that estimates the probability 
of activity duration deviation.  
 
Figure 2 Simplified BN 
3.3 Support Vector Machines  
Support Vector Machines (SVM) is a classification 
method which distinguishes classes via solving a 
constrained quadratic programming problem and 
inserting a hyperplane [45]. SVM is used to predict the 
duration growth percentage of activity. Different from 
BN, SVM estimates the duration deviation of the 
current activity. Except for the probability of duration 
deviation derived above, SVM inputs also include the 
level of concurrent activity, estimated duration, and 
previous activity duration deviation. The dataset was 
split into train and test subset with a ratio of 80/20%, to 
avoid overfitting, to train an accurate SVM.  
SVM, in this study, predicts the duration growth 
percentage of activity, as highlighted earlier. A task of 
200 days and a task of 2 days could both find a 
prediction of 400% duration increase, but with different 
levels of impact to project delay. Therefore, this study 
calibrates duration growth percentage into a relative 
number as compared to the activity’s duration. Eq. (2) 
explains the duration growth percentage calibration: 𝑌" = (2 × 𝑌' × 𝛿 × 𝜇)/(2 × 𝛿 × 𝜇 + 𝑌' × 𝛿 × 𝐸𝐷) Eq. (2) 
Where𝑌"  is the calibrated duration growth of a given 
activity, 𝑌'  is the predicted duration growth of a given 
activity by SVM,  𝛿	is the standard deviation of all durations in the 
project being simulated, 𝜇  is the mean activity duration for the project 
being simulated, 𝐸𝐷 is the estimated duration of the given activity. 
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3.4 Risk simulation 
The simulation algorithm intended to calculate the 
average finishing position of each task over a nominal 
number of simulation iterations. This gives a time-
distributed profile of tasks that can be used as the output 
of the risk analysis simulation. It is conceptually based 
on the Monte Carlo Simulation algorithm but with 
uncertainty and SVM to predict the deviation 
parameters. A beta distribution is used to determine the 
final duration deviation factor, to ensure that the 
duration uncertainty parameters change from one 
simulation iteration to the next. This distribution is 
parameterised by the SVM model prediction. The author 
chose this method to capture the strengths of MCS and 
PERT in modelling duration uncertainty. This model 
can be described as truly dynamic. With each iteration, 
the SVM input values will change and the duration 
deviation estimate will change with them, giving a 
broader range of possible values for the duration of each 
task.  
4 Data Collection and Analysis Results 
4.1 Data Collection and Pre-processing 
The schedule data was collected from two 
construction and engineering firms. One of the 
organisations is a tier one contractor who directly 
delivers large infrastructure projects on behalf of public 
and private sector clients. The other is a schedule 
management consultancy that provides services to 
clients and contractors in several engineering disciplines. 
Both were requested to provide as-built schedules and 
initial baseline schedules for infrastructure projects 
regardless of the project outcome. The files were 
provided in the software-native Primavera P6 ‘.XER’ 
format. 
In total 560 project files were collected, of which 
302 were valid. Some were invalid due to corrupt native 
files or a lack of ‘actual versus planned’ information. 
Figure 3 below shows the split by project discipline, 
with a relatively broad range of projects included. In 
total 444,173 tasks were added to the dataset, using an 
algorithm which interrogated the native schedule files 
and extracted any useful information into a large data 
file in ‘.txt’ format. For context, a simple analysis of 
‘task count vs. project value’ suggests that every 1,000 
tasks represent £20m in project value. This indicates 
that the database may be equivalent to as much as 
£8.9bn in completed infrastructure. 
This study pre-processed activity names to secure 
accuracy, before feeding activity names into analysis 
models. Pre-processing steps include tokenisation, 
lemmatisation, stemming and removing stop words. 
Tokenisation is a process that transforms text into 
tokens which are readable in a computer language [46]. 
Lemmatisation and stemming are used to reduce the 
effects of inflectional form and words’ morphology [47]. 
Stop words (e.g. ‘and’, the’) and punctuation was 
removed, to get eliminate the unmeaningful words. 
 
Figure 3 Data Distribution 
4.2 Analysis Results 
After pre-processing, data were fed into the 
proposed FM method. The following subsections 
summarise analysis results of each step from word 
embedding to simulation results.  
4.2.1 Word Embedding 
The first step in the proposed FM method represents 
construction activities’ names with word vectors and 
clusters similar activities into topics. This study used 
Word2Vec to represent construction activities names 
with word vectors, as highlighted in Section 3.1. The 
hyperparameters of the Word2Vec model are the 
number of training iterations, the context window length, 
and the vector size [48]. A range of 5, to 50 iterations 
was tested with no significant improvement in 
performance, so the default value of 5 iterations was 
used. The context window of 8 was selected based on 
the average concatenated task description and section 
heading length. The default vector size of 100 was used, 
which is suggested by literature [49,50]. In total 5,496 
unique words were used in the embedding process, 
training across a raw dataset of 3.1 million co-occurring 
words. 
Following that, similar activities are clustered into 
topics using word vectors as input. Topic modelling is 
an unsupervised learning method and determining the 
number of clusters is challenging. This study used the 
coherence score to determine the optimal number of 
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clusters. It is found that the score settles between 10 and 
25 topics, with higher scores towards 20 by plotting the 
coherence score. Intuitively, this feels appropriate. The 
design manual for roads and bridges [51] has 16 
volumes; if more topics are allowed for procurement, 
rail and mechanical & electrical trades, then 20 is 
reasonable. 
4.2.2 Activity Duration Deviation 
The SVM kernel selected was the radial basis 
function (RBF), which enables the SVM to perform 
well with high-dimensional non-linear data. The results 
of the activity duration growth percentage are 
summarised in Figure 4. The mean value of activity 
duration growth percentage is 114% with a standard 
deviation of 631%. The result indicates that on average, 
activities are delayed for 114%, as compared with its 
original duration.  
 
Figure 4 Distribution of Duration Deviation 
Using variations about the mean is not the optimum 
way to simulate activity by activity variance, as shown 
in Figure 4. The value is heavily skewed by a few 
extremely high variance numbers, which in normal 
circumstances might be considered outliers. The issue 
with treating this as a normal distribution problem is 
that the data will never be normally distributed. 
Schedule duration growth works such that most samples 
sit around the 0% growth point – the ‘quicker than 
planned’ activities are bounded at -100%, whereas 
increased durations have no upper boundary. This 
makes deciding what constitutes an outlier a particularly 
difficult activity as normal conventions, involving 
excluding data over a certain standard deviation (𝜎) 
threshold, cannot be meaningfully applied to datasets 
with large right-skewed distribution tails. The activity 
duration deviations appear to more closely represent a 
Weibull distribution as discussed by [52]. Perhaps an 
approach to modelling duration risk which instead 
selects duration deviation from a Weibull rather than a 
normal distribution would be a more appropriate 
methodology. 
Significantly, the high variability was smoothed to 
give estimates with an average variance of around +68% 
against the original duration estimate, when using SVM 
with a radial basis function kernel to predict the 
variance in an activity. The SVM results predict that 
some activities could finish earlier, and some activities 
could be late for 1,500%, which is more than enough to 
raise a red flag to those looking for significant risks. 
The accuracy of SVM results is 80% in predicting 
whether an activity is delayed, on time or early on the 
test set. The SVM model predicts a standard prediction 
error of 122% of activity duration. This may seem 
extreme, but in a very random training set with a 
standard deviation of 870%, this is remarkably accurate. 
4.2.3 Risk Simulation 
The last step is the risk simulation. The case study 
used was selected randomly and excluded from model 
training. The selected case study is a port renovation 
work with a contract value at £40M in the UK. This 
project finished 26 weeks later than its originally 
estimated duration. The key risks in this project were 
that the piling on the existing dock – the ground 
conditions and existing substructure - were unknown, as 
well as the condition of the existing aging structures. 
These were additionally subject to tidal working 
constraints, which exacerbated the delays experienced 
because of the realisation of the above risks. 
 
Figure 5 Baseline schedule vs FM simulation 
MCS was run first, using inarticulate risk parameters 
derived from the literature review (best case = 90%, 
most likely = estimated duration, worst case = 130%). 
Following that, the proposed FM method was run to 
estimate the project finishing time and compare results 
with the MCS results. The MCS results suggested that 
the project will delay for 1 week; whereas results of the 
FM method suggested that the project will delay for 38 
weeks, which is 52% more accurate than MCS results. 
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Figure 5 shows a comparison of the baseline schedule 
and the FM simulation over project completion. In 
addition, the FM method output has succeeded in 
assigning large time delays to the piling works and tidal 
interface works, so in this case study it can be 
considered a relative success.  
4.3 Results Interpretation  
The case studies and hypothesis test indicate that the 
proposed FM risk simulation methodology is 
significantly more accurate than the state of practice – 
Monte Carlo Simulation. The standard prediction error 
was 35 weeks for MCS and 12 weeks for the FM. This 
suggests that the FM could be 52% more accurate than a 
standard MCS model. Despite these promising results, 
the error for the simulation of 12 weeks is still very high 
and the SVM model prediction standard error is also 
very high at 122% of the activity duration. There is 
ample scope to improve on the predictive accuracy of 
this model, although it may require a good deal more 
high-quality data than what has been gathered in this 
research. 
It is also apparent from the case study that the risk 
simulation methodology is unable to detect some of the 
most significant reasons for project delay; namely: 
changes to scope, problems with land access, and 
unexpected existing site conditions. It is difficult to see 
from the available literature how this might change in 
the future, but the mitigating factor for contractors is 
that the time and costs associated with much of those 
types of delays should be recoverable through standard 
out-of-court contractual claim mechanisms. This would 
remain a highly significant problem for project 
promoters. The evidence is also compelling that 
construction activities experience delays greater than 
those commonly allowed for in schedule risk analysis 
practice. 
5 Discussion 
This study proposed an FM method which integrates 
BN and SVM to predict project completion time under 
uncertainty. This study focuses on analysing activities 
on the critical path to predict project duration. A 
domain-specific task classification model for 
construction schedule data has been demonstrated. This 
is an approach which combines unsupervised machine 
learning – word embedding – with Gaussian mixture 
models and has been adapted from methods intended to 
topic model social media, revealing promising if 
imprecise results. Bayesian Networks are used to 
calculate the conditional probabilities associated with 
the independent and duration deviation variables. Using 
tables of these conditional probabilities the problem is 
turned into a simpler Naïve Bayes or converging 
Bayesian Network to calculate the probability of a task 
changing from its original estimated duration. MCS 
results suggest that the project will delay for 1 week; 
whereas results of FM method suggest that the project 
will delay for 38 weeks, which is 52% more accurate 
than MCS results.  
In summary, there is no single technique that can be 
applied to the complex task of measuring risk in a noisy 
sequence of construction operations, using only the data 
contained within a Gantt chart schedule. Understanding 
how multiple techniques can be employed to add 
meaning to a construction schedule dataset, however, is 
a useful contribution towards leveraging the vast 
quantities of data available to improve the estimation of 
time risk on infrastructure and construction projects. 
Using these techniques, machines can learn about highly 
complex construction projects without being explicitly 
programmed, which presents some exciting 
opportunities for construction practice. 
The topic modelling techniques proposed in this 
research could be used for a range of other purposes 
including automatic schedule alignment of costs and 3D 
objects in 5D modelling. Similar natural language 
techniques could also be used to monitor sentiment 
across a company’s portfolio of projects, delivering a 
contemporaneous health check. Construction schedules 
are possibly the most up-to-date and comprehensive 
records on large construction projects; harnessing the 
value of the data they contain is a significant area of 
opportunity. 
6 Conclusion 
This research presents a new framework for 
construction schedule risk analysis. It represents the first 
approach to use machine learning to pre-process noisy 
construction schedules for a novel hybrid application of 
Bayesian Networks (BN) and Support Vector Machines 
(SVM). The proposed solution (the Fitzsimmons 
Method) was trained and tested on large infrastructure 
projects. The FM method looks at the delay risks before 
project execution and simulates the delay risks on the 
critical path. Hence, the proposed method provides the 
project manager and schedulers insights about the 
potential risks of their planning. The method is built on 
the work of several studies describing how machine 
learning can be used to approach the problem of 
understanding construction schedules. It has been 
shown that using large datasets to train prediction 
models can lead to superior simulation results on a 
limited sample, doing so with a technique eminently 
scalable to larger datasets and higher numbers of test 
projects. In tackling the problems associated with 
construction schedule data, some valuable contributions 
have been made to research around applied artificial 
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intelligence. The proposed method is limited to predict 
the delay of critical path statically. Future research can 
investigate the incorporation of dynamic modelling to 
facilitate a real-time project delay prediction.  
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