In this paper, we derive the exact channel power spectrum density (PSD) for the high-mobility 
I. INTRODUCTION
Over the past few decades, high-mobility communications have drawn exploding interests from researchers [1] - [4] . The relative motion between transceivers can pose great challenges for communication, including frequent handovers and multiple Doppler shifts. The multiple Doppler shifts superimpose at the receiver, resulting in fast time fluctuations of channel and bringing severe inter-carrier interference (ICI) to the orthogonal frequency division multiplexing (OFDM) systems [5] .
The fast time-varying feature of channel makes the direct channel estimation quite complicated and even infeasible. Some works employ the basis expansion model (BEM) [6] - [10] to approximately represent the fast time-varying channel, such that the parameters to be estimated are significantly reduced. Another kind of frequently adopted approaches approximate the channel autocorrelation as the weighted summation of two monochromatic plane waves [11] - [13] .
Considering that each Doppler shift is related to an angle-of-arrival (AoA) for downlink or angleof-departure (AoD) for uplink, the multiple Doppler shifts can be separated in angle domain.
Such concept could be found in [14] , [15] , where the small-scale uniform circular antenna array (UCA) and uniform linear antenna array (ULA) are adopted to separate the multiple Doppler shifts and eliminate ICI via array beamforming. However, due to the limited spatial resolution, their work only applies to high-mobility scenarios with a few dominating paths, such as viaducts and rural areas.
In order to deal with the richly scattered high-mobility scenarios including tunnels or urban areas, researchers resort to the large-scale antenna array, which is considered as a promising technique for the next generation wireless systems owing to its enhanced spectral and energy efficiency as well as high spatial resolution [16] - [20] . The authors of [21] propose to separate the multiple downlink Doppler shifts in angle domain by a pre-designed beamforming network with a large-scale ULA at the base station (BS). After estimating and compensating the Doppler shift in each branch, the resultant channel turns to be quasi time-invariant and can be estimated with conventional channel estimation approaches. The array imperfection is further taken into account in [22] , and the multi-Doppler shift separation via array beamforming can be done after array calibration. Unlike [21] and [22] which address the multiple downlink Doppler shifts, [23] focuses on the uplink from the high-speed terminal (HST) to BS, where the Doppler shifts are related to AoDs instead of AoAs. As a result, a large-scale ULA is configured at the HST to perform high-resolution transmit beamforming, and the multi-branch signal is emitted after compensating the multiple Doppler shifts in angle domain to suppress the time variation of channel. In practice, however, the number of antennas may not be sufficiently large to generate beamformers with infinite spatial resolution. Thus, the Doppler shifts intermingled via the sidelobes cannot be completely compensated, resulting in the residual time variation of the uplink channel. The Doppler spread is further derived in [23] as a measure of assessing the time variation caused by the residual Doppler shifts. However, the analysis in [23] is approximative and only valid contingent on 1) the array is a large-scale ULA, 2) the channel is Jakes' channel [24] , [25] and 3) the beamforming directions are evenly configured.
In this paper, we apply the multi-branch transmit beamforming and angle-domain Doppler shifts compensation scheme to a far more generalized high-mobility scenario and analyze the power spectrum density (PSD) and Doppler spread to assess the residual time variation of the uplink equivalent channel. Based on the PSD analysis, an optimal antenna weighting technique is further proposed to reduce the time variation of channel. The main contributions of this paper can be summarized as follows:
• Explicit PSD expression with wider applicability and clearer insights: Unlike [23] , we do not require the channel to follow Jakes' model; neither should the antenna array be ULA.
The most interesting observation is that the channel PSD can always be expressed as the product of a beam function and a window function. The former can be uniquely determined by the antenna array configuration and in fact corresponds to the radiation pattern obtained with the matched-filter (MF) beamformer pointing to the normal direction, while the latter depends on the AoD region and the beamforming directions. This allows us to observe how the antenna spacing and beamforming directions influence the PSD.
• Reduction of Doppler spread through antenna weighting: The PSD being expressed as the product of two independent functions facilitates to reduce the Doppler spread. By carefully designing the optimal antenna weights, we can equivalently modify the beam function and minimize the Doppler spread to suppress the residual time variation. The numerical results demonstrate the substantial superiority of the proposed antenna weighting technique.
The rest of this paper is organized as follows. The transmit array bramforming and Doppler shifts compensation scheme under a more generalized high-mobility scenario is briefly described in Section II. Section III gives the detailed derivation of the channel PSD and Doppler spread, based on which the impact of antenna spacing and beamforming directions is investigated. The antenna weighting technique, especially the computation of optimal antenna weights, is presented in Section IV. Simulation results are provided in Section V. Section VI concludes the paper.
Notations: Superscripts
and E{·} represent conjugate, transpose, Hermitian, inverse and expectation, respectively; j = √ −1 is the imaginary unit; | · | denotes the absolute value operator; · 2 denotes the Euclidean norm of a vector or Frobenius norm of a matrix; ⊗ denotes the Kronecker product operator; diag(x) is a diagonal matrix with vector x as the main diagonal; C m×n defines the vector space of all m × n complex matrices; I N stands for the N ×N identity matrix. For the positive semi-definite Hermitian matrix X, λ r (X) and v r (X) denote the rth eigenvalue (in descending order) and the corresponding eigenvector, respectively.
II. SYSTEM MODEL
Consider the OFDM uplink transmission in a high-mobility scenario where the signal transmitted from the HST arrives at the BS along a number of independent subpaths, as illustrated in Fig. 1 . The HST is equipped with an M-elements linear antenna array. Assume that the direction of the linear array coincides with that of HST motion. Then, the array response vector pointing to direction θ can be expressed as
, where the rth element is given by a r (θ) = e j2π ∆dr λ cos θ . Here, ∆d r is the antenna spacing between the rth antenna and the first antenna, and we have ∆d 1 = 0. By denoting the velocity of HST as v, the maximum
, where λ is the carrier wavelength.
The channel between the rth antenna and BS is modeled as L taps. Denote d l as the relative delay of the lth tap. For each channel tap, the departure angles are known to be constrained within
, with θ L and θ R being the bounds of the AoD region. Similar to [26] , [27] , we denote κ l (θ) as the complex-valued channel gain at the lth tap corresponding to the AoD θ. The channels with different AoDs are assumed uncorrelated, i.e.,
represents the channel power angle spectrum (PAS) which models the channel power distribution in the angular domain [28] , [29] . Moreover, there holds
that the total channel gain is normalized to 1. The maximum AoD region (θ L , θ R ) is assumed known at the transmitter, while the knowledge about the channel PAS might be unavailable. Let the transmitted signal pass through the above-described channel. The received signal in the mth block (after CP removal) at the BS without Doppler shifts compensation can be expressed as the following 1×N vector
where Since the signal AoDs are constrained within (θ L , θ R ), we perform the multi-branch transmit beamforming towards a set of Q directions ϑ q ∈ (θ L , θ R ) , q = 1, 2, · · ·, Q. Moreover, assume that the maximum Doppler shift is perfectly known at the HST. Then, the transmit beamforming and Doppler shifts compensation can be performed by substituting
a (ϑ q ) e jφ(ϑq) represents the qth beamformer. Here, φ (ϑ q ) denotes the random phase introduced at b (ϑ q ), and η =
is the normalization coefficient to keep the total transmit power per symbol to 1. The Doppler shift com-
where
Here, ∆θ i (ϑ q ), i = 1, 2 are two appropriately chosen small values depending on ϑ q .
When the number of antennas M is massive, the interference in (2) tends to vanish, and the time-varying channel can be decomposed into a set of parallel time-invariant channels. However, the number of antennas may not be sufficiently large in practice, in which case there will still be uncompensated Doppler shifts due to limited spatial resolution while a thorough time-invariant equivalent channel cannot be achieved for each beamforming branch. The Doppler spread [30] , [31] could be employed here as a metric to measure the time variation of the equivalent channel.
The derivation of Doppler spread requires the channel PSD, which is the Fourier Transform of the channel autocorrelation. Since different channel taps are independent and have identical statistical properties, we can consider only one tap for simplicity, i.e., L = 1, d 1 = 0. By ignoring the noise item, the signal at the BS obtained after Doppler shifts compensation and multi-branch beamforming can be expressed as
where κ 1 (θ) has been denoted as κ(θ) for conciseness. Besides, the complex-valued channel gain
denote the random channel gain and phase for the the path with AoD θ, respectively.
III. ANALYSIS OF THE CHANNEL PSD AND DOPPLER SPREAD

A. Derivation of the Channel PSD
The equivalent uplink channel of (3) can be expressed in continuous-time form as
Nevertheless, the proposed analysis in this paper could be easily extended to general channel PAS. In the case of uniform PAS, denote
as the mean AoD and angular spread (AS), respectively. Furthermore, the described channel model reduces to Jakes' channel model [25] at θ L = 0, θ R = π. The autocorrelation for the equivalent continuous channel g (t) is given by
where * = employs the properties
The channel PSD is the Fourier transform of the channel autocorrelation R g (τ ) and the explicit expression of channel PSD is provided by the following Lemma. (5), the channel PSD can be expressed in the form of
and
are named as beam function and window function, respectively. Here,
is the binary-value indicator function indicating whether the qth beamforming branch contributes to the PSD P (ω) at ω = ω dω , with S (ω) being defined as
Proof: See Appendix A.
From Lemma 1, the following observations can be made:
1) From (9), it can be seen that the PSD is nonzero only
Obviously, the maximum Doppler frequency ω max , or equivalently the nonzero region of the PSD, is uniquely determined by the AoD region.
2) The most interesting observation from (6) is that the channel PSD can be fully characterized by |G(ω)| 2 and W(ω). Taking ϑ q = π 2
and −ω = cos θ − cos ϑ q = cos θ, we can arrive at G cos θ, cos 3) The PSD in (6) can be equivalently written as
. Evidently, increasing ω d , i.e., the maximum Doppler shift f d , will preserve the shape of the PSD, except that the resulting PSD will be linearly stretched in frequency and reversely decreased in amplitude.
Nevertheless, the integral of P (ω) with respect to ω is independent of ω d , because of
4) The Doppler spread can be calculated as
Considering that the two integrals with respect toω in (10) does not depend on ω d , we know that the Doppler spread σ DS is linearly proportional to ω d , i.e., the maximum Doppler shift f d .
In other words, the higher the HST velocity is, the larger the Doppler spread σ DS will be.
B. Impact of Beamforming Directions and Antenna Array Configuration on PSD
In this section, we will discuss how the beamforming directions and antenna array configuration influence the channel PSD. Note that the signal AoD region (θ L , θ R ) reflects the intrinsic feature of the channel, which is uncontrollable.
1) Impact of beamforming directions:
As the number of selected beamformers Q tends to infinity, the window function given in (8) can be transformed into the following integral form
where ϑ is the continuous counterpart of ϑ q , f (ϑ) is the density function of ϑ, and
is the binary-value indicator function, with
Note that S (ϑ,ω) can be directly derived from S (ω), by substituting ϑ q in (9) with ϑ.
Next, we further derive a more explicit form of window function, under two typical configurations of beamforming directions: First, the beamforming directions are configured such that
We refer to the two configurations of beamforming directions as 'Equi-cos' and 'Equi-angle', respectively.
Note that 'Equi-cos' is considered since the multi-branch beamforming with such configured beamformers can be implemented efficiently with fast Fourier transform (FFT) [20] .
Case 1: In the case of 'Equi-cos', i.e., cos ϑ q , q = 1, 2, · · ·, Q are evenly distributed between (cos θ R , cos θ L ), the density function can be expressed as
Here, the density function (13) should be in sinusoidal form since 'Equi-cos' distribution implies
As a result, the window function can be expressed as
To further simplify (14), we take a variable substitution of x = arccos (cos ϑ −ω), i.e., ϑ = arccos(cos x +ω). Then, the indicator function I (ϑ,ω) becomes I (arccos(cos x +ω),ω) = I (ϑ,ω)| ϑ=arccos(cos x+ω) , with the beamformer set S (ϑ,ω) being transformed into
After the variable substitution, (14) can be finally expressed in closed-form as
Furthermore, if the channel follows Jakes' channel model, we have θ L = 0
µ (θ L , θ R ) = 2. Then, the above derived window function (16) can be simplified as
Case 2: In the case of 'Equi-angle', i.e.,
the density function can be given by
If the channel follows Jakes' channel model, we have θ L = 0
Then, the above derived window function (19) can be further simplified as (16), (17) and (20) (θL = 0
• , θR = 90
• for (16)).
In fact, for 0 < |ω| < 2, the window function (20) can be equivalently transformed into the following elliptic integral
where * = employs the property of equation (3.147-4) in [32] , υ = 1−ω
and F (ψ, k) is the elliptic integral of the first kind defined as
Based on (21), we can obtain that as |ω| tends to 2, υ approaches to 0 and there holds
As forω = 0, there holds 
In summary, the window function given in (20) for Jakes' channel with 'Equi-angle' beamforming direction distribution can be re-expressed as
For comparison, different forms of window functions under different channel assumptions and beamforming directions are summarized in Table I . The window functions given in (16), (17) and (20) are depicted in Fig. 2 . Note that (16) and (17) adopt 'Equi-cos' while (20) adopts 'Equi-angle'. Besides, Jakes' channel model is assumed for (17) and (20), whereas we take
• for (16) . All the three window functions are nonnegative and decrease with increasing |ω|. Hence, they all attain the maximum atω = 0. Apart from this, the following observations can be made:
First, unlike (17) and (20), (16) yields a window function which is asymmetric aboutω = 0.
Such asymmetry is due to the fact that the mean AoDθ = π 4
deviates from
in (16) remains zero for |ω| > 1, due to µ (θ L , θ R ) = 1. Second, comparing (17) and (20), we observe that the window function in (20) is more concentrated aroundω = 0, while that in (17) better attenuates the high Doppler frequencies as |ω| approaches 2. Third, W (ω) in (20) is unbounded above atω = 0 and converges to 1 as |ω| tends to 2, which matches with the former analysis in (22) and (23).
2) Impact of antenna array configuration:
The choice of antenna spacing ∆d r is crucial, and we specifically focus on the ULA, i.e., ∆d r = (r−1) d, to facilitate the discussion about the impact of antenna spacing d on the PSD and Doppler spread. In such case, we have |G (ω)
, where χ = π , and the optimal antenna spacing should be compromised between beamforming resolution and aliasing avoidance. 
being the normalization coefficient to keep the total transmit power per symbol as 1. Then, similar to (3), the signal received at the BS after Doppler shifts compensation, multi-branch transmit beamforming and antenna weighting can be re-expressed as (the noise item is ignored and only one channel tap is considered)
By ignoring the real scalar η AW which does not affect the PSD analysis, the equivalent uplink channel of (25) can be expressed in continuous-time form as
u r e j2π ∆dr λ (cos θ−cos ϑq) .
By denoting c (cos θ, cos ϑ q ) = 1, e 
Note that the only difference between the continuous-form channels in (26) and (4) is that G (cos θ, cos ϑ q ) in (4) is replaced by G AW (cos θ, cos ϑ q ) in (27) . Actually, by letting u = 1 M ×1 , G AW (cos θ, cos ϑ q ) will reduce to G (cos θ, cos ϑ q ). Thus, the considered scenario in Section III can be categoried as a special case of equal antenna weighting. Following the similar approach as in the previous section, the channel PSD can be expressed as
where the window function remains exactly the same as (8) , while the beam function can be redefined as
Here, ς (ω) = 1, e −j2π
As a result, the Doppler spread with antenna weighting can be calculated as
Note that both C 0 and C 2 are real symmetric Toeplitz matrix.
The optimal antenna weightsû minimizing the Doppler spread can be acquired by solving the following optimization problem
whereũ denotes the trial antenna weights, and the constraintũ H C 0ũ = 1 is added to eliminate the magnitude ambiguity ofũ and also to avoid the degenerate solution ofû = 0. Let α be an arbitrary real scalar. It is noted thatũ and αũ would yield the same Doppler spread.
Decomposing C 0 as C 0 = QQ H and definingγ = Q
Hũ
, we obtainũ = Q −Hγ andγ Hγ = 1.
Therefore, the optimization problem (32) can be transformed intô
The minimization problem (33) can be readily solved with Lagrange multiplier method. Assumingμ as the Lagrange multiplier, we arrive at the following Lagrange objective function
The first-order condition of J(γ,μ) leads to
=μγ. Combining this equation with the constraintγ Hγ = 1, we know that the candidate solutions would beγ
, the optimal antenna weights minimizing the Doppler spread can be obtained in closed-form asγ
Here, v min (X) denotes the eigenvector corresponding to the minimum eigenvalue of matrix X.
Remark 1:
It can be seen from (32) that the optimization of antenna weights does not depend on the maximum Doppler shift f d and thus is independent of the velocity of the HST. Besides, the optimal antenna weights (35) can be expressed in closed-form as a function of C 0 and C 2 .
Thus, for a given antenna array structure, the optimal antenna weightsû are uniquely determined by the window function W (ω), which depends on the AoD distribution. In other words, as long as the AoD distribution is obtained, the antenna weights can be optimized, and the obtainedû remains valid irrespective of the HST velocity.
Since the optimal antenna weightsû reduces the Doppler spread through changing the beam function, we compare in weighting yields an average SMR of ρ AW ≈ 10 −4 , two orders of magnitude smaller than the former. Such low SMR is obtained at the cost of a slightly wider mainlobe. Nevertheless, the SMR has greater impact on the Doppler spread than the mainlobe width. Hence, the Doppler spread could be significantly reduced through the proposed optimal antenna weighting technique, which substantially attenuates the high Doppler frequencies.
V. SIMULATION RESULTS
In this section, we will first verify the accuracy of the PSD analysis and investigate the impact of some parameters on PSD through numerical examples, and then demonstrate the superiority of the optimal antenna weighting technique over equal antenna weighting case. Unless otherwise stated, the antenna spacing is taken as d λ = 0.45, the maximum Doppler shift is set as f d = 1000 Hz, the ULA consists of M = 16 antennas, and the Jakes' channel model is adopted, i.e., the signal AoDs follow uniform distribution between (0, π). In Fig. 6 , we compare the channel PSD under different signal AoD regions and beamforming directions. The AoDs are constrained within (θ L , θ R ) with θ L = 0 • , θ R = 120
A. Verification of the PSD Analysis
• and the beamforming directions ϑ q are configured such that cos ϑ q are evenly distributed between (cos θ R , cos θ L ) in Fig. 6(a) , while the signal AoDs follow the Jakes' channel model and the beamforming directions ϑ q are uniformly chosen from (0, π) in Fig. 6(b) . That is to say, (16) and (20) should be employed to compute the window function, respectively.
In order to verify the correctness of the PSD derivation (6) 3) The Doppler spread is not sensitive to how the beamforming directions are configured for 
B. Superiority of the Optimal Antenna Weighting Technique
In this subsection, we will demonstrate numerically the superiority of the proposed optimal antenna weighting technique, in terms of Doppler spread and uncoded symbol error rate (SER).
First, we assess in Fig. 9 From Fig. 10 , the superiority of the proposed optimal antenna weighting technique is evident.
Even with M = 128 transmit antennas, the equal antenna weighting scheme suffers from severe SER performance floor, which can be attributed to the residual time variation of the channel caused by the uncompensated Doppler shifts. In fact, the numerical results in [23] reveal that only when the transmit antennas are increased to M = 1024, would the residual time variation become negligible and the SER performance floor disappear. In contrast, the SER performance with optimal antenna weighting does not exhibit obvious floor even with M = 64 and 128 transmit antennas. This is due to the fact that the optimal antenna weighting technique can substantially reduce the Doppler spread, compared to equal antenna weighting. The reduction of the Doppler spread is reflected by the significantly improved SER performance. In other words, with the optimal antenna weighting technique, far fewer transmit antennas are required to attain the same detection performance as equal antenna weighting scheme.
VI. CONCLUSIONS
In this paper, we considered the angle-domain Doppler shifts compensation scheme for high- 
where we have exploited
