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0. Introduction
Elliptic and parabolic problems in domains containing highly conductive layers—variously motivated by applications in
physics, biology and engineering—have been studied since the 70’s of the last century, e.g. by Cannon and Meyer [1], Pham
Huy and Sanchez Palencia [2], Attouch [3].
A peculiar feature of these problems consists in the coupling and interplay of a full-dimensional dynamics—as de-
scribed by a second order elliptic operator–with a lower-dimensional dynamics—also described by a second order (lower-
dimensional) elliptic operator.
Geometrically, in the simplest models, a domain Ω—say, Ω ⊂ R2—is separated into two domains Ω1 and Ω2 by an
internal layer Σ , which acts as a common boundary inside Ω for both Ω1 and Ω2.
Dynamically, the energy of the system decomposes into a bulk term supported on Ω1 ∪ Ω2 and a (singular) term
supported on the layer Σ . The equilibrium conﬁguration—that is the energy minimizing solution—satisﬁes a second order
transmission condition on Σ , that involves the “tangential Laplacean” along Σ , together with the two-sided normal deriva-
tives across Σ as the source term of the tangential equation. Such a second order transmission condition is a typical and
distinctive feature of the problems at hand.
In the references quoted above, the problems with inﬁnitely conductive lower-dimensional layers are studied from the
point of view of homogenization. The (inﬁnitely conductive) layer Σ is replaced by a—physically more realistic—thin layer
Σε of thickness ε which displays higher and higher conductivity increasing to ∞ as ε → 0. In this theory, the layer Σ
inside a domain Ω ⊂ Rn is just a ﬂat, or smooth, (n − 1)-dimensional section of Ω . More recently, Lancia and Vivaldi [4,5]
have considered the case when Σ is a (inﬁnitely conductive) fractal set. This extension opens new interesting perspectives
to the whole theory of conductive thin layers. In fact, in the fractal framework of Lancia and Vivaldi, an additional parameter
scale is added to the model, namely the dimensional parameters related to the fractal sets which act as lower-dimensional
layers in the full-dimensional domain. The new parameter scale has a direct effect on the mutual balance between the bulk
energy in the full domain and the lower-dimensional energy incorporated within the layer. The energy balance can be ﬁne
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M.R. Lancia et al. / J. Math. Anal. Appl. 347 (2008) 354–369 355tuned by choosing a fractal layer of convenient dimensionality. This can be signiﬁcant in many applications in which the
“surface” energy effects play an important role.
In Lancia–Vivaldi theory, the additional parameter is incorporated in the very geometry of the fractal layer—a Koch curve
in a plane domain Ω—and more precisely in the Hausdorff dimension of the curve. This dimension is a fractional number
intermediate between 1 and 2.
In the present paper, we deal with an extension of Lancia–Vivaldi focussed, as in [6], on two main features. On the one
side, we allow as layer any curve in a whole family of Koch curves. The Hausdorff dimension of such curves continuously
interpolates between 1 and 2 (“space ﬁlling curves”). This provides us with a new dimensional scale for the singular part
of the energy and for the ratio between full-dimensional and lower-dimensional energy contributions. On the other side, as
in the earlier theories mentioned before, we replace the inﬁnitely conductive layer Σ with a thin layer Σε of increasingly
large conductivity, repositioning the theory in its original homogenization setting.
Self-similar fractal sets—like the Koch curves—are obtained as limit of an iterative process, indexed by an integer parame-
ter n. This means, in our case, that the fractal layer Σ is constructed as the limit of polygonal (pre-fractal) curves Kn . In the
homogenization approach, each Kn is replaced by a suitable thin set, Σnε , and the conductivity within Σ
n
ε is assumed to di-
verge as the thickness ε tends to zero. The full asymptotic process is now driven by the two parameters: n → ∞ and ε → 0.
In [6], we let ε depend on n and we carried on the study of convergence as n → ∞. In the present paper we freeze
the fractal iteration at a ﬁxed, but arbitrary, stage n and we focus our study on the homogenization-type asymptotic as
the thickness ε of the thin layer Σnε vanishes and the conductivity within Σ
n
ε diverges. Moreover, we establish regularity
properties for the asymptotic solutions un . The results we obtain, which we brieﬂy describe below, provide the necessary
theoretical background for the numerical approximation of the problem with fractal layer.
Our main result is the M-convergence of the energy functionals, stated in Theorem 1.1 of Section 1 and proved in the
following Section 2. As in [6], both the geometry and the physical characteristic of Σε are incorporated into a weight function
wε in Ω , which is singular at the angular boundary points of Ω1 and Ω2. The approximating problems refer to weighted
second order elliptic operators on the plane domain Ω . We show that the related energy functionals M-converge to an
energy functional which incorporates a singular term, supported within the layer Kn .
This result implies strong convergence of the solutions unε to the energy-minimizing solution u
n of the limit problem,
see Section 3. It also implies strong convergence of the spectral resolutions, however this spectral property—known to be
related to the M-convergence of energies [7,8]—is not addressed to in this paper.
The study of the regularity of the solutions un is carried out in Section 4. The main diﬃculty in this study relies in the
implicit character of the transmission equation (4.1), which mixes up two-dimensional and one-dimensional geometrical and
dynamical features. The main result consists in proving that the transmission equation holds in the L2− sense. We also prove
regularity of second derivatives in suitably weighted Sobolev spaces, by relying on Kondrat’ev regularity results in polygonal
domains. As known, for example, from Grisvard’s work [9], these weighted estimates play a fundamental role in numerical
ﬁnite-elements approximations. The regularity results described sofar have been already obtained by Lancia–Vivaldi in [10],
in the case of the standard Koch curve. Our work in Section 4 of this paper is deeply inﬂuenced by Lancia–Vivaldi’s early
work.
We also point out that ﬁnite-element numerical approximation of transmission problems of the kind considered in [10]
have been considered by Vacca [11]. In the more general geometries of this paper, described sofar, ﬁnite-element approxi-
mations have been given by Wazyk [12] and Evans [13].
1. Notation and energy convergence result
Let Ω be a bounded Lipschitz domain in R2 say the “rectangle” [0,1] × [−1,1]. Let α ∈ (2,4] and ϑ = arcsin
√
α − α24 ∈
[0, π2 ). We consider the 4 contractive similarities {ψ1,ψ2,ψ3,ψ4} in R2
ψ1(z) = z
α
, ψ2(z) = z
α
eiϑ + 1
α
,
ψ3(z) = z
α
e−iϑ + 1
2
+ i sinϑ
α
, ψ4(z) = z + α − 1
α
(z ∈ C).
For each integer n > 0 we consider arbitrary n-tuples of indices i|n = (i1, i2, . . . , in) ∈ {1,2,3,4}n . We deﬁne
ψi|n = ψi1 ◦ ψi2 ◦ · · · ◦ ψin , (1.1)
and for any G(⊆ R2) we set G i|n = ψi|n(G). Occasionally, the set of indices i|n will be referred to as n-address of the set G i|n .
In particular we are dealing with the polygonal curve Kn that is the “pre-fractal” curve at the n-generation approximating
the generalized Koch curve K :
Kn =
⋃
K i|n0 , (1.2)
i|n
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of the iteration procedure. We recall that the Koch curve K can also be constructed as the closure (in R2) of the set (of
points) V∞ where:
V0 = {A, B}, V n =
⋃
i|n
V i|n0 and V
∞ =
+∞⋃
n=0
V n. (1.3)
For every 0 < ε  ε0  c12 , where c1 = tan β4 , β = π − 2ϑ , we deﬁne the ε-neighborhood of K0, denoted by Σε , to be the
“open” polygonal domain whose vertices are the points A, P1, P2, B, P3, P4 where
P1 :=
(
ε
c1
,
ε
2
)
, P2 :=
(
1− ε
c1
,
ε
2
)
, P3 :=
(
1− ε
c1
,−ε
2
)
, P4 :=
(
ε
c1
,−ε
2
)
.
We then divide Σε into three parts: the rectangle Rε of vertices P1, P2, P3, P4 and the two triangles T j,ε , j = 1,2 of
vertices A, P1, P4 and P2, B, P3, respectively. For every n and ε, as above, we deﬁne the ε −neighborhood, Σnε , of Kn to be
the (open) polygonal domain
Σnε =
⋃
i|n
Σ
i|n
ε and Σ
i|n
ε = ψi|n(Σε). (1.4)
Note that Σnε is a topological neighborhood of K
n \ V n .
In the domain Ω , for given n and ε, we now deﬁne a weight wnε as follows:
Let P belong to the boundary ∂(Σ i|nε ) of Σ i|nε , denote by P⊥ the “orthogonal” projection of P on K i|n0 and by |P − P⊥|
the (Euclidean) distance between P and P⊥ (in R2). If (ξ,η) belongs to the segment of end points P and P⊥ we set, in our
current notation,
wnε(ξ,η) =
⎧⎨⎩
2+c21
4|P−P⊥| c0 if (ξ,η) ∈ T
i|n
j,ε , j = 1,2,
1
2|P−P⊥| c0 if (ξ,η) ∈R
i|n
ε ,
(1.5)
where c0 is a ﬁxed positive constant. Moreover we set:
wnε(ξ,η) = 1 if (ξ,η) /∈ Σnε . (1.6)
Given the weight wnε , we consider the Sobolev spaces
H1(Ω;wnε) =
{
u ∈ L2(Ω):
∫
Ω
|∇u|2wnε dξ dη < +∞
}
(1.7)
with the norm:
‖u‖H1(Ω;wnε) :=
{∫
Ω
|u|2 dξ dη +
∫
Ω
|∇u|2wnε dξ dη
} 1
2
(1.8)
and the space H10(Ω;wnε), the latter being the completion of C10(Ω) in the norm ‖u‖H1(Ω;wnε) .
We then deﬁne the “weighted” energy functionals Fnε on the space L
2(Ω), with extended real values, as
Fnε [u] =
{∫
Ω
|∇u|2wnε(ξ,η)dξ dη if u ∈ D0[Fnε ],
+∞ if u ∈ L2(Ω) \ D0[Fnε ],
(1.9)
where D0[Fnε ] = H10(Ω;wnε). The space D0[Fnε ] is a Hilbert space with respect to the norm
‖u‖D0[Fnε ] =
√
Fnε [u].
This follows from Poincaré inequality∫
Ω
|u|2 dxdy  cP
∫
Ω
|∇u|2 dxdy, (1.10)
once we observe that
c0
∫
Ω
|∇u|2 dxdy 
∫
Ω
|∇u|2wεn dxdy, c0 =min{c0,1}
for every n and every ε. Therefore, the following Poincaré inequalities hold uniformly in n and ε:
c
∫
|u|2 dxdy 
∫
|∇u|2wnε dxdy (1.11)Ω Ω
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in D0[Fnε ] in the norm ‖u‖D0[Fnε ] .
For a ﬁxed n, let us consider the polygonal curve Kn . We deﬁne the Sobolev space H10(K
n) as
H10
(
Kn
)= {v ∈ C00(Kn): v|K i|n0 ∈ H1(K i|n0 ) for all sets K i|n0 ⊂ Kn}. (1.12)
If u ∈ H10(Kn), by ∇τ u we denote the tangential derivative of u along each side (segment) of Kn .
We need also to recall the notion of M-convergence of functionals [7,8].
Deﬁnition 1.1. A family of functionals Fε M-converges to a functional F in L2(Ω) as ε → 0, if
(a) for every vε converging weakly to u in L2(Ω)
limFε[vε] F [u], as ε → 0; (1.13)
(b) for every u ∈ L2(Ω) there exists u∗ε converging strongly in L2(Ω) to u such that
limFε
[
u∗ε
]
 F [u], as ε → 0. (1.14)
Our main convergence result is then the following:
Theorem 1.1. For every ﬁxed n, the functionals Fnε M-converge in L
2(Ω) to the functional Fn as ε → 0, where
Fn[u] =
{∫
Ω
|∇u|2 dξdη + c0
∫
Kn |∇τ u|2 ds if u ∈ D0[Fn],
+∞ if u ∈ L2(Ω) \ D0[Fn]
(1.15)
with
D0
[
Fn
]= {u ∈ H10(Ω): u|Kn ∈ H10(Kn)}. (1.16)
The proof of Theorem 1.1 will be given in Section 2.
Remark 1.1. We recall that the M-convergence implies convergence of resolvent operators, semigroups and spectral families,
associated with the functionals (see Theorem 2.4.1, Corollaries 2.6.1 and 2.7.1 of [7]). In this paper, however, we will not
deal with these consequences of Theorem 1.1.
Further convergence and regularity results will be given in Sections 3 and 4.
We conclude this section with some comments on the deﬁnition of Sobolev spaces on polygonal domains. Above, in
deﬁning Sobolev spaces on our polygonal boundaries Kn , we have followed Brezzi and Gilardi [14], in particular, Deﬁni-
tion 2.27 in this reference. As also shown in [14, Theorem 2.23], the space H10(K
n) deﬁned above coincides, up to equivalence
of norms, with the Sobolev space H10(K
n) as deﬁned by Necˇas [15] in terms of local Lipschitz charts. For every 0 s < 32 ,
the Sobolev space Hs(Kn) can also be deﬁned in a piece-wise manner as before (see again Theorem 2.23 in [14]). More
generally, for s 1, we have
Hs
(
Kn
)= {v ∈ H1(Kn), v|
K i|n0
∈ Hs(K i|n0 ), ∀K i|n0 ⊂ Kn}. (1.17)
Roughly speaking, functions are required to satisfy compatibility conditions at the vertices of the domain, but not their
derivatives.
We shall also use the space H
1
2
0,0(K
n), of Lions–Magenes type, which is now deﬁned by
H
1
2
0,0
(
Kn
)= {u ∈ L2(Kn): ∃v ∈ H10(Ω): v|Kn = u}, (1.18)
equipped with the quotient norm
‖u‖
H
1
2
0,0(K
n)
= inf
v∈H10(Ω),v|Kn=u
‖v‖H1(Ω).
2. Proof of Theorem 1.1
We split the proof of Theorem 1.1 in two parts and each part in a few steps.
Remark 2.1. We point out that the family of functionals in (1.9) is asymptotically compact in L2(Ω), according to Deﬁni-
tion 2.3.1 in [7]. Therefore, in condition (a), it is not restrictive to assume that vε converges strongly to u in L2(Ω).
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2.1. Part I: proof of condition (b) “lim sup” condition
We start by constructing our reference domain D, which is a subset of Ω , and a larger layer Γ2ε , which contains Σε and
is, in turn, contained in D; see Fig. 1.
The set D is the polygonal domain with vertices A = (0,0), C = ( 12 , 12 tan β2 ), B = (1,0), D = ( 12 ,− 12 tan β2 ), β = π − 2ϑ
(if α = 4, ϑ = 0, β = π then tan β2 becomes unbounded and we choose D = Ω).
For every 0 < ε  ε0  c12 , as in Section 1, we deﬁne the set Γ2ε to be the polygonal domain with vertices
A, Q 1, Q 2, B, Q 3, Q 4:
Q 1 =
(
ε
c1
, ε
)
, Q 2 =
(
1− ε
c1
, ε
)
, Q 3 =
(
1− ε
c1
,−ε
)
, and Q 4 =
(
ε
c1
,−ε
)
.
The operator Gε : C1(D) → Lip(D) is deﬁned in the following way: for g ∈ C1(D), gε = Gε(g) is the function
gε(x, y) =
⎧⎪⎪⎨⎪⎪⎩
g(x, y) if (x, y) ∈D \ Γ2ε,
g(x,0) if (x, y) ∈ Σε,
g(x,0)
y˜± − y
y˜± − ŷ± + g(Q±)
y − ŷ±
y˜± − ŷ± if (x, y) ∈ Γ 2ε \ Σε.
(2.1)
For every x ∈ (0,1), we deﬁne P± = P±(x) = (x, ŷ±(x)) ∈ ∂Σε to be the intersections of ∂Σε and the vertical line through
the point (x,0) ∈ K0 and Q± = Q±(x) = (x, y˜±(x)) ∈ ∂Γ2ε the intersections of ∂Γ2ε and the vertical line through the point
(x,0) ∈ K0.
It turns out that gε is equal to g in D \Γ2ε and, on each segment S obtained as intersection of Γ 2ε and the vertical line
through the point (x,0) ∈ K0, gε is the “piecewise aﬃne function” on S which is (constant) and equal to g(x,0) on S ∩ Σε
and equal to g on S ∩ ∂Γ2ε . For every n-tuples of indices i|n we put Di|n = ψi|n(D) and Dn =⋃i|nDi|n . For every function
u ∈ C10(Ω) and for every n and ε as above, we deﬁne:
unε(ξ,η) =
{
u(ξ,η) if (ξ,η) ∈ Ω \Dn,
Gε(u ◦ ψi|n) ◦ ψ−1i|n (ξ,η) if (ξ,η) ∈Di|n. (2.2)
Step 1: We suppose u ∈ C10(Ω).
Proposition 2.1. In the assumptions and notations of Theorem 1.1 we have that for every u ∈ C10(Ω)
lim
ε→0F
n
ε
[
unε
]
 Fn[u], (2.3)
where unε is deﬁned in (2.2). Moreover, u
n
ε converges to u in L
2(Ω) as ε → 0.
Proof. We start by noticing that two contracted copies K i|n0 and K
j|n
0 of K0 (with different n-address i|n and j|n) may
intersect each other only on vertices of (the polygonal curve) Kn . A similar remark holds for two copies of Σε and of Γ2ε .
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Analogously two distinct copies of D may share only vertices or a whole side but they never overlap in their interiors (see
also Fig. 2).
As a consequence of the preceding intersection properties, the functions unε belong to Lip(Ω) and hence u
n
ε ∈ H10(Ω;wnε)
for every ε and n. We split the integral Fnε [uε] in three terms, according to the deﬁnitions of wnε (see (1.5) and (1.6)) and
of unε (see (2.2)),
Fnε
[
unε
]= ∫
Ω\Γ n2ε
|∇u|2 dξ dη +
∫
Σnε
|∇unε|2wnε dξ dη +
∫
Γ n2ε\Σnε
|∇unε|2 dξ dη.
As the (2-dimensional Lebesgue) measure of Γ n2ε goes to zero as ε → 0 we derive
lim
ε→0
∫
Ω\Γ n2ε
|∇u|2 dξ dη =
∫
Ω
|∇u|2 dξ dη. (2.4)
Then in order to complete the proof of Proposition 2.1. we shall prove that:
lim
ε→0
∫
Γ n2ε\Σnε
∣∣∇unε∣∣2 dξ dη = 0 (2.5)
and
lim
ε→0
∫
Σnε
∣∣∇unε∣∣2wnε dξ dη = c0 ∫
Kn
∣∣∇τ u∣∣2 ds. (2.6)
We start by evaluating the integral in (2.5), that we split in 4n integrals on the copies Γ i|n2ε \ Σ i|nε . For a ﬁxed n-address
the set Γ i|n2ε \ Σ i|nε can be seen as union of two rectangles and four triangles, therefore we split the integral according to
this decomposition. More precisely,∫
Γ
i|n
2ε \Σ i|nε
∣∣∇unε∣∣2 dξ dη ≡ R1 + R2 + 6∑
j=3
T j
where
R1 =
∫
ψi|n(R+ε )
∣∣∇unε∣∣2 dξ dη, R2 = ∫
ψi|n(R−ε )
∣∣∇unε∣∣2 dξ dη,
T j =
∫
ψi|n(T j,ε)
∣∣∇unε∣∣2 dξ dη, j = 3,4,5,6.
Here R+ε is the rectangle of vertices P1, P2, Q 2, Q 1; R−ε is the rectangle of vertices Q 4, P4, P3, Q 3 and T j,ε is the triangle
of vertices A, Ph, Qh, if j = 3,6, or Ph, Qh, B , if j = 4,5, and h = j − 2.
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lim
ε→0 R j = 0, j = 1,2. (2.7)
We do the proof for R1 (the proof for R2 being analogous). By the “change of coordinates” (ξ,η) = ψi|n(x, y), we get
R1 =
∫
R+ε
|∇gε|2 dxdy. (2.8)
We recall that g(x, y) = u ◦ ψi|n(x, y) and, as on R+ε , yˆ+(x) = ε2 , y˜+(x) = ε, P+ = (x, ε2 ), Q+ = (x, ε), we obtain (on R+ε )
gε(x, y) = 2y
ε
(
g(x, ε) − g(x,0))+ 2g(x,0) − g(x, ε) (2.9)
and
∫
R+ε
(gε)
2
y dxdy =
4
ε2
1− εc1∫
ε
c1
dx
ε∫
ε
2
(
g(x, ε) − g(x,0))2 dy  4
ε2
ε2
4
1− εc1∫
ε
c1
dx
ε∫
0
g2t (x, t)dt → 0
as g ∈ C1(D) and the (2-dimensional) Lebesgue measure of R+ε → 0 as ε → 0.
Analogously the term
∫
R+ε (gε)
2
x dxdy (as
ε
2 < y < ε) has a behavior of the type
c
ε
2
1− εc1∫
ε
c1
(
g2x (x,0) + g2x (x, ε)
)
dx → 0 as ε → 0
and hence (2.7) is proved (as g ∈ C1(D)).
We now consider T3 (the proof for the other terms T j , j = 4,5,6 is analogous). We make the change of coordinate
(ξ,η) = ψi|n(x, y). Then we get
T3 =
∫
T3,ε
|∇gε|2 dxdy,
where g(x, y) = u ◦ ψi|n(x, y) and gε is deﬁned in (2.1). As on T3,ε yˆ+ = c1x2 , y˜+(x) = c1x, P+ = (x, c1x2 ), Q+ = (x, c1x), we
have
gε(x, y) = 2y
c1x
{
g(x, c1x) − g(x,0)
}− g(x, c1x) + 2g(x,0). (2.10)
Then
∫
T3,ε
(gε)
2
y dxdy =
4
c21
ε
c1∫
0
dx
c1x∫
c1x
2
(g(x, c1x) − g(x,0))2
x2
dy  4
c21
c21
4
ε
c1∫
0
dx
c1x∫
0
g2t (x, t)dt → 0,
as the measure of T j,ε → 0 as ε → 0.
Analogously the integral
∫
T3,ε (gε)
2
x dxdy contains terms either of the type
c
ε
c1∫
0
dx
c1x∫
c1x
2
(g(x, c1x) − g(x,0))2
x2
dy
that can be evaluated as previously, or of the type
c
ε
c1∫
0
c1x
2
(
g2x (x, c1x) + g2y(x, c1x) + g2x (x,0)
)
dx→ 0 as ε → 0
(as g ∈ C1(D)). By putting together the previous estimates we have proved (2.5).
In order to conclude the proof of Proposition 2.1, we have only to show (2.6). As previously, we split the integral on Σnε
in the (4n) integrals on the copies at the n-generation Σ i|nε and then Σ i|nε in the rectangle and the two triangles and we
evaluate the corresponding integrals by making use, as before, of the coordinates change provided by the map ψi|n .
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Σ
i|n
ε
∣∣∇unε∣∣2wnε dξ dη ≡ R0 + 2∑
j=1
T j,
where
R0 =
∫
ψi|n(Rε)
∣∣∇unε∣∣2wnε dξ dη, T j = ∫
ψi|n(T j,ε)
∣∣∇unε∣∣2wnε dξ dη, j = 1,2.
Here Rε is the rectangle of vertices P1, P2, P3, P4; T1,ε is the triangle of vertices A, P1, P4 and T2,ε is the triangle of
vertices B, P2, P3. We note that for (ξ,η) ∈ Ri|nε , i.e. (ξ,η) = ψi|n(x, y) with (x, y) ∈ Rε , the weight wnε(ξ,η) is equal
to α
nc0
ε . Therefore, by taking (2.1) into account, with g(x, y) = un ◦ ψi|n(x, y), we have:
R0 = α
nc0
ε
1− εc1∫
ε
c1
dx
ε
2∫
− ε2
g2x (x,0)dy = αnc0
1− εc1∫
ε
c1
g2x (x,0)dx
where the last term
αnc0
1− εc1∫
ε
c1
g2x (x,0)dx → αnc0
1∫
0
g2x (x,0)dx, ε → 0
and
αnc0
1∫
0
g2x (x,0)dx =
αn
αn
c0
∫
ψi|n(K0)
∣∣∇τ unε∣∣2 ds.
Suppose now (ξ,η) ∈ T i|n1,ε , i.e. (ξ,η) = ψi|n(x, y), then the weight wnε(ξ,η) is equal to c0αn · (2+c
2
1)
2c1x
and
T1 = c0α
n(2+ c21)
2c1
ε
c1∫
0
dx
x
·
c1x
2∫
− c1x2
g2x (x,0)dy
= c0α
n(2+ c21)
2
ε
c1∫
0
g2x (x,0)dx → 0 as ε → 0,
since g ∈ C1(D). As the term T2 is analogous, then also (2.6) is proved and the proof of Proposition 2.1 is now complete. 
From now on, when it will not give rise to misunderstanding, in the notation we suppress the super index n by writing
simply u,uε,wε, F , Fε and similar expressions.
Note that, in this paper, the index n is supposed arbitrary but ﬁxed. The behavior as ε goes to 0 and n goes to inﬁnity
simultaneously is studied in [6] for the case α = 3.
Step 2: We remove the assumption that u ∈ C10(Ω).
Proposition 2.2. In the previous assumptions and notations, for any function u ∈ D0[F ] there exists a family of functions u∗ε ∈ H10(Ω),
such that{
u∗ε → u in L2(Ω) and
lim
ε→0 Fε
[
u∗ε
]
 F [u]. (2.11)
Proof. From the density results there exists a sequence of function um ∈ C10(Ω) such that
F [u] = lim F [um]. (2.12)m→0
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F [um] = lim
ε→0 Fε[um,ε]. (2.13)
Now we apply the diagonalization formula of Corollary 1.16 of [3]: there exists a strictly increasing mapping ε →m(ε) such
that limε→0m(ε) = +∞. By setting u∗ε = um(ε),ε , we conclude the proof of (2.11) and hence of Proposition 2.2. 
2.2. Proof of condition (a): “lim inf” condition
Taking Remark 2.1 into account, we can suppose
vε → u in L2(Ω) strongly. (2.14)
Up to passing to a subsequence, which we still denote by vε , we can suppose that for every ε⎧⎨⎩ limε→0‖vε‖
2
H10(Ω)
 c∗,
lim
ε→0 Fε[vε] = c
∗ (2.15)
for a constant c∗ independent from ε. The proof of “lim inf” condition will take place in two steps.
Step 1: We suppose vε ∈ C10(Ω).
Proposition 2.3. In the previous assumptions and notations and letting vε belong to C10(Ω), then
F [u] lim
ε→0 Fε[vε]. (2.16)
Proof. If (ξ,η) ∈ Kn then (ξ,η) = ψi|n(x,0) for some n-address i|n. We set for (ξ,η) ∈ K i|n0
v˜ε(ξ,η) =Mε(vε ◦ ψi|n) ◦ ψ−1i|n (ξ,η), (2.17)
where the operator Mε : C1(Σε) → Lip(K0) is deﬁned in the following way: h˜ε =Mε(h)
h˜ε(x¯) = 1
2| yˆ(x¯)|
∫
Σε∩{x=x¯}
h(x¯, y)dy. (2.18)
Here we use the notations of Section 2.1. In particular we remember that P+(x¯) = (x¯, yˆ+(x¯)) ∈ ∂Σε is the intersection of
∂Σε ∩ {y > 0} with the vertical line through the point (x¯,0) ∈ K0.
By ∇τ v˜ε we denote the tangential derivative along the polygonal curve Kn, then we have:
c0
∫
Kn
|∇τ v˜ε|2 ds
∫
Σnε
∣∣∇vε∣∣2wε dξ dη. (2.19)
In fact
1
αn
∫
K i|n0
|∇τ v˜ε|2 ds ≡
∫
K0
(h˜ε)
2
x dx ≡ X1 + X2 + X3,
where X1 + X2 + X3 are the integrals on the intervals [0, εc1 ], [ εc1 ,1− εc1 ] and [1− εc1 ,1], respectively.
For x ∈ ( εc1 ,1− εc1 ), we have yˆ+(x) = ε2 and wε(ξ,η) = αn c0ε . Then
X2 
1− εc1∫
ε
c1
dx
1
ε
ε
2∫
− ε2
h2x(x, y)dy 
1
αnc0
∫
Ri|nε
|∇vε|2wε dξ dη. (2.20)
For x ∈ (0, εc1 ) we have yˆ+(x) = c1x2 and, for (ξ,η) belonging to the segment of end points P and P⊥, we have wε(ξ,η) =
c21+2
4|P−P⊥| c0. Then we obtain
X1 
ε
c1∫
0
1+ c212
c1x
dx
c1x
2∫
− c1x
{
h2x(x, y) + h2y(x, y)
}
dy  1
αnc0
∫
T i|n
|∇vε|2wε dξ dη. (2.21)
2 1,ε
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X1 + X2 + X3  1
αnc0
∫
Σ
i|n
ε
|∇vε|2wε dξ dη.
By summing up the 4n terms, we deduce from (2.19) and (2.15) that
lim
ε→0
∫
Kn
|∇τ v˜ε|2 ds c
∗
c0
. (2.22)
Up to extracting a subsequence, which we still denote by v˜ε , we have that
v˜ε → v∗ in H10
(
Kn
)
weakly. (2.23)
We now prove that
v∗ = u|Kn . (2.24)
Let us remark that, by trace results, we deduce from (2.15) and (2.14)
vε|Kn → u|Kn in L2
(
Kn
)
strongly (2.25)
and then we have only to show that:
lim
ε→0‖vε|Kn − v˜ε‖L2(Kn) = 0. (2.26)
In fact denoting, as previously, h(x, y) = (vε ◦ ψi|n)(x, y) and v˜ε as in (2.17) we have:
αn
∫
K i|n0
|vε − v˜ε|2 ds =
∫
K0
(
h(x,0) − h˜ε(x)
)2
dx = X1 + X2 + X3
where X1 + X2 + X3 are the integrals on the intervals [0, εc1 ], [ εc1 ,1− εc1 ] and [1− εc1 ,1], respectively. We have
X2 
ε
2
1− εc1∫
ε
c1
dx
ε
2∫
− ε2
h2y(x, y)dy → 0, ε → 0. (2.27)
Analogously we have
X1 
ε
2
ε
c1∫
0
dx
c1x
2∫
− c1x2
h2y(x, y)dy → 0, ε → 0.
The term X3 can be evaluated as X1. Then the proof of (2.26) is achieved and hence also (2.24) is proved.
From (2.23), (2.24), (2.19), (2.15) and (2.14) we obtain
c0
∫
Kn
|∇τ u|2 ds lim
ε→0
c0
∫
Kn
|∇τ v˜ε|2 ds lim
ε→0
∫
Σnε
wε|∇vε|2 dξ dη (2.28)
and ∫
Ω
|∇u|2 dξ dη lim
ε→0
∫
Ω\Σnε
|∇vε|2 dξ dη. (2.29)
Then (2.16) follows from (2.28) and (2.29) and the proof of Proposition 2.2 is complete. 
Step 2: We remove the assumption vε ∈ C10(Ω).
Proposition 2.4. In the above assumptions and notations for any vε converging in L2(Ω) towards a function u we have
F [u] lim
ε→0
Fε[vε]. (2.30)
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(2.15) hold and in particular: c∗ = limε→0Fε[vε]. Combining the weak convergence of vε → u in H10(Ω) and the density of
C10(Ω) in H
1
0(Ω;wnε), we construct, by a diagonalization procedure, a sequence v∗ε ∈ C10(Ω) such that
v∗ε → u weakly in H10(Ω) as ε → 0
and
lim
ε→0
Fε
[
v∗ε
]
 c∗.
By proceeding as in Step 1 with respect to the functions v∗ε, we obtain:
F [u] lim
ε→0
Fε
[
v∗ε
]= lim
ε→0
(
Fε
[
v∗ε
]− Fε[vε])+ lim
ε→0 Fε[vε] limε→0 Fε[vε].
Note that in the last inequality the sequence vε is the whole sequence as in the thesis (2.30), while in the previous
inequalities vε denotes the subsequence chosen at the beginning of the proof such that c∗ = limε→0 Fε[vε]. 
Remark 2.2. Note that, as by-product of the previous Propositions 2.3 and 2.4, it holds that, for any sequence vε weakly
convergent to v in H10(Ω), the following inequality holds
c0
∫
Kn
|∇τ v|2ds lim
ε→0
∫
Σnε
wε|∇vε|2 dξ dη. (2.31)
3. Convergence of solutions
The weight wnε , deﬁned in (1.5) and (1.6), (for ﬁxed n and ε) belongs to the Muckenhoupt class A2. Degenerate elliptic
equations, with weights in this class, have been studied by Fabes, Jerison, Kenig and Serapioni as an extension of the classical
theory of De Giorgi, Nash and Moser (see [16] and the reference quoted there).
As a consequence of this theory, the variational solutions that minimize the functionals Fnε are Hölder continuous in Ω .
The existence of such minimizers is an immediate consequence of Riesz theorem:
Theorem 3.1. Given f ∈ L2(Ω), for every ε and n, there exists a unique solution unε ∈ H10(Ω;wnε) such that
Fnε
(
unε, v
)= ∫
Ω
f v dxdy, for every v ∈ H10
(
Ω;wnε
)
. (3.1)
Moreover, there exists a constant c, independent from ε and n, such that∥∥unε∥∥H10(Ω;wnε)  c‖ f ‖L2(Ω). (3.2)
The proof follows in fact from Riesz theorem, applied to the Hilbert space D0[Fnε ] with the inner product Fnε (u, v), see
Section 1. The uniform estimate (3.2) is an immediate consequence of the uniform Poincaré inequalities (1.11).
The solutions unε of (3.1) are the minimizers in the problems
Fnε
[
unε
]− 2∫
Ω
f unε dxdy = min
v∈H10(Ω;wnε)
{
Fnε [v] − 2
∫
Ω
f v dxdy
}
. (3.3)
As already mentioned, the functions unε are Hölder continuous in Ω , with Hölder exponents and Hölder norms depending
on ε and n, see [16]. However, the following bound for the solutions unε holds uniformly in n and ε:
Proposition 3.1. The solutions unε in Theorem 3.1 are continuous and uniformly bounded in Ω , i.e.,
sup
(x,y)∈Ω
∣∣unε(x, y)∣∣ c (3.4)
with a constant c independent from ε and n.
In fact, the weights wnε are uniformly bounded below by a constant, as already noticed in Section 1. Accordingly, the
uniform bound holds uniformly, see [17, Theorem 8.15] and also, in this regard, the proofs in [18,19].
We now consider the quadratic functional Fn[·], deﬁned in Theorem 1.1 as a functional with extended real values, as the
real-valued functional
Fn[u] =
∫
|∇u|2 dξ dη + c0
∫
n
|∇τ u|2 ds (3.5)
Ω K
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D0
[
Fn
]= {u ∈ H10(Ω): u|Kn ∈ H10(Kn)}. (3.6)
The bilinear form Fn(·,·) with domain D0[Fn], which is associated with Fn by polarization, will be also denoted by Fn .
Again by Riesz theorem and Poincaré inequality (1.10), we obtain:
Proposition 3.2. Given f ∈ L2(Ω), for every n there exists a unique un ∈ D0[Fn] such that
Fn
(
un, v
)= ∫
Ω
f v dxdy, for every v ∈ D0
[
Fn
]
. (3.7)
Moreover,∥∥un∥∥D0[Fn]  c‖ f ‖L2(Ω) (3.8)
with a constant c independent of n.
We note that
Fn
[
un
]− 2∫
Ω
f un dxdy = min
v∈D0[Fn]
{
Fn[v] − 2
∫
Ω
f v dxdy
}
. (3.9)
We now study, for ﬁxed n, the convergence of the solutions unε of problem (3.1) as ε → 0.
Theorem 3.2. For ﬁxed n and every ε, let unε be the solutions of problems (3.1) and let u
n be the solution of problem (3.7). Then:
unε → un strongly in H10(Ω) (3.10)
and
unε
∣∣
Kn → un
∣∣Kn strongly in H1/2(Kn). (3.11)
Proof. Theorem 1.1 implies
lim
ε→0 F
n
ε
(
unε,u
n
ε
)= Fn(un,un) (3.12)
and
unε weakly converges to u
n in H10(Ω). (3.13)
As these properties are “standard” consequences of the M-convergence and the coerciveness of the functionals involved, we
omit the proof and refer to [8] for more details.
From (3.13) and (3.12), we then get
lim
∥∥unε − un∥∥2H10(Ω) =
∫
Kn
∣∣∇τ un∣∣2 ds − lim
ε→0
1
c0
∫
Σnε
wnε
∣∣∇unε∣∣2 dxdy. (3.14)
As observed in Remark 2.2, the right-hand side in (3.14) is non-positive. This proves (3.10). In turn, (3.10) implies (3.11),
by the continuity of the trace operator.
Remark 3.1. Convergence in H10(Ω) is a stronger property than the usual one we can expect in homogenization, where
usually only weak convergence in H1(Ω) is satisﬁed. The additional estimate leading here to strong convergence, as the
proof shows, is the estimate of Remark 2.2, obtained as a by-product of the proof of M-convergence of the functionals.
In the following Section 4 we study the regularity properties enjoyed by the asymptotic solution, as ε → 0.
4. Asymptotic regularity results
In this section we study, for each ﬁxed n, the regularity of the variational (weak) solution un of problem (3.7). The
solution un has been obtained in the limit of the solutions unε of the problems (3.1) as ε → 0. The regularity of un is
the result of the energy concentration effect within the layer Kn , as ε → 0. The singular energy term arising in the limit,
supported on Kn , generates a second order transmission equation on Kn—(4.1) below—which gives the regularity of the
asymptotic solution un .
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sense. This regularity result—which is new even in the case of a ﬂat layer—was ﬁrst proved by Lancia and Vivaldi [10] for
the standard Koch curve. Our proof follows closely the proof in [10].
Before proceeding, we formally state below—and refer to as problem (Pn)—the “strong” conditions satisﬁed by the vari-
ational solution un .
We ﬁrst set our notation. For ﬁxed n, the curve Kn subdivides the domain Ω in two adjacent sub-domains Ωn1 and Ω
n
2 .
For each j = 1,2, unj denotes the restriction of un to Ωnj ; [un] the jump of un across Kn; ∂u
n
∂ν j
the (outward) normal derivative
of unj on the boundary ∂Ω
n
j and [ ∂u
n
∂ν ] = ∂u
n
∂ν1
+ ∂un
∂ν2
the jump of the normal derivatives across Kn . Moreover, the restriction
un ≡ un|Kn of un to Kn will also be denoted by un , considered now as a function on Kn . By τ we denote the piece-wise
second order tangential derivative of un along the sides of Kn . The constant c0 is the one occurring in (1.5).
Now we are ready to state problem (Pn), formally, as the set of the following conditions:
(
Pn
)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−unj = f in Ωnj , j = 1,2,
[un] = 0 across Kn,
+c0τ un = [ ∂un∂ν ] on Kn,
un = 0 on ∂Kn,
un = 0 on ∂Ω.
(4.1)
The rigorous meaning of all these equations is given by the theorems which follow. The Sobolev spaces occurring in the
statements of these theorems have been deﬁned in Section 1. We also make use of well-known trace results in polygonal
domains, as speciﬁed below.
The main step in the study of the regularity of the solutions un is the following result
Theorem 4.1. Let f ∈ L2(Ω) and, for a ﬁxed n, let un be the solution of problem (3.7). Then, for j = 1,2, we have ∂u
n
j
∂ν j
∈ L2(Kn) and∥∥∥∥∂unj∂ν j
∥∥∥∥
L2(Kn)
 c(n)‖ f ‖L2(Ω), j = 1,2. (4.2)
Moreover, the transmission equation (4.1) holds as an equation in the space L2(Kn).
The main diﬃculty in the proof of this theorem comes from the implicit character of Eq. (4.1), which mixes together the
two-dimensional and the one-dimensional elliptic equations occurring in (Pn). In dealing with this circularity we proceed
as in [10], by considering two auxiliary problems. For each n and j = 1,2, we decompose the solution unj as the sum
unj = vnj + vˆnj (4.3)
where the functions vnj and vˆ
n
j are the (weak) solutions in H
1(Ωnj ) of the following problems{
vˆnj = 0 in Ωnj ,
vˆnj = un on ∂Ωnj
(4.4)
and {−vnj = f in Ωnj ,
vnj = 0 on ∂Ωnj
(4.5)
respectively. We ﬁrst study the regularity of vˆnj , by relying on results by Jerison and Kenig for elliptic equations in Lipschitz
domains.
Proposition 4.1. Let vˆnj be the solution of problem (4.4). Then,
∂ vˆnj
∂ν j
∈ L2(Kn) (4.6)
and ∥∥∥∥∂ vˆnj∂ν j
∥∥∥∥
L2(Kn)
 c
∥∥∇τ un∥∥L2(Kn), j = 1,2. (4.7)
Moreover,∥∥∥∥∂ vˆnj∂ν j
∥∥∥∥
L2(Kn)
 c‖ f ‖L2(Ω), j = 1,2. (4.8)
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of (4.7) can be further evaluated in terms of the L2-norm of f by using (3.8), what gives (4.8).
We now study the regularity of the solution vnj of problem (4.5) by applying Kondrat’ev regularity results for polygonal
domains [21] to problem (4.5). In our case, Kondrat’ev results provide weighted L2 regularity of second derivatives, the
weight being given by the power function rμ , where r is the distance to the boundary of the domain and μ depends on
the (largest) angle of the boundary. 
Proposition 4.2. Let vnj be the solution of problem (4.5), j = 1,2. Then,∥∥rμ1Dγ vn1∥∥L2(Ωn1 )  c(μ1,n)‖ f ‖L2(Ωn1 ), |γ | = 2, μ1 > 2ϑπ + 2ϑ (4.9)
and ∥∥rμ2Dγ vn2∥∥L2(Ωn2 )  c(μ2,n)‖ f ‖L2(Ωn2 ), |γ | = 2, μ2 > ϑπ + ϑ . (4.10)
Proof. The angles of the domain Ω1n have an opening equal to π + 2ϑ or π − ϑ . In applying Kondrat’ev results to Ω1n , we
choose the exponent μ greater than 2ϑπ+2ϑ . If r denotes the distance to the boundary of Ω
1
n , we then get, by applying the
results in [21], that rμ1Dγ vn1 ∈ L2(Ωn1 ), |γ | = 2, μ1 > 2ϑπ+2ϑ and∥∥rμ1Dγ vn1∥∥L2(Ωn1 )  c(μ1,n)‖ f ‖L2(Ωn1 ), |γ | = 2, μ1 > 2ϑπ + 2ϑ . (4.11)
Similarly, as the angles in Ω2n have opening equal to π −2ϑ or π +ϑ , we now choose the Kondrat’ev exponent μ greater
than ϑπ+ϑ and get that r
μ2Dγ vn2 ∈ L2(Ω2n ), |γ | = 2, μ2 > ϑπ+ϑ , and∥∥rμ2Dγ vn2∥∥L2(Ωn2 )  c(μ2,n)‖ f ‖L2(Ωn2 ), |γ | = 2, μ2 > ϑπ + ϑ , (4.12)
where now r denotes the distance to the boundary of Ω2n .
We are now in a position to give the proof of Theorem 4.1. 
From the regularity in weighted Sobolev spaces of Proposition 4.2, we obtain the regularity in fractional Sobolev spaces
by applying Proposition 4.15 of [22] (the latter result relies on interpolation techniques). We ﬁnd
∥∥vnj∥∥H2−μ j (Ωnj )  c(μ j,n)
{∥∥∥∥rμ j ∑
|γ |=2
Dγ vnj
∥∥∥∥2
L2(Ωnj )
+ ∥∥vnj∥∥2H1(Ωnj )
} 1
2
(4.13)
for j = 1,2. Therefore, we get
Dγ vn1 ∈ H
π
π+2ϑ −ε(Ωn1 ), Dγ vn2 ∈ H ππ+ϑ −ε(Ωn2 ), |γ | = 1. (4.14)
At this point we need to apply trace results for fractional Sobolev spaces Hs− 12 on polygonal domains, as the ones deﬁned
in Section 1. In the case of our domains Ω jn , the trace space of H
s(Ω
j
n) turns out to be a suitably deﬁned Sobolev space
Hs− 12 (∂Ω jn). We refer to Theorem 3.1 in [22] and Theorem 2.24 in [14].
By applying these results, we get that property (4.14) implies that
∂vn1
∂ν1
∈ H π−2ϑ2(π+2ϑ) −ε(∂Ωn1 )
and
∂vn2
∂ν2
∈ H π−ϑ2(π+ϑ) −ε(∂Ωn2 ).
Therefore,
∂vnj
∂ν j
∈ L2(Kn), ∥∥∥∥∂vnj∂ν j
∥∥∥∥
L2(Kn)
 c(n)‖ f ‖L2(Ω), j = 1,2. (4.15)
From (4.15) and (4.8), we ﬁnally get that
∂unj
∂ν j
∈ L2(Kn), for j = 1,2. Therefore, the source term in the transmission
equation (4.1), that is, the jump of normal derivatives, belongs to L2(Kn). Since the space H
1
2
0,0(K
n) is dense in L2(Kn), the
equation in (4.1) holds in the L2(Kn)- sense. This completes the proof of Theorem 4.1. 
368 M.R. Lancia et al. / J. Math. Anal. Appl. 347 (2008) 354–369We now show that the solutions unj , j = 1,2, belong to suitable weighted Sobolev spaces, the “weight” being the distance
to the vertices of the reentrant angles of the domain. This result is important in numerical approximation, as known, in
particular, by Grisvard’s work [9].
Theorem 4.2. Let un be the solution of problem (3.7) and let unj , for j = 1,2, be the restriction of un to the domain Ωnj . Then,
r
μ j
j D
γ unj ∈ L2
(
Ωnj
)
, j = 1,2, |γ | = 2, (4.16)∥∥rμ jj Dγ unj∥∥L2(Ωnj )  c(μ j,n)‖ f ‖L2(Ωnj ), j = 1,2, |γ | = 2, (4.17)
where μ1 >
2ϑ
π+2ϑ , μ2 >
ϑ
π+ϑ . Here r j denotes the distance from the set of the vertices of the reentrant angles of the domain Ω
n
j .
Proof. From the transmission equation (4.1) and Theorem 4.1, we have τ un ∈ L2(Kn). Therefore, by the properties of the
Sobolev spaces deﬁned in Section 1, un belongs to H2(Kn). Let u˜nj be the “trivial” extension of u
n to ∂Ω jn , that is
u˜ jn =
{
un on Kn,
0 on ∂Ω jn \ Kn.
The function u˜nj belongs, in particular, to the space H
3
2 (∂Ωnj ), j = 1,2. By Theorem 2.24 in [14], there exists then a function
uˆnj ∈ H2(Ωnj ) such that uˆnj |∂Ωnj ≡ u˜nj , j = 1,2. Therefore, the function vnj := unj − uˆnj is the weak solution of the following
Dirichlet problem{
−vnj = f + uˆnj in Ω jn ,
vnj = 0 on ∂Ωnj .
(4.18)
By Kondrat’ev regularity results [21], we obtain that r
μ j
j D
γ unj ∈ L2(Ωnj ), |γ | = 2, j = 1,2; μ1 > 2ϑπ+2ϑ , μ2 > ϑπ+ϑ . This
completes the proof. 
In the following result we convert the weighted regularity of Theorem 4.2 into regularity in the scale of fractional Sobolev
spaces.
Theorem 4.3. Let un be the solution of problem (3.7) and let unj , for j = 1,2, be the restriction of un to the domain Ωnj . Then,
un ∈ Hs j (Ωnj ) with s1 < 2π+2ϑπ+2ϑ and s2 < 2π+ϑπ+ϑ . Moreover,∥∥u jn∥∥Hs j (Ωnj )  c(s j,n)‖ f ‖L2(Ω), j = 1,2. (4.19)
Proof. We start from (4.16), (4.17) and (as in the proof of Theorem 4.1) we use Proposition 4.15 of [22]. We deduce the
regularity in the scale of fractional Sobolev spaces and the corresponding estimates. 
Finally, we prove that un is a continuous function on the whole domain Ω .
Theorem 4.4. For every n, the solution un of (3.7) is continuous on Ω .
Proof. As a function in H1(Kn), the restriction un|Kn is continuous on Kn . By Theorem 4.3, unj belongs to H
2π+2ϑ
π+2ϑ −ε(Ωnj ),
j = 1,2. Therefore, by Morrey–Sobolev embeddings, unj is continuous on Ωnj . By taking into account that unj |Kn = un|Kn ,
j = 1,2, we ﬁnd that un is continuous on Ω .
We conclude this section with a comment on the convergence of the normal derivatives as ε → 0. Let unε and un be
the solutions of problems (3.1) and (3.7). We consider the domain Ω as the union of Σnε , of an “upper” domain Ω
n
ε,1 and
of a “lower” domain Ωnε,2. We introduce the following notation:
∂unε, j
∂νε, j
is the (outward) normal derivative of unε, j on the
boundary ∂Ωnε, j of Ω
n
ε, j , j = 1,2; ∂Σnε,1 is the common boundary of Σnε and Ωnε,1; ∂Σnε,2 is the common boundary of Σnε
and Ωnε,2; u
n
ε, j is the restriction of u
n
ε to Ω
n
ε, j , j = 1,2. By taking into account Theorems 3.2 and 4.1, we ﬁnd that the
normal derivatives of un along the sides of Kn ,
∂unj
∂ν j
, can be seen as the limit (in the sense of suitable dual spaces) of the
normal derivatives of the functions unε on the “sides” of the layer Σ
n
ε and the piecewise second order tangential derivative
of un along the sides of Kn , τ un , can be seen as limit (in the sense of suitable dual spaces) of the “jump” of the normal
derivatives of the functions unε on the “sides” of the layer Σ
n
ε .
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∂unε, j
∂νε, j
, v
〉
(H1/20,0 (∂Σ
n
ε, j))
′,H1/20,0 (∂Σnε, j)
→
∫
Kn
∂unj
∂ν j
v ds ∀v ∈ H10(Ω), j = 1,2,
and 〈
∂unε,1
∂νε,1
, v
〉
(H1/20,0 (∂Σ
n
ε,1))
′,H1/20,0 (∂Σnε,1)
+
〈
∂unε,2
∂νε,2
, v
〉
(H1/20,0 (∂Σ
n
ε,2))
′,H1/20,0 (∂Σnε,2)
→ c0
∫
Kn
τ u
nv ds
for every v ∈ H10(Ω). 
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