Evolutionary biologists remain puzzled by the often dramatic variation of mating strategies within single species. Of particular interest is the extent to which environmental conditions shape patterns of variation of mating system components within mixed mating species, and how widespread anthropogenic manipulations may influence these associations. Here, we address this question in the common morning glory (Ipomoea purpurea) by combining a dataset of floral traits, estimates of the mating system, and relevant environmental factors compiled for 22 populations of this species distributed along a wide range of environments from the Southeastern and Midwestern United States. We identify a disparate set of environmental factors to influence population-level variation in selfing, inbreeding, and flower morphology. Although floral traits are primarily associated with climatic variation, the outcrossing rate and inbreeding coefficient are primarily influenced by the level of herbicide resistance. Furthermore, we find that populations with higher levels of herbicide resistance exhibit a stronger correlation between mating system-floral traits and mating system estimates (outcrossing rate and inbreeding coefficient). Altogether, these results demonstrate the dominant role that herbicide application plays in the determination of I. purpurea's mating system, and more generally uncover the complex and unforeseen evolutionary consequences of anthropogenic manipulations in natural systems.
The diverse number of mating system types among flowering plants have both interested and puzzled evolutionary biologists for centuries. In particular, the ability of many species to produce progeny through both selfing and outcrossing (i.e., mixed mating) and the often dramatic variation of selfing and outcrossing rates across populations of a species have challenged simple evolutionary models (Goodwillie et al. 2005; Karron et al. 2012) . Several theoretical explanations have been put forward to reconcile these patterns, and these explanations generally focus on the negative fitness consequences of selfing, such as inbreeding depression and pollen discounting (i.e., reduction in the opportunities for pollen to contribute to the outcrossing pollen pool, Kalisz 1989; Goodwillie et al. 2005; Glémin et al. 2006) . A major remaining question is the extent to which environmental forces condition the relative rate of outcrossing and self-fertilization within a species (Karron et al. 2012) . Natural processes such as interactions between conspecifics, pollinators, and abiotic conditions (Routley et al. 1999; Kalisz et al. 2004; Lankinen et al. 2016) as well as human manipulations such as deforestation, changing climatic conditions, and the application of herbicides (Dubois et al. 2003; Baucom et al. 2008; Eckert et al. 2010; Ivey and Carr 2012) all influence mating system dynamics. How do these natural and human-mediated forces together affect the relative rate of outcrossing and selfing, and do they explain the wide variation identified among populations in mating system estimates?
The combined effects of natural and human-mediated impacts on the mating system likely depend on how they influence the trade-off between reproductive assurance, the avoidance of inbreeding depression (Lande and Schemske 1985; Goodwillie et al. 2005; Barrett 2014) , and plasticity in the mating system within a species (Levin 2010; Peterson and Kay 2015) . On one hand, local environmental conditions and/or human manipulations may limit opportunities for outcrossing (e.g., by reducing the abundance of pollinators or conspecifics; Sagarin et al. 2006; Eckert et al. 2010; Scheper et al. 2013; Cusser et al. 2016) . Under these circumstances, plants should benefit from the reproductive assurance associated with self-fertilization (Goodwillie et al. 2005) , assuming that this benefit is not counterbalanced by other evolutionary forces such as inbreeding depression (Fisher 1941; Stone et al. 2014) . In this scenario, reproductive assurance, along with the automatic transmission advantage of selfing (i.e., the proportionately higher representation of selfed genes among offspring; Goodwillie et al. 2005) , is expected to favor increased selfing rates. On the other hand, if local environmental conditions do not limit outcrossing opportunities, selfing could be detrimental as it increases the chances of inbreeding depression and pollen discounting (Chang and Rausher 1998; Harder and Wilson 1998; Fishman 2000) . Together, these environmentally dependent interactions should ultimately determine the mating system of individual populations (Barrett and Eckert 1990) . Despite these simple expectations, however, there are few studies that examine how complex and multifaceted environmental factors-both natural and anthropogenic-affect mixed mating in nature (Lankinen et al. 2016) . Thus, there are significant gaps in our knowledge regarding the relative influence of human-mediated environmental regimes on mating system dynamics compared to natural environmental variables such as temperature, rainfall, and soil quality.
Ipomoea purpurea, a hermaphroditic, mixed mating species, is particularly suitable for examining the relative influence of natural and anthropogenic influences on the mating system. Because of its wide distribution, populations of this species experience a range of environmental conditions-i.e., differences in elevation, precipitation, and soil constitution-and these environmental differences likely impact mating system dynamics. Further, populations are typically found in agricultural fields and as such frequently experience herbicide application. As a result, some populations have evolved resistance to glyphosate (Kuester et al. 2015) , which is the active ingredient in the commonly used herbicide RoundUp (Giesy et al. 2000) . We have recently documented variation in estimates of the mating system across populations (Kuester et al. 2017 ) and have shown that this variation is strongly correlated with the level of glyphosate resistance among populations, with the most resistant populations exhibiting a lower outcrossing rate compared to susceptible populations (Kuester et al. 2017) . We, likewise, found that the anther-stigma distance (ASD; the distance between the tallest stamen and the stigma) correlates to the level of herbicide resistance across populations (Kuester et al. 2017) . This indicates that floral traits associated with the mating system may, likewise, evolve when under selection from human-mediated influences, as ASD is a floral trait that positively correlates with the outcrossing rate (i.e., plants with greater ASD exhibit higher rates of outcrossing; Chang and Rausher 1998) . Thus, although we have documented the influence of human-mediated selection regimes on components of I. purpurea's mating system (Kuester et al. 2017) , we know relatively little about the effect of other and more natural environmental influences, such as temperature, humidity, or rainfall, on the mating system and how human-mediated influences may interact with natural environments to influence mating system components. Natural environmental factors are likely to affect mating in this species, as work in other mixed mating species finds that populations in areas with lower precipitation or at greater elevations show lower outcrossing rates due to a reduction in pollinators or by influencing the availability of moisture and nutrients to plants (Waller 1980; Olivieri et al. 1983; Schoen and Brown 1991; Levin 2010) .
Here, we use mating system estimates and measures of floral phenotypes from populations of I. purpurea distributed across a wide portion of the species range to examine the environmental factors that influence mating system variation in this species. We specifically address the following questions: first, is variation in the mating system and associated floral traits geographically structured? If natural or anthropogenic environmental processes such as broad climatic patterns or patterns of herbicide use similarly influence the mating system of populations in close proximity, we would expect to see evidence of spatial structuring in mating system estimates across the landscape. If, however, local processes influence populations differently, we would expect to find little spatial structure in trait values across the landscape. Second, do anthropogenic factors, such as the level of herbicide resistance, explain more of the variation in mating system components compared to natural factors? If human activities are a main driver of mating system variation in I. purpurea (as reported in Kuester et al. 2017 ), then anthropogenic effects should outweigh natural influences in explaining mating system variation in this species. Finally, are floral traits other than ASD strongly correlated with mating system parameters? Additionally, is the strength of mating system-floral trait correlation influenced by natural or anthropogenic factors? If certain natural or anthropogenic environmental factors simultaneously affect the outcrossing rate and associated floral traits, the strength of the correlations between these components should depend on the magnitude of environmental factors (e.g., stronger mating system-floral trait correlation at greater levels of human environmental manipulations). By addressing these questions, we offer insights into the proximate determinants of mating system variation and provide compelling evidence of the dominant role that human activities can play in shaping mating system in natural populations.
Methods

Study System
Ipomoea purpurea, a weed of major agricultural concern worldwide (Baucom and Mauricio 2004) , is a climbing annual vine with a wide distribution across both Central and North America (Ennos 1981; Defelice 2001) . It grows mostly in disturbed habitats such as agricultural fields and roadsides and begins flowering in mid-May (Rausher and Fry 1993; Defelice 2001 ). This species is primarily pollinated by bumblebees, and will set mature seeds within 4 weeks of cross-or self-fertilization. The mixed mating strategy of I. purpurea is unlikely to be maintained by inbreeding depression Mason et al. 2015) , but it has been suggested that pollen discounting may prevent the fixation of selfing alleles . Neither of these processes by themselves, however, are considered to be sufficient to maintain the variability observed in outcrossing rates and inbreeding coefficients in this species . Additionally, these processes do not explain the heritable variation in ASD (Chang and Rausher 1998) or in other floral traits associated with selfing rates such as floral size (Sicard and Lenhard 2011; Duncan and Rausher 2013) .
Previous work has identified modest but significant genetic differentiation among I. purpurea populations located across the Southeastern and Midwestern United States (F ST = 015; Kuester et al. 2015) . Further, estimates of population connectivity in this species based on over 8000 SNPs identified low levels of recent migration between populations and found that migration is primarily conditioned by climate and human population density (Alvarado-Serrano et al. 2017 ). This indicates that, for the most part, I. purpurea populations are locally stable and under the effect of local (i.e., population-specific) environmental conditions.
Data Compilation
We compiled previously reported morphological and genetic data on 22 populations of I. purpurea sampled from the Southeastern and Midwestern United States in 2012 (Kuester et al. 2017 ) as well as environmental data compiled from a variety of sources (listed in Supplementary Table S1 ). We used a wide range of abiotic environmental factors that could (directly or indirectly) influence mating system variation in this species (Supplementary Table S1 ). Given the difficulty of measuring all these environmental factors in situ, we chose to use remote sensing and census data. Although this decision carries an intrinsic spatial resolution limitation, GIS data at moderate to coarse resolutions have been shown to reasonably capture biologically relevant population-level processes (Kerr and Ostrovsky 2003; Kozak et al. 2008 ). In addition, we included population-level glyphosate resistance estimates-measured as the proportion of surviving individuals after the application of manufacturer's recommended doses of glyphosate (Kuester et al. 2015 ), along with countylevel estimates of the cumulative amount of glyphosate applied to these populations over the last 2 decades (years 1992-2012). Our complete environmental dataset comprised a total of 31 predictor variables (Supplementary Table S1 ) with several that were highly correlated with each other. Therefore, we performed a hierarchical agglomerative clustering in R3.3.3 (R Core Team 2017), using package ClustOfVar (Chavent et al. 2013 ) to select a non-redundant set of environmental predictors. This analysis clusters variables into statistically homogeneous sets to identify groups of variables that contribute similar information (Chavent et al. 2012) , and is a variable reduction approach appropriate for our environmental data because it simplifies interpretation when multiple clusters of highly correlated variables exist. In contrast to a principal components analysis, this method has the advantage of retaining original variables instead of producing new synthetic variables, which could be difficult to interpret (Dormann et al. 2013) . Using this analysis we retained a set of 8 environmental variables that were not highly correlated with one another (average absolute Pearson's coefficient = 0.36).
The mating system estimates used in this work were obtained from genotyping 4584 individuals from 22 populations (median number of individuals per population: 207 [29-417]) using 15 microsatellite loci (previously published in Kuester et al. 2017) . Mating system estimates were determined using default parameters in the programs BORICE (Koelling et al. 2012) and MLTR (Ritland and Jain 1981; Ritland 2002) . Because BORICE and MLTR estimates were correlated with each other and BORICE is known to outperform MLTR when maternal genotypes are unavailable (Koelling et al. 2012) , we kept only BORICE's per population estimates of the outcrossing rate (t) and inbreeding coefficient (F) for all subsequent analyses (for further details see Kuester et al. 2017) . We examined both t and F because each represents different aspects of the mating system; although outcrossing rate indirectly reflects the amount of offspring produced by self-pollination, the inbreeding coefficient reflects the history of selfing and/or close relative mating (Koelling et al. 2012) .
We used estimates of the following 4 floral traits: the length of the tallest stamen to the top of the anther (TAL), height of the pistil to the top of the stigma (SL; data from Kuester et al. 2017) , and length and width of the corolla (CL and CW, respectively; previously unpublished data from the experiment described in Kuester et al 2017; Figure 1 ). TAL and SL were used to determine the antherstigma distance (ASD, which is the distance between the tallest anther and the stigma) of each flower and TAL and SL together with CL and CW were used to produce an estimate of floral size, which is of interest given the commonly reported association between flower size and selfing (Sicard and Lenhard 2011; Duncan and Rausher 2013) . These measurements were taken over multiple dates in the fall of 2014 from a total of 445 individuals collected as seeds from all 22 populations and grown at the Matthaei Botanical Gardens at the University of Michigan (Ann Arbor, MI; further details in Kuester et al. 2017 ). All 5 floral traits were individually averaged for each population across flowers, dates, and individuals so that we have a single estimate per population in order to be comparable to the population-level estimates of the mating system (t and F). Given the high correlation between 4 of our floral measurements (TAL, SL, CL, and CW; Supplementary Figure S1 ), we condensed them into a single estimate of flower size by running principal component analyses on their covariance matrix after standardizing all of them. The retained first principal component, which accounted for 73.77% of the total variance, was equitably negatively associated with all 4 floral measurements (Supplementary Figure S1) , and thus primarily summarized overall flower size (with lower scores corresponding to bigger flowers). For ease of interpretation, however, populations' scores on this axis were multiplied by −1 so that flower size increased as PC scores increased. We used this component (PC1) in all subsequent analyses together with ASD as our floral traits.
Data Analyses
Using this combined dataset, we performed three sets of analyses. First, we determined if the populations exhibited spatial structuring in the mating system and trait values, which is a prerequisite to our hypothesis of local or population-specific and not regional environmental processes (whether anthropogenic or natural) primarily driving mating system variation in this species. Second, we assessed whether natural or anthropogenic environmental predictors best explained individual variation in mating system components and investigated whether common responses to environmental factors were present among mating system components. Finally, we assessed whether natural or anthropogenic environmental variation influences the strength of the correlation between floral traits and mating system estimates, which is expected if some environmental factors simultaneously influence both mating system parameters and associated floral traits.
Spatial Structure
We investigated whether floral traits and mating system estimates are spatially clustered, which would be expected if regional environmental processes condition mating system variation in I. purpurea. Such analysis is especially important in light of the clustered geographic distribution of our samples (Figure 1) , which reflects the distribution of crop fields with which this species is tightly associated (Alvarado-Serrano et al. 2017) . To do this, we assessed the degree of global and local spatial autocorrelation on our data by calculating global and local Moran's I (Moran 1950; Anselin 1995) in R3.3.3 (R Core Team 2017) using packages ape (Paradis 2011) and spdep (Bivand and Piras 2015) , respectively. For the local analysis, we adjusted P values for multiple comparisons using a false discovery rate method (Benjamini and Hochberg 1995) . In addition, we assessed the association between each individual mating system component and geographic location by running independent multivariate linear regressions against longitude and latitude.
Trait Variation
To identify whether natural and/or anthropogenic environmental predictors best explained individual variation in mating system components, we examined the relationship between the 8 selected environmental factors and our 4 mating system components (ASD, flower size, t, and F). Specifically, we ran multivariate linear regressions for each mating system trait and performed backward stepwise variable selection using a resampling model calibration strategy with 500 bootstrap replicates. This strategy allows for bias-correction of error estimates based on nonparametric smoothers and hence avoids possible overfitting given our sample size (Harrell 2015) . All these analyses were run on standardized environmental variables using the package rms (Harrell 2017 ) in R3.3.3 (R Core Team 2017 . In addition, we estimated the relative contribution of each predictor retained by comparing their associated regression coefficients (i.e., the expected change in the independent variable per unit change of a predictor when all other predictors in the model remain constant). Given our sample size, however, no interactions were included in any model. In addition, because several assumptions of linear regression might potentially be violated by our dataset we verified the robustness of our results by running homologous model-free regressions using machine-learning tools (Random Forest Regressions). For simplicity, we present these models in the Supplemental Material.
Trait Correlation
Because humans' overall effect on the mating system may depend on the intensity of the environmental manipulation (e.g., greater herbicide use potentially leads to a more pronounced effect on multiple components of the mating system), we assessed whether the magnitude of anthropogenic impact has an effect on the strength of the correlation between mating system parameters and associated floral traits. We, likewise, performed the same analysis using natural environmental variables for comparison. To do this, we employed a novel analysis that effectively runs separate correlation tests on groups of environmentally similar samples. Analogous to Geographically Weighted Regression (Brunsdon et al. 1998) , this analysis investigates whether subdividing the sample into relatively homogeneous groups (in our case, according to their environmental characteristics) significantly affects the analysis' estimates. To run this analysis, we first calculated pairwise Pearson's simple correlation coefficients between ASD and outcrossing rate (t) and inbreeding coefficient (F) as well as between flower size and t and F using our entire set of populations (hereafter called global coefficients). Then, we re-calculated Pearson's correlation coefficients on subsamples of populations grouped according to their environmental variable values (using variable quantiles to define groups; hereafter called subsample coefficients). Finally, we compared the subsample coefficients against the corresponding global coefficients. Because of our small sample size after subsampling the data (range: 4-5 populations per subsample), we did not use the correlation P-value between traits within each subsample to assess significance. Instead, we assessed significance by comparing the correlation coefficient obtained for each group against similarly obtained coefficients from a set of 100 randomly split data sets that share the same number of observations as the environmentally grouped data (bootstrap coefficients hereafter). Significant differences between our bootstrap and subsample coefficients suggest that the environmental variable used for binning has an effect on the degree of association between mating system components, and thus, that, depending on its magnitude, this environmental factor simultaneously affects more than one mating system component.
Results
Spatial Structure
We did not uncover significant geographic structure across I. purpurea populations for any of our floral traits (ASD and flower size) or any of our mating system estimates (t and F), suggesting that local (i.e., population-specific) environmental processes primarily drive mating system variation in this species. No mating system component was significantly associated with either latitude or longitude (Supplementary Figure S2) , nor did we find evidence of geographically proximate populations showing similar trait values-as measured by either global or local Moran's I-in any of our individual variables (Table 1; Figure 2 ). We further verified the finding of little spatial structure by comparing the results of nonspatial analyses with 2 spatially explicit analyses. First, we compared linear regressions results against those of Geographically Weighted Regressions (GWR), which instead of fitting a global model using all observations, fit a set of linear regressions exclusively using geographically proximate observations that are iteratively selected through a moving window (Fotheringham et al. 2002) . Second, we compared simple correlation analyses against partial correlation analyses that used latitude and longitude as covariates. Neither comparison identified significant differences between nonspatial and spatially explicit analysis (GWR: BFC99 (Brunsdon et al. 1999) : 0.67-1.21, P-value: 0.37-0.79; partial correlation analysis: Mann-Whitney U = 0.75, P-value: 0.69). Therefore, we present the results only of the nonspatial analyses.
Individual Trait Variation
Our linear regressions identified unique sets of environmental predictors for the different components of I. purpurea's mating system. Not only were there different best predictors for each mating system component analyzed (Table 2) , but also the relative magnitudemeasured as the net effect that change in the predictor causes in the response trait-and explanatory power of the associations differed among components (Supplementary Figure S3) . Specifically, ASD decreased as elevation, relative humidity, and mean annual temperature increased (Table 2, Supplementary Figure S3a) . Flower size on the other hand was only marginally associated with mean annual temperature (Table 2, Supplementary Figure S3b) . In contrast, as previously observed (Kuester et al. 2017) , outcrossing rate (t) was primarily affected by herbicide resistance, being the lowest at higher resistance values (Table 2, Supplementary Figure S3c) . Similarly, the inbreeding coefficient was strongly associated with herbicide resistance and proportionally increased as resistance increased, as previously described (Kuester et al. 2017 ). The inbreeding coefficient (F) was also positively associated with mean temperature, and inversely associated with annual precipitation and annual temperature range (Table 2, Supplementary Figure S3d) . Thus, though we found significant associations between all components of the mating system and environmental factors, the relationships between these components and environment factors was not similar between t and F. After other environmental variables were taken into account, floral traits were exclusively affected by natural environmental factors, whereas anthropogenic factors strongly impacted outcrossing rate (t) and inbreeding coefficient (F), supporting our hypothesis that human activities are a main driver of mating system variation in I. purpurea. These results were consistent with our Random Forest (RF) regressions (Supplementary Material A) despite the different statistical approaches of linear and RF regressions (Breiman 2001) .
Trait Correlation
As previously reported (Chang and Rausher 1998) , we found that ASD was significantly correlated with the outcrossing rate (t; Figure 3 ), which increases as the distance between the anther and stigma becomes greater. We found no correlation between ASD and the inbreeding coefficient of maternal individuals (F), nor did we find a correlation between floral size and either t or F (Figure 3) . We assessed whether the strength of these correlations varied across environmental gradients and found that no natural environmental factor significantly affected the correlation between ASD and t or F or between floral size and t or F (results not shown). In contrast, herbicide resistance and herbicide use significantly affected the correlation between ASD and outcrossing rate (t) and ASD and inbreeding coefficient (F), respectively. Specifically, the ASD-t correlation was stronger at the highest values of herbicide resistance (Figure 4a ), whereas the ASD-F correlation became significant and negative only at moderately high herbicide use (Figure 4b ). These results suggest that under high herbicide use, humans simultaneously affect floral and genetic components of the mating system. No significant effect of either herbicide use or herbicide resistance was recovered on the correlation between floral size and outcrossing rate (t; Figure 4c ) or inbreeding coefficient (F; Figure 4d ).
Discussion
In this study, we examined the potential that populations exhibit spatial structure in mating system and floral traits, that particular environmental variables, both natural and human-mediated, influence mating system components, and that the strength of correlations between mating system traits may be influenced by the environment. We found little evidence for geographic structure in the mating system of I. purpurea, supporting the hypothesis that natural and anthropogenic environmental processes at the level of the population primarily drive mating system variation in this species. Further, we identified a set of disparate environmental factors to influence individual mating system components. Specifically, we find that mating system estimates (t and F) are influenced by the level of herbicide resistance, whereas associated floral traits (ASD and flower size) are primarily influenced by climatic factors. Accordingly, floral traits and mating system estimates are not strongly correlated with each other, with the exception of ASD and outcrossing rate. Finally, the strength of the correlation between ASD and outcrossing rate (t) and inbreeding coefficient (F) seems to be influenced by the selection pressure imposed by high herbicide use, which suggests that intense anthropogenic manipulation has the potential to simultaneously affect both mating system estimates and associated floral traits. Interestingly, no other environmental factor influenced the correlation between floral traits and genetic estimates of the mating system of I. purpurea. Taken together, these results support our hypothesis that human manipulations are a dominant driver of mating system variation in I. purpurea (as reported in Kuester et al. 2017 ) even after taking into consideration other plausible natural drivers. Furthermore, these results highlight the complex influence of anthropogenic and natural environmental factors on the mating system of this agricultural weed and highlight the unique responses of individual mating system components. Below we discuss our results in light of the disparate environmental responses among mating system components and present them in context with the dominant impact of herbicide application.
Disparate Environmental Responses
Compelling empirical evidence supports an association between individual mating system components and environmental conditions. For example, outcrossing rates have been found to covary in a variety of plant systems with elevation (Neale and Adams 1985) , humidity (Brown et al. 1978; Shea 1987) , and temperature (Holtsford and Ellstrand 1992) . Similarly, ASD has been found to strongly respond to environmental factors, including humidity (Elle and Hare 2002; Van Etten and Brunet 2013) , water and nutrient availability (Vallejo-Marín and Barrett 2009), light regime (Brock and Weinig 2007) , and temperature (Lankinen et al. 2016) . Nevertheless, a relatively small number of studies have simultaneously explored variation in patterns of multiple mating system components in natural populations across environmental gradients. Those that have tend to find that separate mating system components are primarily associated with different environmental variables (e.g., Lankinen et al. 2016) . In agreement with these findings, our study also identifies a combination of multiple different environmental factors acting on different components of the I. purpurea mating system. Specifically, we find that ASD is primarily associated with elevation, humidity and temperature, flower size is marginally associated with temperature, and outcrossing rate and inbreeding coefficient are primarily associated with herbicide resistance. Together these findings support the relative independence of mating system components under natural conditions (Johnston and Schoen 1996; Dudley et al. 2007) , which raises the question of how these separate responses are integrated into concerted mating strategies, and, whether the strength of their correlation varies across environmental gradients. Considering the dramatic evolutionary consequences that reproductive strategies carry (Kalisz 1989; Glémin et al. 2006) , individuals with reproductive strategies ill-matched to their complex environment are expected to experience strong detrimental fitness consequences. Thus, plants may fine-tune their overall mating strategies through plasticity and/or adaptation to local environmental conditions. For this reason, it might be potentially beneficial to maintain flexibility in environmental responses among mating system components. In particular, given the multiplicity of conflicting selective pressures, plants experience in natural environments (Holtsford and Ellstrand 1992; Sagarin et al. 2006) , such flexibility-and presumably weak underlying genetic correlations between traits (Dudley et al. 2007; Lankinen et al. 2007 )-may offer a solution to a disparate set of environmental pressures by allowing mating strategies to "match" local environmental conditions (Wolters and Jürgens 2009; Fournier-Level et al. 2011) .
However, the correlation between different components of the mating system may become tighter in novel stressful conditions, under which selective forces favoring selfing and a selfing-prone phenotype often prevail (Antonovics 1968; Levin 2010; Kuester et al. 2017) . Given extreme conditions, selection to reproduce in low-density populations and simultaneously maintain genotypes adapted to the extreme environment is expected to outweigh other concurrent selection for pollinator attraction (Uyenoyama and Antonovics 1987; Parachnowitsch and Kessler 2010; Opedal et al. 2017) . This expectation fully lines up with our finding that current agricultural practices, and in particular herbicide application, seems to overcome other disparate environmental factors and elicit a concerted response in I. purpurea among mating system components. Although this latter finding needs to be further validated using a larger sample size, it points towards an overall shift towards selfing caused by the development of herbicide resistance. Below we discuss this possibility in more detail.
Dominant Effect of Anthropogenic Manipulations
The impact of human activities on world's ecosystems is undeniable (Vitousek et al. 1997; Haberl et al. 2007 ). Humans influence evolutionary processes at all levels, from those governing community structure to those governing individuals' life strategies (Hendry et al. 2016) , including the mating patterns of organisms. Indeed, compelling evidence supports an indirect effect of human-mediated processes on plant mixed mating systems, whether through habitat modifications (e.g., disturbance; Eckert et al. 2010; Levin 2012) or selection for increased selfing (e.g., in response to metal pollution; Antonovics 1968; Barrett and Bush 1991) . In contrast, the influence of human-driven processes in other systems such as agricultural weeds is less well known. Our previous work on the impact of herbicide resistance on mating system variation in I. purpurea supports the hypothesis of human-mediated selection leading to increased selfing (Kuester et al. 2017 ). However, it was unknown if the association between the mating system and herbicide resistance was potentially mediated by other environmental factors-an important consideration, as herbicide resistance is itself correlated with precipitation and soil variables (Alvarado-Serrano and Baucom, unpublished data). Further, the influence of herbicide use on mating system variation relative to natural factors remained unexamined, and we had yet to consider the potential that resistance evolution favored an overall concerted response among mating system components. Here, by simultaneously exploring the association of mating system estimates and floral traits with multiple environmental variables, both natural and anthropogenic, we provide further support for the dominant role of herbicide use on mating system variation across populations in I. purpurea.
Herbicide resistance is not only by far the strongest predictor of outcrossing rate (t) and inbreeding coefficient (F) in I. purpurea, but together with herbicide use also has a significant impact on the association of these estimates and ASD (although this conclusion needs further confirmation given the sample size limitation for this analysis, see above). These findings highlight the dominance of this anthropogenic influence over that of natural environmental factors. Although the ultimate mechanisms underlying these findings are beyond the scope of our study, especially considering the difficulty of assessing direct causality from statistical associations (Mac Nally 2000), our results point again to strong anthropogenic selective pressures driving mating system variation in this species (Kuester et al. 2017) . Under consistent herbicide use, it is likely that other (arguably weaker) selective forces that act on the different mating system components might be superseded by the remarkably strong selection imposed by herbicide use (Culpepper et al. 2001) . If this is indeed the case, the dominant influence of herbicide application could diminish natural mating system variation in this species by favoring selfing over outcrossing across herbicide-exposed populations, and potentially lead to increased selfing rates across populations. In line with this expectation, we predicted that a shift to selfing in the highly resistant populations may influence flower size, as highly selfing species often exhibit smaller, less visible flowers (Sicard and Lenhard 2011; Button et al. 2012) . Our data did not support this idea; however, as no other floral trait beyond ASD appeared to be influenced by herbicide resistance or herbicide use.
It is important to note that there is likely a dynamic and intricate evolutionary response behind the associations observed in this study. On one hand, although the observed mating system responses parallel other anthropogenic induced changes (Antonovics 1968; González-Varo et al. 2010) , the underlying, causal mechanisms may not be the same (i.e., compare agricultural practices with deforestation; Eckert et al. 2010) . Further, the evolutionary dynamics of the response to herbicide application would presumably vary over time as the continued use of herbicide likely increases resistance levels across populations. Under these circumstances, more individuals should be able to survive its application (reducing the limitation of conspecific mates) while non-herbicide-adapted individuals should be purged out of the population (reducing the risks of maladaptive gene flow). Further, this evolutionary dynamic may also be affected by the expected increased frequency of more extreme natural environmental variation (Rahmstorf and Coumou 2011) and its effect on relevant floral traits (Hargreaves and Eckert 2013) . Therefore, further studies of this and other similar anthropogenically driven interactions, including long-term analyses, are necessary to better understand the maintenance of mixed mating systems and the general evolutionary impacts of human activities.
Future Directions and Conclusions
Although years of research on mixed mating systems have identified many possible mechanisms underlying their maintenance (Barrett 2014) , there has been seldom empirical evidence to assess their relative contribution in natural populations, let alone the effects of the ever increasing influence of human activities. Our examination of a dataset that combines floral measurements and mating system estimates over a wide portion of a species' range provides further support for the dominant influence of human activities on species' mating system (Antonovics 1968; Levin 2010; Kuester et al. 2017) . Not only does this anthropogenic manipulation outweigh the effect of natural environmental factors, but it also appears to influence the correlation strength between mating system components by favoring concerted shifts towards a selfing strategy. Although it remains to be seen how prevalent these effects are in less extreme selective regimes, our findings reveal the high evolutionary lability of mating system components and hence their potential sensitivity to anthropogenic impacts (Eckert et al. 2010; Opedal et al. 2017) . Given the relatively short time scale over which resistance has developed in I. purpurea (Baucom and Mauricio 2004; Kuester et al. 2016) , our results call attention to the need for considering the potential major impact of human-driven selection on such a fundamental life history trait in management and conservation efforts of this and other species. The results from the current study thus offer practical information to forecast plausible consequential responses of species to anthropogenic manipulations, a topic of major importance given the ever increasing reach of human activities.
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