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Abstract
In this paper we present a first supercloseness analysis for higher-order Galerkin FEM
applied to a singularly perturbed convection-diffusion problem. Using a solution decom-
position and a special representation of our finite element space we are able to prove a
supercloseness property of p+ 1/4 in the energy norm where the polynomial order p ≥ 3
is odd.
AMS subject classification (2000): 65N12, 65N30, 65N50.
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1 Introduction
Consider the convection dominated convection-diffusion problem
−ε∆u− (b ·∇)u+ cu = f , in Ω= (0,1)2 (1.1a)
u = 0, on ∂Ω (1.1b)
where c ∈ L∞(Ω), b ∈W 1∞(Ω), f ∈ L2(Ω) and 0 < ε  1, assuming
c+
1
2
bx ≥ γ > 0. (1.2)
For a problem with exponential layers, i.e. in the case b1(x,y)≥ β1 > 0, b2(x,y)≥ β2 > 0, we
have for linear or bilinear elements in the so called energy norm
|||v|||2ε := ε‖∇v‖20+‖v‖20
∗Institut fu¨r Numerische Mathematik, Technische Universita¨t Dresden, 01062 Dresden, Germany. e-mail:
{sebastian.franz, hans-goerg.roos}@tu-dresden.de
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where ‖·‖0 denotes the usual L2-norm, on a Shishkin mesh (for the exact definition see Sec-
tion 2) ∣∣∣∣∣∣u−uN∣∣∣∣∣∣ε . N−1 lnN.
We use the notation a. b, if a generic constant C independent of ε and N exists with a≤Cb.
However, for bilinear elements Zhang [22] and Linß [13] observed a supercloseness property:
the difference between the Galerkin solution uN and the standard piecewise bilinear interpolant
uI of the exact solution u satisfies∣∣∣∣∣∣uI−uN∣∣∣∣∣∣ε . (N−1 lnN)2.
Supercloseness is a very important property. It allows optimal error estimates in L2 (Nitsche’s
trick cannot be applied), improved error estimates in L∞ inside the layer regions and recovery
procedures for the gradient, important in a posteriori error estimation.
In the last ten years supercloseness for bilinear elements was also proved for problems with
characteristic layers [6], for S-type meshes [13], for Bakhvalov meshes [15] and for several sta-
bilisation methods, including streamline diffusion FEM (SDFEM), continuous interior penalty
FEM (CIPFEM), local projection stabilisation FEM (LPSFEM) and discontinuous Galerkin (see
e.g. [3, 7–9, 17, 18, 21]). Recently, even corner singularities were included in the analysis [14].
ForQp-elements with p≥ 2 the situation is very different. Using the so-called vertex-edge-cell
interpolant piu [11, 12] instead of the standard Lagrange-interpolant with equidistant interpola-
tion points, Stynes and Tobiska [19] proved for SDFEM (but not for the Galerkin FEM)∣∣∣∣∣∣piu− u˜N∣∣∣∣∣∣ε . N−(p+1/2),
where u˜N denotes the SDFEM solution. It is not clear whether this estimate is optimal. The
numerical results of [4, 5] indicate for the Galerkin FEM and p ≥ 3 a supercloseness property
of order p+ 1 for two different interpolation operators. One of them is the vertex-edge-cell
interpolator piu, the other one is the Gauss-Lobatto interpolation operator INu. For SDFEM, the
order p+1 is observed numerically for all p≥ 2.
In the present paper we study the Galerkin FEM for odd p. We shall prove some supercloseness
properties, but the achieved order is probably not optimal.
The paper is organised as follows. In Section 2 we provide descriptions of the underlying mesh,
the numerical method and a solution decomposition. The main part is Section 3 where the proof
of our assertion can be found. As the proof is rather technical we provide it in full only for p= 3
and demonstrate its generalisation for arbitrary odd p≥ 5. We omit numerical simulations and
refer to the results given in [4, 5] that show for any p ≥ 3 a supercloseness for the Galerkin
method of order p+1.
2 Mesh, Method and a Solution Decomposition
We discretise the domain by a Shishkin mesh. Under the assumption
ε ≤ min{β1,β2}
2σ lnN
4
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Figure 1: Shishkin mesh for Problem (1.1)
we define the mesh-transition points by
λx :=
σε
β1
lnN, λy :=
σε
β2
lnN,
where σ ≥ p+3/2 is a user-chosen parameter. LetΩ11 = [λx,1]× [λy,1],Ω12 = [0,λx]× [λy,1],
Ω21 = [λx,1]× [0,λy], andΩ22 = [0,λx]× [0,λy]. The domainΩ is dissected by a tensor product
mesh T N , according to
xi :=
{
σε
β1
lnN 2iN , i = 0, . . . ,N/2,
1−2(1−λx)(1− iN ), i = N/2, . . . ,N,
y j :=
{
σε
β2
lnN 2 jN , j = 0, . . . ,N/2,
1−2(1−λy)(1− jN ), j = N/2, . . . ,N,
.
Figure 1 shows an example of T N for (1.1). By hi and k j we denote the mesh sizes of a specific
element τi j ∈ T N in x- and y- direction, resp.
Our finite-element space V N ⊂ H10 (Ω) on T N is given by
V N := {v ∈ H10 (Ω) : v|τ ∈Qp(τ), ∀τ ∈ T N},
where H10 (Ω) is the standard Sobolev space H
1
0 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0} with v|∂Ω = 0
being understood in the sense of traces andQp(τ) is the space of polynomials of degree at most
p in each coordinate direction.
Then the Galerkin method can be written as: Find uN ∈V N such that
aGal(uN ,vN) = ( f ,vN), for all vN ∈V N ,
where the bilinear form a(·, ·) is given by
aGal(v,w) := ε(∇v,∇w)+(cv−b ·∇v,w), for all v, w ∈ H10 (Ω),
and (·, ·) is the standard L2-product in Ω.
Our analysis is based on a solution decomposition of u, which we provide here.
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Assumption 2.1. The solution u of problem (1.1) can be decomposed as
u = S+E12+E21+E22,
where we have for all x,y ∈ [0,1] and 0≤ i+ j ≤ p+2 the pointwise estimates∣∣∣∣ ∂ i+ jS∂xi∂y j (x,y)
∣∣∣∣≤C, ∣∣∣∣∂ i+ jE12∂xi∂y j (x,y)
∣∣∣∣. ε−ie−β1x/ε ,∣∣∣∣∂ i+ jE21∂xi∂y j (x,y)
∣∣∣∣. ε− je−β2y/ε ,∣∣∣∣∂ i+ jE22∂xi∂y j (x,y)
∣∣∣∣. ε−(i+ j)e−β1x/εe−β2y/ε .

(2.1)
Here E12 and E21 are exponential boundary layers, E22 is a the corner layer, and S is the regular
part of the solution.
For conditions that guarantee the existence of such a decomposition, see [16, Theorem III.1.26].
Remark 2.2. With Assumption 2.1 for i+ j≤ p+1 we immediately have forPp- orQp-elements∣∣∣∣∣∣u−uN∣∣∣∣∣∣ε . (N−1 lnN)p.
For Qp-elements this result follows from the proof given in [19] for the streamline-diffusion
FEM.
3 Supercloseness Analysis
Before we start the analysis, let us define the two interpolation operators piu and INu precisely.
Let aˆi and eˆi, i = 1, . . . ,4, denote the vertices and edges of the reference element τˆ = [−1,1]2,
respectively. We define the vertex-edge-cell interpolation operator pˆi : C(τˆ)→Qp(τˆ) by
pˆi vˆ(aˆi) = vˆ(aˆi), i = 1, . . . ,4, (3.1a)∫
eˆi
(pˆi vˆ)qˆ =
∫
eˆi
vˆqˆ, i = 1, . . . ,4, qˆ ∈ Pp−2(eˆi), (3.1b)∫∫
τˆ
(pˆi vˆ)qˆ =
∫∫
τˆ
vˆqˆ, qˆ ∈Qp−2(τˆ). (3.1c)
This operator is uniquely defined and can be extended to the globally defined interpolation
operator piN : C(Ω)→V N by
(piNv)|τ :=
(
pˆi(v◦Fτ)
)◦F−1τ ∀τ ∈ T N , v ∈C(Ω),
with the bijective reference mapping Fτ : τˆ → τ .
Let −1 = t0 < t1 < · · ·< tp−1 < tp =+1 be the zeros of
(1− t2)L′p(t) = 0, t ∈ [−1,1],
6
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where Lp is the Legendre polynomial of degree p, normalised to Lp(1) = 1. These points
are also used in the Gauß-Lobatto quadrature rule of approximation order 2p− 1. Therefore,
we refer to them as Gauß-Lobatto points. We define the Gauß-Lobatto interpolation operator
I : C(τˆ)→Qp(τˆ) by values at
(I vˆ)(ti, t j) := vˆ(ti, t j) (3.2)
and extend it to the operator IN : C(Ω)→V N in the same way as above.
Lemma 3.1. For the interpolation operators piN : C(Ω)→ V N and IN : C(Ω)→ V N holds the
stability property∥∥piNw∥∥L∞(τ)+∥∥INw∥∥L∞(τ) . ‖w‖L∞(τ) ∀w ∈C(τ), ∀τ ⊂Ω, (3.3)
and for τi j ⊂Ω and q ∈ [1,∞], 2≤ s≤ p+1, 1≤ t ≤ p hold the anisotropic error estimates
∥∥w−piNw∥∥Lq(τi j)+∥∥w− INw∥∥Lq(τi j) . s∑
r=0
hs−ri k
r
j
∥∥∥∥ ∂ sw∂xs−r∂yr
∥∥∥∥
Lq(τi j)
, (3.4a)
∥∥(w−piNw)x∥∥Lq(τi j)+∥∥(w− INw)x∥∥Lq(τi j) . t∑
r=0
ht−ri k
r
j
∥∥∥∥ ∂ t+1w∂xt−r+1∂yr
∥∥∥∥
Lq(τi j)
(3.4b)
and similarly for the y-derivative.
Proof. The proof can be found in [1, 10, 19].
Lemma 3.2. For the interpolation operators piN : C(Ω)→ V N and IN : C(Ω)→ V N we have
the interpolation error results
‖u−piu‖0+‖u− INu‖0 . (N−1 lnN)p+1 (3.5a)
|||u−piu|||ε +
∣∣∣∣∣∣u− INu∣∣∣∣∣∣ε . (N−1 lnN)p (3.5b)
Proof. The proof can be found in [1, 10, 19].
Let us come to the supercloseness analysis and denote by JNu ∈ V N some interpolation of u.
Then the analysis is based on a standard arguments involving coercivity and Galerkin orthogo-
nality and yields∣∣∣∣∣∣JNu−uN∣∣∣∣∣∣2ε . aGal(JNu−uN ,JNu−uN) =−aGal(u− JNu,χ) (3.6)
where χ := JNu−uN ∈V N . Thus one has to estimate
ε(∇(u− JNu),∇χ) (3.7a)
(b ·∇(u− JNu),χ) or equivalently using integration by parts (u− JNu,b ·∇χ) (3.7b)
(c(u− JNu),χ) or if integration by parts was used ((c−divb)(u− JNu),χ) (3.7c)
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Lemma 3.3. It holds
|(c(u− JNu),χ)|. (N−1 lnN)p+1 |||χ|||ε (3.8)
Proof. Assuming JN to be any of our two interpolation operators piN or IN , the L2 interpolation
error estimate (3.5a) yields for the reaction term (3.7c)
|(c(u− JNu),χ)| ≤ ‖c‖L∞(Ω)‖u− JNu‖0‖χ‖0 . (N−1 lnN)p+1 |||χ|||ε
and similarly for the term involving c−divb.
Lemma 3.4. It holds
|ε(∇(u−piNu),∇χ)|. N−(p+1) |||χ|||ε , (3.9)
|ε(∇(u− INu),∇χ)|. (N−1 lnN)p+1 |||χ|||ε , (3.10)
Proof. In the case of the vertex-edge-cell interpolation operator piNu we find in [19, Lemma 10]
the estimate
|ε(∇(u−piNu),∇χ)|. N−(p+1/2) |||χ|||ε .
A close inspection of the proof shows, that the only limiting term comes from [19, (3.16)]
N1/2‖piNE22‖0,Ω12∪Ω21 . (ε(ε+N−1 lnN))1/2N−(σ−1/2) . (ε(ε+N−1 lnN))1/2N−(p+1/2)
because σ ≥ p+1 was chosen in [19]. All other terms involved are of order p+1. In our paper
we have σ ≥ p+3/2, and therefore (3.9) follows.
For the Gauß-Lobatto interpolation operator IN we denote by a subscript the polynomial order
of the interpolation, i.e. we write INp and piNp for the interpolation operators projecting into the
FEM-spaces of order p.
In [4] we find the identity
INp u = pi
N
p u+
(
IN(u−piNp+1u)− (u−piNp+1u))
)
+(u−piNp+1u)
also written as
INp u = pi
N
p u+Ru+(u−piNp+1u) (3.11)
where Ru := IN(u−piNp+1u)− (u−piNp+1u)). These are consequences of the basic identity
piNp = I
N
p pi
N
p+1.
We apply (3.11) to the diffusion term (3.7a) and obtain
ε|(∇(u− INp u),∇χ)| ≤ ε|(∇(u−piNp u),∇χ)|+ ε|(∇(u−piNp+1u),∇χ)|+ ε|(∇Ru,∇χ)|.
Now (3.9), the interpolation error result (3.5b) for p+1 and [4, Theorem 4.4], i.e.
ε1/2‖∇Ru‖0 . (N−1 lnN)p+1
prove (3.10).
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What is left is the convective term (3.7b) and we will analyse it for the Gauß-Lobatto interpola-
tion operator IN . This estimate is the crucial point of the analysis. Stynes and Tobiska [19, Re-
mark 16] state that the so called Lin-identities of [12, 20] do not yield bounds of order p+ 1.
Instead, they use a fairly standard trick in the analysis of stabilised methods to obtain the order
p+1/2 for the streamline-diffusion method and the vertex-edge-cell interpolation operator piN .
Lemma 3.5. It holds for any boundary layer function E of our decomposition u = S+E1 +
E2+E12
|(E− INE,b ·∇χ)|. (N−1 lnN)p+1 |||χ|||ε . (3.12)
Proof. We will make use of the anisotropic interpolation error bounds (3.4a) and derive
‖E12− INE12‖20,Ω12∪Ω22 . ∑
τi j⊂Ω12∪Ω22
p+1
∑
r=0
hs−ri k
r
j
∥∥∥∥ ∂ sE12∂xs−r∂yr
∥∥∥∥2
0,τi j
.
p+1
∑
r=0
(εN−1 lnN)2(s−r)N−2rε2(r−s)
∥∥∥e−β1x/ε∥∥∥2
0,Ω12∪Ω22
. ε(N−1 lnN)2(p+1)
while ideas from [19, Lemma 9] help us with
‖E12− INE12‖0,Ω11 . ‖E12‖0,Ω11 +‖INE12‖0,Ω11
. ε1/2N−σ +(ε1/2+N−1/2)N−σ . (ε1/2+N−1/2)N−σ
and finally a Ho¨lder inequality, stability (3.3) and meas(Ω21). ε lnN yields
‖E12− INE12‖0,Ω21 .meas(Ω21)1/2
(‖E12‖L∞(Ω21)+‖INE12‖L∞(Ω11))
. ε1/2(lnN)1/2N−σ .
Thus, we obtain
|(E12− INE12,b ·∇χ)|. ε1/2((N−1 lnN)p+1+N−σ (lnN)1/2)‖∇χ‖0,Ω+N−σ−1/2‖∇χ‖0,Ω11
. (N−1 lnN)p+1 |||χ|||ε +N−σ+1/2‖χ‖0,Ω11 . (N−1 lnN)p+1 |||χ|||ε
where σ ≥ p+3/2 and an inverse inequality was used in estimating in Ω11. Similarly the other
two layer terms can be estimated.
Surprisingly, the real difficulty lies in the estimation of the convective term (3.7b) for the smooth
part S. The following estimates are rather technical. Therefore we split the analysis and start
with the one-dimensional case and the polynomial order p = 3. The generalisation into arbi-
trary odd order p and 2d follows. Some ideas of our proof go back 30 years to Axelsson and
Gustafsson [2].
The basic idea is to use a special representation of a piecewise cubic function v with a basis
consisting almost completely of functions that are symmetric w.r.t. their domain of support.
9
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Figure 2: Basis function φˆ (left), χˆ2 (middle) and ψˆ3 (right) on their domains of support
They are defined on the reference intervals with Legendre polynomials Lk normalised to Lk(1)=
1. We define the standard piecewise linear hat-function
φˆ(t) :=
1−L1(2|t|−1)
2
= 1−|t| for t ∈ [−1,1],
a quadratic bubble function
χˆ2(t) :=
1−L2(2t−1)
2
= 3t(1− t) for t ∈ [0,1]
and a piecewise cubic bubble function
ψˆ3(t) :=
L1(2|t|−1)−L3(2|t|−1)
2
= 5|t|(2|t|−1)(|t|−1) for t ∈ [−1,1].
Figure 2 shows the three basis functions on their reference intervals. Let us denote by Fi the
piecewise linear mapping of [−1,1] onto [xi−1,xi+1], such that [−1,0] is mapped linearly onto
[xi−1,xi] and [0,1] is mapped linearly onto [xi,xi+1]. Note that in general the mapping Fi is
non-linear.
Above transformation and the functions on the reference intervals lead to the definition of the
basis functions
φi(x) =
{
φˆ(F−1i (x)), x ∈ [xi−1,xi+1]
0 otherwise
, i = 1, . . . ,N−1,
χ2,i(x) =
{
χˆ2
(
x−xi−1
hi
)
, x ∈ [xi−1,xi]
0 otherwise
, i = 1, . . . ,N,
ψ3,i(x) =
{
ψˆ3(F−1i (x)), x ∈ [xi−1,xi+1]
0 otherwise
, i = 1, . . . ,N−1.
Finally, ψ3,N is the left part of ψˆ3 mapped onto [xN−1,1].
10
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Now we obtain for v the representation
v =
N−1
∑
i=1
(viφi+wiψ3,i)+
N
∑
i=1
y jχ2, j +wnψ3,n. (3.13)
The functions φi, ψ3,i and χ2, j are all symmetric w.r.t. their domain of support, with only a few
exceptions. The last function ψ3,N is antisymmetric on [xN−1,1], and φN/2 and ψ3,N/2 are in
general not symmetric on a Shishkin mesh, as here two intervals with different sizes meet.
For a unique representation we still have to define the coefficients in (3.13). We use the follow-
ing degrees of freedom
Ni1v := v(xi), i = 1, . . . ,N−1, (3.14a)
N j2v :=
∫ x j
x j−1 L
j
2(x)v(x)dx∫ x j
x j−1 L
j
2(x)χ2, j(x)dx
, j = 1, . . . ,N, (3.14b)
Ni3v :=
∫ xi
xi−1 L
i
3(x)v(x)dx∫ xi
xi−1 L
i
3(x)ψ3,i(x)dx
, i = 1, . . . ,N (3.14c)
where Lik is the k-th Legendre polynomial Lk mapped onto [xi−1,xi]. Then it follows
vi = Ni1v, y j = N
j
2v, wi =
∫ xi
0
L˜3v
where
L˜3
∣∣xk
xk−1
=
Lk3∫ xk
xk−1 L
k
3(x)ψ3,k(x)dx
.
With the representation (3.13) we can write the L2-norm of v as
‖v‖20 =
∥∥∥∥∥N−1∑i=1 (viφi+wiψ3,i)
∥∥∥∥∥
2
0
+
∥∥∥∥∥ N∑j=1 y jχ2, j
∥∥∥∥∥
2
0
+‖wNψ3,N‖20
+2
(
N−1
∑
i=1
viφi,
N
∑
j=1
y jχ2, j
)
+2
(
N−1
∑
i=1
viφi,wNψ3,N
)
.
All other scalar products involve the even functions χ2, j and the functions ψ3,i that are either
zero or odd on the support of χ2, j. Thus, those scalar products are zero. The two remaining
scalar products can be rewritten as(
N−1
∑
i=1
viφi,
N
∑
j=1
y jχ2, j
)
=
N−1
∑
i=1
vi
[
yi
∫ xi
xi−1
φiχ2,i+ yi+1
∫ xi+1
xi
φiχ2,i+1
]
=
1
4
N−1
∑
i=1
vi [hiyi+hi+1yi+1](
N−1
∑
i=1
viφi,wNψ3,N
)
= vN−1wN
∫ xN
xN−1
φN−1ψ3,N =
1
12
vN−1wNhN .
11
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Lemma 3.6. Let p = 3 and consider the one-dimensional case. Then we obtain for the convec-
tive term in the smooth part S∣∣∣∣∫ 10 b(S− Sˆ)′v
∣∣∣∣. N−(3+1/4) |||v|||ε . (3.15)
Proof. Let {xi} be a Shishkin mesh on [0,1], i.e.
xi :=
{
σε
β1
lnN 2iN , i = 0, . . . ,N/2,
1−2(1−λx)(1− iN ), i = N/2, . . . ,N
and hi = xi− xi−1 the local mesh size. We have to estimate∫ 1
0
b(S− Sˆ)′v, (3.16)
where v is piecewise polynomial of degree p = 3 and Sˆ some Lagrange interpolant of S with
Sˆ ∈ H10 (0,1). Later we will see that the estimates require some properties of the interior inter-
polation points that are fulfilled e.g. for the Gauß-Lobatto interpolation operator.
Now, using (3.13) and setting η = S− Sˆ we can rewrite (3.16) as∫ 1
0
b(S− Sˆ)′v =
N−1
∑
i=1
∫ xi+1
xi−1
bη ′(viφi+wiψ3,i)+
N
∑
j=1
∫ x j
x j−1
y jbη ′χ2, j +
∫ 1
xN−1
wNbη ′ψ3,N . (3.17)
In the two sums we will replace bη ′ by
bη ′ = biη˜ ′i +(b−bi)η ′+bi(η− η˜i)′
with constant bi = b(xi) and η˜i defined in such a way that
•
xi+1∫
xi−1
η˜ ′iφi = 0,
xi+1∫
xi−1
η˜ ′iψ3,i = 0, for i ∈ {1, . . . ,N−1}\{N/2},
•
xi∫
xi−1
η˜ ′iχ2,i = 0 for i = 1, . . . ,N,
• ‖(η− η˜i)′‖L∞(xi−1,xi+1) is of order 4 in hi + hi+1 (compared to ‖η ′‖L∞(xi−1,xi+1) being of
order 3).
We will now show, that such an η˜i exists. It is well known that the interpolation error S− Sˆ = η
can be represented as
(S− Sˆ)(x) = S
(4)(ξ (x))
4!
(x− xi−1)(x−αi)(x−βi)(x− xi)
if interpolated in xi−1, αi, βi and xi, where αi and βi are the interior interpolation points. Con-
sequently,
(S− Sˆ)(x) = S
(4)(xi)
4!
(x− xi−1)(x−αi)(x−βi)(x− xi)+O
(
h5i
)
(3.18)
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on [xi−1,xi]. Thus we set set
η˜i =
{
S(4)(xi)
4! (x− xi−1)(x−αi)(x−βi)(x− xi), x ∈ [xi−1,xi],
S(4)(xi)
4! (x− xi)(x−αi+1)(x−βi+1)(x− xi+1), x ∈ [xi,xi+1].
By the choice of the symmetric interior interpolation points of the Gauß-Lobatto interpolation,
our approximation η˜i is an even function on the three intervals [xi−1,xi+1], [xi−1,xi] and [xi,xi+1].
Therefore, η˜ ′i is an odd function on these intervals. Together with φi and ψ3,i being even on
[xi−1,xi+1] for i ∈ {1, . . . ,N− 1} \ {N/2} and χ2,i being even on [xi−1,xi] for any i, we obtain
the first two wanted properties. The last property is due to (3.18).
Thus (3.17) can be rewritten as∫ 1
0
b(S− Sˆ)′v =
∫ xN/2+1
xN/2−1
bN/2η˜ ′i (vN/2φN/2+wN/2ψ3,N/2)
+
N−1
∑
i=1
∫ xi+1
xi−1
[(b−bi)η ′+bi(η− η˜i)′](viφi+wiψ3,i)
+
N
∑
j=1
∫ x j
x j−1
[(b−b j)η ′+b j(η− η˜ j)′]y jχ2, j
+
∫ 1
xN−1
wNbη ′ψ3,N =: I+ II+ III+ IV. (3.19)
I: For the first term of (3.19) we obtain
|I|=
∣∣∣∣∣
∫ xN/2+1
xN/2−1
bN/2η˜ ′i (vN/2φN/2+wN/2ψ3,N/2)
∣∣∣∣∣. N−3(xN/2+1− xN/2−1)(|vN/2|+ |wN/2|).
A Cauchy-Schwarz inequality gives
vN/2 =
∫ λx
0
v′ . ‖v′‖L1(0,λx). (3.20)
For wN/2 we recall
wN/2 =
∫ λx
0
L˜3v =
N/2
∑
k=1
∫ xk
xk−1 L
k
3(x)v(x)dx∫ xk
xk−1 L
k
3(x)ψ3,k(x)dx
.
With Lk3 being odd on [xk−1,xk] it holds∫ xk
xk−1
Lk3(x)v(x)dx =
∫ xk
xk−1
Lk3(x)
v(x)− v(xk− (x− xk−1))
2
dx
=
1
2
∫ xk
xk−1
Lk3(x)
∫ x
xk−(x−xk−1)
v′(t)dtdx
≤ 1
2
‖Lk3‖L1[xk−1,xk]‖v′‖L1[xk−1,xk].
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Thus we have for wN/2
|wN/2|.
N/2
∑
k=1
‖Lk3‖L1[xk−1,xk]
‖Lk3‖20,[xk−1,xk]
‖v′‖L1[xk−1,xk] . ‖v′‖L1[0,λx]. (3.21)
Combining the estimates for the two coefficients yields
|I|. N−4‖v′‖L1(0,λx) . N−4(ε lnN)1/2‖v′‖0 . N−4(lnN)1/2 |||v|||ε . (3.22)
II+III: It holds with the interpolation properties of b−bi, η ′ and (η− η˜i)′
(II+ III)2 ≤ 2(II2+ III2). N−8
[
‖v‖20−
1
2
N−1
∑
i=1
vi [hiyi+hi+1yi+1]− 16vN−1wNhN
]
.
The coefficients vi, yi and wN can be bound by
|hiyi|= |hiNi2v|= hi
∣∣∣∣∣
∫ xi
xi−1 L
i
2v∫ xi
xi−1 L
i
2χ2,i
∣∣∣∣∣. ‖v‖L1(xi−1,xi)
|wN | ≤ |wN/2|+‖v′‖L1(λx,1) . (lnN)1/2 |||v|||ε +N‖v‖0
|vi|.
{
(lnN)1/2 |||v|||ε , i≤ N/2
N‖v‖L1(xi−1,xi+1), j > N/2
where we have used (3.21) and an inverse inequality in the second line, and a similar reasoning
to (3.20) and an inverse inequality in the last line. Thus, we obtain
(II+ III)2 . N−8
[
‖v‖20+(lnN)1/2 |||v|||ε ‖v‖L1(0,xN/2+1)+
N−1
∑
i=N/2+1
N‖v‖2L1(xi−1,xi+1)
+‖v‖L1(xN−2,xN)((lnN)1/2 |||v|||ε +N‖v‖0)
]
. N−8
[
(lnN)1/2 |||v|||2ε +N1/2‖v‖20
]
. N−(8−1/2) |||v|||2ε . (3.23)
Therefore, we can conclude
|II+ III|. N−(4−1/4) |||v|||ε . (3.24)
IV: Finally, integration by parts, the bound on |wN | and the interpolation properties of η give
IV =−
∫ 1
xN−1
wNb′ηψ3,N−
∫ 1
xN−1
wNbηψ ′3,N . N−4(|||v|||ε +‖wNψ ′3,N‖L1(xN−1,1)).
For ‖wNψ ′3,N‖L1(xN−1,1) an inverse inequality gives
‖wNψ ′3,N‖L1(xN−1,1) . N‖wNψ3,N‖L1(xN−1,1) . N1/2‖wNψ3,N‖0,(xN−1,1)
. N1/2
(
‖v‖20−
1
2
N−1
∑
i=1
vi [hiyi+hi+1yi+1]− 16vN−1wNhN
)1/2
. N1/2N1/4 |||v|||ε ,
14
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Figure 3: Additional basis functions χˆ4 (left) and ψˆ5 (right) on their domains of support
where the estimation of the scalar products in (3.23) was used. Together we obtain
|IV |. N−(4−3/4) |||v|||ε (3.25)
Combining (3.22), (3.24) and (3.25) finishes the proof.
Lemma 3.7. It holds
|(b ·∇(S− Sˆ),v)|. N−(p+1/4) |||v|||ε . (3.26)
Proof. For any odd polynomial degree p larger than three, we simply extend the approach of
Lemma 3.6. On each interval [xi−1,xi] we add even-order bubble functions χ2k,i, k = 2, . . . ,(p−
1)/2. They are defined on [0,1] by
χˆ2k(t) :=
1−L2k(2t−1)
2
and mapped linearly onto [xi−1,xi]. On each double interval [xi−1,xi+1] we add piecewise poly-
nomial bubble functions ψ2k+1,i, k = 2, . . . ,(p−1)/2, defined on the reference interval [−1,1]
by
ψˆ2k+1(t) :=
L1(2|t|−1)−L2k+1(2|t|−1)
2
and mapped by Fi. Figure 3 shows in the case of p = 5 the two additional functions. Thus we
obtain the representation
v =
N−1
∑
i=1
viφi+
(p−1)/2
∑
k=1
N−1
∑
i=1
w2k+1i ψ2k+1,i+
(p−1)/2
∑
k=1
N
∑
i=1
y2kj χ2k, j +
(p−1)/2
∑
k=1
wnψ2k+1,n.
The new coefficients can be defined by using the degrees of freedom
N j2kv :=
∫ x j
x j−1 L
j
2k(x)v(x)dx∫ x j
x j−1 L
j
2k(x)χ2k, j(x)dx
, j = 1, . . . ,N,
Ni2k+1v :=
∫ xi
xi−1 L
i
2k+1(x)v(x)dx∫ xi
xi−1 L
i
2k+1(x)ψ2k+1,i(x)dx
, i = 1, . . . ,N.
15
scGalerkin 04 November 11, 2018
If we compare the new basis functions with the old ones χ2,i and ψ3,i, we notice a very similar
behaviour. Thus, the same analytical steps can be applied and it follows for the convective term
in S and any odd degree p ∫ 1
0
b(S− Sˆ)′v. N−(p+1/4) |||v|||ε . (3.27)
The extension to the two-dimensional problem is fairly easy. By the tensor-product structure of
our problem, the mesh and the definitions of the norms, we obtain immediately from (3.27)
(b ·∇(S− Sˆ),v) = (b1(S− Sˆ)x,v)+(b2(S− Sˆ)y,v). N−(p+1/4) |||v|||ε .
Consequently, by combining (3.6) and Lemmas 3.3–3.5 and 3.7 we have the main result of this
paper.
Theorem 3.8. For the Galerkin solution uN of a finite element method of odd degree p holds∣∣∣∣∣∣uN− JNu∣∣∣∣∣∣ε . (N−1 lnN)p+1+N−(p+1/4)
where JN is either the vertex-edge-cell interpolation operator piN or the Gauß-Lobatto interpo-
lation operator IN .
Proof. By combining the previous Lemmas we have the main result for the Gauß-Lobatto in-
terpolation operator immediately. For the vertex-edge-cell interpolation operator piN we use the
identity (3.11) and the ideas presented at the end of the proof of Lemma 3.4.
Corollary 3.9. With a suitable postprocessing operator PN that maps the piecewiseQp-solution
into a piecewiseQp+1-solution on a macro-mesh, a superconvergence property of the numerical
solution PNuN ∣∣∣∣∣∣PNuN−u∣∣∣∣∣∣ε . (N−1 lnN)p+1+N−(p+1/4)
can be deduced easily. For details and examples of suitable operators, see e.g. [4].
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