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1. INTRODUCTION 
Recently there have been several papers concerning the study of scalar 
linear differential-difference equations, whose solutions exhibit an 
oscillatory behavior. See, for example, [lo] and references cited therein. 
The purpose of this note is to investigate when that property occurs in 
linear retarded functional differential systems considered in [6], 
where x(r) E [w”, r > 0, and ~(6) is a matrix-valued function of bounded 
variation. Without loss of generality we will always assume that q( - r) = 0. 
The following linear differential-difference system 
i(t)=A,x(t)+ i A,x(t-r,), (2) 
,=l 
where rj > 0 for j- 1, . . . . p and the Aj are n-by-n real matrices for 
j=o, 1, . ..) p, will also be considered. This equation also has, as in ( 1 ), 
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r = maxi rj and r/(0) = S(0) A, + C$‘=, H(6’ + rj)Aj, 8 E C-Y, 01, where s(0) 
is the Heaviside function and H(8) = 1 -S(e). 
DEFINITION. A solution x(t) = (x,(t), . . . . x,(t))= of Eq. (1) is said to be 
oscillatory if either C;=, Ixi(t)l = 0 for t sufficiently large or at least one of 
the coordinates x,(t), of x(t), satislies lim sup, _ + o. sgn x,(t) # 
lim inf, _ + m sgn xi(t). The solution is said to be nonoscillatory if there 
exists a to 2 0 such that I;= 1 Ixi(t)l > 0 for t > to and sgn x,(t) = sgn Xi(to) 
for t > to and i= 1, . . . . n. 
We remark that according to this definition, solutions like exp(&)b, 
where L is a real number and b E R”, a vector with a zero coordinate, are 
nonoscillatory solutions. So, in order that a solution x(t) be oscillatory, it 
is not enough that x(t) have at least one coordinate with infinitely many 
zeros. On the other hand, one can easily see that the preceding definition 
does not require that each coordinate of x(t) have infinitely many zeros. 
However, Theorem 1 below, holds in the same way if we define an 
oscillatory solution in such manner. 
For the scalar case of Eq. (2) Tramov [13] showed that all solutions 
are oscillatory if and only if the corresponding characteristic equation has 
no real root. With respect to the scalar case of (1) Arino et al. [ 11 
obtained an extension of this necessary and sufficient condition. Their 
proof, with minor changes, works as well for the n-dimensional case. So, 
one can state the following theorem (cf. Cl]). 
THEOREM 1. All solutions of system (1) are oscillatory if and only if the 
characteristic equation 
det((ll- I0 exG-Wrl(@l) = 0 (3) -r 
has no real root. 
For system (2) with only one delay, a similar result is used by 
Gopalsamy [S] in order to obtain all oscillating bounded solutions. With 
respect to this less restrictive property, for system (1) one can state an 
analog of the theorem above, by requiring that only (3) have no real non- 
positive root. 
The preceding theorem does not give any explicit condition on the 
function s(0) in order to have all solutions of (1) oscillating. In Section 2, 
by use of logarithmic norms (cf. [3]), we will provide several sufficient 
conditions on ~(0) which make that property occur. In Theorem 2, we will 
give a rather general sufficient condition which does not depend upon the 
choice of any particular logarithmic norm. Moreover, with respect to 
Theorem 1, we will obtain a different spectral characterization, when for 
each 8 E [ -r, 01, ~(0) is in a certain class of matrices. 
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In Section 3, a sufficient condition will be given in order that the same 
property be verified for general nonautonomous linear retarded functional 
differential systems. Also we will provide a connection between this result 
and those obtained for autonomous systems. 
Finally, we introduce some notation. Given an n-by-n matrix B = (bik), 
i, k = 1, . . . . n, by a(B) we mean its spectrum, by p(B) its spectral radius, and 
by s(B) = max Re o(B) its real spectral upper bound. B* denotes the 
adjoint matrix of B and llBl/, the usual sup-norm of B obtained from an 
arbitrary norm 1.1 in [w”. If ( ., . ) denotes the usual inner product in [w” 
and l.lo= C.,.> , ‘I2 then the corresponding sup-norm 11 Bllo of B can be 
defined as the square root of the largest eigenvalue of the matrix B*B. For 
any function of bounded variation q(O), by j l&(tY)l we mean its variation. 
2. OSCILLATIONS IN AUTONOMOUS LINEAR RFDE 
The results described here, are based upon the logarithmic norm of a 
square matrix B, which is defined by 
p(B)= lim 
lIZ+hBIl - 1 
h+O+ h ’ 
This logarithmic norm is often used as a measure of stability and 
asymptotic decay in analytic and numerical studies concerning ordinary 
differential equations (see [3]). Its dependence upon the vector and matrix 
norms under consideration is clear. For the norms 1. lo and (I . Ilo, defined 
above, we denoted the corresponding logarithmic norm by pO. 
The following lemma summarizes some basic properties of any 
logarithmic norm p and of pO, in particular, which will be used later. 
Further information can be found in [3]. 
LEMMA 1. Let A and B be square matrices. Then 
(i) PL(YB) = w(B), Y 2 0; 
(ii) AA + B) Q AA) + p(B); 
(iii) s(B) < p(B); 
(iv) pa(B) is the largest eigenualue of (B+ B*)/2; 
(v) if B is real then pa(B) = max,,, = i( Bu, a); 
(vi) pa(B) is a continuous function of B. 
Proof For properties (i)-(iv) see [3]. Since (B+ B*)/2 is a symmetric 
matrix, (v) and (vi) are consequences of (iv). 
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The following theorem describes a rather general sufficient condition, in 
order to have all solutions of (1) oscillating. 
THEOREM 2. For any logarithmic norm p, let ~(0) be such that 
(a) p(JO, exp($)[dq(8)]) -c Ofor every real y > 0, 




ewW)C&(Ql G YC -r > 
for every real y < 0. 
Then all solutions of system (1) are oscillatory. 
Prooj Suppose that Eq. (3) has a real root il. Therefore I is an eigen- 
value of the matrix J’?r exp(M)[&(@] and, by Lemma l(iii), we have 
Then condition (a) implies that A < 0. Combining (4) with (b) we obtain 
,I< AC < A, which is a contradiction. Thus (3) has no real root and, by 
Theorem 1, all solutions of (1) are oscillatory. This achieves the proof. 
Notice that this theorem is valid for an arbitrary logarithmic norm. For 
the specific case of po, the following theorem extends, for system (I), the 
result given by [l, Proposition 2(b)]. 
THEOREM 3. Suppose that for each UE R”, Iu(~= 1, (v(~)u, u) is a non- 
increasing function. If 
(cl Po<f5 loI CW@l) < -l/e 
then all solutions of (1) are oscillatory. 
Proof: The statement follows if we prove that conditions (a) and (b) 
of the preceding theorem are fulfilled. With respect to (a), let y 2 0. By 
Lemma I(v), we have that for some u E KY, lujO = 1, 
PO 
= s O exp(@) dwb, U> -r 
G min 
--rCOCO 
expw) Jo 44w4 U) --I 
Gexp(-~r)<rl(O)u, u> 
6 exp( -v) clotdO)), 
W/12812-3 
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since (q(e)u, u) is nonincreasing. By use of the same arguments, we obtain 
that 
s O 0 d(q(O)u, u> 6 -r(v(O)u, u> -r 
for every u E R”, IIJ(~ = 1. Therefore 
and by (c) we conclude that 
PO 
(I 
O expMJH2WN < -ev(-yrY(er). -r 
Hence condition (a) is satisfied. 
With respect o (b), let y < 0 and take u E R”, IuJo = 1 in a manner such 
that 
As the function A exp( --,I) attains its maximum at ;1= 1, we have 
~0 exp( -ye) $ t/e and so eye < exp(yf3) for every 6 E C-r, 01. Therefore, 
Thus by Lemma 1 (v), we obtain 










G e Iyl ( - l/b) = w/b 
and with c = e/b, condition (b) of Theorem 2 is also satisfied. This com- 
pletes the proof of the theorem. 
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The integral j’tI 101 [4(e)] is the first moment of the function -q(e) 
and ~~(~‘2 101 CM~)l) seems to be a natural extension of the torque 
introduced in [7]. An illustration of this fact is given in the following 
corollary, which is an immediate consequence of the theorem. 
COROLLARY 1. Zf ,uO(Aj) < 0 for j = 0, 1, . . . . p, and 
i rd4Aj) < - l/e (5) 
/=I 
then all solutions of system (2) are oscillatory. 
Remarks. 1. For any square matrix B, p,,(B) GO means that B is 
definite nonpositive in R”. However, in order that (5) be verified, at least 
one of the matrices Aj must be definite negative in R”. 
2. If each one of the matrices A,, j= 1, . . . . p, is symmetric, then (5) 
can be rewritten in the form 
j$, rjs(Aj) < -l/e. 
3. Consider the following differential-difference system with a mul- 
tiplicity of delays 
ii(t) = i a,,x,(t - rg), i= 1,2, 
j= 1 
where rij > 0 and ai, 6 0 for i, j= 1,2. This equation can be written in the 
matrix form 
a(t)= i B,,x(t-r,), 
i,j= I 
where the matrices B, = (bkl), k, I= 1,2 are such that for i, j = 1,2, bii = au, 
and b,, = 0, k, If i. The preceding corollary can be applied and all 
solutions of the system above are oscillatory if 
$ laiil rij> l/e. 
i,j = 1 
A different condition is obtained in [S, Theorem 2.31. 
4. For the specific case of a differential-difference system with one 
delay 
i(t) = Ax( t - r), (6) 
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the corresponding condition to (5Fp0(A) < - l/(er+zan be weakened. 
This is shown through the following theorem and corollary. 
THEOREM 4. All solutions of (6) are oscillatory if and only if all real 
eigenvalues of A are less than - l/(er). 
Proof. It is det[LZ- exp( -1r) A] # 0 for every real I if and only if 
1 exp(ilr) $ a(A) for every 2 E R. Since L exp(ir) runs all the interval 
[ - l/(er), + 00 [, the statement follows. 
As an immediate consequence of this theorem, we have 
COROLLARY 2. Suppose that the matrix A is such that 
s(A) < - l/(er). (7) 
Then all solutions of (6) are oscillatory. 
Remark 5. A theorem of this type is given in [S], in order to conclude 
that all bounded solutions of (6) are oscillatory. By use of the preceding 
arguments one can see that such a property occurs if and only if A has no 
real eigenvalues on the interval [ - l/(er), 01; [S, Theorem 1.11 is a par- 
ticular case of this conclusion. 
Now, for L E R, let us consider the real-valued function 
Assume that 
(A) 
This assumption is satisfied, for example, when q(e) is a symmetric 
matrix, for each f3E C-r, 01. If q(0) = (qik(8)), i, k = 1, . . . . n is such that 
each qik(8), for i# k, is nondecreasing we have that j’L,exp(Le)[d~(e)] is 
an essentially nonnegative matrix, for every real I-that is, its off-diagonal 
entries are nonnegative. These matrices verify a Perron-Frobenius type 
property (see [14, Theorems 2.7 and 2.81) which implies that 
assumption (A) be satisfied. Moreover, if for each subset SC { 1, . . . . n} there 
exist ieS and ke { 1, . . . . n}\S such that v],(B) is increasing, then 
1% e~p~~~)c4(~)1 . 1s an irreducible matrix for every real 1. Therefore, in 
such circunstances, s(L) is a simple eigenvalue having associated a positive 
eigenvector. 
THEOREM 5. Let assumption (A) be verified. If q(e) is such that 
po(q(OW)) < 0 and (q(e)u, u) is nonincreasingfor each u E W, lulo = 1, then 
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s(1) - 1 attains an absolute maximum at some r E IR. All solutions of (1) are 
oscillatory if and only if s( 5) < 5. 
Proof: Let g(A) = s(A) - 2. Since s(n) is an eigenvalue of 
jO,exp(M)[d~(8)], for every real 1, we have 
Thus s(A) is a bounded function and so lim, _ + o. g(l) = -co. 
On the other hand, let u #O and lulo = 1 be an eigenvector of 
J’L exrWWrlUV1 corresponding to s(A). From 
we obtain 
s(A) u = Jo exp(Wdv(@l K -r 
s(l) = \O exp(W WiW 4 u>, 
-r 
by making the inner poduct by u to both members of that equality. 
Since (q(0) U, u) is nonincreasing, we have for any A< 0, 0 < z < r, 
s(n)6exp(-~*)S-‘d(l(e)u,u)+10 d(rl(o4 u> -r -T 
6exp( -Ar)(rj( -r)u, 24) 
OwWho(rl(-~)). 
Choose r E (0, r) sufficiently close to zero that p(q( -r)) < 0. Thus from 
g(A) < exp( -1r) po(q( -z)) - 1 we conclude that lim,, _ m g(A) = -co. 
Hence, as lim, _ + m g(A) = -co, g(l) has an absolute maximum. That 
is, for some 5 E R, g(r) > g(A) for every 1 E IF!. 
In order to prove the remaining part of the theorem, assume that (3) has 
a real root A.,. Then ~(1,) B A0 and consequently g(r) 20. Conversely, if 
g(t) > 0 then g(A,) = 0 for some A0 E R. So, ~(2,) = ilo and (3) has a real 
zero. Hence (3) has no real root if and only if g(c) < 0. This achieves the 
proof of the theorem. 
With respect o Eq. (2), we have 
A, + i exp( -Ar,) Aj 
j=l > 
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and assumption (A) is satisfied if each matrix A, is symmetric or essentially 
nonnegative. The conditions of the preceding theorem are fulfilled if 
pO(Aj) 6 0 for j = 0, 1, . . . . p and pO(A,) < 0 for some j = 1, . . . . p. 
Considering the case where Aj = A for j = 0, 1, . . . . p, we have 
1 + i exp( --;lr,) s(A). 
j=l 1 (8) 
Assumption (A) is satisfied if and only if s(A) E o(A). Then condition 
pO(A) < 0 can be weakened. In fact, assuming s(A) < 0, the conclusion of 
the theorem still holds by use of the same arguments and of relation (8). 
Since, in this case, g(1) = s(n) - 2 is concave, we conclude that the value <, 
where g(A) attains its absolute maximum, is unique and is the only 
solution of (d/dA) s(1) = l-that is, 
i rjexp( -lrj) Is(A)] = 1. 
/=I 
The same holds, clearly, when A, = 0 and A, = A for j= 1, . . . . p. 
Therefore, for the one-delay case we are in a situation where (7) becomes a 
necessary and sufficient condition in order that all solutions of (6) be 
oscillatory. 
THEOREM 6. Suppose that s(A) E a(A) and s(A) < 0. Then all solutions of 
(6) are oscillatory if and only if (7) is satisfied. 
Proof: All solutions of (6) are oscillatory if and only if 
exp( - <r) s(A) < c, where < = (ln(r 1 s(A)l))/r. By substitution in the latter 
inequality, we obtain - 1 < ln(r Is(A)\)-that is, (7). Hence the statement 
follows. 
Remark 6. For the scalar case of Eq. (6), this theorem is obtained in 
c111. 
A characterization of the value 5 as given above is desirable and seems 
to be possible in other circumstances. Let the hypothesis of Theorem 5 
be satisfied and suppose that for each A E R, s(2) is a simple eigenvalue of 
the matrix j”r exp(M)[dn(@]. Therefore the eigenspace associated with 
s(1) has dimension one and the corresponding eigenvector u(J), having 
norm equal to one, can in some way be uniquely determined in a manner 
that, by use of the implicit function theorem, both s(n) and u(2) will be C’ 
functions. 
Notice that ftr exp(M)[dq(8)] =CkBO mk(nk/k!), where mk is the 
moment of order k of n(e). Since 
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that series converges absolutely and uniformly for ,I in compact sets. 
Therefore j’?? exp(M)[d~(Q] is differentiable in I and 
Thus, from 
we have 
+ P, ( expw)Cd~(~)144~ 44 > 
The latter term is s(A). (u(A), ti(J.)), which is equal to zero, since 
(u(A), u(1)) = 1 for every A E R. On the other hand, 
= zi(/l), ( s O exp(wCd~*(e)i 44 --I ) 
and, if for each 0 E C--r, 01, q(0) is symmetric, this term is also zero. 
Therefore, 
WI O -= 
I dA --r 0 exp(W d+(e) u(n), 44) 
and the value 5 will be a solution of 
s ’ 0 exp(M) d(q(8) u(l), u(A)) = 1. --I 
Thus we have obtained the following theorem. 
(9) 
THEOREM 7. Suppose that for each 8 E C-r, 01, q(e) is symmetric, 
,uo(q(O-)) ~0, (q(e)u, u) is nonincreasing for each UE R”, IuIo= 1, and 
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s(A) is a simple eigenualue of tr exp(l@)[dq(f3)], for every 2 E IR. Let u(n) 
be, in unique way, the eigenvector corresponding to s(A), /u(l)/ = 1. Then all 
solutions of system (1) are oscillatory if and only zf 
(10) 
for every solution 5 of (9). 
COROLLARY 3. For Eq. (2), suppose that each A,, j= 0, 1, . . . . p, is a 
symmetric, essentially nonnegative, irreducible matrix, ,u( Aj) 6 0 for 
j= 0, 1, . ..) p, and ,U(Aj) < 0 for some j= 1, . . . . p. Let u(n) be the positive 
eigenuector corresponding to s(n) (lu(n)l = 1). Then all solutions of (2) are 
oscillatory if and only if 
(Aou(CL u(r)> + f exP(-<rj)(Aju((), u(t)) -C 5 
j= I 
(11) 
for every solution < of 
jg, rj exp(-arj) I (Aju(a), u(a)>1 = 1. (12) 
Equation (12) always has a solution which may not be unique, as in the 
scalar case discussed in [l J. In fact, consider the equation 
i(t)=AIx(t-r,)+A*x(t-rT2), 
where 
A,=[ -; -41, AI=[ -; -;I, ci>O. 
Then s,(n) = [ - 3(exp( --Jr,) + exp( -k,)) + d(;l)L’2]/2, where 6(J) = 
(exp( -Rr,)-exp( -lr,))2+4a2(exp( -Lr,)+exp( -Jrz))‘. 
Assume 0 < rl < r2. Notice that if a = 0, s,(O) is not a simple eigenvalue. 
We have 
so(A) = 1 
gl(a) = -(2exp(-Ar,)+exp(-Lr,)) if 160 
g*(n) = -(exp(-Ir,)+2exp(-Lr,)) if L 20. 
Observe that so(l) is not differentiable at ,I = 0. Choose the delays in a 
manner such that (d/dA) gI(n) - 1 =0 has a solution 1, < 0 and 
(d/dI) gZ(12) - 1 = 0 has a zero I, > 0 (both zeros are unique since g, and 
g, are concave). When a goes to zero, ds,(l)/dL tends uniformly to 
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dg,(n)/dJ on any interval [/II, /I*] (/I,, p2<O) and to dg,(l)/dA on any 
interval [yl, y2] (ri, y2 > 0). Then, for every pair of neighbourhoods Ni of 
li, i= 1,2, there exists a 6 > 0 such that when 0 <a -C 6, the equation 
ds,(l)/dL - 1 = 0 has a solution on each Ni. This means that for a small 
enough, ds,(l)/dl - 1 = 0 has two zeros X, < 0 and 1, > 0 with X, near A, 
and X, near 2,. A third zero will exist necessarily between X, and X,. 
3. OSCILLATIONS IN NONAUTONOMOUS RFDE 
Here we shall consider the nonautonomous linear retarded functional 
differential equation 
i(t)=jO Cddt, @I x(1+ Q, (13) 
-r(t) 
where x(t) E R”. The following assumptions will be made for r(t) and 
s(t9 0 
(Al) r:lR++R+ is a bounded continuous function; 
(A2) with t-,=supr(t), q: R, x [I-ro,O] -, W’“(tj(t, tl)=(q,(t, e)), 
i, k = 1, . . . . n) is an n-by-n matrix-valued function of bounded variation 
in 8, for each tER+, such that q(t, 0)=0 for -r,60% -r(t) 
and jO,,,,[d,q(t, fI)] x(t + 0) is continuous in t E [w, for each 
XEC([-ro,O];W). 
Solutions of ( 13) will be assumed to be defined on [ - ro, + co). 
Remarks 7. Under the conditions above, any solution of (13) is 
obviously continuously differentiable on Iw + . 
8. It is not necessary to assume r(t) bounded. It is enough that 
lim r--r +,(t-r(t))= +m. 
THEOREM 8. Suppose that (Al) and (A2) are satisfied. If 
(A3) there exists a positive vector u = (u,, . . . . u,)~, ui> 0, i= 1, . . . . n, 
and a positive real-valued function q(t, 0) defined in Iw + x [ -ro, 01, non- 
increasing in 8 for each t E [w + , q( t, 0) = 0 for - r. < 8 < -r(t), such that 
uiC?ii(t3 02) - ?ii(C m + i 4 l?v(t, e,)- qii(t, e,)l 
j=l 
J#i 
G -cdt, 0,) - 40, mui (14) 
for every -to < 8, Q 8, < 0 and i = 1, . . . . n; 
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(A4) q(t, 0) is continuous in t E R! + and 
lim inf 
l--t += s 
’ q(2,O) dt > l/e; (15) I-r(f) 
then all solutions of (13) are oscillatory. 
Proof Suppose that (13) has a nonoscillatory solution x(t). Then there 
exists a t, 2 0 such that I:= r lx,(t)1 > 0 and sgn x,(t) = sgn xI( to) for 
t z t, - rO. Make ei = sgn xi(t,) and consider the functions vi(t) = Ixi(t)l = 
e,x,(t), i = 1, . . . . n. For i = 1, . . . . n, y;(t) is continuously differentiable and 
?ji(t)=J”o ,(t) Yilt + O) dflVii(t3 O) 
+ i fOri,, Yjtt + 0) doCe;ej?ij(t, 011 i= I 
) ic‘r 
(16) 
for every t 2 to. 
Take z(t) = (u, y(t)) for t 3 to - ro. We have that z(t) is continuously 
differentiable on [to - ro, + cc [ and (16) implies that 
i(t)= i (1” Yitt + e, dO C”i?iAf5 O)l I=, -r(t) 
+ 2 fp,,,, Yjft + O) dO[“ieiejVij(B)l j= I 
ifi 
for t 2 to. Using the definition of the Stieltjes integral and (14), one can 
easily see that 
2(t) G -ic, j”,,,, .Yilt + O) dOC”iq(t3 e)l = -j” z(t + O) dOq(t9 O) (17) 
-r(t) 
for t2to. Since z(t)>O, for t>to-ro, A(t) = -i(t)/z(t) is a well-defined 
continuous function on [to - ro, + co [. Moreover, ,I( t) is nonnegative on [to, +co[ and 
0 
I 
z(t) = z. exp - A(T)dT 9 
> 
t2 to-ro, 
to ~ ‘0 
where z. = z( to - ro). From (17), we obtain 
(18) 
since for each t, q(t, 0) is nonincreasing in 8. 
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By [4, Lemma 2.11, we have O<fi=lim inf,, +ao J:-.(,,A(r) dz< co and 
(18) implies that 
/I > lim inf 
I- +m s 
I 
4Cc 0) ew 
f-r(t) ( 
js A(z) dz ds 
3 ~ r(s) ) 
Thus 
s t /3 2 e/I lim inf qb, 0) 4 f+ too f-r(t) 
which is in contradiction with (15). Hence system (13) cannot have any 
nonoscillatory solution. This achieves the proof. 
Let us consider the one-delay nonautonomous linear differential- 
difference system 
i(t)=A(t)x(t-r(t)), (19) 
where x(t) E IV, A: R + + R” ‘” is continuous, and I: R + + R + is con- 
tinuous and bounded. This corresponds to (13) having ~(t, 0) = 
A(t) H(0 + r(t)), with H(t) as in Section 1. 
The following corollary is an immediate consequence of the theorem. 
COROLLARY 4. If there exists a positive vector u = (u,, . . . . u,,)~ and a 
cotinuous positive real-valued function p(t) defined in Iw + such that 
aJt)u,+ i la,(t)1 ui 
j=l 
j#i 
G -P(t)uj, t > 0, j = 1, . . . . n 
and 
’ lim inf s ~(7) dz > l/e, t- +m r-r(r) 
(20) 
(21) 
then all solutions of (19) are oscillatory. 
Remark 9. For the scalar case of (19), this corollary gives some well- 
known results proved, by se of specific scalar techniques, in [S, 9, 121. 
In order to illustrate the relationship between the results just obtained 
and those of Section 2, for the autonomous case, let us consider Eq. (6), 
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with A essentially nonnegative. By Corollary 4 we can conclude that all 
solutions of (6) do oscillate if there exists a vector u > 0 and a real number 
p > l/(er) such that Au < -pu. On the other hand, for every p > 0, pZ+ A 
is also essentially nonnegative and one easily sees that s(A) < -p if and 
only if Re a( - (pZ+ A)) c (0, + cc )-that is, if - (pZ+ A) is an M-matrix 
(see [2, p. 136)). Thus s(A) < -p if and only if there exists a vector u > 0 
such that Au < -pu. 
This way, applying Corollary 4 to Eq. (6) for A essentially nonnegative, 
we arrive to the “if part” of Theorem 6 and the arguments above show that 
condition (7) of Corollary 2 is, in such a case, equivalent to 
Au < -( l/(er))u for some vector 24 > 0. (22) 
This seems to show that for nonautonomous equations, (20) and (21) are 
good extensions relative to the autonomous case. 
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