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Integer zeros of binary Krawtchouk polynomials occur in various problems of
classical combinatorics. We present some of these properties and generalise them
to q-Krawtchouk polynomials. We also give a survey of what is known about these
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1. INTRODUCTION
Let q nN be nonnegative integers with q ≥ 2. The q-ary Krawtchouk
polynomials KnXqN are given by the explicit formula
KnXqN =
n∑
j=0
−1jq− 1n−j
(
N −X
n− j
)(
X
j
)
 (1.1)
where (
X
j
)
=
 XX − 1 · · · X − j + 1j! for j ≥ 1,1 for j = 0.
When q = 2, these polynomials are called binary Krawtchouk polynomials.
We ﬁrst give some basic properties of the q-Krawtchouk polynomials,
without proof. The reader may refer to [11, 13] for details. From their
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generating function
∞∑
n=0
KnXqNzn = 1− zX1+ q− 1zN−X
we deduce the recurrence relation
n+ 1Kn+1 = n+ q− 1N − n − qXKn − q− 1N − n+ 1Kn−1
and the initial values K0XqN = 1, K1XqN = Nq− 1 − qX. This
three-term recurrence relation is closely related to the orthogonality prop-
erty of the q-Krawtchouk polynomials:
N∑
i=0
q− 1i
(
N
i
)
Kni qNKmi qN =
{ 0 if n 	= m,
qNq− 1n
(
N
n
)
if n = m.
The q-Krawtchouk polynomials enjoy several symmetry properties:
q− 1k
(
N
k
)
Knk qN = q− 1n
(
N
n
)
Kkn qN
for k ∈ ,
Knk qN = −1N+n+kq− 1n−kKN−nN − k qN
for k ∈ 1    N, and
KnX 2N = −1nKnN −X 2N
Krawtchouk polynomials occur in many ﬁelds of mathematics, from prob-
ability to coding theory, where their various properties lead to important
applications. We shall only study problems involving their integer zeros. In
[10], Krasikov and Litsyn presented a list of topics related to the integer
zeros of binary Krawtchouk polynomials. The purpose of this paper is to
extend these motivations to q-Krawtchouk polynomials. We shall ﬁrst sur-
vey what is known about the integer roots of q-Krawtchouk polynomials.
In Section 3 we shall study Radon transforms on /qN and link them
to the nonexistence of an integer root for q-Krawtchouk polynomials. This
nonexistence problem also arises in graph theory and we shall discuss it
in Section 4. The existence of an noninteger root, and more generally the
number of integer roots, is also of special interest in coding theory and we
shall study it in Section 5.
In many of these problems, we shall also need Lloyd’s polynomials, which
are deﬁned from Krawtchouk polynomials by
LnXqN =
n∑
m=0
KmXqN (1.2)
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Note that the roots of Lloyd polynomials are closely related to those of
Krawtchouk polynomials. We indeed know [13] that
LnXqN = KnX − 1 qN − 1 (1.3)
So any statement about the zeros of LnXqN may be reformulated in
terms of zeros of Krawtchouk polynomials.
2. ZEROS OF q-KRAWTCHOUK POLYNOMIALS
Since the q-Krawtchouk polynomials are orthogonal polynomials, all their
zeros are simple and lie in the interval 0N. For a ﬁxed q we shall refer
to a zero as a triple of integers n xN such that Knx qN = 0. The
symmetry properties stated in Section 1 provide new triples from a given
one.
More precisely, when q = 2 the set of these triples is closed under
the action of the group of order eight generated by the two involutions
n xN ↔ x nN and n xN ↔ nN − xN. Since the cases n =
0 1 2 3 and n = N/2 (N even) are easy [1], we may therefore assume that
4 ≤ n ≤ x < N/2 (2.1)
When q = 3, the group acting on the zeros is of order four, and generated
by the two involutions n xN ↔ x nN and n xN ↔ N − nN −
xN. Since the cases n = 0 1 2 are also known [1], we may assume that
3 ≤ n ≤ x ≤ N − n (2.2)
When the conditions (2.1)–(2.2) are fulﬁlled, the zeros are called nontrivial.
Let us ﬁrst review what we know in the binary case for a ﬁxed n.
When n = 4, Diaconis and Graham [4] gave the following list of nontriv-
ial zeros and conjectured it to be complete: xN ∈ 7 17 30 66
715 1521 7476 15043. This conjecture was proved independently by
Mignotte and Petho˝ [14], and by Stroeker and de Weger [16]. When n = 5,
Krasikov and Litsyn [10] found a list of zeros: xN ∈ 3 17 14 36
22 67 28 67 133 289 5292 10882. Hanrot [7] added the zero
24013 48324 to this list and showed that this new list was complete. The
cases n = 6 7 were solved by Stroeker and de Weger [17]. For n = 6 they
found the list of nontrivial zeros xN ∈ 11 25 31 67 155 345;
for n = 7, only there exists only one nontrivial zero, xN = 496 1029.
When n is closed to N/2, Habsieger and Stanton [6] also gave complete lists
of solutions. More precisely they solved the cases N − 2n ∈ 1 2 3 4 5 6
and N − 2n = 8, x odd.
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For a general q and a ﬁxed n, much less is known. Habsieger and
Stanton [6] studied the zeros of K3XqN and gave three inﬁnite
families of roots,
x = q− 122q+ 32q2 − 5q+ 3/27
N = 2q+ 32q4 − 7q3 + 8q2 − 12q+ 18/27
if q ≡ 3 4 6 7 mod 9,
x = 22q+ 1q2 − q− 34q2 − 10q+ 3/27
N = 2q2q+ 14q3 − 10q2 − 9q+ 27/27
if q ≡ 3 4 6 7 mod 9,
x = q− 3q+ 22q− 52q2 + q+ 3/108
N = 2q2 + q+ 32q3 − 5q2 − 12q+ 36/108
if q ≡ 3 6 7 15 22 30 31 34 mod 36. Hanrot [8] also gave complete lists
of zeros of K4XqN for q ≤ 20.
Let us now review what is known about the number of integer roots of
the Krawtchouk polynomials. Let NqnN denote the number of integer
roots of KnXqN. Krasikov and Litsyn [10] proved that
N2nN ≤

5n− 13
8
+ logN
log 2
+ log n
4 log 2
for n even
5n− 10
8
+ logN
log 2
+ log n
4 log 2
for n odd
for N even, and
N2nN ≤

4n+ 8
7
+ 6 logN
7 log 2
+ 2 log n
7 log 2
for n even
4n− 6
7
+ 6 logN
7 log 2
+ 2 log n
7 log 2
for n odd
for N odd. Habsieger [5] improved these bounds for n large by showing
that
NqnN ≤
n
q
(
1+ 3
√
qq− 1 logN
2n log q
)
when q is a prime and n ≥ qq − 1 logN/ log q. When n is much larger
(growing faster than
√
N), Krasikov and Litsyn [10] found a better bound
in the binary case:
N2nN ≤
3
2
2n− 1N − n+ 21/3
All these results are really weak. Indeed the expected optimal bounds are
given by the following conjecture [10].
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Conjecture 1. For n < N/2 we have
N2nN ≤
{ 3 if n is odd,
4 if n is even.
Let us mention another conjecture which arises in graph theory [12].
Conjecture 2. The only integer roots of Km2X 2m
2 are 2m2 − 2,
and m2/2, for m ≡ 2 mod 4.
These conjectures suggest it should not be too difﬁcult to prove the exis-
tence of a noninteger root. This existence result is still open but much more
is known. Hong [9] showed the existence of a noninteger root for nonbi-
nary Krawtchouk polynomials of degree greater than 2. In the binary case
we distinguish four cases, according to the parities of n and N . When both
n and N are odd, this is easy: N/2 is a trivial noninteger root. When n is
even, Habsieger [5] proved the existence of a noninteger root for n ≥ 344
if N is even, and for n ≥ 4 if N is odd. The case n odd and N even seems
the most difﬁcult one. Only particular cases were solved by Krasikov and
Litsyn [10]: there is a noninteger root when n ≡ 3 mod 4 and N ≡ 0 mod 4,
and when n ≡ 5 mod 8 and N ≡ 0 mod 8.
3. FOURIER TRANSFORMS AND
q-KRAWTCHOUK POLYNOMIALS
Let q and N be two positive ﬁxed integers. Let H = /qN denote the
Hamming space, with origin O. For x = x1     xN and y = y1     yN
in H, the Hamming distance between x and y is deﬁned by
dx y = i ∈ 1    N xi 	= yi
and the scalar product of x and y taken modulo q is
x · y =
N∑
i=1
xiyi
Note that dx y = dOx − y = suppx − y, where suppx is the set
of indices for which x has a nonzero coordinate.
For f  H → , the Fourier transform of f is the function fˆ  H → 
deﬁned by
fˆ x = ∑
y∈H
ωx·yf y
where ω = exp2iπ/q. One easily checks the inversion formula
f x = q−N ∑
y∈H
ωx·y fˆ −y (3.1)
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For f g H → , deﬁne the convolution product of f and g by
f ∗ gx = ∑
y∈H
f ygx− y (3.2)
As usual we have the fundamental property
f̂ ∗ g = fˆ gˆ (3.3)
Let n be an integer from 0    N. For x ∈ H, the sphere of center
x and radius n is Sx n = y ∈ H dx y = n; the ball of center x
and radius n is Bx n = y ∈ H dx y ≤ n. Let χn and χ′n denote the
characteristic functions of SOn and BOn, respectively. Let us compute
χ̂n and χ̂′n.
For x in H put k = dOx. For y ∈ H deﬁne Iy = suppx ∩ suppy,
Jy = suppy \ Iy , and iy = Iy . We have
χ̂nx =
∑
y∈H
ωx·yχny =
∑
y∈SOn
ωx·y
= ∑
I⊂ suppx J∩ suppx=
I∪ J=n
∑
y∈H
Iy=I Jy=J
ωx·y
= ∑
I⊂ suppx J∩ suppx=
I∪ J=n
−1Iq− 1J
since
q−1∑
u=1
ωuv =
{−1 if v 	= 0,
q− 1 if v = 0. (3.4)
This gives
χ̂nx =
infk n∑
j=0
∑
I⊂suppx J∩suppx=
I=j J=n−j
−1jq− 1n−j
=
infk n∑
j=0
−1jq− 1n−j
(
k
j
)(
N − k
n− j
)
= Knk qN
by (1.1). Since χ′n =
∑n
m=0 χn, we ﬁnd χ̂
′
n =
∑n
m=0 χ̂m. We then use (1.2)–
(1.3) to complete the proof of the following lemma.
Lemma 1. For x ∈ H with dOx = k, we have χ̂nx = Knk qN
and χ̂′nx = Knk− 1 qN − 1.
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Diaconis and Graham [4] applied this result to study the invertibility of
the Radon transform on /2N associated to SOn. Their approach
easily extends to H. For any nonempty subset X of H, deﬁne the Radon
transform TX as follows: for f  H →  and u ∈ H, put
TXf u =
∑
v∈u+X
f v
where u+X = u+ x x ∈ X. The Radon transform TXf  may be inter-
preted as the convolution product of f by the characteristic function of X.
By (3.1)–(3.2) it will be invertible if and only if the Fourier transform of this
characteristic function does not vanish on H. From Lemma 1 and the local-
isation of the zeros of q-Krawtchouk polynomials, we deduce the following
theorem.
Theorem 1. The Radon transform TSOn is invertible if and only if the
Krawtchouk polynomial KnXqN has no integer roots. The Radon trans-
form TBOn is invertible if and only if the Lloyd polynomial KnXqN − 1
has no integer roots.
4. APPLICATIONS TO GRAPH THEORY
Stanley [15] studied the following problem. LetG be a graph with vertices
v1     vN . Let Gi be the graph obtained by removing all edges vi vk
and inserting all nonedges vi vk. One can repeat this process, and the
result does not depend on the order of the switching; it deﬁnes GI for
any subset I of 1    N. The n-switching deck [12] is the multiset of
unlabeled graphs DnG = GI  I = n. Stanley [15] proved that G may
be reconstructible from DnG if KnX 2N has no even roots.
The binary Hamming space acts by switching on a given graph G, by
identifying a subset I of 1    N with a vector x of the binary Hamming
space (deﬁne the set of nonzero coordinates of x to be I). This action
becomes clearer when one considers a graph as a subset SG of 2 =
/2N2: associate to each nonzero coordinate i of x the subset Si of 2
consisting of edges incident to i, and deﬁne SGI = SG +
∑
i∈I Si. Using this
approach, the action looks like a Radon transform and may be extended to
the q-case.
Put q = /q
N
2; a vector of q will be encoded by the 2-subsets of
1    N. For i ∈ 1    N, let Si be the element of q deﬁned by
S
i
j k =
{
0 if i /∈ j k,
1 if i ∈ j k.
For x = x1     xN ∈ H, let Sx =
∑N
i=1 xiS
i. For ϕ q →  and S ∈
q, put TnϕS =
∑
x∈SOn ϕS + Sx. As in the previous section, the
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operator Tn may be interpreted as a convolution product of ϕ and χ¯n,
the characteristic function of Sx x ∈ SOn. It will be invertible if the
Fourier transform of χ¯n does not vanish on q. Let us compute it; we ﬁnd
χ¯nS =
∑
U∈q
ωS·Uχ¯nU =
∑
x∈SOn
ωS·Sx 
For S ∈ q, the degree of S at i is degiS = S · Si, and the support of S
is the set suppS = i ∈ 1    N degiS 	= 0. We apply (3.4) to get
as before
χ¯nS =
∑
I⊂suppS J∩ suppS=
I∪ J=n
−1Iq− 1J = KnsuppS qN
Thus we obtain the following theorem.
Theorem 2. If KnXqN has no integer roots, the transformation Tn is
invertible.
When q = 2, Stanley [15] got the more precise condition.
Theorem 3. If KnXqN has no even integer roots, the transformation
Tn is invertible.
Indeed, when q = 2, the degree is either 0 mod 2 or 1 mod 2. Thus the
quantity suppS represents the number of odd degrees. Since the sum of
the degrees is even (it equals 2dO S), the only possible roots are even.
When q is larger, such a result does seem to hold in full generality.
5. APPLICATIONS TO CODING THEORY
Let C be a subset of the Hamming space H. The covering radius of C is
the minimum integer R such that
H = ⋃
c∈C
BcR
Let χC denote the characteristic function of C. The covering condition may
also be expressed as
∀x ∈ H χ′R ∗ χCx ≥ 1
A basic concept in coding theory is the notion of perfect code. A perfect
code (with radius R) is a subset C of H such that H is the disjoint union
of the Hamming balls of radius R. It also means that we have
∀x ∈ H χ′R ∗ χCx = 1 = χHx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This deﬁnition has a natural generalisation. For µ a positive integer, a
multiple µ-covering of radius n is a (multi)set C such that every point
of the Hamming space belongs to exactly µ balls of radius n centered at
points of C. Note that the radius n of a µ-covering generally differs from
its covering radius R when µ ≥ 2. Extending by linearity the notion of
characteristic function to multisets, we get the equivalent formulation
χ′n ∗ χC = µχH (5.1)
The problem is to decide whether such coverings exist or not. We shall
give a necessary condition on zeros of Krawtchouk polynomials, which is
often called a Lloyd theorem. More precisely we shall compare the number
NqnN − 1 to the covering radius R. Our proof has been inspired by [2].
Applying the Fourier transform to (5.1) and using (3.3), we get
χ̂′nχ̂C = µχ̂H = µqNχO
For x ∈ SOk, we therefore have
Lnk qNχ̂Cx =
{
0 if x 	= O,
µqN if x = O. (5.2)
Deﬁne J as the set of positive integers j such that there exists x ∈ SO j
with χ̂Cx 	= 0. Let
AX = µq
N
C
∏
j∈J
(
1− X
j
)
be the annihilator polynomial of C. For x ∈ SOk, we also ﬁnd
Akχ̂Cx =
{
0 if x 	= O,
µqN if x = O. (5.3)
Let I denote the set of integer roots of LnXqN. By (5.2) and (1.3)
we have NqnN − 1 = I ≥ J. Let us assume I < R and let us choose
a point x0 which is at distance R from C. We now expand AX in the
basis of Krawtchouk polynomials:
AX = ∑
0≤m≤J
amKmXqN
Then (5.3) may be written as
µχ̂H =
̂( ∑
0≤m≤J
amχm
)
χ̂C = ̂∑
x∈BO J
∑
c∈C
adxOχx ∗ χc
Inverting the Fourier transform gives
µχH =
∑
x∈BO J
∑
c∈C
adxOχx ∗ χc =
∑
x∈BO J
∑
c∈C
adxOχx+c
436 laurent habsieger
Applying this last equality to x0 leads to the contradiction µ = 0. Thus we
showed the following theorem. Note that we do not need q to be a prime
power, a condition that is often required.
Theorem 4. NqnN − 1 ≥ R.
This proof can easily adapted to perfect weighted coverings [3]. Let m =
m0    mn a n+ 1-uple of nonnegative rational numbers, with mn 	= 0.
A perfect m-covering is a (multi)set C such that ∑ni=0miχi ∗ χC = χH .
We get a similar statement involving the number of roots of the generalised
Lloyd polynomial
∑n
i=0miKiXqN.
Simple enumerative arguments give
qN ≤ C
R∑
m=0
q− 1m
(
N
m
)
= µq
N∑n
m=0q− 1m
(
N
m
) R∑
m=0
q− 1m
(
N
m
)
 (5.4)
Let us deﬁne
R0 = inf
{
r ∈ 
n∑
m=0
q− 1m
(
N
m
)
≤ µ
r∑
m=0
q− 1m
(
N
m
)}

Note that R0 only depends on the parameters µ q nN. Moreover, for
any code C, we have R ≥ R0 by (5.4). We deduce the following corollary.
Corollary 1. If NqnN − 1 < R0, there is no perfect µ-fold covering
of radius n in H.
When µ = 1, we have n = R. We therefore get this other corollary.
Corollary 2. If KnXqN − 1 has a noninteger root, there is no per-
fect code of radius n in H.
This condition is quite powerful but does not allow us to completely
classify parameters of perfect codes. In the binary case, it was overcome
using extra conditions, and all the parameters of perfect binary codes are
known [18]. For q ≥ 3, the classiﬁcation has not been achieved, although
Hong’s result [9] reduces the quest to codes with covering radius one or two.
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