The demand for broad yet specific network services is an urgent one, and as both local and long-distance networks proliferate, the need for better connections between these disparate systems is becoming critical.
Emergence of networking. Rapid advances in technology, coupled with the development of local network architectures and protocols, led to the implementation of multiple mini/microcomputer-based workstations. The workstations are tied together by a physical communications medium and supported by protocols for network access and for message transmission and reception. Initially, the terminal was the focal point of activity, accessing hosts in a resource-sharing network such as Arpanet or using a long-distance communications network such as AT&T for connection to a remote computer. Now, the emphasis has shifted to complete, self-contained local networks that access long-distance networks to communicate with other networks and, at the same time, provide communication among the local-network workstations. Thus, contemporary network services feature both inter-local and intra-local network communications (see Figure 2) . As far as the long-distance network is concerned, the entire local network looks and functions like a single terminal. Indeed, this is an interconnection design goal.
Interconnection issues
Local and long-distance networks have significant differences that must be addressed when planning and designing networks consisting of one or more local networks interconnected by one or more long-distance networks.
The differences between local and long-distance networks, summarized in Table 1 , lead to major interconnection issues: * How should a local network be physically attached to a long-distance network? * How should one local network access and communicate with another local network? * To what extent should protocol and network architecture standards used in one network be used in another network? * How is the difference in bandwidth, as it affects acknowledgment handling and flow control, to be resolved? * How is the difference in delay time, as it affects user response time, to be reconciled? * How should network addressing capability be provided? (A single local network can, of course, have a simpler address structure than a long-distance network, but communication among multiple local networks is the most difficult addressing problem of all.)
Decisions regarding these interconnection issues must be made before, not after, the networks are implemented. A variety of situations and factors can affect the type of interconnection provided. Sometimes the networks already exist and their specifications are known-for example, when an existing local network is connected to an existing long-distance network to communicate with other local networks. In other situations, however, one or more of the networks must still be specified. A common design problem involves developing specifications for nonexistent local networks that are to communicate via one or more existing long-distance networks.
Thus, the properties of the long-distance network(s) are usually given and part of the local network design problem involves the specification of the interface for connecting the two types of networks. For the designer, this situation presents both a challenge and an opportunity: a challenge because few user organizationsother than communications carriers or the Department of Defense-can control the characteristics designed into long-distance networks; an opportunity because the designer can influence the effectiveness of both intralocal and inter-local communication by the approach he uses to specify the network interface.
In designing the interface, the following important principle applies:
The more a local network is designed to increase the effectiveness of intra-local network communication, the more the cost of the interface to a long-distance network increases and the more the effectiveness of interlocal network communication decreases.
This principle is an outgrowth of the significant differences in the characteristics that distinguish local and long-distance networks (Table 1 ). These differences lead to a high-cost, complex interface if each type of network is tailored to the particular needs of its user communities. On the other hand, if the local network is designed to achieve compatibility with a long-distance network, the cost of the interface falls, but local-network throughput and response time suffer. The usual way of resolving this trade-off is to lean heavily in the direction of maximizing local network effectiveness, at the expense of interface cost, because the interface represents a one-time cost while the local network must provide effective service for its users over the lifetime of the network. A number of situations could motivate user interest in the network access approach. Frequently, the motivation is convenience; the service needed-say, for example, an X.25-compatible network-might simply be readily available. Another possibility is that the user's objective is limited. He might not be interested in obtaining computer-based services such as database management, financial forecasting, or engineering computation; perhaps he only wants the services of a transmission medium for providing connectivity to other users. Then, the need is for a communications facility whose primary function is the transport of data. A data communications carrier is frequently the long-distance network that provides this level of service. A third possibility is that the user's terminal equipment is only compatible with certain networks, so the ability to provide interconnection at the lowest physical level outweighs other considerations.
Ordinarily, the network access approach is used when both the local networks and the long-distance network already exist. Since network characteristics cannot be created or modified, the user's options are limited, and he must be content with a low-cost network that is hardware-compatible with his local networks. Network services. High-level user services can be obtained with the network services approach to interconnection. Some services, such as database management, could be related to the application and presentation layers of the ISO model; others, such as a high-level com-munication service like electronic mail, could be related to the transport and network layers.
Obviously, any interconnection approach involves connections between local networks and a long-distance network and thereby provides inter-local network access. However, in contrast to the first approach, the network services approach stresses obtaining specific network services for the user organization, and the details of physical and electrical interfacing, while important, become secondary issues. Necessarily, this approach emphasizes compatibility between local networks and a longdistance network at the higher level layers of the ISO model.
What conditions motivate a user to consider this approach? One situation is when the long-distance network provides a data management or processing service that is not available in the local networks. Often only a largescale network (e.g., Arpanet) has the host hardware and software capable of providing a desired service. A second situation arises when a high-level, inter-local network communication service is desired. For example, the user organization may want to tie its local networks together, or connect to other organizations' local networks to provide remote interactive processing involving session control and sequenced, error-free message delivery. Typically, this type of service would be obtained from a longdistance network that provides a virtual circuit service. Since the objective is to obtain a specific type of network service, naturally the long-distance network is an existing one. However, the local networks may or may not exist. If they do, protocol conversion will probably be required at the interface between the local networks and the longdistance network. If they don't exist and if ease of interfacing is a primary objective, the desired service may prompt the local network designer to attempt maximum compatibility with the layers and protocols of the longdistance network.
In general, a data communication network is appropriate for the network access approach, but a resourcesharing or value-added network is germane to the network services approach.
Protocol functions. The third method of achieving interconnection provides one set of protocol functions for the local network and another set for the long-distance network, where some functions, or corresponding network layers, are common to both networks. When crossing network boundaries, a transition or "conversion" is made between protocols. The boundary points are typically implemented in hardware with gateways (an interface between two networks) and front-end processors.
This method is used when the user's primary objective is to optimize local network communication, by using only those layers and protocols necessary for local network operation, while also providing communication between local networks via the long-distance network. Although the user will not be indifferent to physical access and network services, the dominant objective is to marry two diverse types of networks, which are inherently incompatible, and still retain the effectiveness of each.
Protocol conversion is necessary to achieve this objective. The degree of conversion is a function of the differences between the layers and protocols in the two types of networks.
When would a user organization be able to capitalize on this approach? The most likely situation is when the local networks have not been implemented and the user has the opportunity to influence both intra-local network and inter-local network effectiveness by virtue of the protocol functions provided in the local networks; the long-distance network may or may not have been implemented (i.e., it may also be in the planning or development stage). Regardless of the status of the long-distance network, the user organization would, in most instances, have negligible influence over the design of the longdistance network due to the size and dominant position of the long-distance network organization.
In some cases, one protocol can be translated into another. In others, protocols can be held in common among the communicating parties.
This approach is seldom viable when the local networks exist; the likely degree of protocol conversion required, in terms of message format, message size, acknowledgment method, naming, addressing, error control, etc., would make it infeasible.
Comparison of approaches
As stated by Cerf and Kirstein,4 the common objective of all interconnection methods is to allow all subscribers a means of accessing a host on any of the interconnected networks. They go on to declare that achieving this objective requires that data produced at a source in one network be delivered and correctly interpreted at the destination(s) in another network. This reduces to providing interprocess communication across network boundaries. In some cases, it is enough to translate one protocol into another. In others, protocols can be held in common among the communicating parties.
The efficiency of achieving this objective depends on which approach is utilized. It is not necessary to implement all ISO layers in the local network to achieve effective intra-local network communication, nor is implementation necessary to connect to a long-distance network. However, the number, types, and characteristics of the layers utilized determine the efficiency of interlocal network communication (i.e., communication over the long-distance network).
The network access approach certainly achieves physical access to hosts, but the interconnection does not provide access to all the services available in the longdistance network. This approach does not fully achieve the requirement of delivering data from the source and having it correctly interpreted at the destination, because complete compatibility between local network protocols and long-distance network protocols may not be possible. For example, it might achieve a datagram service, which requires only the first three ISO layers, but might not be able to realize virtual circuit service, which requires use of the transport layer.
The network services approach does, on the other hand, completely satisfy the requirement regarding data delivery and interpretation, but not necessarily efficiently. In this approach, it may be necessary to adopt inefficient local network protocols to achieve compatiblity with the long-distance network. This is the case if the protocols are held in common among the communicating parties, where the "communicating parties" are the local network and the long-distance network. In general, no matter which approach is utilized, the owner of the local network is responsible for designing the interface and arranging the connection with the owner of the long-distance network, using the specifications of that network as a guide. This work will take place over an extended period of time, and involves development, design, implementation, and maintenance. The three approaches are summarized and compared in Table 2 .
Examples of interconnection approaches
Network access. Rybczynski5 provides an example of the network access approach to interconnection vis-a-vis the X.25 interface standard. X.25 is a standard deviceindependent interface between X.25-compatible packet networks and user devices operating in the packet mode. The interface point occurs between the user's data terminal equipment, or DTE, and the d4ta communications equipment, or DCE, of an X.25 packet switching network (e.g., GTE-Telenet). Although the DTE is often thought of as an individual terminal or host, it could just as well be a front-end processor of a local network. The DCE could be a modem associated with the communication channel of an X.25 packet-switching node. Multiple local networks connected in this fashion would provide inter-local network communication and the services offered by the X.25 long-distance network. The interface between the DTE and DCE occurs at the first three layers of the ISO model, as shown in Figure 4 .
The characteristics of these layers* are as follows:
Physical layer * full duplex, * point-to-point, and * synchronous.
Data link layer * data link control procedures compatible with the high-level data, link control (HDLC) protocol, * single data links, * data transfer, * link synchronization, * detection of and recovery from errors, and * reporting of errors to a higher layer.
Network layer * packetizing of user and control data, * network addressing, and * multiple virtual circuits. From a practical standpoint the user organization must provide the appropriate hardware and software in ' The X.25 designations for the ISO network and data link layers are its network access unit (e.g., a front-end processor) in the physical, data link, and network layers to be compatible with X.25. This means, for example, providing software to implement HDLC in the data link layer and an RS-232-C hardware interface in the physical layer.
This approach to interconnection emphasizes physical access and the use of the long-distance network as a communications medium for the exchange of messages between local networks. The interconnected local networks must adopt the standards of the long-distance network and install the lower level protocols (e.g., physical, data link, and network layers of X.25) of the long-distance network. This will be beneficial or detrimental for the operation of the local networks, depending on whether the protocol characteristics (acknowledgement, addressing, etc.) enhance or degrade the performance of the local networks. Since this approach only addresses the lower level protocols, the user must provide the upper layer protocols. Also, since network performance is primarily a function of upper-layer characteristics, achievable performance will be uncertain. The major advantage of this approach is its low cost, since the required protocol software exists for many computers. DDN, the defense data network, illustrates the limitations of the network access approach, specifically with regard to X.25. Although using X.25 is not currently a DDN requirement, it may be added to permit communication with network nodes in the NATO community.6
The switching nodes used in the DDN (BBN Model C/30s) are designed to be compatible with X.25 in all three layers. However, layer 3 of X.25, the network layer, is not compatible with the layer-3 host-IMP protocol used to support communication between a local network and the DDN. Without the installation of a gateway (i.e., the protocol functions approach), it will not be possible for hosts in the DDN to communicate with hosts in NATO. Thus, although X.25 protocol software exists in DDN, offering the potential for a low-cost interconnection, no local network can presently connect to DDN using X.25 protocols; it would not be compatible with all the DDN protocols. Achieving this compatibility would require a protocol converter for translation between the host-IMP and X.25 network layer protocols. It is one thing for users to tolerate an occasional lost packet but quite different to forego sequential delivery.
A datagram service is useful in certain applications where no higher layers are necessary to complete the job of message delivery and where all the data to carry out a function can be contained in a single packet for example, transaction processing such as a file update, where each update represents an independent action, and narrative message transmission, where each message can be considered an independent entity. In some applications-digitized voice, for example a datagram service is used primarily because of its speed.
Most practical applications of datagram services require the transport layer to sequence datagrams for delivery to a host process. It is one thing for all the data in a packet to be self-contained (e.g., a Fortran compile command) or to tolerate an occasional lost packet (e.g., digitized voice) but quite different, from the standpoint of the user's operation, to forego sequential delivery; the user wants a Fortran compile done next or the parts of a voice conversation to reach the listener in sequence. (1) For the most part, vendor protocols are incompatible across different manufacturers' equipment. (2) However, the DDN must allow for various vendor protocols because many DoD user communities, using a great variety of vendor hardware and software, must be accommodated in the DDN.
(3) Although the Arpanet architecture and protocols, on which the DDN is based, provide many of the capabilities desired for the DDN, they are not completely compatible with the various vendor protocols.
(4) X.25 has been adopted by manufacturers but has not been implemented in the DDN.
Cerf and Lyons8 point out that, although X.25 is a network access standard for connecting to packetswitched networks, it has the following deficiencies relative to its use in the DDN:
(1) Although datagram service is part of the standard, it has not been implemented in any network. The datagram mode is essential to real-time military applications, such as tactical operations and packet voice.
(2) The availability of only virtual circuit service in X.25, with its required sequencing, introduces intolerable delays in certain real-time applications.
In many applications, total data integrity is not essential, but minimum delay is mandatory. Certan military applications require a broadcast mode, which is not compatible with sequenced delivery in a virtual circuit.
Given the diversity of network characteristics, the network services strategy may be good for inter-local network operations but not for intra-local network performance.
Thu.s, the DoD is faced with a dilemma: compatibility with X.25 is important because many vendors and communications carriers have adopted it, but X.25 does not fully meet DoD's requirements. The DoD's response to this problem is fourfold8:
(1) The Internet protocol9 has been developed for the DDN and is now operational on Arpanet. IP provides a datagram service for those applications which require fast, nonsequenced delivery and addressing and routing capabilities for transmission of datagrams across multiple networks.
(2) The Transmission Control Protocol9 has been developed for the DDN and is now operational on the Arpanet. Using the services of IP, and the additional capabilities of sequenced delivery, flow control, and end-to-end acknowledgment, TCP provides a virtual circuit service for applications that require interactive terminal to remote host processing. From the above, it can be seen that achieving interconnection among diverse networks can verv likely involve a combination of approaches: network access (e.g., X.25), network services (e.g., datagram and virtual circuit), and political and standards activity (e.g., ISO).
The important factor in the network services approach to interconnection is obtaining services available in the long-distance network for the user organization's local networks. Given the diversity of network characteristics, this strategy may be good for inter-local network operations but not for intra-local network performance. Two major objectives led to the development of SPLICE: first, the increased need for the use of interactive database processing to replace the current batchoriented system; second, the need to standardize the current multitude of interfaces. To reduce total system cost, SPLICE will be developed using a standard set of minicomputer hardware and software. Standardization is particularly important because SPLICE will be implemented at some 60 geographical locations, each having a different mix of application and terminal requirements. The SPLICE processors will be co-located with the host Burroughs system at each Navy stock point and with Burroughs and Univac systems at the inventory control points. A "foreground-background'" concept will be implemented with SPLICE minicomputers, which will serve as front-end processors for the Burroughs systems via a local area network interface. The Burroughs computers will provide background processing functions for large file processing and report generation.
The SPLICE projectt0 has the following characteristics:
* intra-local area network communication, * inter-LAN communication over the long-distance DDN, * conflicting requirements-LAN vs. long-distance network-for communication, * mandated communications protocols, required for compatibility purposes, that have little relevance to LAN communication, * local and remote interactive and batch processing, and * off-loading of certain processing (e.g., database management) from mainframes to minicomputers.
The network configuration ( Figure 5) shows the integration of the three interconnection methods-network access, network services, and protocol functions. Network access is achieved via the hardware of the frontend processor in conjunction with the access line and the host-IMP protocol, a network access protocol used in the Arpanet and adapted to the DDN. Basic network services consist of a virtual circuit service for interactive processing and other operations that require reliable, sequenced end-to-end message delivery, plus a datagram service for operations which involve the transmission of independent messages (e.g., the sending of a message in the electronic mail system). The datagram service, implemented in the internet protocol (IP) and operating in the network layer, * supports the transmission control protocol (TCP), operating in the transport layer, to provide a virtual circuit service. The datagram service is used to obtain efficient bandwidth utilization and flexibile message routing. This flexibility is achieved because the messages can be transmitted as independent packets without being constrained to follow a single path and to follow one another in sequence. The TCP sequences the messages 'Some authors classify this as an eighth layer-the internet layersituated between the transport and network layers.
and provides reliable end-to-end delivery. The protocol functions approach provides only those protocols in the local area network that are needed to support this type of communications environment. Due to the great differences between local and long-distance network characteristics, protocol requirements differ significantly. This point is illustrated in Table 3 , which delineates differences in the utilization of ISO layers and protocols in LAN and DDN communication.
Sending and receiving messages on the DDN will use all seven layers of the ISO model, as shown in Table 3 .
The LAN has no need for the services normally provided by the transport and network layers, because routing, switching, and traditional flow control and congestion control services are unnecessary. The presentation layer, implemented in the terminal management module, will accept data from the application process and convert it to LAN format. Conversely, it will accept messages in LAN format and convert them to the appropriate application process format. To simplify the LAN design, the following message formats are used:
(1) TCP format will be provided to the DDN by the NC module (see Figure 5 ) whenever communication on the DDN is necessary. A much simpler format will be used for intra-LAN communication.
(2) End-to-end virtual circuit connections and breaking of complete messages into fragments, services normally provided by the transport layer, will be implemented in each of the LAN modules. "Endto-end" in this context refers to the logical communication linkage between two modules separated by a relatively short distance; in some cases the two modules could be in the same hardware unit.
To maximize compatibility and minimize software development, the protocols in the two networks are selected to match as closely as possible, consistent with satisfying the requirements of vastly different communications environments (e.g., routing in the DDN and no routing in the LAN).
The protocol functions approach is used where the inter-local network services and performance provided by the long-distance network (e.g., combination of virtual circuit and datagram services) are satisfactory. It is also used where optimization of intra-local network performance is desired. This is accomplished by using only those layers and protocols that are compatible with and can take advantage of the characteristics of local networks (e.g., single message acknowledgment made possible by high bandwidth). Of 
