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91. Introduction
1.1. Background
In the last 70 years, hyperbolic Cauchy problems like
Dmt u =
m−1∑
j=0
( ∑
|γ|=m−j
am−j, γ(t, x)DjtDγx +
∑
|γ|≤m−j−1
bm−j, γ(t, x)DjtDγx
)
u,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(1.1.1)
have been studied extensively under different assumptions on the order of the equation m, the
behavior and regularity of the coefficients am−j, γ , bm−j, γ and the function spaces of the initial
data gk. One of the main points of interest has been to understand under which conditions
and in which spaces problems like (1.1.1) are well-posed. Let us begin by briefly recalling the
long history of linear, hyperbolic Cauchy problems from the point of view of well-posedness.
1.1.1. Strictly hyperbolic Cauchy problems
The notion of well-posedness was introduced by [31] and entails the existence, uniqueness
and continuous dependence of a solution u on the initial data gk. Concerning the existence,
[55, 65] established that it is necessary for the existence of a solution to assume that (1.1.1)
is hyperbolic. However, even before the necessity of the hyperbolicity was proved, there
were well-posedness results. It was shown by [28] that there exists a solution of the strictly
hyperbolic Cauchy problem which is C∞ in t and x if the coefficients and the data are C∞.
Similarly, [64] proved the existence of a solution which is analytic in t and x, if we assume
that the coefficients and the data are analytic. With these results in mind, it seems natural
to investigate what happens, if we allow less regular coefficients. Specifically, in the work
[29] the problem was posed to study the well-posedness of hyperbolic Cauchy problems with
coefficients that may be discontinuous in t.
In order to answer the above question, many authors considered second order Cauchy
problems like 
∂2t u−
n∑
j, k=1
aj, k(t, x)∂xj∂xku = 0, (t, x) ∈ [0, T ]× Rn,
u(0, x) = g1(x), ∂tu(0, x) = g2(x),
(1.1.2)
or Cauchy problems in divergence form like
∂2t u−
n∑
j, k=1
∂xj
(
aj, k(t, x)∂xku
)
= 0, (t, x) ∈ [0, T ]× Rn,
u(0, x) = g1(x), ∂tu(0, x) = g2(x).
(1.1.3)
One of the first results was provided by [37, 39, 66]. There, the authors consider second order
equations like (1.1.2) in [0, T ]×R under the assumption that the coefficients aj, k are Lipschitz
in t and L∞ in x. They proved that the Cauchy problem has a unique (weak) solution in
L∞([0, T ]; H1) for any initial data g1 ∈ H1 and g2 ∈ L2.
If we are interested in classical solutions or solutions that have more regularity in x, then
we can improve the results of [28, 64] in some sense: if we want the solution to Cauchy problem
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(1.1.2) to be C∞ or analytic only in x, then it is sufficient to assume that the coefficients are
C∞ or analytic only in x and Lipschitz in t.
What happens if the coefficients are less regular than Lipschitz in t? Well, there is no
straightforward answer to this question, since there are different approaches to describe the
non-Lipschitz behavior of the coefficients.
Globally low regular coefficients
One approach is to assume that the coefficients are globally (on [0, T ]) less regular than
Lipschitz. In that case, in general, a strictly hyperbolic Cauchy problem is not well-posed in
C∞ or H∞. Usually, one has to compensate for the low regularity of the coefficients in time
by assuming higher regularity in x of the data and the solution. In the work [16] this fact was
proved for Cauchy problems like (1.1.3) with coefficients only depending on t. The authors
obtained that Cauchy problem (1.1.3) is well-posed
• in Sobolev spaces Hν0 for any ν ∈ R, if the coefficients are Lipschitz continuous;
• in C∞0 , if the coefficients are Log-Lipschitz continuous;
• in Gevrey spaces Gs with 1 ≤ s < 11−α , if the coefficients are Hölder continuous of order
α ∈ (0, 1).
Notably, the authors also constructed a counterexample to show that, generally, even for C∞
data and C∞ regularity of the coefficients in x, the problem may not have solutions in the
space of distributions if the coefficients are less regular than Lipschitz in t.
The results of [16] for Hölder continuous coefficients were extended by [68] and [47] to
cover the case of (t, x)-dependent coefficients. In order to get well-posedness in these cases, it
is sufficient to assume that the coefficients belong to a Gevrey class Gs in x with 1 ≤ s < 11−α ,
where α ∈ (0, 1) is the Hölder exponent.
Looking at the counterexample of [16], we might ask ourselves what we need to assume
in order to still have C∞ well-posedness. An answer to this question was given by [23] for
Cauchy problems like (1.1.3) with coefficients that are Log-Lipschitz in time and C∞ in space
(with some additional L∞ conditions). They proved well-posedness in Sobolev spaces and
established the Log-Lipschitz regularity as the natural threshold beyond which no Sobolev or
C∞ well-posedness could be expected. In the case of Log-Lipschitz continuous coefficients,
the authors of [23] observed a phenomenon we call loss of derivatives. Taking g1 ∈ Hν and
g2 ∈ Hν−1, they essentially obtain for Log-Lipschitz continuous coefficients that the solution
u satisfies
u(t, ·) ∈ Hν−αt, ut(t, ·) ∈ Hν−1−αt, α > 0.
More precisely, they proved that the solution satisfies the energy inequality
‖u(t, ·)‖H1−ϑ−αt + ‖ut(t, ·)‖H−ϑ−αt ≤ C0
(
‖g1(·)‖H1−ϑ + ‖g2(·)‖H−ϑ
)
,
where ϑ > 0 is given and α > 0 depends on ϑ and the norm of the coefficients.
Similar observations were made in [11–13] for strictly hyperbolic pseudodifferential
systems and equations of general order m. The author considered coefficients depending on t
and x and obtained similar results in this more general setting. More precisely, considering a
strictly hyperbolic, m-th order (pseudodifferential) equation it was proved that
• the Cauchy problem is well-posed in Sobolev spaces with a finite loss of derivatives, if
the coefficients are Log-Lipschitz continuous in t and B∞ in x;
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• the Cauchy problem is well-posed in Gevrey spaces Gs with an infinite loss of derivatives,
if the coefficients are Hölder continuous (with exponent α) in t and belong to the Gevrey
class Gs with 1 ≤ s < 11−α .
Concerning the loss of derivatives, the question was asked whether the loss of derivatives
actually occurs and how it is linked to the regularity of the coefficients in t. For Cauchy
problems like (1.1.2) the work [14] provides a classification, linking the loss of derivatives to
the regularity of the coefficients with respect to time. The authors discovered that, generally,
if the coefficients are
• Lipschitz in t, then there is no loss of derivatives and we have well-posedness in C∞, H∞;
• less regular than Lipschitz but more regular than Log-Lipschitz, then there is an
arbitrarily small loss of derivatives and we have well-posedness in C∞, H∞;
• Log-Lipschitz continuous in t, then there is a finite loss of derivatives and we have
well-posedness in Hν ;
• Log-Lipschitz continuous in t, then the loss of derivatives really occurs.
Looking at the results of this section, we conclude that, generally, we are able to obtain
well-posedness in some function (or distribution) space even if the coefficients are less regular
than Lipschitz in t. Table 1.1 provides a summary of some of the results presented in this
section.
Tab. 1.1. Overview of some well-posedness results for strictly hyperbolic Cauchy problems of general
order m.
t-regularity of the coefficients x-regularity of
the coefficients
well-posedness
Lipschitz continuous B∞ well-posed in C∞, H∞ with no loss of
derivatives
less regular than Lipschitz, more
regular than Log-Lipschitz
B∞ well-posed in C∞, H∞ with an arbitrarily
small loss of derivatives
Log-Lipschitz continuous B∞ well-posed in Hν for any ν ∈ R with a finite
loss of derivatives
Hölder continuous with exponent
α ∈ (0, 1)
Gevrey space
Gs
well-posed in Gevrey spaces Gs if
1 ≤ s < 11−α with an infinite loss of
derivatives
Notably, all results that follow this first approach have in common that, in general,
there appears a loss of derivatives when the coefficients are less regular than Lipschitz in t.
Control of oscillations
Another approach to describe the non-Lipschitz behavior of the coefficients with respect to
time goes back to [21]. The basic idea of this approach is to allow the coefficients to be
more regular than Lipschitz almost everywhere and assume that the coefficients have a “bad”
behavior at certain points. Applying their approach to (1.1.2) with coefficients only depending
on t, yields C∞ well-posedness if all coefficients satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C1(0, T ], |a′j, k(t)| ≤ Ct−1 for t ∈ (0, T ].
We can think of the assumption on the first derivatives of the coefficients as condition to
control their oscillating behavior. It is shown in [21], that we cannot allow much stronger
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oscillations and still have C∞ well-posedness. More precisely, the authors constructed a
counterexample showing that the Cauchy problem is not well-posed in C∞, if we assume that
the coefficients are bounded and satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C1(0, T ], |a′j, k(t)| ≤ Ct−q for t ∈ (0, T ],
for q > 1. In that case, they show well-posedness in Gevrey spaces Gs, with 1 ≤ s < qq−1 .
In general, also that approach comes with a loss of derivatives. However, the C[0, T ] ∩
C1(0, T ] regularity of the coefficients in t is not sufficient to give a precise knowledge of the
loss of derivatives.
If we assume that the coefficients are more regular, for example aj, k ∈ C[0, T ]∩C2(0, T ],
then we are able to link the loss of derivatives to the control of oscillations. This was done
in [22, 34]. Not only were the authors able to describe the loss of derivatives more precisely,
they were also able to allow slightly stronger oscillations. To be precise, they assumed that
all coefficients satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C2(0, T ], |a(q)j, k(t)| ≤ Cq
(1
t
log
(1
t
))q
, q = 1, 2 for t ∈ (0, T ],
and proved well-posedness in C∞.
A precise characterization of oscillations and the related loss of derivatives is introduced
in [77]. The author assumes that all coefficients satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C2(0, T ], |a(q)j, k(t)| ≤ C
(
t−1
(
log
(
t−1
))γ)q
, (1.1.4)
for t ∈ (0, T ], q = 1, 2 and states that the coefficients aj, k oscillate very slowly, slowly, fast or
very fast, if γ = 0, γ ∈ (0, 1), γ = 1 or if (1.1.4) is not satisfied for γ = 1, respectively. Using
this characterization, it is proved that
• for γ = 0, there is no loss of derivatives;
• for γ ∈ (0, 1), there is an arbitrarily small loss of derivatives;
• for γ = 1, there is a finite loss of derivatives;
• for γ > 1, there is an infinite loss of derivatives.
The paper [35] answers the question whether it is possible to lower the C2 regularity of
the coefficients but still keep the characterization of oscillations and its connection to the loss
of derivatives. The authors prove that instead of working with C2 regularity in (1.1.4), it is
sufficient to assume a suitable C1, β−1 regularity, β ∈ (1, 2], and still keep or adapt the results
and characterization provided by [77].
In [51] the authors provide a general theory that combines oscillation conditions like
(1.1.4) with global (on [0, T ]) regularity assumptions on the coefficients. More precisely, they
use functions µ and η to describe the global regularity on [0, T ] and a function % to describe
the regularity of the coefficients on (0, T ]. With this approach the authors are able to obtain
well-posedness in spaces that depend on the choice of µ, and they are also able to describe
the precise loss of derivatives.
Coefficients low-regular in x
So far we have mainly presented results concerning coefficients that are low-regular in t. What
happens if the coefficients are low-regular in x as well?
In [23] the authors consider Cauchy problem (1.1.3) with coefficients that are Log-
Lipschitz continuous in t and x. They obtain a local (in time) energy estimate with a finite
loss of derivatives and initial data in g1 ∈ H1−ν and g2 ∈ H−ν for ν ∈ (0, 14).
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More recently, the idea appeared to use Zygmund spaces to describe the regularity
of the coefficients. In the paper [83], the coefficients (only depending on t) are assumed to
satisfy an integral Log-Zygmund condition, which yields well-posedness in H∞ with no loss of
derivatives.
Following this approach, [17] and later [20] consider Cauchy problem (1.1.3) with
coefficients having Log-Zygmund regularity in t and Log-Lipschitz regularity in x. Again, the
authors obtain local in time well-posedness in H∞.
Employing parameter dependent paradifferential calculus, the authors of [18] are able
to obtain a global well-posedness result with no loss of derivatives. They consider a Cauchy
problem like (1.1.3) and assume that the coefficients have Zygmund regularity in t and x. In
that case, they prove an energy estimate in Hν ×Hν−1 for ν = 12 .
1.1.2. Weakly hyperbolic Cauchy problems
Let us now turn to weakly hyperbolic equations. There, the situation is completely different.
For strictly hyperbolic equations it is sufficient to assume that the coefficients are sufficiently
regular in t (e.g. C∞) to obtain C∞ well-posedness. In the weakly hyperbolic case this is not
true. In general there is no C∞ well-posedness even if the coefficients are C∞ with respect to
t.
In [24], considering the Cauchy problem
utt − a(t)uxx = 0, (t, x) ∈ [0, T ]× R,
u(0, x) = g1(x), ut(0, x) = g2(x),
(1.1.5)
a counterexample is constructed. This example shows that for any T > 0 there exits a
coefficient a ∈ C∞([0, ∞)) and C∞ data g1 and g2, such that the solution belongs to
C∞([0, T ); C∞(R)) but not to C([0, T ]; D′(R)). The coefficient a(t) is positive for any t < T ,
oscillates for t→ T − 0 and is identically zero if t ≥ T .
Without any additional conditions on the coefficients, one usually has to work in Gevrey
spaces Gs. The order s of the Gevrey space depends on the order of the equation or the
maximal multiplicity of the characteristic roots. For an equation of order m one has to assume
that 1 ≤ s < mm−1 ; or if κ is the maximal multiplicity of the characteristic roots, one has to
assume 1 ≤ s < κκ−1 , to obtain well-posedness in Gs (see e.g. [10, 41, 48, 81]).
In contrast to the strictly hyperbolic case, lower order terms influence the C∞ well-
posedness as well. For example, in [42, 43, 69] the authors consider the Cauchy problem for
the operator
L = D2t − t2lD2x − tkDx,
and prove well-posedness in C∞(R) for k ≥ l−1, and inGs(R) for 0 ≤ k < l−1 if 1 ≤ s < 2l−kl−1−k .
Conditions like these are called Levi-conditions. Levi conditions are introduced in [56] and
link the behavior of the coefficients of the lower order terms to the coefficients of the principal
part. The necessity of the above conditions is proved in [42].
There are different approaches to obtain C∞ well-posedness or to increase the upper
bound on the Gevrey index s. However, all results have in common that they have to provide
some sort of control of oscillations as well as some sort of control of the lower order terms.
Considering equations with no lower order terms similar to the equation in (1.1.5), the
authors of [26] employed a condition like
T∫
0
|a′(τ)|
a(τ) + εdτ ≤ C| log(ε)|, ε > 0,
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to restrict the influence of the oscillations.
Considering a second order Cauchy problem like (1.1.2) with no lower order terms,
another approach is used in [46]. There the author assumes that the there is a σ ≥ 1 such
that the mapping
ξ →
( n∑
j, k=1
aj, k(t, x)ξjξk
) 1
σ
,
is a continuous mapping from S = {ξ ∈ Rn; |ξ| = 1} into BV ([0, T ]; L∞). If the coefficients
belong to the Gevrey class Gs in x, then the Cauchy problem is well-posed in Gs for
1 ≤ s < 1 + σ2 . An interesting consequence of this result is, that the Cauchy problem is
well-posed in Gs for 1 ≤ s < 1 + k+α2 , if the coefficients belong to Ck, α in t.
A third approach makes use of shape functions. In [78] Cauchy problem (1.1.5) is
studied under the assumption that the coefficient a = a(t) can be written as
a(t) = λ(t)b(t),
where λ = λ(t) is a shape function satisfying
λ(t) ∈ C2([0, T ]), λ(0) = λ′(0) = 0, λ(t) > 0, λ′(t) ≥ 0 for all t > 0.
Typical examples of shape functions are
λ(t) = tl, l > m− 1, λ(t) = exp(−|t|−r), r > 0.
The function b = b(t) is used to describe oscillations.
The third approach has the advantage that it is (more or less) straightforward to include
Levi conditions to control the behavior of the lower order terms. The basic idea is to assume
that the equation would be strictly hyperbolic if λ(t) ≡ 1 and that other properties of the
coefficients are stored in b = b(t). In that way, we can separate the weak hyperbolicity from
the oscillations. The Levi condition is then formulated in terms of the shape function.
For example, in [40] the authors considered an operator
L = ∂2t −
n∑
j, k=1
aj, k(t)∂2xjxk︸ ︷︷ ︸
=a2(t, ∂x)
−
n∑
j=1
aj(t)∂xj︸ ︷︷ ︸
=a1(t, ∂x)
,
with coefficients in C1([0, T ]). The shape function λ ∈ C∞([0, T ]) is assumed to be such
that λ(0) = λ′(0) = 0 and λ(t), λ′(t) > 0, whenever t 6= 0. They define Λ(t) = ∫ t0 λ(r)dr and
assume that
λmΛ1−m ∈ C∞([0, T ]),
c0
λ(t)
Λ(t) ≤
λ′(t)
λ(t) ≤ c
λ(t)
Λ(t) , for all t ∈ (0, T ], c0 >
s
2(s− 1) ,
|λ(k)(t)| ≤ c
(
λ′(t)
λ(t)
)k−1
λ′(t), for all t ∈ (0, T ], k = 1, 2, . . . ,
where s ≥ 2 is fixed. Using the shape function, the authors assume that
(i) d0λ(t)2|ξ|2 ≤ a2(t, ξ) ≤ d1λ(t)2|ξ|2, (t, ξ) ∈ [0, T ]× Rn,
(ii) |∂ta2(t, ξ)| . λ(t)3Λ(t)−
s
s−1 |ξ|2, (t, ξ) ∈ (0, T ]× Rn,
(iii) max
j=1, ..., n
|∂kt aj(t)| . λ(t)2+kΛ(t)−
s
s−1 (1+k) for k = 0, 1 and t ∈ (0, T ],
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for some d0, d1 > 0. We see that the idea used in [78] is adapted in the way that the authors
of [40] do not assume that
aj, k(t) = λ(t)bj, k(t),
but instead assume (i). The Levi condition that describes how the terms of lower order
are related to the coefficients of the principal part is (iii). Using this approach, they prove
well-posedness of the Cauchy problem in the weighted spaces
L2s, ρ =
{
u ∈ L2 ; exp(ρ〈Dx〉 1s )u(x) ∈ L2
}
,
with an (in general) infinite loss of derivatives.
Shape functions may also be used when treating weakly hyperbolic Cauchy problems
with oscillations (see e.g. [5, 7, 78]) or even to consider problems where the characteristics
coincide with different speeds (see e.g. [49]).
1.2. Main goals and structure of the thesis
In the present thesis, we consider strictly and weakly hyperbolic Cauchy problems with
coefficients that are low-regular in time and space. The overall goal is to obtain global (in
time) well-posedness results.
We begin our investigations in Chapter 2 by considering equations of the form
Dmt u =
m−1∑
j=0
( ∑
|γ|=m−j
am−j, γ(t, x)DjtDγx +
∑
|γ|≤m−j−1
bm−j, γ(t, x)DjtDγx
)
u,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn.
(1.2.1)
We assume that the coefficients depend on t and x and that they are low-regular in t but
smooth in x.
As we discussed in Section 1.1.1, problems like this have been studied extensively in the
past. However, there are mainly four cases that have been considered:
• coefficients that are Lipschitz in t;
• coefficients that are less regular than Lipschitz but more regular than Log-Lipschitz in t;
• coefficients that are Log-Lipschitz in t;
• coefficients that are α-Hölder in t.
But what happens if the coefficients are, for example, less regular than Log-Lipschitz and
more regular than Hölder? In which spaces can we expect well-posedness in that case?
One of our goals is to understand the general relation between the regularity in t of
the coefficients and the spaces in which we can expect well-posedness. For that purpose, we
use a general modulus of continuity µ to describe the regularity of the coefficients in t. To
characterize the spaces of the initial data and the solution we use a weight function η. Our
goal is then to understand how µ and η are related to each other.
When we consider Cauchy problem (1.2.1) with coefficients having a general modulus of
continuity µ in t, a new problem appears. If the coefficients are α-Hölder continuous in t, it is
clear that we have well-posedness in Gevrey spaces Gs with 1 ≤ s < 11−α . In that case, the
coefficients have to belong to Gs in x (or be more regular) as well. But what happens if we
lower the regularity of the coefficients in t? What is the correct regularity of the coefficients
in x?
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Answering that question is the second goal of the Chapter 2. For that purpose, we
use weight sequences {Kp}p to describe the regularity of the coefficients in x and aim to
understand how {Kp}p is related to η and µ.
In short, in Chapter 2 we consider strictly hyperbolic Cauchy problems and derive
sufficient well-posedness conditions between the regularity of the coefficients, described by µ
and {Kp}p, and the spaces in which we can expect well-posedness, described by η.
In Chapter 3, we change our perspective and consider the weakly hyperbolic Cauchy
problem
Dmt u =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jam−j, γ(t, x)DγxD
j
tu+
∑
|γ|<m−j
bm−j, γ(t, x)DγxD
j
tu,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(1.2.2)
where λ = λ(t) is a shape function. Again, we assume that the coefficients are low-regular
in t but smooth in x. Following our experience from Chapter 2, we again use a modulus of
continuity µ, weight sequences {Kp}p and weight functions η to describe the regularity of the
coefficients and the data and solution spaces.
We know from our results in Chapter 2 how µ, {Kp}p and η are related to each other if
the problem is strictly hyperbolic. Our first goal in Chapter 3 is to understand how the low
regularity of the coefficients in t interacts with the weak hyperbolicity of the equation and
thereby may change the connection between µ, {Kp}p and η.
To model the influence of the weak hyperbolicity, we use shape functions and generalized
Gevrey-type Levi conditions. These generalized Gevrey-type Levi conditions depend on a
function q = q(Λ(t)). We know from previous research, that a classical Gevrey-type Levi
condition leads to a weight 〈ξ〉 1s in the energy estimates. The second goal of Chapter 3 is
to use the function q in the generalized Gevrey-type Levi condition to understand how, in
general, the resulting weight in the energy estimate is related to the Levi condition.
Finally, in Chapter 4 we turn our attention to hyperbolic Cauchy problems which have
coefficients that are low-regular in t as well as in x. In order to consider coefficients that are
low-regular in x, it is helpful to start with a problem that is well-posed in L2 with no loss of
derivatives. In our case, we consider the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
(1.2.3)
where we assume that the coefficients are globally less regular than Lipschitz but satisfy
additional local conditions to control oscillations. This approach is also used in [51]. We
generalize the method of [51] to equations of general order m and additionally assume that
the coefficients are low-regular in x. More precisely, we assume that the coefficients belong to
the Zygmund class Cs∗ with respect to x.
Definition 1.2.1. Let s > 0 and write s = [s]−+{s}+, where [s]− denotes the largest integer
strictly smaller than s and 0 < {s}+ ≤ 1. The Zygmund space Cs∗ consists of all functions
u ∈ C [s]− such that
‖u‖Cs∗ =
∑
|α|≤[s]−
‖Dαxu‖L∞ +
∑
|α|=[s]−
sup
x6=y
|Dαxu(x)− 2Dαxu(x+y2 ) +Dαxu(y)|
|x− y|{s}+ < +∞.
Our general goal is to make s as small as possible and still have global (in time) well-
posedness with no loss of derivatives. A part of this goal is to understand how the modulus of
continuity and the index s of the Zygmund class are related to each other.
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The thesis is concluded by a short summary and an outlook in Chapter 5. There, we
recall the main results of this present thesis, hint at open problems and provide conjectures
for some of them.
The appendix contains a short notation guide, an overview of some results about
hyperbolic polynomials, moduli of continuity, regularization and diagonalization techniques
and a brief summary of the pseudodifferential calculus used in this thesis.
Finally, we mention that most of the results presented in the present thesis are already
published or going to be published in [15, 58, 59].
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2. Strictly hyperbolic Cauchy problems with
coefficients low-regular in time but smooth
in space
In this chapter we consider a strictly hyperbolic Cauchy problem and investigate the connection
between the regularity of the coefficients in time and the required regularity in x of the solution,
the coefficients, the initial data and the right-hand side.
From previous research it is well-known that, usually, we have to compensate for lower
regularity in time by assuming higher regularity with respect to x (see Section 1.1.1). The
goal of this chapter is to explain how the regularity in t is linked to the regularity in x.
We begin by presenting our model Cauchy problem in Section 2.1, where we also discuss
the framework in which we want to work. There, the crucial point is that we assume that the
coefficients satisfy some generalized regularity assumptions, where we use moduli of continuity
to describe the regularity with respect to time and use weight sequences to describe the
behavior of the derivatives with respect to the spatial variables. We proceed by applying
our method to our model Cauchy problem in Section 2.2 and summarize our observations
in Section 2.3 by stating the main results of this chapter. Some remarks and explanations
as well as some examples can be found in Section 2.4. Finally, we conclude this chapter in
Section 2.5 with a short summary.
2.1. The model Cauchy problem
We consider the strictly hyperbolic Cauchy problemD
m
t u =
m−1∑
j=0
Am−j(t, x, Dx)Djtu+ f(t, x),
Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m,
(2.1.1)
where
Am−j(t, x, Dx) =
∑
|γ|=m−j
am−j,γ(t, x)Dγx +
∑
|γ|≤m−j−1
bm−j,γ(t, x)Dγx,
and Dt = 1i ∂t, Dγx =
(
1
i
)|γ|
∂γx .
Our final goal is to derive an energy estimate from which we can conclude the well-
posedness of the above Cauchy problem in suitable spaces. As a first step, however, let us
discuss how to measure and describe the regularity of the coefficients and fix the spaces of the
initial data and the inhomogeneity f .
2.1.1. Regularity of the coefficients with respect to time
We assume that the coefficients are low-regular in time. By this we mean, that all coefficients
are continuous but we use moduli of continuity to describe the regularity of all am−j,γ more
precisely. Let us begin by briefly reviewing some definitions and facts about moduli of
continuity. A more detailed account on that topic is given in Appendix B.2.
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Moduli of continuity are used to describe the regularity of a continuous function by
describing how the difference of two function values at different points tends to zero as the
two points approach each other.
Definition 2.1.1 (Modulus of continuity and µ continuity). Let µ : [0, 1]→ [0, 1] be
a continuous, concave and increasing function. Then µ is called a modulus of continuity if it
satisfies
µ(0) = 0.
A function f ∈ C belongs to Cµ = Cµ(Rn) if and only if
|f(x)− f(y)| ≤ Cµ(|x− y|),
for all x, y ∈ Rn, |x− y| ≤ 1 and some constant C.
It is clear, that the crucial point of a modulus of continuity is its behavior close to zero.
Therefore, it is sufficient to consider (or compare) moduli of continuity only on small intervals
[0, c] (see Remark B.2.4).
Well-known examples of spaces Cµ are the spaces of Lipschitz and Hölder continuous
functions. Table 2.1 provides an overview of some additional examples.
Tab. 2.1. Typical examples of moduli of continuity. The examples are ordered from most regular to
least regular. We denote the m-times applied logarithm by log[m].
modulus of continuity commonly called
µ(s) = s Lipschitz continuity
µ(s) = s
(
log
( 1
s
)
+ 1
)
Log-Lipschitz continuity
µ(s) = s
(
log
( 1
s
)
+ 1
)
log[m]
( 1
s
)
Log-Log[m]-Lip continuity
µ(s) = sα, α ∈ (0, 1) Hölder continuity
µ(s) =
(
log
( 1
s
)
+ 1
)−α
, α ∈ (0, ∞) Log−α continuity
As we have seen in Section 1.1.1, the Log-Lipschitz continuity appears to be a threshold
for a finite loss of derivatives. If the coefficients are Log-Lipschitz in t or more regular, then
previous research shows that there is at most a finite loss of derivatives. However, if the
coefficients are less regular than Log-Lipschitz, then we generally have to expect an infinite
loss of derivatives. It is for this reason, that we introduce the notion of weak and strong
moduli of continuity (compared to the Log-Lipschitz continuity).
Definition 2.1.2. We call a given modulus of continuity µ strong, if
lim
s→0+
µ(s)
s log(s−1) ≤ C,
i.e., functions belonging to Cµ are Log-Lipschitz continuous or more regular. Consequently, µ
is called a weak modulus of continuity, if
lim
s→0+
s log(s−1)
µ(s) = 0,
i.e., functions belonging to Cµ are less regular than Log-Lip.
Instead of imposing Lipschitz- or Hölder continuity, we assume that the coefficients of
the principal part are µ-continuous, where µ is a given but general modulus of continuity.
Since we use pseudodifferential calculus later on, it is useful to assume that all x-derivatives
of the coefficients are µ-continuous as well.
We fix these assumptions more rigorously by stating that
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(C1) the coefficients of the principal part am−j, γ = am−j, γ(t, x) satisfy
|Dβxam−j, γ(t, x)−Dβxam−j, γ(s, x)| ≤ Cβµ(|t− s|), (2.1.2)
for some constant Cβ > 0, all t, s ∈ [0, T ] with |t− s| < 1, all β ∈ Nn and uniformly for
x ∈ Rn, where µ is a modulus of continuity.
2.1.2. Regularity of the coefficients with respect to space
We consider coefficients that are smooth with respect to the spatial variables. Estimate (2.1.2)
already revealed that we assume that all spatial derivatives are bounded. In that way, we
ensure that the differential operators Am−j = Am−j(t, x, Dx) have symbols belonging to
C([0, T ]; Sm−j1, 0 ).
Additionally, we want the coefficients to be multipliers in the function space of the
solution u of our Cauchy problem. For instance, if we want well-posedness in Sobolev spaces,
then it is sufficient to assume that the coefficients belong to B∞ with respect to x. However,
if we are trying to prove well-posedness in Gevrey spaces, then B∞ is not sufficient. Instead,
we should assume that the coefficients belong to a Gevrey space with respect to x, as well.
In view of these considerations, we formulate our assumption on the regularity of the
coefficients in x by using a sequence of increasing, positive constants {Kp}p.
Definition 2.1.3. Let {Kp}p be a positive, increasing sequence of real numbers. We define
the space B∞K = B∞K (Rn) by
B∞K =
{
f ∈ C∞; sup
x∈Rn
|Dβxf(x)| ≤ CK|β| for all β ∈ Nn
}
.
By B∞ = B∞(Rn) we denote the space of all smooth functions that have bounded
derivatives.
We assume that
(C2) all coefficients belong to C([0, T ]; B∞K ), i.e., they belong to C([0, T ]; C∞) and we have
for all β ∈ Nn0
|Dβxam−j, γ(t, x)| ≤ CK|β|, for all j = 0, . . . , m− 1 and 0 ≤ |γ| ≤ m− j,
|Dβxbm−j, γ(t, x)| ≤ CK|β|, for all j = 0, . . . , m− 1 and 0 ≤ |γ| ≤ m− j − 1,
uniformly in x, for fixed t ∈ [0, T ] and some constant C > 0, where {Kp}p = {K|β|}β is
a sequence of increasing, positive constants.
Table 2.2 shows some examples of possible weight sequences and also comments on the
corresponding function spaces B∞K .
Tab. 2.2. Examples of possible weight sequences {Kp}p.
weight sequence regularity of the functions in B∞K
Kp = pτp
σ
, τ > 0, σ > 1 ultradifferentiable functions that are less regular than any
Gevrey function space with s > 1
Kp = (p+ 1)pps, s ≥ 1 Gevrey regularity with index s
Kp = ((p+1)(log(e+p))α)p, α > 0 very close to analytic functions
In the following sections, we will discuss how to choose a weight sequence {Kp}p in such
a way that the coefficients are multipliers in the function space of the solution. We will also
see how {Kp}p is connected to the modulus of continuity µ.
More details about weight sequences can be found in Appendix B.4.
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2.1.3. Data and solution spaces
To describe the regularity of the initial data, the right-hand side and the solution, we use the
spaces
Hνη, δ = Hνη, δ(Rn) = {u ∈ S ′; eδη(〈Dx〉)u ∈ Hν},
where ν ∈ R, δ > 0 and η is suitable increasing function.
We assume that
(C3) the initial data gk = gk(x) belongs to Hν+m−kη, δ1 for k = 1, · · · , m and
(C4) the right-hand side f = f(t, x) belongs to C([0, T ]; Hνη, δ2).
The definition of these spaces is motivated by formal application of our method. Let us
look at some examples to get a better feeling for these spaces.
We think of the function η as a weight function. The regularity of the functions in
a space Hνη, δ is to a large part determined by this η. Table 2.3 presents some examples of
potential choices of η and how we can think of the corresponding spaces Hνη, δ.
Tab. 2.3. Some examples of the function η and the spaces Hνη, δ.
weight function u ∈ Hνη, δ if remarks
η(〈Dx〉) = 1 eδu ∈ Hν coincides with Sobolev space
Hν
η(〈Dx〉) = log(log(〈Dx〉)) (log(〈Dx〉))δu ∈ Hν
η(〈Dx〉) = log(〈Dx〉) 〈Dx〉δu ∈ Hν coincides with Sobolev space
Hν+δ
η(〈Dx〉) = 〈Dx〉 1s , s > 1 exp
(
δ〈Dx〉 1s
)
u ∈ Hν Gevrey space Gs
η(〈Dx〉) = 〈Dx〉(log(〈Dx〉))κ , κ > 0 exp
(
δ
〈Dx〉
(log(〈Dx〉))κ
)
u ∈ Hν very close to the space of ana-
lytic functions
From the examples in Table 2.3 we can see that the real number ν describes the Sobolev
regularity of the spaces Hνη, δ. Depending on the choice of η, the value of ν influences the
regularity of Hνη, δ a lot (in the cases of embedding into Sobolev spaces) or not so much (in
the cases of spaces of ultradifferentiable functions).
The constant δ > 0 is also related to the regularity of the spaces Hνη, δ. From the above
examples, however, we can clearly see that there are cases where the value of δ does not
influence the regularity of Hνη, δ. Again, this behavior depends on our choice of η.
By formal application of our method, we expect that the solution u to the Cauchy
problem (2.1.1) belongs to the space
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
.
Depending on the modulus of continuity µ, we expect to see a loss of derivatives in some cases.
If a loss of derivatives occurs, we expect to see the values of δ1 and δ2 used for the spaces of
the initial data and right-hand side to be different from the value of δ that we obtain for our
solution.
A more detailed account of properties of function spaces defined by weight functions is
given in Appendix B.4.
2.1. The model Cauchy problem 23
2.1.4. Further assumptions
In the previous sections we discussed the regularity assumptions on the coefficients, the initial
data and the right-hand side. In this section, we state some further assumptions that are not
directly related to the coefficients, the Cauchy data and the right-hand side.
Let us begin by fixing that we are considering strictly hyperbolic Cauchy problems. We
assume that
(C5) the characteristic roots τk = τk(t, x, ξ), k = 1, . . . , m, of the principal part
Pm(t, x, τ, ξ) = τm −
m−1∑
j=0
∑
|γ|=m−j
am−j,γ(t, x)ξγτ j ,
are real when |ξ| 6= 0, numbered in such a way that
τ1(t, x, ξ) < τ2(t, x, ξ) < . . . < τm(t, x, ξ),
for all t ∈ [0, T ], x, ξ ∈ Rn, and simple in the sense that∣∣∣∣∂Pm(t, x, τ, ξ)∂τ
∣∣∣∣ ≥ C|ξ|m−1 if Pm(t, x, τ, ξ) = 0,
where C > 0 is some constant.
It is mostly for readability and convenience that we assume that
(C6) the modulus of continuity µ in (C1) can be written in the form
µ(s) = sω(s−1),
where ω = ω(s) is a non-decreasing, smooth function on [c, ∞], c > 0.
Since ω is supposed to be non-decreasing, it is clear that µ continuity is weaker or equivalent
to Lipschitz continuity. Since µ is a modulus of continuity, it follows that ω has to satisfy
ω(s) = o(s). Section 2.1.1 already featured some examples of moduli of continuity, however,
since the function ω appears rather often in the following sections, it may be beneficial to
have a clear idea of typical examples of ω. Table 2.4 again shows some well-known moduli of
continuity but also includes the newly introduced auxiliary function ω.
Tab. 2.4. Examples of the auxiliary function ω.
modulus of continuity auxiliary function ω(s) commonly called
µ(s) = s ω(s) = 1 Lipschitz continuity
µ(s) = s
(
log
( 1
s
)
+ 1
)
ω(s) = log(s) + 1 Log-Lipschitz continuity
µ(s) = s
(
log
( 1
s
)
+ 1
)
log[m]
( 1
s
)
ω(s) = (log(s) + 1) log[m](s) Log-Log[m]-Lip continuity
µ(s) = sα, α ∈ (0, 1) ω(s) = s1−α Hölder continuity
µ(s) =
(
log
( 1
s
)
+ 1
)−α
, α ∈ (0, ∞) ω(s) = s (log(s) + 1)−α Log−α continuity
In Section 2.1.3 we explained that we use the function η to define the solution spaces in
which we want to prove well-posedness. As stated above, η is not only related to modulus of
continuity µ of the coefficients in time but also to the weight sequence {Kp}p which describes
their regularity in x. The following condition specifies how η and {Kp}p are related to each
other. We assume that
24 2. Strictly hyperbolic Cauchy problems with coefficients low-regular in time but smooth in space
(C7) the function η and the sequence of constants {Kp}p satisfy
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0.
A detailed discussion of the meaning and implications of this assumption can be found in
Section 2.4.
Since we use pseudodifferential operators to treat our problem, it is useful to assume
that η and ω satisfy some symbol-like estimates. Therefore, we assume that
(C8) the functions η and ω are smooth and satisfy∣∣∣∣ dkdsk η(s)
∣∣∣∣ ≤ Cks−kη(s), ∣∣∣∣ dkdskω(s)
∣∣∣∣ ≤ Cks−kω(s),
for all k ∈ N and large s ∈ R+ and
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), ω〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉),
for all large ξ, ζ ∈ Rn.
2.2. Attacking the problem
In this section, we consider our model Cauchy problem (2.1.1) and derive an energy estimate
which gives well-posedness with respect to x in the spaces Hνη, δ.
Our first step is to introduce regularized characteristic roots λj which are smooth in
time. This is helpful, since we want to reduce Cauchy problem (2.1.1) to a Cauchy problem
for a system of first order (with respect to Dt) and perform one step of diagonalization. In
order to control the resulting lower order terms, we perform a change of variables, which
contains the loss of derivatives. Application of sharp Gårding’s inequality and Gronwall’s
Lemma yields an energy estimate which allows us to derive a Hν-Hν-estimate for the solution
of an auxiliary Cauchy problem. Returning to the solution u of the original Cauchy problem
(2.1.1) gives well-posedness with respect to x in Hνη, δ with a loss of derivatives that depends
on the modulus of continuity µ.
2.2.1. Regularization and symbol classes
We start our treatment of Cauchy problem (2.1.1) by regularizing the characteristic roots
τk = τk(t, x, ξ), k = 1, . . . , m, of the differential operator in (2.1.1). They are defined as the
solutions of the characteristic equation
τm −
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j = 0.
By assumption (C5) we know that the solutions τk = τk(t, x, ξ), k = 1, . . . , m, are real and
distinct for ξ 6= 0 and numbered in such a way that
τ1(t, x, ξ) < τ2(t, x, ξ) < . . . < τm(t, x, ξ).
In view of Proposition B.1.3, we also know that the characteristic roots of a strictly hyperbolic
operator have the same regularity in time and space as the coefficients, i.e.,
|Dβx(τk(t, x, ξ)− τk(s, x, ξ))| ≤ CK|β|µ(|t− s|),
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for |t − s| ≤ 1, all x ∈ Rn and fixed ξ ∈ Rn, where µ is the modulus of continuity given by
(C1) and {Kp}p = {K|β|}|β| is the weight sequence given by (C2). From Proposition B.1.2 we
conclude that the characteristic roots are of order one in ξ.
Since we want to perform one step of diagonalization, it is useful to approximate the
characteristic roots τk = τk(t, x, ξ), k = 1, . . . , m, by regularized roots which are smooth in
time.
Definition 2.2.1. Let ϕ ∈ C∞0 (R) be a given, even function satisfying
∫
R ϕ(s)ds = 1 and
ϕ(s) ≥ 0 for any s ∈ R with suppϕ ⊂ [−1, 1]. Let ε > 0 and set ϕε(s) = 1εϕ
(
s
ε
)
. Then, we
define for k = 1, . . . , m,
λk = λk(t, x, ξ) := (τk ∗(t) ϕε)(t, x, ξ).
We refer to the functions λk = λk(t, x, ξ), k = 1, . . . , m, as regularized or approximated
roots. If λk approximates τk, then we might ask the question: how precise is the approximation?
The answer to this question depends on the choice of the parameter ε and on the regularity of
τk in t. Straightforward calculations yield the following lemma which gives a more precise
answer to the above question.
Lemma 2.2.2. Let λk = λk(t, x, ξ) be the regularized roots as in Definition 2.2.1 and choose
ε = ε(ξ) = 〈ξ〉−1. Then, λk ∈ C([0, T ]; S11, 0) and there exist constants Cα > 0 such that the
inequalities
(i) |∂αξ Dβx∂jt λk(t, x, ξ)| ≤ CαK|β|〈ξ〉j+1−|α|µ(〈ξ〉−1) , j ≥ 1, k = 1, . . . , m,
(ii) |∂αξ Dβx(λk(t, x, ξ)− τk(t, x, ξ))| ≤ CαK|β|〈ξ〉1−|α|µ(〈ξ〉−1), k = 1, . . . , m, and
(iii) λj(t, x, ξ)− λk(t, x, ξ) ≥ C〈ξ〉, 1 ≤ k < j ≤ m,
are satisfied for all t ∈ [0, T ] and x, ξ ∈ Rn.
In the statement of this lemma we choose ε = 〈ξ〉−1. This choice is not arbitrary but rather
very important. A detailed discussion of why ε = 〈ξ〉−1 is the correct choice is given in
Remark 2.2.8 in Section 2.2.3. We provide a rigorous proof of Lemma 2.2.2 in Appendix B.3.
Remark 2.2.3. For convenience, we rewrite the above estimates using (C6) and observe that
(i) and (ii) in Lemma 2.2.2 are equivalent to
(i) |∂αξ Dβx∂jt λk(t, x, ξ)| ≤ CαK|β|〈ξ〉j−|α|ω(〈ξ〉) , j ≥ 1, k = 1, . . . , m, and
(ii) |∂αξ Dβx(λk(t, x, ξ)− τj(t, x, ξ))| ≤ CαK|β|〈ξ〉−|α|ω(〈ξ〉), k = 1, . . . , m.
We note that the regularized roots λk = λk(t, x, ξ), k = 1, . . . , m belong to the symbol
class C([0, T ]; S11, 0). However, looking at the estimates in Lemma 2.2.2 and Remark 2.2.3 we
see that the approximation error and estimates of the derivatives have an additional weight
ω(〈ξ〉) in the respective estimates. To account for this additional weight as precisely as possible,
we introduce the symbol classes Sm,ωρ, δ and the corresponding space of pseudodifferential
operators Ψm,ωρ, δ .
Definition 2.2.4. Letm, ρ, δ be real numbers with 0 ≤ δ < ρ ≤ 1. Let ω be a non-decreasing,
continuous function satisfying ω(s) = o(s). Then, we denote by Sm,ωρ, δ = Sm,ωρ, δ (Rn × Rn) the
set of all a ∈ C∞(Rn × Rn) such that for all multi-indices α, β the estimate
|Dβx∂αξ a(x, ξ)| ≤ Cα, β(1 + |ξ|)m−ρ|α|+δ|β|ω(〈ξ〉),
is valid for all x, ξ ∈ Rn and some constant Cα, β.
By Ψm,ωρ, δ we denote the set of associated pseudodifferential operators with symbols in
Sm,ωρ, δ .
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We note that we can use the standard pseudodifferential calculus for symbols in Sm,ωρ, δ , since
Sm,ωρ, δ ⊂ Sm+1ρ, δ . This is discussed in more detail in Appendix C.1.
With these preparations complete, let us proceed to reduce the original equation of
m-th order to a system of first order.
2.2.2. Factorization and reduction to a system of first order
Let us consider the differential operator
P (t, x, Dt, Dx) = Dmt −
m−1∑
j=0
[ ∑
|γ|=m−j
am−j,γ(t, x)DγxD
j
t +
∑
|γ|≤m−1−j
bm−j,γ(t, x)DγxD
j
t
]
.
Then, Cauchy problem (2.1.1) can be written asP (t, x, Dt, Dx)u = f(t, x),Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m. (2.2.1)
Our goal is to factorize the operator P = P (t, x, Dt, Dx) before we reduce the equation
to a system of first order. In that way, the principal part of the resulting system is already
almost diagonal. This simplifies the diagonalization procedure to some extend.
But what do we mean when we say that we want to factorize the operator P =
P (t, x, Dt, Dx)? Consider the operator P and observe that its principal symbol is
Pm(t, x, τ, ξ) = τm −
m−1∑
j=0
∑
|γ|+j=m
am−j,γ(t, x)ξγτ j ,
which can be rewritten as
Pm(t, x, τ, ξ) = (τ − τm(t, x, ξ)) · · · (τ − τ1(t, x, ξ)),
where τk = τk(t, x, ξ) are the characteristic roots of the principal part. The full symbol can
be written as
P (t, x, τ, ξ) = (τ − τm(t, x, ξ)) · · · (τ − τ1(t, x, ξ)) +
m−1∑
j=0
Rj(t, x, ξ)τ j , (2.2.2)
where
Rj(t, x, ξ) = −
∑
|γ|≤m−1−j
am−j,γ(t, x)ξγ ,
which satisfies the estimate
|∂αξ DβxRj(t, x, ξ)| ≤ Cα, β〈ξ〉m−1−j−|α|.
When we say that we are interested in a factorization of the operator P , we mean that
we look for a representation of P on the operator level which is similar to (2.2.2). Formally,
this leads to
P (t, x, Dt, Dx) = (Dt − τm(t, x, Dx)) · · · (Dt − τ1(t, x, Dx)) +
m−1∑
j=0
Rj(t, x, Dx)Djt , (2.2.3)
where the problem is that the operators τk = τk(t, x, Dx) are not differentiable with respect to t,
which means that the composition Dt ◦τk(t, x, Dx) may not be well-defined. A solution to this
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problem is to use the regularized roots λk = λk(t, x, Dx) in (2.2.3) instead of τk = τk(t, x, Dx).
This solution, however, comes at the price of increasing the order of the lower order terms.
How much their order is increased depends on the terms
|∂αξ Dβx(λk(t, x, ξ)− τk(t, x, ξ))|.
In view of Lemma 2.2.2 and Remark 2.2.3, we define the operator
P˜ (t, x, Dt, Dx) = (Dt − λm(t, x, Dx)) ◦ . . . ◦ (Dt − λ1(t, x, Dx)),
and observe that P˜ = P˜ (t, x, Dt, Dx) is a factorization of P = P (t, x, Dt, Dx) in the sense
that
P (t, x, Dt, Dx) = P˜ (t, x, Dt, Dx) +
m−1∑
j=0
Rj(t, x, Dx)Djt , (2.2.4)
where Rj = Rj(t, x, Dx) ∈ C([0, T ]; Ψm−1−j, ω1, 0 ), j = 1, . . . , m− 1. A rigorous proof of this
statement can be found in Appendix C.1, Proposition C.1.12.
Our next step is to transform the differential equation P (t, x, Dt, Dx)u(t, x) = f(t, x)
into a pseudodifferential system of first order. For this purpose, we consider P (t, x, Dt, Dx) as
given in (2.2.4) and introduce the change of variables U(t, x) = (u0(t, x), . . . , um−1(t, x))T ,
where
u0(t, x) = 〈Dx〉m−1v0(t, x), uj(t, x) = 〈Dx〉m−1−jvj ,
v0(t, x) = u(t, x), vj(t, x) = (Dt − λj(t, x, Dx))vj−1(t, x),
for j = 1, . . . , m − 1. By including the terms Dt − λj(t, x, Dx) (and not just Dt) in the
change of variables (i.e., also in the energy), the principal part of the operator of the resulting
system is already almost diagonal. More precisely, we have the following lemma.
Lemma 2.2.5. Using the above change of variables U(t, x) = (u0(t, x), . . . , um−1(t, x))T ,
we have that Cauchy problem (2.2.1) is equivalent to
DtU(t, x)−A(t, x, Dx)U(t, x) +B(t, x, Dx)U(t, x) = (0, . . . 0, f(t, x))T , (2.2.5)
where
a = A(t, x, Dx) =

λ1(t, x, Dx) 〈Dx〉 0 . . . 0
0 . . . . . .
...
... . . . . . . 0
... . . . 〈Dx〉
0 . . . . . . 0 λm(t, x, Dx)

,
and B = B(t, x, Dx) = {bi,j(t, x, Dx)}1≤i, j≤m is the matrix of lower order terms which
satisfies
bi,j(t, x, Dx) = 0
for i = 1, . . . , m− 1 and j = 1, . . . , m, and
|∂αξ Dβxbm,j(t, x, ξ)| ≤ Cα, β〈ξ〉−|α|ω(〈ξ〉), (2.2.6)
for i = m and j = 1, . . . , m.
Proof. The representation of A = A(t, x, Dx) follows directly from the change of variables
and composition results for pseudodifferential operators. Similarly, we obtain that
bi,j(t, x, Dx) = 0
28 2. Strictly hyperbolic Cauchy problems with coefficients low-regular in time but smooth in space
for i = 1, . . . , m− 1 and j = 1, . . . , m.
Computing the exact values of each bm, j = bm, j(t, x, Dx) and deriving estimate (2.2.6)
can be done iteratively. Looking at the last line of B(t, x, Dx)U(t, x), we find that
bm,1u0 + . . .+ bm,mum−1 = R0u+R1Dtu+ . . .+Rm−1Dm−1t u,
where bm,j = bm,j(t, x, Dx), uj = uj(t, x) and Rj = Rj(t, x, Dx). Finding the representation
of each Djtu(t, x) in terms of the new variables uj yields the representation of each bm,j
iteratively. Starting with u0 = 〈Dx〉m−1u, we have that u = 〈Dx〉−m+1u0. Thus, we are able
to account for the term R0(t, x, Dx)u by setting
b
(1)
m,1 = R0 ◦ 〈Dx〉−m+1.
Since Rj ∈ C([0, T ]; Ψm−1−j, ω1, 0 ), j = 1, . . . , m− 1, it is clear that
|∂αξ Dβxb(1)m,1(t, x, ξ)| ≤ Cα, β〈ξ〉−|α|ω(〈ξ〉).
In the same way we find that
Dtu = 〈Dx〉−m+2u1 + λ1 ◦ 〈Dx〉−m+1u0,
where λ1 = λ1(t, x, Dx). Hence, we set
b
(2)
m, 1 = b
(1)
m,1 +R1 ◦ λ1〈Dx〉−m+1 and b(2)m, 2 = R1 ◦ 〈Dx〉−m+2,
where again
|∂αξ Dβxb(2)m,j(t, x, ξ)| ≤ Cα, β〈ξ〉−|α|ω(〈ξ〉), j = 1, 2.
Similarly we obtain
D2t u = 〈Dx〉−m+3u2 + (λ1 + λ2) ◦ 〈Dx〉−m+2u1 + ((Dtλ1) + λ1 ◦ λ1) ◦ 〈Dx〉−m+1u0,
where λj = λj(t, x, Dx), j = 1, 2. We set
b
(3)
m, 1 = b
(2)
m,1 +R2 ◦ ((Dtλ1) + λ1 ◦ λ1) ◦ 〈Dx〉−m+1,
b
(3)
m, 2 = b
(2)
m, 2 +R2 ◦ (λ1 + λ2) ◦ 〈Dx〉−m+2 and
b
(3)
m, 3 = R2 ◦ 〈Dx〉−m+3,
where again
|∂αξ Dβxb(3)m,j(t, x, ξ)| ≤ Cα, β〈ξ〉−|α|ω(〈ξ〉), j = 1, 2, 3.
Continuing in this way and setting bm, j = bm, j(t, x, Dx) = b(m)m, j(t, x, Dx) we are able to
compute the representations and symbol estimates of each bm, j = bm, j(t, x, Dx). 2
2.2.3. Diagonalization procedure
In the previous section we transformed the original equation into the pseudodifferential system
of first order (2.2.5). Our next step is to diagonalize the principal part A = A(t, x, Dx).
When performing the fist step of a diagonalization, we need the eigenvalues and
corresponding eigenvectors of the matrix we want to diagonalize. In our case, we know that
the eigenvalues of σ(A) = A(t, x, ξ) are λk = λk(t, x, ξ), k = 1, . . . , m. The matrix of the
corresponding eigenvectors is given by σ(H) = H(t, x, ξ) in the following lemma.
2.2. Attacking the problem 29
Lemma 2.2.6. Consider the matrix T = T (t, x, ξ) = {βp, q}0≤p, q≤m−1, where
βp, q = 0, p ≥ q;
βp, q(t, x, ξ) =
(1− ϕ1(ξ))〈ξ〉k−j
dp, q
, p < q;
dp, q =
q−1∏
r=p
(λq(t, x, ξ)− λr(t, x, ξ)), ϕ1 ∈ C∞0 , ϕ1 = 1 for |ξ| ≤M,
where M is a large parameter. We define H = H(t, x, Dx) and H# = H#(t, x, Dx) to be the
pseudodifferential operators with symbols
σ(H) = H(t, x, ξ) = I + T (t, x, ξ), and
σ(H#) = H#(t, x, ξ) = I +
m−1∑
j=1
(−1)jT j(t, x, ξ).
Then the following assertions hold true.
(i) The operators H(t, x, Dx) and H#(t, x, Dx) are in C([0, T ]; Ψ01, 0).
(ii) The composition (H# ◦H)(t, x, Dx) satisfies
H#(t, x, Dx) ◦H(t, x, Dx) = I +K(t, x, Dx),
where K(t, x, Dx) ∈ C([0, T ]; Ψ−11, 0).
(iii) The operator (DtH)(t, x, Dx) belongs to C([0, T ]; Ψ0, ω1, 0 ).
(iv) The operator
Â(t, x, Dx) = H# ◦A(t, x, Dx) ◦H,
belongs to C([0, T ]; Ψ11, 0) and its full symbol may be written as
σ(Â) = Â(t, x, ξ) =
τ1(t, x, ξ) . . .
τm(t, x, ξ)
+M(t, x, ξ),
where M(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ).
(v) The operator
B̂(t, x, Dx) = H# ◦B(t, x, Dx) ◦H,
belongs to C([0, T ]; Ψ0, ω1, 0 ).
A complete and rigorous proof of this lemma can be found in Appendix B.5.
Remark 2.2.7. In the definition ofH andH# we introduce the parameterM . This parameter
is used to ensure that
H#(t, x, Dx) ◦H(t, x, Dx) = I +K(t, x, Dx),
is invertible.
Furthermore, we note that the diagonal matrix σ(Â) = Â(t, x, ξ) has entries τk =
τk(t, x, ξ) and not λk = λk(t, x, ξ), k = 1, . . . , m. This change can be done since by
Lemma 2.2.2 we have that
λk(t, x, ξ)− τk(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ).
Hence, the resulting lower order terms belong to the same symbol class as the lower order
terms described in (iii) and (v) of the previous lemma.
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Remark 2.2.8. Looking at the previous lemma, we see that DtH and B̂ both belong to
C([0, T ]; Ψ0, ω1, 0 ). This is due to our special choice of ε = 〈ξ〉−1 in Lemma 2.2.2. For general
ε = ε(ξ) we obtain that
|∂αξ DβxDtH(t, x, ξ)| ≤ Cα, β〈ξ〉−|α|ε−1µ(ε),
and
|∂αξ DβxB̂(t, x, ξ)| ≤ Cα, β〈ξ〉1−|α|µ(ε).
These relations motivate the choice of ε = 〈ξ〉−1. Choosing a different value of ε would yield
a decreased order in ξ of one symbol but an increased order in ξ of the other symbol. This,
however, would be a disadvantage since then the overall order of the lower order terms would
be increased.
We perform the described diagonalization by setting
Û = Û(t, x) = H#(t, x, Dx)U(t, x),
and obtain that
P (t, x, Dt, Dx)U(t, x) = (0, . . . 0, f(t, x))T ,
is equivalent to
(I +K(t, x, Dx))DtÛ −H#(t, x, Dx) ◦A(t, x, Dx) ◦H(t, x, Dx)Û
+H#(t, x, Dx) ◦B(t, x, Dx) ◦H(t, x, Dx)Û
+H#(t, x, Dx) ◦ (DtH)(t, x, Dx)Û
= H#(t, x, Dx)F (t, x),
(2.2.7)
where we set F (t, x) = (0, . . . 0, f(t, x))T . Applying Lemma 2.2.6 and setting
B(t, x, Dx) = B̂(t, x, Dx)−M(t, x, Dx) +H#(t, x, Dx) ◦ (DtH)(t, x, Dx),
yields that equation (2.2.7) may be written as
(I +K(t, x, Dx))DtÛ − Â(t, x, Dx)Û +B(t, x, Dx)Û = H#(t, x, Dx)F (t, x).
We observe that I +K(t, x, Dx) is invertible for sufficiently large values of M . Recall, that
K = K(t, x, Dx) ∈ C([0, T ]; Ψ−11, 0). Therefore, we may estimate the operator norm of K by
CM−1, whereM is the parameter introduced in the definition of H in Lemma 2.2.6. Choosing
M sufficiently large ensures that the operator norm of K is strictly smaller than 1, which
guarantees the existence of
(I +K(t, x, Dx))−1 =
∞∑
k=0
(−K(t, x, Dx))k ∈ C([0, T ]; Ψ01, 0).
This means, that
P (t, x, Dt, Dx)U(t, x) = (0, . . . 0, f(t, x))T ,
is equivalent to
L(t, x, Dt, Dx)Û(t, x) = H˜#(t, x, Dx)F (t, x), (2.2.8)
where
L(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + B˜(t, x, Dx),
with
H˜#(t, x, Dx) = (I +K(t, x, Dx))−1 ◦H#(t, x, Dx) ∈ C([0, T ]; Ψ01, 0),
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A˜(t, x, Dx) = (I +K(t, x, Dx))−1 ◦ Â(t, x, Dx) ∈ C([0, T ]; Ψ11, 0),
B˜(t, x, Dx) = (I +K(t, x, Dx))−1 ◦B(t, x, Dx) ∈ C([0, T ]; Ψ0, ω1, 0 ).
Depending on the modulus of continuity µ, it is possible to derive an energy estimate
directly from equation (2.2.8). This is possible, if the lower order term B˜ = B˜(t, x, Dx)
belongs to C([0, T ]; Ψ01, 0). This is the case, if ω(〈ξ〉) = c, c ∈ R, which means that µ(s) = s.
Thus, we can prove an energy estimate with no loss of derivatives if the coefficients are
Lipschitz continuous in time.
In general, we have to perform another change of variables to control the lower order
terms in B˜.
2.2.4. Conjugation
In order to control the lower order terms in B˜ = B˜(t, x, Dx), we perform another change
of variables. However, from this point onward we feel the difference between strong and
weak moduli of continuity. Our approach for strong moduli of continuity is described in
Section 2.2.6. Let us first discuss the case of weak moduli of continuity.
We define V = V (t, x) for t ∈ [0, T ∗] by
Û(t, x) = 〈Dx〉−νe−ρ(t)ω(〈Dx〉)V (t, x),
with ρ(t) = κ(T ∗ − t), where κ > 0 and 0 < T ∗ ≤ T are suitable constants, which are
determined later and ν ∈ R is the index of the space Hνη, δ in which we want to prove
well-posedness. We obtain that equation (2.2.8) is equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νeκ(T ∗−t)ω(〈Dx〉)H˜#(t, x, Dx)F (t, x), (2.2.9)
where
L˜(t, x, Dt, Dx) = Dt − 〈Dx〉νeκ(T ∗−t)ω(〈Dx〉) ◦ A˜(t, x, Dx) ◦ e−κ(T ∗−t)ω(〈Dx〉)〈Dx〉−ν
+ 〈Dx〉νeκ(T ∗−t)ω(〈Dx〉) ◦ B˜(t, x, Dx) ◦ e−κ(T ∗−t)ω(〈Dx〉)〈Dx〉−ν − iκω(〈Dx〉).
The general idea behind this change of variables is that the newly introduced term
−iκω(〈Dx〉) can be used to dominate the effect of B˜. However, we should be careful with the
compositions
A˜ω(t, x, Dx) := 〈Dx〉νeρ(t)ω(〈Dx〉) ◦ A˜(t, x, Dx) ◦ e−ρ(t)ω(〈Dx〉)〈Dx〉−ν , and
B˜ω(t, x, Dx) := 〈Dx〉νeρ(t)ω(〈Dx〉) ◦ B˜(t, x, Dx) ◦ e−ρ(t)ω(〈Dx〉)〈Dx〉−ν .
If we are dealing with weak moduli of continuity, the involved pseudodifferential operators
are of infinite order, by which we mean that their symbols behave like exponentials rather
than polynomials in ξ. In these cases, we cannot apply the standard composition rule of
pseudodifferential operators of finite order. Instead, we apply Propositions C.1.13 and C.1.15
and Corollary C.1.16. These results tell us that, under suitable assumptions, the full symbols
of the conjugated operators satisfy
A˜ω(t, x, ξ) = A˜(t, x, ξ) +
∑
0<|γ|<N
DγxA˜(t, x, ξ)χγ(ξ) + rN (A˜; t, x, ξ), and
B˜ω(t, x, ξ) = B˜(t, x, ξ) +
∑
0<|γ|<N
DγxB˜(t, x, ξ)χγ(ξ) + rN (B˜; t, x, ξ),
where
|∂αξ χγ(ξ)| ≤ Cα, γ |ρ(t)||γ|〈ξ〉−|α|−|γ|(ω(〈ξ〉))|γ|,
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and
|∂αξ DβxrN (A˜; t, x, ξ)| ≤ Cα, β,N |ρ(t)|N 〈ξ〉1−|α|
(ω(〈ξ〉)
〈ξ〉
)N
,
|∂αξ DβxrN (B˜; t, x, ξ)| ≤ Cα, β,N |ρ(t)|N 〈ξ〉−|α|ω(〈ξ〉)
(ω(〈ξ〉)
〈ξ〉
)N
.
We may write
A˜ω(t, x, ξ) = A˜(t, x, ξ) +
∑
0<|γ|≤N
Rγ(A˜; t, x, ξ),
B˜ω(t, x, ξ) = B˜(t, x, ξ) +
∑
0<|γ|≤N
Rγ(B˜; t, x, ξ),
where
Rγ(A˜; t, x, ξ) ∈ C([0, T ∗];S1−|γ|, ω
|γ|
1, 0 ) ⊂ C([0, T ∗];S0, ω1, 0 ),
Rγ(B˜; t, x, ξ) ∈ C([0, T ∗];S−|γ|, ω
|γ|+1
1, 0 ) ⊂ C([0, T ∗];S0, ω1, 0 ).
The above observations show that the conjugation does not change the principal part of the
operators A˜ = A˜(t, x, Dx) and B˜ = B˜(t, x, Dx) but introduces more lower order terms. We
write
Bˇ(t, x, Dx) = B˜(t, x, Dx) +
∑
0<|γ|≤N
Rγ(A˜; t, x, Dx) +
∑
0<|γ|≤N
Rγ(B˜; t, x, Dx)
and observe that
Bˇ(t, x, Dx) ∈ C([0, T ∗]; Ψ0, ω1, 0 ),
with
|∂αξ DβxBˇ(t, x, ξ)| ≤ Cα, β(1 + ρ(t))〈ξ〉−|α|ω(〈ξ〉). (2.2.10)
With this notation, we may conclude that, under suitable assumptions, the operator L˜ in
(2.2.9) can be written as
L˜(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + Bˇ(t, x, Dx)− iκω(〈Dx〉),
with Bˇ = Bˇ(t, x, Dx) ∈ C([0, T ∗]; Ψ0, ω1, 0 ) satisfying (2.2.10).
What are the conditions that have to be satisfied such that this is true? First of all, we
require (C8) for ω and η. Secondly, in order to estimate the remainders, we require (C7), i.e.,
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0. This is the condition that links the weight sequence {Kp}p to
the weight function η. Lastly, we need some additional knowledge about ω. If ω satisfies
lim
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = C,
then we have to require that
ρ(t) = κ(T ∗ − t) < δ0, (2.2.11)
which means that T ∗ has to be very small (since κ has to be large, as we will see shortly).
This means, that if ω(〈ξ〉) = O(η(〈ξ〉)), we can only prove well-posedness for a limited time
0 < T ∗ < T . However, if
lim sup
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = 0,
that is ω(〈ξ〉) = o(η(〈ξ〉)), then condition (2.2.11) is not necessary and the conjugation can
be performed for all t ∈ [0, T ].
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2.2.5. Well-posedness of an auxiliary Cauchy problem
The last step is to prove well-posedness of the auxiliary Cauchy problem (2.2.9). For that
purpose, we apply sharp Gårding’s inequality to deal with the lower order terms and then use
Gronwall’s Lemma to derive an energy estimate.
We begin by rearranging equation (2.2.9), which yields
∂tV =
(
iA˜− iBˇ − κω(〈Dx〉)
)
V + i〈Dx〉νeρ(t)ω(〈Dx〉)H˜#F, (2.2.12)
for (t, x) ∈ [0, T ∗]× Rn, with initial conditions
V (0, x) =
(
v0(x), . . . , vm−1(x)
)T
,
where
vj(x) = 〈Dx〉νeρ(0)ω(〈Dx〉)H˜#(0, x, Dx)〈Dx〉m−1−j
× (Dt − λj(0, x, Dx)) · · · (Dt − λ1(0, x, Dx))u(0, x),
for j = 0, . . .m− 1.
We want to prove
∂t‖V ‖2L2 ≤ C‖V ‖2L2 + C‖〈Dx〉νeρ(t)ω(〈Dx〉)H˜#F‖2L2 ,
so that we can apply Gronwall’s Lemma to obtain an energy estimate. For that purpose, we
recall that ∂t‖V ‖2L2 = 2 Re[(∂tV, V )L2 ] and obtain
∂t‖V ‖2L2 = 2 Re[((iA˜− iBˇ − κω(〈Dx〉))V, V )L2 ] + 2 Re[(〈Dx〉νeρ(t)ω(〈Dx〉)H˜#F, V )L2 ].
We observe that
2 Re[iA˜(t, x, ξ)− iBˇ(t, x, ξ)− κω(〈ξ〉)] = 2 Re[iA˜(t, x, ξ)]− 2 Re[iBˇ(t, x, ξ) + κω(〈ξ〉)]
= −Re[iBˇ(t, x, ξ) + κω(〈ξ〉)],
where Re[iA˜(t, x, ξ)] = 0 since our problem is hyperbolic by assumption (C5).
We want to estimate
2 Re[((−iBˇ(t, x, Dx)− κω(〈Dx〉))V, V )L2 ] ≤ C‖V ‖2L2 .
By sharp Gårding’s inequality this estimate is true, if we can prove that
Re[iBˇ(t, x, ξ) + κω(〈ξ〉)] ≥ 0.
In view of (2.2.10) we have
Re[iBˇ(t, x, ξ) + κω(〈ξ〉)] ≥ Re[−CB(1 + ρ(t))ω(〈ξ〉) + κω(〈ξ〉)].
This is non-negative, if
T ∗ − t < 1
CB
and κ > CB1− CB(T ∗ − t) ,
where CB > 0 is independent of t and T ∗. Thus, we are able to apply sharp Gårding’s
inequality (see Proposition C.1.11) to obtain
2 Re[((iA˜(t, x, Dx)− iBˇ(t, x, Dx)− κω(〈Dx〉))V, V )L2 ] ≤ C‖V ‖2L2 .
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This allows us to conclude that
∂t‖V ‖2L2 ≤ C‖V ‖2L2 + C‖〈Dx〉νeρ(t)ω(〈Dx〉)H˜#F‖2L2 ,
for t ∈ [0, T ∗]. We apply Gronwall’s Lemma to the previous equation and obtain
‖V (t, ·)‖2L2 ≤ C‖V (0, ·)‖2L2 + C
t∫
0
‖〈Dx〉νeρ(z)ω(〈Dx〉)H˜#(z, x, Dx)F (z, ·)‖2L2dz,
for t ∈ [0, T ∗]. We recall that H˜# = H˜#(t, x, Dx) is a pseudodifferential operator of order
zero and use assumption (C4) to obtain that
‖〈Dx〉νeκ(T ∗−z)ω(〈Dx〉)H˜#(z, x, Dx)F (z, ·)‖2L2 ≤ Cz <∞.
Similarly, in view of assumption (C3), it is clear that,
‖V (0, ·)‖2L2 = ‖〈Dx〉νeκT
∗ω(〈Dx〉)H˜#(0, x, Dx)U(0, x)‖2L2 ≤ C <∞.
This gives
‖V (t, ·)‖2L2 = ‖〈Dx〉νeρ(t)ω(〈Dx〉)H˜#(t, x, Dx)U(t, ·)‖2L2 ≤ C <∞,
for t ∈ [0, T ∗].
We want to improve the last estimate. First of all, we are interested in well-posedness
with respect to x in Hνη, δ but the previous estimate gives U(t, ·) ∈ Hνω, ρ(t). Secondly, we are
currently limited to t ∈ [0, T ∗]. This is what we expected in the case
lim
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = C,
but for
lim sup
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = 0,
we expect global (in time) well-posedness.
We use a continuation argument to prove that
‖〈Dx〉νeδ∗η(〈Dx〉)H˜#(t, x, Dx)U(t, ·)‖2L2 ≤ C <∞,
for t ∈ [0, T ]. The idea behind this continuation argument is to use the better regularity
of the right-hand side and initial data to prove that U(T ∗, ·) ∈ Hνη, δ∗ for some δ∗. For this
purpose, we choose δ∗ < min{δ0, δ1, δ2}, and observe that by the definition of V (t, x),
‖〈Dx〉νeδ∗η(〈Dx〉)H˜#(t, x, Dx)U(t, ·)‖2L2 ≤ C‖eδ
∗η(〈Dx〉)e−ρ(t)ω(〈Dx〉)V (t, ·)‖2L2 .
Next, we use that
‖eδ∗η(〈Dx〉)e−ρ(t)ω(〈Dx〉)V (t, ·)‖2L2 ≤ C‖eδ
∗η(〈Dx〉)e−ρ(0)ω(〈Dx〉)V (0, ·)‖2L2
+C
t∫
0
‖eδ∗η(〈Dx〉)〈Dx〉νeρ(s)ω(〈Dx〉)H˜#(s, x, Dx)F (s, ·)‖2L2ds,
which can be proved by using Plancherel’s Theorem to pass to the phase space. There, we use
that
lim sup
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = 0, (2.2.13)
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which allows us to dominate e−ρ(t)ω(〈ξ〉) by eδ∗η(〈ξ〉). Notably, this is not possible if
lim
|ξ|→∞
ω(〈ξ〉)
η(〈ξ〉) = C.
In that case we cannot employ the continuation argument and the solution is limited to
[0, T ∗].
However, in the case of (2.2.13) we find that
‖eδ∗η(〈Dx〉)e−ρ(t)ω(〈Dx〉)V (0, ·)‖2L2 ≤ C‖〈Dx〉seδ
∗η(〈Dx〉)H˜#(t, x, Dx)U(0, ·)‖2L2 ≤ C <∞,
where the last two inequalities are due to (C3). From these observations, we conclude that
U(T ∗, ·) ∈ Hνη, δ∗ .
Since U(T ∗, ·) ∈ Hνη, δ∗ , we are able to prove well-posedness of Cauchy problem (2.2.12)
for t ∈ [T ∗, 2T ∗] and may conclude that U(2T ∗, ·) ∈ Hνη, δ∗∗ , by using the same argument as
above, where δ∗∗ < δ∗. Iteration of this procedure then yields well-posedness for all times t ∈
[0, T ] and we may conclude that the solution U = U(t, x) to Cauchy problem (2.2.5) belongs
to C([0, T ]; Hνη, δ), where δ < min{δ0, δ1, δ2}. Since U(t, x) = (u0(t, x), . . . , um−1(t, x))T ,
with
uj(t, x) = 〈Dx〉m−1−j(Dt − λj(t, x, Dx)) . . . (Dt − λ1(t, x, Dx))u(t, x),
we conclude that the original Cauchy problem (2.2.1) has a unique global (in time) solution
u = u(t, x), with
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hν+jη, δ ),
where δ < min{δ0, δ1, δ2}.
2.2.6. Adjustments for strong moduli of continuity
So far we have focused on weak moduli of continuity. If we consider strong moduli of continuity
we can neglect some assumptions that were previously necessary.
Notably, for strong moduli of continuity the spaces Hνη, δ are embedded into Sobolev
spaces or even coincide with them. Therefore, it is convenient to change the assumptions on
the initial data gk and inhomogeneity f in such a way that
(C3*) the initial data gk = gk(x) belongs to Hν+m−k for k = 1, · · · , m,
(C4*) the right-hand side f = f(t, x) belongs to C([0, T ]; Hν).
Let us now return to operator equation (2.2.8), i.e.,
L(t, x, Dt, Dx)Û(t, x) = H˜#(t, x, Dx)F (t, x),
where
L(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + B˜(t, x, Dx),
with
H˜#(t, x, Dx) = (I +K(t, x, Dx))−1 ◦H#(t, x, Dx) ∈ C([0, T ]; Ψ01, 0),
A˜(t, x, Dx) = (I +K(t, x, Dx))−1 ◦ Â(t, x, Dx) ∈ C([0, T ]; Ψ11, 0),
B˜(t, x, Dx) = (I +K(t, x, Dx))−1 ◦B(t, x, Dx) ∈ C([0, T ]; Ψ0, ω1, 0 ).
The next step is to perform the conjugation to control the lower order term B˜ = B˜(t, x, Dx).
In contrast to the case of weak moduli of continuity this conjugation only features pseudodif-
ferential operators of finite order.
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Conjugation
We set Û(t, x) = 〈Dx〉−νeκtω(〈Dx〉)V (t, x), t ∈ [0, T ], where κ is a suitable positive constant,
which is determined later and ν is the index of the Sobolev space Hν which is related to the
space in which we want to have well-posedness. We obtain that the pseudodifferential system
(2.2.8) is equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νe−κtω(〈Dx〉)H˜#(t, x, Dx)F (t, x),
where
L˜(t, x, Dt, Dx) = Dt − 〈Dx〉νe−κtω(〈Dx〉) ◦ A˜(t, x, Dx) ◦ eκtω(〈Dx〉)〈Dx〉−ν
+ 〈Dx〉νe−κtω(〈Dx〉) ◦ B˜(t, x, Dx) ◦ eκtω(〈Dx〉)〈Dx〉−ν − iκω(〈Dx〉).
Applying the composition rule for pseudodifferential operators of finite order, we obtain
that
〈Dx〉νe−κtω(〈Dx〉) ◦ A˜ ◦ eκtω(〈Dx〉)〈Dx〉−ν = A˜(t, x, Dx) +B1(t, x, Dx),
〈Dx〉νe−κtω(〈Dx〉) ◦ B˜ ◦ eκtω(〈Dx〉)〈Dx〉−ν = B˜(t, x, Dx) +B2(t, x, Dx),
where B1, B2 ∈ C
(
[0, T ]; Ψ0
)
. Notably, we only require assumption (C8) for ω to obtain the
above relations. This means that we do not need assumption (C7).
We conclude that, for t ∈ [0, T ], the pseudodifferential system (2.2.8) is equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νe−κtω(〈Dx〉)H˜#(t, x, Dx)F (t, x),
where
L˜(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + Bˇ(t, x, Dx)− iκω(〈Dx〉),
and Bˇ ∈ C([0, T ]; Ψ0, ω).
Well-Posedness of an auxiliary Cauchy problem
We consider the auxiliary Cauchy problem
∂tV =
(
iA˜(t, x, Dx)− iBˇ(t, x, Dx)− κω(〈Dx〉)
)
V
+i〈Dx〉νeρ(t)ω(〈Dx〉)H˜#(t, x, Dx)F (t, x),
for (t, x) ∈ [0, T ]× Rn, with initial conditions
V (0, x) =
(
v0(x), . . . , vm−1(x)
)T
,
where
vj(x) = 〈Dx〉νe−κtω(〈Dx〉)H˜#(0, x, Dx)〈Dx〉m−1−j
× (Dt − λj(0, x, Dx)) · · · (Dt − λ1(0, x, Dx))u(0, x),
for j = 0, . . .m− 1.
Recalling that ∂t‖V ‖2L2 = 2 Re
[
(∂tV, V )L2
]
we obtain
∂t‖V ‖2L2 =2 Re
[
((iA˜− iBˇ − κω(〈Dx〉))V, V )L2
]
+2 Re
[
(〈Dx〉νe−κtω(〈Dx〉)H˜#F, V )L2
]
.
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Again, we observe that
Re
[
iA˜(t, x, ξ)− iBˇ(t, x, ξ)− κω(〈ξ〉)] = −Re [iBˇ(t, x, ξ) + κω(〈ξ〉)],
since Re
[
iA˜(t, x, ξ)
]
= 0. Taking account of Bˇ ∈ C([0, T ]; Ψ0, ω) it follows
Re
[
iBˇ(t, x, ξ) + κω(〈ξ〉)] ≥ Re [− CBω(〈ξ〉) + κω(〈ξ〉)] ≥ 0
if we choose κ > CB, where CB > 0 depends on Bˇ and, hence, it is determined by the
coefficients of the original differential equation. Thus, we are able to apply sharp Gårding’s
inequality to obtain
2 Re
[(
(iA˜− iBˇ − κω(〈Dx〉))V, V
)
L2
] ≤ C‖V ‖2L2 .
This yields
∂t‖V ‖2L2 ≤ C‖V ‖2L2 + C‖〈Dx〉νe−κtω(〈Dx〉)H˜#F‖2L2 . (2.2.14)
We apply Gronwall’s Lemma to (2.2.14) and follow the steps for weak moduli of
continuity. At last, we return to our original solution u = u(t, x) and obtain that
m−1∑
j=0
∥∥〈Dx〉ν+m−1−je−κtω(〈Dx〉)∂jt u(t, ·)∥∥2L2 ≤C( m∑
k=1
∥∥〈Dx〉ν+m−kgk(·)∥∥2L2
+
t∫
0
∥∥〈Dx〉νe−κzω(〈Dx〉)f(z, ·)∥∥2L2dz),
for 0 ≤ t ≤ T and some C = Cν > 0. This, in turn, means that the original Cauchy problem
is well-posed for u = u(t, x), with
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hν+jω,−κT ).
2.3. Statement of the results
In the previous sections we have studied a strictly hyperbolic Cauchy problem with coefficients
low-regular in time and smooth in space. The goal of this section is to present the results
that have been proved in the previous sections.
Let us, for completeness and readability, recall all previously mentioned assumptions.
We consider the strictly hyperbolic Cauchy problemD
m
t u =
m−1∑
j=0
Am−j(t, x, Dx)Djtu+ f(t, x),
Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m,
(2.3.1)
where
Am−j(t, x, Dx) =
∑
|γ|=m−j
am−j,γ(t, x)Dγx +
∑
|γ|≤m−1−j
bm−j,γ(t, x)Dγx,
and Dt = 1i ∂t, Dx =
1
i ∂x, as usual. We are able to prove the following well-posedness results
if we assume that
(C1) the coefficients of the principal part am−j, γ = am−j, γ(t, x) satisfy
|Dβxam−j, γ(t, x)−Dβxam−j, γ(s, x)| ≤ Cβµ(|t− s|),
for some constant Cβ > 0, all t, s ∈ [0, T ], all β ∈ Nn and uniformly for x ∈ Rn, where
µ is a modulus of continuity;
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(C2) all coefficients belong to C([0, T ]; B∞K ), i.e., they belong to C([0, T ]; C∞) and we have
for all β ∈ Nn0
|Dβxam−j, γ(t, x)| ≤ CK|β|, for all j = 0, . . . , m− 1 and 0 ≤ |γ| ≤ m− j,
|Dβxbm−j, γ(t, x)| ≤ CK|β|, for all j = 0, . . . , m− 1 and 0 ≤ |γ| ≤ m− j − 1,
uniformly in x, for fixed t ∈ [0, T ] and some constant C > 0, where {Kp}p = {K|β|}|β|
is a sequence of increasing, positive constants;
(C3) the initial data gk = gk(x) belongs to Hν+m−kη, δ1 for k = 1, · · · , m;
(C4) the right-hand side f = f(t, x) belongs to C([0, T ]; Hνη, δ2);
(C5) the characteristic roots τk = τk(t, x, ξ), k = 1, . . . , m, of the principal part
Pm(t, x, τ, ξ) = τm −
m−1∑
j=0
∑
|γ|=m−j
am−j,γ(t, x)ξγτ j ,
are real when |ξ| 6= 0, numbered in such a way that
τ1(t, x, ξ) < τ2(t, x, ξ) < . . . < τm(t, x, ξ),
for all t ∈ [0, T ], x, ξ ∈ Rn, and simple in the sense that∣∣∣∣∂Pm(t, x, τ, ξ)∂τ
∣∣∣∣ ≥ C|ξ|m−1 if Pm(t, x, τ, ξ) = 0,
where C > 0 is some constant;
(C6) the modulus of continuity µ in (C1) can be written in the form
µ(s) = sω(s−1),
where ω = ω(s) is a non-decreasing, smooth function on [0, ∞];
(C7) the function η and the sequence of constants {Kp}p satisfy
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0;
(C8) the functions η and ω are smooth and satisfy∣∣∣∣ dkdsk η(s)
∣∣∣∣ ≤ Cks−kη(s), ∣∣∣∣ dkdskω(s)
∣∣∣∣ ≤ Cks−kω(s), (2.3.2)
for all k ∈ N and large s ∈ R+ and
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), ω〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), (2.3.3)
for all large ξ, ζ ∈ Rn.
Our considerations in Sections 2.2.1-2.2.6 revealed that we should distinguish between
strong and weak moduli of continuity.
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Theorem 2.3.1. Consider Cauchy problem (2.3.1) and assume that the modulus of continuity
µ is weak. Assume (C1)-(C8). Then, there is a unique global (in time) classical solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
where δ < min{δ0, δ1, δ2}, provided that,
µ
( 1
〈ξ〉
)
〈ξ〉 = ω(〈ξ〉) = o(η(〈ξ〉)). (2.3.4)
More specifically, for any t0 ∈ [0, T ], any sufficiently large κ and for any T ∗ ∈ [0, T − t0] such
that κT ∗ is sufficiently small, we have the a-priori estimate
m−1∑
j=0
∥∥〈Dx〉ν+m−1−jeκ(T ∗+t0−t)η(〈Dx〉)∂jt u(t, ·)∥∥2L2
≤ C
( m∑
k=1
∥∥〈Dx〉ν+m−keκ(T ∗+t0)η(〈Dx〉)∂k−1t u(t0, ·)∥∥2L2
+
t∫
t0
∥∥〈Dx〉νeκ(T ∗+t0−z)η(〈Dx〉)f(z, ·)∥∥2L2dz),
for t0 ≤ t ≤ t0 + T ∗.
We discuss this theorem in the following section in detail. Let us at this point just recall that
the spaces Hν+jη, δ are spaces of ultradifferentiable functions, since we are dealing with weak
moduli of continuity, that is ω(s) = o(log(s)). In general, an infinite loss of derivatives occurs.
Remark 2.3.2. If we assume
µ
( 1
〈ξ〉
)
〈ξ〉 = ω(〈ξ〉) = O(η(〈ξ〉)),
instead of (2.3.4), then we can prove the existence of a unique local (in time) classical solution.
Generally, we cannot expect a global (in time) solution in that case.
As discussed in Section 2.2.6, our method is simplified if the modulus of continuity µ is
strong. In that case, the conjugation does not introduce new lower order terms and we obtain
a global in time well-posedness result without a continuation argument. This simplification
allows us to neglect some of the assumptions that were required for the previous theorem. We
consider the following modified assumptions:
(C3*) the initial data gk = gk(x) belongs to Hν+m−k for k = 1, · · · , m;
(C4*) the right-hand side f = f(t, x) belongs to C([0, T ]; Hν);
(C8*) the function ω is smooth and satisfies∣∣∣∣ dkdskω(s)
∣∣∣∣ ≤ Cks−kω(s),
for all k ∈ N and large s ∈ R+.
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Theorem 2.3.3. Consider Cauchy problem (2.3.1) and assume that the modulus of continuity
µ is strong. Assume (C1), (C2), (C3*) (C4*), (C5), (C6) and (C8*), where the weight sequence
{Kp}p in (C2) is arbitrary. Then, there is a κ > 0 such that for every ν ∈ R there exists a
unique global (in time) distributional solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jω,−κt
)
.
The solution satisfies the a-priori estimate
m−1∑
j=0
∥∥〈Dx〉ν+m−1−je−κtω(〈Dx〉)∂jt u(t, ·)∥∥2L2
≤ C
( m∑
k=1
∥∥〈Dx〉ν+m−kgk(·)∥∥2L2 +
t∫
0
∥∥〈Dx〉νe−κzω(〈Dx〉)f(z, ·)∥∥2L2dz)
for 0 ≤ t ≤ T and some C = Cν > 0.
Again, a detailed discussion of this result can be found in the following section. At this point
we just note that the spaces Hνω, κT are embedded into Sobolev spaces, since we are dealing
with strong moduli of continuity, i.e., ω(s) = O(log(s)). This means, that for ω(s) = 1, i.e.,
Lipschitz continuous coefficients, we have no loss of derivatives. For coefficients that are Log-
Lipschitz continuous in time, we have well-posedness with respect to x in Hνlog,−κT = Hν−κT
with an at most finite loss of derivatives. In between both cases, the loss of derivatives is
arbitrarily small.
2.4. Discussion and examples
The goal of this section is to discuss and illustrate the results of Theorems 2.3.1 and 2.3.3 by
reviewing some examples. An overview of all examples discussed in this section can be found
in Table 2.6 on page 46.
Nevertheless, let us start by discussing some of the assumptions and the differences
between Theorems 2.3.1 and 2.3.3.
2.4.1. Discussion of the assumptions and results
The first difference in the assumptions of Theorem 2.3.1 and Theorem 2.3.3 is the regularity
of the coefficients in t. In Theorem 2.3.3 we assume that the modulus of continuity is strong,
which means that the coefficients are Log-Lipschitz continuous in time or more regular. In
that case, we can prove well-posedness in spaces which are embedded into Sobolev spaces.
Furthermore, we see from the energy estimate that the loss of derivatives is at most finite.
Notable, there is no additional condition on the regularity of the coefficients in x. This is
somewhat expected since functions in B∞ are multipliers in Sobolev spaces.
Considering weak moduli of continuity, we see that there are additional conditions
concerning the regularity of the coefficients in x. Assumption (C2) states that we not only
need B∞ regularity in x, but some more precise knowledge of how the x-derivatives of the
coefficients behave. For that purpose the weight sequence {Kp}p is introduced. Additionally,
we require condition (C7), i.e.,
inf
p
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0. In the proof, this condition is used in the case of weak moduli
of continuity to ensure that we can estimate the remainders appearing in the conjugation
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(see Proposition C.1.15). For strong moduli of continuity this condition is absent, since the
conjugation only features pseudodifferential operators of finite order and, therefore, does not
introduce new lower order terms. The relation describes the connection between the weight
function η of the solution space and the behavior of the coefficients with respect to the spatial
variables. In a way, we may interpret this condition as a multiplication condition, in the sense,
that the regularity of the coefficients in x has to be such that the product of coefficients and
the solution stays in the solution space. This means that the weight sequence {Kp}p and
the weight function η have to be compatible in a certain sense. A typical example of this
condition is the Gevrey weight sequence and weight function. For
η(〈ξ〉) = 〈ξ〉 1s and Kp = (p!)sAp, A > 0,
where s > 1 denotes the index of the Gevrey space Gs, condition (C7) is satisfied. Another
way to ensure that η and {Kp}p are compatible is to choose them such that the function space
of all functions f ∈ C∞ with
sup
x∈Rn
|Dαxf(x)| ≤ CK|α|,
and the function space of all functions f ∈ L2 with
eδη(〈Dx〉)f ∈ L2,
coincide. In the above example of the Gevrey weight sequence and weight function, both
spaces H0η, δ and B∞K coincide. Generally, this is not the case. For results concerning the
conditions on η and {Kp}p under which both spaces coincide, we refer the reader to [9, 71,
76].
Assumption (C8) provides some relations that are used in the pseudodifferential calculus.
Condition (2.3.2) for η and ω is not really a restriction. If η or ω happen to be not smooth,
we can define equivalent weight functions, that are smooth and satisfy (2.3.2). We prove this
in Lemma B.4.8.
The difficulty of checking whether condition (2.3.3) is satisfied, certainly depends on the
choice of η and ω. However, in some cases it may be easier to verify that η and ω belong to a
certain class of weights, for which (2.3.3) is satisfied. An example of such a class is introduced
in Definition 3.7 in [76]. We use this argument in some of the following examples.
Additionally, we require (2.3.4) in the case of weak moduli of continuity. This condition
connects the modulus of continuity to the regularity in x of the solution spaces and the
coefficients. This relation states that lowering the regularity of the coefficients in t, results in
higher regularity requirements in x for the solution and the coefficients. This behavior can also
be seen from the examples in the following sections. Notably, if we change condition (2.3.4) to
µ
( 1
〈ξ〉
)
〈ξ〉 = ω(〈ξ〉) = O(η(〈ξ〉)),
we expect local (in time) well-posedness.
Lastly, let us discuss the loss of derivatives. For weak moduli of continuity, we can see
from the energy estimate and the relation
δ < min{δ0, δ1, δ2},
that, generally, there is a loss of derivatives. Since the modulus of continuity is weak, this
loss of derivatives is infinite. For strong moduli of continuity, the loss of derivatives is at
most finite. More precisely, we find that the threshold for a finite loss of derivatives is the
Log-Lipschitz regularity of the coefficients. From that point of view, our results recover the
observations made in [14]. Table 2.5 reviews the expected loss of derivatives depending on the
modulus of continuity.
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Let us note that our results do not prove that a loss of derivatives really occurs. One
way to show that the loss of derivatives really appears is to construct examples. This is done,
for instance, in [14] for Log-Lipschitz continuous coefficients.
Tab. 2.5. Expected loss of derivatives depending on the modulus of continuity.
modulus of continuity commonly called loss of derivatives
µ(s) = s Lipschitz continuity no loss of derivatives
µ(s) = s
(
log
( 1
s
)
+ 1
)
Log-Lipschitz continuity finite loss of derivatives
µ(s) = s
(
log
( 1
s
)
+ 1
)
log[m]
( 1
s
)
Log-Log[m]-Lip continuity infinite loss of derivatives
µ(s) = sα, α ∈ (0, 1) Hölder continuity infinite loss of derivatives
µ(s) =
(
log
( 1
s
)
+ 1
)−α
, α ∈ (0, ∞) Log−α continuity infinite loss of derivatives
2.4.2. Examples in the case of strong moduli of continuity
Let us begin with some examples of Theorem 2.3.3. This means we consider cases in which
the coefficients are Log-Lipschitz continuous in t or more regular.
Example 2.4.1 (Lipschitz continuous coefficients). Let the coefficients be Lipschitz
continuous in time, that is
µ(s) = s and ω(s) = 1,
and assume that they are B∞ in space. The initial data gk and right-hand side f are chosen
such that
gk ∈ Hν+m−k, k = 1, . . . , m, f ∈ C
(
[0, T ]; Hν
)
.
Then, we have a global (in time) Sobolev solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+j
)
.
We conclude that we have Sobolev well-posedness without a loss of derivatives. This result is
already well-known (see e.g. [4, 13, 14], [37, Chapter 9] and [66, Chapter 6]).
Example 2.4.2 (Log-Lipschitz continuous coefficients). Let the coefficients be Log-
Lipschitz continuous in time, that is
µ(s) = s
(
log(s−1) + 1
)
and ω(s) = log(s) + 1,
and assume that they are B∞ in space. The initial data gk and right-hand side f are chosen
such that
gk ∈ Hν+m−k, k = 1, . . . , m, f ∈ C
(
[0, T ]; Hν
)
.
In this case, we have a global (in time) distributional solution
u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+j−κT
)
,
where κ > 0 is sufficiently large. Again, we have well-posedness in Sobolev or distributional
spaces, however, this time we have an at most finite loss of derivatives. This is also a
well-known result (see e.g. [4, 13, 14, 23]).
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2.4.3. Examples in the case of weak moduli of continuity
In the following, we compute some examples for weak moduli of continuity. In each example,
we first choose a certain modulus of continuity µ to describe the regularity of the coefficients
in time. Depending on this modulus of continuity, we look for a suitable weight function η
which satisfies (2.3.4). Having chosen η, we specify the regularity of the coefficients in space
by choosing a sequence of constants {Kp}p such that (C7) is satisfied.
Example 2.4.3 (Log-Log[m]-Lip continuous coefficients). Let the coefficients be Log-
Log[m]-Lip continuous in time, that is
µ(s) = s
(
log
(1
s
)
+ 1
)
log[m]
(1
s
)
and ω(s) = (log(s) + 1) log[m](s), m ≥ 2.
We choose
η(s) = log(s)
(
log[m](s)
)1+ε + cm,
where ε > 0 is arbitrarily small and cm > 0 is such that η(s) ≥ 1 for all s ≥ em. Finding
a suitable weight sequence {Kp}p is not obvious. In the literature on weight sequences and
weight functions (e.g. [9, 52, 72, 73]), one can compute the associated weight sequence {Mp}p
to a given weight function M = M(t) by considering
Mp = sup
t>0
tp
eM(t)
.
Following this approach for our weight function η runs into the difficulty of actually computing
the above supremum. However, it is possible to compute the associated sequence for ω, which
is
Mp, ω = (exp[m](p))(p−1)e−p.
From this, we can get a possible sequence {Kp}p by decreasing the growth of {Mp, ω}p. Setting
Kp = (exp[m](p))(p−1)e−p−ε˜,
for some ε˜ > 0, yields a possible weight sequence for η, in the sense that, for fixed ε˜ > 0 there
is a ε > 0 such that (C7) is satisfied. However it is not clear how ε˜ is related to ε in general.
Furthermore, it is not clear whether the set of functions defined by {Kp}p forms a proper
function space.
Another way to obtain a possible weight sequence {Kp}p (which actually defines a
function space) is to guess a weight sequence {Mp}p and to compute the associated weight
function M = M(t) by considering
M(t) = sup
p∈N
log
( |t|p
Mp
)
if t 6= 0 and M(0) = 0.
Then we compare M and η. If M grows faster than η, then {Mp}p is a potential candidate
for {Kp}p. Of course, following this procedure, we cannot ensure that the sequence {Kp}p is
optimal, in the sense that the space B∞K is the largest space for which (C7) is satisfied.
In our case, we consider the sequence {Mp}p given by
Mp = pp
2
,
which defines a space of ultradifferentiable functions which is larger than any Gevrey space
(see [72, 73]). We compute the associated function M = M(ξ) and obtain
M(ξ) = log(〈ξ〉)2 e
W
( log(〈ξ〉)√e
2
)
− 12 ,
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where W denotes the Lambert W function (also called product logarithm). For sufficiently
large ξ we find that M(ξ) > η(〈ξ〉) and, therefore, we obtain the inequality
inf
p∈N
pp
2
〈ξ〉p ≤ Ce
−M(ξ) ≤ Ce−δ0η(〈ξ〉),
for some δ0 > 0 and large |ξ|.
Either way, condition (C7) is satisfied if the coefficients am−j, γ are Log-Log[m]-Lip
continuous in time, belong to B∞ in space and satisfy
|Dβxam−j, γ(t, x)| ≤ CK|β|,
uniformly in x, for fixed t.
The initial data gk and right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
.
Lastly, we check that assumption (C8) is satisfied. Clearly,∣∣∣ dkdsk η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dkdskω(s)
∣∣∣ ≤ Cks−kω(s),
for all k ∈ N and large s ∈ R+.
Proving
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), ω〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), (2.4.1)
for large 〈ξ〉 and 〈ζ〉, is not so obvious. We use that η and ω belong to the set W(R) which
is introduced in [76]. In [76] the author proves that all functions in W(R) satisfy an even
stronger condition than (2.4.1).
With these choices for µ, η and {Kp}p we have a global (in time) classical solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
with δ < min{δ0, δ1, δ2}. We expect an infinite loss of derivatives since log(s) = o(η(s)).
Example 2.4.4 (Hölder continuous coefficients). Let the coefficients be Hölder contin-
uous in time, that is
µ(s) = sα and ω(s) = s1−α, α ∈ (0, 1).
We choose
η(s) = s
1
κ ,
where 1 ≤ κ < 11−α is a constant. To find {Kp}p we use the well-known inequality
inf
p∈N
(p!)κ(A〈ξ〉−1)p ≤ Ce−δ0η(〈ξ〉),
where A is a positive constant. This yields that condition (C7) is satisfied if the coefficients
am−j, γ are Hölder continuous in time and belong to B∞ in space and satisfy
|Dβxam−j, γ(t, x)| ≤ C(|β|!)
1
κA|β|,
uniformly in x, for fixed t. This defines the Gevrey space Gκ. The initial data gk and
right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
,
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which are Gevrey type spaces with additional Sobolev regularity. Lastly, we check that
assumption (C8) is satisfied. Clearly,
∣∣∣ dkdsk η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dkdskω(s)
∣∣∣ ≤ Cks−kω(s),
for all k ∈ N and large s ∈ R+. Moreover,
ω(〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), and η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉),
for sufficiently large 〈ξ〉 and 〈ζ〉.
We then have a global (in time) classical solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
with δ < min{δ0, δ1, δ2}, where the loss of derivatives is infinite, since log(s) = o(η(s)).
We remark, that H0η, δ is the classical Gevrey space Gκ, which means we have Gevrey
well-posedness (with infinite loss of derivatives), if 1 ≤ κ < 11−α , which is a well-known result
(cf. e.g. [3, 13, 47, 68]).
Example 2.4.5 (Log−α continuous coefficients). Let the coefficients be Log−α continu-
ous in time, that is
µ(s) =
(
log
(1
s
)
+ 1
)−α
and ω(s) = s (log(s) + 1)−α , α ∈ (0, +∞).
We choose
η(s) = s (log(s) + 1)−κ ,
where 0 < κ < α is a constant. In view of Definition 9 and Example 25 in [9], we find that
condition (C7) is satisfied if we choose
Kp = ((p+ 1)(log(e+ p)))p.
The initial data gk and right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
.
Lastly, we check that assumption (C8) is satisfied. Clearly,
∣∣∣ dkdsk η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dkdskω(s)
∣∣∣ ≤ Cks−kω(s),
for all k ∈ N and large s ∈ R+. The relations
ω(〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), and η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉),
for sufficiently large 〈ξ〉 and 〈ζ〉, can be proved by using a similar approach to the one used in
Example 2.4.3.
We then have a global (in time) classical solution
u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
with δ < min{δ0, δ1, δ2}. We expect an infinite loss of derivatives since log(s) = o(η(s)).
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Tab. 2.6. Overview of the results obtained in Examples 2.4.1 - 2.4.5.
modulus of continuity x-regularity of the coefficients
am−j, γ and bm−j, γ
condition (2.3.4) satisfied for remarks
µ(s) = s B∞ not relevant global in time well-posedness in all Sobolev
spaces without loss of derivatives
µ(s) = s
(
log
( 1
s
)
+ 1
)
B∞ not relevant well-posedness in Sobolev spaces with finite
loss of derivatives
µ(s) = s
(
log
( 1
s
)
+ 1
)
log[m]
( 1
s
)
B∞K with Kp = pp
2
η(〈ξ〉) = log(〈ξ〉)( log[m](〈ξ〉))1+ε + cm, well-posedness in Hνη, δ with infinite loss of
derivatives
ε > 0
µ(s) = sα, α ∈ (0, 1) Gκ η(〈ξ〉) = 〈ξ〉 1κ , 1 ≤ κ < 11−α well-posedness in Gevrey spaces Gκ with
infinite loss of derivatives
µ(s) =
(
log
( 1
s
)
+ 1
)−α
, B∞K with η(〈ξ〉) = 〈ξ〉 (log(〈ξ〉) + 1)−κ , well-posedness in solution spaces that are
very close to the class of analytic functions
α ∈ (0, +∞) Kp = ((p+ 1)(log(e+ p)))p 0 < κ < α
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2.5. Concluding remarks
In this chapter, we considered the strictly hyperbolic Cauchy problem
Dmt u =
m−1∑
j=0
Am−j(t, x, Dx)Djtu+ f(t, x),
Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m,
(2.5.1)
where
Am−j(t, x, Dx) =
∑
|γ|=m−j
am−j,γ(t, x)Dγx +
∑
|γ|≤m−j−1
bm−j,γ(t, x)Dγx,
and Dt = 1i ∂t, Dγx =
(
1
i
)|γ|
∂γx . We assumed that the coefficients belong to the space Cµ([0, T ])
in time and to B∞K in space. Our goal was to obtain well-posedness results and answer the
following questions:
(1) What are suitable data and solution spaces, if we have a general modulus of continuity µ?
(2) How is the regularity in x of the solution, the initial data and the right-hand side linked
to the modulus of continuity µ?
(3) How is the regularity of the coefficients in x linked to µ and to the regularity in x of the
solution, the initial data and the right-hand side?
Formal application of our method revealed that the spaces
Hνη, δ = Hνη, δ(Rn) = {u ∈ S ′; eδη(〈Dx〉)u ∈ Hν},
are suitable spaces to describe the regularity of the solution, the initial data and the right-hand
side in x. A crucial role is played by the weight function η, which determines whether we are
dealing with spaces that are embedded into Sobolev spaces or if we are dealing with spaces of
ultradifferentiable functions.
If the coefficients are Log-Lipschitz continuous or more regular in t, then Theorem 2.3.3
tells us that we can choose
η(〈ξ〉) = µ
( 1
〈ξ〉
)
〈ξ〉,
and obtain well-posedness with respect to x in spaces that are embedded into Sobolev spaces
with no, an infinitely small or finite loss of derivatives, depending on µ. In that case, we also
proved that it is sufficient to assume that the coefficients are B∞ in x, which means that the
weight sequence {Kp}p is arbitrary.
This changes if we consider coefficients that are less regular than Log-Lipschitz in t.
Theorem 2.3.1 provides conditions under which well-posedness with respect to x in spaces
Hνη, δ can be guaranteed, if we choose η such that
µ
( 1
〈ξ〉
)
〈ξ〉 = o(η(〈ξ〉)). (2.5.2)
Crucially, the weight sequence {Kp}p is not arbitrary any more but satisfies
inf
p
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉).
As discussed in Section 2.4 this can be interpreted as a way to ensure that the coefficients are
multipliers in the solution space Hνη, δ.
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Condition (2.5.2) is used in the proof to control the behavior of the lower order terms.
If we denote the lower order term by B = B(t, x, Dx). This lower order term satisfies
σ(B) = B(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ),
where
ω(〈ξ〉) = µ
( 1
〈ξ〉
)
〈ξ〉.
This lower order term appears because of the regularization of the coefficients. The order
of this term is determined by the modulus of continuity µ. Notably, lower order terms with
this behavior will always appear if the coefficients are low-regular in time and we follow our
method of regularization and diagonalization.
In the following chapter, we consider Cauchy problem (2.5.1) with the same assumptions
on the regularity of the coefficients as in this chapter. However, we assume that problem
(2.5.1) is weakly hyperbolic and satisfies a generalized Levi condition. We know from previous
research for smooth coefficients that there will be a lower order term C = C(t, x, Dx) whose
order is somehow linked to the Levi condition. Our main goal is to investigate how the two
effects (Levi condition and low-regular coefficients) influence each other.
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3. Weakly hyperbolic Cauchy problems with
coefficients low-regular in time but smooth
in space
In this chapter, we study a weakly hyperbolic Cauchy problem. The actual differential
equation looks similar to the one we studied in the previous chapter. However, a crucial
difference is that we assume that at t = 0 all characteristic roots coincide. As discussed in
Section 1.1.2, a degeneration like this usually gives well-posedness in Gevrey classes Gs with
1 ≤ s < mm−1 , where m is the order of the equation. One way to obtain well-posedness in
C∞ or in Gs for s ≥ mm−1 is to impose Levi conditions that link the coefficients of the lower
order terms to the coefficients of the principal part. One goal of this chapter is to develop
and consider generalized Levi conditions.
Additionally, we assume that the coefficients are again low-regular in time but smooth
in space. From the previous chapter, we know that we have well-posedness with respect to
x in Hνη, δ if the coefficients belong to Cµ([0, T ]; B∞K ) and the problem is strictly hyperbolic.
Our second goal is to understand how the interplay of low regularity of the coefficients with
respect to time and weak hyperbolicity of the Cauchy problem influences the well-posedness
and possible solution spaces.
We begin by discussing the model Cauchy problem in Section 3.1, where we recall
some of the regularity assumptions from the previous chapter but also introduce generalized
Levi conditions. In Section 3.2 we discuss how we change and adjust the method we used
for the strictly hyperbolic case to be used for weakly hyperbolic equations. Notably, we
explain how to properly introduce and define zones in the extended phase space and how to
develop a pseudodifferential calculus that fits the definition of the zones and also our Cauchy
problem. The final results we obtain are stated in Section 3.3. This chapter is concluded by a
discussion of the results and some examples as well as a short summary in Sections 3.4 and
3.5, respectively.
3.1. The model Cauchy problem
We consider the weakly hyperbolic Cauchy problem
Dmt u =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jam−j, γ(t, x)DγxD
j
tu+
∑
|γ|<m−j
bm−j, γ(t, x)DγxD
j
tu,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(3.1.1)
where λ = λ(t) is a shape function. The purpose of λ is to model how the characteristic roots
coincide. We give a more detailed explanation and a proper definition of shape functions in
Section 3.1.2.
The final goal of our considerations is to derive well-posedness results in suitable solution
spaces. From the previous chapter, we expect that we have well-posedness with respect to x
in the spaces
Hνη, δ =
{
u ∈ S ′ ; eδη(〈Dx〉)u ∈ Hν
}
, δ > 0,
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where we want to understand how η is linked to the regularity of the coefficients in t and to λ,
which describes the weak hyperbolicity of the Cauchy problem.
As a first step, we recall the regularity assumptions of the previous chapter and adjust
them to the new setting. This is done in Section 3.1.1. In Section 3.1.2, we introduce shape
functions and discuss how we want to generalize Gevrey-type Levi conditions. Finally, some
further assumptions are discussed in Section 3.1.3.
3.1.1. Regularity of the coefficients, the data and the solution
The assumptions on the regularity of the coefficients, the initial data and the expected solution
spaces are the same as in the previous chapter.
We assume that the coefficients of the principal part am−j, γ = am−j, γ(t, x) are µ-
continuous in time and belong to B∞K in x. More formally, we assume that
(A1) the coefficients of the principal part am−j, γ = am−j, γ(t, x) belong to Cµ
(
[0, T ]; B∞K
)
and satisfy ∣∣Dβxam−j, γ(t, x)−Dβxam−j, γ(s, x)∣∣ ≤ CK|β|µ(|t− s|),
for t, s ∈ [0, T ], 0 ≤ |t− s| ≤ 1, x ∈ Rn.
The coefficients of the lower order terms bm−j, γ = bm−j, γ(t, x) are assumed to be just
continuous in time and also B∞K in x. We state the final assumption on the coefficients bm−j, γ ,
which also includes the formulation of the Levi condition, in the following section.
Since we expect well-posedness in the spaces Hνη, δ we assume that
(A3) the initial data gk ∈ Hν+m−kη, δ1 , where ν ∈ R, δ1 > 0.
3.1.2. A generalized Levi condition
Let us recall from Section 1.1.2 that in general there is no C∞ well-posedness of Cauchy
problem (3.1.1) but one has to work in Gevrey spaces Gs. The order s depends on the order
of the equation or the maximal multiplicity of the characteristic roots. For an equation of
order m one, usually, has to assume that 1 ≤ s < mm−1 ; or if κ is the maximal multiplicity of
the characteristic roots, one has to assume 1 ≤ s < κκ−1 , to obtain well-posedness in Gs (see
e.g. [10, 41, 43, 48, 81]).
One way to increase the upper bound on s is to pose Levi conditions. These are
conditions that link the behavior of the coefficients of the lower order terms to the behavior
of the coefficients of the principal part. This can be done, for example, by only allowing very
specific coefficients like t2l and tl for the principal part and lower order terms, respectively.
However, we want to keep our model as general as possible. This is why we follow the approach
of [40, 89, 90] and introduce shape functions, which describe the speed at which characteristics
coincide.
Definition 3.1.1 (Shape functions). Let λ ∈ C∞([0, T ]) be such that λ(0) = λ′(0) = 0
and λ(t), λ′(t) > 0, whenever t 6= 0. For λ(t) we define Λ(t) = ∫ t0 λ(r)dr and assume that
λmΛ1−m ∈ C∞([0, T ]),
c0
λ(t)
Λ(t) ≤
λ′(t)
λ(t) ≤ c
λ(t)
Λ(t) , for all t ∈ (0, T ], c0 >
s(m− 1)
(s− 1)m,
|λ(k)(t)| ≤ c
(
λ′(t)
λ(t)
)k−1
λ′(t), for all t ∈ (0, T ], k = 1, 2, . . . ,
where m is the order of the weakly hyperbolic Cauchy problem of interest and s ≥ mm−1 is
fixed.
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Typical examples of shape functions are
λ(t) = tl, l > m− 1, λ(t) = exp(−|t|−r), r > 0.
We use shape functions to describe the behavior of the coefficients of the principal part and
thus the behavior of the characteristic roots. The Levi condition is then formulated in terms
of the shape function.
In order to generalize the Levi condition, we introduce the function q = q(Λ(t)) by
(q(Λ(t)))m = Λ(t)−
s
s−1 (log[m˜](Λ(t)−1))β˜,
with s ≥ mm−1 , m˜ ∈ N and β˜ ∈ R. Instead of a typical Gevrey-type Levi condition (see e.g.
[89, 90]), where we would assume that the coefficients of the lower order terms satisfy
|bm−j, γ(t, x)| . λ(t)m−j
( 1
Λ(t)
s
s−1
)m−j−|γ|
,
we assume that
(A2) the coefficients of the lower order terms bm−j, γ = bm−j, γ(t, x) belong to C
(
[0, T ]; B∞K
)
and ∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β|λ(t)m−j(q(Λ(t)))m(m−j−|γ|),
for all (t, x) ∈ (0, T ]× Rn.
For β˜ = 0 the Levi condition stated in (A2) becomes a typical Gevrey-type Levi condition
and we expect well-posedness in a Gevrey class Gs. For β˜ 6= 0, condition (A2) is either more
or less restrictive than a typical Gevrey-type Levi condition, depending on the sign of β˜. We
note that it is also possible to allow even more general functions q = q(Λ(t)). We discuss this
in more detail in Section 3.4.
3.1.3. Further assumptions
In the previous sections we discussed the regularity assumptions and the Levi condition that
we use to link the lower order terms to the principal part. In this section, we state some
further assumptions that are not directly related to the coefficients or the Cauchy data.
Let us begin by fixing that we are considering weakly hyperbolic Cauchy problems,
where the degeneration at t = 0 is only due to the presence of λ = λ(t). We assume that
(A4) the function λ = λ(t) is a shape function (see Definition 3.1.1);
(A5) for λ(t) ≡ 1, the Cauchy problem (3.1.1) would be strictly hyperbolic.
As in the strictly hyperbolic case in the previous chapter, we assume for readability and
convenience that
(A6) the modulus of continuity µ = µ(s) can be written in the form
µ(s) = sω(s−1),
where ω = ω(s) is a non-decreasing, smooth function on [c, +∞), c > 0.
In view of our experience from the strictly hyperbolic case, we know how the regularity of the
coefficients in x is linked to the regularity of the solution. We again assume that
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(A7) the weight function η = η(〈ξ〉) and the sequence of constants {Kp}p satisfy the relation
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0.
In the previous chapter, we introduced condition (C8), which states some technical
assumptions on η and ω which ensure that there are no problems in the related pseudodiffer-
ential calculus. In the weakly hyperbolic case it is not sufficient to impose a condition like
(C8) on ω. Due to the degeneration at t = 0, there is another weight which is related to the
Levi condition. In order to ensure that the pseudodifferential calculus we use is correct, we
assume a (C8)-like condition for this new weight as well. To formulate the final condition, we
introduce some new notations. We recall the definition of the function q = q(Λ(t)) and use it
to define Q = Q(Λ(t)) by
(q(Λ(t)))m = Λ(t)−
s
s−1
(
log[m˜](Λ(t)−1)
)β˜
,
d
dtQ(Λ(t)) = λ(t)q(Λ(t)),
(3.1.2)
for s ≥ mm−1 , m˜ ∈ N and β˜ ∈ R. Furthermore, by tξ = t(ξ, N) we denote the positive solution
to
N
(
q(Λ(tξ))
)m = 〈ξ〉, N > 0.
Then, we assume that
(A8) the functions
η = η(〈ξ〉) and M(〈ξ〉) = Q(Λ(tξ))(q(Λ(tξ)))m−1 + ω(〈ξ〉),
are smooth and satisfy∣∣∣∣ dkdsk η(s)
∣∣∣∣ ≤ Cks−kη(s), ∣∣∣∣ dkdskM(s)
∣∣∣∣ ≤ Cks−kM(s),
for all k ∈ N and large s ∈ R+ and
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), M(〈ξ + ζ〉) ≤M(〈ξ〉) +M(〈ζ〉),
for all large |ξ|, |ζ|, ξ, ζ ∈ Rn.
Lastly, we assume that
(A9) we have
lim
t→0+λ(t)
m(q(Λ(t)))m(m−1) = 0.
3.2. Adjusting our method
The goal of this section is to derive an energy estimate and prove the well-posedness with
respect to x of Cauchy problem (3.1.1) in the spaces Hνη, δ.
We want to apply the method we used in the previous chapter for strictly hyperbolic
equations. However, since Cauchy problem (3.1.1) is weakly hyperbolic, we have to adjust
our approach.
As a first step, we introduce zones in the extended phase space in Section 3.2.1. In
the hyperbolic zone Zhyp, the equation in (3.1.1) behaves like a strictly hyperbolic equation
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and we basically follow the approach taken in the previous chapter. In the pseudodifferential
zone Zpd we follow and generalize the approach taken in [40, 89, 90]. In Section 3.2.2 we
define symbol classes and derive a pseudodifferential calculus specific to each zone and the
structure of our problem. After the regularization in Section 3.2.3, we proceed to reduce the
original Cauchy problem to a Cauchy problem for a first order (with respect to Dt) system in
Section 3.2.4. Following the approach taken in the previous chapter, we perform a conjugation
to control the lower order terms and derive an energy estimate and prove well-posedness in
Sections 3.2.5 and 3.2.6, respectively.
3.2.1. On the definition of zones
A key tool in our modified approach is the separation of the extended phase space into two
zones. Let us consider an example operator to motivate the approach and explain why this is
helpful.
Consider the operator P = P (t, Dt, Dx) with
P = D2t − λ(t)2a(t)DtDx + b(t)Dx,
where x ∈ R. Usually, we consider just the principal symbol of such operators. However, let
us compute the complete symbol of the operator P and see how it behaves. Therefore, we
consider
τ2 − λ(t)2a(t)τξ + b(t)ξ = 0.
Before we solve this equation for τ , we perform the change of variables
τ = λ(t)|ξ|ζ,
and obtain
ζ2 − a(t) ξ|ξ|ζ +
b(t)ξ
λ(t)2|ξ|2 = 0.
The solutions to this equation are
ζ1, 2 =
a(t)ξ
2|ξ| ±
√
a(t)2ξ2
4|ξ|2 −
b(t)ξ
λ(t)2|ξ|2 .
Looking at the solutions ζ1, 2, we can argue that we may be able to ignore the term b(t)ξλ(t)2|ξ|2 , if
it is sufficiently small. From the Levi condition (A2) we know that we can estimate
|b(t)| . λ(t)2(q(Λ(t)))2.
Thus, determining whether b(t)ξ
λ(t)2|ξ|2 is small comes down to determining whether∣∣∣∣ b(t)ξλ(t)2|ξ|2
∣∣∣∣ . (q(Λ(t)))2ξ|ξ|2 ,
is small. For that purpose, we introduce a parameter N > 0 and say that we can neglect the
term b(t)ξ
λ(t)2|ξ|2 if
(q(Λ(t)))2 ≤ 1
N
|ξ|. (3.2.1)
In that case, the complete symbol of the weakly hyperbolic operator P behaves similarly to
the principal symbol of a strictly hyperbolic operator. This is why we call the zone defined by
(3.2.1) the hyperbolic zone.
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If we instead assume that
(q(Λ(t)))2 ≥ 1
N
|ξ|, (3.2.2)
we cannot ignore the influence of the term b(t)ξ
λ(t)2|ξ|2 . In that case, we have to find a different
approach than the method we used for strictly hyperbolic operators. However, due to (3.2.2)
we do not have to consider the whole extended phase space but only a part of it. This brings
some advantages. We call the zone defined by (3.2.2) pseudodifferential zone.
Returning to our full model (3.1.1), we define the separating line between both zones by
〈ξ〉 = N(q(Λ(tξ)))m,
where tξ denotes the positive solution to this equation and N > 0 is a constant. Using tξ and
the notation J = [0, T ]× Rn × Rn we define the so-called pseudodifferential zone
Zpd(N, M) =
{
(t, x, ξ) ∈ J ; 0 ≤ t ≤ tξ, 〈ξ〉 > M
}
=
{
(t, x, ξ) ∈ J ; 〈ξ〉 ≤ N(q(Λ(t)))m, 〈ξ〉 > M},
and the so-called hyperbolic zone
Zhyp(N, M) =
{
(t, x, ξ) ∈ J ; tξ ≤ t ≤ T, 〈ξ〉 > M
}
=
{
(t, x, ξ) ∈ J ; 〈ξ〉 ≥ N(q(Λ(t)))m, 〈ξ〉 > M}.
Our approach to Cauchy problem (3.1.1) is different in each zone. At the end we
obtain two energy estimates (one from each zone), where the loss of derivatives depends on
the separating line defined by tξ. Crucially, for our definition of tξ the loss of derivatives
coming from Zpd and the loss of derivatives coming from Zhyp is the same. This is extremely
important.
3.2.2. Symbol classes and pseudodifferential calculus
The goal of this section is to introduce the symbol classes and pseudodifferential calculus that
we use in the pseudodifferential and hyperbolic zone.
Definition and remarks
As explained in the previous section, our approach is different in each zone. Therefore, it is
helpful to define symbol classes that are related to the approach we pursue in each zone.
To describe the behavior of symbols in the pseudodifferential zone we introduce the
function % = %(t, ξ) to be the positive solution to
%m(t, ξ) = 1 + 〈ξ〉λm(t)(q(Λ(t)))m(m−1).
The basic idea behind the definition of % is that the full symbol of the operator in (3.1.1)
behaves similarly to % if we are in the pseudodifferential zone and |ξ| is sufficiently large.
Instead of working with the precise full symbol, we use % as an approximation in Zpd.
To describe the behavior of symbols in the pseudodifferential zone, we introduce the
symbol class TN,M (m1, m2, m3).
Definition 3.2.1 (TN,M(m1, m2, m3)). Let N, M > 0 and m1, m2, m3 ∈ R. A function
a ∈ C([0, T ]; C∞(Rn × Rn)) belongs to TN,M (m1, m2, m3) if∣∣Dβx∂αξ a(t, x, ξ)∣∣ ≤ Cα, β%(t, ξ)m1(∂t%(t, ξ)%(t, ξ)
)m2〈ξ〉m3−|α|,
for all α, β ∈ Nn and all (t, x, ξ) ∈ Zpd(N, M).
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To describe the behavior of symbols in the hyperbolic zone, we introduce the symbol
class SN,M (l1, l2, l3, l4, l5).
Definition 3.2.2 (SN,M(l1, l2, l3, l4, l5)). Let N, M > 0 and l1, . . . , l5 ∈ R. A function
a ∈ C([0, T ]; C∞(Rn × Rn)) belongs to SN,M (l1, l2, l3, l4, l5) if
∣∣Dβx∂αξ a(t, x, ξ)∣∣ ≤ Cα, β〈ξ〉l1−|α|λ(t)l2(λ(t)Λ(t)
)l3
(q(Λ(t)))l4(ω(〈ξ〉))l5 ,
for all α, β ∈ Nn and all (t, x, ξ) ∈ Zhyp(N, M).
Remark 3.2.3. Let us explain why we define the above mentioned symbol classes
SN,M (l1, l2, l3, l4, l5) and TN,M (m1, m2, m3)
in the way we do.
In the hyperbolic zone Zhyp(N, M) where our Cauchy problem can be treated similarly to
a strictly hyperbolic Cauchy problem, the behavior of the characteristic roots τk = τk(t, x, ξ),
k = 1, . . . , m, of the original equation is important. In Zhyp(N, M) they basically behave
like 〈ξ〉λ(t), thus it is useful to include these terms in the definition of SN,M (l1, l2, l3, l4, l5).
Furthermore, we also use the Levi condition (A2) in Zhyp(N, M) to deal with the lower-order
terms which gives rise to terms behaving like λ(t)(q(Λ(t)))m. The term ω = ω(〈ξ〉) appears
due to the regularization we perform in the hyperbolic zone to account for the low regularity
of the coefficients. Lastly, we note that terms that behave like λ(t)Λ(t) appear since we use 〈ξ〉λ(t)
in the definition of the energy for the hyperbolic zone. Applying a time derivative to these
terms in the energy yields λ(t)Λ(t) (if we use the relations given in Definition 3.1.1). We note
that all of these five terms appear for different reasons and that it is useful to keep track of
them separately.
To explain the symbol class TN,M (m1, m2, m3), we first note that we typically work
in classes T2N,M (m1, m2, m3) which are related to the pseudodifferential zone Zpd(2N, M).
This is helpful since in that way there is some overlap between the hyperbolic zone Zhyp(N, M)
and the pseudodifferential zone Zpd(2N, M). Our approach for the treatment in the pseudod-
ifferential zone is to include terms that behave like % = %(t, ξ) in a suitable local energy for the
pseudodifferential zone. By doing so, we obtain terms that behave like ∂t%(t,ξ)%(t,ξ) from deriving
the energy with respect to time. It is helpful to keep the terms % and ∂t%% separated in the
definition of the symbol class. One example for this are the computations in the area where
both zones overlap. In the set Zhyp(N, M) ∩ Zpd(2N, M) we can show that %(t, ξ) ∼ 〈ξ〉λ(t)
and ∂t%(t,ξ)%(t,ξ) ∼ λ(t)Λ(t) which is helpful when calculating products of symbols.
Remark 3.2.4. We note that we deliberately do not include conditions on Dta(t, x, ξ) in
the definition of SN,M (l1, l2, l3, l4, l5). Usually (with coefficients regular in time) one would
expect a condition like
∣∣DjtDβx∂αξ a(t, x, ξ)∣∣ ≤ Cα, β, j〈ξ〉l1−|α|λ(t)l2(λ(t)Λ(t)
)l3+j
(q(Λ(t)))ml4(ω(〈ξ〉))l5 ,
for all α, β ∈ Nn, j ≤ jmax and all (t, x, ξ) ∈ Zhyp(N, M), for some jmax ∈ N. However, since
the coefficients are low-regular in time, we come across some symbols that would not fit into
this classification. For that reason, we omit a condition on Dta(t, x, ξ) in the definition and
characterize the behavior of the time-derivatives directly, e.g. by
Djta ∈ SN,M (l1, l2, l3 + j, l4, l5) + SN,M (l1, l2, l3, l4, l5 + j),
when needed.
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Remark 3.2.5. We often employ cut-off functions to restrict symbols to a certain zone.
Usually, we use a function χ ∈ C∞ with
χ(ξ) =
{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2,
and 0 ≤ χ(ξ) ≤ 1. To restrict a symbol to the pseudodifferential zone Zpd(N, M) we use
χ
( 〈ξ〉
N
2 (q(Λ(t)))m
)
. Note, that we have N2 in the denominator to ensure that χ ≡ 0, when we leave
the zone. Using χ
( 〈ξ〉
N(q(Λ(t)))m
)
restricts a symbol to Zpd(2N, M). To restrict a symbol to the
hyperbolic zone Zhyp(N, M) we use
(
1− χ( 〈ξ〉N(q(Λ(t)))m )).
Remark 3.2.6. We note that symbols that are identically zero in Zpd(N, M) belong to
TN,M (0, 0, −∞).
Calculus
Since we are not working with the standard symbol classes Smρ, δ, it is helpful to establish some
properties of the symbolic calculus. In this section, we derive results concerning
• the hierarchy of symbols, this is done in Proposition 3.2.9;
• the relation of symbols from TN,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5) to classical
symbol spaces, this is done in Propositions 3.2.10 and 3.2.11;
• the asymptotic expansion of the newly introduced symbols, this is done in Lemma 3.2.12;
• composition results on the symbol and operator level, this is done in Lemmas 3.2.13
and 3.2.15;
• the existence of a parametrix, this is done in Lemma 3.2.16.
We provide proofs for most of the results since this may be educational.
The functions λ = λ(t), q = q(Λ(t)) and % = %(t, ξ) play a crucial role in the definition
of our symbol classes. Before we derive the properties of the symbol classes, let us review
some useful relations for the above functions.
Proposition 3.2.7. Take λ = λ(t) and Λ = Λ(t) as defined in Definition 3.1.1 and take
q = q(Λ(t)) as given by (3.1.2).
(i) We have
(q(Λ(t)))m ≥ C 1Λ(t) ,
if 0 < t is sufficiently small.
(ii) For t ∈ (0, T ], we have
0 < −∂t(q(Λ(t))) ≤ λ(t)Λ(t)
1
m
q(Λ(t)).
Proof. Both relations are derived by straightforward computation. 2
Lemma 3.2.8. The function % = %(t, ξ) satisfies
(i) 0 ≤ ∂t%(t, ξ),
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(ii) ∂t%(t,ξ)%(t,ξ) ≤ λ(t)m λ(t)Λ(t)
(
q(Λ(t))
)m(m−1)〈ξ〉,
for all (t, x, ξ) ∈ [0, T ]× Rn × Rn.
Proof. For (i) we compute
∂t%(t, ξ) = ∂t
(
1 + 〈ξ〉λm(t)(q(Λ(t)))m(m−1)
) 1
m
= 1
m
%(t, ξ)−(m−1)〈ξ〉
(
mλm−1(t)λ′(t)(q(Λ(t)))m(m−1)
+m(m− 1)λm(t)(q(Λ(t)))m(m−1)−1∂t(q(Λ(t)))
)
.
We use Definition 3.1.1 to estimate λ′(t) ≥ c0λ(t) λ(t)Λ(t) and (ii) from Proposition 3.2.7. We
obtain
∂t%(t, ξ) ≥ 1
m
%(t, ξ)−(m−1)〈ξ〉
(
c0mλ
m(t)λ(t)Λ(t)(q(Λ(t)))
m(m−1)
− (m− 1)λm(t)λ(t)Λ(t)(q(Λ(t)))
m(m−1)) ≥ 0,
since c0 > m−1m . This proves the lower bound on ∂t%.
For (ii) we again use Definition 3.1.1 to estimate λ′(t) ≥ cλ(t) λ(t)Λ(t) and (ii) from
Proposition 3.2.7. We have
0 ≤ ∂t%(t, ξ) ≤ C%(t, ξ)−(m−1)〈ξ〉λm(t)λ(t)Λ(t)
(
q(Λ(t))
)m(m−1)
. (3.2.3)
From this we conclude
∂t%(t, ξ)
%(t, ξ) ≤ C
〈ξ〉λm(t) λ(t)Λ(t)
(
q(Λ(t))
)m(m−1)
%(t, ξ)m
≤ C〈ξ〉λm(t)λ(t)Λ(t)(q(Λ(t)))
m(m−1),
since 1 ≤ %(t, ξ). 2
The following properties and symbol hierarchies are due to the definitions of the zones
and the definitions of the symbol classes. They are obtained by straightforward computations.
Proposition 3.2.9 (Symbol hierarchies and properties). Let N, M > 0, α, β ∈ Nn
and m1, m2, m3, l1, . . . , l5 ∈ R. We then have the following rules for the pseudodifferential
calculus.
(i) If a ∈ TN,M (m1, m2, m3), then Dβxa ∈ TN,M (m1, m2, m3).
(ii) If a ∈ TN,M (m1, m2, m3), then ∂αξ a ∈ TN,M (m1, m2, m3 − |α|).
(iii) If a ∈ TN,M (m1, m2, m3) and a˜ ∈ TN,M (m˜1, m˜2, m˜3), then
a˜a ∈ TN,M (m1 + m˜1, m2 + m˜2, m3 + m˜3).
(iv) If a ≡ 0 in Zpd(N, M), then a ∈ TN,M (0, 0, −∞).
(v) We have TN,M (m1, m2, m3 − |α|) ⊂ TN,M (m1, m2, m3).
(vi) If N1 ≤ N, M1 ≥M , then TN,M (m1, m2, m3) ⊂ TN1,M1(m1, m2, m3).
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(vii) If a ∈ SN,M (l1, l2, l3, l4, l5), then Dβxa ∈ SN,M (l1, l2, l3, l4, l5).
(viii) If a ∈ SN,M (l1, l2, l3, l4, l5), then ∂αξ a ∈ SN,M (l1 − |α|, l2, l3, l4, l5).
(ix) If a ∈ SN,M (l1, l2, l3, l4, l5) and a˜ ∈ SN,M (l˜1, l˜2, l˜3, l˜4, l˜5), then
aa˜ ∈ SN,M (l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4, l5 + l˜5).
(x) We have SN,M (l1, l2, l3 + k, l4, l5) ⊂ SN,M (l1, l2 + k, l3, l4 + k, l5), for k ≥ 0.
(xi) We have SN,M (l1, l2, l3, l4, l5) ⊂ SN,M (l1+k1+k2, l2, l3, l4−k1, l5−k2), for k1, k2 ≥ 0.
(xii) If N ≤ N1, M1 ≥M , then SN,M (l1, l2, l3, l4, l5) ⊂ SN1,M1(l1, l2, l3, l4, l5).
The following two propositions give relations to the standard symbol classes Sm1, 0. We
use these relations later on to explain composition rules and the existence of a parametrix.
Proposition 3.2.10. Let a = a(t, x, ξ) be a symbol with
a ∈ TN,M (0, 0, 0) + SN,M (l1, l2, l3, l4, l5).
Then we have
a ∈ L∞([0, T ]; Smax{0, l1+l3+l4+l5}1, 0 ).
Proof. The definition of the zones, Proposition 3.4.1 and straightforward calculations yield
∣∣Dβx∂αξ a(t, x, ξ)∣∣≤ Cα, β〈ξ〉−|α| + Cα, β〈ξ〉l1−|α|λ(t)l2(λ(t)Λ(t)
)l3
(q(Λ(t)))ml4
×(ω(〈ξ〉))l5
≤ Cα, β〈ξ〉−|α| + Cα, β〈ξ〉l1−|α|+l4+l5λ(t)l2+l3
( 1
Λ(t)
)l3
≤ Cα, β〈ξ〉−|α| + Cα, β〈ξ〉l1−|α|+l4+l5λ(t)l2+l3(q(Λ(t)))ml3
≤ Cα, β〈ξ〉−|α| + Cα, β〈ξ〉l1−|α|+l3+l4+l5λ(t)l2+l3 . 2
Proposition 3.2.11. Let a = a(t, x, ξ) be a symbol with
a ∈ TN,M (m1, m2, m3) + SN,M (0, 0, 0, 0, 0).
Then we have
a ∈ L∞loc
(
(0, T ]; Smax{0,
m1
m
+m2+m3,m2+m3}
1, 0
)
.
Proof. The definition of the zones, Lemma 3.2.8 and straightforward calculations yield
|Dβx∂αξ a(t, x, ξ)| ≤ Cα, β%m1(t, ξ)
(∂t%(t, ξ)
%(t, ξ)
)m2〈ξ〉m3−|α| + Cα, β〈ξ〉−|α|
≤ Cα, β
(
1 + 〈ξ〉λm(t)(q(Λ(t)))m(m−1)
)m1
m
×
(
λm(t)λ(t)Λ(t)(q(Λ(t)))
m(m−1)〈ξ〉
)m2〈ξ〉m3−|α|
+ Cα, β〈ξ〉−|α|
≤ Cα, β
(
1 + 〈ξ〉m1m λm1(t)(q(Λ(t)))m1(m−1)
)
×
(
λm(t)λ(t)Λ(t)(q(Λ(t)))
m(m−1))m2〈ξ〉m2+m3−|α|
+ Cα, β〈ξ〉−|α|.
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From this we conclude the assertion of the lemma, since the terms
λm1(t)
(
q(Λ(t))
)m1(m−1) and λm(t)λ(t)Λ(t)(q(Λ(t)))m(m−1),
are bounded on any interval [ε, T ], ε > 0. 2
Lemma 3.2.12 (Asymptotic expansion). Let {aj}j be a sequence of symbols with
aj ∈ TN,M (m1, m2, m3 − j) + SN,M (l1 − j, l2, l3, l4, l5), j ≥ 0.
Then, there is a symbol
a ∈ TN,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5),
such that
a(t, x, ξ) ∼
∞∑
j=0
aj(t, x, ξ),
that is
a(t, x, ξ)−
j0−1∑
j=0
aj(t, x, ξ) ∈ TN,M (m1, m2, m3 − j0) + SN,M (l1 − j0, l2, l3, l4, l5),
for all j0 ≥ 1. The symbol is uniquely determined modulo smoothing symbols belonging to
L∞loc
(
(0, T ]; S−∞1, 0
)
.
Proof. Let χ be a C∞ cut-off function with
χ(ξ) =
{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2,
and 0 ≤ χ ≤ 1. For a sequence of positive numbers εj → 0, we define
γεj (ξ) = 1− χ(εjξ).
We note that γεj (ξ) = 0 if |ξ| < 1εj . We choose εj such that
εj ≤ 2−j ,
and set
a(t, x, ξ) =
∞∑
j=0
γεj (ξ)aj(t, x, ξ).
We note that a(t, x, ξ) exists (i.e., the series converges pointwise), since for any fixed point
(t, x, ξ) only a finite number of addends contribute to a(t, x, ξ). Indeed, for fixed (t, x, ξ) we
can always find a j0 such that |ξ| < 1εj0 and so
a(t, x, ξ) =
j0−1∑
j=0
γεj (ξ)aj(t, x, ξ).
We continue by showing that the symbol
a ∈ TN,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5).
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To prove this, we first observe that
∣∣∣Dβx∂αξ (γεj (ξ)aj(t, x, ξ))∣∣∣ = ∣∣∣∣ ∑
α′+α′′=α
(
α
α′
)
∂α
′
ξ γεj (ξ)Dβx∂α
′′
ξ aj(t, x, ξ)
∣∣∣∣
≤
∣∣∣∣γεj (ξ)Dβx∂αξ aj(t, x, ξ)
+
∑
α′+α′′=α
|α′|>0
Cα′χ˜εj (ξ)〈ξ〉−|α
′|Dβx∂
α′′
ξ aj(t, x, ξ)
∣∣∣∣,
where χ˜εj (ξ) is another smooth cut-off function which is non-zero only if 1 ≤ εj |ξ| ≤ 2. This
new cut-off function describes the support of the derivatives of γεj (ξ). In the last estimate,
we also used that εj ∼ 〈ξ〉 if χ˜εj (ξ) 6= 0. We conclude that∣∣∣Dβx∂αξ (γεj (ξ)aj(t, x, ξ))∣∣∣ ≤ 2−j[%m1(∂t%%
)m2〈ξ〉m3+1−j−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1+1−j−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
,
where we used that aj belongs to
TN,M (m1, m2, m3 − j) + SN,M (l1 − j, l2, l3, l4, l5),
and estimated |ξ| ≥ 2j (due to the support of cut-off functions) once in each addend. Using
this relation, we obtain
∣∣Dβx∂αξ a(t, x, ξ)∣∣ ≤ j0−1∑
j=0
∣∣∣Dβx∂αξ (γεj (ξ)aj(t, x, ξ))∣∣∣
≤ Cα, β
[
%m1
(∂t%
%
)m2〈ξ〉m3−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
+
j0−1∑
j=1
2−j
[
%m1
(∂t%
%
)m2〈ξ〉m3+1−j−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1+1−j−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
≤ Cα, β
[
%m1
(∂t%
%
)m2〈ξ〉m3−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
.
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As for the remainder of the series, we have∣∣∣Dβx∂αξ ( ∞∑
j=j0
γεj (ξ)aj(t, x, ξ)
)∣∣∣ ≤ ∣∣∣Dβx∂αξ (γεj0 (ξ)aj0(t, x, ξ))∣∣∣
+
∞∑
j=j0+1
∣∣∣Dβx∂αξ (γεj (ξ)aj(t, x, ξ))∣∣∣
≤ Cα, β
[
%m1
(∂t%
%
)m2〈ξ〉m3−j0−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1−j0−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
+
∞∑
j=j0+1
2−j
[
%m1
(∂t%
%
)m2〈ξ〉m3+1−j−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1+1−j−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
≤ Cα, β
[
%m1
(∂t%
%
)m2〈ξ〉m3−j0−|α|χ( 〈ξ〉
N
2 (q(Λ(t)))m
)
+ 〈ξ〉l1−j0−|α|λl2(t)
(λ(t)
Λ(t)
)l3
(q(Λ(t)))ml4
× (ω(〈ξ〉))l5
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
.
Thus,
a(t, x, ξ)−
j0−1∑
j=0
aj(t, x, ξ) ∈ TN,M (m1, m2, m3 − j0) + SN,M (l1 − j0, l2, l3, l4, l5).
Lastly, we use Propositions 3.2.10 and 3.2.11 to conclude that if a symbol
aj ∈ TN,M (m1, m2, m3 − j) + SN,M (l1 − j, l2, l3, l4, l5),
then also
aj ∈ L∞loc
(
(0, T ]; Smax{l1−j+l3+l4+l5,m2+m3−j,
m1
m
+m2+m3−j}
1, 0
)
.
If j tends to +∞, then the intersection of all those symbol spaces belongs to the space
L∞loc
(
(0, T ]; S−∞1, 0
)
. This completes the proof. 2
Lemma 3.2.13. Let
a ∈ T2N,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5),
and
a˜ ∈ T2N,M (m˜1, m˜2, m˜3) + SN,M (l˜1, l˜2, l˜3, l˜4, l˜5),
then
aa˜ ∈ T2N,M (m1 + m˜1, m2 + m˜2, m3 + m˜3)
+ SN,M (l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4, l5 + l˜5)
+ SN,M (m1 +m3 + l˜1, m1 + l˜2, m2 + l˜3, l˜4, l˜5)
+ SN,M (m˜1 + m˜3 + l1, m˜1 + l2, m˜2 + l3, l4, l5).
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Proof. We obtain by straightforward computation that∣∣Dβx∂αξ a(t, x, ξ)a˜(t, x, ξ)∣∣
≤
∑
β′+β′′=β
α′+α′′=α
Cα′, β′ |Dβ′x ∂α
′
ξ a(t, x, ξ)||Dβ
′′
x ∂
α′′
ξ a˜(t, x, ξ)|
≤ Cα, β
[
%m1+m˜1
(∂t%
%
)m2+m˜2〈ξ〉m3+m˜3−|α|χ( 〈ξ〉
N(q(Λ(t)))m
)
+ 〈ξ〉l1+l˜1−|α|λ(t)l2+l˜2
(λ(t)
Λ(t)
)l3+l˜3
(q(Λ(t)))m(l4+l˜4)(ω(〈ξ〉))l5+l˜5
×
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
+ %m1
(∂t%
%
)m2〈ξ〉m3+l˜1−|α|λ(t)˜l2(λ(t)Λ(t)
)l˜3
(q(Λ(t)))ml˜4(ω(〈ξ〉))˜l5
× χ
( 〈ξ〉
N(q(Λ(t)))m
)(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
+ %m˜1
(∂t%
%
)m˜2〈ξ〉m˜3+l1−|α|λ(t)l2(λ(t)Λ(t)
)l3
(q(Λ(t)))ml4(ω(〈ξ〉))l5
× χ
( 〈ξ〉
N(q(Λ(t)))m
)(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
.
We note that the last two addends of the above inequality are only non-zero, if
N(q(Λ(t))m < 〈ξ〉 < 2N(q(Λ(t)))m,
and that, therefore,
%(t, ξ) = (1 + 〈ξ〉λ(t)m(q(Λ(t)))m) 1m ≤ Cλ(t)〈ξ〉,
∂t%(t, ξ)
%(t, ξ) ≤ C
〈ξ〉λ(t)m λ(t)Λ(t)(q(Λ(t)))m(m−1)
1 + 〈ξ〉λ(t)m(q(Λ(t)))m(m−1) ≤ C
λ(t)
Λ(t) ,
for N(q(Λ(t))m < 〈ξ〉 < 2N(q(Λ(t)))m. This yields∣∣Dβx∂αξ a(t, x, ξ)a˜(t, x, ξ)∣∣
≤ Cα, β
[
%m1+m˜1
(∂t%
%
)m2+m˜2〈ξ〉m3+m˜3−|α|χ( 〈ξ〉
N(q(Λ(t)))m
)
+ 〈ξ〉l1+l˜1−|α|λ(t)l2+l˜2
(λ(t)
Λ(t)
)l3+l˜3
(q(Λ(t)))m(l4+l˜4)(ω(〈ξ〉))l5+l˜5
×
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
+ 〈ξ〉m1+m3+l˜1−|α|λ(t)m1+l˜2
(λ(t)
Λ(t)
)m2+l˜3
(q(Λ(t)))ml˜4(ω(〈ξ〉))˜l5
× χ
( 〈ξ〉
N(q(Λ(t)))m
)(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
+ 〈ξ〉m˜1+m˜3+l1−|α|λ(t)m˜1+l2
(λ(t)
Λ(t)
)m˜2+l3
(q(Λ(t)))ml4(ω(〈ξ〉))l5
× χ
( 〈ξ〉
N(q(Λ(t)))m
)(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))]
,
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so that we conclude
aa˜ ∈ T2N,M (m1 + m˜1, m2 + m˜2, m3 + m˜3)
+ SN,M (l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4, l5 + l˜5)
+ SN,M (m1 +m3 + l˜1, m1 + l˜2, m2 + l˜3, l˜4, l˜5)
+ SN,M (m˜1 + m˜3 + l1, m˜1 + l2, m˜2 + l3, l4, l5). 2
Remark 3.2.14. If the symbols a and a˜ in the previous lemma belong to
TN,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5),
and
TN,M (m˜1, m˜2, m˜3) + SN,M (l˜1, l˜2, l˜3, l˜4, l˜5),
respectively, then their product belongs to
TN,M (m1 + m˜1, m2 + m˜2, m3 + m˜3) + SN,M (l1 l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4, l5 + l˜5),
since there is no overlap of the zones Zpd(N, M) and Zhyp(N, M).
Lemma 3.2.15. Let A and B be pseudodifferential operators with symbols
a = σ(A) ∈ T2N,M (m1, m2, m3) + SN,M (l1, l2, l3, l4, l5),
and
b = σ(B) ∈ T2N,M (m˜1, m˜2, m˜3) + SN,M (l˜1, l˜2, l˜3, l˜4, l˜5).
Then the pseudodifferential operator C = A ◦B has a symbol
c = σ(C) ∈ T2N,M (m1 + m˜1, m2 + m˜2, m3 + m˜3)
+ SN,M (l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4, l5 + l˜5)
+ SN,M (m1 +m3 + l˜1, m1 + l˜2, m2 + l˜3, l˜4, l˜5)
+ SN,M (m˜1 + m˜3 + l1, m˜1 + l2, m˜2 + l3, l4, l5),
and satisfies
c(t, x, ξ) ∼
∑
α∈Nn
1
α!∂
α
ξ a(t, x, ξ)Dαx b(t, x, ξ). (3.2.4)
The operator C is uniquely determined modulo an operator with smoothing symbol from
L∞loc
(
(0, T ]; S−∞1, 0
)
.
Proof. In view of Proposition 3.2.10 and Proposition 3.2.11 it is clear that the operator C
is a well-defined pseudodifferential operator. Relation (3.2.4) is a direct consequence of the
composition rules in Ψm. Applying Proposition 3.2.9, Lemma 3.2.13 and Lemma 3.2.12 then
yields the desired statements. 2
Lemma 3.2.16. Let A be a pseudodifferential operator with an invertible symbol
a = σ(A) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0).
Then there exists a parametrix A# with symbol
a# = σ(A#) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0).
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Proof. We use the existence of the inverse of a and set
a#0 (t, x, ξ) = a(t, x, ξ)−1 ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0).
In view of Proposition 3.2.10 and Proposition 3.2.11, we are able to define a sequence of
symbols {a#j }j = {a#j (t, x, ξ)}j recursively by∑
1≤|α|≤j
1
α!∂
α
ξ a(t, x, ξ)Dαxa
#
j−|α|(t, x, ξ) = −a(t, x, ξ)a#j (t, x, ξ),
with
a#j ∈ T2N,M (0, 0, −j) + SN,M (−j, 0, 0, 0, 0).
Lemma 3.2.12 then yields the existence of a symbol
a#R ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0),
and a right parametrix A#R(t, x, Dx) with symbol σ(A
#
R) = a
#
R . We have
AA#R − I ∈ L∞
(
[0, T ]; Ψ−∞
)
.
The existence of a left parametrix can be shown in the same way. One can also prove
that right and left parametrix coincide which yields the existence of a parametrix A#. 2
With all these preparations complete, let us return to the treatment of Cauchy problem
(3.1.1) in the next section.
3.2.3. Regularization
In the previous section we introduced and studied the symbol classes and pseudodifferential
operators which we use in our approach. As a first step in the treatment of Cauchy problem
(3.1.1), we regularize the coefficients of the principal part.
In the case of strictly hyperbolic Cauchy problems, we regularized the characteristic
roots instead of the coefficients. This approach is feasible for strictly hyperbolic equations,
since there it is helpful to factorize the related operator in the full extended phase space. For
our weakly hyperbolic Cauchy problem a factorization would only be helpful in the hyperbolic
zone but not in the pseudodifferential zone. This is why we do not perform a factorization in
this case. Therefore, we regularize the coefficients instead of the characteristic roots.
We use the same regularization as in Definition 2.2.1 for the strictly hyperbolic case.
Definition 3.2.17. Let ϕ ∈ C∞0 (R) be a given function satisfying
∫
R ϕ(s)ds = 1 and
ϕ(s) ≥ 0 for any s ∈ R with suppϕ ⊂ [−1, 1]. Let ε > 0 and set ϕε(s) = 1εϕ
(
s
ε
)
.
Then, we define
aε,m−j, γ(t, x) := (am−j, γ ∗(t) ϕε)(t, x),
for j = 0, . . . , m− 1 and |γ|+ j = m.
The following properties of aε,m−j, γ can be verified by straightforward computations. A
rigorous proof is given in Appendix B.3.
Proposition 3.2.18. The inequalities
(i)
∣∣∂taε,m−j, γ(t, x)∣∣ . ε−1µ(ε) and
(ii)
∣∣Dβx(am−j, γ(t, x)− aε,m−j, γ(t, x))∣∣ . K|β|µ(ε), for all β ∈ Nn,
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are satisfied in Zhyp(N, M).
Since we want to perform a diagonalization only in the hyperbolic zone, we only use the
regularized coefficients in the hyperbolic zone. There, Cauchy problem (3.1.1) behaves like a
strictly hyperbolic Cauchy problem. This encourages us to choose ε = 〈ξ〉−1, since we know
from the previous chapter that this is the correct choice in the strictly hyperbolic case. This
yields the estimates
(i)
∣∣∂ta〈ξ〉−1,m−j, γ(t, x)∣∣ . 〈ξ〉µ(〈ξ〉−1) = Cω(〈ξ〉) and
(ii)
∣∣Dβx∂αξ (am−j, γ(t, x)− a〈ξ〉−1,m−j, γ(t, x))∣∣ . K|β|〈ξ〉−|α|µ(〈ξ〉−1) = CK|β|〈ξ〉−|α| ω(〈ξ〉)〈ξ〉 ,
for all (t, x, ξ) ∈ Zhyp(N, M).
3.2.4. Reduction to a first order diagonal system
The goal of this section is to reduce Cauchy problem (3.1.1) to a Cauchy problem for a first
order system (with respect to Dt) which has diagonal principal part in the hyperbolic zone.
During this reduction procedure, we pay very close attention to the symbol classes of all
appearing operators and remainders and highlight the different approaches pursued in each
zone.
Reduction to a first order system
Before we reduce an equation like (3.1.1) to a system, we should think about how we want to
do this.
In the strictly hyperbolic case, the change of variables that transformed the equation to
a system included the terms Dt − λk(t, x, Dx), where λk denote the regularized characteristic
roots. Notably, the change of variables include some terms that behave similarly to the
characteristic roots of the related operator. For our weakly hyperbolic Cauchy problem, we
want to do the same in the hyperbolic zone. There, Cauchy problem (3.1.1) behaves similarly
to a strictly hyperbolic one. Moreover, if we are away from the degeneracy at t = 0, we can
estimate that the characteristic roots behave like λ(t)〈ξ〉 for sufficiently large |ξ|. This is why
we include this term in the change of variables (and also in the energy) in the hyperbolic zone.
In the pseudodifferential zone, we follow the approach of [40, 89, 90] and include the
function % = %(t, ξ) in the change of variables and the energy. The motivation behind this
choice is that % behaves similarly to the full symbol of the operator (not just the principal
symbol).
Let us recall that % = %(t, ξ) is the positive solution to
%m = 1 + 〈ξ〉λ(t)m(q(Λ(t)))m(m−1).
Then, we define the symbol
h(t, ξ) = %(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
+ 〈ξ〉λ(t)
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
,
where χ ∈ C∞ is a smooth cut-off function as introduced in Remark 3.2.5. In that way, the
influence of % is limited to the pseudodifferential zone Zpd(2N, M) and the influence of 〈ξ〉λ(t)
is limited to the hyperbolic zone Zhyp(N, M). We observe that
%(t, ξ) ∈ TN,M (1, 0, 0) for (t, x, ξ) ∈ Zpd(N, M),
〈ξ〉λ(t) ∈ SN,M (1, 1, 0, 0, 0) for (t, x, ξ) ∈ Zhyp(N, M),
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%(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
∈ T2N,M (1, 0, 0) for (t, x, ξ) ∈ [0, T ]× Rn × Rn,
〈ξ〉λ(t)
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
∈ SN,M (1, 1, 0, 0, 0) for (t, x, ξ) ∈ [0, T ]× Rn × Rn,
and thus
h(t, ξ) ∈ T2N,M (1, 0, 0) + SN,M (1, 1, 0, 0, 0).
Using Lemma 3.2.8 and Definition 3.1.1, we obtain that
Dth(t, ξ) ∈ T2N,M (1, 1, 0) + SN,M (1, 1, 1, 0, 0).
In order to reduce the equation in Cauchy problem (3.1.1) to a system, we define the matrix
pseudodifferential operator H(t, Dx) with symbol
H(t, ξ) = σ(H(t, Dx)) =

(h(t, ξ))m−1
(h(t, ξ))m−2
. . .
1

.
We set
U = H(t, Dx)
(
u(t, x), Dtu(t, x), . . . , Dm−1t u(t, x)
)T
.
In order to apply this transformation to Cauchy problem (3.1.1), we have to ensure that
the inverse operator H−1(t, Dx) exists. Since H(t, Dx) is independent of x, it is clear
that σ(H−1) = (σ(H))−1 if (σ(H))−1 exists. For this, we note that h(t, ξ) ≥ 1 for all
(t, ξ) ∈ [0, T ]×Rn. We conclude that the inverse operator H−1(t, Dx) of H(t, Dx) exists and
its symbol is given by
σ(H−1) = (H(t, ξ))−1 =

(h(t, ξ))−(m−1)
(h(t, ξ))−(m−2)
. . .
1

.
This allows us to conclude that Cauchy problem (3.1.1) is equivalent to
DtU = (A(t, x, Dx) +B(t, x, Dx))U, (3.2.5)
with initial conditions
U(0, x) = H(0, Dx)
(
u(0, x), Dtu(0, x), . . . , Dm−1t u(0, x)
)T
,
where
σ(A) =

h(t, ξ)
. . .
h(t, ξ)
am(t, x, ξ) am−1(t, x, ξ) . . . a1(t, x, ξ)
 ,
and
σ(B) =

(m−1)Dt(h(t, ξ))
h(t, ξ)
. . .
Dt(h(t, ξ))
h(t, ξ)
bm(t, x, ξ) bm−1(t, x, ξ) . . . b1(t, x, ξ)
 ,
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with
am−k(t, x, ξ) = χ
( 〈ξ〉
N(q(Λ(t)))m
) ∑
|γ|=m−k
λ(t)m−kam−k, γ(t, x)ξγ
h(t, ξ)m−1−k
+
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
)) ∑
|γ|=m−k
λ(t)m−kaε,m−k, γ(t, x)ξγ
h(t, ξ)m−1−k ,
bm−k(t, x, ξ) =
∑
|γ|<m−k
bm−k, γ(t, x)ξγ
h(t, ξ)m−1−k +
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
×
∑
|γ|=m−k
λ(t)m−k(am−k, γ(t, x)− aε,m−k, γ(t, x))ξγ
h(t, ξ)m−1−k ,
and aε,m−k, γ = aε,m−k, γ(t, x) are the regularized coefficients of Definition 3.2.17 with ε =
〈ξ〉−1 and k = 0, . . . , m− 1.
By using this approach, in the pseudodifferential zone the pseudodifferential operator A
contains all coefficients of the principal part of the original equation. In the hyperbolic zone,
the original coefficients are replaced by the regularized coefficients (which we need for the
diagonalization in the hyperbolic zone). The pseudodifferential operator B contains all lower
order terms and the terms arising due to the regularization in the hyperbolic zone.
As for the symbol classes of am−k = am−k(t, x, ξ) and bm−k = bm−k(t, x, ξ) we can
prove the following proposition.
Proposition 3.2.19. The symbols am−k = am−k(t, x, ξ), k = 0, . . . , m− 1, belong to
T2N,M (1, 0, 0) + SN,M (1, 1, 0, 0, 0),
the symbols bm−k = bm−k(t, x, ξ), k = 0, . . . , m− 1, belong to
T2N,M (1, 0, 0) + SN,M (0, 1, 0, 1, 0) + SN,M (0, 1, 0, 0, 1).
Furthermore, they all belong to B∞K with respect to the spatial variables.
Proof. We first observe that
h(t, ξ)−(m−1−k) ∈ T2N,M (−(m− 1− k), 0, 0)
+ SN,M (−(m− 1− k), −(m− 1− k), 0, 0, 0).
Application of Lemma 3.2.13 yields the desired symbol class for am−k, when we keep in mind
that all am−k, γ and aε,m−k, γ are bounded on [0, T ] and
χ
( 〈ξ〉
N(q(Λ(t)))m
) ∑
|γ|=m−k
λ(t)m−kξγ ∈ T2N,M (m− k, 0, 0),
where we used that
〈ξ〉m−k ≤ C(q(Λ(t)))(m−1)(m−k)〈ξ〉m−km ,
in Zpd(2N, M).
The first part of the symbol class for bm−k is obtained by using the Levi-condition (A2),
i.e., ∣∣Dβxbm−k, γ(t, x)∣∣ ≤ CK|β|λ(t)m−k(q(Λ(t)))m(m−k−|γ|).
We obtain that∑
|γ|<m−k
bm−k, γ(t, x)ξγ ∈ T2N,M (m− k, 0, 0) + SN,M (m− k − 1, m− k, 0, 1, 0),
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where we used that
〈ξ〉|γ| ≤ C(q(Λ(t)))m|γ|−(m−k)〈ξ〉m−km
in Zpd(2N, M), as well as(
q(Λ(t))
)m(m−k−|γ|)〈ξ〉|γ| ≤ C〈ξ〉m−k−1(q(Λ(t)))m,
in Zhyp(N, M). This yields that∑
|γ|<m−k
bm−k, γ(t, x)ξγ
h(t, ξ)m−1−k ∈ TN,M (1, 0, 0) + SN,M (0, 1, 0, 1, 0).
For the second addend of bm−k = bm−k(t, x, ξ), we note that in view of Proposition 3.2.18
we have (
1− χ
( 〈ξ〉
N(q(Λ(t)))m
)) ∑
|γ|=m−k
λ(t)m−k
(
am−k, γ(t, x)− aε,m−k, γ(t, x)
)
ξγ
∈ SN,M (m− k − 1, m− k, 0, 0, 1),
which yields that(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
)) ∑
|γ|=m−k
λ(t)m−k(am−k, γ(t, x)− aε,m−k, γ(t, x))ξγ
h(t, ξ)m−1−k
∈ SN,M (0, 1, 0, 0, 1).
This gives the desired symbol classes.
The fact that am−k = am−k(t, x, ξ) and bm−k = bm−k(t, x, ξ) are all B∞K in x follows
from (A1) and (A2) and the symbolic calculus, where we include K|β| in all estimates. 2
We conclude that
σ(A) ∈ T2N,M (1, 0, 0) + SN,M (1, 1, 0, 0, 0),
σ(B) ∈ T2N,M (1, 0, 0) + T2N,M (0, 1, 0) + SN,M (0, 1, 0, 1, 0)
+ SN,M (0, 1, 0, 0, 1) + SN,M (0, 0, 1, 0, 0),
where we used that
(Dth(t, ξ))h(t, ξ)−1 ∈ T2N,M (0, 1, 0) + SN,M (0, 0, 1, 0, 0).
Diagonalization
We consider the operator equation (3.2.5), i.e.,
DtU = (A(t, x, Dx) +B(t, x, Dx)U,
with initial conditions
U(0, x) = H(0, Dx)
(
u(0, x), Dtu(0, x), . . . , Dm−1t u(0, x)
)T
,
and want to diagonalize the operator A = A(t, x, Dx) in the hyperbolic zone.
To prepare diagonalization in the hyperbolic zone, we introduce approximated charac-
teristic roots τk = τk(t, x, ξ), k = 1, . . . , m which are the solutions to
τm =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jaε,m−j, γ(t, x)ξγτ j .
These approximated characteristic roots are used to define the diagonalizer M = M(t, x, Dx).
For that purpose, it is helpful to understand the behavior of τk = τk(t, x, ξ), k = 1, . . . , m.
3.2. Adjusting our method 69
Proposition 3.2.20. For ε = 〈ξ〉−1, the roots τk = τk(t, x, ξ) satisfy
(i)
∣∣Dβx∂αξ τk∣∣ ≤ CαK|β|〈ξ〉1−|α|λ(t), for all k = 1, . . . , m,
(ii) |∂tτk| ≤ Cλ(t)〈ξ〉
(
λ′(t)
λ(t) + ω(〈ξ〉)
)
, for k = 1, . . . , m and all (t, x, ξ) ∈ Zhyp(N, M), i.e.,
∂tτk ∈ SN,M (1, 1, 1, 0, 0) + SN,M (1, 1, 0, 0, 1).
Proof. We only show the proof of the second assertion since the first follows from the
definition of τk and the fact that the Cauchy problem is strictly hyperbolic in Zhyp(N, M).
For (ii), we apply the implicit function theorem to
P (τ(t, x, ξ), t, x, ξ) = τm −
m−1∑
j=0
∑
|γ|=m−j
aε,m−j, γ(t, x)ξγτ j = 0,
and obtain that
∂tτ(t, x, ξ) = −Pt
Pτ
=
−
m−1∑
j=0
∑
|γ|=m−j
(∂t(λ(t)m−jaε,m−j, γ(t, x)))ξγτ j
mτm−1 −
m−1∑
j=1
∑
|γ|=m−j
jλ(t)m−jaε,m−j, γ(t, x)ξγτ j−1
.
We use that |τ | ∼ λ(t)〈ξ〉 in Zhyp(N, M) to estimate
|∂tτ | .
m−1∑
j=0
∑
|γ|=m−j
λ(t)m〈ξ〉|γ|+j
(
j λ
′(t)
λ(t) aε,m−j, γ(t, x) +
∣∣∂taε,m−j, γ(t, x)∣∣)
λ(t)m−1〈ξ〉m−1
. λ(t)〈ξ〉
(λ′(t)
λ(t) + ω(〈ξ〉)
)
,
where we used Proposition 3.2.18 to estimate |∂taε,m−j, γ(t, x)|. 2
We renumber the roots τk in such a way that
τ1 < τ2 < . . . < τm
for all (t, x, ξ) ∈ Zhyp(N, M) and define for k = 1, . . . , m the symbols
ψk(t, x, ξ) = dk%(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
+ τk(t, x, ξ)
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
,
where d1 < d2 < . . . < dm are real, positive numbers. The operators ψk = ψk(t, x, Dx) are
used in the definition of the diagonalizer M = M(t, x, Dx). We define ψk in this particular
way, since we only want to perform the diagonalization in the hyperbolic zone. The terms
dk%(t, ξ) are present to ensure that the operator M has a parametrix and is of order zero also
in the pseudodifferential zone.
Since we want to use ψk, k = 1, . . . , m, in the diagonalization, it is helpful to study
their behavior.
Proposition 3.2.21. The symbols ψk = ψk(t, x, ξ) and h = h(t, ξ) satisfy
(i) ψk ∈ T2N,M (1, 0, 0) + SN,M (1, 1, 0, 0, 0),
(ii) ∂tψk ∈ T2N,M (1, 1, 0) + SN,M (1, 1, 1, 0, 0) + SN,M (1, 1, 0, 0, 1),
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(iii) σ(ψk ◦ h−1) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0),
(iv) σ(∂t(ψk ◦ h−1)) ∈ SN,M (0, 0, 1, 0, 0) + SN,M (0, 0, 0, 0, 1).
Proof. Assertion (i) follows immediately from Lemma 3.2.13 and Proposition 3.2.20.
As for (ii), we note that
|∂tψk| ≤ C
∣∣∣∣χ′( 〈ξ〉N(q(Λ(t)))m
)∣∣∣∣λ(t)Λ(t)%+ dkχ
( 〈ξ〉
N(q(Λ(t)))m
)
∂t%
+ C
∣∣∣∣χ′( 〈ξ〉N(q(Λ(t)))m
)∣∣∣∣λ(t)Λ(t)τk +
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
|∂tτk|.
Using Lemma 3.2.13 and relation (3.2.3) for ∂t%, as well as Proposition 3.2.20 for ∂tτk, yields
the desired symbol class.
The third assertion is a consequence of
σ(ψk ◦ h−1) ∼
∑
α∈Nn
∂αξ ψk(t, x, ξ)Dαxh−1(t, ξ) =
ψk(t, x, ξ)
h(t, ξ)
=
dkχ
( 〈ξ〉
N(q(Λ(t)))m
)
%(t, ξ) +
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
τk(t, x, ξ)
χ
( 〈ξ〉
N(q(Λ(t)))m
)
%(t, ξ) +
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
λ(t)〈ξ〉
,
while the last assertion follows from
∂tτk ∈ SN,M (1, 1, 1, 0, 0) + SN,M (1, 1, 0, 0, 1). 2
We define the pseudodifferential operator M = M(t, x, Dx) with symbol
M(t, x, ξ) = σ(M) =

1 . . . 1
ψ1(t, x, ξ)
h(t, ξ) . . .
ψm(t, x, ξ)
h(t, ξ)
...
...
...(
ψ1(t, x, ξ)
h(t, ξ)
)m−1
. . .
(
ψm(t, x, ξ)
h(t, ξ)
)m−1
 ,
which belongs to T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0). By construction the symbols ψk =
ψk(t, x, ξ) satisfy ψk(t, x, ξ) 6= ψj(t, x, ξ) if k 6= j for all (t, x, ξ) ∈ [0, T ] × Rn × Rn.
Hence, detM(t, x, ξ) 6= 0 and the matrix M(t, x, ξ) is invertible, which allows us to apply
Lemma 3.2.16 guaranteeing the existence of a parametrix M#(t, x, Dx) with symbol
M#(t, x, ξ) = σ(M#) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0).
We define V by U = MV and obtain that operator equation (3.2.5) can be transformed
to
M# ◦MDtV = (M# ◦ (A+B) ◦M)V −M# ◦ (DtM)V, (3.2.6)
with initial conditions
V (0, x) = M#(0, x, Dx)H(0, Dx)
(
u(0, x), Dtu(0, x), . . . , Dm−1t u(0, x)
)T
.
Using the composition results from Lemma 3.2.15, we obtain that
σ(M# ◦A ◦M) = σ(M#)σ(A)σ(M) + f0 + r∞,
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with f0 = 0 in Zpd(N, M) and f0 ∈ T2N,M (1, 0, 0) + SN,M (0, 1, 0, 0, 0) in the remaining
part of the extended phase space, and r∞ ∈ C∞
(
[0, T ]; Ψ−∞
)
. Due to the construction of M
and M#, we have that
σ(M#)σ(A)σ(M) =
τ1(t, x, ξ) . . .
τm(t, x, ξ)
 in Zhyp(2N, M),
and
σ(M#)σ(A)σ(M) ∈ T2N,M (1, 0, 0),
in the remaining part of the extended phase space. Applying Lemma 3.2.15 to M# ◦B ◦M
yields
σ(M# ◦B ◦M) ∈ T2N,M (1, 0, 0) + T2N,M (0, 1, 0) + SN,M (0, 1, 0, 1, 0)
+SN,M (0, 1, 0, 0, 1) + SN,M (0, 0, 1, 0, 0).
Lastly, we consider the term M# ◦ (DtM). To characterize DtM , we only have to consider
the symbols
∂t
(ψk(t, x, ξ)
h(t, ξ)
)j
= j
(ψk(t, x, ξ)
h(t, ξ)
)j−1
∂t
(ψk(t, x, ξ)
h(t, ξ)
)
,
for j = 0, . . . , m− 1. We know that
ψk(t, x, ξ)
h(t, ξ) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0),
and obtain for ∂t
(
ψk(t, x, ξ)
h(t, ξ)
)
the relation
∂t
(ψk(t, x, ξ)
h(t, ξ)
)
= (∂tψk(t, x, ξ))h(t, ξ)− ψk(t, x, ξ)(∂th(t, ξ))
h(t, ξ)2 .
This yields that
∂t
(ψk(t, x, ξ)
h(t, ξ)
)
= 0 in Zpd(N, M),
and
∂t
(ψk(t, x, ξ)
h(t, ξ)
)
∈ SN,M (0, 0, 1, 0, 0) + SN,M (0, 0, 0, 0, 1),
in the remaining part of the extended phase space. From this we conclude that
σ(M#(DtM)) = 0 in Zpd(N, M), and
σ(M#(DtM)) ∈ SN,M (0, 0, 1, 0, 0) + SN,M (0, 0, 0, 0, 1),
since σ(M#) ∈ T2N,M (0, 0, 0) + SN,M (0, 0, 0, 0, 0).
These observations allow us to conclude that we may rewrite the operator equation
(3.2.6) as
DtV = D(t, x, Dx)V +R(t, x, Dx)V, (3.2.7)
with initial conditions
V (0, x) = M#(0, x, Dx)H(0, Dx)
(
u(0, x), Dtu(0, x), . . . , Dm−1t u(0, x)
)T
,
where
σ(D(t, x, Dx)) =
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))τ1 . . .
τm

72 3. Weakly hyperbolic Cauchy problems with coefficients low-regular in time but smooth in space
∈ T2N,M (0, 0, −∞) + SN,M (1, 1, 0, 0, 0),
and
σ(R(t, x, Dx)) ∈ T2N,M (1, 0, 0) + T2N,M (0, 1, 0) + SN,M (0, 1, 0, 1, 0)
+ SN,M (0, 1, 0, 0, 1) + SN,M (0, 0, 1, 0, 0)
+ SN,M (0, 1, 0, 0, 0) + SN,M (0, 0, 0, 0, 1).
This means, that the operator equation (3.2.7) has a diagonal principal part in the hyperbolic
zone. In both zones, there are lower order terms of different order, however, we know from
the previous chapter, that we can control lower order terms by performing a conjugation.
3.2.5. Conjugation
To obtain our desired energy estimate, we want to control the lower order terms in R =
R(t, x, Dx) by applying a change of variable that contains the loss of derivatives. For this
purpose, we introduce for t0 ∈ [0, T ∗] the pseudodifferential operator Φ = Φ(t0, Dx) having
the symbol
σ(Φ(t0, Dx)) =
M˜1
t0∫
0
%(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
dt+ M˜2
t0∫
0
∂t%(t, ξ)
%(t, ξ) χ
( 〈ξ〉
N(q(Λ(t)))m
)
dt
+ M˜3
t0∫
0
λ(t)
(
q(Λ(t)))
)m
χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt
+ M˜4
t0∫
0
λ(t)ω(〈ξ〉)χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt+ M˜5
t0∫
0
λ(t)
Λ(t) χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt
+ M˜6
t0∫
0
λ(t)χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt
+ M˜7
t0∫
0
ω(〈ξ〉)χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt,
where
χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
=
(
1− χ
( 〈ξ〉
N(q(Λ(t)))m
))
,
and κ > 0 is determined later.
We note that each integral in σ(Φ) is defined in such a way that we can control the
respective lower order terms. The first integral is there to control the influence of terms
with symbols in T2N,M (1, 0, 0). The second integral is there control terms with symbols in
T2N,M (0, 1, 0) and so on.
We set
V = 〈Dx〉−νeΦ(t,Dx)W,
and obtain that the operator equation (3.2.7) is equivalent to
DtW = e−Φ(t,Dx)〈Dx〉ν ◦D(t, x, Dx) ◦ 〈Dx〉−νeΦ(t,Dx)W
+ e−Φ(t,Dx)〈Dx〉ν ◦R(t, x, Dx) ◦ 〈Dx〉−νeΦ(t,Dx)W
− e−Φ(t,Dx) ◦
(
Dte
Φ(t,Dx)
)
W
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= e−Φ(t,Dx) ◦D(t, x, Dx) ◦ eΦ(t,Dx)W + e−Φ(t,Dx) ◦R(t, x, Dx) ◦ eΦ(t,Dx)W
−
( 7∑
k=1
DtΦk(t, Dx)
)
W +R∞(t, x, Dx)W,
(3.2.8)
with initial conditions
W (0, x) = 〈Dx〉νe−Φ(0, Dx)M#(0, x, Dx)H(0, Dx)
×(u(0, x), . . . , Dm−1t u(0, x))T ,
where Φk, k = 1, . . . , 7, denote the operators associated to the respective addends of σ(Φ) in
order of their appearance and R∞ ∈ C
(
[0, T ∗]; Ψ−∞
)
.
We note that the operator eΦ(t,Dx) is of infinite order. Therefore, we want to apply
Propositions C.1.13 and C.1.15 to evaluate the conjugations DΦ = e−ΦDeΦ and RΦ = e−ΦReΦ.
There, the crucial point is to show that
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0Φ(t0, 〈ξ〉), (3.2.9)
is satisfied so that we can estimate the remainders. Our strategy is to show that
Φ(t0, 〈ξ〉) ≤ CQ(Λ(tξ))(q(Λ(tξ)))m−1 + ω(〈ξ〉) + C,
which gives (3.2.9) in view of assumption (A7). To this end, we note that
M˜2
t0∫
0
∂t%(t, ξ)
%(t, ξ) χ
( 〈ξ〉
N(q(Λ(t)))m
)
dt ≤ CM˜2 log(%(t0, ξ))χ
( 〈ξ〉
N(w(Λ(t0)))m
)
≤ CM˜2 log(〈ξ〉)χ
( 〈ξ〉
N(w(Λ(t0)))m
)
,
and
M˜6
t0∫
0
λ(t)χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt ≤ C,
which means that these two terms yield pseudodifferential operators of finite order and we do
not need to apply Propositions C.1.13 and C.1.15 to evaluate the compositions. On the other
hand, we have
M˜5
t0∫
0
λ(t)
Λ(t) χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt
≤ CM˜5
t1∫
0
λ(t)
(
q(Λ(t)))
)m
χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt+ C,
due to Proposition 3.2.7, where 0 < t1 is sufficiently small. Thus, we may write
σ
(
eΦ(t0, Dx)
)
=
exp
{
M1
t0∫
0
%(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
dt+M2 log(〈ξ〉)χ
( 〈ξ〉
N(w(Λ(t0)))m
)
+M3
t0∫
0
λ(t)
(
q(Λ(t)))
)m
χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt+M4ω(〈ξ〉)χ˜
( 〈ξ〉
N(q(Λ(t)))m
)}
.
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Here we observe, that
t0∫
0
%(t, ξ)χ
( 〈ξ〉
N(q(Λ(t)))m
)
dt ≤ C
t0∫
0
〈ξ〉 1mλ(t)(q(Λ(t)))m−1χ( 〈ξ〉
N(q(Λ(t)))m
)
dt+ C
≤ CQ(Λ(tξ))
(
q(Λ(tξ))
)m−1 + C,
due to the definition of %, the definitions of the zones and the special choice of q = q(Λ(t)).
Similarly, we obtain
t0∫
0
λ(t)
(
q(Λ(t)))
)m
χ˜
( 〈ξ〉
N(q(Λ(t)))m
)
dt ≤ CQ(Λ(tξ))
(
q(Λ(tξ))
)m−1 + C.
We now use assumption (A8) to conclude that Φ satisfies the assumptions of Propositions C.1.13
and C.1.15 and obtain that
σ(DΦ(t, x, Dx)) = D(t, x, ξ) +
∑
0<|γ|<N
DγxD(t, x, ξ)χγ(ξ) + rN (D; t, x, ξ),
σ(RΦ(t, x, Dx)) = R(t, x, ξ) +
∑
0<|γ|<N
DγxR(t, x, ξ)χγ(ξ) + rN (R; t, x, ξ),
where
|∂αξ χγ(ξ)| ≤ Cα, γ〈ξ〉−|α|−|γ|(Φ(t, ξ))|γ|,
∣∣Dβx∂αξ rN (D; t, x, ξ)∣∣ ≤ Cα, β,N 〈ξ〉1−|α|(Φ(t, ξ)〈ξ〉
)N
, and
∣∣Dβx∂αξ rN (R; t, x, ξ)∣∣ ≤ Cα, β,N 〈ξ〉1−|α|(Φ(t, ξ)〈ξ〉
)N
,
for t ∈ [0, T ∗]. Thus,
σ(DΦ(t, x, Dx)) = D(t, x, ξ) +
∑
0<|γ|≤N
Rγ(D; t, x, ξ),
σ(RΦ(t, x, Dx)) = R(t, x, ξ) +
∑
0<|γ|≤N
Rγ(R; t, x, ξ),
where ∣∣Dβx∂αξ Rγ(D; t, x, ξ)∣∣ ≤ Cα, β, |γ|〈ξ〉1−|α|(Φ(t, ξ)〈ξ〉
)|γ| ≤ Cα, β, |γ|〈ξ〉−|α|Φ(t, ξ),
∣∣Dβx∂αξ Rγ(R; t, x, ξ)∣∣ ≤ Cα, β, |γ|〈ξ〉1−|α|(Φ(t, ξ)〈ξ〉
)|γ| ≤ Cα, β, |γ|〈ξ〉−|α|Φ(t, ξ).
Most importantly, due to Remark C.1.16 all these relations are satisfied with constants
independent of t or T ∗. We conclude that Cauchy problem (3.2.8) is equivalent to
DtW = D(t, x, Dx)W +R(t, x, Dx)W +R1(t, x, Dx)W −
( 7∑
k=1
DtΦk(t, Dx)
)
W,
with initial conditions
W (0, x) = 〈Dx〉νe−Φ(0, Dx)M#(0, x, Dx)H(0, Dx)
(
u(0, x), . . . , Dm−1t u(0, x)
)T
,
where ∣∣Dβx∂αξ σ(R1(t, x, Dx))∣∣ ≤ Cα, β〈ξ〉−|α|Φ(t, ξ),
for t ∈ [0, T ∗] and D = D(t, x, Dx) and R = R(t, x, Dx) as before.
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3.2.6. Well-posedness of an auxiliary Cauchy problem
As in the previous chapter for strictly hyperbolic Cauchy problems, we want to apply sharp
Gårding’s inequality and Gronwalls lemma to obtain an energy estimate which yields well-
posedness.
We follow the same steps an in Section 2.2.5 and arrive at
∂t‖W‖2L2 = 2 Re
[((
iD(t, x, Dx)+iR(t, x, Dx)+iR1(t, x, Dx)−
7∑
k=1
∂tΦk(t, Dx)
)
W, W
)
L2
]
.
We observe that D = D(t, x, Dx) is identically zero in the pseudodifferential zone and real in
the hyperbolic zone (due to hyperbolicity). Thus, this term vanishes. To control the other
terms, we follow the approach of Section 2.2.5 and note that choosing M1, . . . , M7 sufficiently
large and T ∗ small allows us to apply sharp Gårding’s inequality to obtain
∂t‖W‖2L2 = 2 Re
[((
iD(t, x, Dx) + iR(t, x, Dx)
+ iR1(t, x, Dx)−
7∑
k=1
∂tΦk(t, Dx)
)
W, W
)
L2
]
≤ C‖W‖2L2 ,
As in Section 2.2.5 we need relations like
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + ω(〈ξ〉) = o(η(〈ξ〉)), (3.2.10)
or
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + ω(〈ξ〉) = O(η(〈ξ〉)), (3.2.11)
to ensure well-posedness with respect to x in the spaces Hνη, δ and to possibly apply a
continuation argument. Application of Gronwall’s lemma and one of the above relations allow
us to conclude that
‖W (t, ·)‖2L2 ≤ C‖W (0, ·)‖2L2 ,
for t ∈ [0, T ∗], where
‖W (0, ·)‖2L2 = ‖〈Dx〉νe−Φ(0, Dx)M#(0, x, Dx)U(0, x)‖2L2 ≤ C <∞, (3.2.12)
since M# is an operator of order zero,
σ(−Φ(0, Dx)) ∼ Q(Λ(tξ))(q(Λ(tξ)))m−1 + ω(〈ξ〉),
and due to assumption (A3).
Assuming (3.2.11), we are able to have local (in time) well-posedness with respect to
x in spaces related to the above estimate (3.2.12). This gives a local in time well-posedness
result.
For a global in time well-posedness result, we assume that (3.2.10) is satisfied. Then,
we note that if our initial data belong to a space with more regularity than required to satisfy
(3.2.12) (which they do due to (3.2.10)), we are able to apply a continuation argument as in
Section 2.2.5 to get global in time well-posedness in the spaces of the initial data, with an in
general infinite loss of derivatives.
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3.3. Statement of the results
In the previous sections we studied a weakly hyperbolic Cauchy problem with coefficients
low-regular in time and smooth in space. The goal of this section is to present the results
that have been proved in the previous sections.
Let us, for completeness and readability, recall all previously mentioned assumptions.
We consider the weakly hyperbolic Cauchy problem
Dmt u =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jam−j, γ(t, x)DγxD
j
tu+
∑
|γ|<m−j
bm−j, γ(t, x)DγxD
j
tu,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(3.3.1)
under the following conditions:
(A1) The coefficients of the principal part am−j, γ = am−j, γ(t, x) belong to Cµ
(
[0, T ]; B∞K
)
and satisfy ∣∣Dβxam−j, γ(t, x)−Dβxam−j, γ(s, x)∣∣ ≤ CK|β|µ(|t− s|),
for t, s ∈ [0, T ], 0 ≤ |t− s| ≤ 1, x ∈ Rn.
(A2) The coefficients of the lower order terms bm−j, γ = bm−j, γ(t, x) belong to C
(
[0, T ]; B∞K
)
and satisfy ∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β|λ(t)m−j(q(Λ(t)))m(m−j−|γ|),
for all (t, x) ∈ (0, T ]× Rn.
(A3) The initial data gk ∈ Hν+m−kη, δ1 , where ν ∈ R, δ1 > 0.
(A4) The function λ = λ(t) is a shape function (see Definition 3.1.1).
(A5) For λ(t) ≡ 1, the Cauchy problem (3.3.1) would be strictly hyperbolic.
(A6) The modulus of continuity µ = µ(s) can be written in the form
µ(s) = sω(s−1),
where ω = ω(s) is a non-decreasing, smooth function on [c, +∞), c > 0.
(A7) The weight function η = η(〈ξ〉) and the sequence of constants {Kp}p satisfy the relation
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉),
for large |ξ| and some δ0 > 0.
(A8) The functions
η = η(〈ξ〉) and M(〈ξ〉) = Q(Λ(tξ))(q(Λ(tξ)))m−1 + ω(〈ξ〉),
are smooth and satisfy∣∣∣∣ dkdsk η(s)
∣∣∣∣ ≤ Cks−kη(s), ∣∣∣∣ dkdskM(s)
∣∣∣∣ ≤ Cks−kM(s),
for all k ∈ N and large s ∈ R+ and
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), M(〈ξ + ζ〉) ≤M(〈ξ〉) +M(〈ζ〉), (3.3.2)
for all large |ξ|, |ζ|, ξ, ζ ∈ Rn.
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(A9) We have
lim
t→0+λ(t)
m(q(Λ(t)))m(m−1) = 0.
(A10) The weight function η = η(〈ξ〉) satisfies
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + ω(〈ξ〉) = o(η(〈ξ〉)).
(A11) The weight function η = η(〈ξ〉) satisfies
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + ω(〈ξ〉) = O(η(〈ξ〉)).
Theorem 3.3.1. Consider Cauchy problem (3.3.1). Assume conditions (A1)-(A9) and (A10),
then we have global (in time) well-posedness, i.e., there is a global (in time) classical solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
where δ < min{δ0, δ1}.
If we assume (A11) instead of (A10), then we have local (in time) well-posedness, i.e.,
there is a local (in time) classical solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ∗]; Hν+jη, δ
)
,
with 0 < T ∗ ≤ T .
3.4. Discussion and examples
The goal of this section is to discuss and illustrate the results of Theorem 3.3.1 by reviewing
some examples. We start with a discussion of some of the assumptions and conditions.
3.4.1. Discussion
The crucial points of this chapters main theorem are conditions (A10) and (A11). Not only
do these conditions determine the spaces in which we have well-posedness. In these conditions
we also see that the degeneracy at t = 0 and the low regularity of the coefficients in time, each
produce a weight. The term Q(Λ(tξ))(q(Λ(tξ)))m−1 is due to the weak hyperbolicity, whereas
the term ω(〈ξ〉) is due to the low regularity of the coefficients. Most importantly, we see that
the weights coming from each effect are added up, which means that they are independent
and do not influence each other. Furthermore, it is clear that we only feel the effect of the
dominant weight, i.e., the weight with the stronger influence on the regularity of the solution.
This behavior can be seen more clearly in the examples that conclude this section.
Concerning the definition of q = q(Λ(t)), we note that there are some restrictions. The
function q is defined by
(q(Λ(t)))m = Λ(t)−
s
s−1
(
log[m˜](Λ(t)−1)
)β˜
,
for s ≥ mm−1 , m˜ ∈ N and β˜ ∈ R. There, the requirement s ≥ mm−1 is due to Steinberg’s
result [81], that we have Gevrey well-posedness in Gs if 1 ≤ s < mm−1 if the coefficients are
smooth, even without a Levi condition.
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Assumption (A9) limits the cases we can treat with this approach. For a Gevrey-type
Levi condition, i.e.,
(q(Λ(t)))m = Λ(t)−
s
s−1 ,
and the choice of λ(t) = tl, this condition implies that s > m. We note that a condition
like this is also present in other results (see e.g. [40, 89, 90]), although it is hidden in the
assumptions on the admissible shape functions.
The definition of q = q(Λ(t)) limits our choice of admissible Levi conditions to scales of
Gevrey-type Levi conditions. However, it is also possible to work with more general functions
q as long as they satisfy all relations of the following proposition.
Proposition 3.4.1. Take λ = λ(t) and Λ = Λ(t) as defined in Definition 3.1.1 and take
q = q(Λ(t)) and Q = Q(Λ(t)) as defined by (3.1.2). We then have the following properties.
(i) We have
(q(Λ(t)))m ≥ C 1Λ(t) ,
if 0 < t is sufficiently small.
(ii) For t ∈ (0, T ], we have
0 < −∂t(q(Λ(t))) ≤ λ(t)Λ(t)
1
m
q(Λ(t)).
(iii) We have
tξ∫
0
〈ξ〉 1mλ(t)(q(Λ(t)))m−1dt ≤ CQ(Λ(tξ))(q(Λ(tξ)))m−1,
and
T∫
tξ
λ(t)(q(Λ(t)))mdt ≤ CQ(Λ(tξ))(q(Λ(tξ)))m−1.
We already discussed the meaning of assumption (A7) and condition (A8) in Section 2.4.1
for strictly hyperbolic Cauchy problems. Let us at this point just recall that (A7) describes
the connection between the weight function η of the solution space and the behavior of the
coefficients with respect to the spatial variables; and that (A8) is vital for the application of
the pseudodifferential calculus.
3.4.2. Examples
In the following, we compute some examples. In each example, we first choose a Levi
condition and compute the weight related to the particular choice of q(Λ(t)). Then, we look
at possible choices of moduli of continuity µ to describe the regularity of the coefficients in
time. Depending on this modulus of continuity and the Levi condition, we look for a suitable
weight function η which satisfies (A10). Having chosen η, we specify the regularity of the
coefficients in space by choosing a sequence of constants {Kp}p such that (A7) is satisfied.
A useful tool in all these examples is Table 3.1, which provides an overview of some
moduli of continuity and the corresponding weights ω(〈ξ〉).
Let us begin with some examples of typical Gevrey-type Levi conditions.
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Tab. 3.1. Moduli of continuity µ and the respective, generated weights ω.
modulus of continuity generated weight
µ(s) = s ω(〈ξ〉) = 1
µ(s) = s
(
log
( 1
s
)
+ 1
)
ω(〈ξ〉) = log(〈ξ〉)
µ(s) = s
(
log
( 1
s
)
+ 1
)
log[m˜]
( 1
s
)
ω(〈ξ〉) = log(〈ξ〉) log[m˜](〈ξ〉)
µ(s) = sα, α ∈ (0, 1) ω(〈ξ〉) = 〈ξ〉1−α
µ(s) =
(
log
( 1
s
)
+ 1
)−α
, α ∈ (0, ∞) ω(〈ξ〉) = 〈ξ〉 log(〈ξ〉))−α
Example 3.4.2. Let us consider a typical Gevrey-type Levi condition. Take
(q(Λ(t)))m = (Λ(t))−
s
s−1 ,
which results in
Q(Λ(t)) = Λ(t)1−
s
m(s−1) .
The definition of the zones yields that Λ(tξ) ∼ 〈ξ〉−
s−1
s , which gives
Q(Λ(tξ))(q(Λ(tξ)))m−1 ∼ 〈ξ〉
1
s .
As expected, the Gevrey-type Levi condition yields a Gevrey type weight.
As for the choice of a modulus of continuity, we can see from Table 3.1 that we may allow
the coefficients to be Hölder continuous of order α = 1− 1s or smoother, without changing the
overall weight of our solution space. In these cases, we may also use the well-known inequality
inf
p∈N
(p!)s∗(A〈ξ〉−1)p ≤ Ce−δ0〈ξ〉
1
s∗ ,
to obtain that a possible weight sequence {Kp}p, which is the Gevrey weight sequence
Kp = (p!)s
∗
Ap with 1 ≤ s∗ < s. In that way assumption (A7) is satisfied. Also assumption (A8)
can be verified for this choice of q and η.
In all these cases, we have well-posedness with respect to x in Gevrey type spaces
Hνη, δ =
{
u ∈ S ′ ; 〈Dx〉νeδη(〈Dx〉)u ∈ L2
}
,
with η(〈ξ〉) = 〈ξ〉 1s∗ and 1 ≤ s∗ < s, which is a well-known result (see e.g. [40, 89, 90]).
However, if we choose
µ(s) =
(
log
(1
s
)
+ 1
)−α
, α ∈ (0, ∞),
the weight
ω(〈ξ〉) = 〈ξ〉 log(〈ξ〉))−α
clearly dominates 〈ξ〉 1s and we have to choose
η(〈ξ〉) = 〈ξ〉(log(〈ξ〉))−κ,
where 0 < κ < α. In view of Definition 9 and Example 25 in [9], we find that condition (A7)
is satisfied if we choose
Kp = ((p+ 1)(log(e+ p)))p.
Checking that assumption (3.3.2) is satisfied, may not seem straightforward. However,
we can easily check that η and ω belong to the set W(R) which was introduced in [76]. In [76]
the author proves that all functions in W(R) satisfy an even stronger condition than (3.3.2).
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Then, we have well-posedness with respect to x in spaces
Hνη, δ =
{
u ∈ S ′ ; 〈Dx〉νeδη(〈Dx〉)u ∈ L2
}
,
with η(〈ξ〉) = 〈ξ〉(log(〈ξ〉))−κ and 0 < κ < α. We note that these spaces are very close to the
space of analytic functions even though we assumed a Gevrey-type Levi condition.
Next, let us consider a Levi condition which is a little less restrictive than the usual
Gevrey-type Levi condition.
Example 3.4.3. Let
(q(Λ(t)))m = (Λ(t))−
s
s−1 log(Λ(t)−1),
which gives
Q(Λ(t)) ∼ Λ(t)1− sm(s−1) log(Λ(t)−1) 1m ,
for small t, i.e., large Λ(t)−1. The definition of the zones yields that
Λ(tξ) ∼ 〈ξ〉−
s−1
s (log(〈ξ〉 s−1s )) s−1s ,
for large |ξ|, which gives
Q(Λ(tξ))(q(Λ(tξ)))m−1 ∼ s− 1
s
( 〈ξ〉
s−1
s log(〈ξ〉)
) 1
s
log
( 〈ξ〉
s−1
s log(〈ξ〉)
)
. (3.4.1)
We see that this Levi condition which is a little less restrictive than the usual Gevrey-type
Levi condition, leads to a weight that is very close to a Gevrey weight. However, due to the
log-terms we are slightly below the Gevrey weight 〈ξ〉 1s .
Again, looking at Table 3.1, we can see that this weight dominates the weights produced
by the modulus of continuity until we assume Hölder continuous coefficients or worse. If the
coefficients are worse than Hölder, clearly their weight is dominant. If the coefficients are
Hölder continuous of order α, the situation is more delicate. If α < 1− 1s , the weight given by
(3.4.1) is dominant; if α ≥ 1− 1s the weight 〈ξ〉1−α is dominant.
In the latter case (i.e., α ≥ 1− 1s ), it is clear that we are again working in Gevrey spaces
and that we can employ the same weight sequence {Kp}p and weight function η as in the
previous example. In these cases, we have well-posedness with respect to x in Gevrey type
spaces.
If α < 1 − 1s , the weight given by (3.4.1) dominates and we may choose any weight
function η that grows faster than this weight. One example would be
η(〈ξ〉) =
( 〈ξ〉
s−1
s log(〈ξ〉)
) 1
s
log
( 〈ξ〉
s−1
s log(〈ξ〉)
)
log
(
log
( 〈ξ〉
s−1
s log(〈ξ〉)
))
.
However, for this particular choice of η it is quite challenging to find an “optimal” weight
sequence {Kp}p. A simple solution to that problem is to just use the Gevrey weight sequence
Kp = (p!)s
∗
Ap again. With this weight sequence, it is clear that assumption (A7) is satisfied.
For more detailed considerations about finding and choosing a weight sequence in this setting,
we refer the reader to the example with Log-Log[m]-Lip continuous coefficients in Section 2.4.3.
In these cases, we have well-posedness with respect to x in spaces that are very close but a
little bit smaller than the classical Gevrey space Gs.
Again, if we choose
µ(s) =
(
log
(1
s
)
+ 1
)−α
, α ∈ (0, ∞),
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the weight
ω(〈ξ〉) = 〈ξ〉 log(〈ξ〉))−α,
clearly dominates the weight given by (3.4.1) and we have to choose
η(〈ξ〉) = 〈ξ〉(log(〈ξ〉))−κ,
where 0 < κ < α. Again, choosing
Kp =
(
(p+ 1)(log(e+ p))
)p
,
ensures that condition (A7) is satisfied.
Then, we have well-posedness with respect to x in spaces
Hνη, δ =
{
u ∈ S ′ ; 〈Dx〉νeδη(〈Dx〉)u ∈ L2
}
,
with η(〈ξ〉) = 〈ξ〉(log(〈ξ〉))−κ and 0 < κ < α. We note that these spaces are very close to the
space of analytic functions even though we assumed a Gevrey-type Levi condition.
Let us conclude this section with a general consideration.
Remark 3.4.4. Due to the special choice of the function q(Λ(t)), it is possible to provide a
general characterization of the weights Q(Λ(tξ))(q(Λ(tξ)))m−1. For general
(q(Λ(t)))m = Λ(t)−
s
s−1
(
log[m˜](Λ(t)−1)
)β˜
,
with β˜ 6= 0, we have
Q(Λ(t)) ∼ Λ(t)1− sm(s−1) ( log[m˜](Λ(t)−1)) β˜m ,
for small t > 0. We obtain that
Q(Λ(tξ)(q(Λ(tξ)))m−1 ∼ Λ(tξ)−
1
s−1 log[m˜](Λ(tξ)−1)β˜,
for small tξ, i.e., large |ξ|. The general definition of the zones gives
Λ(tξ) ∼ 〈ξ〉−
s−1
s
(
log[m˜](〈ξ〉 s−1s )) s−1β˜s ,
for small tξ, i.e., large |ξ|, which allows us to conclude that
Q(Λ(tξ)(q(Λ(tξ)))m−1 ∼
(
〈ξ〉
(log[m˜](〈ξ〉 s−1s ))
1
β˜
) 1
s
×
(
log[m˜]
(
〈ξ〉
(log[m˜](〈ξ〉 s−1s ))
1
β˜
) s−1
s
)β˜
,
for large |ξ|. Depending on the sign of β˜, this means that this weight always suggests working
slightly below or slightly above the related Gevrey space Gs.
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3.5. Concluding remarks
In this chapter we have studied the well-posedness of weakly hyperbolic Cauchy problems
with coefficients low-regular in time and smooth in space. We proposed the generalized Levi
condition ∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β|λ(t)m−j(q(Λ(t)))m(m−j−|γ|),
to investigate the interplay between effects arising due to the low regularity of the coefficients
and the multiplicity of the characteristic roots. We found that the influences of these effects
on the weight function of the solution space are independent of each other in the sense that
both effects generate a weight and just the dominate weight determines the solution space.
At a first glance, the special choice of
(q(Λ(t)))m = Λ(t)−
s
s−1
(
log[m˜](Λ(t)−1)
)β˜
,
with s > m−1m might seem to be a limitation to Gevrey-type Levi conditions only. However, it
is possible to work with more general q = q(Λ(t)) as long as (A9) and Proposition 3.4.1 are
satisfied.
Example 3.5.1. Let us consider a Cauchy problem with coefficients having the modulus of
continuity
µ(s) = s
(
log
(1
s
)
+ 1
)2
.
This modulus of continuity generates the weight ω(〈ξ〉) = (log(〈ξ〉))2. We choose
(q(Λ(t)))m = Λ(t)−1
(
log(Λ(t)−1)
)2
.
In this way we get the Levi condition
∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β| λ(t)m−jΛ(t)m−j−|γ| ( log(Λ(t)−1))2(m−j−|γ|),
which is between the above one and the C∞-type Levi condition
∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β| λ(t)m−jΛ(t)m−j−|γ| ( log(Λ(t)−1))m−j−|γ|.
Although this choice is not covered by the main theorem of this chapter, we are still able to
apply the theorem for this particular choice of q, since it satisfies (A9) and Proposition 3.4.1.
This Levi condition generates the weight
Q(Λ(tξ))(q(Λ(tξ)))m−1 ∼
(
log(〈ξ〉))2,
which yields well-posedness with respect to x in spaces
Hνη, δ =
{
u ∈ S ′ ; 〈Dx〉νeδη(〈Dx〉)u ∈ L2
}
,
with o(η(〈ξ〉)) = ( log(〈ξ〉))2.
Up to this point, we have always assumed that the coefficients are smooth in x. Of
course, the question arises what happens if the coefficients are not B∞ in x? We propose an
answer to that question in the following chapter.
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4. Hyperbolic Cauchy problems with
coefficients low-regular in time and space
So far we have always assumed that the coefficients are smooth (B∞) in the spatial variables.
The goal of this chapter is to investigate the well-posedness of hyperbolic Cauchy problems if
the coefficients are not B∞ in x.
The starting point of our investigations in this chapter is the work [51]; more precisely,
we start from Theorem 2.2 in [51] which provides conditions under which the strictly hyperbolic
Cauchy problem
utt −
n∑
k, l=1
ak, l(t, x)uxkxl = 0, u(0, x) = g1(x), ut(0, x) = g2(x),
is well-posed in L2 (without loss of derivatives) with coefficients smooth in x but less regular
than Lipschitz in t. We explain and discuss this result in Section 4.1.1.
We aim to generalize the results of [51] to equations of general order m and with
coefficients low-regular in x. By this we mean, that we assume that the coefficients belong to
the Zygmund space Cs∗ (see Definition 4.1.1) with respect to x for some s > 0. Our goal is
to make s as small as possible but still have well-posedness with no loss of derivatives. We
explain and state the precise assumptions on the coefficients in Section 4.1.2.
We adjust our method to this new setting in Section 4.2 and summarize and state the
results of this chapter in Section 4.3. This chapter is concluded by some remarks and examples
in Section 4.4 and a short summary in Section 4.5.
4.1. The model Cauchy problem
We consider the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
(4.1.1)
for (t, x) ∈ [0, T ]×Rn, where we assume that the coefficients are low-regular in t and x. The
goal of this section is to explain why we consider this particular Cauchy problem and to state
the assumptions under which we work.
We begin by looking at the results of [51] in Section 4.1.1. After we have explained why
this is a suitable starting point for our considerations, we proceed to generalize the model
of [51] to Cauchy problem (4.1.1) in Section 4.1.2 and also present our considerations about
the regularity assumptions on the coefficients. Finally, this section is concluded by looking at
some further assumptions in Section 4.1.3.
4.1.1. The starting point
The overall goal is to derive a well-posedness result for a hyperbolic Cauchy problem with
coefficients low-regular in t and x. To achieve this goal, we start by looking at a Cauchy
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problem with coefficients smooth in x but low-regular in t. We want this starting Cauchy
problem to be well-posed in L2 with no loss of derivatives. Why is that?
To answer this question it is helpful to think about the possibilities we have, when we
try to deal with coefficients low-regular in x. There are a couple of approaches one could
take: we could employ paradifferential calculus, we could try to regularize the coefficients
or we could apply pseudodifferential operators with limited smoothness. In view of our
previous experience with pseudodifferential operators we want to choose the last option. A
key property of pseudodifferential operators with limited smoothness is that they map Hν+m
to Hν continuously, only for values |ν| < ε. Most importantly, ε gets smaller if we decrease
the regularity of the pseudodifferential operators in x. Since we want to lower the regularity of
the coefficients in x as much as possible, we can expect ε to be close to zero. If we start with a
Cauchy problem that already has some loss of derivatives with coefficients that are smooth in
x, then we can expect to be very limited by the mapping properties of the pseudodifferential
operators when we take coefficients that are low-regular in x. This is why we want to base
our considerations on a Cauchy problem that has no loss of derivatives.
Looking at our first result in Section 2.3, we see that we have to expect some loss of
derivatives, if we lower the regularity of the coefficients in time below Lipschitz. One way to
allow less regular coefficients and still have well-posedness with no loss of derivatives, is to
impose additional conditions that serve as a control of oscillations. There are a number of
ways to do this (see Section 1.1.1) but we choose to use the approach taken in [51]. There,
the authors prove the L2 well-posedness of the strictly hyperbolic Cauchy problem
utt −
n∑
k, l=1
ak, l(t, x)uxkxl = 0, u(0, x) = g1(x), ut(0, x) = g2(x), (4.1.2)
with coefficients smooth in x but less regular than Lipschitz in t. The basic idea is to impose
a global condition and two local conditions on the coefficients to control oscillations.
To formulate the assumptions, the authors of [51] introduce two auxiliary functions ω
and %. The function ω is used to describe the modulus of continuity of the coefficients in t,
whereas the function % is used to describe some additional regularity of the coefficients away
from zero. Both functions
(A1) ω and % are defined on (0, r0] (r0 small), can be continuously extended to r = 0 and
satisfy
ω ∈ C∞(0, r0], ω(0) = 0, ω′ > 0, ω′′ < 0, |ω(k)(r)| ≤ Ckr−(k−1)ω′(r), k ≥ 1,
and
% ∈ C∞(0, r0], %(0) = 0, %′ > 0, %′′ ≤ 0, |%(k)(r)| ≤ Ckr−(k−1)%′(r), k ≥ 1,
such that
(A2) the function f(r) := rω(r) is increasing on (0, r0] and limr→0+ f(r) = 0.
Typical examples of ω are
ω(r) = (log[m˜] 1r )
−1, ω(r) = (log 1r )
−α, α > 0, ω(r) = rβ, β ∈ (0, 1).
Typical examples of % are the same as for ω but %(r) = r is also admissible.
To understand the meaning and use of these functions, let us look at the global and
local conditions.
The purpose of the global condition is to describe to overall regularity of the coefficients
with respect to time by using a modulus of continuity. The authors of [51] impose the following
condition.
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(A3*) They assume that the global condition
sup
t0>0, t+t0∈[0, T ]
∥∥∥∥∂αξ ( n∑
k, l=1
(ak, l(t+ t0, ·)− ak, l(t, ·)) ξkξl|ξ|2
)∥∥∥∥
B∞
t0
ω(t0)
≤ Cα|ξ|−|α|,
is satisfied for all ξ ∈ Rn \ {0}, α ∈ Nn.
This assumption means that the coefficients have the modulus of continuity µ(r) = rω(r) with
respect to time and are B∞ with respect to x. Looking at the assumptions on ω we see that
the coefficients are always less regular than Lipschitz in t.
Additionally, the authors of [51] impose two local conditions to control oscillations.
Especially the second local condition is important to get a well-posedness result with no loss
of derivatives. In [51] it is assumed that
(A4*) the local condition
∥∥∥∥∂αξ ∂t( n∑
k, l=1
(ak, l(t, ·)ξkξl|ξ|2
)∥∥∥∥2
B∞
≤ −C2α|ξ|−2|α|
d
dt
( 1
ω−1(t)
)
,
is satisfied for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ]; and that
(A5*) the additional local condition
sup
t0>0, τ, τ+t0∈[t, T ]
∥∥∥∥∂αξ ( n∑
k, l=1
(∂tak, l(τ + t0, ·)− ∂tak, l(τ, ·)) ξkξl|ξ|2
)∥∥∥∥
B∞
%(t0)
≤ −Cα|ξ|−|α| ddt
( 1
%(ω−1(t))
)
,
is satisfied for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ].
We discuss these assumptions in a more detailed way in Section 4.4. Let us at this point
only mention that the local condition is basically just a control of oscillations, whereas the
additional local condition is there to replace a condition on the second derivatives of the
coefficients. This allows us to go below C2 regularity in t of the coefficients away from zero.
Our next step is to generalize the model Cauchy problem and the conditions of [51] to
higher orders and to include in the assumptions that the coefficients are low-regular in x.
4.1.2. Generalization to higher orders and regularity assumptions on the
coefficients
Generalizing equation (4.1.2) and the conditions (A3*)-(A5*) to a general order m is straight-
forward. Equation (4.1.2) is generalized to

Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
and the global and local conditions change in the following way:
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(C3**) We assume that the coefficients satisfy the global condition
sup
t, t0, t+t0∈[0, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(am−j, γ(t+ t0, ·)− am−j, γ(t, ·)) ξγ|ξ|m−j
)∥∥∥∥
B∞
t0
ω(t0)
≤ Cα|ξ|−|α|,
for ξ ∈ Rn \ {0}, α ∈ Nn.
(C4**) We assume that the coefficients satisfy the local condition
∥∥∥∥∂αξ ∂t(m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, ·) ξ
γ
|ξ|m−j
)∥∥∥∥2
B∞
≤ −C2α|ξ|−2|α|
d
dt
( 1
ω−1(t)
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ].
(C5**) We assume that the coefficients satisfy the additional local condition
sup
t0>0
τ, τ+t0∈[t, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(∂tam−j, γ(τ + t0, ·)− ∂tam−j, γ(τ, ·)) ξγ|ξ|m−j
)∥∥∥∥
B∞
%(t0)
≤ −Cα|ξ|−|α| ddt
( 1
%(ω−1(t))
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ].
However, so far we have assumed that the coefficients are smooth in x, i.e., that they
are B∞ in x. We want to lower that regularity and ask ourselves the question: what is a
suitable regularity assumption?
Looking at previous research, we see that there are various results for second order
equations and also some results for hyperbolic systems (see e.g. [6, 17–19, 23, 83]). We
discussed this in detail in Section 1.1.1. So, let us at this point only recall that in most cases
the coefficients are assumed to be either Log-Lipschitz, Log-Zygmund or Zygmund in x.
To decide which of these three options is most suitable for our approach, we look at the
method and techniques we want to apply. As stated above, we want to use pseudodifferential
operators with limited smoothness. As explained in Section 4.2.3 and more detailed in
Appendix C.2, there already exists a calculus for pseudodifferential operators with Zygmund
regularity in x. For this reason, we choose to assume that the coefficients belong to the
Zygmund space Cs∗ = Cs∗(Rn) with respect to x.
Definition 4.1.1. Let s > 0 and write s = [s]−+{s}+, where [s]− denotes the largest integer
strictly smaller than s and 0 < {s}+ ≤ 1. The Zygmund space Cs∗ consists of all functions
u ∈ C [s]− such that
‖u‖Cs∗ =
∑
|α|≤[s]−
‖Dαxu‖L∞ +
∑
|α|=[s]−
sup
x6=y
|Dαxu(x)− 2Dαxu(x+y2 ) +Dαxu(y)|
|x− y|{s}+ < +∞.
Our goal is to make s > 0 as small as possible.
With all these preparations complete, let us state the final assumptions on the coefficients.
We assume that
4.2. Adjusting our method 87
(A3) the coefficients satisfy the global condition
sup
t, t0, t+t0∈[0, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(am−j, γ(t+ t0, ·)− am−j, γ(t, ·)) ξγ|ξ|m−j
)∥∥∥∥
Cs∗
t0
ω(t0)
≤ Cα, s|ξ|−|α|,
for ξ ∈ Rn \ {0}, α ∈ Nn,
(A4) the coefficients satisfy the local condition
∥∥∥∥∂αξ ∂t(m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, ·) ξ
γ
|ξ|m−j
)∥∥∥∥2
Cs∗
≤ −C2α, s|ξ|−2|α|
d
dt
( 1
ω−1(t)
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ],
(A5) the coefficients satisfy the additional local condition
sup
t0>0
τ, τ+t0∈[t, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(∂tam−j, γ(τ + t0, ·)− ∂tam−j, γ(τ, ·)) ξγ|ξ|m−j
)∥∥∥∥
Cs∗
%(t0)
≤ −Cα, s|ξ|−|α| ddt
( 1
%(ω−1(t))
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ].
4.1.3. Further assumptions
In addition to the aforementioned conditions, we also assume that the Cauchy problem is
strictly hyperbolic and that the initial data belongs to Sobolev spaces. We assume that
(A6) gk ∈ Hm−k, k = 1, . . . , m,
(A7) the characteristic roots τk = τk(t, x, ξ) of
τm −
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j = 0,
are real and distinct for all (t, x, ξ) ∈ [0, T ]× Rn × (Rn \ {0}).
4.2. Adjusting our method
The starting point of our considerations is the paper [51]. Therefore, we want to follow the
approach of the authors and adjust it to fit our setting.
Comparing the approach used in [51] to our method, we see that it is very similar to
the method we used in the previous chapters. We start by introducing zones in the extended
phase space in Section 4.2.1. Next, we introduce regularized coefficients and characteristic
roots which are smooth with respect to time in Section 4.2.2. After deriving some estimates
for the regularized roots, we introduce a suitable symbol class in Section 4.2.3 which takes
account of the behavior of the regularized roots in each zone of the extended phase space.
We continue by transforming the original Cauchy problem to a Cauchy problem for a first
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order system (with respect to Dt) in Section 4.2.4 and perform two steps of diagonalization in
Section 4.2.5. Finally, after another change of variables to deal with some lower order terms
in Section 4.2.6, we conclude the proof of the main result in Section 4.2.7.
The steps are basically the same as in the previous chapters. We just have to pay
attention to the fact that the used pseudodifferential operators and symbols are not smooth
with respect to x.
4.2.1. Division of the extended phase space
A key tool in our approach is the division of the extended phase space into two zones. As
explained in Section 3.2.1 the definition of zones is very important. The crucial point is that
we want to define the zones in such a way that the loss of derivatives that appears in one
zone is the same as the loss that appears in the other zone. In our case, we want to define the
zones in such a way that there is no loss of derivatives in both zones.
For this purpose we define tξ, following [51], by
tξ = Nω(|ξ|−1), N ≥ 2, |ξ| ≥M.
The pseudodifferential zone Zpd(N, M) is given by
Zpd(N, M) = {(t, x, ξ) ∈ [0, T ]× Rnx × Rnξ ; t ≤ tξ, |ξ| ≥M}.
The hyperbolic zone Zhyp(N, M) is defined by
Zhyp(N, M) = {(t, x, ξ) ∈ [0, T ]× Rnx × Rnξ ; t ≥ tξ, |ξ| ≥M}.
The basic idea is that in the pseudodifferential zone Zpd(N, M) we use the global
condition on the coefficients, whereas in the hyperbolic zone Zhyp(N, M) we use the local
conditions on the coefficients.
4.2.2. Regularization
As in the previous chapters, we regularize the coefficients to account for their low regularity
in t.
Definition 4.2.1. Let ϕ ∈ C∞0 (R) be a given function satisfying
∫
R ϕ(s)ds = 1 and 0 ≤
ϕ(s) ≤ 1 for any s ∈ R with suppϕ ⊂ [−1, 1]. Let ε > 0 and set ϕε(s) = 1εϕ
(
s
ε
)
. Then, we
define
aε,m−j, γ(t, x) := (am−j, γ ∗(t) ϕε)(t, x),
for j = 0, . . . , m− 1.
As in the previous chapters, this definition of the regularized coefficients includes a parameter
ε = ε(ξ). Since our Cauchy problem is strictly hyperbolic, we know from Chapter 2 that the
choice ε = 〈ξ〉−1 is suitable.
We want to derive some estimates that characterize the behavior of the regularized
coefficients overall and in each zone. For convenience, we write
a(t, x, ξ) :=
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)
ξγ
|ξ|m−j ,
and
aε(t, x, ξ) :=
m−1∑
j=0
∑
|γ|=m−j
aε,m−j, γ(t, x)
ξγ
|ξ|m−j .
Using this notation, we obtain the following relations by straightforward calculation.
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Proposition 4.2.2 ([15, 51]). We choose ε = 〈ξ〉−1. Then the regularized coefficients satisfy
the following estimates for all α ∈ Nn.
(i) For (t, ξ) ∈ [0, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ aε(t, ·, ξ)∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α|.
(ii) For (t, ξ) ∈ [0, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ (aε(t, ·, ξ)− a(t, ·, ξ))∥∥∥
Cs∗
≤ Cα, s〈ξ〉−1−|α| 1
ω(|ξ|−1) .
(iii) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ (aε(t, ·, ξ)− a(t, ·, ξ))∥∥∥
Cs∗
≤ −Cα, s〈ξ〉−1−|α|%(|ξ|−1) ddt
( 1
%(ω−1(t− |ξ|−1))
)
.
(iv) For (t, ξ) ∈ [0, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ ∂taε(t, ·, ξ)∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α| 1
ω(|ξ|−1) .
(v) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ ∂taε(t, ·, ξ)∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α|
(
− ddt
( 1
ω−1(t− |ξ|−1)
)) 1
2
.
(vi) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ ∂2t aε(t, ·, ξ)∥∥∥
Cs∗
≤ −Cα, s〈ξ〉1−|α|%(|ξ|−1) ddt
( 1
%(ω−1(t− |ξ|−1))
)
.
As before, we introduce regularized characteristic roots which we use in the definition of the
diagonalizer later on. We define λk = λk(t, x, ξ) and τk = τk(t, x, ξ) to be the solutions to
λm −
m−1∑
j=0
∑
|γ|=m−j
aε,m−j, γ(t, x)ξγλj = 0, τm −
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j = 0.
We renumber the roots in such a way that λ1 < . . . < λm and τ1 < . . . < τm. Again,
straightforward calculation yields the following properties of the regularized roots.
Proposition 4.2.3 ([15, 51]). We choose ε = 〈ξ〉−1. Then, the regularized roots satisfy the
following relations for all α ∈ Nn and all k = 1, . . . , m.
(i) We have λk ∈ C([0, T ]; Cs∗S11, 0) (see Definition 4.2.4).
(ii) For (t, ξ) ∈ [0, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ (λk(t, ·, ξ)− τk(t, ·, ξ))∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α| 1
ω(|ξ|−1) .
(iii) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ (λk(t, ·, ξ)− τk(t, ·, ξ))∥∥∥
Cs∗
≤ −Cα, s〈ξ〉−|α|%(|ξ|−1) ddt
( 1
%(ω−1(t− |ξ|−1))
)
.
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(iv) For (t, ξ) ∈ [0, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ ∂tλk(t, ·, ξ)∥∥∥
Cs∗
≤ Cα, s〈ξ〉1−|α| 1
ω(|ξ|−1) .
(v) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have
∥∥∥∂αξ ∂tλk(t, ·, ξ)∥∥∥
Cs∗
≤ Cα, s〈ξ〉1−|α|
(
− ddt
( 1
ω−1(t− |ξ|−1)
)) 1
2
.
(vi) For (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have∥∥∥∂αξ ∂2t λk(t, ·, ξ)∥∥∥
Cs∗
≤ −Cα, s〈ξ〉2−|α|%(|ξ|−1) ddt
( 1
%(ω−1(t− |ξ|−1))
)
.
4.2.3. Symbol spaces and pseudodifferential calculus
Since the coefficients are only Zygmund in x, we work with pseudodifferential operators
that are also Zygmund in x. Let us introduce the space Cs∗Sm1, δ of symbols having limited
smoothness in x.
Definition 4.2.4. Let s, m, δ ∈ R with s ≥ 0, 0 ≤ δ < 1. Then we denote by Cs∗Sm1, δ the set
of all functions p = p(x, ξ) which are smooth in ξ and belong to the Zygmund space Cs∗ with
respect to x such that for all α, β ∈ Nn with |β| < [s]−, we have the estimates
|∂αξ Dβxp(x, ξ)| ≤ Cα, β〈ξ〉m−|α|+|β|δ, for |β| ≤ [s]−,
and
‖∂αξ p(·, ξ)‖Cs∗ ≤ Cα, s〈ξ〉m−|α|+δs,
where [s]− denotes the largest integer strictly smaller than s. The space of the associated
pseudodifferential operators is denoted by Cs∗Ψm1, δ.
In order to account for the different behavior of symbols in different zones of the extended
phase space, we introduce the symbol space Pm. The definition of Pm is very much linked to
the estimates we observe in Proposition 4.2.3 in each zone.
Definition 4.2.5. Let m ∈ R, b = b(t, x, ξ) ∈ L∞([0, T ]; Cs∗Sm+11, 0 ). Then, b belongs to the
symbol class Pm, if it satisfies
∥∥∂αξ b(t, ·, ξ)∥∥Cs∗ ≤ Cα, s|ξ|m−|α| 1ω(|ξ|−1) ,
for (t, ξ) ∈ [0, tξ]× {|ξ| ≥M}, and
∥∥∂αξ b(t, ·, ξ)∥∥Cs∗ ≤ Cα, s〈ξ〉m−|α|%(|ξ|−1)(− ddt
( 1
%(ω−1(t− |ξ|−1))
))
+Cα, s〈ξ〉m−|α|−1
(
− ddt
( 1
ω−1(t− |ξ|−1)
))
,
for (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}.
We can clearly link symbols in Pm to symbols with limited smoothness. If, for example,
b ∈ Pm, then also b ∈ L∞([0, T ]; Cs∗Sm+11, 0 ). This allows us to use the calculus of Cs∗Sm+11, 0 .
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Looking at the definition of Pm and the results of Proposition 4.2.3, we can see that
∂tλk does not belong to Pm (due to the exponent 12). Nevertheless, we can conclude that for
ψ ∈ C∞0 (Rn) with suppψ ⊂ {|ξ| ≥M}, we have
ψ(ξ)λk(t, x, ξ) ∈ L∞([0, T ]; Cs∗S11, 0),
and
ψ(ξ)Dtλk(t, x, ξ) ∈ L∞([0, T ]; Cs∗S21, 0).
So far we have introduced the space Cs∗Sm1, δ but we have not talked about the calculus.
We first note, that we cannot use the calculus for classical pseudodifferential operators,
since that would require smoothness in x. However, there already exists a calculus for
pseudodifferential operators and symbols with Zygmund regularity in x. We present and
discuss the relevant results in Appendix C.2. At this point, let us only briefly consider some
mapping properties, the composition and sharp Gårding’s inequality.
Concerning the mapping properties, it is important to note that we have a limitation
on the order of the Sobolev spaces Hr that can be mapped to.
Proposition 4.2.6 (Lemma 3.4 in [2]). Let s > 0, 0 ≤ δ ≤ 1, m ∈ R, and assume that
p(x, Dx) ∈ Cs∗Ψm1, δ. Then
p(x, Dx) : Hr+m → Hr,
continuously, if −(1− δ)s < r < s.
It is crucial to understand that lowering the regularity of the coefficients in x means that we
lower the value of s. The value of s, however, directly influences for which spaces we have
continuous mapping properties. We see a similar effect, when we look at the results for the
composition of operators from Cs∗Ψm1, 0.
For two classical pseudodifferential operators p1 and p2 we know that we have the
asymptotic expansion
σ(p1(x, Dx) ◦ p2(x, Dx)) ∼
∑
α∈Nn
1
α!∂
α
ξ p1(x, ξ)Dαxp2(x, ξ).
For pseudodifferential operators with Zygmund regularity of order s in x, we cannot expect
a full asymptotic expansion to describe the composition. Since the behavior of the second
symbol Dαxp2 is only clear for |α| < [s]−, we expect the asymptotic expansion to stop there.
Therefore, we introduce the notation of a truncated expansion. For two symbols p1 and p2 we
define
(p1#kp2)(x, ξ) :=
∑
|α|≤k
1
α!∂
α
ξ p1(x, ξ)Dαxp2(x, ξ),
for k ∈ N. Consequently, we write (p1#kp2)(x, Dx) = Op(p1#kp2)(x, Dx). Using this
notation, we state the following composition result.
Proposition 4.2.7 (Theorem 3.6 in [2]). Let m1, m2 ∈ R, s1, s2 > 0, choose ϑ ∈ (0, s2)
and set s = min{s1, s2− [ϑ]−}. Let p1 = p1(x, Dx) ∈ Cs1∗ Ψm11, 0 and p2 = p2(x, Dx) ∈ Cs2∗ Ψm21, 0.
For every r such that
|r| < s, r > −(s2 − ϑ), −s2 + ϑ < r +m1 < s2,
we have that
Rϑ = Rϑ(x, Dx) := p1(x, Dx) ◦ p2(x, Dx)− (p1#[ϑ]−p2)(x, Dx),
is a bounded operator from
Hr+m1+m2−ϑ → Hr.
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To get a better idea of the meaning of the conditions on r in the previous proposition, let us
consider some example cases that are vital to our approach.
Corollary 4.2.8. Assume that s = 1 + ε, ε > 0. If we take
• p1, p2 ∈ C1+ε∗ Ψ01, 0, then
Rϑ=1 : Hr−1 → Hr, if − ε < r < ε;
• p1 ∈ C1+ε∗ Ψ11, 0, p2 ∈ C1+ε∗ Ψ01, 0, then
Rϑ=1 : Hr → Hr, if − ε < r < ε;
• p1 ∈ C1+ε∗ Ψ01, 0, p2 ∈ C1+ε∗ Ψ11, 0, then
Rϑ=1 : Hr → Hr, if − ε < r < ε.
This means that throughout out treatment of Cauchy problem (4.1.1), we have to be very
careful with the appearing remainders, since they typically only have the aforementioned
mapping properties. Also, if we assumed s = 1 our approach would not be feasible since the
composition might yield remainders that are not bounded from L2 to L2.
Lastly, let us look at sharp Gårding’s inequality in the case of symbols with Zygmund
regularity in x.
Proposition 4.2.9 (Corollary II.5 in [84]). Consider the N ×N symbol p ∈ Cs∗Sm1, 0 with
p(x, ξ) ≥ 0. Then for all u ∈ C∞0 , we have
Re(p(x, Dx)u, u) ≥ −C1‖u‖2L2 ,
provided that 0 ≤ s ≤ 2 and m ≤ 2ss+2 .
Crucially, we have a direct relation between the order m and the value s. In the previous
chapters of this thesis, we applied sharp Gårding’s inequality to symbols of lower order.
Typically, these symbols could be estimated to belong to S11, 0. Of course, this estimate may
be rough (depending on the modulus of continuity and other factors) but previously this
estimate was fine. However, in the setting of symbols with Zygmund regularity in x a rough
estimate like this is very limiting. If we assume that p ∈ Cs∗S11, 0, we obtain the condition
m = 1 ≤ 2s
s+ 2 ,
which yields s ≥ 2. This contradicts our goal to make s as small as possible. Therefore, we
pay very close attention to the order of the appearing lower order terms, so that we can have a
more precise estimate. In that way, we want to guarantee that we can apply Proposition 4.2.9
with m < 1.
With these preparations complete, let us attack Cauchy problem (4.1.1).
4.2.4. Transformation to a first-order system
We follow the approach presented in [51] and transform the equation in (4.1.1) to a first-order
system by setting
U = (〈Dx〉m−1ψ(Dx)u, 〈Dx〉m−2ψ(Dx)Dtu, . . . , ψ(Dx)Dm−1t u)T ,
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where ψ localizes to large frequencies (|ξ| ≥M). This yields
DtU = A(t, x, Dx)U +R(t, x, Dx)U,
with
A(t, x, ξ) = σ(A(t, x, Dx)) =

0 〈ξ〉 0 · · · 0
... . . .
...
0 · · · 0 〈ξ〉 0
am, γ(t, x, ξ) · · · am−j, γ(t, x, ξ) · · · a1, γ(t, x, ξ)
 ,
where
am−j, γ(t, x, ξ) =
∑
|γ|=m−j
am−j, γ(t, x)ξγ〈ξ〉−(m−1−j) ∈ L∞([0, T ]; Cs∗S11, 0), (4.2.1)
and R = R(t, x, Dx) ∈ L∞([0, T ]; Ψ−∞1, 0 ).
4.2.5. Diagonalization
We start our diagonalization procedure by diagonalizing A = A(t, x, Dx). From [51] we
already know, that we should perform a second step of diagonalization in the hyperbolic zone.
First step of diagonalization
Following our method from the previous chapter, we define a diagonalizer M1 = M1(t, x, Dx)
using the regularized roots λk = λk(t, x, ξ), k = 1, . . . , m. We introduce the matrix pseudo-
differential operator M1 = M1(t, x, Dx) with symbol
M1(t, x, ξ) = σ(M1) =

1 · · · 1
λ1
〈ξ〉 · · · λm〈ξ〉
...
...(
λ1
〈ξ〉
)m−1 · · · (λm〈ξ〉 )m−1
 .
Also, we know from our previous experience, that we need a parametrix of M1. In this
particular case, since σ(M1) is a Vandermonde-matrix, we can use the existing formulas to
explicitly state the inverse matrix of σ(M1). We define the matrix pseudodifferential operator
M˜1 = M˜1(t, x, Dx) with its symbol
σ(M˜1) = σ(M1)−1 = (cp, q(t, x, ξ))1≤p, q≤m,
given by
cp, q = (−1)q−1〈ξ〉q−1
∑
S
(m)
{p} (m−q)
λi1 · . . . · λim−q
m∏
i=1
i6=p
(λi − λp)−1,
for 1 ≤ q ≤ m− 1 and by
cp,m = (−1)m−1〈ξ〉m−1
m∏
i=1
i6=p
(λi − λp)−1,
where
S
(m)
B (k) :=
{
(i1, . . . , ik) ∈ Nk ; 1 ≤ i1 < . . . < ik ≤ m, il /∈ B, l = 1, . . . , k
}
.
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Looking at the definition of σ(M1) and σ(M˜1) we can see that both symbols are of
order zero in ξ for sufficiently large |ξ|. Furthermore, applying the composition results of
Section 4.2.3 or Appendix C.2 yields that M˜1 is indeed a parametrix of M1 in the sense that
M˜1(t, x, Dx) ◦M1(t, x, Dx) = I +R1(t, x, Dx),
where R1 = R1(t, x, Dx) is a remainder. Recall that the mapping properties of remainders
strongly depend on the choice of s. If we assume that s = 1 + ε > 1, then we can conclude
from Proposition 4.2.7 that R1 maps Hr−1 into Hr continuously, if |r| < ε. Let us summarize
these observations in the following proposition.
Proposition 4.2.10. For the matrix pseudodifferential operators M1 and M˜1 defined above,
we have the following properties.
(i) We have σ(M1), σ(M˜1) ∈ L∞([0, T ]; Cs∗S01, 0) for |ξ| ≥M .
(ii) In Zhyp(N, M) ∪ Zpd(N, M), we have for s = 1 + ε > 1 the relation
M˜1(t, x, Dx) ◦M1(t, x, Dx) = I +R1(t, x, Dx),
with R1(t, x, Dx) : Hr−1 → Hr continuously for |r| < ε and (t, x) ∈ [0, T ]× Rn.
To perform the diagonalization, we set U = M1(t, x, Dx)U1 and obtain that
DtU = (DtM1)U1 +M1DtU1 = AM1U1 +RU,
which gives
DtU1 = M˜1 ◦A ◦M1U1 − M˜1 ◦ (DtM1)U1 −R1(DtU1) + M˜1 ◦R ◦M1U1, (4.2.2)
where R ∈ L∞([0, T ]; Ψ−∞) and R1 = R1(t, x, Dx) : Hr−1 → Hr continuously for |r| < ε
and (t, x) ∈ [0, T ]×Rn. To understand the compositions in (4.2.2), we compute M˜1 ◦A ◦M1
and M˜1 ◦ (DtM1) and analyze the respective symbols. Again, we assume that s = 1 + ε > 0.
• Analyzing M˜1 ◦A ◦M1.
Following our composition result for operators from Cs∗Ψm1, 0 (see Section 4.2.3 or Ap-
pendix C.2), we obtain that
σ(M˜1 ◦A ◦M1) = σ(M˜1)σ(A)σ(M1) + R˜,
with R˜ : Hr → Hr for |r| < ε. We write
σ(A) =

0 〈ξ〉 0 · · · 0
... . . .
...
0 · · · 0 〈ξ〉 0
aε,m, γ · · · aε,m−j, γ · · · aε, 1, γ

+

(am, γ − aε,m, γ) · · · (am−j, γ − aε,m−j, γ) · · · (a1, γ − aε, 1, γ),
 ,
where
aε,m−j, γ = aε,m−j, γ(t, x, ξ) =
∑
|γ|=m−j
aε,m−j, γ(t, x)ξγ〈ξ〉−(m−1−j),
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and am−j, γ are given by (4.2.1). Noting that
(am−j, γ − aε,m−j, γ) ∈ P 0, (due to Proposition 4.2.2)
we see that these are lower order terms and conclude that
σ(M˜1)σ(A)σ(M1) =
λ1 . . .
λm
+ σ(B1),
with σ(B1) ∈ P 0.
• Analyzing M˜1 ◦ (DtM1).
We first look at (DtM1). Due to Proposition 4.2.3, we have for (t, ξ) ∈ [0, T ]×{|ξ| ≥M}
that ∥∥∥∂αξ ∂tλk(t, ·, ξ)〈ξ〉−1∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α| 1
ω(|ξ|−1) , (4.2.3)
and for (t, ξ) ∈ [tξ, T ]× {|ξ| ≥M}, we have
∥∥∥∂αξ ∂tλk(t, ·, ξ)〈ξ〉−1∥∥∥
Cs∗
≤ Cα, s〈ξ〉−|α|
(
− ddt
( 1
ω−1(t− |ξ|−1)
)) 1
2
. (4.2.4)
Thus σ(DtM1) does not belong to P 0 (due to the exponent 12) but it clearly belongs to
L∞([0, T ]; Cs∗S11, 0). Application of the composition result, yields
σ(M˜1 ◦ (DtM1)) = σ(M˜1)σ(DtM1) + R¯,
where R¯ : Hr → Hr for |r| < ε. Since σ(DtM1) does not belong to P 0, it is clear that
σ(M˜1)σ(DtM1) also does not belong to P 0. To be able to deal with these terms later
on, let us compute the precise result of σ(M˜1)σ(DtM1) = (ep, q)1≤p, q≤m. This yields
ep, q =

−Dtλp
m∑
i=1
i6=p
1
λi−λp , p = q,
−Dtλq
m∏
i=1
i6=p, q
(λi−λq)
m∏
i=1
i6=p
(λi−λp)
, p 6= q.
• Analyzing M˜1 ◦R ◦M1.
The mapping properties stated in Section 4.2.3 and Appendix C.2 reveal that we have
continuous mappings
M1 : Hr → Hr, for |r| < s,
R : Hr → Hq, for any r, q,
M˜1 : Hq → Hq, for |q| < s.
This means that we can write R∞ = M˜1 ◦R ◦M1 : Hr → Hq for |q|, |r| < s.
With the above argumentation we have proved the following proposition.
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Proposition 4.2.11. For s = 1 + ε > 1 equation (4.2.2) is equivalent to
DtU1 = (A1 +B1 − C1 +R2 +R∞)U1 −R1(DtU1), (4.2.5)
where
σ(A1) =
λ1 . . .
λm
 , σ(B1) ∈ P 0,
and σ(C1) = (ep, q)1≤p, q≤m with
ep, q =

−Dtλp
m∑
i=1
i6=p
1
λi−λp , p = q,
−Dtλq
m∏
i=1
i6=p, q
(λi−λq)
m∏
i=1
i6=p
(λi−λp)
, p 6= q,
and
• R1(t, x, Dx) : Hr−1 → Hr continuously for |r| < ε,
• R2(t, x, Dx) : Hr → Hr continuously for |r| < ε,
• R∞(t, x, Dx) : Hr → Hq continuously for |q|, |r| < s,
for all (t, x) ∈ [0, T ]× Rn.
Looking at equation (4.2.5), we note that the operator A1 is diagonal and σ(B1) ∈ P 0.
If σ(C1) belonged to P 0, there would be no need for a second step of diagonalization and we
could continue with the conjugation.
We note that the behavior of σ(C1) is characterized by (4.2.3) and (4.2.4). Its behavior
in the pseudodifferential zone, i.e., for t ≤ tξ, is fine - there it satisfies the estimate required
to belong to P 0. However, its behavior in the hyperbolic zone does not fit into P 0, which is
why we carry out a second step of diagonalization only in the hyperbolic zone.
Second step of diagonalization
We consider Cauchy problem (4.2.5) and want to diagonalize C1. We follow the standard
diagonalization procedure (see Appendix B.5) and introduce the matrix pseudodifferential
operator M2 = M2(t, x, Dx) with symbol
σ(M2) = (dp, q)1≤p, q≤m = I + χ
( t
Nη(〈ξ〉−1)
) ep, p
λp − λq .
In other words
dp, q =

1, p = q,
−χ
(
t
Nη(〈ξ〉−1)
)
Dtλq
λp−λq
m∏
i=1
i6=p, q
(λi − λq)
m∏
i=1
i6=p
(λi − λp)−1, p 6= q,
for (t, x, ξ) ∈ Zhyp(N, M) ∪ Zpd(N, M). Again, we introduce a parametrix M˜2 with symbol
σ(M˜2) = σ(M2)−1, which exists since all columns of σ(M2) are linearly independent of each
other. Applying the same argumentation as for M1, we come to the following observations.
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Proposition 4.2.12. For the matrix pseudodifferential operators M2 and M˜2 defined above,
we have the following properties.
(i) We have σ(M2), σ(M˜2) ∈ L∞([0, T ]; Cs∗S01, 0) for |ξ| ≥M .
(ii) In Zhyp(N, M) ∪ Zpd(N, M), we have for s = 1 + ε > 1 the relation
M˜2(t, x, Dx) ◦M2(t, x, Dx) = I +R3(t, x, Dx),
with R3(t, x, Dx) : Hr−1 → Hr continuously for |r| < ε and (t, x) ∈ [0, T ]× Rn.
We perform the second step of diagonalization by setting U1 = M2U2 and obtain
DtU1 = (DtM2)U2 +M2DtU2 = (A1 +B1 − C1 +R2 +R∞)M2U2 −R1(DtU1). (4.2.6)
We compute the compositions and analyze the symbols and remainders analogously to
Proposition 4.2.11. This yields the following results.
Proposition 4.2.13. For s = 1 + ε > 1 equation (4.2.6) is equivalent to
DtU2 = (A1 +A2 +B2 +R2 +R∞)U2 −R3(DtU2)−R1(DtU1),
where
σ(A1) =
λ1 . . .
λm
 , σ(A2) =

Dtλ1
m∑
i=1
i6=1
1
λi−λ1
. . .
Dtλm
m∑
i=1
i6=m
1
λi−λm

,
with σ(B2) ∈ P 0 and
• R1(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R2(t, x, Dx) : Hr → Hr for |r| < ε,
• R3(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R∞(t, x, Dx) : Hr → Hq for |q|, |r| < s.
We carry out one more change of variables to derive the system from which we conclude
the desired energy estimate. The purpose of this transformation is to deal with A2(t, x, Dx).
We define the matrix pseudodifferential operator M3 = M3(t, x, Dx) with symbol
σ(M3) =
w1 . . .
wm
 ,
where
wp = wp(t, x, ξ) = exp
( t∫
0
Dsλp(s, x, ξ)
m∑
i=1
i6=p
(λi − λp)(s, x, ξ)
ds
)
.
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Again, we can find a parametrix by taking the inverse symbol. Thus, we define the matrix
pseudodifferential operator M˜3 = M˜3(t, x, Dx) with symbol
σ(M˜3) = σ(M3)−1 =

w−11
. . .
w−1m
 .
We know from our experience in the previous chapters, that we should be careful that the
operators M3 and M˜3 are of finite order. Splitting the integral
∣∣∣∣
t∫
0
Dsλp(s, x, ξ)
m∑
i=1
i6=p
(λi − λp)(s, x, ξ)
ds
∣∣∣∣ . ∣∣∣∣
tξ∫
0
Dsλp(s, x, ξ)
m∑
i=1
i6=p
(λi − λp)(s, x, ξ)
ds
∣∣∣∣+ ∣∣∣∣
T∫
tξ
Dsλp(s, x, ξ)
m∑
i=1
i6=p
(λi − λp)(s, x, ξ)
ds
∣∣∣∣,
and applying the properties of λk, k = 1, . . . , m, from Proposition 4.2.3 and the definition
of the zones yields that σ(M3), σ(M˜3) ∈ L∞([0, T ]; Cs∗S01, 0) for |ξ| ≥M . Therefore, we can
apply the composition result for pseudodifferential operators of finite order with Zygmund
regularity in x and obtain the following proposition.
Proposition 4.2.14. For the matrix pseudodifferential operators M3 and M˜3 defined above,
we have the following properties.
(i) We have σ(M3), σ(M˜3) ∈ L∞([0, T ]; Cs∗S01, 0) for |ξ| ≥M .
(ii) In Zhyp(N, M) ∪ Zpd(N, M), we have for s = 1 + ε > 1 the relation
M˜3(t, x, Dx) ◦M3(t, x, Dx) = I +R4(t, x, Dx),
with R4(t, x, Dx) : Hr−1 → Hr continuously for |r| < ε and (t, x) ∈ [0, T ]× Rn.
We apply this change of variables by setting U2 = M3U3. This yields
DtU2 = (DtM3)U3+M3DtU3 = (A1+A2+B2+R2+R∞)U2−R3(DtU2)−R1(DtU1). (4.2.7)
Here we use that
σ(M˜3)σ(DtM3) = σ(A2),
to cancel the term A2(t, x, Dx) modulo regularizing terms. Analyzing the compositions and
remainders in the same way as we did above, leads us to the following result.
Proposition 4.2.15. For s = 1 + ε > 1 equation (4.2.7) is equivalent to
DtU3 = (A1 +B2 +R2 +R∞)U3 −R4(DtU3)−R3(DtU2)−R1(DtU1),
where
σ(A1) =
λ1 . . .
λm
 , σ(B2) ∈ P 0,
and
• R1(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R2(t, x, Dx) : Hr → Hr for |r| < ε,
• R3(t, x, Dx) : Hr−1 → Hr for |r| < ε,
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• R4(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R∞(t, x, Dx) : Hr → Hq for |q|, |r| < s.
This is the equation from which we want to derive our energy estimate. Up to this point,
we basically followed the approach of [51] but generalized it to a linear strictly hyperbolic
equation of order m and used the calculus for pseudodifferential operators with Zygmund
regularity. Critically, we have paid very close attention to the mapping properties of the
respective remainders. This is helpful when we apply Duhamel’s principal in the next step.
4.2.6. Conjugation
We want to apply Duhamel’s principle to{
DtU3 − (A1 +B2 +R2 +R∞)U3 = −R4(DtU3)−R3(DtU2)−R1(DtU1),
U3(0, x) = G(x),
(4.2.8)
where we consider the terms −R4(DtU3)−R3(DtU2)−R1(DtU1) as an inhomogeneity and
where G(x) denotes the vector containing the transformed initial data. In that way, we can
argue that it is sufficient to consider the homogeneous Cauchy problem
DtW − (A1 +B2 +R2 +R∞)W = 0,
with initial data
W (τ, x; τ) = −R4(DtU3)(τ, x)−R3(DtU2)(τ, x)−R1(DtU1)(τ, x).
We use this approach to obtain an L2 − L2 energy estimate for W without loss of derivatives.
We note that it is important for the application of Duhamel’s principle that
• R1(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R3(t, x, Dx) : Hr−1 → Hr for |r| < ε,
• R4(t, x, Dx) : Hr−1 → Hr for |r| < ε,
which ensures that the initial data −R4(DtU3)(τ, x)−R3(DtU2)(τ, x)−R1(DtU1)(τ, x) is in
L2 with respect to x.
Let us now consider the homogeneous system
DtW − (A1 +B2 +R2 +R∞)W = 0,
and define
V := exp
(
−
t∫
0
ϑ(s, Dx)ds
)
W,
with
ϑ(t, ξ) = K(2 + ϑ0(t, ξ)),
where
ϑ0(t, ξ) =
(
1− χ
(
t
2Nω(〈ξ〉−1)
)) 1
ω(〈ξ〉−1) + χ
(
t
Nω(〈ξ〉−1)
)
×
(
− %(〈ξ〉−1) ddt
( 1
%(ω−1(t− 〈ξ〉−1))
)
− 〈ξ〉−1 ddt
( 1
ω−1(t− 〈ξ〉−1)
))
,
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and K > 0 is a constant. As in the previous chapters, we use this transformation to deal
with the lower order terms. Crucially, the definition of ϑ0 = ϑ0(t, ξ) mirrors the behavior of
symbols belonging to P 0. Since this approach is also taken in [51], we can benefit from some
of their results.
Let us recall that we want to pay close attention to the order of the lower order terms.
As discussed in Section 4.2.3 in connection with the result for sharp Gårding’s inequality, it is
helpful to know the order of the lower order terms very precisely. For that reason, we assume
that
1
ω(〈ξ〉−1) ∈ S
m0
1, 0,
〈ξ〉−1 ddt
( 1
ω−1(t− 〈ξ〉−1)
)
∈ Sm01, 0, for t ≥ ω(〈ξ〉−1)
%(〈ξ〉−1) ddt
( 1
%(ω−1(t− 〈ξ〉−1))
)
∈ Sm01, 0, for t ≥ ω(〈ξ〉−1).
We note that by the definition of ω and % these relations are always satisfied for m0 = 1.
However, in order to apply sharp Gårding’s inequality with s < 2, we want to have m0 < 1.
Using this notation, we state the following properties of ϑ0.
Proposition 4.2.16 (Lemmas 5.6 and 5.7. in [51]). We have
(i) ϑ0 ∈ L∞([0, T ]; Sm01, 0) ⊂ L∞([0, T ]; S11, 0), and
(ii)
t∫
0
ϑ0(s, ξ)ds ∈ L∞([0, T ]; S01, 0).
It is important to note that ϑ0 = ϑ0(t, ξ) is a smooth symbol. Therefore, we can apply this
transformation by using the calculus for classical pseudodifferential operators. This yields
DtV = iϑ(t, Dx)I V
+ exp
(
−
t∫
0
ϑ(s, Dx)ds
)
◦ (A1 +B2 +R2 +R∞) ◦ exp
( t∫
0
ϑ(s, Dx)ds
)
V,
which gives
∂tV + ϑ(t, Dx)I V − i(A1 +B1 +R2 +R∞)V
−i
[
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
, A1 +B2 +R2 +R∞
]
exp
( t∫
0
ϑ(s, Dx)ds
)
V = 0.
In order to prepare the application of sharp Gårding’s inequality, we introduce the notation
Q0 := K(1 + ϑ0(t, Dx))I − i(A1 +B2 +R2 +R∞),
Q1 := K I − i
[
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
, A1 +B2 +R2 +R∞
]
exp
( t∫
0
ϑ(s, Dx)ds
)
.
Using Propositions 4.2.3 and 4.2.16, we find that
ψ(Dx)Q0 ∈ L∞([0, T ]; Cs∗Ψ11, 0).
We recall that A1 is diagonal and use the hyperbolicity to argue that the order of A1 is not
important for the application of sharp Gårding’s inequality to Q0. We obtain that
ψ(Dx)(Q0 + iA1) ∈ L∞([0, T ]; Cs∗Ψm01, 0),
4.2. Adjusting our method 101
which is precisely what we wanted. However, in order to apply sharp Gårding’s inequality, we
have to check that
σ
(
ψ(Dx)
Q0 +Q∗0
2
)
≥ 0.
To deal with the adjoint of Q0, we employ Proposition C.2.19 which states under which
conditions we have an adjoint of pseudodifferential operators with Zygmund regularity. Taking
s = 1 + ε > 1, we obtain that
σ(A∗1) = σ(A1) + σ(r1),
σ(B∗2) = σ(B2) + σ(r2),
with r1, r2 : Hν → Hν continuously for |ν| < ε. Since the Cauchy problem is strictly
hyperbolic, we conclude that
iA1 = −(iA1)∗ − r1.
Furthermore, since σ(B2) ∈ P 0, we know that
|σ(B2)| ≤ C(1 + ϑ0(t, ξ)),
which gives
|σ(iB2) + σ((iB2)∗)| ≤ C(1 + ϑ0(t, ξ)).
Thus, we may conclude that we can estimate
|σ(iψ(Dx)(A1 +B2 +R2 +R∞) + iψ(Dx)(A1 +B2)∗)| ≤ C(1 + ϑ0(t, ξ)).
Choosing K sufficiently large then yields
σ
(
ψ(Dx)
Q0 +Q∗0
2
)
≥ ϑ0(t, ξ)I ≥ 0.
Let us summarize these observations in the following proposition.
Proposition 4.2.17 (Lemma 4.6 in [51]). For s = 1 + ε > 1, we have that
(i) ψ(Dx)Q0 ∈ L∞([0, T ]; Cs∗Ψ11, 0),
(ii) ψ(Dx)(Q0 + iA1) ∈ L∞([0, T ]; Cs∗Ψm01, 0) ⊂ L∞([0, T ]; Cs∗Ψ11, 0),
(iii) σ
(
ψ(Dx)Q0+Q
∗
0
2
)
≥ ϑ0(t, ξ)I.
As for Q1, let us set
Z :=
[
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
, A1 +B2 +R2 +R∞
]
exp
( t∫
0
ϑ(s, Dx)ds
)
,
and use to abbreviation P˜ = A1 +B2 +R2 +R∞ to write
Z =
[
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
, P˜
]
exp
( t∫
0
ϑ(s, Dx)ds
)
.
Application of our results for the composition of pseudodifferential operators with Zygmund
regularity yields that
σ(Z) =
∑
|α|≤1
∂αξ σ
([
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
, P˜
])
Dαx exp
( t∫
0
ϑ(s, ξ)ds
)
+ σ(r)
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=
∑
|α|=1
∂αξ exp
(
−
t∫
0
ϑ(s, ξ)ds
)
(Dαx P˜ ) exp
( t∫
0
ϑ(s, ξ)ds
)
+ σ(r),
where r : Hν → Hν continuously, for |ν| < ε. Analyzing the symbols and applying Proposi-
tion 4.2.16 allows us to conclude that Z ∈ L∞([0, T ]; Cs∗Ψ01, 0).
Similarly to the previous argument for Q0, we can conclude that
σ
(
ψ(Dx)
Q1 +Q∗1
2
)
≥ C I.
Let us summarize these results for later use in the following proposition.
Proposition 4.2.18 (Lemma 4.7 in [51]). For s = 1 + ε > 1, we have that
(i) ψ(Dx)Q1 ∈ L∞([0, T ]; Cs∗Ψ01, 0),
(ii) σ
(
ψ(Dx)Q1+Q
∗
1
2
)
≥ C I.
The results of Propositions 4.2.17 and 4.2.18 complete our preparations. Using these
statements we apply sharp Gårding’s inequality to obtain an energy estimate with no loss of
derivatives.
4.2.7. Well-posedness of an auxiliary Cauchy problem
We consider the Cauchy problem
∂tV +Q0V +Q1V = 0, V (0, x) = V0(x).
We have
∂t‖V (t, ·)‖2L2 = −2 Re(Q0V, V )− 2 Re(Q1V, V ).
According to Propositions 4.2.17 and 4.2.18 we have
σ
(
ψ(Dx)
Q0 +Q∗0
2
)
≥ 0, σ
(
ψ(Dx)
Q1 +Q∗1
2
)
≥ 0,
which allows us to apply sharp Gårding’s inequality for symbols with Zygmund regularity in
x. Since
ψ(Dx)Q1 ∈ L∞([0, T ]; Cs∗Ψ01, 0),
and
ψ(Dx)(Q0 + iA1) ∈ L∞([0, T ]; Cs∗Ψm01, 0),
application of our result for sharp Gårding’s inequality (Proposition 4.2.9) is possible if
s ≥ 2m02−m0 .
This yields that
−2 Re(Q0V, V )− 2 Re(Q1V, V ) ≤ C‖V (t, ·)‖2L2 ,
for s ≥ 2m02−m0 . Application of Gronwall’s lemma gives
‖V (t, ·)‖L2 ≤ CT ‖V (τ, ·)‖L2 ,
where t = τ is the time at which we prescribed the initial data. Returning to W , we use that
exp
(
−
t∫
0
ϑ(s, Dx)ds
)
∈ L∞([0, T ]; Cs∗Ψ01, 0),
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to conclude that
‖W (t, ·)‖L2 ≤ CT ‖W (τ, ·)‖L2 .
We recall that W is the solution of the homogeneous equation
DtW − (A1 +B2 +R2 +R∞)W = 0. (4.2.9)
According to Duhamle’s principle we can represent the solution U3 to the inhomogeneous
Cauchy problem (4.2.8) by
U3(t, x) = W0(t, x) +
t∫
0
W (t, x; τ)dτ,
where W0 = W0(t, x) is a solution of the homogeneous equation (4.2.9) with initial data
W (0, x) = G(x),
and W = W (t, x; τ) is a solution of (4.2.9) with initial data
W (τ, x; τ) = −R4(DtU3)(τ, x)−R3(DtU2)(τ, x)−R1(DtU1)(s, x),
prescribed at t = τ .
To obtain an L2 − L2 estimate for U3, we estimate
‖W0(t, ·)‖L2 and ‖W (t, ·; τ)‖L2 .
Due to the assumptions on the initial data G(x), it is clear that ‖W0(t, ·)‖L2 is bounded. For
the estimate of ‖W (t, ·; τ)‖L2 we consider
‖ −R4(DtU3)(τ, ·)−R3(DtU2)(τ, ·)−R1(DtU1)(τ, ·)‖L2 .
We recall that
U2 = M3U3, U1 = M2U2, U = M1U1,
U = (〈Dx〉m−1ψ(Dx)u, 〈Dx〉m−2ψ(Dx)Dtu, . . . , ψ(Dx)Dm−1t u)T .
Since M1, M2 and M3 are operators of order zero, we conclude that U3, U2 and U1 have the
same regularity in x as U . So, in order to close the circle, we note that it is important that
R1(t, x, Dx), R3(t, x, Dx), R4(t, x, Dx) : Hr−1 → Hr for |r| < ε,
which ensures that −R4(DtU3)(τ, x)−R3(DtU2)(τ, x)−R1(DtU1)(τ, x) is in L2 with respect
to x. This allows us to conclude that
‖W (t, ·; τ)‖L2 = ‖ −R4(DtU3)(τ, ·)−R3(DtU2)(τ, ·)−R1(DtU1)(τ, ·)‖L2 <∞.
For the solution u of the original Cauchy problem (4.1.1), we obtain
‖(〈Dx〉m−1u(t, ·), . . . , Dm−1t u(t, ·))T ‖L2 ≤ CT ‖(〈Dx〉m−1g1(·), . . . , gm(·))T ‖L2 ,
for t ∈ [0, T ], where we used that
M1, M2, M3, exp
(
−
t∫
0
ϑ(s, Dx)ds
)
∈ L∞([0, T ]; Cs∗Ψ01, 0),
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that is they are operators of order zero and map L2 into L2 continuously. Due to the
assumptions on the initial data, the right-hand side of the previous estimate is bounded. From
this, we conclude that we have a unique, Sobolev solution
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hj).
We conclude our considerations by noting that we have two limitations for the possible
values of s. On the one hand, we have the condition that s ≥ 2m02−m0 which is due to sharp
Gårding’s inequality. On the other hand, we have the condition that s ≥ 1 + ε > 1 which is
due to our results for composition and adjoints in Cs∗Ψm. Combining both conditions yields
that we have well-posedness in L2 with no loss of derivatives if
s ≥ max
{
1 + ε, 2m02−m0
}
, ε > 0.
4.3. Statement of results
Let us recall all previously mentioned assumptions and state the result we obtained. We
consider the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
(4.3.1)
for (t, x) ∈ [0, T ]× Rn.
We assume that
(A1) there exist auxiliary functions ω and % defined on (0, r0] (r0 small) that can be continu-
ously extended to r = 0, satisfying
ω ∈ C∞(0, r0], ω(0) = 0, ω′ > 0, ω′′ < 0, |ω(k)(r)| ≤ Ckr−(k−1)ω′(r), k ≥ 1,
and
% ∈ C∞(0, r0], %(0) = 0, %′ > 0, %′′ ≤ 0, |%(k)(r)| ≤ Ckr−(k−1)%′(r), k ≥ 1,
such that
(A2) the function f(r) := rω(r) is increasing on (0, r0] and limr→0+ f(r) = 0,
(A3) the coefficients satisfy the global condition
sup
t, t0, t+t0∈[0, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(am−j, γ(t+ t0, ·)− am−j, γ(t, ·)) ξγ|ξ|m−j
)∥∥∥∥
Cs∗
t0
ω(t0)
≤ Cα, s|ξ|−|α|,
for ξ ∈ Rn \ {0}, α ∈ Nn,
(A4) the coefficients satisfy the local condition∥∥∥∥∂αξ ∂t(m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, ·) ξ
γ
|ξ|m−j
)∥∥∥∥2
Cs∗
≤ −C2α, s|ξ|−2|α|
d
dt
( 1
ω−1(t)
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ],
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(A5) the coefficients satisfy the additional local condition
sup
t0>0
τ, τ+t0∈[t, T ]
∥∥∥∥∂αξ (m−1∑
j=0
∑
|γ|=m−j
(∂tam−j, γ(τ + t0, ·)− ∂tam−j, γ(τ, ·)) ξγ|ξ|m−j
)∥∥∥∥
Cs∗
%(t0)
≤ −Cα, s|ξ|−|α| ddt
( 1
%(ω−1(t))
)
,
for ξ ∈ Rn \ {0}, α ∈ Nn, t ∈ (0, T ],
(A6) gk ∈ Hm−k, k = 1, . . . , m,
(A7) the characteristic roots τk = τk(t, x, ξ) of
τm −
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j = 0,
are real and distinct for all (t, x, ξ) ∈ [0, T ]× Rn × (Rn \ {0}).
Theorem 4.3.1. Consider Cauchy problem (4.3.1) under the assumptions (A1)-(A7) and
suppose that for some m0 ∈ (0, 1] we have
1
ω(〈ξ〉−1) ∈ S
m0
1, 0, (4.3.2)
〈ξ〉−1 ddt
( 1
ω−1(t− 〈ξ〉−1)
)
∈ Sm01, 0, for t ≥ ω(〈ξ〉−1) (4.3.3)
%(〈ξ〉−1) ddt
( 1
%(ω−1(t− 〈ξ〉−1))
)
∈ Sm01, 0, for t ≥ ω(〈ξ〉−1). (4.3.4)
Then the energy inequality
‖(〈Dx〉m−1u(t, ·), . . . , Dm−1t u(t, ·))T ‖L2 ≤ CT ‖(〈Dx〉m−1g1(·), . . . , gm(·))T ‖L2 ,
holds for all t ∈ (0, T ] provided that the index s of the Zygmund space Cs∗ satisfies
s ≥ max
{
1 + ε, 2m02−m0
}
, (4.3.5)
for any ε > 0. Consequently, we have a global (in time) unique, Sobolev solution u with
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hj).
Also, we recall that the conditions (4.3.2)-(4.3.4) are always satisfied for m0 = 1. This
yields the following corollary.
Corollary 4.3.2. The energy estimate in Theorem 4.3.1 holds true even if we just assume
(A1) - (A7) (and not (4.3.2) - (4.3.4)) provided that the index s of the Zygmund space Cs∗
satisfies
s ≥ 2.
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4.4. Examples and remarks
Let us begin with some remarks and explanations regarding the assumptions of the previous
theorem.
We recall from Section 4.1.1 that typical examples of ω are
ω(r) = (log[m˜] 1r )
−1, ω(r) = (log 1r )
−α, α > 0, ω(r) = rβ, β ∈ (0, 1).
Typical examples of % are the same as for ω but %(r) = r is also admissible.
We also recall that the global condition (A3) states that the coefficients have the modulus
of continuity rω(r) in time. Due to the assumptions on ω and (A2) this modulus of continuity
is always weaker than Lipschitz, i.e., the coefficients are less regular than Lipschitz.
Looking at condition (A4), we see that this is basically a control of oscillations.
The additional local condition (A5) is there to replace a condition on the second
derivatives of the coefficients. If the coefficients are C2 with respect to time, then we can
choose %(r) = r and condition (A5) turns into a condition on the second derivative with
respect to time of the coefficients. If the coefficients are not C2, then we cannot choose
%(r) = r since the supremum might not exist. In these cases, condition (A5) states that the
coefficients are more regular than C1 and % describes how much more regular (than C1) the
coefficients are. We note that the right-hand side of this condition becomes more restrictive
(for small t) the closer we come to C1 regularity of the coefficients, i.e., the larger %(r) gets
for small r.
Let us try to get a feeling for these conditions by looking at some examples. First,
we note that the choice of the modulus of continuity, i.e., rω(r) , and the choice of %(r) are
completely independent of each other. Moreover, the assumptions (A3)-(A5) are formulated in
such a way that they automatically adapt for any ω and %. Choosing a less regular modulus of
continuity automatically yields more restrictive conditions (A4) and (A5). Similarly, choosing
% such that we are closer to C1 regularity gives a more restrictive condition (A5).
We start by considering the local condition (A4) for different moduli of continuity. The
results are shown in Table 4.1. As expected the right-hand side of (A4) gets more restrictive,
i.e., the term √
− ddt
( 1
ω−1(t)
)
,
is smaller for small t, the further away we get from Lipschitz regularity, i.e., ω(r) = 1.
Tab. 4.1. Some examples of the local condition (A4) for different moduli of continuity.
modulus of continuity ω(r)
√
− ddt 1ω−1(t)
r 1 case excluded by assumptions on ω
r log
( 1
r
) (
log
(
1
r
))−1 e 12t
t
rα, α ∈ (0, 1) r1−α (1− α)− 12 t− 2−α2(1−α)
Next, we look at condition (A5) for different ω and %. The examples are shown in
Table 4.2, where the resulting terms for the right-hand side of (A5) are written in the respective
table cells below ω(r) and to the right of %(r). As expected, we see that condition (A5) gets
more restrictive, i.e., the terms in the cells of Table 4.2 are growing slower for t→ 0+, the
further away we are from C2 regularity, i.e., %(r) = r.
Let us now consider the conditions (4.3.2)-(4.3.4). These three conditions are used in
our method to apply sharp Gårding’s inequality for possibly smaller values of s. As stated
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Tab. 4.2. Examples of the additional local condition (A5) for different ω and %. The resulting terms
for − ddt
(
1
%(ω−1(t))
)
are shown in the respective table cells.
%(r) \ ω(r) ω(r) =
(
log
(
1
r
))−1
ω(r) = s1−α
%(r) =
(
log
(
1
r
))−1 1
t2
1
1− αt
−1
%(r) = rβ β
t2
e
β
t
β
1− αt
− 1−α+β1−α
%(r) = r 1
t2
e
1
t
1
1− αt
− 2−α1−α
in Corollary 4.3.2, it is possible to ignore these conditions but then one may only work with
s ≥ 2.
Table 4.3 shows some examples of the weight
1
ω(〈ξ〉−1) ,
i.e., condition (4.3.2) and the corresponding symbol class and values of m0 for different moduli
of continuity. Looking at the examples, we see that we can get to any m0 > 0 if the coefficients
Tab. 4.3. Some examples of the weight 1ω(〈ξ〉−1) , i.e., condition (4.3.2) for different moduli of continuity.
modulus of continuity 1ω(〈ξ〉−1) symbol class m0
r log
( 1
r
)
log(〈ξ〉) ⋂
ε>0
Sε1, 0 any m0 > 0
rα, α ∈ (0, 1) 〈ξ〉1−α S1−α1, 0 m0 = 1− α(
log
(
1
r
))−α
, 〈ξ〉
(
log(〈ξ〉)
)−α ⋃
ε>0
S1−ε1, 0 m0 = 1
α ∈ (0, ∞)
are sufficiently regular in time. In these cases, our choice of s is mainly limited by the
requirement s > 1 coming from the pseudodifferential calculus.
Similarly, Table 4.4 presents some examples for condition (4.3.3) for different moduli of
continuity. Again, we see that for sufficiently regular coefficients, we can obtain any m0 > 0.
Tab. 4.4. Some examples of the weight 〈ξ〉−1
(
− ddt
(
1
ω−1(t−〈ξ〉−1)
))
, i.e., condition (4.3.3), for different
moduli of continuity and t ≥ ω(〈ξ〉−1).
modulus of continuity 〈ξ〉−1
(
− ddt
(
1
ω−1(t−〈ξ〉−1)
))
symbol class m0
r log
( 1
r
)
(log(〈ξ〉))2 ⋂
ε>0
Sε1, 0 any m0 > 0
rα, α ∈ (0, 1) 〈ξ〉1−α S1−α1, 0 m0 = 1− α
Furthermore, we see that the term
〈ξ〉−1
(
− ddt
( 1
ω−1(t− 〈ξ〉−1)
))
,
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behaves very similarly to the term
1
ω(〈ξ〉−1) ,
for the same modulus of continuity. This is due to the definition of the zones and shows that
the zones are defined correctly. Otherwise these terms might behave differently in each zone.
Next, Table 4.5 shows some examples of condition (4.3.4). Looking at the examples in
Table 4.5 we note that the weight
%(〈ξ〉−1)
(
− ddt
( 1
%(ω−1(t− 〈ξ〉−1))
))
,
changes slightly if we change %. However, the weight mainly depends on our choice of ω. For
fixed ω, we can choose one m0 such that the weight
%(〈ξ〉−1)
(
− ddt
( 1
%(ω−1(t− 〈ξ〉−1))
))
,
belongs to Sm01, 0 for any of the given examples for %. We conclude from this observation, that
the possible values for s are mainly determined by our choice of the modulus of continuity.
Tab. 4.5. Examples of condition (4.3.4), for different ω and % with t ≥ ω(〈ξ〉−1). The resulting terms
for %(〈ξ〉−1)
(
− ddt
(
1
%(ω−1(t−〈ξ〉−1))
))
are shown in the respective table cells.
%(r) \ ω(r) ω(r) =
(
log
(
1
r
))−1
ω(r) = r1−α
%(r) =
(
log
(
1
r
))−1
log(〈ξ〉) 11− α
〈ξ〉1−α
log(〈ξ〉)
%(r) = rβ β(log(〈ξ〉))2 β1− α 〈ξ〉
1−α
%(r) = r (log(〈ξ〉))2 11− α 〈ξ〉
1−α
Finally, Table 4.6 summarizes the discussed examples for the different weights and
conditions. For a given modulus of continuity Table 4.6 shows possible choices of m0 and the
resulting possible values for s.
Tab. 4.6. Some examples for the index s of Cs∗ for different moduli of continuity.
modulus of continuity possible m0 possible s
r log
( 1
r
)
any m0 > 0 s ≥ 1 + ε
rα, α ∈ (0, 1) m0 = 1− α s ≥ max{1 + ε, 2 1−α1+α}(
log
(
1
r
))−α
, m0 = 1 s ≥ 2
α ∈ (0, ∞)
Let us conclude this section by looking at the example of the second order equation
utt −
n∑
k, l=1
ak, l(t, x)uxkxl = 0, u(0, x) = g1(x), ut(0, x) = g2(x), (4.4.1)
with coefficients
ak, l ∈ Cµ([0, T ]; Cs∗) ∩ C2((0, T ]; Cs∗).
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We note that the coefficients are C2 on (0, T ] in t. This means that we can simplify the
additional local condition to a condition for the second derivatives. Application of our result
in this case yields the following two corollaries.
Corollary 4.4.1. Consider Cauchy problem (4.4.1) with coefficients ak, l having the modulus
of continuity
r
ω(r) = r log
(1
r
)
,
and satisfying the oscillation conditions
‖∂tak, l(t, ·)‖Cs∗ .
e
1
2t
t
,
and
‖∂2t ak, l(t, ·)‖Cs∗ .
e
1
t
t2
,
for t ∈ (0, T ]. Then the energy inequality
‖(〈Dx〉u(t, ·), Dtu(t, ·))T ‖L2 ≤ CT ‖(〈Dx〉g1(·), g2(·))T ‖L2 ,
holds for all t ∈ (0, T ] provided that the index s of the Zygmund space Cs∗ satisfies
s > 1.
If we take g1 ∈ H1 and g2 ∈ L2, then the Sobolev solution u satisfies
u ∈ C([0, T ]; H1) ∩ C1([0, T ]; L2).
We note that in this case we do not feel the influence of the modulus of continuity. The
coefficients are sufficiently regular in t such that the possible values of s are only limited by
the requirements of the pseudodifferential calculus.
This changes somewhat if we consider Hölder continuous coefficients.
Corollary 4.4.2. Consider Cauchy problem (4.4.1) with coefficients ak, l having the modulus
of continuity
r
ω(r) = r
α, α ∈ (0, 1),
and satisfying the oscillation conditions
‖∂tak, l(t, ·)‖Cs∗ . t−
2−α
2(1−α) ,
and
‖∂2t ak, l(t, ·)‖Cs∗ . t−
2−α
1−α ,
for t ∈ (0, T ]. Then the energy inequality
‖(〈Dx〉u(t, ·), Dtu(t, ·))T ‖L2 ≤ CT ‖(〈Dx〉g1(·), g2(·))T ‖L2 ,
holds for all t ∈ (0, T ] provided that the index s of the Zygmund space Cs∗ satisfies
s ≥
1 + ε if α ≥
1
3 ,
21−α1+α if α <
1
3 .
If we take g1 ∈ H1 and g2 ∈ L2, then the Sobolev solution u satisfies
u ∈ C([0, T ]; H1) ∩ C1([0, T ]; L2).
In this case we do feel the influence of the modulus of continuity. Notably, the terms in
condition (4.3.5) for s are in “equilibrium”, i.e., 1 = 2m02−m0 , if
ω(r) = r
2
3 ,
that is, if the coefficients are Hölder continuous in time with exponent 1− 23 = 13 .
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4.5. Concluding remarks
In this chapter we considered the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
for (t, x) ∈ [0, T ]×Rn, with coefficients low regular in time and space. By this we mean that
the coefficients are less regular than Lipschitz in time and belong to the Zygmund space Cs∗
in x. Under suitable assumptions we prove a global (on [0, T ]) well-posedness result without
loss of derivatives if
s ≥ max
{
1 + ε, 2m02−m0
}
, (4.5.1)
where ε > 0 and m0 ∈ (0, 1] is related to the regularity of the coefficients in time. The number
m0 is closer to 1 for less regular (in time) coefficients and closer to 0 if the coefficients are
close to Lipschitz in time.
Of course one would expect that a higher regularity of the coefficients in time would
allow us to lower the regularity of the coefficients with respect to x. Condition (4.5.1) however
tells us that the index of the Zygmund spaces s always has to be strictly larger than 1. At
some point, additional regularity in time of the coefficients does not improve the situation for
s any further.
Of course it would be interesting to study whether it is possible to lower the bound
s ≥ 1 + ε to s ≥ 1. A possible approach could be to use paradifferential methods to attack
the problem.
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5. Summary and further research
In the present thesis we studied strictly and weakly hyperbolic Cauchy problems with low-
regular coefficients.
We started in Chapter 2 by considering the strictly hyperbolic Cauchy problem
Dmt u =
m−1∑
j=0
( ∑
|γ|=m−j
am−j, γ(t, x)DjtDγx +
∑
|γ|≤m−j−1
bm−j, γ(t, x)DjtDγx
)
u,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(5.0.1)
under the assumptions that all coefficients satisfy
am−j, γ ∈ Cµ([0, T ]; B∞K ), bm−j, γ ∈ C([0, T ]; B∞K ),
where µ is a modulus of continuity and {Kp}p is a weight sequence. We proved well-posedness
with respect to x in spaces
Hνη, δ = Hνη, δ(Rn) = {u ∈ S ′; eδη(〈Dx〉)u ∈ Hν},
where η is a weight function, δ > 0 and Hν is the usual Sobolev space.
Models like (5.0.1) have been studied extensively in the past. Our contribution to this
research field is to provide new and general conditions on µ, η and {Kp}p such that (5.0.1)
is well-posed in Hνη, δ. Previously, the well-posedness of (5.0.1) was mainly studied in the
cases of Lipschitz, Log-Lipschitz or Hölder continuous coefficients. Our approach works with
a general modulus of continuity µ and provides sufficient conditions on η and {Kp}p such that
(5.0.1) is well-posed in Hνη, δ.
The results of Chapter 2 reveal that there are two different situations.
• If the coefficients are Log-Lipschitz continuous in time or more regular, then we can
expect global (in time) well-posedness with respect to x in the spaces Hνη, δ if
µ
( 1
〈ξ〉
)
〈ξ〉 = O(η(〈ξ〉)).
In that case, the weight sequence {Kp}p is arbitrary, which means that B∞K coincides
with B∞. Notably, since
µ
( 1
〈ξ〉
)
〈ξ〉 = O(log(〈ξ〉)),
we conclude that η(〈ξ〉) = O(log(〈ξ〉)) and that therefore the spaces Hνη, δ are embedded
into Sobolev spaces. In that cases the loss of derivatives is at most finite and our result
recovers the following well-known relations.
– If the coefficients are Lipschitz continuous in t, then there is no loss of derivatives.
– If the coefficients are less regular than Lipschitz but more regular than Log-Lipschitz
in t, then the loss of derivatives is arbitrarily small.
– If the coefficients are Log-Lipschitz continuous in t, then the loss of derivatives is
finite.
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• If the coefficients are less regular than Log-Lipschitz continuous in time, then we can
expect global (in time) well-posedness with respect to x in the spaces Hνη, δ if
µ
( 1
〈ξ〉
)
〈ξ〉 = o(η(〈ξ〉)).
In that case, the weight sequence {Kp}p is not arbitrary. The connection between {Kp}p
and η is given by
inf
p
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉).
In this setting, the spaces Hνη, δ are spaces of ultradifferentiable functions. In general,
the loss of derivatives that appears is infinite.
After studied the relation between µ, η and {Kp}p in the strictly hyperbolic case,
we turned our attention to weakly hyperbolic Cauchy problems. There, in Chapter 3, we
considered the Cauchy problem
Dmt u =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jam−j, γ(t, x)DγxD
j
tu+
∑
|γ|+j<m
bm−j, γ(t, x)DγxD
j
tu,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
(5.0.2)
under the same assumptions on the coefficients as before. To model the weak hyperbolicity,
we employed the shape function λ = λ(t) and assumed that the lower order terms satisfy a
generalized Levi condition. Our main goal was to understand how the low regularity of the
coefficients in time interacts with the weak hyperbolicity.
Our results of Chapter 3 show that the effects due to the low regularity of the coefficients
are completely independent of the effects of the weak hyperbolicity. Each effect creates
independent lower order terms which yield independent weights in the energy estimate. We
can prove global (in time) well-posedness with respect to x of (5.0.2) in Hνη, δ, if
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + µ( 1〈ξ〉
)
〈ξ〉 = o(η(〈ξ〉)),
is satisfied, where the first addend is related to the Levi condition and the second addend
is related to the low regularity of the coefficients in time. We see that both effects do not
influence each other. More importantly, we only feel the dominant effect. This means, that
for a given Levi condition, improving the regularity of the coefficients only helps up to a
certain point, which is determined by the Levi condition. Likewise, for a fixed regularity of
the coefficients, imposing a stricter Levi condition might not change the well-posedness of the
Cauchy problem, depending on the regularity of the coefficients.
Lastly, we studied hyperbolic Cauchy problems with coefficients that are low-regular in
t and x. Our goal was to obtain a global (in time) well-posedness result without any loss of
derivatives and understand what the minimal regularity in t and x of the coefficients is. In
Chapter 4, we considered the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
(5.0.3)
where we assumed that the coefficients have a global (on [0, T ]) modulus of continuity below
Lipschitz in t and that they belong to the Zygmund class Cs∗ in x. Additionally, we assumed
that the coefficients are more regular (at max C2) on (0, T ] and that they satisfy two oscillation
conditions there. These additional assumptions are helpful since they ensure that Cauchy
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problem (5.0.3) is well-posed with no loss of derivatives, if the coefficients are smooth in x. In
that way, we can use pseudodifferential operators with limited smoothness, when we lower the
regularity of the coefficients in x from B∞ to Cs∗ .
The results of Chapter 4 tell us that Cauchy problem (5.0.3) is well-posed in L2 with
no loss of derivatives, if the index of the Zygmund space Cs∗ satisfies
s ≥ max
{
1 + ε, 2m02−m0
}
,
where m0 is related to the modulus of continuity. The more regular the coefficients are in t,
the smaller is the value of 2m02−m0 . To be precise, we obtain
2m0
2−m0 = 1,
if the coefficients are α-Hölder continuous with exponent α = 13 . If the coefficients are less
regular than that, then
2m0
2−m0 > 1.
Interestingly, improving the regularity of the coefficients in t beyond α-Hölder continuous
with exponent α = 13 does not allow us to lower the regularity of the coefficients in x below
Cs∗ with s > 1. The bound s ≥ 1 + ε is due to restrictions in the pseudodifferential calculus.
All in all, we considered hyperbolic Cauchy problems with low-regular coefficients in
different settings and under different research questions. We generalized and extended previous
results for strictly hyperbolic Cauchy problems. Additionally, we revealed a connection between
the regularity of the coefficients in x and the regularity of the data and solution spaces in this
setting. For weakly hyperbolic equations we introduced a new, generalized Levi condition and
discovered how low-regular coefficients and Levi conditions interact with each other. Lastly,
we considered strictly hyperbolic Cauchy problems with coefficients that are low-regular in
t and x. In this setting, we generalized and extended previous results and provided a new
relation between the regularity of the coefficients in t and x.
Open problems and further research
Generalization to pseudodifferential equations
Instead of classical differential operators we may also consider pseudodifferential operators of
Kovalevskian type
P = Dmt +
m−1∑
j=0
Am−j(t, x, Dx)Djt , (5.0.4)
where Am−j ∈ C([0, T ]; Ψm−jK ). The main difference in the assumptions is that we should
formulate the regularity assumptions directly with respect to the characteristic roots and not
in terms of the coefficients.
In the strictly hyperbolic setting of Chapter 2, a possible generalization of Theorem 2.3.1
could be the following.
Conjecture Consider the operator P = P (t, x, Dt, Dx) given by (5.0.4) in [0, T ]×Rn. Denote
the principal part by
P 0 = Dmt +
m−1∑
j=0
A0m−j(t, x, Dx)D
j
t ,
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and assume that
Am−j −A0m−j ∈ C([0, T ]; Ψm−1−jK ), j = 0, . . . , m− 1,
and
P 0(t, x, τ, ξ) =
m∏
k=1
(τ − τk(t, x, ξ)),
with
τk(t, ·, ξ) ∈ B∞K , and τk ∈ Cµ([0, T ]; S11, 0), k = 1, . . . , m.
We assume that the roots are real and satisfy
|τj(t, x, ξ)− τk(t, x, ξ)| ≥ C〈ξ〉,
for all large |ξ| and j 6= k.
Assume that the weight sequence {Kp}p and the weight function η satisfy
inf
p∈N
Kp
〈ξ〉p ≤ ce
−δ0η(〈ξ〉),
for large |ξ|. Then the Cauchy problem{
Pu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
is well-posed with respect to x in Hνη, δ, if
µ
( 1
〈ξ〉
)
〈ξ〉 = o(η(〈ξ〉)).
In a similar way, we may be able to extend our results for weakly hyperbolic Cauchy
problems. There, the crucial point is to include the Levi condition on the lower order terms
in the definition of the symbol space.
Conjecture Consider the operator P = P (t, x, Dt, Dx) given by (5.0.4) in [0, T ]×Rn. Denote
the principal part by
P 0 = Dmt +
m−1∑
j=0
A0m−j(t, x, Dx)D
j
t ,
and assume that
Am−j −A0m−j ∈ Λm−1−jq,K ([0, T ]), j = 0, . . . , m− 1,
where
Λm−1−jq,K ([0, T ]) :=
{
p(t, x, ξ) ∈ C([0, T ]; Sm−1−j1, 0 ); p(t, ·, ξ) ∈ B∞K ,
p(t, x, ξ) ∼
∑
|γ|≤m−j−1
bm−j, γ(t, x)pγ(x, ξ),
|bm−j, γ(t, x)| ≤ λ(t)m−j(q(Λ(t)))m(m−j−|γ|),
pγ ∈ S |γ|1, 0
}
.
Additionally, we assume that
A0m−j(t, x, Dx) = λ(t)m−jA˜0m−j(t, x, Dx),
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where λ = λ(t) is a shape function and A˜0m−j(t, x, Dx),∈ C([0, T ]; Ψm−jK ). Using this
notation, we assume that
τm +
m−1∑
j=0
A˜0m−j(t, x, ξ)τ j =
m∏
k=1
(τ − τk(t, x, ξ)),
with
τk(t, ·, ξ) ∈ B∞K , and τk ∈ Cµ([0, T ]; S11, 0), k = 1, . . . , m.
We assume that the roots are real and satisfy
|τj(t, x, ξ)− τk(t, x, ξ)| ≥ C〈ξ〉,
for all large |ξ| and j 6= k. Assume that the weight sequence {Kp}p and the weight
function η satisfy
inf
p∈N
Kp
〈ξ〉p ≤ ce
−δ0η(〈ξ〉),
for large |ξ|. Then the Cauchy problem{
Pu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
is well-posed with respect to x in Hνη, δ, if
Q(Λ(tξ))
(
q(Λ(tξ))
)m−1 + µ( 1〈ξ〉
)
〈ξ〉 = o(η(〈ξ〉)).
Application to semilinear Cauchy problems
In various physical and chemical problems, as well as their abstract forms in applied mathe-
matics, we often consider Cauchy problem (5.0.1) with nonlinear right-hand side. In particular,
the semilinear Cauchy problem is a special kind of nonlinear Cauchy problem. Before studying
the corresponding semilinear equations to (5.0.1), we first note that in most of our results a
loss of derivatives appears. Treating a Cauchy problem for semilinear equations, where the
solution of the corresponding linear Cauchy problem with vanishing right-hand side already
has a loss of derivatives, has been an open problem for some time. Especially, the global (in
time) existence of small data solutions under minimal decay regularity (see e.g. [57, 74, 75,
82]). In this subsection we try to explain the approach and highlight the difficulties if one
wants to study the local and global (in time) existence of solutions to semilinear versions of
(5.0.1). For convenience, we consider a second order example Cauchy problem. Precisely, we
study the semilinear strictly hyperbolic Cauchy problem
∂2t u−
n∑
j, k=1
aj, k(t, x)∂xj∂xku = |u|p, (t, x) ∈ [0, T ]× Rn,
u(0, x) = g1(x), ∂tu(0, x) = g2(x),
(5.0.5)
where we assume that the coefficients aj, k = ak, j ∈ Cµ([0, T ]; B∞).
To study the semilinear Cauchy problem (5.0.5), we usually need to understand the
qualitative properties of solutions. We are especially interested in some estimates of solutions,
to the corresponding linearized Cauchy problem, that is
∂2t v −
n∑
j, k=1
aj, k(t, x)∂xj∂xkv = 0, (t, x) ∈ [0, T ]× Rn,
v(0, x) = g1(x), ∂tv(0, x) = g2(x),
(5.0.6)
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where we can choose the regularity of the coefficients in such a way, that we only have an at
most finite loss of derivatives. To the knowledge of the author, because the regularity-loss
effect comes even for the estimate of the solution itself, we may follow the approach of [74,
75]. After deriving L2 −L2 estimates of solutions to (5.0.6) with additional weighted L1 data,
one might be able to prove global (in time) existence of small data solutions to (5.0.5) by
employing weighted energy methods.
Let us turn to another case, where we assume for (5.0.5) that the coefficients are
Lipschitz continuous in t and B∞ in x. In this case, the linearized Cauchy problem to (5.0.5)
is well-posed in any Bessel potential space with no loss of derivatives. Moreover, there exists
a uniquely determined Sobolev solution to (5.0.6) for any g1 ∈ Hν+1, g2 ∈ Hν , that is
v ∈ C([0, T ]; Hν+1) ∩ C1([0, T ]; Hν),
for any ν ≥ 0. Now, let us sketch the idea to prove global (in time) existence of small data
solutions to (5.0.5). Since the linear Cauchy problem is not invariant by time translations, we
have to derive estimates for the family of linear parameter dependent Cauchy problems
∂2t v −
n∑
j, k=1
aj, k(t, x)∂xj∂xkv = 0, (t, x) ∈ (τ, T ]× Rn,
v(τ, x) = g1(x), ∂tv(τ, x) = g2(x).
(5.0.7)
We denote the fundamental solutions to Cauchy problem (5.0.7) by E0(t, τ, x) and E1(t, τ, x),
that is, the distributional solutions with data (g1, g2) = (δ0, 0) and (g1, g2) = (0, δ0) at time
τ ≥ 0, respectively. Here δ0 denotes the Dirac distribution in x = 0. Then, we can represent
the solution to (5.0.7) by
v(t, x) = E0(t, τ, x) ∗(x) g1(x) + E1(t, τ, x) ∗(x) g2(x).
Following Duhamel’s principle, we obtain that
v(t, x) =
t∫
0
E1(t, τ, x) ∗(x) f(τ, x)dτ,
is a solution to
∂2t v −
n∑
j, k=1
aj, k(t, x)∂xj∂xkv = f(t, x), (t, x) ∈ [0, T ]× Rn,
v(0, x) = 0, ∂tv(0, x) = 0.
Therefore, we are interested in solutions u to (5.0.5) that are fixed points of the operator N
defined as
N : X(T )→ X(T ), u 7→ Nu(t, x),
with
Nu(t, x) := E0(t, τ, x) ∗(x) g1(x) + E1(t, τ, x) ∗(x) g2(x) +
t∫
0
E1(t, τ, x) ∗(x) |u(τ, x)|pdτ,
where X(T ) is a properly chosen evolution space.
Then, the existence of local (in time) large data and global (in time) small data solutions
is based on estimates of the type
‖Nu‖X(T ) ≤ C0 + C1(T )‖u‖pX(T ),
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‖Nu−Nu˜‖X(T ) ≤ C2(T )‖u− u˜‖X(T )
(
‖u‖p−1X(T ) + ‖u˜‖p−1X(T )
)
,
where C0 depends on the initial data and Ck(T )→ 0, k = 1, 2, for T → 0+ and C2, C1 are
bounded for T →∞.
If we assume that the initial data satisfies
g1 ∈ Hν+1 ∩ Lm, g2 ∈ Hν ∩ Lm,
for m ∈ [1, 2), then a first step is to obtain estimates to (5.0.6) like
‖∂αx v(t, ·)‖L2 . f|α|(t)‖(g1, g2)‖(Hν+1∩Lm)×(Hν∩Lm) for |α| ≤ ν + 1,
‖∂αx vt(t, ·)‖L2 . g|α|(t)‖(g1, g2)‖(Hν+1∩Lm)×(Hν∩Lm) for |α| ≤ ν.
With these estimates we may introduce a norm in the evolution space
X(t) = C([0, t], Hν+1) ∩ C1([0, t], Hν),
by
‖u‖X(t) = sup
0≤τ≤t
( ∑
|α|≤ν+1
f|α|(τ)−1‖∂αxu(τ, ·)‖L2 +
∑
|α|≤ν
g|α|(τ)−1‖∂αxuτ (τ, ·)‖L2
)
.
To apply Banach’s Fixed Point Theorem, one of the estimates we need is
‖Nu‖X(t) ≤ C0‖(g1, g2)‖(Hν+1∩Lm)×(Hν∩Lm) + C1(t)‖u‖pX(t). (5.0.8)
For the classical energy solution, that is ν = 0, we may apply the classical Gagliardo-Nirenberg
inequality to estimate the nonlinear term in the L2∩Lm norm. However, due to the application
of the classical Gagliardo-Nirenberg inequality, we will be limited to small dimensions n ≤ n0.
Thus, to consider global (in time) existence of small data solutions in higher dimensions, we
may apply some tools from Harmonic Analysis to prove global (in time) existence of small
data Sobolev solutions. For highly regular data (ν large but ν ≤ n2 ) which is not embedded in
L∞, we can apply the fractional Gagliardo-Nirenberg inequality, the fractional chain rule and
the fractional Leibniz rule (c.f. [30, 32, 70, 79]). For highly regular initial data (ν > n2 ), it
is possible to use the method of fractional powers (c.f. [25]) and the continuous embedding
Hν ↪→ L∞.
If it is possible to obtain an estimate like (5.0.8), then it should be possible to prove
global (in time) existence of Sobolev solutions for small data and local (in time) existence of
Sobolev solutions for large data.
Strictly hyperbolic Cauchy problems with generalized oscillation conditions
We recall that there is another way to describe a non-Lipschitz behavior of the coefficients. We
assume that the coefficients are more regular than Lipschitz almost everywhere and allow some
oscillations at certain points. A precise characterization of oscillations and the related loss of
derivatives is introduced in [77]. The author considers the second order strictly hyperbolic
Cauchy problem 
∂2t u−
n∑
j, k=1
aj, k(t, x)∂xj∂xku = 0, (t, x) ∈ [0, T ]× Rn,
u(0, x) = g1(x), ∂tu(0, x) = g2(x),
(5.0.9)
and assumes that all coefficients satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C2(0, T ], |a(q)j, k(t)| ≤ C
(
t−1
(
log
(
t−1
))γ)q
, (5.0.10)
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for t ∈ (0, T ], q = 1, 2 and states that the coefficients aj, k oscillate very slowly, slowly, fast
or very fast, if γ = 0, γ ∈ (0, 1), γ = 1 or if (5.0.10) is not satisfied for γ = 1, respectively.
Using this characterization, it is proved that
• for γ = 0, there is no loss of derivatives;
• for γ ∈ (0, 1), there is an arbitrarily small loss of derivatives;
• for γ = 1, there is a finite loss of derivatives;
• for γ > 1, there is an infinite loss of derivatives.
However, to the knowledge of the author of this thesis, there is no result for general
oscillations describing precisely how the control of oscillations is linked to the solution spaces.
As a first project in this direction, one might consider Cauchy problem (5.0.9) and
assume that the coefficients satisfy
aj, k = aj, k(t), aj, k ∈ C[0, T ] ∩ C2(0, T ], |a(q)j, k(t)| ≤ C
(
w
(
t−1
))q
,
for t ∈ (0, T ], q = 1, 2. We expect well-posedness with respect to x in spaces Hνη, δ and the
question is how η is related to the control of oscillations w = w(t−1) and what additional
conditions w has to satisfy.
Weakly hyperbolic Cauchy problems with characteristics coinciding with
different speeds
We consider weakly hyperbolic Cauchy problems in Chapter 3 under the assumption that all
characteristic roots coincide with the same speed.
In [49] the authors consider a general m-th order partial differential operator
P (t, Dt, Dx) =
∑
|α|≤m−j
aj, α(t)DjtDαx ,
in [0, T ]× Rn with coefficients aj, α ∈ C1([0, T ]). The principal symbol Pm(t, τ, ξ) given by
Pm(t, τ, ξ) =
∑
|α|≤m−j
aj, α(t)τ jξα,
is assumed to satisfy 
Pm(t, τ, ξ) =
m∏
j=1
(τ − τk(t, ξ)),
|τj(t, ξ)− τk(t, ξ)| ≥ Cλj(t)|ξ|, j < k,
with real-valued roots τk(t, ξ), k = 1, . . . , m and shape functions λj(t). The last relation
means that the roots of Pm may coincide with different speeds.
It would be interesting to use the methods developed in [49] and generalize the result of
Chapter 3 to allow characteristics coinciding with different speeds.
Weakly hyperbolic Cauchy problems with coefficients low-regular in x
One might ask if it is possible to employ the theory of pseudodifferential operators with
limited smoothness to treat weakly hyperbolic Cauchy problems with coefficients low-regular
in t and x.
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To answer that question, we recall that we are very much limited by the mapping
properties and composition results of pseudodifferential operators with Zygmund regularity of
order s in x.
In the setting of Chapter 4, the smallest possible value of s is max{1 + ε, 2m0m0+2}. There,
the bound 1 + ε is due to limitations of the pseudodifferential calculus and the bound 2m0m0+2 is
related to the modulus of continuity and sharp Gårding’s inequality.
A starting point for investigations in that direction might be the weakly hyperbolic
Cauchy problem
Dmt u =
m−1∑
j=0
∑
|γ|=m−j
λ(t)m−jam−j, γ(t, x)DγxD
j
tu+
∑
|γ|+j<m
bm−j, γ(t, x)DγxD
j
tu,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m, (t, x) ∈ [0, T ]× Rn,
where λ = λ(t) is a shape function. We want the starting Cauchy problem to be well-posed in
C∞, therefore we assume that the coefficients are Log-Lipschitz continuous or more regular in
t and that the lower order terms satisfy the C∞-type Levi condition
∣∣Dβxbm−j, γ(t, x)∣∣ ≤ CK|β| λ(t)m−jΛ(t)m−j−|γ| ( log(Λ(t)−1))m−j−|γ|,
for all (t, x) ∈ (0, T ]× Rn. If we assume instead that the coefficients are Zygmund of order s
in x, we expect that the bound 1 + ε increases depending on the loss of derivatives.
Generalizing the result for strictly hyperbolic Cauchy problems with coefficients
low-regular in t and x
In Chapter 4 we consider the strictly hyperbolic Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
for (t, x) ∈ [0, T ]× Rn. Notably, there are no lower order terms.
A possible extension of our result would be to include lower order terms. A similar
problem is studied in [83], where the author considers a general m-th order strictly hyperbolic
operator. He assumes that the coefficients of the principal part are Log-Lipschitz continuous
in t and x and the coefficients of the lower order terms are α-Hölder continuous. Under these
assumptions a local (in time) well-posedness result is proved.
It would be interesting to understand how, in general, the regularity of the coefficients
of the principal part is related to the regularity of the coefficients of the lower order terms.
A possible starting point could be the Cauchy problem
Dmt u−
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)DγxD
j
tu+
∑
|γ|<m−j
bm−j, γ(t, x)DγxD
j
tu = 0,
Dk−1t u(0, x) = gk(x), k = 1, . . . , m,
for (t, x) ∈ [0, T ]× Rn, where we assume that all coefficients am−j, γ satisfy the assumptions
of Theorem 4.3.1 and all bm−j, γ belong to Cµ([0, T ]; Cs∗), where µ is a modulus of continuity
independent of the behavior of the coefficients am−j, γ .
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A. Notation guide to the reader
Symbols used throughout the thesis:
[a]− is the largest integer strictly smaller than a;
{a}+ is the non-integer part of a with 0 < {a}+ ≤ 1;
sgn(a) sign of a ∈ R;
đξ for ξ ∈ Rn we write đξ = (2pi)−ndξ;
Re z real part of z ∈ C;
Im z imaginary part of z ∈ C;
|x| euclidean norm of x ∈ Rn;
|α| = α1 + . . .+ αn is the length of the multiindex α ∈ Nn;
〈ξ〉 = √1 + |ξ|2 Japanese brackets of ξ;
∇ spatial gradient;
〈Dx〉 pseudodifferential operator with symbol 〈ξ〉;
f . g there exists a constant C such that f ≤ Cg
|A|, det(A) determinant of the matrix A;
suppu support of the function u;
f ∗ g convolution between f and g;
f ∗(t) g convolution with respect to t between f and g;
f ∗(x) g convolution with respect to x between f and g;
A∗ adjoint operator of the bounded linear operator A;
{∆j}j∈Z homogeneous dyadic decomposition operators;
log[m] m times applied logarithm;
tξ separating line between the pseudodifferential and hyperbolic zone;
Zhyp hyperbolic zone;
Zpd pseudodifferential zone.
Function spaces, symbol spaces and spaces of pseudodifferential
operators:
Ck = Ck(Rn) space of k times continuously differentiable functions;
Ck0 = Ck0 (Rn) space of k times continuously differentiable functions with
compact support;
C∞ = C∞(Rn) space of infinitely times continuously differentiable functions;
C∞0 = C∞0 (Rn) space of infinitely times continuously differentiable functions
with compact support;
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B∞ = B∞(Rn) space of infinitely times continuously differentiable functions
with bounded derivatives;
B∞K = B∞K (Rn) space of infinitely times continuously differentiable functions
with derivatives bounded by the weight sequence {Kp}p∈N,
i.e., u ∈ B∞K if and only if u ∈ B∞ and |Dβxu(x)| ≤ K|β|;
Cµ = Cµ([0, T ]) space of µ-continuous functions, where µ is a modulus of
continuity;
BV = BV ([0, T ]) space of functions with bounded variation;
S = S(Rn) Schwartz space of rapidly decreasing functions;
S′ = S′(Rn) space of tempered distributions;
D′ = D′(Rn) distributions on C∞0 ;
Lp = Lp(Rn) Lebesgue spaces, 1 ≤ p ≤ ∞;
Lploc = L
p
loc(Rn) local Lebesgue spaces, 1 ≤ p ≤ ∞;
lp = lp(Z) space of p-summable sequences, 1 ≤ p ≤ ∞;
Hν = Hν(Rn) Sobolev space based on L2(Rn), ν ∈ R;
Hν0 = Hν0 (Rn) Sobolev space based on L2(Rn) with compact support, ν ∈ R;
Gs = Gs(Rn) Gevrey space of order s;
Bsp, q = Bsp, q(Rn) nonhomogeneous Besov space, s ∈ R, 1 ≤ p, q ≤ ∞;
Hνη, δ = Hνη, δ(Rn) exponentially weighted Sobolev space Hν , i.e., u ∈ Hνη, δ if
and only if exp{δη(〈Dx〉)}u ∈ Hν ;
Smρ, δ = Smρ, δ(Rn × Rn) space of classical symbols of order m;
Ψmρ, δ = Ψmρ, δ(Rn) space of classical pseudodifferential operators of order m with
symbols in Smρ, δ;
Sm,ωρ, δ = Sm,ωρ, δ (Rn × Rn) space of symbols of order m with additional weight ω;
Ψm,ωρ, δ = Ψ
m,ω
ρ, δ (Rn) space of pseudodifferential operators of order m with symbols
in Sm,ωρ, δ ;
Cs∗Smρ, δ = Cs∗Smρ, δ(Rn × Rn) space of symbols of order m with Zygmund regularity of order
s in x;
Cs∗Ψmρ, δ = Cs∗Ψmρ, δ(Rn) space of pseudodifferential operators of order m with symbols
in Cs∗Smρ, δ.
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The goal of this chapter is to collect some results about concepts and methods frequently used
in this thesis.
B.1. Hyperbolic polynomials
This section contains various results about the solutions to strictly hyperbolic polynomials.
We use these results in the thesis to derive properties and the regularity of the characteristic
roots of a strictly hyperbolic operator.
The first result states that the characteristic roots of a strictly hyperbolic operator are
positively homogeneous of order one in ξ.
Proposition B.1.1. Consider the equation
τm =
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j , (B.1.1)
where the coefficients am−j, γ = am−j, γ(t, x) are bounded in x and continuous in time, and
ξ ∈ Rn. Assume furthermore that the solutions τk = τk(t, x, ξ), k = 1, . . . , m, to (B.1.1)
are real and distinct for all (t, x, ξ) ∈ [0, T ] × Rn × (Rn \ {0}). Then all τk are positively
homogeneous of order one in ξ.
Proof. Let τk = τk(t, x, ξ) be a solution to (B.1.1) and set for |ξ| 6= 0
τ˜k(t, x, ξ) =
τk(t, x, ξ)
|ξ| .
We obtain that
τ˜mk (t, x, ξ) =
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)τ˜ j(t, x, ξ)
ξγ
|ξ||γ| .
Since ξγ|ξ||γ| is bounded it is clear that τ˜k can only be of order zero in ξ. 2
The next results reviews some properties of homogeneous functions.
Proposition B.1.2. The following properties hold for homogeneous functions.
(i) Let τ = τ(ξ) ∈ C(Rn) be a homogeneous function of order 1 in ξ. Then it holds for all
ξ 6= 0
|τ(ξ)| ≤ C|ξ|.
(ii) Let τ = τ(t, ξ) be a µ-continuous function in t, which is continuous in ξ and homogeneous
of order 1 in ξ. Then we have for all t, s ∈ [0, T ] and all ξ ∈ Rn, ξ 6= 0
|τ(t, ξ)− τ(s, ξ)| ≤ C|ξ|µ(|t− s|).
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(iii) Let τ, ω ∈ C(Rn) be homogeneous functions of order 1 in ξ, that satisfy τ(ξ) 6= ω(ξ) for
all ξ ∈ Rn. Then we have for all ξ 6= 0 the relation
|τ(ξ)− ω(ξ)| ≥ C|ξ|.
(iv) Let τ, ω ∈ C(Rn) be homogeneous functions of order 1 in ξ. Then we have for all ξ 6= 0
the relation
|τ(ξ)− ω(ξ)| ≤ C|ξ|.
Proof. The proof of the first assertion uses that τ(ξ) is continuous on Rn and, therefore,
bounded on any compact set. Consider
|τ(ξ)| =
∣∣∣∣τ (|ξ| ξ|ξ|
)∣∣∣∣ = |ξ| ∣∣∣∣τ ( ξ|ξ|
)∣∣∣∣ .
As the argument of τ
(
ξ
|ξ|
)
belongs to the unit sphere in Rn for any ξ and the unit sphere in
finite-dimensional vector spaces is compact, we may conclude
|τ(ξ)| = |ξ|
∣∣∣∣τ ( ξ|ξ|
)∣∣∣∣ ≤ C|ξ|.
We prove the second assertion in a similar way. We have
|τ(t, ξ)− τ(s, ξ)| = |ξ|
∣∣∣∣τ (t, ξ|ξ|
)
− τ
(
s,
ξ
|ξ|
)∣∣∣∣ ≤ C|ξ|µ(|t− s|).
For the third and fourth assertion, we use that the difference of continuous functions is
still a continuous function. Hence, bounded on any compact set. We have
|τ(ξ)− ω(ξ)| = |ξ|
∣∣∣∣τ ( ξ|ξ|
)
− ω
(
ξ
|ξ|
)∣∣∣∣ ≥ C|ξ|.
Conversely,
|τ(ξ)− ω(ξ)| = |ξ|
∣∣∣∣τ ( ξ|ξ|
)
− ω
(
ξ
|ξ|
)∣∣∣∣ ≤ C|ξ|. 2
The last result of this section applies the previous observations to prove the well-known
property that the characteristic roots of a strictly hyperbolic operator have the same regularity
as the coefficients.
Proposition B.1.3. Consider the equation
τm =
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)ξγτ j .
We assume that the solutions τk = τk(t, x, ξ), k = 1, . . . , m are real and distinct for all
(t, x, ξ) ∈ [0, T ]× Rn × (Rn \ {0}). If all coefficients satisfy
am−j, γ ∈ Cµ([0, T ]; B∞K ),
then all roots τk also satisfy
τk(·, ·, ξ) ∈ Cµ([0, T ]; B∞K ),
for all ξ ∈ Rn \ {0}.
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Proof. The regularity with respect to x is obtained by applying the implicit function theorem
to
P (τ(t, x, ξ), t, x, ξ) = τm −
m−1∑
j=0
∑
|γ|=m−j
am−j, γ(t, x)τ jξγ = 0.
The regularity with respect to t can be derived from
τ1(t, x, ξ) · · · τm(t, x, ξ) =
∑
|γ|=m
am, γ(t, x)ξγ ,
and ∑
1≤i1<...<im−1≤m
τi1(t, x, ξ) · · · τim−1(t, x, ξ) =
∑
|γ|=m−1
am−1, γ(t, x)ξγ ,
where we additionally use that if τk(t, x, ξ) 6= 0, we can estimate τk(t, x, ξ) ≥ c〈ξ〉. In both
parts of the proof we have to be careful about the case that one τk may be zero. 2
B.2. Moduli of continuity
The so-called modulus of continuity is used to measure and describe the continuity of a given
function. As such, the modulus of continuity, the modulus of smoothness and higher moduli,
are often used in approximation theory (see [36, 67, 80, 86]). For our purpose, we are contend
with the modulus of continuity and use it to describe the regularity of the coefficients and the
characteristic roots of the principal part of a differential operator.
Consider a function f that is bounded on the interval [a, b]. To measure the continuity
of f , we introduce the function ω(f ; a, b, t) by
ω(f ; t) = ω(f ; a, b, t) = sup
|x−y|≤t
x, y∈[a, b]
|f(x)− f(y)|,
where 0 ≤ t ≤ b− a.
A necessary and sufficient condition for the continuity of f is that ω(f ; t) tends to zero
as t→ 0. If f is continuous, then the following four properties follow immediately:
(1) ω(f ; 0) = 0,
(2) ω(f ; t) is non-decreasing in t,
(3) ω(f ; t) is semi-additive in t, i.e.,
ω(t1 + t2) ≤ ω(t1) + ω(t2),
and
(4) ω(f ; t) is continuous in t on [0, b− a].
In approximation theory, the properties (1) - (4) are often used to define what the modulus of
continuity of a given function is ([67, 86]).
Our aim, however, is to use moduli of continuity to define function spaces. Therefore,
we use some stronger properties than (1) - (4) to define what we understand by the term
modulus of continuity.
Definition B.2.1 (Modulus of Continuity). Let µ : [0, 1]→ [0, 1] be a continuous, con-
cave and increasing function. Then µ is called a modulus of continuity if it satisfies
µ(0) = 0.
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Definition B.2.2 (µ-Continuity). A function f ∈ C(Ω) with Ω ⊂ Rn belongs to Cµ(Ω) if
and only if for every compact subset K of Ω there is an ε > 0 such that
sup
x, y∈K, |x−y|<ε
|f(x)− f(y)|
µ(|x− y|) < +∞. (B.2.1)
Remark B.2.3. Note that (B.2.1) is equivalent to
|f(x)− f(y)| ≤ Cµ(|x− y|),
for all x, y ∈ Ω, |x− y| ≤ 1 and some constant C.
Remark B.2.4. Some authors define a modulus of continuity to be a function µ that maps
[0, ∞) into [0, ∞). It is clear that this is mostly a cosmetic difference, since the crucial point
of any modulus is its behaviour near 0. This is especially important if we want to compare
the different regularities defined by two given moduli. For our purpose it is therefore sufficient
to consider moduli of continuity on intervals [0, c], where c is small. For two given moduli of
continuity µ1 and µ2 we can say that functions in Cµ1(Ω) are more regular than functions in
Cµ2(Ω) in the sense that Cµ1(Ω) ⊂ Cµ2(Ω), if µ1(x) ≤ µ2(x) for all x in some interval [0, c].
We illustrate this in Example B.2.6.
Proposition B.2.5 ([33, 45]). Let µ be a modulus of continuity. Then the following prop-
erties hold:
(i) µ(x) ≥ xµ(1), for all x ∈ [0, 1],
(ii) µ(x)x is a decreasing function on (0, 1],
(iii) xµ
(
1
x
)
is an increasing function on [1, ∞).
Proof. (i) Follows directly from the definition of a concave function.
(ii) From the definition of concavity we have for 0 < y ≤ x ≤ 1 that
µ(y) = µ
(y
x
x+
(
1− y
x
)
· 0
)
≥ y
x
µ(x),
which proves that µ(x)x is decreasing on (0, 1].
(iii) Follows directly from (ii) by a change of variable. 2
Example B.2.6. We want to give some examples of moduli of continuity and discuss the
regularity defined by each modulus. In view of Remark B.2.4, we compare the behavior of
these moduli only on an interval [0, c], where c is small.
We first consider the class of Lipschitz continuous functions, i.e., all functions f(x) that
satisfy
|f(x)− f(y)| ≤ C|x− y|,
for |x− y| small. The corresponding modulus of continuity is obviously given by µ1(x) = x.
The Lipschitz continuous functions are a subset of the Hölder continuous functions, which
have to satisfy
|f(x)− f(y)| ≤ C|x− y|α,
for |x − y| small, where α ∈ (0, 1) is the Hölder exponent. The corresponding modulus of
continuity is given by µ2(x) = xα. In a small non-negative interval around zero, say [0, c],
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we observe that µ1(x) = x ≤ xα = µ2(x) for all α ∈ (0, 1). We can now construct other
kinds of continuity by defining a suitable modulus of continuity. If we, for instance, consider
the function µ3(x) = x
(
log
(
1
x
)
+ 1
)
, we see that it satisfies our definition of a modulus of
continuity and that µ1(x) ≤ µ3(x) ≤ µ2(x), for all x in an interval [0, c] and all α ∈ (0, 1).
Hence, we can say that the functions in Cµ3(Ω) are “better” than (any) Hölder function but
not as “good” as Lipschitz functions.
Table B.1 gives a brief overview of some moduli of continuity, where the moduli are
sorted from highest to lowest regularity. For convenience, we introduce the notation log[m](x)
which denotes the m times applied logarithm. To fit our definition of a modulus of continuity,
we add the addend 1:
log[1](x) = log(x) + 1,
log[m](x) = log(log[m−1](x)) + 1, m ≥ 2.
Tab. B.1. Examples of common moduli of continuity.
modulus of continuity commonly called
µ(x) = x Lipschitz continuity
µ(x) = x
(
log
( 1
x
)
+ 1
)
Log-Lipschitz continuity
µ(x) = x
(
log
( 1
x
)
+ 1
)
log[m]
( 1
x
)
Log-Log[m]-Lip continuity
µ(x) = xα, α ∈ (0, 1) Hölder continuity
µ(x) =
(
log
( 1
x
)
+ 1
)−α
, α ∈ (0, ∞) Log−α continuity
B.3. Regularization
Throughout this thesis we repeatedly regularize the coefficients or characteristic roots of
differential operators. The goal of this section is to prove the estimates we use throughout
the thesis.
Let us assume that τj = τj(t, x, ξ), j = 1, . . . , m, are the characteristic roots of the
principal symbol of a strictly hyperbolic differential operator P = P (t, x, Dt, Dx). Assume
furthermore, that the coefficients of P are not smooth in t but only µ-continuous, where µ is a
modulus of continuity. Concerning the regularity in x, we assume that the coefficients belong
to B∞K . We define the regularized roots λj = λj(t, x, ξ), j = 1, . . . , m, in the following way.
Definition B.3.1. Let ϕ ∈ C∞0 (R) be a given, even function satisfying
∫
R ϕ(s)ds = 1 and
ϕ(s) ≥ 0 for any s ∈ R with suppϕ ⊂ [−1, 1]. Let ε > 0 and set ϕε(s) = 1εϕ
(
s
ε
)
. Then we
define for j = 1, . . . , m,
λj = λj(t, x, ξ) := (τj ∗(t) ϕε)(t, x, ξ).
We note that the characteristic roots τj = τj(t, x, ξ) are defined on [0, T ] × Rn × Rn. For
the above definition to be sensible, it is necessary to extend them to [−ε, T + ε]× Rn × Rn,
continuously. However, we do not distinguish between τj and their continuation but just write
τj .
Throughout this thesis, we are interested in properties of the characteristic and regular-
ized roots. First of all, we note that the characteristic roots τj = τj(t, x, ξ) have the same
regularity as the coefficients, i.e.,
τj(·, ·, ξ) ∈ Cµ([0, T ]; B∞K ), j = 1, . . . , m,
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uniformly for all ξ ∈ Rn. This is due to Proposition B.1.3. This means, that we have
λj(·, ·, ξ) ∈ C∞([0, T ]; B∞K ), j = 1, . . . , m,
uniformly for all ξ ∈ Rn. Since we want to use λj as a symbol of a related pseudodifferential
operator, we are additionally interested in symbol-like estimates. The following lemma states
some results we use throughout the thesis and also provides a rigorous proof.
Lemma B.3.2 ( [15]). Let λj = λj(t, x, ξ) be the regularized roots as above and choose
ε = ε(ξ) = 〈ξ〉−1. Under the above assumptions, we have λj ∈ C([0, T ]; S11, 0,) and there exist
constants Cα > 0 such that the inequalities
(i) |∂αξ Dβx∂kt λj(t, x, ξ)| ≤ CαK|β|〈ξ〉k+1−|α|µ(〈ξ〉−1) , k ≥ 1, j = 1, . . . , m,
(ii) |∂αξ Dβx(λj(t, x, ξ)− τj(t, x, ξ))| ≤ CαK|β|〈ξ〉1−|α|µ(〈ξ〉−1), j = 1, . . . , m, and
(iii) λj(t, x, ξ)− λi(t, x, ξ) ≥ C〈ξ〉, 1 ≤ i < j ≤ m,
are satisfied for all t ∈ [0, T ] and x, ξ ∈ Rn.
We note that similar estimates and relations are true if we consider regularized coefficients
instead of regularized roots. The main difference would be that the order of 〈ξ〉 in each
estimate is lowered by one.
Proof. By definition we have that
|∂αξ Dβxλj(t, x, ξ)| =
∣∣∣∣∂αξ Dβx(
∞∫
−∞
τj(s, x, ξ)ϕε(t− s)ds
)∣∣∣∣
=
∣∣∣∣∂αξ Dβx(
t−ε(ξ)∫
t+ε(ξ)
τj(s, x, ξ)
1
ε(ξ)ϕ
( t− s
ε(ξ)
)
ds
)∣∣∣∣
=
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∂αξ D
β
x
(τj(s, x, ξ)
ε(ξ) ϕ
( t− s
ε(ξ)
))
ds
−Dβx
τj(t+ ε(ξ), x, ξ)
ε(ξ) ϕ(−1)∂
α
ξ ε(ξ)
+ (−1)|α|Dβx
τj(t− ε(ξ), x, ξ)
ε(ξ) ϕ(1)∂
α
ξ ε(ξ)
∣∣∣∣
=
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
xτj(s, x, ξ)∂
γ′
ξ
1
ε(ξ)∂
γ′′
ξ ϕ
( t− s
ε(ξ)
)
ds
∣∣∣∣
=
∣∣∣∣ε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
xτj(t− ε(ξ)z, x, ξ)
× ∂γ′ξ
1
ε(ξ)∂
γ′′
ξ ϕ(z)dz
∣∣∣∣
≤ Cε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
|∂γξDβxτj(t− ε(ξ)z, x, ξ)||∂γ
′
ξ
1
ε(ξ) ||∂
γ′′
ξ ϕ(z)|dz
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≤ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
K|β|〈ξ〉2−|γ|−|γ
′|−|γ′′|
|γ′′|−1∑
k=0
|ϕ(|γ′′|−k)(z)||z|γ′′|−k|dz
+ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′=α
K|β|〈ξ〉2−|γ|−|γ
′||ϕ(z)|dz
≤ CαK|β|〈ξ〉1−|α|,
where we have used that
|∂γ′′ξ ϕ(z)| ≤ C
|γ′′|−1∑
k=0
|ϕ(|γ′′|−k)(z)||z|γ′′|−k|〈ξ〉−|γ′′| (B.3.1)
which completes the proof of the first assertion, i.e., λj ∈ C([0, T ]; S11, 0).
For the second assertion, we use the above calculations and obtain
|∂αξ Dβx∂kt λj(t, x, ξ)| =
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
xτj(s, x, ξ)
× ∂γ′ξ
1
ε(ξ)∂
γ′′
ξ ∂
k
t ϕ
( t− s
ε(ξ)
)
ds
∣∣∣∣
=
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
xτj(s, x, ξ)∂
γ′
ξ
1
ε(ξ)
× ∂γ′′ξ (ϕ(k)
( t− s
ε(ξ)
)
ε(ξ)−k)ds
∣∣∣∣
=
∣∣∣∣ε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
xτj(t− ε(ξ)z, x, ξ)∂γ
′
ξ
1
ε(ξ)
× ∂γ′′ξ (ϕ(k)(z)ε(ξ)−k)dz
∣∣∣∣
=
∣∣∣∣Cε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
(∂γξD
β
x(τj(t− ε(ξ)z, x, ξ)− τj(t, x, ξ)))∂γ
′
ξ
1
ε(ξ)
× ∂γ′′ξ (ϕ(k)(z)ε(ξ)−k)dz
+ Cε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
∂γξD
β
xτj(t, x, ξ)∂
γ′
ξ
1
ε(ξ)∂
γ′′
ξ (ϕ
(k)(z)ε(ξ)−k)dz
∣∣∣∣
≤ Cε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
|∂γξDβx(τj(t− ε(ξ)z, x, ξ)− τj(t, x, ξ))||∂γ
′
ξ
1
ε(ξ) |
× |∂γ′′ξ (ϕ(k)(z)ε(ξ)−k)|dz
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≤ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|〈ξ〉1−|γ
′|
×
∣∣∣ ∑
δ+δ′=γ′′
(
γ′′
δ
)(
∂δξϕ
(k)(z)
)
∂δ
′
ξ 〈ξ〉k
∣∣∣dz
+ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′=α
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|〈ξ〉1−|γ
′|〈ξ〉k|ϕ(k)(z)|dz
≤ Cα
1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|−|γ
′|
×
∑
δ+δ′=γ′′
|δ|−1∑
q=0
|ϕ(k+|δ|−q)(z)||z|δ|−q|〈ξ〉k−|δ|−|δ′|dz
+ Cα
1∫
−1
∑
γ+γ′=α
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|−|γ
′|〈ξ〉k|ϕ(k)(z)|dz
≤ CαK|β|〈ξ〉k+1−|α|µ(〈ξ〉−1).
Here we have used estimate (B.3.1), that µ is increasing and that
∣∣∣ε(ξ) 1∫
−1
∑
γ+γ′+γ′′=α
∂γξD
β
xτj(t, x, ξ)∂
γ′
ξ
1
ε(ξ)∂
γ′′
ξ (ϕ
(k)(z)ε(ξ)−k)dz
∣∣∣ = 0,
since∣∣∣ 1∫
−1
∑
γ+γ′+γ′′=α
∂γ
′′
ξ (ϕ
(k)(z)ε(ξ)−k)dz
∣∣∣ = ∣∣∣ 1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
∑
δ+δ′=γ′′
(
γ′′
δ
)(
∂δξϕ
(k)(z)
)
∂δ
′
ξ 〈ξ〉kdz
+
1∫
−1
∑
γ+γ′=α
〈ξ〉kϕ(k)(z)dz
∣∣∣
≤
∣∣∣ 1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
δ+δ′=γ′′
|δ|−1∑
q=0
ϕ(k+|δ|−q)(z)z|δ|−q
× 〈ξ〉k−|δ|−|δ′|dz +
1∫
−1
∑
γ+γ′=α
〈ξ〉kϕ(k)(z)dz
∣∣∣,
and
1∫
−1
ϕ(k)(z)dz = 0, as well as
1∫
−1
ϕ(k+|δ|−q)(z)z|δ|−qdz = 0,
for all δ = γ′′ − δ′ and q = 0, . . . , |δ| − 1, where we integrate by parts to prove the second
equality.
In a similar way we derive the third assertion. We have
|∂αξ Dβx(λj(t, x, ξ)− τj(t, x, ξ))| =
∣∣∣∣∂αξ Dβx(
∞∫
−∞
τj(s, x, ξ)ϕε(t− s)ds− τj(t, x, ξ)
)∣∣∣∣
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=
∣∣∣∣∂αξ Dβx(
t−ε(ξ)∫
t+ε(ξ)
(τj(s, x, ξ)− τj(t, x, ξ))ϕε(t− s)ds
)
+ ∂αξ Dβx
( t−ε(ξ)∫
t+ε(ξ)
τj(t, x, ξ)ϕε(t− s)ds− τj(t, x, ξ)
)∣∣∣∣
≤
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∂αξ D
β
x
(
τj(s, x, ξ)− τj(t, x, ξ)ϕε(t− s)
)
ds
∣∣∣∣
+
∣∣∣∣∂αξ Dβxτj(t, x, ξ)(
t−ε(ξ)∫
t+ε(ξ)
ϕε(t− s)ds− 1
)∣∣∣∣
≤
∣∣∣∣
t−ε(ξ)∫
t+ε(ξ)
∑
γ+γ′+γ′′=α
(
α
γ
)(
γ′ + γ′′
γ′
)
∂γξD
β
x(τj(s, x, ξ)− τj(t, x, ξ))∂γ
′
ξ
1
ε(ξ)∂
γ′′
ξ ϕ
( t− s
ε(ξ)
)
ds
∣∣∣∣
≤ Cε(ξ)
1∫
−1
∑
γ+γ′+γ′′=α
|∂γξDβx(τj(t− ε(ξ)z, x, ξ)− τj(t, x, ξ))||∂γ
′
ξ
1
ε(ξ) ||∂
γ′′
ξ ϕ(z)|dz
≤ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′+γ′′=α
γ′′≥1
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|−|γ
′|
|γ′′|−1∑
k=0
|ϕ(|γ′′|−k)(z)||z|γ′′|−k|〈ξ〉−|γ′′|dz
+ Cα〈ξ〉−1
1∫
−1
∑
γ+γ′=α
K|β|µ(〈ξ〉−1|z|)〈ξ〉1−|γ|〈ξ〉1−|γ
′||ϕ(z)|dz
≤ CαK|β|〈ξ〉1−|α|µ(〈ξ〉−1).
And, finally, we obtain for 1 ≤ i < j ≤ m
λj(t, x, ξ)− λi(t, x, ξ) =
∞∫
−∞
τj(s, x, ξ)ϕε(t− s)ds−
∞∫
−∞
τi(s, x, ξ)ϕε(t− s)ds
=
∞∫
−∞
(
τj(s, x, ξ)− τi(s, x, ξ)
)
ϕε(t− s)ds
≥
∞∫
−∞
C〈ξ〉ϕε(t− s)ds ≥ C〈ξ〉,
where we used that τj(s, x, ξ) is homogeneous of order 1 in ξ. This completes the proof. 2
B.4. Weight sequences and weight functions
The aim of this section is to give a brief introduction to weight functions and weight sequences
and to recall some results that we use.
Definition B.4.1 (Weight functions, [9]). A function ω : R→ [0, ∞) is called a weight
function if it is continuous, even, increasing on [0, ∞), and if it satisfies ω(0) = 0 and also the
following conditions:
(a) ω(2t) = O(ω(t)) as t tends to infinity,
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(b) ω(t) = O(t) as t tends to infinity,
(c) log(t) = o(ω(t)) as t tends to infinity,
(d) ϕ : t 7→ ω(et) is convex on [0, ∞).
Example B.4.2 ([9]). The following functions are weight functions:
(i) ω(t) = |t|(log(1 + |t|))−α, α > 0,
(ii) ω(t) = |t|α, 0 < α < 1,
(iii) ω(t) = max{0, | log(t)|α}, α > 1.
Definition B.4.3 (Weight sequences, [9]). A sequence {Mp}p of positive numbers is
called weight sequence, if it satisfies the following three conditions:
(M0) There exists a constant c > 0 such that (c(p+ 1))p ≤Mp, for all p ∈ N.
(M1) M2p ≤Mp−1Mp+1, for all p ∈ N and M0 = 1.
(M2) There are A, H ≥ 1 such that Mp+1 ≤ AHpMp, for all p ∈ N.
Example B.4.4 ([9]). The following sequences {Mp}p are weight sequences
(i) {Mp}p with Mp = (p+ 1)ps, s ≥ 1,
(ii) {Mp}p with Mp = ((p+ 1)(log(e+ p))α)p, α > 0.
We note that it is also possible to define weight sequences in a different way. We refer
the interested reader to [72, 73].
Throughout this thesis we face the challenge to find a suitable weight function η that
satisfies certain estimates. In some examples we can readily find a function but we struggle to
prove that η satisfies the required properties. In some of these cases we instead show that
η belongs to the set W(R) introduced in [76] and argue that functions belonging to W(R)
satisfy an even stricter estimate than the one we need.
Definition B.4.5 ([76]). A measurable function ω : (0, ∞) → (0, ∞) is called regularly
varying, if
lim
t→∞
ω(tx)
ω(t) = x
α,
for all x > 0 and some α ∈ R. The number α is called index.
Definition B.4.6 ([76]). The set W(R) contains all functions ω = ω(x), x ∈ [0, ∞), such
that
(A1) ω ∈ C∞((0, ∞)) is regularly varying with index α, such that 0 ≤ α < 1,
(A2) ω(x) ≥ 1 for all x ∈ [0, ∞),
(A3) ω is strictly increasing,
(A4) lim
x→∞(ω(x)−M log(x)) =∞, for all M ,
(A5) ω′(0) = 0,
(A6) ω′′ has finitely many changes of sign, such that, there exits a number τ with ω′′(x) < 0,
for all x > τ .
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Proposition B.4.7 ([76]). Let ω ∈ W(R) be a fixed weight function. Then, there exists a
positive real number s such that
ω(x) ≤ ω(y) + ω(x− y)− smin{ω(y), ω(x− y)},
holds for all sufficiently large, non-negative x, y ∈ R
In [76], the author also explicitly determines how large x and y have to be for the estimate to
hold.
Lastly, let us assume that for some reason we have a weight function which is not
smooth. The following lemma shows how we may deal with these cases.
Lemma B.4.8. Let ω = ω(s) be a non-negative, continuous, increasing function, which
satisfies ω(2s) ≤ Cω(s) for all s ∈ R. Then there is a smooth function ω˜ = ω˜(s) such that
ω(s) . ω˜(s) . ω(s),
which satisfies ∣∣∣∣ dkdsk ω˜(s)
∣∣∣∣ ≤ Cks−kω˜(s). (B.4.1)
Proof. Take ψ ∈ C∞(R) such that
ψ(s) =
1, s ≤ 1,0, s ≥ 2.
Define ϕj(s) = ψ(2−js)− ψ(2−(j−1)s) and set
ω˜(s) =
∞∑
j=0
ϕj(s)ω(2j).
It is clear that ω˜(s) is well defined, since the series is reduced to
ω˜(s) = ϕj(s)ω(2j)− ϕj−1(s)ω(2j−1)
= ψ(2−js)ω(2j) + ψ(2−(j−1)s)(ω(2j−1)− ω(2j))− ψ(2−(j−2)s)︸ ︷︷ ︸
=0
ω(2j−1)
= ψ(2−js)ω(2j) + ψ(2−(j−1)s)(ω(2j−1)− ω(2j)),
for s ∈ (2j−1, 2j) and to
ω˜(s) = ω(2j),
for s = 2j .
If s = 2j the assertions of the lemma are trivial. If s ∈ (2j−1, 2j), we find
ω˜(s) = ψ(2−js)ω(2j)+ψ(2−(j−1)s)(ω(2j−1)−ω(2j)) ≤ ψ(2−js)ω(2j) ≤ Cω(2j−1) ≤ Cω(s),
where we have used that ω is increasing and that ω(2s) ≤ Cω(s). On the other hand, we have
ψ(2−js)ω(2j) + ψ(2−(j−1)s)(ω(2j−1)− ω(2j)) ≥ ω(2j)
(
1 + 1
C
ψ(2−(j−1)s)− ψ(2js)
)
≥ 12Cω(2
j) ≥ Cω(s),
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where we have used again that ω is increasing and that ω(2s) ≤ Cω(s). Hence, we may
conclude
ω(s) . ω˜(s) . ω(s).
It is clear that ω˜ is smooth by definition and that estimate (B.4.1) is satisfied if s = 2j .
Take now s ∈ (2j−1, 2j), then we have∣∣∣∣ dkdsk ω˜(s)
∣∣∣∣ = ∣∣∣∣ dkdsk
(
ψ(2−js)ω(2j) + ψ(2−(j−1)s)(ω(2j−1)− ω(2j))
)∣∣∣∣
=
∣∣∣∣2−(j+1)k ψ(k)(2−js)︸ ︷︷ ︸
=0
ω(2j) + 2−(j−1)k︸ ︷︷ ︸
≤s−k
ψ(k)(2−(j−1)s)︸ ︷︷ ︸
≤Ck
(ω(2j−1)− ω(2j))
∣∣∣∣
≤ Cks−k2ω(2j) ≤ Cks−kω(2j−1) ≤ Cks−kω(s) ≤ Cks−kω˜(s),
where we have used again that ω is increasing and that ω(2s) ≤ Cω(s). The proof is
complete. 2
We note that the assumption ω(2s) ≤ Cω(s) is a reasonably common one and that it is
satisfied by all of our examples.
B.5. Diagonalization procedures
Diagonalization procedures play a central role in the approaches we take in this thesis. The
goal of this section is to provide some general information about diagonalization procedures
and also to give the proof of Lemma 2.2.6.
B.5.1. General idea
The general idea of diagonalization is quickly explained. Typically we have a matrix (or a
matrix operator) A which is not diagonal and we ideally want to find a matrix (or operator)
M such that
M−1AM = D,
where D is a diagonal.
For matrices this process is rather straightforward. By computing the eigenvalues and
eigenvectors of A we obtain the matrices M as well as D. Computing the inverse matrix M−1
can also be achieved by straightforward calculations.
However, if A = A(x, Dx) is, for example, a pseudodifferential operator, then the
situation is more complicated. Of course, following the previous approach yields a diagonalizer
σ(M) = M(x, ξ) and a diagonal matrix σ(D) = D(x, ξ) on the symbol level. On the operator
level, however, Op(M−1(x, ξ)) is generally not the inverse operator of M = M(x, Dx) but
only a parametrix M#. This means that we typically obtain some lower order terms, when
we perform the diagonalization. In general, we have
M#(x, Dx) ◦A(x, Dx) ◦M(x, Dx) = D(x, Dx) +R(x, Dx),
where R = R(x, Dx) is a lower order term. Depending on the problem of interest and the
order of the lower order terms, we might stop at this point or continue by diagonalizing
R = R(x, Dx).
Of course, when we perform subsequent steps of diagonalization, we do not want to
destroy the diagonal structure of the previously diagonalized operators. The paper [44]
provides an overview of some diagonalization schemes that accomplish exactly that. At this
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point, we just recall the method presented in [44] that we use to perform the second step of
diagonalization in Section 4.2.5.
Assume that we have already performed one step of diagonalization. This means that
we have
M#(x, Dx) ◦A(x, Dx) ◦M(x, Dx) = D(x, Dx) +R(x, Dx),
with some lower order term R = R(x, Dx). Let us denote the entries of the matrix operator
D by D(x, Dx) = diag(λ1(x, Dx), . . . , λm(x, Dx)). In order to perform a second step of
diagonalization, we need to know the entries of σ(R) = R(x, ξ). Let us denote them by
R(x, ξ) = (r(x, ξ))i, j . Then, we can define the operator M2 = M2(x, Dx) with symbol
σ(M2) = M2(x, ξ) = (M2(x, ξ))i, j =
−
(r(x, ξ))i, j
λi(x, ξ)− λj(x, ξ) , i 6= j,
1, i = j.
Theorem 1 in [44] tells us that M2 functions as a diagonalizer in the sense that
A(x, Dx) ◦M(x, Dx) ◦M2(x, Dx)−M(x, Dx) ◦M2(x, Dx) ◦ (D(x, Dx) +D2(x, Dx))
= R2(x, Dx),
with a diagonal operator D2 = D2(x, Dx) and some new lower order terms R2 = R2(x, Dx).
These lower order terms that are of even lower order than R. Concerning a parametrix of M2
we note that [44] states that the symbol σ(M2) is always invertible in some nonempty domain.
B.5.2. Proofs and remarks
Let us recall Lemma 2.2.6 from Section 2.2.3.
Lemma (2.2.6). Consider the matrix T (t, x, ξ) = {βp, q}0≤p, q≤m−1, where
βp, q = 0, p ≥ q;
βp, q(t, x, ξ) =
(1− ϕ1(ξ))〈ξ〉k−j
dp, q
, p < q;
dp, q =
q−1∏
r=p
(λq(t, x, ξ)− λr(t, x, ξ)), ϕ1 ∈ C∞0 , ϕ1 = 1 for |ξ| ≤M,
where M is a large parameter. We define H = H(t, x, Dx) and H# = H#(t, x, Dx) to be the
pseudodifferential operators with symbols
σ(H) = H(t, x, ξ) = I + T (t, x, ξ), and
σ(H#) = H#(t, x, ξ) = I +
m−1∑
j=1
(−1)jT j(t, x, ξ).
Then the following assertions hold true.
(i) The operators H(t, x, Dx) and H#(t, x, Dx) are in C([0, T ]; Ψ01, 0).
(ii) The composition (H# ◦H)(t, x, Dx) satisfies
H#(t, x, Dx) ◦H(t, x, Dx) = I +K(t, x, Dx),
where K(t, x, Dx) ∈ C([0, T ]; Ψ−11, 0).
(iii) The operator (DtH)(t, x, Dx) belongs to C([0, T ]; Ψ0, ω1, 0 ).
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(iv) The operator
Â(t, x, Dx) = H# ◦A(t, x, Dx) ◦H,
belongs to C([0, T ]; Ψ11, 0) and its full symbol may be written as
Â(t, x, ξ) =
τ1(t, x, ξ) . . .
τm(t, x, ξ)
+M(t, x, ξ),
where M(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ).
(v) The operator
B̂(t, x, Dx) = H# ◦B(t, x, Dx) ◦H,
belongs to C([0, T ]; Ψ0, ω1, 0 ).
Proof. First, we observe that the full symbols
H(t, x, ξ) = {hp, q(t, x, ξ)}1≤p, q≤m,
and
H#(t, x, ξ) = {h˜p, q(t, x, ξ)}1≤p, q≤m,
satisfy
hp, q(t, x, ξ) =

〈ξ〉q−p
q−1∏
r=p
(λq(t, x, ξ)−λr(t, x, ξ))
, for p < q,
1, for p = q,
0, for p > q,
(B.5.1)
and
h˜p, q(t, x, ξ) =

(−1)q−p〈ξ〉q−p
q∏
r=p+1
(λr(t, x, ξ)−λp(t, x, ξ))
, for p < q,
1, for p = q,
0, for p > q,
(B.5.2)
for sufficiently large |ξ|. Since λj(t, x, ξ) − λi(t, x, ξ) ≥ C〈ξ〉 whenever i < j (see Proposi-
tion B.1.3), and λj(t, x, ξ) − λi(t, x, ξ) ∈ C([0, T ]; S11, 0), it is clear that hp, q(t, x, ξ) and
h˜p, q(t, x, ξ) both are in C([0, T ]; S01, 0), which proves the first assertion.
For the second assertion, we recall that H(t, x, Dx), H#(t, x, Dx) ∈ C([0, T ]; Ψ01, 0),
which yields that (H ◦H#)(t, x, Dx) ∈ C([0, T ]; Ψ01, 0). Hence, it remains to prove that the
principal symbol of (H ◦H#)(t, x, Dx) is identically I; the estimate for K(t, x, Dx) follows
directly from the composition rule of pseudodifferential operators (see Proposition C.1.7).
The principal symbol of H(t, x, Dx) ◦H#(t, x, Dx) is
H(t, x, ξ)H#(t, x, ξ) = (I + T (t, x, ξ))
(
I +
m−1∑
j=1
(−1)jT j(t, x, ξ)
)
= I ± Tm(t, x, ξ) = I,
where we used that T (t, x, ξ) is a strictly upper triangular m×m matrix and which implies
Tm(t, x, ξ) = 0. This concludes the proof of the second assertion.
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For the third assertion, we use the representation of H(t, x, ξ) = {hp, q(t, x, ξ)}1≤p, q≤m
given in (B.5.1). We only consider the case p < q and obtain
Dthp, q(t, x, ξ) = 〈ξ〉q−pDt
( q−1∏
r=p
(λq(t, x, ξ)− λr(t, x, ξ))
)−1
= 〈ξ〉q−p
q−1∑
j=p
Dt
(
(λq(t, x, ξ)− λj(t, x, ξ))−1
) q−1∏
r=p
r 6=j
(λq(t, x, ξ)− λr(t, x, ξ))−1.
Since
Dt
(
(λq(t, x, ξ)− λj(t, x, ξ))−1
)
= (λq(t, x, ξ)− λj(t, x, ξ))−2Dt(λq(t, x, ξ)− λj(t, x, ξ),
we may write
Dthp, q(t, x, ξ) = 〈ξ〉q−p
q−1∑
j=p
Dt(λq(t, x, ξ)− λj(t, x, ξ))
λq(t, x, ξ)− λj(t, x, ξ)
q−1∏
r=p
(λq(t, x, ξ)− λr(t, x, ξ))−1
=
q−1∑
j=p
Dt(λq(t, x, ξ)− λj(t, x, ξ))
λq(t, x, ξ)− λj(t, x, ξ) hp, q(t, x, ξ),
where Dt(λq(t, x, ξ)−λj(t, x, ξ)) ∈ C([0, T ]; S1,ω1, 0), in view of Proposition B.1.3. Hence, using
that hp, q(t, x, ξ) belongs to C([0, T ]; S01, 0) and (λq(t, x, ξ)−λj(t, x, ξ))−1 is in C([0, T ]; S−11, 0),
we conclude that DtH(t, x, Dx) ∈ C([0, T ]; Ψ0, ω1, 0 ).
For the fourth assertion, we first note that A(t, x, Dx) ∈ C([0, T ]; Ψ11, 0). In view of
the composition rule of pseudodifferential operators (see Proposition C.1.7), it is clear that
the full symbol of the composition satisfies
σ(H# ◦A ◦H)(t, x, ξ) = H#(t, x, ξ)A(t, x, ξ)H(t, x, ξ) +R(t, x, ξ),
where
H#(t, x, ξ)A(t, x, ξ)H(t, x, ξ) ∈ C([0, T ]; S11, 0),
is the principal part and R(t, x, ξ) ∈ C([0, T ]; S01, 0) is of lower order. We continue by
computing the principal part H#(t, x, ξ)A(t, x, ξ)H(t, x, ξ). For this purpose, we recall that
A(t, x, ξ) =

λ1(t, x, ξ) 〈ξ〉 0 . . . 0
0 . . . . . .
...
... . . . . . . 0
... . . . 〈ξ〉
0 . . . . . . 0 λm(t, x, ξ)

,
and H(t, x, ξ) = {hp, q(t, x, ξ)}1≤p, q≤m satisfies
hp, q(t, x, ξ) =

〈ξ〉q−p
q−1∏
r=p
(λq(t, x, ξ)−λr(t, x, ξ))
, for p < q,
1, for p = q,
0, for p > q,
138 B. Classical results
for sufficiently large |ξ|. We consider the product A(t, x, ξ)H(t, x, ξ) = {cp, q(t, x, ξ)}1≤p, q≤m
and find that
cp, q(t, x, ξ) =

0, for p > q,
λp(t, x, ξ), for p = q,
(λpβp, q)(t, x, ξ) + 〈ξ〉, for p+ 1 = q,
(λpβp, q)(t, x, ξ) + 〈ξ〉βp+1, q(t, x, ξ), for p+ 1 < q.
Please recall that h˜p, q(t, x, ξ) denotes the element in the p-th row and q-th column of
H#(t, x, ξ) and satisfies
h˜p, q(t, x, ξ) =

(−1)q−p〈ξ〉q−p
q∏
r=p+1
(λr(t, x, ξ)−λp(t, x, ξ))
, for p < q,
1, for p = q,
0, for p > q,
for large |ξ|. We compute H#(t, x, ξ)A(t, x, ξ)H(t, x, ξ) = {ep, q(t, x, ξ)}1≤p, q≤m and obtain
ep, q(t, x, ξ) =

0, for p > q,
λp(t, x, ξ), for p = q,
λpβp, p+1 + 〈ξ〉+ h˜p, p+1λp+1, for p+ 1 = q,
λpβp, q + 〈ξ〉βp+1, q + h˜p, p+1(λp+1βp+1, q + 〈ξ〉βp+2, q)
+ h˜p, p+2(λp+2βp+2, q + 〈ξ〉βp+3, q)
+ · · ·
+ h˜p, q−1(λq−1βq−1, q + 〈ξ〉)
+ h˜p, qλq,
for p+ 2 ≤ q,
for large |ξ|. Next, we prove that ep, q(t, x, ξ) = 0, whenever p 6= q. We first consider
ep, p+1(t, x, ξ) and find, for large |ξ|, that
ep, p+1(t, x, ξ) = λpβp, p+1 + 〈ξ〉+ h˜p, p+1λp+1 = λp 〈ξ〉
λp+1 − λp + 〈ξ〉 − λp+1
〈ξ〉
λp+1 − λp = 0.
Next, we take to the case p+ 2 ≤ q and observe that
λp+jβp+j, q + 〈ξ〉βp+j+1, q = λp+j〈ξ〉
q−(p+j) + 〈ξ〉q−(p+j)(λq − λp+j)
q−1∏
r=p+j
(λq − λr)
= 〈ξ〉
q−(p+j)λq
q−1∏
r=p+j
(λq − λr)
, (B.5.3)
as well as
λq−1βq−1, q + 〈ξ〉 = λq−1〈ξ〉+ 〈ξ〉(λq − λq−1)
λq − λq−1
= 〈ξ〉λq
λq − λq−1 . (B.5.4)
Using (B.5.2), (B.5.3) and (B.5.4) the representation of ep, q(t, x, ξ) (for p+2 ≤ q) is simplified
to
ep, q(t, x, ξ) =
〈ξ〉q−pλq
q−1∏
r=p
(λq − λr)
+
q−(p+1)∑
k=1
(−1)k〈ξ〉q−pλq
p+k∏
j=p+1
(λj − λp)
q−1∏
r=p+k
(λq − λr)
+ (−1)
q−p〈ξ〉q−pλq
q∏
r=p+1
(λr − λp)
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=
(−1)iλq〈ξ〉q−p
p+i∏
r=p+1
(λq − λr)
p+i∏
j=p+1
(λj − λp)
q−1∏
r=p
(λq − λr)
+
q−(p+1)∑
k=1+i
(−1)k〈ξ〉q−pλq
p+k∏
j=p+1
(λj − λp)
q−1∏
r=p+k
(λq − λr)
+(−1)
q−p〈ξ〉q−pλq
q∏
r=p+1
(λr − λp)
= λq〈ξ〉q−p
( (−1)q−(p+1) q−1∏
r=p+1
(λq − λr)
q−1∏
j=p+1
(λj − λp)
q−1∏
r=p
(λq − λr)
+ (−1)
q−p
q∏
r=p+1
(λr − λp)
)
= λq〈ξ〉q−p
( (−1)q−(p+1)
q−1∏
j=p+1
(λj − λp)(λq − λp)
+ (−1)
q−p
q∏
r=p+1
(λr − λp)
)
= 0.
This proves that the full symbol of (H# ◦A ◦H)(t, x, Dx) is
σ(H# ◦A ◦H)(t, x, ξ) =
λ1(t, x, ξ) . . .
λm(t, x, ξ)
+R(t, x, ξ),
where R(t, x, ξ) ∈ C([0, T ]; S01, 0) is of lower order. Lastly, we return to using the original
characteristic roots τk(t, x, ξ) instead of the regularized roots λk(t, x, ξ). We have
σ(H# ◦A ◦H)(t, x, ξ) =
(τ1 + λ1 − τ1)(t, x, ξ) . . .
(τm + λm − τm)(t, x, ξ)

+R(t, x, ξ)
=
τ1(t, x, ξ) . . .
τm(t, x, ξ)
+M(t, x, ξ)
where M(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ), since (λk − τk)(t, x, ξ) ∈ C([0, T ]; S0, ω1, 0 ) (see Proposi-
tion B.1.3). This completes the proof of the fourth assertion.
For the fifth assertion, it is sufficient to note that B(t, x, Dx) ∈ C([0, T ]; Ψ0, ω1, 0 ). There-
fore, by the composition rule of pseudodifferential operators (see Proposition C.1.7), we have
that H# ◦B ◦H ∈ C([0, T ]; Ψ0, ω1, 0 ) as well. This concludes the proof of the lemma. 2
One might ask why there are no rigorous proofs for the diagonalizations performed in
Sections 3.2.4 and 4.2.5. The answer is that in these cases the matrix operator A = A(t, x, Dx)
has a special structure, for which the diagonalizer is well-known. In both of these cases the
operators A = A(t, x, Dx) are diagonalized by a Vandermonde matrix of the characteristic
roots divided by the entries on the off-diagonal. For example, in Section 3.2.4 we have that A
has the symbol
σ(A) = A(t, x, ξ) =

h(t, ξ)
. . .
h(t, ξ)
am(t, x, ξ) am−1(t, x, ξ) . . . a1(t, x, ξ)
 .
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If we denote the characteristic roots (which are the eigenvalues of A(t, x, ξ)) by τk = τk(t, x, ξ),
then we can immediately write down the diagonalizer (in the hyperbolic zone) as
σ(M) = M(t, x, ξ) =

1 . . . 1
τ1(t, x, ξ)
h(t, ξ) . . .
τm(t, x, ξ)
h(t, ξ)
...
...
...(
τ1(t, x, ξ)
h(t, ξ)
)m−1
. . .
(
τm(t, x, ξ)
h(t, ξ)
)m−1
 .
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C. Pseudodifferential and symbolic calculus
The goal of this section is to provide a brief introduction to the pseudodifferential calculus we
use throughout this thesis. The statements presented in this chapter are based on [1, 38, 53,
87, 88].
C.1. Classical and weighted symbol spaces and operators
C.1.1. Definition and Symbols
We introduce the standard symbol spaces Smρ, δ and the space of related pseudodifferential
operators Ψmρ, δ.
Definition C.1.1 ([38], [53]). Let m, ρ, δ be real numbers with 0 ≤ δ ≤ ρ ≤ 1. Then we
denote by Smρ, δ = Smρ, δ(Rn×Rn) the set of all a ∈ C∞(Rn×Rn) such that for all multi-indices
α, β the estimate
|Dβx∂αξ a(x, ξ)| ≤ Cα, β(1 + |ξ|)m−ρ|α|+δ|β|,
is valid for all x, ξ ∈ Rn and some constant Cα, β. We write
S−∞ρ, δ =
⋂
Smρ, δ, S∞ρ, δ =
⋃
Smρ, δ.
For a given a ∈ Smρ, δ, we denote by Op(a) = a(x, Dx) the associated pseudodifferential
operator, which is defined as
a(x, Dx)u(x) = (2pi)−n
∫
Rn
eix·ξa(x, ξ)û(ξ)dξ, u ∈ S.
By Ψmρ, δ = Ψmρ, δ(Rn) we denote the set of all pseudodifferential operators that are associated
to some symbol in Smρ, δ. Conversely, for a ∈ Ψmρ, δ, we denote by σ(a) ∈ Smρ, δ the associated
symbol. For u ∈ S and a ∈ Ψmρ, δ the function a(x, Dx)u is in S as well and the bilinear map
(a, u) 7→ a(x, Dx)u is continuous.
Based on the above definition, we introduce the notion of weighted symbol spaces.
Definition C.1.2. Let m, ρ, δ be real numbers with 0 ≤ δ < ρ ≤ 1. Let ω be a non-
decreasing, continuous function satisfying ω(ξ) = o(|ξ|) for |ξ| → ∞. Then, we denote by
Sm,ωρ, δ = Sm,ωρ, δ (Rn × Rn) the set of all a ∈ C∞(Rn × Rn) such that for all multi-indices α, β
the estimate
|Dβx∂αξ a(x, ξ)| ≤ Cα, β(1 + |ξ|)m−ρ|α|+δ|β|ω(〈ξ〉),
is valid for all x, ξ ∈ Rn and some constant Cα, β. The set Ψm,ωρ, δ = Ψm,ωρ, δ (Rn) is defined
analogously to Ψmρ, δ.
Naturally, one might ask whether (or in what sense) the integral in Definition C.1.1
exists. A similar question is for what kind of functions a = a(x, ξ) the integral exists. To
answer these question, we first introduce the amplitude spaces Amδ, τ .
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Definition C.1.3 ([53]). We say that a function a ∈ C∞(Rn × Rn) belongs to the class
Amδ, τ (Rn × Rn), (−∞ < m <∞, 0 ≤ δ < 1, 0 ≤ τ), if for any multi-indices α, β there exists a
constant Cα, β such that
|∂αξ ∂βy a(y, ξ)| ≤ Cα, β〈ξ〉m+δ|β|〈y〉τ .
We set
A =
⋃
0≤δ<1
−∞<m<∞
0≤τ
Amδ, τ .
We note that we can introduce the semi-norms |a|l, l = 0, 1, . . . by
|a|l = max|α+β|≤l sup(y, ξ)
{|∂αξ ∂βy a(y, ξ)|〈ξ〉−(m+δ|β|)〈y〉−τ}.
With these semi norms Amδ, τ is a Fréchet space. For functions belonging to A we introduce
the notion of oscillatory integrals.
Definition C.1.4 ([53]). For a ∈ A we define the oscillatory integral Os[e−iyξa] by
Os[e−iyξa] = Os−
∫∫
R2n
e−iyξa(y, ξ)dyđξ
= lim
ε→0
∫∫
R2n
e−iyξχ(εy, εξ)a(y, ξ)dyđξ,
where χ = χ(y, ξ) belongs to S(Rn × Rn) and χ(0, 0) = 1, where
đξ = 1(2pi)ndξ.
We note that Os[e−iyξa] coincides with the value of the usual integral, if a belongs to
L1(Rn × Rn). The following proposition states that the value of the oscillatory integral is
independent of the choice of χ and that the mapping Amδ, τ 3 a 7→ Os[e−iyξa] ∈ C is bounded
and continuous.
Proposition C.1.5 ([53]). For a ∈ A the value of the oscillatory integral
Os−
∫∫
R2n
e−iy·ξa(y, ξ)dyđξ = lim
ε→0
∫∫
R2n
e−iy·ξχ(εy, εξ)a(y, ξ)dyđξ,
where χ ∈ S(Rn×Rn) and χ(0, 0) = 1, is independent of the choice of χ ∈ S. When a ∈ Amδ, τ ,
taking positive integers l and l′ such that
−2l(1− δ) +m < −n, −2l′ + τ < −n,
we have
|〈y〉−2l′〈Dξ〉2l′{〈ξ〉−2l〈Dy〉2la(y, ξ)}| ∈ L1(Rn × Rn).
We can write
Os−
∫∫
R2n
e−iy·ξa(y, ξ)dyđξ =
∫∫
R2n
e−iy·ξ〈y〉−2l′〈Dξ〉2l′{〈ξ〉−2l〈Dy〉2la(y, ξ)}dyđξ.
Furthermore there exists a constant C independent of a ∈ Amδ, τ such that
|Os[e−iyξa]| ≤ C|a|l0 ,
where l0 = 2(l − l′).
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Of course, the idea is to understand the integral in Definition C.1.1 as an oscillatory
integral. For that purpose we note that for a ∈ Ψmρ, δ we have
a(x, Dx)u =
∫∫
R2n
ei(x−x
′)ηa(x, η)u(x′)dx′đη
=
∫∫
R2n
e−iyξa(x, ξ)u(x+ y)dyđη.
Here we note that a(x, ξ)u(x+ y) ∈ Am0, 0 for u ∈ B∞. This allows us to conclude that
a(x, Dx)u = Os−
∫
Rn
e−iyξa(x, ξ)u(x+ y)dyđξ,
exists, for u ∈ B∞.
C.1.2. Symbolic and pseudodifferential calculus
We start by introducing the notion of the asymptotic expansion.
Definition C.1.6 ([53]). Let aj ∈ Smjρ, δ, j ∈ N, where m0 > m1 > . . . > mj > . . ., and
mj → −∞. Then, we say that a ∈ Smρ, δ has the asymptotic expansion
a(x, ξ) ∼
∞∑
j=0
aj(x, ξ),
if for any integer N ≥ 1 we have
a(x, ξ)−
N−1∑
j=0
aj(x, ξ) ∈ SmNρ, δ .
Using this concept, we can state rules for the composition of pseudodifferential operators.
Proposition C.1.7 ([53]). If aj ∈ Smjρ, δ, j = 1, 2, with δ < ρ, then as operators in S or S ′
a1(x, Dx) ◦ a2(x, Dx) = b(x, Dx),
where b ∈ Sm1+m2ρ, δ has the asymptotic expansion
b(x, ξ) ∼
∑
α
1
α!∂
α
ξ a1(x, ξ)Dαxa2(x, ξ). (C.1.1)
Concerning operators with weighted symbols from Sm,ωρ, δ we note that Sm,ωρ, δ ⊂ Sm+1ρ, δ . This
yields the following composition result.
Proposition C.1.8. Let a1 ∈ Sm1ρ, δ and a2 ∈ Sm2, ωρ, δ , with δ < ρ, then as operators in S or S ′
a1(x, Dx) ◦ a2(x, Dx) = b1(x, Dx),
a2(x, Dx) ◦ a1(x, Dx) = b2(x, Dx),
where b1, b2 ∈ Sm1+m2, ωρ, δ have the asymptotic expansions
b1(x, ξ) ∼
∑
α
1
α!∂
α
ξ a1(x, ξ)Dαxa2(x, ξ),
b2(x, ξ) ∼
∑
α
1
α!∂
α
ξ a2(x, ξ)Dαxa1(x, ξ).
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Proof. Since Sm,ωρ, δ ⊂ Sm+1ρ, δ it is clear that b1, b2 ∈ Sm1+m2+1ρ, δ by Proposition C.1.7. Using
the asymptotic expansion (C.1.1) gives that b1, b2 ∈ Sm1+m2, ωρ, δ . 2
In this thesis, we often apply pseudodifferential operators to functions u ∈ Hν . The
following result states the well-known mapping properties of pseudodifferential operators on
Sobolev spaces.
Proposition C.1.9 (Chapter 3, Theorem 2.7. in [53]). Let a ∈ Ψmρ, δ with 0 ≤ δ < ρ ≤
1. Then
a(x, Dx) : Hr+m → Hr,
continuously, for all r ∈ R.
Notably, if a ∈ S0ρ, δ, then a(x, Dx) is a bounded operator in L2. In addition to composition
and mapping properties, we are also concerned with adjoint operators.
Proposition C.1.10. If a ∈ Smρ, δ, with δ < ρ, then the formal adjoint of a(x, Dx) is
a∗(x, Dx), where
a∗(x, ξ) = Os−
∫∫
R2n
e−iy·ξa(x+ y, ξ + η)dyđη ∈ Sm1, 0.
Moreover,
a∗(x, ξ) ∼
∑
α∈Nn0
1
α!∂
α
ξ D
α
xa(x, ξ).
Another well-known result for pseudodifferential operators is sharp Gårding’s inequality. We
use this tool regularly throughout the thesis when deriving energy estimates.
Proposition C.1.11 ([53]). Let A = A(x, Dx) be an N ×N matrix of operators from Ψmρ, δ.
We denote the matrix symbol by a = a(x, ξ) and use the Hermitian part a′ = (a+a
∗)
2 and the
skew-Hermitian part a′′ = (a−a
∗)
2 . We assume that there exist real constants c0 and M ≥ 0
such that we have
a′(x, ξ) ≥ c0〈ξ〉mI,
for |ξ| ≥M . Then there exists another constant C such that
Re(Au, u) ≥ c0‖u‖2
H
m
2
− C‖u‖2
H
m−(ρ−δ)
2
.
Note, that c0 is a real constant. If for A ∈ Ψ11, 0 we can estimate
a′(x, ξ) ≥ 0,
then we may conclude
Re(Au, u) ≥ −C‖u‖2L2 .
C.1.3. Factorization and conjugation
The goal of this section is to state and prove some specific results that we use in this thesis.
Importantly, this section contains the statement and proof of our conjugation result.
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Proposition C.1.12 (Factorization). Consider the strictly hyperbolic differential operator
P (t, x, Dt, Dx) = Dmt −
m−1∑
j=0
∑
|γ|≤m−j
am−j,γ(t, x)DγxD
j
t ,
with am−j, γ ∈ C([0, T ]; B∞). By τk = τk(t, x, ξ) we denote the characteristic roots of the
principal part of the symbol P (t, x, τ, ξ), i.e., all solutions to
τm −
m−1∑
j=0
∑
|γ|=m−j
am−j,γ(t, x)ξγτ j = 0.
Let λk = λk(t, x, Dx) ∈ C([0, T ]; Ψ11, 0) and assume that the respective symbols σ(λk) =
λk(t, x, ξ) satisfy
(i) |∂αξ Dβx∂jt λk(t, x, ξ)| ≤ Cα〈ξ〉j−|α|ω(〈ξ〉) , j ≥ 1 and
(ii) |∂αξ Dβx(λk(t, x, ξ)− τk(t, x, ξ))| ≤ Cα〈ξ〉−|α|ω(〈ξ〉),
for all α, β ∈ Nn, all x, ξ ∈ Rn and all t ∈ [0, T ], where ω(s) = o(s) is a non-decreasing,
smooth function and Cα, K|β| > 0 are constants. Then the operator
P˜ (t, x, Dt, Dx) = (Dt − λm(t, x, Dx) ◦ . . . ◦ (Dt − λ1(t, x, Dx)),
is a factorization of P (t, x, Dt, Dx) in the sense that
P˜ (t, x, Dt, Dx)− P (t, x, Dt, Dx) =
m−1∑
j=0
Rj(t, x, Dx)Djt ,
where Rj(t, x, Dx) ∈ C([0, T ]; Ψm−1−j, ω1, 0 ), j = 1, . . . , m− 1.
Proof. Our strategy is to consider the respective full symbols P (t, x, τ, ξ) = σ(P (t, x, Dt, Dx))
and P˜ (t, x, τ, ξ) = σ(P˜ (t, x, Dt, Dx)) and to prove that
P˜ (t, x, τ, ξ)− P (t, x, τ, ξ) =
m−1∑
j=0
Rj(t, x, ξ)τ j ,
with
|∂αξ DβxRj(t, x, ξ)| ≤ Cα, β〈ξ〉m−1−j−|α|ω(〈ξ〉).
We start by considering the operator
P (t, x, Dt, Dx) = Dmt −
m−1∑
j=0
∑
|γ|+j≤m
am−j,γ(t, x)DγxD
j
t ,
and observe that its full symbol can be written as
P (t, x, τ, ξ) = (τ − τm(t, x, ξ)) · · · (τ − τ1(t, x, ξ)) +
m−1∑
j=0
Rj(t, x, ξ)τ j ,
where
Rj(t, x, ξ) = −
∑
|γ|≤m−1−j
am−j,γ(t, x)ξγ ,
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which satisfies the estimate
|∂αξ DβxRj(t, x, ξ)| ≤ Cα, β〈ξ〉m−j−|α|. (C.1.2)
Next, we consider the operator
P˜ (t, x, Dt, Dx) = (Dt − λm(t, x, Dx) ◦ . . . ◦ (Dt − λ1(t, x, Dx)),
and set for j = 1, . . . , m− 1
Λj =
∑
1≤k1<...<kj≤m
D
m−kj
t ◦λkj◦Dkj−kj−1−1t ◦λkj−1◦. . .◦Dk3−k2−1t ◦λk2◦Dk2−k1−1t ◦λk1◦Dk1−1t
and observe that
P˜ (t, x, Dt, Dx) = Dmt +
m−1∑
j=1
(−1)jΛj(t, x, Dt, Dx) + (−1)mλm ◦ . . . ◦ λ1,
where we omitted the arguments of λk = λk(t, x, Dx) for readability.
We are interested in the order of the principal symbol and the order of the lower order
terms of P˜ (t, x, Dt, Dx). Firstly, we note that
σ(λm(t, x, Dx) ◦ . . . ◦ λ1(t, x, Dx))− λm(t, x, Dx) · · ·λ1(t, x, Dx) ∈ C([0, T ]; Ψm−1).
Furthermore, we find that
Dk2−k1−1t ◦λk1(t, x, Dx)◦Dk1−1t =
k2−k1−1∑
p=0
(
k2 − k1 − 1
p
)(
Dk2−k1−1−pt λk1
)
(t, x, Dx)◦Dk1−1+pt ,
where, in view of assumption (i), we have
|∂αξ Dβx
(
Dk2−k1−1−pt λk1
)
(t, x, ξ)| ≤ Cα, β〈ξ〉k2−k1−1−p−|α|ω(〈ξ〉),
for p = 0, . . . , k2 − k1 − 2 and
|∂αξ Dβxλk1(t, x, ξ)| ≤ Cα, β〈ξ〉1−|α|,
for p = k2 − k1 − 1. Thus, we may estimate
|∂αξ Dβxσ
(
Dk2−k1−1t ◦ λk1(t, x, Dx) ◦Dk1−1t
)| ≤ Cα, β〈ξ〉k2−k1−1−|α|ω(〈ξ〉).
The principal symbol of λk2(t, x, Dx) ◦Dk2−k1−1t ◦ λk1(t, x, Dx) ◦Dk1−1t is the product
of λk2(t, x, ξ) and the principal symbol of D
k2−k1−1
t ◦ λk1(t, x, Dx) ◦Dk1−1t , which yields the
estimate
|∂αξ Dβxσ
(
λk2(t, x, Dx) ◦Dk2−k1−1t ◦ λk1(t, x, Dx) ◦Dk1−1t
)| ≤ Cα, β〈ξ〉k2−k1−|α|ω(〈ξ〉).
So, we may write
λk2(t, x, Dx) ◦Dk2−k1−1t ◦ λk1(t, x, Dx) ◦Dk1−1t =
k2−k1−1∑
p=0
Q2, p(t, x, Dx) ◦Dk1−1+pt ,
where Q2, p(t, x, Dx) satisfies
|∂αξ DβxQ2, p(t, x, ξ)| ≤ Cα, β〈ξ〉k2−k1−p−|α|ω(〈ξ〉),
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for p = 0, . . . , k2 − k1 − 2 and
|∂αξ DβxQ2, p(t, x, ξ)| ≤ Cα, β〈ξ〉2−|α|,
for p = k2 − k1 − 1. Following the same argumentation as before, we find that
|∂αξ Dβxσ
(
Dk3−k2−1t ◦ λk2 ◦Dk2−k1−1t ◦ λk1 ◦Dk1−1t
)| ≤ Cα, β〈ξ〉k3−k1−1−|α|ω(〈ξ〉),
and have
λk3 ◦Dk3−k2−1t ◦ λk2 ◦Dk2−k1−1t ◦ λk1 ◦Dk1−1t =
k3−k1−2∑
p=0
Q3, p(t, x, Dx) ◦Dk1−1+pt ,
where Q3, p(t, x, Dx) satisfies
|∂αξ DβxQ3, p(t, x, ξ)| ≤ Cα, β〈ξ〉k3−k1−p−|α|ω(〈ξ〉),
for p = 0, . . . , k3 − k1 − 3 and
|∂αξ DβxQ3, p(t, x, ξ)| ≤ Cα, β〈ξ〉k3−k1−|α|,
for p = k3 − k1 − 2.
Iterating the previous procedure yields
Λj(t, x, Dt, Dx) =
∑
1≤k1<...<kj≤m
D
m−kj
t ◦
kj−k1−(j−1)∑
p=0
Qj, p(t, x, Dx) ◦Dk1−1+pt ,
where Qj, p(t, x, Dx) satisfies
|∂αξ DβxQj, p(t, x, ξ)| ≤ Cα, β〈ξ〉kj−k1−p−|α|ω(〈ξ〉),
for p = 0, . . . , kj − k1 − (j − 2) and
|∂αξ DβxQj, p(t, x, ξ)| ≤ Cα, β〈ξ〉kj−k1−|α|,
for p = kj − k1 − (j − 1). Finally, we obtain
Λj(t, x, Dt, Dx) =
∑
1≤k1<...<kj≤m
m−k1−(j−1)∑
p=0
Λ˜k1,p(t, x, Dx) ◦Dk1−1+pt ,
where Λ˜k1,p(t, x, Dx) satisfies
|∂αξ Dβx Λ˜k1,p(t, x, ξ)| ≤ Cα, β〈ξ〉m−k1−p−|α|ω(〈ξ〉),
for p = 0, . . . , m− k1 − (j − 2) and
|∂αξ Dβx Λ˜k1,p(t, x, ξ)| ≤ Cα, β〈ξ〉m−k1−|α|,
for p = m− k1− (j− 1). Our aim is to estimate the maximal order of these lower order terms.
Therefore, we write Λj(t, x, Dt, Dx) as
Λj(t, x, Dt, Dx) =
m−1∑
p=0
Λ˜p(t, x, Dx)Dpt ,
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where
|∂αξ Dβx Λ˜p(t, x, ξ)| ≤ Cα, β〈ξ〉m−1−p−|α|ω(〈ξ〉).
Next, we consider the difference of P (t, x, Dt, Dx) and P˜ (t, x, Dt, Dx) and obtain
|P˜ (t, x, τ, ξ)−P (t, x, τ, ξ)| =
∣∣∣λm · · ·λ1−τm · · · τ1+C m−1∑
p=0
Λ˜p(t, x, ξ)τp+
m∑
j=0
Rj(t, x, ξ)τ j
∣∣∣,
where, in view of (C.1.2),
|∂αξ DβxRj(t, x, ξ)| ≤ Cα, β〈ξ〉m−j−|α| ≤ Cα, β〈ξ〉m−1−j−|α|ω(〈ξ〉).
Lastly, we observe that the symbols λj = λj(t, x, ξ) and τj = τj(t, x, ξ), j = 1, . . . , m, satisfy∣∣∂αξ Dβx(λm · · ·λ1 − τm · · · τ1)∣∣ = ∣∣∂αξ Dβx((λm − τm)(λm−1 · · ·λ1)
+ τm(λm−1 · · ·λ1 − τm−1 · · · τ1))
∣∣
=
∣∣∂αξ Dβx((λm − τm)(λm−1 · · ·λ1)
+ τm(λm−1 − τm−1)(λm−2 · · ·λ1)
+ τmτm−1(λm−2 · · ·λ1 − τm−2 · · · τ1))
∣∣
=
∣∣∂αξ Dβx((λm − τm)(λm−1 · · ·λ1)
+ τm(λm−1 − τm−1)(λm−2 · · ·λ1) + . . .
+ τm · · · τ2(λ1 − τ1))
∣∣
≤ Cα, β〈ξ〉m−1−|α|ω(〈ξ〉).
We have shown that the symbol of the pseudodifferential operator P˜ (t, x, Dt, Dx)−
P (t, x, Dt, Dx) may be written as
P˜ (t, x, τ, ξ)− P (t, x, τ, ξ) =
m−1∑
j=0
Rj(t, x, ξ)τ j ,
where
|∂αξ DβxRj(t, x, ξ)| ≤ Cα, β〈ξ〉m−1−j−|α|ω(〈ξ〉),
which completes the proof. 2
Proposition C.1.13 (Conjugation in Ψmρ, δ). Let a ∈ Ψmρ, δ, with δ < ρ, and let ψ ∈ C∞
be a non-negative, increasing function satisfying for all k ∈ N and all large s ∈ R+ the relation∣∣∣∣ dkdskψ(s)
∣∣∣∣ ≤ Cks−kψ(s). (C.1.3)
We fix a constant λ > 0. Then, the symbol aψ(x, ξ) = σ(aψ(x, Dx)) defined by
aψ(x, Dx) = eλψ(〈Dx〉) ◦ a(x, Dx) ◦ e−λψ(〈Dx〉),
satisfies
aψ(x, ξ) = a(x, ξ) +
∑
0<|γ|<N
Dγxa(x, ξ)χγ(ξ) + rN (x, ξ), (C.1.4)
where
χγ(ζ) =
1
γ!e
−λψ(〈ξ〉)∂γν (eλψ(〈ν〉))
∣∣∣
ν=ζ
, (C.1.5)
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and
rN (x, ξ) =
N
(2pi)n
∑
|γ|=N
Os−
∫∫
R2n
1∫
0
(1− ϑ)N−1e−iyζDγxa(x+ ϑy, ξ)χγ(ξ + ζ)dϑdydζ. (C.1.6)
Furthermore, we have the estimate
|∂αξ χγ(ξ)| ≤ Cα, γ〈ξ〉−|α|−|γ|(ψ(〈ξ〉))|γ|,
for ξ ∈ Rn and α ∈ Nn.
Proof. Relations (C.1.4), (C.1.5) and (C.1.6) are derived in [48, 50] for the case ψ(s) = sκ.
Deriving these equations for general ψ works just as described there. Estimate (C.1.13) is
obtained by straightforward calculation. We have
|∂αξ χγ(ξ)| =
1
γ!
∣∣∣∂αξ (e−λψ(〈ξ〉)∂γν (eλψ(〈ν〉))∣∣∣
ν=ξ
)∣∣∣
= 1
γ!
∣∣∣∂αξ (e−λψ(〈ξ〉)eλψ(〈ξ〉)Qγ(ξ))∣∣∣
≤ Cα, γ〈ξ〉−|α|−|γ|(ψ(〈ξ〉))|γ|,
where we used that
∂γν (eλψ(〈ν〉))
∣∣∣
ν=ξ
= eλψ(〈ξ〉)Qγ(ξ),
and applied (C.1.3) to
Qγ(ξ) = Cγψ′(〈ξ〉)|γ| +Rγ(ξ),
where Rγ(ξ) are lower order terms satisfying
|Rγ(ξ)| ≤ Cγψ′(〈ξ〉)|γ|−1ψ′′(〈ξ〉).
This yields estimate (C.1.13). 2
Remark C.1.14. By estimate (C.1.13) we are immediately able to conclude that χγ(ξ) ∈ S0
for all |γ| > 0, since ψ(〈ξ〉) = o(〈ξ〉).
Proposition C.1.13 does not provide an estimate for rN = rN (x, ξ). Deriving such an
estimate is only possible if we pose additional assumptions on the operator a and the function
ψ.
Proposition C.1.15 (An estimate of the remainder rN). Let a ∈ Ψm1, 0 with symbol
σ(a) = a(x, ξ) ∈ Sm1, 0 such that
|∂αξ Dβxa(x, ξ)| ≤ CαK|β|〈ξ〉m−|α|,
where {K|β|}|β| is an increasing sequence. Let ψ ∈ C∞ be a non-negative, increasing function
satisfying for all k ∈ N and all large s ∈ R+ the relations∣∣∣∣ dkdskψ(s)
∣∣∣∣ ≤ Cks−kψ(s), (C.1.7)
and
ψ(〈ξ + ζ〉) ≤ ψ(〈ξ〉) + ψ(〈ζ〉), (C.1.8)
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for all large ξ, ζ ∈ Rn. Assume that the sequence {K|β|}|β| and the function ψ satisfy the
relation
inf
β
K|β|
〈ξ〉|β| ≤ Ce
−δ0ψ(〈ξ〉), (C.1.9)
for some δ0 > 0. We assume that the constant λ > 0 is such that there exists another positive
constant c0 such that
δ0 − λ = c0 > 0. (C.1.10)
Then, the remainder rN = rN (x, ξ) given by
rN (x, ξ) =
N
(2pi)n
∑
|γ|=N
Os−
∫∫
R2n
1∫
0
(1− ϑ)N−1e−iyζa(γ)(x+ ϑy, ξ)χγ(ξ + ζ)dϑdydζ,
satisfies the estimate
|∂αξ DβxrN (x, ξ)| ≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)N ,
for (x, ξ) ∈ Rn × Rn and α, β ∈ Nn.
Proof. Our proof essentially follows the strategy presented in [48]. We have
|∂αξ DβxrN (x, ξ)| =
∣∣∣∣ N(2pi)n ∑|γ|=N
α′+α′′=α
(
α
α′
)
×Os−
∫∫
R2n
1∫
0
(1− ϑ)N−1
γ! F˜α
′′, γ, β(x, y, ξ, ζ, ϑ)Gα′, γ(ξ, ζ)dϑdydζ
∣∣∣∣,
where
F˜α′′, γ, β(x, y, ξ, ζ, ϑ) = e−iy·ζ∂α
′′
ξ D
γ+β
x a(x+ ϑy, ξ), and
Gα′, γ(ξ, ζ) = ∂α
′
ξ
(
e−λψ(〈ξ〉)
(
∂γν e
λψ(〈ν〉))∣∣
ν=ξ+ζ
)
.
We consider
Fα′′, γ, β = Fα′′, γ, β(x, ξ, ζ) = Os−
∫
Rn
1∫
0
(1− ϑ)N−1F˜α′′, γ, β(x, y, ξ, ζ, ϑ)dϑdy,
and obtain for |ζ| ≥ 1 that
|ζκFα′′, γ, β | = |Os−
∫
Rn
1∫
0
(1− ϑ)N−1ζκe−iy·ζ∂α′′ξ Dγ+βx a(x+ ϑy, ξ)dϑdy|
= |Os−
∫
Rn
1∫
0
(1− ϑ)N−1(−Dy)κe−iy·ζ∂α′′ξ Dγ+βx a(x+ ϑy, ξ)dϑdy|
= |Os−
∫
Rn
1∫
0
(1− ϑ)N−1e−iy·ζ∂α′′ξ DκyDγ+βx a(x+ ϑy, ξ)dϑdy|
≤ CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|,
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where we used ζκe−iy·ζ = (−Dy)κe−iy·ζ and integrated by parts. For |ζ| ≥ 1 we know that
〈ζ〉 ≤ √2|ζ|. Hence, it follows that
|Fα′′, γ, β | ≤ CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′||ζ|−|κ| ≤ √2|κ|CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|.
In the case |ζ| < 1, we have 〈ζ〉|κ| < √2|κ|, which allows us to conclude
|Fα′′, γ, β | ≤ Os−
∫
Rn
1∫
0
(1− ϑ)N−1|∂α′′ξ Dγ+βx a(x+ ϑy, ξ)|dϑdy
≤ CN,α′′K|γ|+|β|〈ξ〉m−|α
′′|
≤ √2|κ|CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|.
We combine both cases and obtain
|Fα′′, γ, β(x, ξ, ζ)| ≤
√
2|κ|CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|
≤ √2|κ|CN,α′′, γ, βK|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|. (C.1.11)
for all x, ξ, ζ ∈ Rn.
Next, we consider
Gα′, γ(ξ, ζ) = ∂α
′
ξ
(
e−λψ(〈ξ〉)
(
∂γν e
λψ(〈ν〉))∣∣
ν=ξ+ζ
)
.
We find that (
∂γν e
λψ(〈ν〉))∣∣
ν=ξ+ζ = e
λψ(〈ξ+ζ〉)Q1, γ(ξ + ζ),
∂α
′
ξ
(
e−λψ(〈ξ〉)
(
∂γν e
λψ(〈ν〉))∣∣
ν=ξ+ζ
)
= eλ(ψ(〈ξ+ζ〉)−ψ(〈ξ〉))Q2, γ, α′(ξ + ζ, ξ),
where
|Q1, γ(ξ + ζ)| ≤ Cγλ|γ|ψ′(〈ξ + ζ〉)|γ|,
|Q2, γ, α′(ξ + ζ, ξ)| ≤ Cγ, α′ |Q1, γ(ξ + ζ)|λ|α′||ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)||α′|
≤ Cγ, α′λ|γ|+|α′|ψ′(〈ξ + ζ〉)|γ||ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)||α′|.
For some ϑ˜ ∈ (0, 1), we have the estimate
|ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)||α′| = |ψ′′(〈ξ + ζ〉 − ϑ˜〈ξ〉)||α′||〈ξ + ζ〉 − 〈ξ〉||α′|
≤ C
∣∣∣∣ψ(〈ξ + ζ〉 − ϑ〈ξ〉)|〈ξ + ζ〉 − ϑ˜〈ξ〉|2
∣∣∣∣|α
′|
〈ζ〉|α′|
≤ C〈ξ〉−|α′|〈ζ〉|α′|,
where we applied assumption (C.1.7). We obtain
|Gα′, γ(ξ, ζ)| ≤ Cγ, α′λ|γ|+|α′|eλ(ψ(〈ξ+ζ〉)−ψ(〈ξ〉))ψ′(〈ξ + ζ〉)|γ||ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)||α′|
≤ Cγ, α′λ|γ|+|α′|eλ(ψ(〈ξ+ζ〉)−ψ(〈ξ〉))ψ(〈ξ + ζ〉)
|γ|
〈ξ + ζ〉|γ| 〈ξ〉
−|α′|〈ζ〉|α′|
≤ Cγ, α′λ|γ|+|α′|eλ(ψ(〈ξ+ζ〉)−ψ(〈ξ〉)) 〈ζ〉
|α′|ψ(〈ξ + ζ〉)|γ|
〈ξ〉|α′|+|γ| .
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In view of assumption (C.1.8), i.e., ψ(〈ξ + ζ〉) ≤ ψ(〈ξ〉) + ψ(〈ζ〉), we conclude that
|Gα′, γ(ξ, ζ)| ≤ Cγ, α′λ|γ|+|α′|eλψ(〈ζ〉) 〈ζ〉
|α′|(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|
〈ξ〉|α′|+|γ| . (C.1.12)
Combining (C.1.11) and (C.1.12), we have
|∂αξ DβxrN (x, ξ)| ≤
N
(2pi)nN !
∑
|γ|=N
α′+α′′=α
δ′+δ′′=α′
(
α
α′
)(
α′
δ′
)
CN,α, β
√
2|κ|λ|γ|
×Os−
∫
Rn
eλψ(〈ζ〉)K|κ|〈ζ〉−(|κ|−|α
′|)(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ
≤ N(2pi)nN !
∑
|γ|=N
α′+α′′=α
δ′+δ′′=α′
(
α
α′
)(
α′
δ′
)
CN,α, β
√
2|κ|λ|γ|
×Os−
∫
Rn
eλψ(〈ζ〉)K|κ|−|α′|〈ζ〉−(|κ|−|α
′|)(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ.
We use assumption (C.1.9) to choose κ such that
K|κ|−|α′|〈ζ〉−(|κ|−|α
′|) ≤ Ce−δ0ψ(〈ζ〉).
This yields
|∂αξ DβxrN (x, ξ)| ≤
N
(2pi)nN !
∑
|γ|=N
α′+α′′=α
δ′+δ′′=α′
(
α
α′
)(
α′
δ′
)
CN,α, β
√
2|κ|λ|γ|
×Os−
∫
Rn
e−(δ0−λ)ψ(〈ζ〉)(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ.
By assumption (C.1.10) there exists a positive constant c0 such that δ0 − λ = c0 > 0. We
conclude that
|∂αξ DβxrN (x, ξ)| ≤
N
(2pi)nN !
∑
|γ|=N
α′+α′′=α
δ′+δ′′=α′
(
α
α′
)(
α′
δ′
)
CN,α, β
√
2|κ|λ|γ|
×Os−
∫
Rn
e−c0ψ(〈ζ〉)(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−N
∑
|γ|=N
×Os−
∫
Rn
e−c0ψ(〈ζ〉)(ψ(〈ξ〉)|γ| + ψ(〈ζ〉)|γ|)√2|κ|dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−N
∑
|γ|=N
Os−
∫
Rn
e−
c0
2 ψ(〈ζ〉)ψ(〈ξ〉)|γ|√2|κ|dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)NOs−
∫
Rn
e−
c0
2 ψ(〈ζ〉)
√
2|κ|dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)N .
This concludes the proof. 2
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Corollary C.1.16. If we take another weight function ψ˜ such that
inf
β
K|β|
〈ξ〉|β| ≤ Ce
−δ0ψ(〈ξ〉) ≤ Ce−δ0ψ˜(〈ξ〉), (C.1.13)
that is ψ˜(〈ξ〉) = o(ψ(〈ξ〉)) for 〈ξ〉 → ∞, then we have the results of the above proposition
without assuming condition (C.1.10). The basic idea is to use condition (C.1.13) to generate
e−δ0ψ(〈ζ〉) to dominate eλψ˜(〈ζ〉).
C.2. Pseudodifferential operators with limited smoothness
We present elements of the theory of pseudodifferential operators with Zygmund regularity in
x following [2, 54, 60–62, 85].
We introduce the space Cs∗Sm1, δ of symbols having limited smoothness in x.
Definition C.2.1. Let s, m, δ ∈ R with s ≥ 0, 0 ≤ δ ≤ 1. Then, we denote by Cs∗Sm1, δ the
set of all functions p = p(x, ξ) which are smooth in ξ and belong to Cs∗ with respect to x such
that for all α, β ∈ Nn with |β| < [s]−, we have the estimates
|∂αξ Dβxp(x, ξ)| ≤ Cα, β〈ξ〉m−|α|+|β|ρ, for |β| ≤ [s]−,
and
‖∂αξ p(·, ξ)‖Cs∗ ≤ Cα, s〈ξ〉m−|α|+δs.
We cannot use the previous results for composition, adjoint and sharp Gårding’s
inequality for pseudodifferential operators with Zygmund regularity in x. The main reason
is that we require a reasonably high regularity in x in order to prove most of the previous
results. For example, assume that a function p = p(x, ξ) is smooth in ξ but only belongs to
Bk with respect to x. Assume furthermore that p satisfies the estimate
|∂αξ Dβxp(x, ξ)| ≤ Cα, β〈ξ〉m−|α|,
for α ∈ Nn and |β| ≤ k. Then we can prove that the oscillatory integral
Os−
∫∫
R2n
e−ixξa(x, ξ)dxđξ,
exists if k > n+m. For k ≤ n+m the integral generally does not exist. This is just one example
that should illustrate why it is necessary to derive new results if we have pseudodifferential
operators with low Zygmund regularity.
C.2.1. Symbol smoothing
We use a technique called symbol smoothing to derive the calculus of pseudodifferential oper-
ators with limited smoothness. We begin by introducing the Paley-Littlewood decomposition.
Definition C.2.2. Let χ0 ∈ C∞0 (Rn) be a radial function with
χ0(ξ) =
{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2,
and assume that the mapping r 7→ χ0(re) is non-increasing over R+ for all unitary vectors
e ∈ Rn. We set
ϕ(ξ) = χ0(ξ)− χ0(2ξ),
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and define for j ≥ 0
χj(ξ) := χ0(2−jξ), ϕj(ξ) := ϕ(2−jξ),
and
∆j := 0 if j ≤ −1, ∆0 := χ0(Dx), ∆j := ϕj(Dx) if j ≥ 1,
as well as
Sj := χj(Dx) =
∑
k≤j
∆k.
Definition C.2.3. Let χ0 be the smooth cut-off function of Definition C.2.2. Then, we define
for 0 < ε < 1 the operator
Jε : f 7→ Jεf = χ0(εDx)f.
Proposition C.2.4 (Lemma 1.3.A in [85]). For f ∈ Cs∗, we have
‖DβxJεf‖Cs∗ ≤ Cβε−|β|‖f‖Cs∗ ,
as well as
‖f − Jεf‖Cs−t∗ ≤ Cε
t‖f‖Cs∗ ,
for s, s− t, t ≥ 0.
The purpose of the previous propositions is to prepare the following symbol decomposi-
tion.
Definition C.2.5. For p = p(x, ξ) ∈ Cs∗Sm1, 0 and any δ ∈ (0, 1], we set
p#(x, ξ) =
∞∑
j=0
Jεjp(x, ξ)∆j(ξ),
with
εj = 2−jδ(∼ 〈ξ〉−δ).
Then we define pb(x, ξ) := p(x, ξ)− p#(x, ξ), which yields the decomposition
p(x, ξ) = p#(x, ξ) + pb(x, ξ).
Proposition C.2.6 (Proposition 1.3.B in [85]). Let p = p(x, ξ) ∈ Cs∗Sm1, 0, with s > 0.
Then, we have for δ ∈ (0, 1] the relations
p# = p#(x, ξ) ∈ Sm1, δ,
and
pb = pb(x, ξ) ∈ Cs−t∗ Sm−tδ1, 0 ,
if t ≥ 0 and s− t > 0.
The previous statements are valid not only for p, f ∈ Cs∗ but also if we replace Cs∗
by a general scale of spaces {Xs, s ∈ Σ}. This scale of spaces {Xs, s ∈ Σ} has to be a
microlocalizable scale for this to be valid (see [85]).
The following statements are not true for general {Xs, s ∈ Σ} but only for f ∈ Cs∗ .
Proposition C.2.7 (Lemma 1.3.C in [85]). If f ∈ Cs∗, we have
‖DβxJεf‖L∞ ≤
{
C‖f‖Cs∗ , |β| ≤ s,
Cε−|β|−s‖f‖Cs∗ , |β| > s,
and
‖f − Jεf‖L∞ ≤ Csεs‖f‖Cs∗ .
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Proposition C.2.8 (Proposition 1.3.D and 1.3.E in [85]). Let p = p(x, ξ) ∈ Cs∗Sm1, 0.
Then
Dβxp
#(x, ξ) ∈
{
Sm1, δ, |β| ≤ s,
Sm+δ(|β|−s)1, δ , |β| > s,
and
pb(x, ξ) ∈ Cs∗Sm−sδ1, δ .
Proposition C.2.9 ((1.3.21) in [85]). Let p = p(x, ξ) ∈ Cs∗Sm1, δ. Pick γ ∈ (δ, 1) and
use the decomposition introduced in Definition C.2.5 with εj = 2−j(γ−δ). We obtain that
p(x, ξ) = p#(x, ξ)− pb(x, ξ), with
p#(x, ξ) ∈ Sm1, γ , and pb(x, ξ) ∈ Cs∗Sm−(γ−δ)s1, γ .
C.2.2. Mapping properties
We use the symbol smoothing technique to derive a calculus for pseudodifferential operators
with limited smoothness. When using that approach, we encounter symbols from Cs∗Sm1, δ.
Hence, it is useful to review some mapping properties of operators with such symbols.
Proposition C.2.10 (Theorem 2.1.A in [85]). Let s > 0 and p = p(x, Dx) ∈ Cs∗Ψm1, 1.
Then
p(x, Dx) : Hr+m → Hr,
p(x, Dx) : Cr+m∗ → Cr∗ ,
if 0 < r < s.
Proposition C.2.11 (Proposition 2.1.D in [85]). Let s > 0 and p = p(x, Dx) ∈ Cs∗Ψm1, 0.
Then
p(x, Dx) : Hr+m → Hr,
p(x, Dx) : Cr+m∗ → Cr∗ ,
if −s < r < s.
Proposition C.2.12 (Proposition 2.1.E in [85]). Let s > 0 and p = p(x, Dx) ∈ Cs∗Ψ01, δ,
with δ ∈ (0, 1). Then
p(x, Dx) : Hr → Hr,
p(x, Dx) : Cr∗ → Cr∗ ,
if −(1− δ)s < r < s.
The following results are valid for the more general nonhomogeneous Besov spaces Bsp, q.
Let us introduce the family of Besov spaces Bsp, q.
Definition C.2.13 ([8]). Let χ0 ∈ C∞0 (Rn) be a radial function with
χ0(ξ) =
{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2,
and assume that the mapping r 7→ χ0(re) is non-increasing over R+ for all unitary vectors
e ∈ Rn. We set
ϕ(ξ) = χ0(ξ)− χ0(2ξ),
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and define for j ≥ 0
χj(ξ) := χ0(2−jξ), ϕj(ξ) := ϕ(2−jξ),
and
∆j := 0 if j ≤ −1, ∆0 := χ0(Dx), ∆j := ϕj(Dx) if j ≥ 1.
Let s ∈ R, 1 ≤ p, q ≤ ∞. The nonhomogeneous Besov space Bsp, q consists of all
tempered distributions u such that
‖u‖Bsp, q :=
∥∥∥(2js‖∆ju‖Lp)
j∈Z
∥∥∥
lq(Z)
<∞.
Corollary C.2.14. We note that for s > 0 we have Bs∞,∞ = Cs∗. For s ∈ R we have
Bs2, 2 = Hs.
Proposition C.2.15 (Lemma 3.4 in [2]). Let s > 0, 0 ≤ δ ≤ 1, 1 ≤ l, q ≤ ∞, m ∈ R,
and p = p(x, Dx) ∈ Cs∗Ψm1, δ. Then
p(x, Dx) : Br+mq, l → Brq, l,
if −(1− δ)s < r < s.
Proposition C.2.16 (Lemma 3.5 in [2]). Let s1, s2 > 0, 1 ≤ l, q ≤ ∞, m ∈ R. Let
p = p(x, Dx) ∈ Cs1∗ Ψm1, 0 ∩ Cs2∗ Ψm−ϑ1, 0 for some ϑ ∈ (0, s1). Then
p(x, Dx) : Br+m−ϑq, l → Brq, l,
if −s1 + ϑ < r < s1.
C.2.3. Composition, adjoint and sharp Gårding’s inequality
For two classical pseudodifferential operators p1 and p2 we know that we have the asymptotic
expansion
σ(p1(x, Dx) ◦ p2(x, Dx)) ∼
∑
α∈Nn
1
α!∂
α
ξ p1(x, ξ)Dαxp2(x, ξ).
For pseudodifferential operators with Zygmund regularity of order s in x, we cannot expect
a full asymptotic expansion to describe the composition. Since the behavior of the second
symbol Dαxp2 is only clear for |α| < [s]−, we expect the asymptotic expansion to stop there.
Therefore, we introduce the notation of a truncated expansion.
For two symbols p1 and p2 we introduce the notation
(p1#kp2)(x, ξ) :=
∑
|α|≤k
1
α!∂
α
ξ p1(x, ξ)Dαxp2(x, ξ),
for k ∈ N. Consequently, we write (p1#kp2)(x, Dx) = Op(p1#kp2)(x, Dx).
Proposition C.2.17 (Theorem 3.6 in [2]). Let 1 ≤ p, q ≤ ∞, m1, m2 ∈ R, s1, s2 > 0,
choose ϑ ∈ (0, s2) and set s = min{s1, s2 − [ϑ]−}. Let p1 = p1(x, Dx) ∈ Cs1∗ Ψm11, 0 and
p2 = p2(x, Dx) ∈ Cs2∗ Ψm21, 0. For every r such that
|r| < s, r > −(s2 − ϑ), −s2 + ϑ < r +m1 < s2,
we have that
Rϑ = Rϑ(x, Dx) := p1(x, Dx) ◦ p2(x, Dx)− (p1#[ϑ]−p2)(x, Dx),
is a bounded operator from
Br+m1+m2−ϑp, q → Brp, q.
The analogous result holds for Bessel potential spaces if 1 < p <∞ and ϑ /∈ N.
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Proof. First of all, we note that if p1 is chosen according to the assumptions of the proposition
and p2 ∈ Sm1, δ, 0 ≤ δ < 1, is a smooth symbol, then there is a symbol p1#p2 ∈ Cs1∗ Sm1+m21, δ
such that
p1(x, Dx) ◦ p2(x, Dx)f = (p1#p2)(x, Dx)f, f ∈ S, (C.2.1)
and the asymptotic expansion holds. This can be verified by oscillatory integrals since this
approach only requires smoothness of p1 in ξ and smoothness of p2 in x.
The proof of this proposition makes use of the symbol decomposition for symbols from
Cs∗Sm1, 0 introduced in Definition C.2.5 and the mapping properties for the resulting operators.
For this, we choose δ = ϑs2 . Then, by Proposition C.2.8, we have
p2(x, ξ) = p#2 (x, ξ) + pb2(x, ξ),
with
pb2 ∈ Cs2∗ Sm2−δs21, δ = Cs2∗ Sm2−ϑ1, δ ,
and
Dβxp
#
2 (x, ξ) ∈
{Sm21, δ , |β| ≤ [s2]−,
Sm2+δ(|β|−s2)1, δ , |β| > [s2]−.
Hence, we can write
p1(x, Dx) ◦ p2(x, Dx) = p1(x, Dx) ◦ p#2 (x, Dx) + p1(x, Dx) ◦ pb2(x, Dx).
We observe that
pb2(x, Dx) : Br+m1+m2−ϑp, q → Br+m1p, q ,
due to Proposition C.2.16 and since ϑ − s2 = −(1 − δ)s2 < r + m1 < s2 by assumption.
Furthermore,
p1(x, Dx) : Br+m1p, q → Brp, q,
due to Proposition C.2.15 and since |r| < s1 by assumption. Thus, we conclude that
p1(x, Dx) ◦ pb2(x, Dx) : Br+m1+m2−ϑp, q → Brp, q,
is a bounded operator.
As for p1(x, Dx) ◦ p#2 (x, Dx), we write
p1(x, ξ) = p#1 (x, ξ) + pb1(x, ξ),
with p#1 (x, ξ) ∈ Sm11, δ and pb1(x, ξ) ∈ Cs1∗ Sm11, δ . Due to relation (C.2.1), we have that p#1 (x, Dx)◦
p#2 (x, Dx) = p#(x, Dx) and pb1(x, Dx) ◦ p#2 (x, Dx) = pb(x, Dx) with
p#(x, ξ) ∼
∑
|α|≥0
1
α!∂
α
ξ p
#
1 (x, ξ)Dαxp
#
2 (x, ξ),
pb(x, ξ) ∼
∑
|α|≥0
1
α!∂
α
ξ p
b
1(x, ξ)Dαxp
#
2 (x, ξ),
where, for |α| > [ϑ]− we have
∂αξ p
#
1 (x, ξ)Dαxp
#
2 (x, ξ) ∈ Sm1−|α|+m2+δ(|α|−s2)1, δ = Sm1+m2−(1−δ)|α|−ϑ1, δ ,
∂αξ p
b
1(x, ξ)Dαxp
#
2 (x, ξ) ∈ Cs1∗ Sm1−δs1−|α|+m2+δ(|α|−s2)1, δ = Cs1∗ Sm1+m2−(1−δ)|α|−ϑ−δs11, δ .
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Since −(1− δ)|α| < 0, we conclude that
σ(p1(x, Dx) ◦ p#2 (x, Dx)) =
∑
|α|≤[ϑ]
1
α!∂
α
ξ p1(x, ξ)Dαxp
#
2 (x, ξ) + r#(x, ξ) + rb(x, ξ),
with r#(x, ξ) ∈ Sm1+m2−ϑ1, δ and rb(x, ξ) ∈ Cs1∗ Sm1+m2−ϑ−δs11, δ . Thus
r#(x, Dx) : Br+m1+m2−ϑp, q → Brp, q,
rb(x, Dx) : Br+m1+m2−ϑp, q → Br+δs1p, q ,
if δs1 − s1 < r + δs1 < s1. Therefore,
r#(x, Dx) + rb(x, Dx) : Br+m1+m2−ϑp, q → Brp, q,
for −s1 < r < s1.
For |α| ≤ [ϑ]− we have
∂αξ p1(x, ξ)Dαxp
#
2 (x, ξ) =∂αξ p1(x, ξ)Dαxp2(x, ξ)− ∂αξ p#1 (x, ξ)Dαxpb2(x, ξ)
− ∂αξ pb1(x, ξ)Dαxpb2(x, ξ),
where, recalling that s = min{s1, s2 − [ϑ]−}, we have
∂αξ p
#
1 (x, ξ)Dαxpb2(x, ξ) ∈ Cs2−|α|∗ Sm1+m2−|α|−ϑ+δ|α|1, δ = Cs2−|α|∗ Sm1+m2−(1−δ)|α|−ϑ1, δ ,
∂αξ p
b
1(x, ξ)Dαxpb2(x, ξ) ∈ Cs∗Sm1−δs1−|α|+m2+δ|α|−ϑ1, δ = Cs∗Sm1+m2−(1−δ)|α|−δs1−ϑ1, δ .
Hence,
Op(∂αξ p
#
1 (x, ξ)Dαxpb2(x, ξ)) : Br+m1+m2−ϑp, q → Br+(1−δ)|α|p, q ,
if −(1− δ)(s2− |α|) < r+ (1− δ)|α| < s2− |α|, which gives the lower bound ϑ− s2 < r. Since
C
s2−|α|∗ Sm1+m2−(1−δ)|α|−ϑ1, δ ⊂ Cs2−|α|∗ Sm1+m2−ϑ1, δ , we also have that
Op(∂αξ p
#
1 (x, ξ)Dαxpb2(x, ξ)) : Br+m1+m2−ϑp, q → Brp, q,
if −(1 − δ)(s2 − |α|) < r < s2 − |α|, which gives the upper bound r < s2 − |α|. Thus, we
conclude that for ϑ− s2 < r < s2 − [ϑ]− we have
Op(∂αξ p
#
1 (x, ξ)Dαxpb2(x, ξ)) : Br+m1+m2−ϑp, q → Brp, q.
Analogously, we obtain the mapping properties of Op(∂αξ pb1(x, ξ)Dαxpb2(x, ξ)) which
concludes the proof. 2
Remark C.2.18. We cite [2] not because it is the first result of this kind but because the
technique and notations used there are similar to ours. An earlier version of the result of
Proposition C.2.17 can also be found in [63].
Proposition C.2.19 (Proposition 2.3.A in [85]). Let p = p(x, Dx) ∈ Cs∗Ψ11, 0 with s > 1.
Then, we have that
R = R(x, Dx) := p(x, Dx)∗ − q(x, Dx),
is a bounded operator from
Hr → Hr,
if 1− s < r < s, where
σ(q(x, Dx))(x, ξ) = p(x, ξ).
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Remark C.2.20. In the book [85] the author has the condition −s < r < s. However, from
the short comments about the proof, the author of this thesis can only obtain 1− s < r < s.
Proof. For the symbol p = p(x, ξ) ∈ Cs∗S11, 0 we use the decomposition introduced in
Definition C.2.5 and obtain
p(x, ξ) = p#(x, ξ) + pb(x, ξ),
with p#(x, ξ) ∈ S11, δ and pb(x, ξ) ∈ Cs∗S1−δs1, δ . For p# we can use the standard formula for the
adjoint. For pb(x, ξ) we use Proposition C.2.12 with δ = 1s (which is possible since s > 1).
This yields that pb(x, Dx) ∈ Cs∗Ψ01, δ and
pb(x, Dx) : Hr → Hr,
if −(1− δ)s < r < s which gives 1− s < r < s. 2
Lastly, the following propositions present versions of sharp Gårding’s inequality for
operators with symbols in Cs∗Sm1, 0.
Proposition C.2.21 (Proposition 2.4.A in [85]). Let p = p(x, ξ) ∈ Cs∗Sm1, 0 be scalar and
satisfy p(x, ξ) ≥ −C0. Then, for all u ∈ C∞0 , we have
Re(p(x, Dx)u, u) ≥ −C1‖u‖2L2 ,
provided that s > 0 and m ≤ 2ss+2 .
Proof (Sketch). For the symbol p = p(x, ξ) ∈ Cs∗Sm1, 0 we use the decomposition introduced
in Definition C.2.5 and obtain
p(x, ξ) = p#(x, ξ) + pb(x, ξ),
with p#(x, ξ) ∈ Sm1, δ and pb(x, ξ) ∈ Cs∗Sm−δs1, δ .
For pb(x, ξ) we use Proposition C.2.12 with δ ≥ ms (we want m − δs ≤ 0, which is
possible since s > m). This yields that pb(x, Dx) ∈ Cs∗Ψ01, δ and
pb(x, Dx) : L2 → L2.
Now, we only have to consider p#(x, Dx) ∈ Sm1, δ. For this we use the Fefferman-Phong
(see e.g. [27]) inequality, which implies that p#(x, Dx) is semibounded on L2 if m ≤ 2(1− δ).
This yields that m ≤ min{δs, 2(1− δ)}. Maximizing over 0 < δ < 1 gives 2s2+s as the
optimal value of m. 2
The previous result is limited to scalar symbols and operators. Since we generally deal
with matrix operators, it is helpful to have a sharp Gårding result for matrix symbols and
operators.
Proposition C.2.22 (Corollary II.5 in [84]). Consider the N ×N symbol p = p(x, ξ) ∈
Cs∗Sm1, 0 with p(x, ξ) ≥ 0. Then, for all u ∈ C∞0 , we have
Re(p(x, Dx)u, u) ≥ −C1‖u‖2L2 ,
provided that 0 ≤ s ≤ 2 and m ≤ 2ss+2 .
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