As the population and the distribution of Crested Ibis (Nipponia nippon) become larger, it is necessary to propose a highly efficient census method to estimate the population size of the Crested Ibis. Passive acoustic monitoring (PAM) has a very good prospect for the Crested Ibis monitoring. To realize the automatic census of the Crested Ibis with PAM, the automatic individual identification method based on the vocalization is the key technology. A novel individual identification model was proposed in this paper, which built the autoencoder based on LSTM to obtain the meaningful latent representation from the raw recording directly, further, embedded self-attention and putted forward a combined training mode to achieve distinctive latent representation. With this model, nine Crested Ibis individuals were identified accurately, the highest accuracy is 0.971, and the average accuracy reaches 0.958. As for other three species, Little owl (Athene noctua), Chiffchaff (Phylloscopus collybita) and Tree pipit (Anthus trivialis), the better performances were achieved than the existing method, which means the proposed model can provide an alternative method for the individual identification of other bird species.
I. INTRODUCTION
Crested Ibis (Nipponia nippon) is a globally endangered bird species (IUCN, 2019) . From 1981, many effective conservation measures were taken by the Chinese government, the population size and distribution areas of Crested Ibis have been increasing year by year. In 2012, the number of Crested Ibis reached 1090 in Shaanxi Hanzhong Crested Ibis National Nature Reserve [1] . Although the IUCN Red List of the Crested Ibis has been upgraded from critically endangered (CR) to endangered (EN) [2] , the Crested Ibis has not gotten rid of the danger of extinction completely. The census of the population size and distribution of the Crested Ibis is the foundation of protection work.
Crested Ibis is resident bird with seasonal activity characteristics. Its activity period can be divided into breeding
The associate editor coordinating the review of this manuscript and approving it for publication was Robert P. Schumaker. period (February to June), wandering stage (July to November) and overwintering period (December to January of the next year). During the wandering period, the Crested Ibis has the habit of roosting in groups on high arbor at night [3] . Based on this habit, the existing census method of the Crested Ibis was proposed [1] . In this method, researchers need to count the number of the Crested Ibis individuals in each roosting site at the same time, then the summation of each roosting site is the population size of the study area. This method can be thought as a specific point count method, which needs a lot of human resource, material resource and financial resource, and the census efficiency is low. It is not suitable to be used as a conventional census method. Moreover, as the census is performed in dusk, the leaves may obscure part of the Crested Ibis body, which makes the census results are easily affected by subjective factors such as the eyesight, census skills and experiences of the researchers. Also, the results cannot be repeatedly verified, and have a strong subjectivity. It is necessary to propose a higher efficient census method of the Crested Ibis.
By using remote autonomous recording units(ARUs), passive acoustic monitoring (PAM) can be a non-invasive, large spatial and temporal scale monitoring method, which has a very good prospect for the bird monitoring [4] - [6] . To realize the automatic census of the bird with PAM, the automatic individual identification method based on the vocalization is the key technology. To our best knowledge, most existing methods realized the individual identification with human designed features, different kinds of features lead to different performance for certain identification task [7] - [12] . It is meaningful to propose a general automatic individual identification method for multiple species.
The vocalization features of the Crested Ibis can be used to identify the individuals [13] , which is the basis for automatic identification. With the rapid development of deep learning technology, the bird detection and identification methods based on audio using deep learning technology have become the state-of-the-art. In this paper, a novel individual identification method of the Crested Ibis was proposed based on autoencoder and Long Short-Term Memory (LSTM) network. The remainder of this paper is arranged as follows: in Section II, we briefly review the related works on automatic individual identification, autoencoder with LSTM and attention mechanism. Section III presents the proposed latent representation extraction model based on autoencoder firstly, then individual identification model is presented. In section IV, we describe the data preparation, structure parameters of the proposed model, further compare the performance with different model structure and existing model through experiments. Finally, Section V shows the conclusion.
II. RELATED WORK A. AUTOMATIC INDIVIDUAL IDENTIFICATION METHOD BASED ON THE VOCALIZATION
Given the number of bird individuals, the individual identification can be considered as a classification problem. Cheng [7] realized the individual recognition of 40 Bulbuls with support vector machine, and the accuracy reached 90%. Budka et al. [8] selected the pulse-to-pulse duration (PPD) of the call as individual-specific feature of the Corncrake(Crex crex), a high percentage of 98 % was achieved when the number of individuals is 122. Arriaga et al. [9] used an ensemble of learners to identify individual Cassin's Vireo from the structural properties of their vocalizations. The ensemble achieved 96% accuracy identifying 13 individual birds within the same year and 95% for 8 individual birds across two years. Cao [10] realized the recognition of 10 Crested Ibis individuals by building Gaussian mixture model of different individuals, with the highest recognition rate of 84.73%. Zsebők et al. [11] conducted discriminant function analysis on ten selected acoustic parameters to distinguish 26 male Common Cuckoos(Cuculus canorus) individuals, the accuracy exceeded 90%. Takagi [12] used the discriminant function analyses (DFAs) to identify 31 Ryukyu Scops Owls male individuals with 11 hoot parameters, which achieved a 97.4% probability of correct classification. Stowell et al. [14] introduced two audio mixing based data augmentation method to reduce the confounding effect of background sound, then spherical k-means method was used to learn features from mel spectrograms of both foreground and background sounds, finally, a random forest classifier was utilized to identify 13 little owls (Athene noctua), 10 chiffchaffs (Phylloscopus collybita) and 10 tree pipits (Anthus trivialis), the best AUC was 92.6%.
B. LATENT REPRESENTATION BASED ON THE AUTOENCODER
Extracting discriminable latent representation of the input vocalization is critical to achieve high performance. Autoencoder is a kind of neural networks, the ideal output of which is its input data. As shown in Fig. 1 , the autoencoder can be divided into two following parts: encoder network and decoder network [15] . The encoder network converts the high-dimensional input data X into low-dimensional codes L, which can be represented by an encoding function L= g(X). The decoder network rebuilds the inputs from the generated codes, it can be represented by a decoding function Y = f(L). The autoencoder makes the output Y as close as the input X, which means that the generated codes contain most of the information of the input data. Then, the generated codes can be regarded as the latent representation of the input data. LSTM network is an efficient recurrent neural network (RNN) and uses one or multiple memory cells to replace hidden neurons of the conventional RNN [16] . The memory cell consists of a memory unit c, a hidden state h, an input gate i, a forget gate f , and an output gate o. These gates are introduced for the reading and writing to the memory unit. For the time step t, given an input x t and the hidden state of the last time step h t−1 , the update of the memory cell is realized by the following formulas:
where σ (x) = 1/(1+exp(−x)) is a logistic sigmoid function; W and b are the weights and biases of the memory unit and three gates. From the above equations, it is concluded that the values of the previous time step will certainly affect the outputs VOLUME 8, 2020 of all three gates and the inputs in the current time step, which enable it to store states. Hence, the LSTM performs excellently for time series prediction tasks [17] , [18] .
Due to above advantages, Autoencoder based on LSTM had been used for extracting the latent representations of many kinds of data and achieved good performances, such as time sequence data [19] , image data [20] , [21] and biological data [22] et al.
C. ATTENTION MECHANISM
Attention mechanism(AM) was first proposed by D. Bahdanau et al. in the machine translation task [23] , it is becoming more and more popular in the design of neural networks recently.
AM comes from the human biological systems. For example, humans are prone to focus on meaningful parts of the image, while omitting other irrelevant information to achieve better perception. AM realizes different levels of attention through empowering the model to dynamically pay attention to only certain parts of the input that improve the performance effectively. Take the model of [23] as example (shown in Fig.2 adapted from [24] )), the core idea is introducing the attention weights α to the input sequence to scale the importance of the encoded input sequence (h 1 , h 2 ,. . . , h T ). The context vector c is calculated with these attention weights, and inputted to the decoder, which makes the decoder can access the whole input sequence also focus on relevant positions in the input sequence. Given good performance, there are numerous applications of AM in Natural Language Processing [25] , [26] , Speech Recognition [27] , [28] , Text Processing [29] and Computer Vision [30] , et al.
III. PROPOSED MODELS AND THEIR TRAININGS A. LATENT REPRESENTATION OF THE CRESTED IBIS CALL
The vocal of the Crested Ibis is mainly call. According to different behaviors of the Crested Ibis, there are several kinds of calls, such as mating call, alert call and answer call et al.
The spectrum structures of the calls are relatively simple, and their spectrograms are always multi-harmonic with frequency bands of line and half-arched structure [31] , [32] . The example spectrogram of the answer calls is shown in Fig. 3 .
Due to the sample structure, it is more difficult to identify the Crested Ibis individual by the call. To extraction effective latent representation of the Crested Ibis call, it is necessary to not only extract the features of each call, but also the relationship features between the neighboring calls. An autoencoder was proposed to obtain the discriminative latent presentations of different Crested Ibis individual, its overview is shown in Fig. 4 .
There are three bidirectional LSTMs (BI-LSTMs), a selfattention model and one full connect layer to obtain the latent representation. BI-LSTM can learn temporal features in both time directions, which is advantage for fetching the feature between the neighboring calls.
The self-attention model is shown in Fig. 5 , h 1 , h 2 . . . h s (s is the time steps of the BI-LSTM) are the frame level feature of each time step respectively, which are the outputs of the third BI-LSTM. Each frame level feature is compressed by three 1D convolutional layers and one 1D max pooling layer. At last, the softmax layer is used to achieve the weights of the features of all the time steps. The weights control how much the input of each time step should be attended or ignored. At last, the weighted features are calculated by the dot product of the frame level features and the weights.
The full connect layer is used to achieve a much smaller latent space. Autoencoder learns the latent representation from the raw recordings directly, which can reduce the human factors in the feature design as much as possible. Reconstruction is generated by an upsampling layer followed by three BI-LSTMs and one full connect layer to obtain autoencoder output.
Huber Loss is a loss function for regression problems, its advantage is that it can enhance the robustness of the mean square error (MSE) to outliers. The Huber Loss between the input sequence and the reconstructed sequence from the latent representation is selected as the cost function, which ensures that the reconstructed sequence is well represented after the dimensionality reduction. The loss (Loss HL ) is calculated as follows [33] :
where y is the true value, y is the predicted value, δ is the parameter of Huber Loss, it is a boundary used to determine whether the data point is an outlier. The data within this boundary uses MSE Loss by default, data larger than this boundary uses a linear function. This method can reduce the weight of outliers for loss and avoid overfitting the model. The Huber Loss is mainly focused on the amplitude difference between the input and predicted output. To reconstruct the input more accurately, cosine distance (CD) loss is introduced to reduce the phase difference between the input and predicted output. Then, the whole loss (Loss AE ) is calculated as follow:
Loss AE (y, y) = Loss HL (y, y)+α·Loss CD (nor(y), nor( y)) (7) where nor() is the normalization process, α is the trade-off of two losses, Loss CD (u, v) is the calculation of cosine distance between u and v, the formula is as follow [34] .
B. INDENTIFICATION MODEL OF THE CRESTED IBIS CALL
An identification model was designed to identify the Crested Ibis individual based on its calls. Fig. 6 shows the overview of the proposed identification model, the latent representation is inputted into a classifier which concludes two full connect layers and a softmax layer.
Considering the data set is unbalance, a weighted cross entropy loss function was introduced. This loss function solves the problem of unbalanced data through increasing the weight of the individual with few samples. For multi-class identification, the improved cross entropy loss of the jth (j = 1,2,3. . . N B ) sample in current batch belonging to the ith (i = 1,2,3. . . N C ) class is:
where N B is the batch size, N C is the number of classes, y i represents whether the sample belongs to the ith class, its value is 1 when the sample belongs to the ith class, otherwise is 0. y i denotes the prediction probability that the sample belongs to the ith class. η i is the weight of the ith class, which is determined by the following equation:
where β i indicates the ratio of the sample size of the ith class to the whole sample size. The improved loss (Loss CE ) is calculated as follow:
Further, a combined training mode was induced: during the training step, the trained parameters of the autoencoder are used as initial values to finetune the identification model, and the optimization is executed by the minimization of the sum of two losses, one is Loss AE , the other is the improved loss (Loss CE ). The final loss (Loss C ) is calculated as follows:
Loss C (y, y) = Loss AE (y, y) + β · Loss CE (y, y) (12) where β represents the trade-off of two losses. Hereafter, the recordings of 9 Crested Ibis individuals were selected to perform our latter experiments. The signalto-noise ratios of the selected recordings were very good (subjectively assessed), and the environmental sounds, other animal sounds were relative weak compared to the vocalization of Crested Ibis. The recording examples can be download from the website in APPENDIX. After deleting the obvious part with no Crested Ibis call form the raw recordings, the total durations of the recording datasets of 9 Crested Ibis individuals are listed in Table 1 . 
IV. EXPERIMENT AND ANALYSIS

2) DATA AUGMENTATION
Deep learning system commonly requires large amounts of data to train the model, which means it is infeasible for tasks with limit recordings per individual. Data augmentation is an effective measure to expand dataset size. Data augmentation refers to the implement of comprehensively producing additional data samples by modifying or recombining existing samples. For audio data, this could be performed by several methods, such as stretching time, adding noise, shifting pitch, modifying loudness, acting on the log mel spectrogram, filtering or mixing audio clips together [35] , [36] . Training with the artificially enlarged datasets often results in improving the performance of automatic classification [35] , which helps to reduce the effects of limited data availability.
In this work, mixing audio clips was chosen as the augmentation method. The audio edit software Audacity 2.1.1 was used to execute the mixing of the Crested Ibis recordings. The independent calls are cropped to fragments, which are mixed randomly among the recordings from the same individual, and integrated to new recordings afterward. The details of augmented data are list in Table 1 too.
3) DATA SEGMENTATION
To reduce the influences of the silent parts of the recordings, silent parts were discarded through energy threshold method. In this method, each recording was split into short frames (20ms), then the frames with energy lower than the percentile thresholding were abandoned.
As in many previous researches, the recordings were always segmented into separate parts with the same duration before being fed into the identification model [37] . It is analyzed that the duration of most of the Crested Ibis calls is about 600ms. Then, after the modification process of data augmentation and silent remove, all the modified recordings were segmented into several frames of length 6615 (600ms), with Hamming windows, 50% frame overlap. If the last frame is shorter than 6615, it will be discarded. It means that the shape of the input of the proposed autoencoder is [s, 6615/s]. For each Crested Ibis individual, the number of produced frames is listed in Table 1 . During the training step, the data set is randomly split into train set and test set with a ratio of 8:2.
B. EXPERIMENTAL RESULTS AND ANALYSIS 1) EXPERIMENT CONDITIONS AND PARAMETERS SETTING
All the experiments were implemented using Python, Tensor-Flow 1.12.0 software and 64 bits win 10 operation system, 64 GB memory, 8 cores of 3.6 GHz CPU, two GTX 1080Ti GPUs of NVIDIA Company.
After several attempts, the optimal structure parameters of the proposed identification model were selected, there are shown in Table 2 . Also, the parameter choices involved in the training process are shown in Table 3 .
2) COMPARISONS BETWEEN AUTOENCODERS WITH DIFFERENT CONFIGURATION
Autoencoder is used to achieve the latent presentations of the inputs. Performance of autoencoder is better when the output is closer to the input. To obtain an optimal autoencoder, six following different configurations of the proposed autoencoder were studied:
1. Autoencoder with self-attention and Loss AE (SA-LAE).
2. Autoencoder with self-attention and Loss HL (SA-LHL).
3. Autoencoder with self-attention and Loss CD (SA-LCD). 4. Autoencoder without self-attention, with Loss AE (NSA-LAE).
5. Autoencoder without self-attention, with Loss HL (NSA-LHL).
6. Autoencoder without self-attention, with Loss CD (NSA-LCD).
The MSE and CD are selected as the metrics of the performance of autoencoder. Twenty randomly chosen inputs and the corresponding predicted outputs were normalized to [0, 1] firstly, the averages of MSE and CD between each pair of input and output were calculated and listed in Table 4 .
As shown in Table 4 , with the comprehensive consideration of both MSE and CD, the performance of SA-LAE is the best. Taken one timestep signal of No.1 individual as example, the input and output are shown in Fig. 7 . It is demonstrated that both the amplitudes and phases of the input are well fitted by the output.
Also, it is found that without self-attention the MSE and CD are only a little higher than with self-attention, which means the influence of the self-attention to the reconstruction of the input is limited. 
3) COMPARISONS OF IDENTIFICATION PERFORMANCE
After the training of the autoencoder weights, meaningful latent representations can be obtained. With these weights as the initial values, the weights of autoencoder and classifier were further updated by minimizing the Loss C to fetch the discriminative latent representations. This combed training mode can prevent any problematic result deviate from the original input [38] , the latent representation will converge at a suitable representation through minimizing both the classification loss (Loss CE ) and the autoencoder loss (Loss AE ).
As the control subjects, three different classifiers from machine learning, Support vector machine (SVM), K-nearest neighbor (KNN), and Random Forest (RF) were built. There were trained to identify the individuals through using the latent representations of the proposed autoencoder (described in section III.A) as the inputs directly.
Area under the receiver operating curve (AUC) [39] is used to quantify the identification performance. The performances with or without self-attention in autoencoder are compared, and the results are list in Table 5 .
As shown in Table 5 , whether with or without selfattention, PM-SA and PM-NSA both achieve the higher AUC Table 2 ; SA means with self-attention; NSA means without self-attention.
than these three machine learning models, which means the finetune is preferable to acquire more discriminative latent representation. When self-attention is included, higher AUC is achieved than without self-attention for the same classifier. The largest difference is 0.062 for PM. It is implied that selfattention is favorable to seek out more distinctive parts of the input through training, which leads to more discriminative latent representation too.
Overall, PM-SA is superior to other models, which can be used to identify the Crested Ibis individual effectively. Further, to better analyze the classification results, the averaged confusion matrix of PM-SA was plotted in Fig. 8 . It is observed that the identification accuracies of all the nine Crested Ibis individuals are higher than 0.9. The lowest is 0.912 for No.8 individual, the highest accuracy of No.1 individual is 0.971, and the average accuracy is 0.958, it is 0.111 higher than the highest accuracy of [10] , even though their recordings with lower disturbing sound than ours, which means PM-SA model has an excellent ability to identify different Crested Ibis individuals.
4) PERFORMANCE OTHER BIRD SPECIES
To validate whether the proposed model can be used for other species, the recordings of three species: Little owl (Athene noctua), Chiffchaff (Phylloscopus collybita) and Tree pipit (Anthus trivialis)were utilized to test the proposed model. The download link of their labeled individual recordings can be found in [14] . The foreground recordings were selected as our datasets. These audio files are 44.1 kHz mono WAV files, grouped into subfolders according to species and each was labeled to certain individual. The individual numbers of three species are listed in Table 6 . According to the duration distribution of the calls and syllables, the input lengths of little owl, tree pipit and chiffchaff were set to 800ms, 1000ms and 200ms respectively. Further, the structure parameters of the identification models for three species were adjusted to achieve well performance. For different species, the AUCs of our models and the optimal model in [14] were compared in Table 6 . The AUCs of [14] are calculated approximately from its figures. Table 6 , all the AUCs of our models are higher than 0.85, and there are generally higher than that of the model in [14] , especially for the AUC of chiffchaff across-year, which improved 35.67% than the AUC of the model in [14] . Then, it is concluded that the proposed model can extract discriminative latent representation of the bird vocalization and classify them accurately.
As shown in
V. CONCLUSION
In this paper, a novel identification model for Crested Ibis individual based on its call was proposed. This model utilized autoencoder with LSTM as the backbone network, further, self-attention was embedded to achieve the distinct latent representation of the input. In the experiments, nine Crested Ibis individuals were identified accurately, the highest accuracy is 0.971, and average accuracy reaches 0.958. Finally, through the experiments on Little owl (Athene noctua), Chiffchaff (Phylloscopus collybita) and Tree pipit (Anthus trivialis), it is found that proposed model can achieve higher AUC than the model in [18] , which means the proposed model can be used for bird individual identification with high accuracy.
In the future, we will research on the individual identification method with noisy recordings and higher abundant populations, even when the number of individuals is previous unknown.
APPENDIX
Recording examples of the Crested Ibis individuals can be download at https://github.com/shyneforce/Crested-Ibis-Nipponia-Nippon-identification/tree/recording-example.
