In image segmentation, finite mixture modeling has been widely used. In its simplest form, the spatial correlation among neighboring pixels is not taken into account, and its segmentation results can be largely deteriorated by noise in images. We propose a spatially correlated mixture model in which the mixing proportions of finite mixture models are governed by a set of underlying functions defined on the image space. The spatial correlation among pixels is introduced by putting a Gaussian process prior on the underlying functions. We can set the spatial correlation rather directly and flexibly by choosing the covariance function of the Gaussian process prior. The effectiveness of our model is demonstrated by experiments with synthetic and real images.
Introduction
There are many approaches to image segmentation. Among them, we address the approaches based on finite mixture modeling which models the probability density function of pixel luminance value with finite mixture models. In this framework, every pixel value is assumed to be drawn from one of the components of a mixture. The parameters of the finite mixture model are usually estimated using the Expectation-Maximization (EM) algorithm based on the maximum likelihood principle [1] , [2] . However, since the simplest form of the finite mixture modeling does not take the spatial information of pixels into account, its segmentation results for noisy images are often over-segmented and include many segments that are too tiny.
To improve segmentation accuracy for noisy images, it is essential to consider the spatial information of pixels. In the previous work [3] , the spatially variant finite mixture model (SVFMM) has been proposed. In this model, a set of finite mixture models corresponding pixels whose mixing proportions can vary individually is introduced. The spatial correlation is brought into the model by posing a Markov random field (MRF) prior on the mixing proportions. The EM-algorithm for SVFMM was improved afterwards in [4] . However, SVFMM still has the tendency of over segmentation for highly corrupted images.
In this paper, we propose a new model called spatially correlated mixture model (SCMM) and examine its effectiveness and properties on synthetic and real images. An important difference from SVFMM lies in the probabilistic model which expresses prior distribution of the mixing proportions. SCMM assumes that every class has an underlying function defined on image space, and the set of the functions for all classes govern mixing proportions. By putting a Gaussian process prior on the underlying functions, the spatial correlation among the mixing proportions is introduced. We develop a quasi EM-algorithm to obtain maximum a posteriori (MAP) estimation of the underlying functions. A Gaussian process is an infinite set of random variables, where any finite number of elements have a joint Gaussian distribution [5] . We can use a Gaussian process to represent a probability distribution over function space. A Gaussian process prior is quite useful because the posterior given noise-free or noisy observations is also a Gaussian process whose mean function and covariance function can be obtained analytically. The covariance function of a Gaussian process expresses correlation among any finite values of the random function. Thus we can set the spatial correlation among pixel labels flexibly via the covariance function of the Gaussian process prior, and we can expect SCMM to alleviate the tendency of over segmentation SVFMM has by choosing the covariance function properly. This paper is organized as follows. In Sects. 2 and 3, we review the simplest finite mixture modeling and the SVFMM. In Sect. 4, we describe our proposed model, SCMM. Then, in Sect. 5, we provide an empirical study with synthetic images and real images to examine the effectiveness and properties of our method, and we conclude in Sect. 6.
Simplest Finite Mixture Modeling
We briefly review the image segmentation technique with the simplest form of the finite mixture modeling.
Given a grayscale image, we want to label each pixel of the image as belonging to one of C classes. Let y v denote the observation of at v-th pixel. In the simplest finite mixture model (SFMM), it is assumed that each pixel luminance value y v is independently drawn from the finite mixture model
where Φ = {π c , θ c |c = 1, . . . , C} and π c are mixing proportions which sum to 1. p(y v |θ c ) is the component of class c
Copyright c 2015 The Institute of Electronics, Information and Communication Engineers and θ c = {μ c , σ c } is the set of its mean and standard deviation. Throughout this paper, p(y v |θ c ) denotes a univariate Gaussian distribution.
We can derive an EM algorithm [1] for maximum likelihood estimation of the parameters [2] . By introducing hidden variables
1 if y v belongs to class c 0 otherwise, the expected complete-data log-likelihood given {y v |v = 1, . . . , V} and Φ can be written as
where V is the number of pixels in the image and
Then, Q(Φ|Φ ) is maximized with respect to Φ when
The EM algorithm iterates between an E-step in which ζ cv are evaluated according to Eq. (1) and an M-step in which the elements of Φ are updated according to Eqs. (2)-(4).
Once Φ is estimated, each pixel is labeled with the most probable class:
Under the SFMM, pixel values {y v } are considered i.i.d samples from a finite mixture model and the spatial information of the pixels is not considered at all.
Spatially Variant Finite Mixture Model
The spatially variant finite mixture model (SVFMM) has been proposed to incorporate the spatial correlation of the pixels effectively [3] and its learning algorithm has been improved in [4] .
The SVFMM defines the density of the pixels {y v } as
where Θ = {π cv , θ c |c = 1, . . . , C, v = 1, . . . , V}. As we can see from the above density function, each pixel y v has its own finite mixture model whose set of mixing proportions is {π v1 , . . . , π vC } and the pixels are still independent given the SVFMM. The spatial correlation among pixel is brought through the prior distribution of the mixing propor-
The prior distribution is modeled by an MRF and its density function is described by the Gibbs distribution:
where Z is the partition function, β is a parameter that controls the concentration of the distribution, S is the set of cliques, and V s (·) is the potential function of clique s ∈ S .
As the prior distribution of {π cv } is introduced, the SVFMM has to be learned based on the maximum a posteriori (MAP) criterion. This is achieved by defining
and developing an EM algorithm to maximize Q MAP . In Eq. (5), ζ cv is slightly different from Eq. (1) and defined as
The EM algorithm for SVFMM is similar to that for the SFMM. In its E-step, Eq. (6) is evaluated instead of Eq. (1), and in its M-step, μ c and σ c are updated using the same Eqs. (3) and (4). The main difference lies in the updating of {π cv } in its M-step. In [3] , this updating is done using the gradient projection method [6] . On the other hand, in [4] , it is done by finding the solutions of the equations ∂Q MAP ∂π cv = 0 and then solving linearly constrained quadratic programming problems to ensure that {π cv } satisfy the constraints
Spatially Correlated Mixture Model
In this section, we describe the Spatially Correlated Mixture Model (SCMM) that we propose. The model involves underlying functions f 1 (·), . . . , f C (·) that are real valued functions defined over the image space and govern the mixing proportions of the SCMM. We first briefly review the Gaussian process regression and covariance functions of Gaussian processes, then describe details of the model and the learning algorithm for the model.
Gaussian Process Regression [5]
We can use a Gaussian process to describe a distribution of a random function, or a stochastic process. Formally, the random function f (·) defined in R d is a Gaussian process with mean function m(·) and covariance function k(·, ·), if for any natural number L and a set of L points in
where N(μ, Σ) is the normal distribution with mean vector μ and covariance matrix Σ, f(X) and m(X) are vectors whose j-th elements are f (x j ) and m(x j ), respectively, and K(X, X) is matrix whose (i, j)-th element is k(x i , x j ). When f (·) is a Gaussian process with mean function m(·) and covariance function k(·, ·), it is denoted as
When we have some observations of an unknown function whose prior is a Gaussian process, we can obtain its posterior distribution using Gaussian process regression.
T at X, where
and ε j are independent Gaussian noises with mean 0 and variance σ 2 ε j (If some y j is an exact observation, corresponding σ 2 ε j = 0). The covariance between y i and y j is written as
, where δ i j is Kronecker's delta. Thus, given a set of test points X * = {x * 1 , . . . , x * M }, we can write the joint distribution of the vector f(X * ) and y as
where D is the diagonal matrix whose diagonal elements are σ
. Then, as shown in Appendix A.2 of [5] , it is known that the conditional distribution of f(X * ) given y is also a multivariate Gaussian distribution and its mean vector and covariance matrix are
Covariance Functions
The spatial correlation of any two pair of values of a underlying function is determined by the covariance function k(·, ·) of the Gaussian process prior. In this paper, we use the following two covariance functions. 
which are referred to as Squared exponential (SE) and γ-exponential (GE), respectively. Figure 1 shows plots of the two covariance functions of Eqs. (8) and (9) . Figure 2 shows the posterior mean functions for Gaussian process priors with the covariance functions SE(l = 1) and GE(l = 1, γ = 0.1), which exhibit rather different shapes.
Spatially Correlated Mixture Model
In the SCMM, the density function of the pixels {y v } is written as
Here, { f c (·)} is the set of underlying functions, Ψ = { f c (·), θ c |c = 1, . . . , C}, and
Note that { f c (·)} is ambiguous up to a function φ(x) because if we define f c (
To eliminate the ambiguity, we impose the following constraint:
Under this constraint, we can write the inverse of Eq. (10) as
In our model, the spatial smoothness is introduced by assuming Gaussian process prior on { f c (·)}. The assumption is described as follows:
We can rewrite this description into a more suitable form for later discussion. Let A C be the centering matrix of order C, that is,
where I C is the identity matrix of order C and U C is the square matrix of order C whose elements are all 1. In addition, let W C be the C × (C − 1) matrix whose column vectors are the normalized eigen vectors of A C corresponding to its eigen value 1. Then, Eqs. (12) and (13) are equivalent tõ
where m 0 (x) ≡ 0.
Learning Algorithm
We devise a quasi EM algorithm for our model. The algorithm tries to maximize the expected log posterior given Ψ ,
Here,
Since Eq. (16) corresponds to Eq. (6) in SVFMM, Eq. (16) is evaluated in the E-step of our algorithm.
Let F be the C × V matrix whose (c, v)-th element f cv = f c (x v ). In the M-step of our algorithm, F is updated by finding the maximum likelihood estimate and compromising it with the prior distribution described in Eqs. (14) and (15) using Gaussian process regression. This is performed as follows. As we can easily show that
is maximized with respect to {π cv } when π cv = ζ cv , the ML estimate of F is obtained by using Eq. (11) as
Since f 1 (·), . . . , f C (·) are not independent, before applying Gaussian process regression, F ML is transformed toF ML as
Then, Eq. (7) is applied to each row ofF ML by regarding it as a sequence of noisy observations. When applying Eq. (7), D is set to be τ 2 I where I is the identity matrix and τ 2 is a design parameter of our algorithm. When we denote the result of Gaussian process regression byF, finally, the updated F is given by
The updating of θ c is done by using Eqs. (3) and (4) again.
Since the updated F is obtained by compromising the maximum likelihood estimate with the prior distribution, we can expect that Q MAP (Ψ|Ψ ) is high to a certain degree at the obtained F. However, since Q MAP (Ψ|Ψ ) is not directly maximized or increased in our M-step, we call the procedure as quasi EM algorithm.
Once F is estimated, pixel v is labeled with the index corresponding to the largest element in v-th column of F, that is,
Empirical Study
In this section, we examine the effectiveness and the validity of our proposing method using synthetic and real images. In the proposed method, long distance correlations are ignored so that we don't have to calculate very large covariance matrices of order of the number of pixels in images. In the following numerical experiments, we determine the initial values of the parameters based on the results of k-means method for all algorithms. In addition, we set τ 2 = 100 for our algorithm, which defines D of Eq. (7) as D = τ 2 I.
Experiment with Synthetic Images
In the first part of the empirical study, we use synthetic images to compare segmentation accuracy of SFMM, SVFMM, and SCMM. We corrupt synthetic images with Gaussian noise, and measure segmentation accuracy by how accurate is restoring noised images to original images. The segmentation accuracy is measured by a misclassification rate.
Experimental Setup
A C-class label image is generated by assigning label
to v-th pixel located at x v for v = 1, . . . , V, where each function g c (·) is obtained by interpolating, using cubic spline, independent standard Gaussian random values assigned to sparse grid points over the image space. Then, the noise free image corresponding to the label image is created by setting pixel values of the pixels whose label is c v to
and a synthetic image is generated by corrupting the noise free image by zero mean Gaussian with standard deviation of σ. For each pair of C and σ, 100 synthetic images of 128 × 128 pixels are generated and used to measure the average error rate for each of SFMM, SVFMM, and SCMM. The parameter β of SVFMM is chosen so that it performs best for each pair of C and σ. In the proposed method, a Gaussian process prior with GE covariance function of l = 4, γ = 0.8 is used throughout for synthetic images. Table 1 shows the measured error rates in this experiment. We can see that the proposed SCMM has lower error rates than SVFMM when image has relatively heavy noise. Since SFMM does not take spatial informations into account, SFMM provides poor results. Figure 3 shows some examples of segmentation results for (C, σ) = (3, 0.2). Figure 3 (a) is the true label image and Fig. 3 (b) is corrupted image which is used as the input image for each algorithms. Figure 3 (c) to 3 (e) are segmentation results for SFMM, SVFMM, and SCMM, respectively. Although SVFMM reduces errors compared to SFMM, we can still see the tendency of over segmentation and it includes many too tiny segments. On the other hand, the difference between the true label image and the result of SCMM is rather subtle.
Results

Experiment with Real Images
From the Berkeley segmentation dataset (BSDS) [7] , we picked 11 real images which look like whose luminance values give good clues to achieve decent segmentations. Note that all images were converted to grayscale ranging from 0 to 1 in advance. Figure 4 shows the selected images. We also use the images corrupted by Gaussian noise with standard deviation of 0.05 and 0.1.
Some ground truth segmentations produced by humans are provided for each image in BSDS. However, given a segmentation, we cannot define its misclassification rate because the correspondence between the segment labels in the 
Experimental Setup
In this experiment, two covariance functions, SE and GE described in Sect. 4.2 are used for our proposing SCMM. 
In this section SCMM with SE and GE are referred to as SCMM-SE and SCMM-GE, respectively. The parameters of the covariance functions and the parameter β of SVFMM are chosen so that they perform best in terms of mean PR index. The tuned parameters are shown in Table 2 .
In human segmentations, each connected segment has its own label regardless of the luminance values of the pixels in the segment. On the other hand, in the segmentations produced by SVFMM or SCMM, some disconnected segments can have the same label when they correspond to the same component of the finite mixture. Thus, in this experiment, the segmentations produced by SVFMM and SCMM are relabeled so that any connected segment has a unique label.
Throughout the experiment with real images, number of classes, C is set to 4 because SVFMM and SCMM both produce decent segmentations for the selected real images when C = 4.
Results
First, we compare the segmentation performance of SVFMM and the proposed methods in terms of PR index. Table 3 shows the means of the measured PR index values. While SCMM-SE is comparable to SVFMM when the images not corrupted, the proposed methods achieve higher values than SVFMM in other cases. A remarkable fact is that although the performance of SVFMM is degraded for the corrupted images as normally expected, the performance of the proposed methods is comparable or even better.
Next, we examine the segmentation performance in terms of VI. Table 4 shows the means of the measured VI values. Although when the images are not corrupted, SCMM-SE was comparable to SVFMM in terms of PR index, it outperforms in terms of VI. We again see the phenomenon in which the proposed methods perform better when the images are corrupted by noise. Finally, we evaluate the quality of the segmentation results with the evaluating methodology developed in [10] . Table 5 shows F-measures along with precisions and recalls, which indicates that the proposed methods outperform SVFMM. Note that the recalls of SVFMM is very high while its precisions are very low. We can understand this fact from Fig. 5 . As shown in Fig. 5 (f) , the result of SVFMM is highly over-segmented, which would cause many false positives and few undetected boundary pixels. The result of SCMM-GE shown in Fig. 5 (h) is similar to the human segmentations shown in Fig. 5 (a)-5 (d) and is not so over-segmented and thus, its precision (recall) is much higher (lower) than that of SVFMM.
This time, as normally expected, the segmentation performance of our methods degenerate as the added noise increases, although it dose so much more moderately than that of SVFMM does. As seen from Table 5 , adding more noise leads to more over segmented results for any methods. Taking into account this fact, from the mysterious improvement of the segmentation evaluations of the proposed methods based on PR index and VI by adding noise, we can conjecture that PR index and VI has the tendency of overestimation for over segmented results.
We also measured CPU time of SVFMM and our method for σ = 0. On average, SVFMM and SCMM took roughly 50 and 10 minutes per image, respectively. Although CPU time would depend on the parameters and the details of implementation of the algorithms, it can be said Table 5 F-measures with precisions and recalls for SVFMM and the proposed methods, SCMM-SE and SCMM-GE. that our method is not so computationally intensive in comparison with SVFMM.
Conclusions and Future Work
We have proposed a new image segmentation algorithm based on finite mixture modeling. In this algorithm, image segmentation is achieved by finding MAP estimates of the underlying functions that govern the mixing proportions of a spatially correlated mixture model. The effectiveness of the proposed approach has been demonstrated by the experiments with synthetic and real images. The proposed approach achieved significantly higher accuracy than SVFMM for noisy synthetic images. Moreover, in the experiment with real images, the proposed method produced segmentation results which more closely resemble human segmentations than those of SVFMM do.
The covariance function of the Gaussian process prior of a SCMM plays a major role in the proposed method. We can control behavior of the underlying functions, and hence segmentation results by choosing a covariance function. Although there is a wide variety of options for the covariance function, only a small portion of it has been investigated. There would be room for improvement in its segmentation accuracy by choosing the covariance function considering the statistics of the images to be segmented.
A possible extension to our technique is to incorporate some information from other techniques such as edge detection. Since Gaussian process regression is based on Bayesian framework, it would be relatively straightforward. For example, if an edge segment which lies on the boundary between consecutive image segments is detected for certain, it might be beneficial to add a set of imaginary observations of zeros located on the edge segment to the original observationsF ML so that interchange of the largest one among underlying functions is facilitated on the edge.
