With increasing amount of text data being stored in the compressed format, efficient information retrieval in the compressed domain has become a major concern. Being able to randomly access the compressed data is highly desirable for efficient retrieval and is required in many applications. For example, in a library information retrieval system, only the records that are relevant to the query are displayed. We present modified LZW algorithms that support fast random access to the compressed text. Instead of fully decompressing the text and outputing the results selectively, we allow random access and partial decoding of the compressed text and displaying the relevant portion. The compression ratio can also be improved using the modified LZW algorithm. Preliminary results on the time and storage performance are given.
Introduction
Search engines have become the most popular and powerful tools for hunting relevant documents on the explosively expanding internet. The most frequently used queries and targets are the text documents. More and more text data are stored in compressed format on the internet. It has been pointed out that compression is a key for next-generation text retrieval systems [9] . A good compression method may facilitate efficient retrieval on compressed files.
When the text is compressed, given a query using a keyword, there are two categories of methods to search a matched pattern in general. One is the compressed pattern matching that searches a pattern directly on the compressed file with minimal (or no) decompression [1] , [5] , [8] . The motivation includes the potential reduction of the delay in response time introduced by the initial decompression of the data, and the possible elimination of the time required for later compression.
Both exact and inexact matching can be performed. This method requires no or some off-line preprocessing. Another method is the popular information retrieval system that requires preprocessing [2] , [5] , [4] , [7] . In a typical text retrieval system, keywords are collected from the text database off-line and an inverted index file is built. A document ranking scheme is used based on the keyword frequency and inverted document frequency. When a query is given, the search engine will match the words in the inverted index file with the query. Then the document ranking information is computed to obtain the results that point to the target documents. Finally, the selected documents are displayed to the user.
For large collections of text, it is difficult to access a piece of a compressed file for both compressed pattern matching method and text retrieval system with index files. There are some suggestions that break the whole collection into smaller documents [4] . However, the request for retrieval may change for different purposes. Usually, a small portion of the collection is to be displayed. For example, display a single record, a paragraph, or a whole document. It is unnecessary to decompress the whole database and then locate the portion that is retrieved. Using a single level document partitioning system may not be the best answer. We propose to add tags into the document. Different tags indicate different granularity. Decoding will be performed within the bounds signaled by the tags.
The major concerns of compression method for the retrieval purpose, ranked roughly by their importance are: a) random access and fast (partial) decompression; b) efficient indexing; c) compression ratio. The compression time is not a major concern since the retrieval system usually performs off-line preprocessing to build the index for the whole corpus. Besides the searching algorithm, random and fast access to the compressed data is critical to the response time to the user query in a text retrieval system.
Initial attempts at compressed pattern matching were directed towards the LZ algorithms [3] . The focus on LZ might be attributed to the wide availability of LZbased compression schemes on major computing platforms. Methods have also been proposed for pattern matching directly on with non-LZ compression methods, such as Huffman and BWT [8] . Some authors have also proposed special compression schemes that will facilitate later pattern matching directly on the compressed file. Research has also been performed on a large collection of text, using Canonical Huffman based compression algorithm [4] , [5] , [19] . In [4] partial document search is performed but the random access is not flexible due to the fixed unit size. The effect of indexing is measured showing that the inverted file is still efficient with more entries since the documents are broken into smaller segments.
Although method has been proposed to perform pattern matching on LZW compressed text [1] , the approach can only find the first occurrence of the pattern in the text. We have to build the dictionary from the beginning at the decoder side and continue decoding up to the portion for output. It is impossible to start decoding from an intermediate point in the compressed file or to compress the pattern into a code and search the code directly. Canonical or Word Huffman based compression is language dependant while LZW compression is universal. In this paper, we propose a modified LZW algorithm that supports random access. In contrast to the current online LZW, our method uses a two-pass off-line method. In the first pass, the LZW dictionary is built and the dictionary trie is used to compress the text in the second pass. The trie is transmitted along with the text. An alternative approach is to obtain a common dictionary trained by a large corpus. All the other texts are compressed using the common dictionary. The dictionary only needs to be transmitted once and it is stored in both the encoding and decoding side. During the indexing or decompression, the node numbers corresponding to entries will refer to the public dictionary. In our algorithm, we can decode any part of the text given the index of the dictionary entry and stop decoding until a certain tag is found or decode with a given number of symbols.
Our approach

The LZW algorithm
The LZW algorithm [6] is an adaptive dictionarybased approach that the encoder builds a dictionary, represented by a trie, by adding new symbols to the dictionary as it encounters in the text that is being compressed. The decoder can rebuild the trie. Each edge in the trie is labeled by the symbols, and the path label from the root to any node in the trie gives the subsequence corresponding to the node.
In the context of indexing in a compressed archival storage system, there are a few disadvantages with the original LZW approach. As each file is compressed based on an adaptive dictionary, random access into the file and partial decoding of the file are not possible. The file has to be sequentially processed to build the trie. For example, as shown in Figure 1 , given the index of the word "pattern", located at the 12 th position in the compressed file, we can determine that the node 3 in the dictionary contains the beginning of the word. However, we are not able to decode the node and its neighboring text because the trie, which needs to be constructed by sequential scanning, may not be available yet. In order to start decoding the file from some location in the file, the trie up to that location is necessary.
Modification to the LZW algorithm
Off-line compression with file-specific trie
We can change an online LZW algorithm into a twopass off-line algorithm. A separate static dictionary is used for each file. In the first pass, the trie is constructed based on the entire file. The actual encoding is done in the second pass using the existing trie. The trie is attached to the compressed file. The size of the trie can be decided by a parameter indicating the number of bits to be used for the trie. For the purpose of random access, given a location in the compressed text, the compressed file should include the dictionary trie. The larger the file to be compressed, the less will be the effect caused by the extra trie overhead. Preliminary results also indicate that the size of the compressed file along with the dictionary is very close to that of the LZW-compressed file. Using this method, we can partially decode a portion of a file given the start and end locations of a node, or start location of a node and the number of nodes to decode, or begin from a start location and stop decoding when a special flag is encountered. To decode parts of the file, the trie for a given file has to be loaded into the memory.
Online compression with public trie
An alternate approach is to use a public static dictionary trie built off-line based on a training data set consisting of a large number of files. This static dictionary trie is then used to compress all the files in the database. In a network environment, both the encoder and decoder keep the same copy of the public trie. The public trie need to be transmitted only once. The compressed files are sent separately without the trie. The decoder will refer to the public trie to decode the compressed file. Since the dictionary captures the statistics of a large training set that reflects the source property, the overall compression ratio is expected to improve, although some files may have a worse compression ratio. Since the trie size is relatively minimal compared with the overall text size in the text collection, the amortized cost for the whole system is less than using the original LZW or LZW with individual trie. Another advantage of using a public trie over a file-specific trie is that all the words will be indexed based on a single trie. Figure 3 shows an example that a trie is built and a pattern can be either within a path from the root to the node or composed of the paths of more than one node. Given the text "aabcaabbaab", if we compress the text using the current LZW, the output code will be: "11234228". The encoder is getting "smarter" during the encoding process. Take the sub-string "aab" as example; it appears in the text three times and coded with "112", "42", and "8", respectively. If each codeword is 12 bits, the encoder encodes the same substring as 36, 24 and 12 bits at different places.
Thus, we may also consider the encoding process as a "training process" of the encoder or, specifically, of the trie.
The above example indicates that, if we can "train" the trie before actual compression, we may get better compression. Thus, a two-pass compression scheme is proposed and tested. The first pass builds the entire trie by scanning the text without actual compression. The second pass is compresses the text from the beginning using the pre-constructed trie. Applied to the above case, the text will be encoded as: "875(10)5" accordingly. More importantly, since the text is encoded after the trie has been built, it uses the SAME trie at ANY POINT of the encoding process, unlike the original LZW approach. Thus, decoding from ANY POINT in the compressed stream is possible. For example, given the compressed data "(10)5" and the above trie, we may immediately decode it as "baab".
Indexing method and tag system
In a text retrieval system, we can index the block location instead of word location when the block of the text that is relevant to the query is needed. The definition of the block can be flexible. It could be a line of text, a paragraph, a record in a library system, or any unit defined by the user. We can build a hierarchical system using the tags to explore the structure of the text. For example, the keyword "computer" is located at 5 th paragraph; we simply have a pointer pointing to the starting address of the 5 th paragraph in the inverted index file. When the keyword "computer" is searched, a whole paragraph will be displayed.
We can add the tags to indicate the text boundaries using user defined symbols used in XML. For example, we can use </R> as record boundary, </D> as document boundary. Some boundary indicators are naturally within the text such as line break and paragraph. The tags will not affect the text size too much. Take the example in [4] ; the average block size is 1, 235 bytes, which means if we add a tag </B> for each block, the file size only increases by 0.3%. The paper also shows that the inverted index file size increases by a reasonable size for retrieval. In contrast to [4] , our tag system has a hierarchical format that can satisfy different levels of detail for the text. Although we may have more delimiting tags for different levels of granularity, the number of tags may decrease drastically when the scope of the text represented by the tag is getting larger. For example, if the lowest level tag represents 1k bytes, and each tag in a higher level represents 100 units of the text in the lower level, 1G bytes of text needs a total of (4*1.01001) Mbytes Similar to the English word-base model, each word also corresponds to a node in the LZW dictionary and uses the node number to be the code. However, those words may not correspond to exact English words. They may correspond to the frequently used subsequences given a trained public trie. Hence, it is possible that an indexed node number may not represent a subsequence starting from the tag. We can recognize the tag during decompression, and then only output the text between the first and the next tag. For example, the index of a keyword points to the location 200, where node number 6 is located. Node 6 may represent a subsequence "ion </B>thi". We then out put the text after </B> is recognized and continue decoding the succeeding nodes until the next "</B> is encountered. In general, the tag system is very flexible without any conflict with the trie representation in the modified LZW algorithm.
Results
Experimental setup
To evaluate the performance of the modified LZW approach to the partial decoding, we performed experiments on a database of text sequences. The database is made up of a total of 113 text files selected from the TIPSTER corpus. The file sizes range from 214705 characters to 4161115 characters. The average file size was 1034387 characters. The tests were carried out on a PENTIUM-II PC (300 MHz, 512MB RAM) running LINUX operating system. In the current LZW implementation, a reference bit number is used to indicate the maximum trie size for the dictionary. For example, if we take 12 bits as reference, the storage will actually be a prime number greater than 12 2 for hashing. Preliminary experiments were performed on different trie sizes and file sizes.
Performance comparison
We compared the original LZW implementation tzip with our off-line version of modification trzip. The trie sizes are 9604, 20836, and 44356 bytes for 12, 13, and 14 bits respectively. trzip uses the beginning part of the text to build the dictionary trie and uses the trie to compress the whole file from the first symbol. Preliminary results show that the average compression ratio of the test set improves 0.75% on average with the trained trie, as shown in Figure 4 . The trie size is not included in the individual file because it is fixed no matter how big the file is. It is unfair to compute the compression ratio without considering the original file size. If a public trie is used, the cost of the trie can be ignored since the trie can be transmitted only once. Both the encoder and decoder keep a copy of it. Figure 6 illustrates that the encoding time is linearly increasing with the text file size. Our algorithm makes another pass that linearly scans through the file after we use partial text to build the trie. If using a public trie, our algorithm will still be an online one with a predefined dictionary. Figure 5 indicates that the compression ratio is constantly getting better when the trie size is chosen to be larger. Since the trie is trained using only a small portion of the text and no updating occurred during compression, the compression ratio is roughly constant with the file size. Figure 7 shows the performance of the partial decoding time for different file sizes given a location index and the number of nodes to decode. We can observe that for a given file size, the search time is roughly linear to the number of nodes to decode. Since each node represents a substring of the text, the length of the substring varies. Hence the decoding time is not totally linear.
Conclusion
We have shown that random access and partial decoding can be done efficiently on compressed text with a few modifications to the LZW algorithm. We obtain the ability to randomly access any part of the text given the location index. Moreover, our method brings little or no change in the compression ratio. We have shown that if a trained trie is used to compress the whole text file, the compression ratio can actually improve (Figure 4) .
If a public trie is used, a large data set can be used to train the trie. As we can see in the experiments, the trie is filled quickly and updating stops because the trie is set to have a fixed size. A possible solution might be updating the trie by some rules that may add new nodes and remove current nodes. Pruning algorithms can be used to select the nodes that bring optimal compression. We can apply algorithms that reach the optimal compression ratio while the time complexity is not a major concern to the preprocessing.
Comparing with the Word-Huffman approach, the trained trie can capture the internal context property for the given training set regardless of the language. Although a subsequence of a node may not represent a "word" exactly, we can use a very simple algorithm to detect the actual word for a language since the new algorithm provides the best locality, namely, we only need to check a very small neighborhood. 
