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Resumen
Luis A´ngel Ma´rquez Vega. Fecha de graduacio´n: Agosto 2019.
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio: Performance evaluation and optimization of
swarms of robots in a specific task.
Nu´mero de pa´ginas: 144. Candidato para obtener el grado de Maestr´ıa
en Ciencias de la Ingenier´ıa Ele´ctrica.
Objetivos y me´todo de estudio: Actualmente los enjambres de robots
representan una alternativa para resolver un amplio rango de tareas como
bu´squeda, agregacio´n, depredador-presa, forrajeo, etc. Sin embargo, determinar
que´ tan bien se resuelve una tarea es un problema actual importante, asignar
me´tricas de evaluacio´n a las tareas realizadas por enjambres de robots es muy
u´til para medir el rendimiento de un enjambre particular en la resolucio´n de la
tarea. Encontrar los para´metros de control de un enjambre de robots que re-
suelva una tarea con el mejor rendimiento posible representa muchos beneficios
como ahorro de recursos energe´ticos y de tiempo. El objetivo general en esta
tesis es evaluar y mejorar el rendimiento de un enjambre de robots en la resolu-
cio´n de una tarea particular, por esta razo´n los siguientes objetivos espec´ıficos
son propuestos: 1) Describir una tarea de flocking con bu´squeda de zona objeti-
vo y determinar las me´tricas de evaluacio´n que midan la resolucio´n de la tarea;
ix
Resumen x
2) Implementar las pol´ıticas de comportamiento para un enjambre simulado de
cuadrico´pteros; 3) Implementar te´cnicas de optimizacio´n multi-objetivo para
encontrar los mejores conjuntos de para´metros de control del enjambre que
resuelvan la tarea propuesta con el mejor rendimiento posible; 4) Comparar el
rendimiento de los algoritmos de optimizacio´n multi-objetivo implementados
para determinar cua´l algoritmo representa la mejor opcio´n para optimizar este
tipo de tareas. Diferentes me´todos para controlar enjambres de robots han sido
propuestos, en esta tesis un modelo bio-inspirado basado en tendencias de re-
pulsio´n (∆r), orientacio´n (∆o) y atraccio´n (∆a) entre especies biolo´gicas como
parvadas de aves y escuelas de peces es aplicado en el enjambre de cuadrico´pte-
ros simulado. Diferentes experimentos son propuestos, la tarea de flocking con
bu´squeda de zona objetivo es optimizada por enjambres de cuadrico´pteros de
5, 10 y 20 miembros y con dos diferentes condiciones en el ambiente, un caso
sin obsta´culos y otro caso con obsta´culos en la arena. La tarea es evaluada por
cuatro funciones objetivo propuestas formuladas como problemas de minimi-
zacio´n las cuales esta´n orientadas a alcanzar cuatro objetivos principales en la
tarea, al minimizar estas funciones objetivo el comportamiento deseado en el
enjambre de cuadrico´pteros es alcanzado. La Optimizacio´n por Enjambre de
Part´ıculas Multi-Objetivo (MOPSO), el Algoritmo Gene´tico de Clasificacio´n
No-dominada II usando Evolucio´n Diferenciada (NSGA-II-DE) y el Algoritmo
Evolutivo Multiobjetivo basado en Descomposicio´n usando Evolucio´n Diferen-
ciada (MOEA/D-DE) son utilizados para optimizar los para´metros de control
∆r, ∆o y ∆a para la tarea propuesta en cada experimento. La medida de Hi-
pervolumen (HV ), una me´trica C modificada (Q) y el tiempo por ciclo (TPC)
son las me´tricas seleccionadas para evaluar el rendimiento de los algoritmos de
optimizacio´n multi-objetivo.
Contribuciones y conlusiones: Los resultados obtenidos muestran que
las pol´ıticas de comportamiento seleccionadas producen interacciones colabo-
rativas entre los miembros del enjambre que benefician la resolucio´n de la
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Objectives and methodology: Nowadays the swarms of robots represent
an alternative to solve a wide range of tasks as search, aggregation, predator-
prey, foraging, etc. However, determining how well the task is resolved is an
important current problem, assign evaluation metrics to tasks performed by
swarms of robots is very useful in order to measure the performance of a par-
ticular swarm in the task resolution. Find the control parameters of a swarm
of robots that resolves a task with the best possible performance represents
many benefits as saving of energetic resources and time. The general objective
in this thesis is to evaluate and improve the performance of a swarm of robots
in the resolution of a particular task, for that reason the following specific ob-
jectives are proposed: 1) To describe a flocking task with target zone search
and to determine evaluation metrics that measure the task resolution; 2) To
implement behavior policies for a simulated swarm of quadrotors; 3) To im-
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plement multi-objective optimization techniques in order to find the best sets
of control parameters of the swarm that resolve the proposed task with the
best possible performance; 4) To compare the performance of the implemented
multi-objective optimization algorithms in order to determine which algorithm
represents the best option to optimize this type of tasks. Different methods
to control swarms of robots have been proposed, in this thesis a bio-inspired
model based in repulsion (∆r), orientation (∆o) and attraction (∆a) tenden-
cies between biological species as bird flocks and schools of fish is applied in
the simulated swarm of quadrotors. Different experiments are proposed, the
flocking task with target zone search is optimized for swarms of quadrotors of
5, 10 and 20 members and with two different conditions in the environment,
one case without obstacles and another case with obstacles in the arena. The
task is evaluated by four proposed objective functions formulated as minimiza-
tion problems which are oriented to reach four main objectives in the task,
as these objectives functions are minimized the desired behavior of the swarm
of quadrotors is reached. The Multi-Objective Particle Swarm Optimization
(MOPSO), the Nondominated Sorting Genetic Algorithm II using Differen-
tial Evolution (NSGA-II-DE) and the Multiobjective Evolutionary Algorithm
based on Decomposition using Differential Evolution (MOEA/D-DE) are used
to optimize the control parameters ∆r, ∆o and ∆a for the proposed task in
each experiment. The Hypervolume measure (HV ), a modified C-metric (Q)
and the time per cycle (TPC) are the selected metrics to evaluate the perfor-
mance of the multi-objective optimization algorithms.
Contributions and conclusions: The obtained results show that the se-
lected behavior policies produces collaborative interactions between members
of the swarm that benefit the resolution of the task. Use multi-objective opti-
mization techniques directly on the quadrotor swarm simulator produces small
number of optimized solutions because the optimization process is only suit-
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Chapter 1
Introduction
1.1 Statement of the problem
This thesis is oriented to find the set of control parameters with which a swarm
of quadrotors is able to solve a flocking task with target zone search with the best
possible performance, the control parameters define the behavior of the swarm that
are based on determined behavior policies. In order to find the optimal sets of
control parameters, multi-objective optimization algorithms are implemented. In
this thesis the flocking task with target zone search is described, the objectives to
be optimized are determined, the behavior policies are defined and a comparison
between multi-objective optimization algorithms is given.
1.1.1 Background
Nowadays the swarms of robots represent a good alternative to solve difficult prob-
lems [1, 2]. Several mechanisms to control a swarm of robots have been proposed
[3]; however, there is not a consensus about the most proper approach. The control
systems for a swarm of robots can be classified in the following three categories: (i)
Multi-agent control systems, (ii) Bio-inspired, (iii) Heuristics that include hybrids.
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Multi-agent systems consider schemes of master-slave, central control, consen-
sus control, distributed control, etc. [4]. There are a high number of bio-inspired
proposals [5], since the use of evolutionary computation for design controllers of
swarm systems [6, 7] and behavioral-based algorithms that take inspiration from
birds flocks like Particle Swarm Optimization (PSO) [8, 9, 10], from ants colonies
using chemical compounds in real robots as pheromones traces [11], from bats be-
haviors [12] or the use of Le´vy flight [13]. Our proposal uses an universal swarm
algorithm so belong to this class. Heuristics that include hybrids proposals use a
mixture of heuristics with bio-inspired algorithms, i.e. the use of wave algorithms
for obtain collective behaviors [14], algorithms based on adaptive response threshold
model [15, 16] and algorithms that combine PSO with evolutionary techniques called
Robotic Darwinian PSO (RDPSO) [17] and Fractional Order RDPSO [18].
Swarm robotics is an approach to steer systems of multiple robots that mainly
takes inspiration from swarm intelligence (e.g. biological systems that are only
capable to perceive local information as insect colonies, bacterial colonies, bird flocks
or schools of fish) [19]. The main characteristic of these systems are the collective
behaviors that emerge from the interactions between members of the swarm and
their interactions with the environment [20].
Self-organization is an interesting process that consists in the emergence of
order in a system with the formation of global patterns only from local interactions
between elements of the system [21], many examples of self-organizing systems can
be seen in the natural world [22]. The emergence of collective behaviors as coordina-
tion, cooperation, deliberation and collaboration are constantly present in biological
systems with self-orgaization capabilities [23].
The systems with decentralized mechanisms that show swarm intelligence fea-
tures bring advantages as high robustness, scalability and flexibility that are desir-
able propierties in swarm systems [20, 24], for that reason, the study of bio-inspired
systems that steer artificial swarms is well motivated.
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Many tasks in which collective behaviors are especially advantageous can be
solved using swarm robotics (e.g. aggregation, flocking, foraging, navigation, col-
laborative manipulation, etc). Research works have studied the previous tasks and
have defined performance metrics to evaluate how well a swarm of robots completes
the task [25].
Flocking refers to a coordinated movement of large number of individuals as
an united group with a common objective, this behavior emerges from local interac-
tions between individuals, the definition of flocking is inspired by the observation of
biological species as bird flocks and schools of fish [26]. Reynolds [27] defines a flock
as group of objects that presents a polarized and aggregate motion while avoiding
collisions and proposes a distributed behavioral model known as “Boid model” based
on three rules: avoid collisions, heading alignment and keep the flock together.
Many tasks are related with flocking behaviors as exploration, target search,
mapping, surveillance, navigation, covering, object transportation and guiding [28].
Flocking behaviors have been obtained in swarms of robots with distance measure-
ment and heading alignment capabilities between members of the swarm [29]. Sepa-
ration, alignment and cohesion rules have been used for simulate a swarm of robots
for area exploration tasks [30].
Nowadays the use of swarms of aerial robots has increased considerably due to
the capability of these systems to solve many real-life problems. Many methodologies
have been proposed for the control of swarms of aerial robots in order to perform a
wide variety tasks as target search, tracking, surveillance or mapping [31].
Quadrotors are commonly used in applications of swarms of aerial robots due
to their benefits as the capability of vertical take-off and landing, simple mechanics,
good maneuverability and increased payload [32]. Quadrotors with on-board sensing
capabilities have been use as flying swarms in navigation tasks [33], pattern formation
and coordinated flight with an external localization system [34] and collective motion,
group stabilization and coordination with a relative localization system [35].
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A decentralized control scheme based on the rules proposed by Reynols [27]
has been used for flocking tasks as navigation and tracking in a swarm of quadrotors
[36]. Bio-inspired systems based on virtual pheromones are used in the task of target
search using aerial swarms [37].
Research works on optimization of crucial parameters of behavior-based algo-
rithms for swarms of robots have been done. Genetic algorithms have been used for
the optimization of aerial robotic swarms controlled by behavior networks for the
tasks of search and surveillance [38, 39]. The Covariance Matrix Adaptation Evolu-
tionary Strategy (CMA-ES) [40] has been used for the optimization of a swarm of
quadrotors steered by a flocking model based on repulsion, velocity alignment and
obstacle avoidance in a navigation task [41]. Differential evolution has been used
for optimize an aerial swarm based on stigmergic and flocking behaviors in a target
search task [42].
Trianni and Lo´pez-Iba´n˜ez [43] show the advantages of use multi-objective opti-
mization over single-objective optimization in the field of evolutionary robotics, e.g.
more varied behaviors are explored during a multi-objective optimization.
Use multi-objective optimization techniques over a platform of real quadro-
tors are very expensive in economic and time terms, for this reason, optimization
is commonly carried out on a simulator which represents the swarm of robots in
the resolution of the determined task, however when the simulator has a high com-
putational cost, the optimization is possible only with a reduced population and
reduced number of cycles/generations. In order to use optimization techniques with
large population and large number of cycles/generations a surrogate model which
predicts the performance of a robotic swarm in the simulator with a given set of
control parameters in the proposed task is needed [44], this techniques can produce
Pareto fronts and solution spaces with a greater amount of information in a re-
duced time. Nowadays, surrogate models have been proposed to deal with expensive
multi-objective evolutionary optimization problems [45, 46].
Chapter 1. Introduction 5
1.1.2 Objectives
1.1.2.1 General objective
To evaluate the performance of a swarm of quadrotors steered by a bio-inspired
model in the resolution of a flocking task with target zone search and to improve its
performance by the correct setting of its control parameters.
1.1.2.2 Specific objectives
• To describe a flocking task with target zone search, to determine the desired
global behavior of the swarm during task execution and to define objective
functions that measure the performance of the swarm as a minimization prob-
lem that allows to observe the performance of the swarm with different condi-
tions in the arena and with different swarm sizes.
• To implement a bio-inspired model that steers a simulated swarm of quadrotors
and allows the emergence of collaborative tendencies among members of the
swarm.
• To implement multi-objective optimization techniques in order to find the best
sets of control parameters of the swarm that resolve the proposed task with
a very good performance in terms of the proposed objective functions and to
obtain information about the relationships between objective functions.
• To compare the performance of the implemented multi-objective optimization
algorithms using different metrics in order to determine which algorithm rep-
resents the best option to optimize this type of tasks.
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1.1.3 Hypothesis
If objective functions are determined such that their minimization suppose a better
performance of a swarm of robots in the completion of a specific task then it will
be possible to apply multi-objective optimization techniques to obtain the values
of the control parameters of the swarm of robots that increase its performance in
the task completion. The obtained results of the optimized control parameters will
give important information about the relationships between control parameters and
objective functions that allows to understand how the control parameters are related
with the global behavior of the swarm of robots.
1.1.4 Justification
• The use of swarms of robots that are not steered by centralized control systems
and its members only have local information of the environment suppose a
greater saving of economic resources and a better adaptation to hostile or
unknown environments.
• Knowing the control parameters of the swarm of robots that increase the per-
formance in the resolution of a specific task supposes a great reduction of
energetic costs since it would reduce the time of execution of a task while a
better global result in the task completion is reached.
• The use of multi-objective optimization techniques have not been explored for
the optimization of swarms of quadrotors steered by behavior-based models.
• This knowledge could be implemented in a swarm of robots with control pa-
rameters that change dynamically depending on the conditions of the current
task, this allows to perform several tasks with a very good performance.
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1.1.5 Scope
This thesis has the scope to provide the sets of control parameters of a bio-inspired
swarm of quadrotors with which a behavior close to the optimum is obtained in the
resolution of the proposed task. The relationships between objective functions and
between control parameters with objective functions will be given in order to provide
an approach of the control parameters that would produce a good performance in
the realization of similar tasks. A comparison will be made about the efficiency of
well known multi-objective optimization algorithms.
1.1.6 Contributions
• The flocking task with target zone search is described and the objective func-
tions that measure the task completion are determined.
• A surrogate model named nodes-based statistical model is proposed as an
alternative to estimate the evaluation of expensive multi-objective optimization
problems in terms of computational time.
• An extension of the C-metric that compares a multi-objective optimization
algorithm with n multi-objective optimization algorithms is described.
• The optimized sets of control parameters for the proposed task with each
different condition are given and the relationships between control parameters
and objective functions are detected in order to give a general view of the
behavior of the proposed swarm of quadrotors during the task completion.
• A comparison of multi-objective optimization algorithms is done, giving as
result that the MOPSO algorithm is the best in this type of problems when
the computational time is a limiting factor, however, the NSGA-II-DE is the
most balanced algorithm when the computational time is not a limiting factor.
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1.2 Outline of the thesis
This thesis is composed by five chapters that begin with this introduction.
The methodology is described in the Chapter 2 and is oriented to explain all
the models, algorithms, techniques and metrics implemented in this thesis. First,
the flocking task with target zone search is described and its objective functions are
formulated. Then, all the information about the swarm of quadrotors is given, i.e.
the bio-inspired model which steer the swarm is described and the control techniques
to produce a stable flight in each quadrotor are explained. A surrogate model called
nodes-based statistical model is proposed in order to estimate the objective functions
during the optimization process. Then, a review of three well known multi-objective
optimization algorithm implemented in this thesis is given. Finally, the metrics to
evaluate the performance of multi-objective optimization algorithms are defined, the
bootstrap methods and the multivariate normal distribution are explained.
In the Chapter 3 the experimental setup is established in order to give all the
necessary information to replicate the results obtained in this thesis. In this chapter
all the experiments to be performed are defined. Then, the selected parameters
for the swarm of quadrotors, the nodes-based statistical model, the optimization
and the bootstrap methods are showed. Finally, the selected parameters for the
multi-objective optimization algorithms are given.
The Chapter 4 contains the results which are divided into sections that include
individual results of each proposed experiment.
Finally, the conclusion is given in the Chapter 5. In this chapter the discussion
about the obtained results is given, the contributions are emphasized and the main
topics which would be studied as future work are highlighted.
Chapter 2
Methodology
2.1 Flocking task with target zone search
In this section the proposed flocking task with target zone search for the swarm
of quadrotors is explained and the desired general behavior of the swarm is deter-
mined. The metrics that evaluate the task completion are formulated in order to
measure the performance of the swarm with a given set of control parameters. The
selected metrics are represented by objective functions that are selected in order to
accomplish a set of general objectives in the task.
2.1.1 Description of the task
This flocking task consists in a coordinated motion of the members of a swarm in
order to locate a target zone. The members of the swarm start aggregated in a square
area with random positions and directions. These randomized initial conditions add
noise to the task evaluation. The majority of members of the swarm must locate the
target zone, this is beneficial as a stage prior to other tasks in swarms of robots as
predator-prey or collaborative manipulation because as more members of the swarm
stay in close proximity these tasks can be solved in a fastest way.
9
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Figure 2.1: Arena of the experiment
A square arena of size 50 × 50 meters is selected. Two variations of the task
are proposed, without and with the presence of six circular obstacles with 1 meter
of diameter in the arena. The task is planned to be performed by swarms of 5,
10 and 20 members. These variations in the task must give important information
about the robustness and scalability of the bio-inspired swarm of quadrotors. The
localization of the initial zone of the swarm, the target zone and the obstacles is
showed in the Figure 2.1
The expected behavior of the swarm in the realization of the proposed task is
determined by the following general objectives:
• The target zone must be found by the swarm as fast as possible.
• All members of the swarm must stay in close proximity between them per-
forming an aggregation task while the target zone is searched.
• Collisions with obstacles and collisions between members of the swarm must
be minimum.
• The target zone must be found by the majority of members of the swarm.
Chapter 2. Methodology 11
2.1.2 Objective functions
In this section the objective functions which evaluate the performance of the swarm
are explained. The previous general objectives of the task can be denoted by ob-
jective functions designed in order to reach an expected behavior and solve the task
with the best possible performance. The mathematical formulation of every pro-
posed objective function is shown in the following sections.
2.1.2.1 Localization time of the target zone
The execution time of a task is mainly important in swarms of quadrotors where the
battery is limited, some works measure the time in which a swarm locates a target
[47, 48]. In this work the average time of localization of the target zone is taken as
a performance metric, in order to do that, the time of localization of the target zone







Where n is the total of members of the swarm, ti is the required time for
the localization of the target zone by the member i. This objective function was
formulated in order to promote a collaborative behavior and penalize an individual
behavior. As the localization time of every member is taken, all the members of the
swarm must reach the target zone in the minimum possible time for the minimization
of this objective function. If a member did not reach the target zone the reported
time of localization of this member is determined by the maximum simulation time.
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2.1.2.2 Average distance to the center of mass
As the flocking behavior consists in an aggregated motion of the swarm, a measure
to evaluate the aggregation quality as the average distance to the center of mass is
needed [6, 43]. This objective function is formulated to measure the efficiency of the
bio-inspired model for maintain the members of the swarm in close proximity. The
vector cs contains the linear position of the center of mass of the swarm at the time







Where n is the total of members of the swarm and ri,s is the linear position of
the member i at the time step s. In order to calculate the average distance to the
center of mass, the Euclidean distance between the center of mass and every member
of the swarm must be calculated. As the objective is maintain the members of the
swarm in close proximity during the entire realization of the task, this procedure
must be done every time step during the simulation. The mathematical formulation














Where T is the total of time steps in the simulation, n is the total of members
of the swarm and d(cs, ri,s) represents the Euclidean distance between the vectors
cs and ri,s. With the formulation of this objective function the behavior of an
united swarm is better evaluated, and the formation of groups inside the swarm has
a negative evaluation. This behavior promotes that if a member of the swarm finds
the target zone, the others members of the swarm have a high possibility to find the
target zone too.
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2.1.2.3 Collisions per member
Collisions avoidance is one of the three basic rules for flocking behavior as proposed
by Reynolds [27]. The minimization of collisions has been taken into account during
the optimization of a navigation task performed by a swarm of quadrotors [41].
This objective function was formulated in order to minimize the number of collisions
with obstacles and between members of the swarm. A matrix Ds that contains
the distances between members of the swarm at time step s is formulated in order
to analyze these distances and determine if collisions exist between members. The
following matrix of distances is formulated:
Ds =

0 d12 d13 . . . d1n
d21 0 d23 . . . d2n






dn1 dn2 dn3 . . . 0

(2.4)
The matrix Ds is a square matrix which elements of the main diagonal are 0
and the elements dij and dji are equal, the elements which are above of the main
diagonal are evaluated and the total collisions in the time step s are detected. In
order to obtain the relation between the number of collision and the swarm size, the








Where n is the total of members of the swarm, T is the total of time steps in
the simulation and collisionss is the total of collisions detected at time step s.
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2.1.2.4 Ratio of failure
The number of members inside of a target area is a common metric in task where is
preferably that all the swarm locates a target [49]. In order to obtain a minimization
problem, this objective function has the purpose of determine the percentage of
members of the swarm that did not reach the target zone at the end of the task.
This objective function is designed in order to secure that solutions which not all the
members reach the target zone have a bad evaluation. A status of position (statusi)
is assigned to each member of the swarm as follows:
statusi =
1, Target zone is not located0, Otherwise (2.6)
The ratio between the members that did not reach the target zone and the







Where n is the total of members of the swarm and statusi is the status of
position of member i. In this way a minimization problem is produced and the
solutions with more members that reach the target zone are better evaluated. A
value of 0 in this objective function means that all the members of the swarm reach
the target zone, while a 1 means that the target zone was not located by any member.
This objective function is very useful to determine how well the swarm accomplished
the task.
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2.1.3 Relationships between objective functions
The first objective function is related to the movement speed and the stigmergic
collaboration of the swarm, the second and third objective functions permit an united
swarm while avoiding collisions between members and the fourth objective function
measure the completion of the task. The correct selection of the control parameters
of the swarm is very important to minimize the previous objective functions with
the best possible performance.
An important aspect in a multi-objective problem is the relationships between
its objective functions. Let fi, fj be two objective functions and x, y be two different
solutions for a multi-objective problem. Using the classification given by Purshouse
[50] the following relationships are defined:
• Conflict. The objectives i and j are in a conflicting relationship if the following
condition is satisfied: fi(x) < fi(y)∧fj(x) > fj(y). If such condition is satisfied
for all the possible solutions in the search space then the objectives i and j are
in total conflict.
• Harmony. The objectives i and j are in a harmonious relationship if the
following condition is satisfied: fi(x) < fi(y)∧ fj(x) < fj(y). If such condition
is satisfied for all the possible solutions in the search space then the objectives
i and j are in total harmony.
• Independence. The objectives i and j are independent if they can be separated
in sub-problems and optimize independently.
The inclusion of non-conflicting objectives in a problem with multiple objec-
tives can be beneficial, specially in problems that the relationships between objec-
tives can change with different solutions in the search space or in real-life problems
in which more knowledge about the relationships between objectives and parameters
wants to be obtained [50, 51].
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2.2 Quadrotor swarm
In this section all the corresponding information about the simulated swarm of
quadrotors is given. The first part is about a bio-inspired model to control swarms,
the abilities of perception and all the possible behaviors that the members of the
swarm can adopt are explained. Then, the dynamic model and the control tech-
niques implemented in each member of the swarm are explained. Finally, the algo-
rithm that unites the behavior policies with the control techniques and represents
the swarm of quadrotors in the flocking task with target zone search is represented
by a pseudocode.
2.2.1 Behavior policies
The behavior of the members of the swarm is based in the model proposed by Couzin
et al. [52] which uses the flocking rules proposed by Reynolds [27]. This model
imitates in a more realistic way the movement of bird flocks and schools of fish and
simulates the behavior of individuals based on three main characteristics of biological
species; repulsion, orientation and attractive tendencies toward others individuals.
As showed in the Figure 2.2a these three main characteristics are represented by
zones around the individual.
The first zone is the zone of repulsion (ZOR) which is of radius ∆r, the indi-
vidual tries to stay away of neighbors within this zone, the second zone is the zone of
orientation (ZOO) which is an annulus of width ∆o, the individual tries to align in
the same way of neighbors within this zone, and the last zone is the zone of attrac-
tion (ZOA) which is an annulus of width ∆a, the individual tries to getting closer to
neighbors within this zone. By modifying the values for the distances ∆r, ∆o and
∆a many collective behaviors may arise between neighbors [53], this characteristic
is very useful for the implementation of this model on swarms of robots.









(b) Sectors of view
Figure 2.2: Zones and sectors of view of each individual
The zone of influence (ZOI) which is a circle around the individual of radius
∆i is added to the model in order to control the swarm, the individual tends to gets
closer to the influence when it is perceived. In this proposed task a influence point is
located in the center of the target zone represented by an asterisk in the Figure 2.1,
the influence is perceived only when the individual is inside of the target zone.
In the proposed swarm of quadrotors every member has the capability of mon-
itoring eight different sectors of view in order to detect neighbors, obstacles and
influences. These sectors of view are represented by unit vectors as showed in the
Figure 2.2b. Each unit vector uˆk is formulated as:
uˆk =
[
cos((2k − 1)pi/8) sin((2k − 1)pi/8)
]
(2.8)
The matrix Si = [uˆ1, uˆ2, . . . , uˆ8]
T contains the unit vectors that correspond
to each sector of view of the individual i.
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2.2.1.1 Behaviors related with environment
Every member of the swarm has the possibility to perform different behaviors related
with the environment as being attracted by influences, avoids obstacles in the arena
and explores a specific direction. Each behavior is represented by an unit vector
that contains the desired direction of travel due to the influences, obstacles and
exploratory tendencies respectively.
In order to give to every member of the swarm the capability of detect influ-
ences, the vector vii = [vii,1, vii,2, . . . , vii,8] is determined, where vii,k is associated
with the sector of view k of the individual i. The values of the elements of the vector
vii are selected by using the following equation:
vii,k =
1, Influence is detected0, Otherwise (2.9)
The unit vector dˆii that represents the desired direction of travel of the indi-
vidual i due to the detected influences is given by the following equation:
dˆii =
vii · Si
‖vii · Si‖ (2.10)
In order to give to every member of the swarm the capability of detect obsta-
cles which are inside its perception range, the vector vbi = [vbi,1, vbi,2, . . . , vbi,8] is
determined, where vbi,k is associated with the sector of view k of the individual i.
The values of the elements of the vector vbi are determined by:
vbi,k =
1, Obstacle is detected0, Otherwise (2.11)
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Every member produces an unit vector with opposite direction from the de-
tected obstacles, the unit vector dˆbi that represents the desired direction of travel
of the individual i due to the detected obstacles is given by:
dˆbi = − vbi · Si‖vbi · Si‖ (2.12)
Also, every member of the swarm has a independent desired direction to ex-
plore. This desired direction is very important in order to let the member to explore
an unknown area. The unit vector dˆei that represents the desired direction to ex-






Where θrand,i is a random angle between 0 and 2pi radians selected for the
individual i. The angle θrand,i is modified each time that an obstacle is detected in
the range of perception of the individual. This random angle is selected between
0 and pi radians from the opposite semi-circle of the detected obstacle in order to
explore the opposite region of the detected obstacle.
2.2.1.2 Behaviors related with neighbors
Every member of the swarm has the possibility to perform different behaviors related
with the detected neighbors; gets away from neighbors in ZOR, aligns in the same
way as neighbors in ZOO and gets close to neighbors in ZOA; for that reason,
the selected behaviors to be performed by an individual depends on the detected
neighbors in the zones of repulsion, orientation and attraction respectively. In the
Figure 2.3 can be seen different examples of these behaviors. The orientation and
attraction behaviors can be performed at the same time but the repulsion behavior
can not be combined with other behavior related with neighbors.
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(a) Repulsion (b) Orientation (c) Attraction
(d) Orientation-Attraction (e) Isolated
Figure 2.3: Examples of different behaviors related with neighbors
In order to detect neighbors in ZOR the vector vri = [vri,1, vri,2, . . . , vri,8] is
determined, where vri,k is associated with the sector of view k of the individual i.
The values of the elements of the vector vri are determined as follows:
vri,k =
1, Neighbor is detected in ZOR0, Otherwise (2.14)
The unit vector dˆri that represents the desired direction of travel of the indi-
vidual i due to the neighbors in ZOR which resulting direction is opposite from the
detected neighbors is given by:
dˆri = − vri · Si‖vri · Si‖ (2.15)
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To every neighbor detected in ZOO a unit vector that represents its current






Where θj is the current direction angle of the neighbor j. The unit vector dˆoi
represents the desired direction of travel of the individual i due to the neighbors in





Where no is the total of neighbors detected within ZOO. In order to detect
neighbors in ZOA the vector vai = [vai,1, vai,2, . . . , vai,8] is determined, where vai,k
is associated with the sector of view k of the individual i. The values of the elements
of the vector vai are determined as follows:
vai,k =
1, Neighbor is detected in ZOA0, Otherwise (2.18)
The unit vector dˆai that represents the desired direction of travel due to the
neighbors in ZOA of the individual i which resulting direction is oriented towards
the detected neighbors is given by the following equation:
dˆai =
vai · Si
‖vai · Si‖ (2.19)
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2.2.1.3 Final direction of travel
When neighbors are detected in ZOR, the final direction of travel of the individual
i is given by a vector addition of the unit vectors dˆii, dˆbi, dˆei and dˆri as showed
in the following equation:
di =

w1dˆri + w2dˆbi + w3dˆei, Inf. and obs. are detected
w1dˆri + (w2 + w3)dˆii, Influence is detected
w1dˆri + w2dˆbi + w3dˆei, Obstacle is detected
w1dˆri + (w2 + w3)dˆei, Otherwise
(2.20)
Where the weights w1, w2 and w3 are needed to give priority to the repulsion
of detected neighbors. When neighbors are not detected in ZOR, the final direction
of travel of the individual i is given by a vector addition of the unit vectors dˆii, dˆbi,
dˆei, dˆoi and dˆai as follows:
di =

dˆoi + dˆai + dˆbi + dˆei, Inf. and obs. are detected
dˆoi + dˆai + dˆii, Influence is detected
dˆoi + dˆai + dˆbi + dˆei, Obstacle is detected
dˆoi + dˆai + dˆei, Otherwise
(2.21)
In all the previous behaviors when the influence and a obstacle are detected at
the same time by the individual, the influence are ignored in order to give priority
to avoid collisions with the obstacle.
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2.2.2 Dynamic model and control
Each member of the swarm is modeled as an independent entity, the individual
movement of each quadrotor is described using the same dynamic model and by
using the directions of the vectors generated by the bio-inspired model that contain
the final direction of travel per individual showed in the equations (2.20) and (2.21)
is possible to produce a controlled flight in each quadrotor using a PID controller.
Although each individual is controlled autonomously, the interactions of each in-
dividual with the environment and with adjacent neighbors produces a global and
stigmergic behavior of the entire swarm as result of the selected desired directions
of travel given by the bio-inspired model.
2.2.2.1 Dynamic model
The structure of the quadrotors, angular velocities w1, w2, w3 and w4 created by
the four rotors and the location of the body reference frame are presented in the
Figure 2.4a. The inertial reference frame which includes the absolute linear [x, y, z]
and the angular position [φ, θ, ψ] are given in the Figure 2.4b, the values of the
angles φ, θ and ψ can be determined in order to produce a desired movement in each
quadrotor. The dynamic model are the same as used by Aguilera-Ruiz et al. [54].
The system that describes the linear and angular accelerations of each quadro-













(cφsθcψ + sφsψ)T − adx˙
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m






τφ − Iyy−IzzIxx θ˙ψ˙
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Iyy
τθ − Izz−IxxIyy φ˙ψ˙
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τψ − Ixx−IyyIzz φ˙θ˙

(2.22)















(b) Inertial reference frame
Figure 2.4: Body and inertial reference frames
Where sφ and cφ represent sin(φ) and cos(φ) respectively, the same occurs with
θ and ψ, m is the mass of the quadrotor, ad is the air friction coefficient, g is the
gravity, Ixx, Iyy and Izz are the inertia in the axis x, y and z respectively. The
vertical thrust T and the torques τφ, τθ and τψ are calculated as follows:







τφ = lk(−ω21 + ω23)
τθ = lk(−ω22 + ω24)
τψ = d(−ω21 + ω22 − ω23 + ω24)
(2.23)
Where k is the thrust coefficient, l is the arm length and d is the drag coefficient.
As the dynamic model of each quadrotor has been defined, it is possible to use control
techniques that allow to generate a stable and controlled flight in each member of
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2.2.2.2 Altitude and angular position controller
The altitude and the angular positions of each member of the swarm must be con-
trolled during the simulation, for that reason the following PID controller for the
inputs u1, u2, u3 and u4 is implemented for each quadrotor [54].
u1 =
(
g + kp(zd − z) + ki
∫ t
0






kp(φd − φ) + ki
∫ t
0





kp(θd − θ) + ki
∫ t
0





kp(ψd − ψ) + ki
∫ t
0




Where kp, ki and kd are the proportional, integral and derivative gains respec-
tively, φd, θd and ψd are the desired angular position of the quadrotor which are
modified based on the proposed policies as result of the different cases of interaction
between the quadrotor with the environment or between members of the swarm as
explained in the Section 2.2.1 and zd is the desired altitude which is kept constant
through the simulation and is the same for all members of the swarm.
Using the equation (2.24) and the calculated values of u1, u2, u3 and u4 from
the equation (2.25) the angular velocities w1, w2, w3 and w4 can be generated such
that the vertical thrust T and the torques τφ, τθ and τψ can be obtained from the
equation (2.23) and control the system showed in the equation (2.22).
2.2.2.3 Relative linear position controller
When a member of the swarm does not detect neighbors in ZOR, the desired direction
of travel and the angle ψd are the same, but in the opposite case a controller is
required to calculate the angles φd and θd needed to perform the repulsion behavior.











Figure 2.5: Example of desired position
The angles φd and θd must be calculated in order to reach the position deter-
mined by the vector di of the equation (2.20) from the current position as showed in










Where the values for xc and yc are calculated using the PD controller:
xc = kP,p(xd − xrel) + kP,d(x˙d − x˙) + x¨d
yc = kP,p(yd − yrel) + kP,d(y˙d − y˙) + y¨d
(2.27)
Where kP,p and kP,d are the proportional and derivative gains, xrel = x−x0 and
yrel = y − y0, the values for x0 and y0 are the initial linear position. A polynomial
trajectory generation [56] is used to calculate desired relative position, velocity and
acceleration between two points:
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xd = 10a(t− t0)3 − 15a(t− t0)4 + 6a(t− t0)5
x˙d = 30a(t− t0)2 − 60a(t− t0)3 + 30a(t− t0)4
x¨d = 60a(t− t0)− 180a(t− t0)2 + 120a(t− t0)3
yd = 10b(t− t0)3 − 15b(t− t0)4 + 6b(t− t0)5
y˙d = 30b(t− t0)2 − 60b(t− t0)3 + 30b(t− t0)4
y¨d = 60b(t− t0)− 180b(t− t0)2 + 120b(t− t0)3
(2.28)
Where t0 is the initial time, a and b are the x and y component of the vector di
respectively. If the close-loop response of the system is sufficiently fast, a quadrotor
performing a repulsion behavior will avoid collisions with others members of the
swarm by modifying the angles φ and θ while maintaining its current angle ψ.
2.2.3 Simulator
As the flocking task, the bio-inspired model that steer the swarm of quadrotors,
the dynamic model of quadrotors and the control techniques that allow a controlled
flight of quadrotors have been defined, a simulator that represents the quadrotor
swarm performing the flocking task with target zone search is needed.
The Algorithm 2.1 represents a simulator that needs as input the control pa-
rameters of the swarm of quadrotors defined in the Section 2.2.1 and gives as output
the evaluation of objective functions defined in the Section 2.1.2 obtained in the
flocking task with target zone search.
This simulator can be used to evaluate candidate solutions during the opti-
mization process because it can evaluate the performance of a swarm with a given
control parameters in the four proposed objective functions. However, it is very
expensive in terms of computational time.
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Algorithm 2.1 Quadrotor swarm simulator
Input: ∆r, ∆o, ∆a;
Output: f1, f2, f3, f4;
1: Initialize linear and angular positions and velocities;
2: for t = 0 : ∆t : tmax do
3: for i = 1 : Total of quadrotors do
4: Calculate distance and angle to influence;
5: Update vector vii with equation (2.9);
6: Calculate distances and angles to obstacles;
7: Update vector vbi with equation (2.11);
8: if Obstacle is in the range of perception then
9: Calculate unit vector dˆei as equation (2.13);
10: end if
11: for j = 1 : Total of quadrotors do
12: Calculate distance and angle to quadrotor j;
13: Update vector vri as equation (2.14);
14: Update vector vai as equation (2.18);
15: if Quadrotor j is in the ZOO then
16: Calculate unit vector oˆj as the equation (2.16);
17: end if
18: end for
19: Calculate unit vector dˆii as equation (2.10);
20: Calculate unit vector dˆbi as equation (2.12);
21: Calculate unit vector dˆri as equation (2.15);
22: Calculate unit vector dˆoi as equation (2.17);
23: Calculate unit vector dˆai as equation (2.19);
24: if If neighbors are detected in the ZOR then;
25: Calculate di as the equation (2.20);
26: Calculate φd and θd as the equation (2.26);
27: Set ψd as current angle ψ;
28: else
29: Calculate di as the equation (2.21);
30: Set φd and θd for a constant speed;
31: Set ψd as direction of vector di;
32: end if
33: Use the PID controller;
34: Calculate acceleration, velocity and position;
35: end for
36: Update objective functions;
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2.3 Nodes-based statistical model
As the behavior policies and the flocking task with target zone search have been
already determined, the way to evaluate the swarm must be defined. In a multi-
objective problem every solution can be represented as x ∈ Rn and the evaluation
of this solution can be represented as f(x) ∈ Rm, where n is the number of decision
variables or the number of dimensions in the search space and m is the number of
objective functions. When the multi-objective problem is represented by a simulator
of a real-life process the evaluation of each candidate solution can be very expensive
in terms of computational time, in addition if the process represented by the simula-
tor contains stochastic factors the computational time problem is increased because
each solution needs to be evaluated multiple times in order to obtain a more reliable
value for every objective function. Multi-objective optimization techniques can be
applied in this types of problems, but small number of population and generation or
cycles must be used. In order to implement multi-objective optimizations techniques
with this requirements in this type of problems a surrogate model that represents
the simulator is needed.
2.3.1 Nodes generation
A very important part of this statistical model is the generation of the nodes, for
that reason vectors which represents the positions of the nodes in each independent
decision variable are determined as follows:
p1 = [lb1 lb1 +∆1 lb1 + 2∆1 . . . lb1 + (N1 − 1)∆1]
p2 = [lb2 lb2 +∆2 lb2 + 2∆2 . . . lb2 + (N2 − 1)∆2]
...
pn = [lbn lbn +∆n lbn + 2∆n . . . lbn + (Nn − 1)∆n]
(2.29)
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(a) Bi-dimensional search space
00.250.50.751






(b) Tri-dimensional search space
Figure 2.6: Examples of generated nodes
Where n is the number of dimensions in the search space, Ni is the desired
number of nodes in the dimension i and ∆i represents the space between nodes in
the dimension i that can be calculated from the following equation:
∆i =
ubi − lbi
Ni − 1 (2.30)
Where ubi and lbi are the upper and lower bounds in the dimension i respec-
tively. All the combinations between elements of different vectors of the equation
(2.29) produces the position of the generated nodes in the search space. Every gen-
erated node is represented as a vector vk = [vk,1, vk,2, . . . , vk,n] where the elements
meet the condition vk,i ∈ pi and represent the position of the generated node k in
the dimension i. The matrix V = [v1,v2, . . . ,vK ]
T contains all the linear positions
of the generated nodes. With this methodology K nodes uniformly distributed in all
the search space are generated, where K =
∏n
i=1Ni. In the Figure 2.6 two examples
of generated nodes using Ni = 5, lbi = 0, ubi = 1 ∀i are showed.
As can be seen in the Figure 2.6 the generated nodes generate n-orthotopes
uniformly distributed in the search space.
Chapter 2. Methodology 31
2.3.2 Nodes evaluation
This process is the most expensive part of the proposed model in terms of com-
putational time. When the problem which will be optimized includes stochas-
tic factors every generated node must be evaluated for multiple runs, the vector
f(vk) = [f1,k, f2,k, . . . , fm,k] contains the mean evaluation in each objective function
obtained by the node k, where m is the number of objective functions and fj,k is
the value of the j objective function obtained by the generated node k. The ma-
trix Fnodes = [f(v1),f(v2), . . . ,f(vK)]
T contains the evaluation of every generated
node. As shown in the Figure 2.6a in the bi-dimensional case 25 generated nodes
are evaluated and as shown in the Figure 2.6b in the tri-dimensional case 125 gen-
erated nodes are evaluated. In this way only the nodes are evaluated for multiple
runs using the quadrotor swarm simulator shown in the Algorithm 2.1. With this
information available any solution inside the search space can be estimated from the
known evaluation of the generated nodes. The process to estimate the evaluation of
any solution from the nodes evaluation is described in the following section.
2.3.3 Estimated evaluation
Suppose a vector x = [x1, x2, . . . , xn] that represents a solution inside the search
space with unknown evaluation of its objective functions. The matrix which rep-






{p1,j | p1,j ≤ x1} min
1≤j≤N1
{p1,j | p1,j > x1}
max
1≤j≤N2
{p2,j | p2,j ≤ x2} min
1≤j≤N2





{pn,j | pn,j ≤ xn} min
1≤j≤Nn
{pn,j | pn,j > xn}

(2.31)
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Where pi,j is the element j from the vector pi of the equation (2.29). The rows















Where oi is the vector that contains the location of the two neighbors in the
dimension i and oi,j represents the location the neighbor j in the dimension i. By
combining elements of different rows of O it is possible to produce 2n combinations
that represent the linear position in the search space of the neighbors nodes. Each
neighbor node is represented as a vector us = [us,1, us,2, . . . , us,n], where the elements
of us meet the condition us,i ∈ oi and represents the position of the neighbor node
s in the dimension i. The matrix U = [u1,u2, . . . ,u2n ]
T is determined in order to
contain all the linear positions of the neighbors nodes. The evaluations of the neigh-
bors nodes are already contained in the matrix Fnodes as every selected neighbor
node us is equal to an already generated node vk, therefore the objective functions
of each selected neighbor node can be extracted from the objective functions of the
generated nodes as represented by the following equation:
f(us) = f(vk)⇔ us = vk (2.33)
The matrix Fneighbors = [f(u1),f(u2), . . . ,f(u2n)]
T contains only the objec-
tive functions of the neighbors nodes. In the Figure 2.7 can be seen two examples
of the selection of neighbors nodes from a solution x using Ni = 5, lbi = 0, ubi = 1
∀i. As shown in the Figure 2.7a in the bi-dimensional case 4 neighbors nodes are
selected and as shown in the Figure 2.7b in the tri-dimensional case 8 neighbors
nodes are selected.
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(a) Bi-dimensional search space
00.250.50.751









(b) Tri-dimensional search space
Figure 2.7: Examples of selected neighbors nodes
As can be seen in the Figure 2.7 it is clearly that any solution in the search
space is surrounded by 2n neighbors nodes, this condition meets in search spaces with
higher decision variables, the proximity of the the solution with unknown evaluation
to each neighbor node is very important in order to estimate its objective functions.
The euclidean distances between the solution x and the 2n selected neighbors nodes




(xi − us,i)2 (2.34)
The vector d = [d1, d2, . . . , d2n ] contains the euclidean distances between the
solution x and the neighbors nodes. Using the vector d is generated a vector of
weights w = [w1, w2, . . . , w2n ], each element of the vector w is calculated from
euclidean distances by using the “SoftMax” function described by Sutton et al. [57]






















Figure 2.8: Solution in different positions
Where ws is the calculated weight for the neighbor node us and τ is a positive
parameter called the temperature which determines the influence of the euclidean
distances in the weights generation. This transformation of euclidean distances into
weights has the following properties.
• ∑2ns=1ws = 1.
• In the limit as τ → 0 the smallest distance produces w ≈ 1.
• In the limit as τ →∞ all the weights are equal regardless the distance.
The weights distribution of neighbors nodes can be adjusted by modifying the
τ parameter. Figure 2.8 shows a case for a solution in the center of its neighbors and
moves toward a particular neighbor, this example is useful to verify the evolution
of the calculated weights of neighbors and its distribution trough this trajectory by
using the “SoftMax” function.
Figure 2.9 shows the weights evolution for each neighbor when a solution is
moved through different positions showed in the Figure 2.8. The weights are calcu-
lated using different values of τ parameter, is clearly that large values of τ produces
a more balanced distribution of weights regardless the proximity of neighbors and
for small values of τ the proximity of neighbors is very important for the distribution
of weights.
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(a) τ = 1

















(b) τ = 0.5

















(c) τ = 0.25

















(d) τ = 0.1
Figure 2.9: Weights calculated with different values of τ
The estimated objective functions of the solution x are calculated by a lin-
ear combination between the weights and the objective functions of the selected
neighbors nodes, this produces estimated objective functions that depend on the










w1f1,1 + w2f1,2 + · · ·+ w2nf1,2n
w1f2,1 + w2f2,2 + · · ·+ w2nf2,2n
...
w1fm,1 + w2fm,2 + · · ·+ w2nfm,2n
 (2.36)
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Where fj,x is the estimated objective function j of the solution x and fj,s is the
objective function j of the neighbor node us. The equation (2.36) can be calculated
with the following operation:
f(x) = w ∗ Fneighbors (2.37)
With this linear combination, the objective functions of the solution x are
estimated from the selected neighbors nodes, where closer neighbors has a bigger
influence over the estimated evaluation of x, and this influence of closer neighbors
can be adjusted for each multi-objective problem using the parameter τ in order to
obtain a better quality of estimation. The estimation performance is expected to be
better when smooth objective functions are estimated.
2.3.4 Algorithm of nodes-based statistical model
The proposed statistical model is summarized in the Algorithm 2.2 as an alternative
from the simulator represented in the Algorithm 2.1 to evaluate solutions, however
in order to apply this statistical model it is necessary to evaluate the required nodes
directly from the simulator.
Algorithm 2.2 Pseudocode of Nodes-based statistical model
Input: x, V , Fnodes;
Output: f(x);
1: Detect two neighbors in each dimension as equation (2.31);
2: Obtain matrix U with linear positions of neighbors nodes;
3: Obtain matrix Fneighbors by using equation (2.33);
4: for s = 1 : 2n do
5: Calculate distances between solution and neighbors as equation (2.34);
6: end for
7: for s = 1 : 2n do
8: Transform distances into weights as equation (2.35);
9: end for
10: Estimate objective functions of solution x as equation (2.37);
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2.4 Multi-objective optimization
This section is focused on explaining the concepts of multi-objective optimization
and explain what are the implications of find a optimial solution of a problem with
multiple objectives that must be satisfy at the same time. Then a review of three well
known multi-objective optimization algorithms that are implemented in this thesis
are given, the modifications in some algorithms are explained in order to enable the
replication of the results.
2.4.1 Basic concepts
The optimal solution of a multi-objective problem is not closed to a single value,
in this type of problems, the solutions can not be compared by relational operators
as in single-objective optimization. In this case, to decide if a solution is better
than another is necessary determine if one solution dominates the other, this means
that all the objective values f(x) are better or equal than the objective values of
other solution f(y), this is called Pareto dominance. The following definitions are
formulated as a minimization problem:
Definition 1 Suppose that x,y ∈ Rn are solutions in a search space of dimension
n and f(x),f(y) ∈ Rm contain the evaluation of m objective functions. The Pareto
Dominance means that x dominates y (denoted as x ≻ y) iff:
∃x,y ∈ Rn | ∀i fi(x) ≤ fi(y) (2.38)
Definition 2 The Pareto Optimality refers to a solution x∗i ∈ Rn that is called a
nondominated solution iff:
@xj ∈ Rn | xj ≻ x∗i ∀j (2.39)
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Definition 3 A set including all the nondominated solutions of a problem is called
Solution Space (SS) and it is defined as the set that includes all the Pareto-optimal
solutions, where n is the number of nondominated solutions found.
SS = {x∗1,x∗2, ...,x∗n} (2.40)
Definition 4 The Pareto front (PF ) is the set which contains all the objective
values of the nondominated solutions in the solution space.
PF = {f(x∗i ) | x∗i ∈ SS} (2.41)
The use of metaheuristics algorithms in hard optimization problems is a good
alternative in comparison with classical optimization methods. However, optimal
solutions are not guaranteed, despite this, very good approximations to the optimal
are obtained with the use of metaheuristics optimization algorithms [58].
2.4.2 Multi-Objective Particle Swarm Optimization
The Multi-Objective Particle Swarm Optimization (MOPSO) is an extension of the
Particle Swarm Optimization (PSO) that was proposed by Coello et al. [59] .
2.4.2.1 Description of MOPSO
The position of the particles in the seach space are generated randomly and the
initial velocity of the particles is selected as zero. The velocity in the following
cycles is computed as formulated by Reyes-Sierra and Coello [60]:
vi(t) = wvi(t− 1)+ β1u1(xb,i − xi(t)) + β2u2(xl − xi(t)) (2.42)
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Where w is the inertial weight, β1 is the personal learning coefficient, β2 is
the global learning coefficient, u1, u2 ∈ [0, 1] are random values from a uniform
distribution, xb,i is the best found position of the particle i and xl is the position
of the leader taken from the repository, the leader is randomly selected from a
hypercube generated by a previous designed grid in the search space which was
selected by Roulette Wheel Selection, hypercubes with less particles has a higher
probability to be selected. The inertial weight decreases linearly through the cycles
by the damping rate parameter “s” as proposed by Shi and Eberhart [61]. The new
position of the particle i is obtained using the following equation:
xi(t) = xi(t− 1)+ vi(t) (2.43)
2.4.2.2 External repository
The external repository has the objective of store the nondominated particles along
the cycles. The repository controller has the function of decide which particles
maintain in the repository, maintaining only nondominated particles. The adaptive
grid depends of the solutions in the repository and is used to well distribute the
nondominated particles in the search space by selecting the leader from hypercubes
with less particles and is useful to decide which particle delete when the repository is
full from a hypercube which was selected by Roulette Wheel Selection, hypercubes
with more particles has a higher probability to be selected.
2.4.2.3 Mutation operator
A mutation operator is necessary in the MOPSO due to the very high convergence
speed of the PSO. The pseudocode of the implemented mutation operator [60] is
given below:
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Algorithm 2.3 Mutation operator in MOPSO
1: n← Dimension of the individual x;
2: i← A random integer between 1 and n;
3: lb← Lower bound of dimension i;
4: ub← Upper bound of dimension i;
5: mrange = pm · (ub− lb);
6: a = x[i]−mrange;
7: b = x[i] +mrange;
8: if a < lb then
9: a = lb;
10: end if
11: if b > ub then
12: b = ub;
13: end if
14: x[i]← A random number between a and b;
This mutation operator minimize its occurrence and its effect as the cycles
increases, the mutation probability pm is calculated as follows:
pm =
(





Where µ is the mutation rate. Figure 2.10 represents the effect of the mutation
in the population as the cycles increases using µ = 0.5.









Figure 2.10: Evolution of the mutation probability
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2.4.2.4 Pseudocode of MOPSO
The pseudocode of this algorithm is presented below:
Algorithm 2.4 Pseudocode of MOPSO
1: Initialize the population as random vectors in the search space;
2: Initialize the velocity of each particle as zero;
3: Determine best position of particles as current position;
4: Evaluate the position of every particle;
5: Verify non-dominated particles and update repository;
6: for t = 1 : Total cycles do
7: for i = 1 : Total of particles do
8: Select the position of the leader xl from the repository;
9: Calculate velocity of the particle vi(t) as equation (2.42);
10: Calculate position of the particle xi(t) as equation (2.43);
11: if Position of the particle is out of boundaries then
12: Decision variables out takes the value of the boundary;
13: vi(t) = −vi(t);
14: end if
15: Calculate mutation probability pm as equation (2.44);
16: if A random number between 0 and 1 < pm then
17: Apply mutation operator on position of particle;
18: end if
19: Evaluate new position xi(t) of particle;
20: if xi(t) ≻ xb,i then
21: xb,i = xi(t);
22: else if xb,i ≻ xi(t) then
23: xb,i = xb,i;
24: else
25: if A random number between 0 and 1 < 0.5 then




30: Verify nondominated particles and update repository;
31: if Solutions in repository > Size of repository then
32: Delete particles as explained in Section 2.4.2.2;
33: end if
34: w = w − s;
35: end for
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2.4.3 Nondominated Sorting Genetic Algorithm II with
Differential Evolution
The Nondominated Sorting Genetic Algorithm II (NSGA-II) was presented by Deb
et al. [62]. In this work the algorithm NSGA-II with Differential Evolution (NSGA-
II-DE) proposed by Li and Zhang [63] is implemented and a repository is added for
the nondominated solutions found during the optimization process.
2.4.3.1 Description of NSGA-II-DE
The initial population is randomly generated in the search space from a uniform
distribution. The function FastNonDominatedSort(P ) sorts the population by
different nondomination levels; every solution is compared against all the other so-
lutions, if a solution is a nondominated solution as describen in the equation (2.39)
then a nondomination rank of one is assigned; if a solution is only dominated by
solutions with nondomination rank of one then a nondomination rank of two is as-
signed and so on with all the solutions. The set of solutions with nondomination
rank of one form the first Pareto front in the objective space, the set of solutions with
nondomination rank of two form the second Pareto front and so on. The function
CrowdingDistanceAssignment(r) assigns a crowding value to each individual
based on the proximity of other individuals from the same nondomination level, the
crowding value assigned to a solution is obtained by calculate the distance between
its two closest neighbors with the same nondomination rank in each objective, a
small crowding value represents that the solution is more crowded by other solu-
tions. The function CrowdedComparisonOperator(r,d) is called in order to
sort all the population in descending order using the operator ≻n which is described
by the following equation:
i ≻n j if (irank < jrank) or ((irank = jrank) and (id > jd)) (2.45)
Chapter 2. Methodology 43
Where irank, jrank are the nondomination rank and id, jd are the crowding
distance of the individuals i and j respectively. The population of the following
generation is generated using differential evolution where the first individuals of the
sorted population P are better evaluated.
2.4.3.2 Differential Evolution
The pseudocode for the differential evolution is described as follows:
Algorithm 2.5 Differential evolution
1: P ← Initial population;
2: CR← Crossover probability;
3: F ← Scaling factor;
4: for i = 1 : Size of population do
5: [v1,v2,v3]← Individuals selected from P ;
6: for j = 1 : Dimension of the individuals do
7: if A random number between 0 and 1 < CR then
8: Poi[j] = v1[j] + F (v2[j]− v3[j]);
9: else




14: if Individual is out of boundaries then
15: Decision variables out of boundaries takes a random value;
16: end if
17: end for
Where Po is the offspring population with the same size as P and the selec-
tion of v1, v2 and v3 is done using a binary tournament selection over the sorted
population P , where the first members are the best evaluated and have a bigger
possibility to be selected.
2.4.3.3 Polynomial mutation operator
The pseudocode of the polynomial mutation operator is given below:
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Algorithm 2.6 Polynomial mutation operator
1: pm← Mutation probability;
2: for i = 1 : Dimension of the individuals do
3: if A random number between 0 and 1 < pm then
4: lb← Lower bound of dimension i;
5: ub← Upper bound of dimension i;
6: Calculate α as equation (2.46);
7: x[i] = x[i] + α(ub− lb);
8: end if
9: end for
Where α is calculated every time that an individual is selected for mutation




η+1 − 1, A random number < 0.5
1− (2− 2u) 1η+1 , Otherwise
(2.46)
Where u ∈ [0, 1] is a random number and η is the distribution index. In the
Figure 2.11 the histogram for 100000 generated values of α using different values for






































(b) η = 30
Figure 2.11: Distribution of α
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2.4.3.4 Pseudocode of NSGA-II-DE
The pseudocode is presented below, where r and d are vectors with ranks and
crowding distances respectively and rank1 contains the solutions in the first front.
Algorithm 2.7 Pseudocode of NSGA-II-DE
1: N ← Size of population;
2: NRep ← Maximum size of repository;
3: Initialize a random population P in the search space;
4: Evaluate each individual in the population P ;
5: r =FastNonDominatedSort(P );
6: d =CrowdingDistanceAssignment(r);
7: P =CrowdedComparisonOperator(r,d);
8: PRep = P ∈ r1;
9: for t = 1 : Total generations do
10: Q =DifferentialEvolution(P );
11: Evaluate each individual in the population Q;




16: P = R[1 : N ];




21: PRep = PRep ∈ rank1;
22: if Individuals in PRep > NRep then
23: PRep = PRep[1 : NRep];
24: end if
25: end for
2.4.4 Multiobjective Evolutionary Algorithm based on
Decomposition with Differential Evolution
Zhang and Li [64] proposed the Multiobjective Evolutionary Algorithm based on De-
composition (MOEA/D) and then a new version of this algorithm using differential
evolution (MOEA/D-DE) was proposed [63]. This last algorithm is implemented
in this study with the addition of the repository for preserve the nondominated so-
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lutions found through the generations and the adaptive grid from MOPSO which
deletes solutions when the repository is full while maintains the nondominated so-
lutions well distributed along the Pareto front.
2.4.4.1 Description of MOEAD/D-DE













Every weight vector is represented as λi = [λi,1, λi,2, . . . , λi,m], where m is the
number of objectives, λi,j ≥ 0 ∀i, j and
∑m
j=1 λi,j = 1. The number of subproblems
N are calculated as equation (2.48) and is determined by the selection of the integer
H and the number of objectives m.
N = Cm−1H+m−1 (2.48)
The algorithm which generates weight vectors in a multi-objective problem
with 4 objectives can be done with nested for loops as presented below:
Algorithm 2.8 Algorithm to generate weight vectors with m = 4
1: v = [0 : 1/H : 1];
2: s = 1;
3: for i = 1 : H + 1 do
4: for j = 1 : H + 2− i do
5: for k = 1 : H + 3− i− j do
6: λs = [vi, vj, vk, vH+4−i−j−k];
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A total of N solutions xi = [xi,1, xi,2, . . . , xi,n] are generated randomly inside
the search space, where n is the number of decision variables. The reference point
z = [z1, z2, . . . , zm] is a vector with the best value for every objective function.




Where fj(xi) is the objective function j of the solution xi. The elements
of z are updated by comparing its current values with the evaluations of the new
proposed solutions y.
zj = min{zj, fj(y)} (2.50)
The main idea of the MOEA/D-DE is to decompose a multi-objective problem
into scalar subproblems and optimize them simultaneosly. The Tchebycheff aproach
is implemented for this decomposition as follows:
g(xi | λi, z) = max
1≤j≤m
{λi,j | fj(xi)− zj |} (2.51)
2.4.4.2 Differential evolution and external repository
The pseudocode for the differential evolution is the same as the Algorithm 2.5 but
the offspring is generated mainly between solutions with closest weight vectors and
only one solution is obtained per function call. The method which controls the
repository with adaptive grid is the same as explained in the Section 2.4.2.2.
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2.4.4.3 Pseudocode of MOEAD/D-DE
The pseudocode of this algorithm is presented below, where T is the total of neigh-
bors, δ is the probability to select parents from neighborhood and nr is the maximum
number of solutions replaced by a child.
Algorithm 2.9 Pseudocode of MOEA/D-DE
1: Generate N weight vectors λi;
2: Generate N random solutions xi for every weight vector;
3: Calculate euclidean distances between weight vectors;
4: for i = 1 : N do
5: Evaluate solution xi;
6: Select T closest weight vectors from λi;
7: bi ← T Solutions indexes with closest weight vectors from λi;
8: end for
9: Update reference point z as the equation (2.49);
10: Verify nondominated solutions and update repository;
11: for t = 1 : Total generations do
12: for i = 1 : N do
13: v1 = xi;
14: if A random number between 0 and 1 < δ then
15: Select v2 and v3 randomly from neighborhood;
16: d = bi;
17: else
18: Select v2 and v3 randomly from all solutions;
19: d = {1, 2, ..., N};
20: end if
21: y =DifferentialEvolution([v1,v2,v3]);
22: Evaluate the new solution y;
23: Update reference point z as the equation (2.50);
24: for j = 1 : nr do
25: Select a random index k from d;
26: if g(y | λk, z) ≤ g(xk | λk, z) then
27: xk = y;




32: Verify nondominated solutions and update repository;
33: end for
Chapter 2. Methodology 49
2.5 Comparison techniques
This section presents the techniques that are implemented in order to make the nec-
essary comparisons about the obtained results. First, the selected metrics to evaluate
the performance of the multi-objective optimization algorithms are explained, then
the bootstrap methods that are used to verify the correct calculation and estimation
of objective functions during the optimization process are presented, finally the mul-
tivariate normal distribution is explained in order to compare the relations between
control parameters and objective functions.
2.5.1 Performance metrics for multi-objective
optimization algorithms
Various techniques are proposed in order to compare the performance multi-objective
optimization algorithms [65]. The following metrics are selected in this work for this
purpose.
2.5.1.1 Hypervolume measure
Given a solution space (SS) and a reference point zref = [zref,1, zref,2, . . . , zref,m]
which is dominated by all the points in the Pareto front PF = {z1, z2, . . . , z|PF |}
generated by the SS is possible to calculate the region between PF and zref , this
is originally named “size of the space covered” [66] and then Hypervolume measure
[67]. In the Figure 2.12 an example of this region in a bi-dimensional case considering
a minimization problem is showed, where the point zref can be given by any point
which is dominated by all the points in the Pareto front, in this thesis the point zref
is selected by using two different methodologies [68, 69].











Figure 2.12: Hypervolume measure in a bi-dimensional case
The methodology explained by Knowles [70] to calculate the Hypervolume mea-
sure is used in this thesis. Given a point in the Pareto front zi = [zi,1, zi,2, . . . , zi,m]
and a reference point zref , the region generated between the points zi and zref is
given by the following set:
HV (zi, zref ) = {y | y < zref and zi < y, y ∈ Rm} (2.52)
The generated Hypervolume measure obtained by PF and zref is given by
the Lebesgue integral of the following set:
HV (PF , zref ) =
|PF |⋃
i=1
HV (zi, zref ) (2.53)
The following expression is used to calculate the hypervolume in a problem
with two objectives.
HV (PF , zref ) =
|PF |∑
i=1
(| zi,1 − zref,1 | · | zi,2 − zi−1,2 |) (2.54)
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Where z0,2 is initially set as zref,2 and the points in the Pareto fronts are
sorted in decreasing order in the objective 1. The function HypervolumeMea-
sure(PF , zref ,m) can be used to calculate the Hypervolume measure in problems
with m objectives as showed in the following pseudocode:
Algorithm 2.10 Hypervolume measure
1: HV = 0;
2: zprev = zref ;
3: while PF ̸= ∅ do
4: PF ← Nondominated vectors with respect of objective m from PF ;
5: zhigh ← Vector with largest value in objective m from PF ;
6: if m < 3 then
7: HVaux =| zhigh,m−1 − zprev,m−1 |;
8: else
9: HVaux =HypervolumeMeasure(PF , zref ,m− 1);
10: end if
11: HV = HV + (HVaux · | zhigh,m − zprev,m |);
12: zprev,m = zhigh,m;
13: PF = PF \ {zr | zr,m ≥ zhigh,m, zr ∈ PF };
14: end while
In most cases is desirable a normalized value for the Hypervolume measure,





Where a point zideal is needed, in this work the point zideal is given by the





| zref,i − zideal,i | (2.56)
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2.5.1.2 Modified C-metric
The following metric which is based on the C-metric, originally named “coverage of
two sets” [66], is proposed in order to evaluate the performance of the multi-objective
optimization algorithms when the true Pareto front is unknown. Suppose that n
multi-objective optimization algorithms are compared, this means that n solution
spaces with the nondominated solutions found by every algorithm are available. The






Where SSi is the solution space found by the algorithm i. Every individual
solution space includes nondominated solutions but nondominated solutions of an
algorithm may dominate nondominated solutions from other algorithm. The solu-
tions of CS denoted as ck and the nondominated solutions of CS denoted as c
∗
j
follows the following equation:
@ck ̸= c∗j ∈ CS | ck ≻ c∗j ∀k (2.58)
The set which includes only nondominated solutions c∗j from CS is called
combined solution space (CSS) as can be seen as follows:
CSS = {c∗1, c∗2, ..., c∗m} (2.59)
Where m is the total of nondominated solutions in CSS. The relationship
between the number of solutions contained in SSi ∈ CSS and the number of
solutions in SSi is called quality of solutions of the algorithm i denoted as Qi.
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Qi =
| SSi ∈ CSS |
| SSi | (2.60)
The values of Q closer to 1 are preferable.
2.5.1.3 Computational time
The computational time per cycle denoted as TPC is also obtained as another
performance metric. This metric shows the required time in seconds for an algorithm
to complete a cycle in the optimization process. All the optimizations were running
in 64-bits Windows 7 Ultimate, with a processor Intel Core i7-6700 CPU @ 3.40GHz
and 16 GB of RAM.
2.5.2 Bootstrap methods
If the optimization process is done using the quadrotor swarm simulator explained
in the Section 2.2.3 as evaluation function, a reduce number of runs per solution are
proposed mainly by the computational time required per evaluation, for that reason a
study based on bootstrap methods [71] is proposed to secure that the selected number
of runs represent in a correct way the real evaluation of the objective functions. If
the optimization process is done using the nodes-based statistical model explained in
the Section 2.3.4 as evaluation function, the same study based on bootstrap methods
can be done in order to verify the performance of the estimated evaluations. In our
experiments, different nondominated solutions per experiment are selected in order
to calculate its bootstrap t confidence intervals, if the obtained objective functions
are inside of the calculated bootstrap t confidence intervals means that the obtained
objective functions during the optimization process represent a tendency of the real
evaluation of the solutions.
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The bootstrap methods are based on B resamples of an original sample, the
selected nondominated solution is evaluated for a total of R runs, this is the original
sample which consists on four original samples each one corresponding of an objective
function, the following procedure must be done for every objective function. The
mean is denoted by x, the mean of every resample is denoted by x∗i . The bootstrap













Another important value is the bias which is the difference between the mean
of the original sample and the bootstrap mean.
bias = x−meanboot (2.63)
When the bootstrap distribution, which is the mean distribution of resamples,
is approximately normal and the bias value is small, a bootstrap t confidence interval
of the mean statistic can be calculated as denoted in the following equation:
x± t · SEboot (2.64)
Where t is the critical value of the t(n-1) distribution, and can be obtained
from a t-table for different percentages of confidence intervals, in this study a 95%
confidence interval is calculated. The requirement of the bootstrap distribution with
normal shape is well satisfied by the objective functions f1 and f2, but the objective
functions f3 and f4 in some cases has difficulties in satisfy this requirement, however
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this is due to the consistency of the evaluations of these objective functions and
this harms the correct shape of the bootstrap distribution. Nevertheless, this study
is done for all the four objective functions supposing that the two requirements to
calculate the bootstrap t confidence interval are satisfied.
In this thesis the selected size of the original sample is R = 30, and the total
of resamples is selected as B = 10000.
2.5.3 Multivariate normal distribution
In order to observe the relationship between control parameters and objective func-
tions the generation of multivariate normal random values as described by Gentle
[72] is proposed. The multivariate normal distribution N (µ,Σ) is described by a
mean vector µ of size n and a covariance matrix Σ of size [n×n] which are calculated
from a set of observationsX of size [o×n], where o is the number of observations and
n is the number of variates. When the covariance matrix Σ is positive semi-definite
can be decomposed as follows:
Σ = AAT (2.65)
The matrix A can be calculated from Σ by LDLT decomposition, where the
covariance matrix Σ is decomposed in an unit lower triangular matrix L and a
diagonal matrix D.
Σ = LDLT (2.66)
The elements of the matrix L and D can be computed as the equations (2.67)
and (2.68) respectively as mentioned by Krishnamoorthy and Menon [73].










for i > j (2.67)








The equation (2.70) shows a vector x of size n with multivariate normal random
values with distribution N (µ,Σ).
x = µ+Az (2.70)
Where z is a vector of size n with random values taken from the normal









Where uj ∈ [0, 1] is a random number from an uniform distribution, the ele-
ments of the vector x can be standardized using the following equation:
xs = (x− µ)⊘ σ (2.72)
Where ⊘ represents an element-wise division operator and σ is a standard




The different combinations between swarm sizes and conditions of the arena to
be optimized are proposed in this section, all the proposed combinations are op-
timized using two different approaches; the first set of experiments are done using
the quadrotor swarm simulator for obtain the objective functions of the candidate
solutions found during the optimization process, the second set of experiments are
done over the nodes-based statistical model for estimate the objective functions of
the candidate solutions found during the optimization process.
3.1.1 Using quadrotor swarm simulator
In this set of experiments the multi-objective optimization algorithms evaluate the
solutions directly using the quadrotor swarm siulator (QSS) from the Section 2.2.3,
this process has a high computational cost because each candidate solution is evalu-
ated 10 repetitions in order to have a good approximation of its objective functions,
for that reason only small populations and a reduce number of cycles are suitable.
The following experiments are proposed:
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Figure 3.1: Description of experiments 1 to 6
• Experiment 1: Five members without obstacles evaluated by QSS.
• Experiment 2: Ten members without obstacles evaluated by QSS.
• Experiment 3: Twenty members without obstacles evaluated by QSS.
• Experiment 4: Five members with obstacles evaluated by QSS.
• Experiment 5: Ten members with obstacles evaluated by QSS.
• Experiment 6: Twenty members with obstacles evaluated by QSS.
In the Figure 3.1 a diagram that describes the optimization process in the
experiments 1 to 6 is showed, where the block of “Multi-objective optimization
algorithm” includes the crossover and mutation operators in evolutionary algorithms
or velocity and position update in swarm intelligence algorithms.
In this set of experiments the reference point zref needed for calculate the hy-
pervolume measure explained in the Section 2.5.1.1 is selected using the methodology
explained by Knowles [68]. The elements of the vector zref are selected by:
zref,i = znadir,i + δ (znadir,i − zideal,i) (3.1)
Where znadir,i and zideal,i are the worst and best value in the objective i found
by any algorithm in the optimization process. A value of δ = 0.1 is used.
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3.1.2 Using nodes-based statistical model
In this set of experiments the multi-objective optimization algorithms estimate the
evaluation of the candidate solutions using the proposed surrogate model named
nodes-based statistical model (NBSM) explained in the Section 2.3.4, this surrogate
model allows the use of larger populations and larger number of cycles or generations,
even allows a better comparison of performance between multi-objective optimiza-
tion algorithms because multiple optimizations per algorithm can be done in a single
experiment. However, evaluate the selected nodes is still very expensive in terms of
computational time, for that reason, a reduce number of nodes are generated in the
search space and each node is evaluated for 10 repetitions in order to obtain a good
approximation of its objective functions.
• Experiment 7: Five members without obstacles evaluated by NBSM.
• Experiment 8: Ten members without obstacles evaluated by NBSM.
• Experiment 9: Twenty members without obstacles evaluated by NBSM.
• Experiment 10: Five members with obstacles evaluated by NBSM.
• Experiment 11: Ten members with obstacles evaluated by NBSM.
• Experiment 12: Twenty members with obstacles evaluated by NBSM.
In the Figure 3.2 a diagram that describes the optimization process in the
experiments 7 to 12 is showed. Note that the block “Quadrotor swarm simulator”
is outside of the optimization cycles, this allows the use of more population and
more cycles. However, the evaluation of the nodes, that is an independent process
from the optimizations and its information is required by the block “Nodes-based
statistical model”, is still very expensive in terms of computational time.


















Figure 3.2: Description of experiments 7 to 12
In order to promote a fair comparison between multi-objective optimization
algorithms, the selection of the reference point zref required for calculate the hy-
pervolume measure explained in the Section 2.5.1.1 is done using the methodology
proposed by Ishibuchi et al. [69]. The use of this methodology only is possible in
the experiments 7 to 12, because in this set of experiments all the multi-objective
optimization algorithms produce the same number of optimized solutions at the end
of the optimization process. The elements of zref are selected as follows:
zref,i = 1 + 1/H (3.2)
Where the selection of the integer H depends on the optimized solutions found:
Cm−1H+m−1 ≤| SS |< Cm−1H+m (3.3)
Where m is the number of objectives. As in all cases 250 optimized solutions
were found, a value of H = 9 is used. The objective functions are normalized only
for the calculation of the hypervolume measure using this methodology.
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3.2 General parameters
In this section the parameters for the quadrotor swarm simulator, the nodes-based
statistical model and the general optimization parameters are selected. These pa-
rameters are the same regardless of the optimization algorithm.
3.2.1 Quadrotor swarm simulator parameters
As the dynamic model and a PID controller are used to simulate the movement
of quadrotors, the physical parameters of quadrotors must be defined. Table 3.1
contains these parameters that are estimated using a real prototype of a quadrotor.
Table 3.1: Physical parameters for each quadrotor
Parameter Description Value Units
m Mass 0.42 kg
g Gravity 9.81 m/s2
l Arm length 0.117 m
ad Friction coefficient 0.25 kg · s
k Thrust coefficient 8.5× 10−7 N · s2
d Drag coefficient 1.46× 10−8 N ·m · s2
Ixx Inertia on x axis 7.92× 10−6 kg ·m2
Iyy Inertia on y axis 7.92× 10−6 kg ·m2
Izz Inertia on z axis 1.56× 10−5 kg ·m2
The parameters used for the quadrotor swarm simulator from the Section 2.2.3
are showed in the Table 3.2.
Table 3.2: Simulator parameters
Parameter Description Value Units
tmax Final time 600 s
∆t Time step interval 0.05 s
Prange Range for obstacles 2.5 m
∆i Radius of ZOI 10 m
zd Desired altitude 2 m
φd,speed φ to constant speed 0.00 rad
θd,speed θ to constant speed 0.03 rad
Chapter 3. Experimental Setup 62
Through various tests, the selected weights for a safer repulsion behavior that
are used in the equation (2.20) are w1 = 0.400, w2 = 0.075, w3 = 0.025. The gains for
the PID controller explained in the Section 2.2.2.2 are kp = 30.0, ki = 0.5, kd = 6.0
and for the PD controller explained in the Section 2.2.2.3 are kP,p = 1.75, kP,d = 0.65.
3.2.2 Nodes-based statistical model parameters
Table 3.3 contains the parameters used in the nodes-based statistical model from
the Section 2.3.4. The lower and upper bounds are showed in meters.
Table 3.3: Nodes-based statistical model parameters
Parameter Description Value
n Total dimensions 3
Nrepetitions Total evaluations per node 10
N Nodes per dimension [5, 5, 5]
lb Lower bounds [0.36, 0.00, 0.00]
ub Upper bounds [5.00, 5.00, 5.00]
τ Temperature 0.1
3.2.3 Optimization parameters
Table 3.4 shows the considerations that were taken in all algorithms. In all te
experiments the search space is [0.36, 5]× [0, 5]2.
Table 3.4: Optimization parameters
Parameter Description Exp. 1-6 Exp. 7-12
TI Total of individuals 10 220
TIrep Size of repository 100 220
Tcycles Total of generations/cycles 10 250
TR Dimension of every individual 3 3
Trepetitions Total evaluations per candidate solution 10 1
Truns Optimizations per algorithm 1 10
Where the columns “Exp. 1-6” and “Exp. 7-12” contains the values of the
parameters used in the experiments 1 to 6 and 7 to 12 respectively.
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3.3 Algorithms parameters
The performance of a given optimization algorithm in a specific problem is sometimes
highly dependent of its correct parametrization. Therefore, in order to make a fair
comparison the following methodology to select the parameters for the optimization
algorithms is adopted. Each algorithm is used multiple times with different set of
parameters in the optimization of the experiment 1, this process is repeated in order
to find the set of parameters that produces the best performance of the algorithm.
The selected set of parameters in the experiment 1 is also used in the experiments 2
to 6. The same process is used in the experiment 7 and the selected parameters in
each algorithm remain the same in the experiments 8 to 12. With this methodology
all the algorithms are manually parametrized in the experiments 1 and 7, and the
selected parameters are also used in the others experiments.
3.3.1 MOPSO parameters
Table 3.5 shows the parameters for MOPSO explained in Section 2.4.2.
Table 3.5: MOPSO parameters
Parameter Description Exp. 1-6 Exp. 7-12
w Inertial weight 0.5 0.75
s Damping rate 0.025 0.001
β1 Personal learning coefficient 1.5 1.75
β2 Global learning coefficient 1.5 1.75
ngrid Number of grids per dimension 5 5
α Inflation rate 0.1 0.1
β Leader selection pressure 2 3
γ Deletion selection pressure 2 3
µ Mutation rate 0.5 0.5
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3.3.2 NSGA-II-DE parameters
Table 3.6 shows the parameters for NSGA-II-DE explained in Section 2.4.3.
Table 3.6: NSGA-II-DE parameters
Parameter Description Exp. 1-6 Exp. 7-12
CR Crossover probability 1 0.9
F Scaling factor 0.5 0.5
η Distribution index 20 30
pm Mutation rate 0.33 0.33
The small amount of parameters used in the NSGA-II-DE is a very good char-
acteristic of this algorithm, because it requires less effort to parametrize.
3.3.3 MOEA/D-DE parameters
Table 3.7 shows the parameters for MOEAD/D-DE explained in Section 2.4.4.
Table 3.7: MOEA/D-DE parameters
Parameter Description Exp. 7-12
H Integer to generate weight vectors 9
T Total of neighbors 20
nr Max. solutions replaced by a child 5
δ Select parents from neighborhood 0.9
CR Crossover probability 0.9
F Scaling factor 0.5
η Distribution index 30
pm Mutation rate 0.33
ngrid Number of grids per dimension 5
α Inflation rate 0.1
γ Deletion selection pressure 3
The MOEA/D-DE is only used in the experiments 7 to 12 because the exper-
iments 1 to 6 are only optimized by MOPSO and NSGA-II-DE due to the highly
computational time required by these experiments.
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Results
4.1 Using quadrotor swarm simulator
The results of the experiments 1 to 6 that are optimized using the quadrotor swarm
simulator as evaluation function are presented in this section. The obtained results
are organized as follows for each experiment: 1) All the nondominated solutions
obtained by MOPSO and NSGA-II-DE in the repository at the end of the optimiza-
tion process are showed, these solutions represent the optimized control parameters
and its objective functions. A solution without cooperation between members of the
swarm is included in order to compare the quality of the optimized solutions. 2)
The Pareto fronts and solution spaces are created using the previous nondominated
solutions. 3) The comparison between MOPSO and NSGA-II-DE is given using the
selected performance metrics. 4) A study based on bootstrap methods is made using
a selected nondominated solution, this is done with the purpose to verify how well
10 evaluations per solution approximates the real objective functions of the solution.
5) At the end of each experiment, a snapshot of the swarm of quadrotors during the
simulation of the task using the control parameters of the previous selected solution
is showed.
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4.1.1 Experiment 1
The optimized control parameters in the experiment of five quadrotors without ob-
stacles can be seen in the Table 4.1 and Table 4.2 for MOPSO and NSGA-II-DE
respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0) with-
out cooperation between members is studied, the following objective functions are
obtained: (f1 = 238.1150, f2 = 11.2639, f3 = 0.0, f4 = 0.06).
Table 4.1: Nondominated solutions of experiment 1 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.9754 2.7073 5.0000 143.2440 2.8939 0.0000 0.0000
MOPSO2 1.2192 3.7778 4.0145 131.2990 3.2304 0.0000 0.0000
MOPSO3 0.4202 3.1465 5.0000 266.9620 2.0312 0.6600 0.1600
MOPSO4 0.5824 3.4710 5.0000 215.1500 2.3368 0.0000 0.0400
MOPSO5 0.8758 3.2637 4.0795 148.3430 2.8441 0.0000 0.0000
MOPSO6 0.3600 3.0124 4.8246 186.7060 1.8763 0.8000 0.0000
MOPSO7 0.6353 3.1268 4.3276 134.6100 2.0410 0.0200 0.0000
MOPSO8 0.9947 3.5355 5.0000 178.6820 2.5584 0.0000 0.1000
MOPSO9 1.1539 3.5472 4.9131 231.6790 2.6271 0.0000 0.0000
MOPSO10 0.7991 3.0633 4.8938 226.9310 2.6906 0.0000 0.0000
Table 4.2: Nondominated solutions of experiment 1 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 2.5076 2.5832 4.0765 155.1220 4.0350 0.0000 0.0000
NSGA-II-DE2 2.2783 2.8728 3.8903 153.9550 4.0021 0.0000 0.0200
NSGA-II-DE3 0.8114 3.2898 3.8639 249.0180 2.7465 0.0000 0.0000
NSGA-II-DE4 0.3816 4.1359 3.1949 111.7810 3.1034 0.6000 0.0000
NSGA-II-DE5 0.4838 3.5780 3.5274 132.8620 2.3551 0.2800 0.0000
NSGA-II-DE6 0.8402 3.5567 3.5674 159.3440 3.0517 0.0000 0.0000
NSGA-II-DE7 0.6589 3.8059 3.4060 227.6450 2.6094 0.0200 0.0000
NSGA-II-DE8 0.6771 3.7029 3.5870 137.3010 3.2908 0.0200 0.0000
NSGA-II-DE9 0.9367 3.5178 3.8166 185.8210 3.0293 0.0000 0.0000
Chapter 4. Results 67
The results form the Table 4.1 and Table 4.2 can be represented by the Pareto


























(a) MOPSO: Pareto fronts



















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.1: Pareto fronts and solution spaces in experiment 1
Table 4.3 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.3: Performance of optimization algorithms in experiment 1
Algorithm | SS | HV Q TPC
MOPSO 10 0.8131 1.0000 3792.2276
NSGA-II-DE 9 0.6465 0.2222 3796.0067
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The solution MOPSO1 is studied more deeply in order to determine the confi-
dence intervals of its objective functions, and verify the veracity of the mean of 10
runs used during the optimization process as shown in the Table 4.4.
Table 4.4: Confidence intervals for solution MOPSO1 in experiment 1
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 143.2440 161.1777 161.1769 19.4764 [121.3485, 201.0069]
f2 2.8939 2.8657 2.8675 0.3812 [2.0861, 3.6453]
f3 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution MOPSO1 is shown in the Figure 4.2.












Figure 4.2: Swarm behavior using solution MOPSO1 in experiment 1
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4.1.2 Experiment 2
The optimized control parameters in the experiment of ten quadrotors without ob-
stacles can be seen in the Table 4.5 and Table 4.6 for MOPSO and NSGA-II-DE
respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0) with-
out cooperation between members is studied, the following objective functions are
obtained: (f1 = 284.8615, f2 = 11.6314, f3 = 0.0, f4 = 0.12).
Table 4.5: Nondominated solutions of experiment 2 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.6827 5.0000 4.4495 127.8050 3.4902 0.0300 0.0000
MOPSO2 0.4567 2.9705 4.6520 117.0130 3.2423 2.2100 0.0000
MOPSO3 0.3600 3.8945 4.2741 140.2550 2.5114 1.6800 0.0600
MOPSO4 0.5757 4.5656 4.6454 146.7640 3.0984 0.1800 0.0000
MOPSO5 0.6902 5.0000 4.4549 153.8300 3.4742 0.1200 0.0000
MOPSO6 0.5287 5.0000 4.0704 166.3990 3.0858 0.3600 0.0000
MOPSO7 0.6424 4.3958 4.2967 138.2555 3.2856 0.1900 0.0000
MOPSO8 0.3600 4.1302 4.5728 145.2215 2.5135 1.2800 0.0000
MOPSO9 0.4182 4.6200 3.6694 145.4630 2.9011 0.6300 0.0000
MOPSO10 0.8591 5.0000 3.9501 108.6270 4.2113 0.0100 0.0000
MOPSO11 0.8444 4.7738 3.9107 159.5135 3.3355 0.0200 0.0000
MOPSO12 0.7507 4.6416 3.8412 158.5355 3.6166 0.0200 0.0000
MOPSO13 0.8765 4.4329 4.0778 188.1620 3.4338 0.0000 0.0000
MOPSO14 1.0465 4.8252 3.9839 135.3580 3.9218 0.0000 0.0000
MOPSO15 0.9597 5.0000 4.3150 165.5700 3.6237 0.0000 0.0000
MOPSO16 0.5739 4.9219 4.6058 120.9270 4.0984 0.2400 0.0000
Table 4.6: Nondominated solutions of experiment 2 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 0.9324 4.9051 4.5290 155.4425 3.5884 0.0000 0.0000
NSGA-II-DE2 1.0098 4.4121 3.6188 128.9175 4.2395 0.0000 0.0000
NSGA-II-DE3 1.3017 4.8943 3.3501 137.7400 4.1922 0.0000 0.0200
NSGA-II-DE4 0.8007 4.3682 4.6729 202.1020 3.1428 0.0200 0.0000
NSGA-II-DE5 0.5484 3.8205 3.6379 173.0840 2.7821 0.3900 0.0000
NSGA-II-DE6 0.6777 3.9738 3.9447 107.0580 3.0299 0.0500 0.0000
NSGA-II-DE7 0.8604 4.2807 3.3406 151.4605 3.6057 0.0100 0.0000
NSGA-II-DE8 0.8274 4.2171 3.2833 146.1165 3.3083 0.0300 0.0000
NSGA-II-DE9 1.1410 4.6971 2.9860 141.8325 3.9632 0.0000 0.0000
NSGA-II-DE10 0.6972 4.4987 4.2327 137.8615 3.7427 0.0400 0.0000
NSGA-II-DE11 0.8133 3.8861 3.0479 130.1580 4.1396 0.0300 0.0000
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The results form the Table 4.5 and Table 4.6 can be represented by the Pareto



























(a) MOPSO: Pareto fronts




















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.3: Pareto fronts and solution spaces in experiment 2
Table 4.7 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.7: Performance of optimization algorithms in experiment 2
Algorithm | SS | HV Q TPC
MOPSO 16 0.6573 0.5000 6319.4297
NSGA-II-DE 11 0.7595 0.6364 8561.1657
Chapter 4. Results 71
The solution MOPSO14 is studied more deeply in order to determine the con-
fidence intervals of its objective functions, and verify the veracity of the mean of 10
runs used during the optimization process as shown in theTable 4.8.
Table 4.8: Confidence intervals for solution MOPSO14 in experiment 2
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 135.3580 164.6473 164.7483 15.9515 [132.0266, 197.2681]
f2 3.9218 4.4055 4.4047 0.3220 [3.7471, 5.0639]
f3 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0000 0.0067 0.0067 0.0066 [−0.0068, 0.0202]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution MOPSO14 is shown in the Figure 4.4.












Figure 4.4: Swarm behavior using solution MOPSO14 in experiment 2
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4.1.3 Experiment 3
The optimized control parameters in the experiment of twenty quadrotors without
obstacles can be seen in the Table 4.9 and Table 4.10 for MOPSO and NSGA-II-
DE respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0)
without cooperation between members is studied, the following objective functions
are obtained: (f1 = 291.5730, f2 = 11.5034, f3 = 0.0, f4 = 0.125).
Table 4.9: Nondominated solutions of experiment 3 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.3600 5.0000 3.9115 114.0078 3.8092 3.4750 0.0000
MOPSO2 0.3600 5.0000 3.9720 119.8583 3.3377 2.6300 0.0000
MOPSO3 1.2696 4.5400 4.5545 148.9490 6.4321 0.0050 0.0000
MOPSO4 0.4144 4.7658 4.1394 163.4595 3.5005 2.3000 0.0000
MOPSO5 0.6928 4.8362 4.6942 133.2480 4.2600 0.9250 0.0000
MOPSO6 0.6046 4.6913 4.6432 153.7175 4.2365 1.0200 0.0000
MOPSO7 1.4181 4.9213 4.0628 182.1735 6.0948 0.0000 0.0000
MOPSO8 0.9886 4.7388 4.8775 141.4215 4.6903 0.0250 0.0000
MOPSO9 1.1673 4.7741 4.0089 143.4348 5.1165 0.0200 0.0000
MOPSO10 0.4688 4.7164 3.8203 171.9140 4.0693 1.8050 0.0000
MOPSO11 1.3823 5.0000 4.7549 209.8230 5.9028 0.0000 0.0000
MOPSO12 1.0982 5.0000 4.9271 201.4218 5.7524 0.0150 0.1300
Table 4.10: Nondominated solutions of experiment 3 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 1.0818 4.6097 4.9922 167.8208 4.9717 0.0250 0.0000
NSGA-II-DE2 0.9654 4.4193 3.1257 178.4195 4.5773 0.1350 0.0000
NSGA-II-DE3 1.2771 4.8624 4.6677 140.4780 5.0750 0.0050 0.0000
NSGA-II-DE4 0.7192 4.6690 4.5206 125.7953 3.6937 0.2300 0.0000
NSGA-II-DE5 1.5602 4.9541 4.8992 163.7393 5.0327 0.0000 0.0000
NSGA-II-DE6 0.5256 4.8644 4.3632 119.8365 4.0457 1.3150 0.0000
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The results form the Table 4.9 and Table 4.10 can be represented by the Pareto




























(a) MOPSO: Pareto fronts





















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.5: Pareto fronts and solution spaces in experiment 3
Table 4.11 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.11: Performance of optimization algorithms in experiment 3
Algorithm | SS | HV Q TPC
MOPSO 12 0.6853 0.3333 22731.3332
NSGA-II-DE 6 0.8007 0.8333 23424.3809
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The solution NSGA-II-DE5 is studied more deeply in order to determine the
confidence intervals of its objective functions, and verify the veracity of the mean of
10 runs used during the optimization process as shown in the Table 4.12.
Table 4.12: Confidence intervals for solution NSGA-II-DE5 in experiment 3
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 163.7393 186.0362 185.8846 16.9327 [151.4089, 220.6635]
f2 5.0327 5.3349 5.3341 0.1559 [5.0161, 5.6537]
f3 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution NSGA-II-DE5 is shown in the Figure 4.6.












Figure 4.6: Swarm behavior using solution NSGA-II-DE5 in experiment 3
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4.1.4 Experiment 4
The optimized control parameters in the experiment of five quadrotors with obsta-
cles can be seen in the Table 4.13 and Table 4.14 for MOPSO and NSGA-II-DE
respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0) with-
out cooperation between members is studied, the following objective functions are
obtained: (f1 = 291.7730, f2 = 12.4994, f3 = 0.0, f4 = 0.12).
Table 4.13: Nondominated solutions of experiment 4 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.6776 2.8290 5.0000 218.1140 2.0960 0.0000 0.0000
MOPSO2 1.8216 4.4523 4.8247 169.0730 3.4948 0.0000 0.0000
MOPSO3 0.3600 5.0000 4.7458 195.7070 3.4559 0.7000 0.0000
MOPSO4 1.0199 2.9770 4.1332 199.8200 2.3289 0.0000 0.0400
MOPSO5 0.5467 2.4953 5.0000 258.3700 1.9929 0.2400 0.1000
MOPSO6 1.1093 3.3204 5.0000 211.2180 2.5306 0.0000 0.0000
MOPSO7 0.3600 2.8787 5.0000 284.0340 1.8419 1.6800 0.0800
MOPSO8 0.5865 3.3242 4.8125 207.1620 2.1888 0.1600 0.1000
MOPSO9 0.7385 3.7581 4.8273 179.1480 2.9510 0.0000 0.1000
MOPSO10 0.3600 4.1960 4.6375 177.4930 2.5203 0.8400 0.0000
Table 4.14: Nondominated solutions of experiment 4 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 1.9735 4.2120 4.4994 228.2610 3.6373 0.0000 0.0000
NSGA-II-DE2 0.4161 2.3286 4.0644 210.1600 1.8695 0.5400 0.1000
NSGA-II-DE3 0.3874 2.0358 4.0557 229.4560 2.6637 2.1800 0.0000
NSGA-II-DE4 1.2401 2.7185 4.6485 321.8740 2.7070 0.0000 0.1000
NSGA-II-DE5 2.3870 4.9917 4.8699 189.4990 4.2411 0.0000 0.0000
NSGA-II-DE6 0.8421 3.5249 3.5847 232.2600 2.5438 0.0200 0.0200
NSGA-II-DE7 0.4260 3.1860 3.3618 233.8630 2.8493 0.9600 0.0000
NSGA-II-DE8 0.9817 3.6850 3.1730 241.2970 3.2495 0.0000 0.0000
NSGA-II-DE9 0.9566 3.0953 3.0389 205.5320 2.9128 0.0000 0.0200
NSGA-II-DE10 0.6775 2.5317 3.5429 189.5550 3.3699 0.0200 0.0000
NSGA-II-DE11 2.1232 4.0956 4.8900 226.5660 3.8819 0.0000 0.0000
NSGA-II-DE12 2.2563 4.8902 4.7704 205.9440 3.9275 0.0000 0.0000
NSGA-II-DE13 1.2482 2.7370 4.4014 229.5720 3.2656 0.0000 0.0000
Chapter 4. Results 76
The results form the Table 4.13 and Table 4.14 can be represented by the

























(a) MOPSO: Pareto fronts


















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.7: Pareto fronts and solution spaces in experiment 4
Table 4.15 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.15: Performance of optimization algorithms in experiment 4
Algorithm | SS | HV Q TPC
MOPSO 10 0.8277 0.9000 7572.1264
NSGA-II-DE 13 0.5824 0.2308 9744.7240
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The solution MOPSO6 is studied more deeply in order to determine the confi-
dence intervals of its objective functions, and verify the veracity of the mean of 10
runs used during the optimization process as shown in the Table 4.16.
Table 4.16: Confidence intervals for solution MOPSO6 in experiment 4
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 211.2180 225.1683 225.1684 26.3809 [171.2193, 279.1174]
f2 2.5306 3.0484 3.0440 0.2983 [2.4382, 3.6585]
f3 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0000 0.0800 0.0794 0.0470 [−0.0161, 0.1761]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution MOPSO6 is shown in the Figure 4.8.












Figure 4.8: Swarm behavior using solution MOPSO6 in experiment 4
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4.1.5 Experiment 5
The optimized control parameters in the experiment of ten quadrotors with obsta-
cles can be seen in the Table 4.17 and Table 4.18 for MOPSO and NSGA-II-DE
respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0) with-
out cooperation between members is studied, the following objective functions are
obtained: (f1 = 348.3630, f2 = 12.1598, f3 = 0.0, f4 = 0.18).
Table 4.17: Nondominated solutions of experiment 5 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.8506 5.0000 4.0928 177.9010 3.5095 0.0000 0.0000
MOPSO2 0.7062 3.4175 5.0000 158.4860 2.7863 0.0800 0.0000
MOPSO3 0.8461 4.3056 5.0000 246.7410 3.1007 0.0200 0.1000
MOPSO4 1.0151 5.0000 4.8179 161.4245 4.2789 0.0000 0.0000
MOPSO5 0.8226 2.7862 4.6221 243.1530 3.1906 0.0400 0.0000
MOPSO6 0.3600 4.2896 4.8972 128.4525 3.2238 1.4600 0.0000
MOPSO7 0.6589 3.3444 4.2803 178.1140 2.5467 0.2100 0.0000
MOPSO8 0.8226 4.2252 5.0000 138.7860 3.2207 0.0100 0.0000
Table 4.18: Nondominated solutions of experiment 5 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 0.3804 4.9652 3.4118 164.4815 2.8812 1.2200 0.0000
NSGA-II-DE2 0.4777 2.5839 4.2065 173.1925 2.2195 0.9500 0.0000
NSGA-II-DE3 1.0449 4.1707 4.5588 167.3320 3.2652 0.0000 0.0000
NSGA-II-DE4 1.1089 4.8923 4.3075 148.3185 3.8581 0.0000 0.0000
NSGA-II-DE5 0.6742 4.9637 3.9764 271.6370 3.2282 0.0400 0.0100
NSGA-II-DE6 0.5049 4.5516 4.7231 264.6335 2.9796 0.5200 0.1000
NSGA-II-DE7 0.4574 4.1738 3.6867 204.8455 3.1220 0.7800 0.1000
NSGA-II-DE8 0.9852 2.5851 4.8113 217.1800 3.1750 0.0100 0.0200
NSGA-II-DE9 0.4441 3.7845 4.6263 228.8010 2.7270 0.9400 0.0000
NSGA-II-DE10 0.9365 3.7757 4.4139 150.1475 3.6897 0.0000 0.0000
NSGA-II-DE11 0.7058 4.0410 3.9537 239.5215 3.1877 0.1900 0.0000
NSGA-II-DE12 0.5480 4.4362 4.0248 236.6975 3.1882 0.4600 0.0100
NSGA-II-DE13 0.4793 4.7106 4.5354 209.5865 2.9223 0.6800 0.0000
NSGA-II-DE14 0.5423 4.9744 4.3900 230.0990 3.2228 0.2800 0.0000
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The results form the Table 4.17 and Table 4.18 can be represented by the


























(a) MOPSO: Pareto fronts



















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.9: Pareto fronts and solution spaces in experiment 5
Table 4.19 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.19: Performance of optimization algorithms in experiment 5
Algorithm | SS | HV Q TPC
MOPSO 8 0.7339 0.7500 14899.2899
NSGA-II-DE 14 0.6043 0.3571 19666.2177
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The solution NSGA-II-DE3 is studied more deeply in order to determine the
confidence intervals of its objective functions, and verify the veracity of the mean of
10 runs used during the optimization process as shown in the Table 4.20.
Table 4.20: Confidence intervals for solution NSGA-II-DE3 in experiment 5
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 167.3320 186.5690 186.6511 15.5648 [154.7389, 218.3991]
f2 3.2652 3.5005 3.4985 0.1656 [3.1619, 3.8391]
f3 0.0000 0.0033 0.0034 0.0033 [−0.0034, 0.0100]
f4 0.0000 0.0000 0.0000 0.0000 [0.0000, 0.0000]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution NSGA-II-DE3 is shown in the Figure 4.10.












Figure 4.10: Swarm behavior using solution NSGA-II-DE3 in experiment 5
Chapter 4. Results 81
4.1.6 Experiment 6
The optimized control parameters in the experiment of twenty quadrotors with ob-
stacles can be seen in the Table 4.21 and Table 4.22 for MOPSO and NSGA-II-DE
respectively. For comparison purposes, a solution (∆r = 2,∆o = 0,∆a = 0) with-
out cooperation between members is studied, the following objective functions are
obtained: (f1 = 324.7952, f2 = 12.2402, f3 = 0.0, f4 = 0.14).
Table 4.21: Nondominated solutions of experiment 6 with MOPSO
Solution ∆r ∆o ∆a f1 f2 f3 f4
MOPSO1 0.9468 3.6892 4.9725 226.7110 4.3649 0.0200 0.0000
MOPSO2 1.2379 5.0000 3.7745 281.6193 5.2088 0.0000 0.1750
MOPSO3 0.3600 5.0000 3.9204 176.9430 3.1865 3.8350 0.0000
MOPSO4 0.8330 5.0000 4.4325 256.3508 3.9673 0.0700 0.2000
MOPSO5 1.0950 5.0000 2.6334 219.8010 5.3434 0.0050 0.0000
MOPSO6 1.2011 5.0000 5.0000 287.4393 4.9801 0.0000 0.0900
MOPSO7 1.1684 4.4995 5.0000 250.3205 5.7452 0.0000 0.0000
MOPSO8 1.1454 5.0000 3.8061 192.5420 5.7332 0.0050 0.0000
MOPSO9 0.9729 4.6090 4.1599 199.7828 4.0367 0.0250 0.0000
MOPSO10 0.7596 4.7389 4.5322 155.1403 4.1954 0.1750 0.0000
MOPSO11 1.0467 5.0000 4.7158 218.8108 4.7781 0.0100 0.0000
Table 4.22: Nondominated solutions of experiment 6 with NSGA-II-DE
Solution ∆r ∆o ∆a f1 f2 f3 f4
NSGA-II-DE1 0.4045 4.4049 3.1231 232.7063 4.5859 5.0150 0.0000
NSGA-II-DE2 1.5615 4.3761 2.7090 281.8650 8.2353 0.0000 0.0000
NSGA-II-DE3 1.3618 4.6860 2.2237 279.3688 8.3452 0.0050 0.0450
NSGA-II-DE4 1.0313 4.0132 3.1284 312.7245 6.4752 0.0500 0.1350
NSGA-II-DE5 0.7706 4.7813 2.9562 200.6423 5.6626 0.2800 0.0600
NSGA-II-DE6 0.6708 4.9363 2.8726 234.1123 4.6704 0.8000 0.1000
NSGA-II-DE7 0.6015 4.5260 2.1272 250.3075 5.5401 1.6100 0.0300
NSGA-II-DE8 0.5876 4.2983 2.9122 259.8013 5.0712 2.7800 0.0050
NSGA-II-DE9 0.4367 4.6685 2.5822 256.6595 4.4307 3.2300 0.0000
NSGA-II-DE10 0.8030 4.6149 2.1604 209.1363 7.3133 0.6300 0.0000
NSGA-II-DE11 0.8785 4.6471 2.3253 211.8570 5.8927 0.2250 0.0000
NSGA-II-DE12 1.1758 4.3195 2.5984 222.5290 6.8189 0.0400 0.0000
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The results form the Table 4.21 and Table 4.22 can be represented by the



























(a) MOPSO: Pareto fronts




















































(c) NSGA-II-DE: Pareto fronts

























(d) NSGA-II-DE: Solution space
Figure 4.11: Pareto fronts and solution spaces in experiment 6
Table 4.23 shows the comparison of the performance in the optimization of the
task between MOPSO and NSGA-II-DE in the selected performance metrics. The
size of the resulting repository is also included.
Table 4.23: Performance of optimization algorithms in experiment 6
Algorithm | SS | HV Q TPC
MOPSO 11 0.8776 1.0000 46313.8161
NSGA-II-DE 12 0.4621 0.0000 53620.0161
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The solution MOPSO7 is studied more deeply in order to determine the confi-
dence intervals of its objective functions, and verify the veracity of the mean of 10
runs used during the optimization process as shown in the Table 4.24.
Table 4.24: Confidence intervals for solution MOPSO7 in experiment 6
Objectives 10 Runs 30 Runs meanboot SEboot 95% Confidence Interval
f1 250.3205 231.2318 231.4261 18.1457 [194.1238, 268.3399]
f2 5.7452 5.3126 5.3136 0.3017 [4.6956, 5.9295]
f3 0.0000 0.0233 0.0231 0.0150 [−0.0073, 0.5399]
f4 0.0000 0.0050 0.0049 0.0049 [−0.0050, 0.0150]
A snapshot of the swarm behavior during the simulation using the control
parameters from the solution MOPSO7 is shown in the Figure 4.12.












Figure 4.12: Swarm behavior using solution MOPSO7 in experiment 6
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4.2 Using nodes-based statistical model
In this section the results of the experiments 7 to 12 that are optimized using the
nodes-based statistical model as evaluation function are presented. The same set
of results are obtained by each experiment and such results are organized as fol-
lows: 1) The multi-objective optimization algorithms MOPSO, NSGA-II-DE and
MOEAD/D-DE are used to optimize each experiment for 10 independent optimiza-
tions, the best evaluated optimization of each algorithm in terms of HV is selected
and its nondominated solutions in the repository at the end of the optimization
process are selected to visualize the estimated Pareto fronts and estimated solu-
tion spaces. 2) As the surrogate model allows 10 independent optimizations of each
experiment per algorithm without high computational cost, a better comparison be-
tween optimization algorithms can be performed. Each algorithm is evaluated 10
times using its 10 independent sets of nondominated solutions and the following
measures are obtained: average, median, standard deviation, worst value and best
value in each performance metric. 3) The relationships between control parameters
and objective functions in each experiment can be seen by the generation of 1000
random standardized values from the multivariate normal distribution with mean
vector and covariance matrix calculated from the information of the selected nodes,
as the nodes are evaluated directly from the simulator, the information from the
standardized values is very reliable. Thus, the orientation of the ellipse that con-
tains the generated values for each combination between control parameters and
objective functions give important information about its relationship. 4) The best
evaluated optimization algorithm in terms of HV in the average measure is selected,
then 5 nondominated solutions from the best independent optimization in terms of
HV are selected and its confidence intervals using bootstrap methods are calculated.
This is done in order to observe how well the nodes-based statistical model estimates
the objective functions of the nondominated solutions.
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4.2.1 Experiment 7
In the Figure 4.13 the estimated Pareto fronts and the solution spaces obtained by
























(a) MOPSO: Pareto fronts



















































(c) NSGA-II-DE: Pareto fronts



















































(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.13: Estimated Pareto fronts and solution spaces in experiment 7
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In the Table 4.25 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.25: Performance of optimization algorithms in experiment 7
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.7181 0.6736 0.8868 0.7202 0.8755 2.8228 0.7122 0.8441 1.2899
Median 0.7182 0.6818 0.8865 0.7203 0.8750 2.8208 0.7123 0.8477 1.2792
Std. Dev. 0.0009 0.0349 0.0258 0.0005 0.0149 0.0107 0.0030 0.0386 0.0516
Worst 0.7160 0.6182 0.9387 0.7195 0.8500 2.8425 0.7077 0.7818 1.3804
Best 0.7191 0.7364 0.8554 0.7209 0.9000 2.8085 0.7166 0.9045 1.2042
In the Figure 4.14 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of five quadrotors without
obstacles can be seen.
































































































Figure 4.14: Relationship between parameters and functions in experiment 7
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Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using NSGA-II-DE as showed in the Table 4.26.
Table 4.26: Confidence intervals in experiment 7
Solution NSGA-II-DE84 (∆r = 1.0200, ∆o = 3.9058, ∆a = 4.0990)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 149.1399 163.7607 163.6921 19.7133 [123.4470, 204.0744]
f2 3.5038 3.9072 3.9043 0.3883 [3.1130, 4.7013]
f3 0.1566 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0013 0.0267 0.0266 0.0207 [−0.0156, 0.0689]
Solution NSGA-II-DE86 (∆r = 1.0947, ∆o = 2.6112, ∆a = 4.9248)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 182.8608 194.1833 193.9961 24.6999 [143.6721, 244.6946]
f2 3.2840 3.0940 3.0963 0.4403 [2.1936, 3.9943]
f3 0.1657 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0038 0.0533 0.0529 0.0376 [−0.0236, 0.1302]
Solution NSGA-II-DE154 (∆r = 0.7467, ∆o = 3.7817, ∆a = 3.9509)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 163.7128 204.7897 204.8171 23.7527 [156.2155, 253.3639]
f2 2.4659 2.9355 2.9346 0.2291 [2.4670, 3.4039]
f3 0.7209 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0001 0.0533 0.0533 0.0361 [−0.0206, 0.1272]
Solution NSGA-II-DE208 (∆r = 1.0209, ∆o = 3.7689, ∆a = 3.9228)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 147.2418 189.6873 189.7062 25.5588 [137.4197, 241.9550]
f2 3.5473 3.7415 3.7426 0.3730 [2.9786, 4.5043]
f3 0.1300 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0001 0.0533 0.0532 0.0336 [−0.0154, 0.1220]
Solution NSGA-II-DE218 (∆r = 0.7813, ∆o = 4.3142, ∆a = 3.9924)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 156.8020 152.0193 151.9993 19.1203 [112.9183, 191.1204]
f2 2.8468 2.9166 2.9164 0.0509 [2.8125, 3.0206]
f3 0.6306 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0007 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Table 4.26 shows that in experiment 1, 100% of selected solutions has a valid
estimation in f1, 80% of selected solutions has a valid estimation in f2, 0% of selected
solutions has a valid estimation in f3 and 80% of selected solutions has a valid
estimation in f4.
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4.2.2 Experiment 8
In the Figure 4.15 the estimated Pareto fronts and the solution spaces obtained by
























(a) MOPSO: Pareto fronts



















































(c) NSGA-II-DE: Pareto fronts



















































(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.15: Estimated Pareto fronts and solution spaces in experiment 8
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In the Table 4.27 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.27: Performance of optimization algorithms in experiment 8
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.8591 0.8991 0.8782 0.8549 0.8723 2.8321 0.8590 0.9395 1.3290
Median 0.8594 0.9045 0.8766 0.8542 0.8750 2.8332 0.8589 0.9432 1.3266
Std. Dev. 0.0014 0.0240 0.0149 0.0037 0.0164 0.0045 0.0012 0.0198 0.0860
Worst 0.8561 0.8545 0.9022 0.8509 0.8455 2.8364 0.8572 0.9045 1.4744
Best 0.8606 0.9318 0.8512 0.8601 0.8955 2.8207 0.8616 0.9591 1.2075
In the Figure 4.16 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of ten quadrotors without
obstacles can be seen.
































































































Figure 4.16: Relationship between parameters and functions in experiment 8
Chapter 4. Results 90
Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using MOPSO as showed in the Table 4.28.
Table 4.28: Confidence intervals in experiment 8
Solution MOPSO88 (∆r = 1.0272, ∆o = 4.4319, ∆a = 5.0000)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 172.8562 160.9753 161.0060 17.2105 [125.7798, 196.1709]
f2 3.9485 3.6701 3.6680 0.1565 [3.3500, 3.9902]
f3 0.5909 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0625 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Solution MOPSO97 (∆r = 0.9963, ∆o = 5.0000, ∆a = 3.7385)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 166.1181 193.1793 193.1402 20.4609 [151.3367, 235.0219]
f2 4.6670 4.8318 4.8359 0.4251 [3.9624, 5.7011]
f3 0.6791 0.0033 0.0033 0.0032 [−0.0033, 0.0100]
f4 0.0151 0.0433 0.0436 0.0308 [−0.0196, 0.1062]
Solution MOPSO117 (∆r = 0.9871, ∆o = 4.3467, ∆a = 5.0000)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 175.5621 155.5820 155.7198 13.0040 [128.9888, 182.1752]
f2 3.6813 3.7222 3.7262 0.2629 [3.1847, 4.2598]
f3 0.7501 0.0033 0.0034 0.0033 [−0.0035, 0.0101]
f4 0.0327 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Solution MOPSO141 (∆r = 0.9275, ∆o = 4.0097, ∆a = 5.0000)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 176.7162 164.3175 164.1803 20.2483 [122.9098, 205.7252]
f2 3.1714 3.3831 3.3826 0.1613 [3.0533, 3.7129]
f3 0.9069 0.0067 0.0067 0.0046 [−0.0027, 0.0160]
f4 0.0005 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Solution MOPSO155 (∆r = 2.3899, ∆o = 4.6390, ∆a = 3.7254)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 163.1706 197.9010 197.6924 16.2417 [164.6868, 231.1152]
f2 6.8918 5.2329 5.2318 0.2769 [4.6666, 5.7992]
f3 0.0005 0.0167 0.0167 0.0095 [−0.0027, 0.0360]
f4 0.0002 0.0167 0.0166 0.0163 [−0.0167, 0.0500]
Table 4.28 shows that in experiment 2, 80% of selected solutions has a valid
estimation in f1, 80% of selected solutions has a valid estimation in f2, 20% of
selected solutions has a valid estimation in f3 and 40% of selected solutions has a
valid estimation in f4.
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4.2.3 Experiment 9
In the Figure 4.17 the estimated Pareto fronts and the solution spaces obtained by































(a) MOPSO: Pareto fronts


























































(c) NSGA-II-DE: Pareto fronts


























































(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.17: Estimated Pareto fronts and solution spaces in experiment 9
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In the Table 4.29 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.29: Performance of optimization algorithms in experiment 9
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.7327 0.9173 0.9244 0.7308 0.9100 2.9112 0.7307 0.7895 1.3302
Median 0.7334 0.9227 0.9233 0.7312 0.9182 2.8892 0.7309 0.7864 1.3264
Std. Dev. 0.0016 0.0193 0.0740 0.0020 0.0196 0.0761 0.0017 0.0283 0.0346
Worst 0.7301 0.8909 1.0776 0.7281 0.8682 3.1263 0.7267 0.7409 1.3781
Best 0.7345 0.9364 0.8255 0.7342 0.9273 2.8675 0.7328 0.8409 1.2807
In the Figure 4.18 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of twenty quadrotors with-
out obstacles can be seen.
































































































Figure 4.18: Relationship between parameters and functions in experiment 9
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Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using MOPSO as showed in the Table 4.30.
Table 4.30: Confidence intervals in experiment 9
Solution MOPSO5 (∆r = 0.3600, ∆o = 5.0000, ∆a = 4.3116)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 172.9387 152.3793 152.4406 14.9075 [121.8934, 182.8651]
f2 3.6884 3.9383 3.9357 0.3027 [3.3192, 4.5575]
f3 3.7396 4.2800 4.2718 0.7229 [2.8017, 5.7583]
f4 0.0001 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Solution MOPSO10 (∆r = 0.9384, ∆o = 5.0000, ∆a = 4.3699)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 190.2324 161.1891 161.0428 11.3345 [138.0099, 184.3682]
f2 5.6788 5.0513 5.0521 0.3556 [4.3242, 5.7784]
f3 2.1952 0.1100 0.1111 0.0618 [−0.0164, 0.2364]
f4 0.0077 0.0083 0.0083 0.0082 [−0.0084, 0.0251]
Solution MOPSO107 (∆r = 0.9885, ∆o = 4.9999, ∆a = 4.2933)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 199.8337 173.8905 173.9117 14.8927 [143.4349, 204.3461]
f2 6.1391 5.2898 5.2896 0.3759 [4.5211, 6.0586]
f3 1.2714 0.0800 0.0801 0.0301 [0.0185, 0.1415]
f4 0.0155 0.0083 0.0083 0.0082 [−0.0084, 0.0251]
Solution MOPSO117 (∆r = 0.9470, ∆o = 5.0000, ∆a = 4.3089)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 193.5898 198.3878 198.4443 17.5408 [162.5168, 234.2587]
f2 5.6466 5.6448 5.6441 0.3624 [4.9037, 6.3859]
f3 1.8438 0.0633 0.0633 0.0229 [0.0165, 0.1102]
f4 0.0115 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Solution MOPSO137 (∆r = 1.0270, ∆o = 4.9999, ∆a = 5.0000)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 193.9557 183.2687 183.3462 13.0925 [156.4945, 210.0429]
f2 6.6562 5.2641 5.2639 0.3332 [4.5827, 5.9455]
f3 0.8243 0.0383 0.0380 0.0204 [−0.0033, 0.0800]
f4 0.0001 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Table 4.30 shows that in experiment 3, 80% of selected solutions has a valid
estimation in f1, 60% of selected solutions has a valid estimation in f2, 20% of
selected solutions has a valid estimation in f3 and 40% of selected solutions has a
valid estimation in f4.
Chapter 4. Results 94
4.2.4 Experiment 10
In the Figure 4.19 the estimated Pareto fronts and the solution spaces obtained by

























(a) MOPSO: Pareto fronts




















































(c) NSGA-II-DE: Pareto fronts




















































(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.19: Estimated Pareto fronts and solution spaces in experiment 10
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In the Table 4.31 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.31: Performance of optimization algorithms in experiment 10
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.7866 0.7182 0.8784 0.7886 0.9264 2.8071 0.7857 0.8291 1.3881
Median 0.7867 0.7205 0.8443 0.7887 0.9273 2.8083 0.7858 0.8318 1.3926
Std. Dev. 0.0005 0.0390 0.0694 0.0002 0.0140 0.0087 0.0005 0.0296 0.0336
Worst 0.7858 0.6591 0.9735 0.7883 0.9091 2.8178 0.7844 0.7864 1.4406
Best 0.7872 0.7773 0.7955 0.7888 0.9545 2.7949 0.7864 0.8727 1.3437
In the Figure 4.20 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of five quadrotors with
obstacles can be seen.
































































































Figure 4.20: Relationship between parameters and functions in experiment 10
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Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using NSGA-II-DE as showed in the Table 4.32.
Table 4.32: Confidence intervals in experiment 10
Solution NSGA-II-DE30 (∆r = 0.3652, ∆o = 2.6213, ∆a = 4.4115)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 225.5830 291.8443 291.8170 28.2731 [234.0259, 349.6627]
f2 2.0476 2.5941 2.5923 0.4355 [1.7035, 3.4846]
f3 1.6384 2.1867 2.1835 0.3936 [1.3818, 2.9915]
f4 0.0329 0.1400 0.1393 0.0573 [0.0229, 0.2571]
Solution NSGA-II-DE45 (∆r = 0.3874, ∆o = 2.5469, ∆a = 4.3544)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 259.7488 261.8437 262.1668 28.3150 [203.9394, 319.7479]
f2 1.9207 1.8068 1.8066 0.0862 [1.6304, 1.9831]
f3 1.9385 1.5200 1.5227 0.2679 [0.9722, 2.0678]
f4 0.0601 0.0333 0.0330 0.0327 [−0.0336, 0.1002]
Solution NSGA-II-DE79 (∆r = 1.0013, ∆o = 2.5143, ∆a = 4.1366)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 251.0874 281.5583 281.5330 27.4991 [225.3227, 337.7940]
f2 2.8431 4.3166 4.3273 0.5628 [3.1656, 5.4676]
f3 0.6250 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0420 0.1067 0.1062 0.0496 [0.0052, 0.2082]
Solution NSGA-II-DE127 (∆r = 1.0112, ∆o = 2.6496, ∆a = 3.9845)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 246.9341 276.6980 276.8422 28.6964 [218.0139, 335.3821]
f2 2.9106 3.3862 3.3826 0.4968 [2.3703, 4.4021]
f3 0.5166 0.0000 0.0000 0.0000 [0.0000, 0.0000]
f4 0.0377 0.0600 0.0602 0.0365 [−0.0147, 0.1347]
Solution NSGA-II-DE193 (∆r = 0.3954, ∆o = 2.6050, ∆a = 4.4723)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 200.5985 238.1957 238.1052 25.8686 [185.2944, 291.0970]
f2 2.1401 2.6000 2.6049 0.3846 [1.8135, 3.3866]
f3 1.4193 1.4867 1.4933 0.4114 [0.6454, 2.3280]
f4 0.0130 0.0733 0.0729 0.0456 [−0.0200, 0.1667]
Table 4.32 shows that in experiment 4, 80% of selected solutions has a valid
estimation in f1, 80% of selected solutions has a valid estimation in f2, 60% of
selected solutions has a valid estimation in f3 and 100% of selected solutions has a
valid estimation in f4.
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4.2.5 Experiment 11
In the Figure 4.21 the estimated Pareto fronts and the solution spaces obtained by


























(a) MOPSO: Pareto fronts





















































(c) NSGA-II-DE: Pareto fronts





















































(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.21: Estimated Pareto fronts and solution spaces in experiment 11
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In the Table 4.33 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.33: Performance of optimization algorithms in experiment 11
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.7979 0.7445 0.9040 0.8007 0.9068 2.8907 0.7936 0.9305 0.7669
Median 0.7983 0.7500 0.9024 0.8007 0.9045 2.8929 0.7935 0.9500 0.7633
Std. Dev. 0.0009 0.0554 0.0182 0.0000 0.0204 0.0084 0.0012 0.0371 0.0304
Worst 0.7965 0.6591 0.9340 0.8006 0.8818 2.9051 0.7920 0.8636 0.8127
Best 0.7990 0.8500 0.8769 0.8008 0.9500 2.8761 0.7954 0.9636 0.7208
In the Figure 4.22 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of ten quadrotors with
obstacles can be seen.
































































































Figure 4.22: Relationship between parameters and functions in experiment 11
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Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using NSGA-II-DE as showed in the Table 4.34.
Table 4.34: Confidence intervals in experiment 11
Solution NSGA-II-DE58 (∆r = 0.9581, ∆o = 4.8561, ∆a = 4.9923)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 274.8387 208.9727 208.8247 26.8720 [154.0195, 263.9258]
f2 3.6236 3.6791 3.6782 0.1902 [3.2901, 4.0681]
f3 0.8725 0.0033 0.0033 0.0032 [−0.0033, 0.0100]
f4 0.0413 0.0567 0.0569 0.0397 [−0.0246, 0.1379]
Solution NSGA-II-DE84 (∆r = 0.9608, ∆o = 4.6810, ∆a = 4.3476)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 254.4086 242.7853 242.8545 27.4918 [186.5646, 299.0061]
f2 3.6251 3.8881 3.8902 0.2420 [3.3933, 4.3830]
f3 0.9320 0.0033 0.0034 0.0033 [−0.0034, 0.0101]
f4 0.0432 0.0967 0.0970 0.0534 [−0.0126, 0.2059]
Solution NSGA-II-DE151 (∆r = 0.9422, ∆o = 4.8675, ∆a = 4.8804)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 271.9405 221.3802 221.5972 21.0471 [178.3387, 264.4216]
f2 3.5427 3.6994 3.7005 0.1437 [3.4056, 3.9932]
f3 1.0333 0.1667 0.1679 0.1163 [−0.0711, 0.4044]
f4 0.0490 0.0033 0.0034 0.0033 [−0.0034, 0.0100]
Solution NSGA-II-DE200 (∆r = 0.7003, ∆o = 3.8355, ∆a = 2.6123)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 223.1061 243.5305 243.4696 23.1295 [196.2307, 290.8303]
f2 2.6179 4.5697 4.5637 0.4710 [3.6064, 5.5329]
f3 2.6453 0.2000 0.2003 0.0603 [0.0768, 0.3233]
f4 0.0013 0.0067 0.0066 0.0065 [−0.0066, 0.0199]
Solution NSGA-II-DE215 (∆r = 0.9382, ∆o = 4.6721, ∆a = 3.6563)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 239.8864 220.6687 220.6561 16.2074 [187.5246, 253.8127]
f2 3.5603 3.9488 3.9503 0.2564 [3.4245, 4.4732]
f3 1.0745 0.0033 0.0033 0.0033 [−0.0034, 0.0100]
f4 0.0504 0.0000 0.0000 0.0000 [0.0000, 0.0000]
Table 4.34 shows that in experiment 5, 60% of selected solutions has a valid
estimation in f1, 80% of selected solutions has a valid estimation in f2, 0% of selected
solutions has a valid estimation in f3 and 60% of selected solutions has a valid
estimation in f4.
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4.2.6 Experiment 12
In the Figure 4.23 the estimated Pareto fronts and the solution spaces obtained by
each multi-objective optimization algorithm are showed.
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(a) MOPSO: Pareto fronts



























(b) MOPSO: Solution space
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(c) NSGA-II-DE: Pareto fronts



























(d) NSGA-II-DE: Solution space
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(e) MOEA/D-DE: Pareto fronts



























(f) MOEA/D-DE: Solution space
Figure 4.23: Estimated Pareto fronts and solution spaces in experiment 12
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In the Table 4.35 a comparison between multi-objective optimization algo-
rithms after ten independent optimizations using the selected performance metrics
is showed.
Table 4.35: Performance of optimization algorithms in experiment 12
Algorithm MOPSO NSGA-II-DE MOEA/D-DE
Metric HV Q TPC HV Q TPC HV Q TPC
Average 0.7117 0.9141 0.9449 0.7116 0.9000 2.8997 0.7096 0.9091 1.0460
Median 0.7118 0.9159 0.9441 0.7116 0.9023 2.8988 0.7119 0.9000 1.0296
Std. Dev. 0.0013 0.0164 0.0221 0.0023 0.0189 0.0120 0.0054 0.0285 0.0515
Worst 0.7095 0.8864 0.9803 0.7089 0.8727 2.9182 0.6988 0.8727 1.1549
Best 0.7134 0.9364 0.9140 0.7153 0.9364 2.8831 0.7132 0.9591 0.9948
In the Figure 4.24 the relationships between control parameters (∆r, ∆o, ∆a)
and objective functions (f1, f2, f3, f4) in the experiment of twenty quadrotors with
obstacles can be seen.
































































































Figure 4.24: Relationship between parameters and functions in experiment 12
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Confidence intervals using bootstrap methods are calculated for five random
solutions of taken from the best independent optimization in terms of hypervolume
measure using MOPSO as showed in the Table 4.36.
Table 4.36: Confidence intervals in experiment 12
Solution MOPSO10 (∆r = 1.1512, ∆o = 5.0000, ∆a = 3.0297)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 302.4008 251.8957 251.8326 19.5868 [211.8407, 291.9508]
f2 8.8974 6.4752 6.4691 0.4747 [5.5046, 7.4459]
f3 0.4072 0.0100 0.0099 0.0068 [−0.0038, 0.0238]
f4 0.0321 0.0500 0.0499 0.0282 [−0.0076, 0.1076]
Solution MOPSO13 (∆r = 0.8817, ∆o = 5.0000, ∆a = 3.7515)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 189.3795 203.1880 203.2280 21.8007 [158.6056, 247.7704]
f2 4.3064 4.3281 4.3269 0.1656 [3.9894, 4.6669]
f3 2.1177 0.1350 0.1349 0.0737 [−0.0158, 0.2858]
f4 0.0285 0.0517 0.0516 0.0368 [−0.0235, 0.1269]
Solution MOPSO120 (∆r = 1.0142, ∆o = 5.0000, ∆a = 5.0000)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 246.2436 230.3197 230.1943 24.5166 [180.1832, 280.4561]
f2 6.8371 4.9861 4.9858 0.3311 [4.3091, 5.6632]
f3 0.6632 0.0183 0.0183 0.0080 [0.0020, 0.0346]
f4 0.0326 0.0750 0.0747 0.0388 [−0.0043, 0.1543]
Solution MOPSO131 (∆r = 0.8582, ∆o = 4.9594, ∆a = 4.0539)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 181.4347 242.3474 242.2870 22.8591 [195.6005, 289.0943]
f2 4.1143 5.7740 5.7720 0.4820 [4.7882, 6.7597]
f3 2.2367 0.1950 0.1962 0.0711 [0.0497, 0.3404]
f4 0.0228 0.0883 0.0881 0.0418 [0.0028, 0.1739]
Solution MOPSO149 (∆r = 0.9277, ∆o = 4.8882, ∆a = 3.6758)
Objectives Estimated 30 Runs meanboot SEboot 95% Confidence Interval
f1 224.8379 247.4091 247.3461 22.3086 [201.7879, 293.0302]
f2 5.1618 5.3388 5.3422 0.3620 [4.5984, 6.0792]
f3 1.6248 0.1533 0.1542 0.1110 [−0.0736, 0.3803]
f4 0.0528 0.0067 0.0067 0.0065 [−0.0067, 0.0200]
Table 4.36 shows that in experiment 6, 60% of selected solutions has a valid
estimation in f1, 40% of selected solutions has a valid estimation in f2, 0% of selected





The nondominated solutions found in the experiments 1 to 6 show that the opti-
mized values for ∆r are close to the lower bound and the optimized values for ∆o
and ∆a are close to the upper bounds. The comparison between the objective func-
tions obtained by solutions without cooperation between members and the obtained
by nondominated solutions demonstrate that the implemented bio-inspired model
produces collaborative tendencies among members of the swarm which favor the
resolution of the task with a better performance. An important obtained result in
the experiments 1 to 6 is the minimum required value for the width of the zone of
repulsion that produces zero collisions.
The Pareto fronts showed in the Figures 4.1, 4.3, 4.5, 4.7, 4.9 and 4.11 show a
proportional relation between f1 and f2 in swarms of many members, this relation is
remarked in the experiments 3 and 6, this result suggests that an unite swarm can
solve the proposed task in a more efficient way when many members are involved.
In most of the cases the total of explorers are minimum when the others three
functions are minimized because when all the members reach the zone of influence
a good evaluation in all the objective functions are expected.
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Tables 4.3, 4.7, 4.11, 4.15, 4.19 and 4.23 show that in the experiments 1, 2
and 3 the MOPSO produces more nondominated solutions than the NSGA-II-DE
and in the experiments 4, 5 and 6 the opposite occurs, however in the experients
1, 4, 5 and 6 the MOPSO obtains a better evaluation in HV and Q than NSGA-
II-DE and in experiments 2 and 3 the NSGA-II-DE obtains a better evaluation in
HV and Q than MOPSO and the MOPSO obtains a better evaluation in terms of
TPC in the experiments 1 to 6; all previous results suggest that in a real life multi-
objective problem the MOPSO algorithm outperforms the NSGA-II-DE algorithm.
However, this can be due to the lack of population and cycles which have a more
negative effect in genetic algorithms than collective intelligence algorithms, this re-
lationship between algorithms performance and computational cost is also seen in
single-objective optimization [74].
Confidence intervals from Tables 4.4, 4.8, 4.12, 4.16, 4.20 and 4.24 confirm that
10 runs per solution give a good approximation of the true objective functions in
the experiments 1 to 6.
Figures 4.13, 4.15, 4.17, 4.19, 4.21 and 4.23 show that in the experiments 7
to 12 most of the found solutions are contained in smaller ranges than the original
proposed search space, for the radius of the zone of repulsion most solutions are in the
following range ∆r = [0.36, 2.68], for the zone of orientation are in the following range
∆o = [2.5, 5] and for the zone of attraction are in the following range ∆a = [2.5, 5];
some found solutions are outside of the previous ranges but the number of solutions
with this condition are minimum. The results from the solution spaces suggest that
the original search space [0.36, 5] × [0, 5]2 is too large because the most of optimal
solutions are in a small region of the entire search space, this denotes that small
values for the parameter ∆r are preferred and large values for the parameters ∆o
and ∆a are preferred in a flocking taskwith target zone search which is in accordance
with the results obtained in experiments 1 to 6.
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Estimated Pareto fronts show that the objectives f2 and f3 are in conflict in
the experiments 7 to 12, the objectives f3 and f4 are in conflict when are obstacles
in the arena and the swarm has ten or twenty members, the objectives f1 and f3 are
in conflict mainly with swarms of ten or twenty members regardless the presence of
obstacles, the objectives f1 and f2 are in conflict mainly when do not exists obstacles
in the arena and it is more evident with small swarms, the objectives f2 and f4 are
in conflict when the swarm is small and exists obstacles in the arena, the objectives
f1 and f4 do not show conflict between them.
As can seen in the Tables 4.25, 4.27, 4.29, 4.31, 4.33 and 4.35 the following
general results are obtained. In terms of HV the MOPSO was the best evaluated in
the experiments 8, 9 and 12; the NSGA-II-DE was the best evaluated in experiments
7, 10 and 11 but was the worst evaluated in the experiment 8; the MOEA/D-DE
was the worst evaluated in the experiments 7, 9, 10, 11 and 12. In terms of Q the
MOPSO was the best evaluated in the experiments 9 and 12 but was the worst
evaluated in the experiments 7, 10 and 11; the NSGA-II-DE was the best evaluated
in experiments 7 and 10 but was the worst evaluated in the experiments 8 and 12;
the MOEA/D-DE was the best evaluated in experiments 8 and 11 but was the worst
evaluated in the experiment 9. In terms of TPC the MOPSO was the best evaluated
in the experiments 7, 8, 9, 10 and 12; the NSGA-II-DE was the worst evaluated in
the experiments 7 to 12; the MOEA/D-DE was the best evaluated in experiment
11. With these results is clearly that in the experiment 7 to 12 the MOPSO is the
best algorithm in the HV metric but is the worst algorithm in terms of Q metric.
With MOEA/D is the opposite case, it is the best algorithm in Q metric but is the
worst evaluated algorithm in HV metric. The algorithm NSGA-II-DE is the most
balanced algorithm in terms of HV and Q metrics. About the TPC metric, the
MOPSO is the best evaluated and NSGA-II-DE is the worst evaluated algorithm.
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As showed in the Figures 4.14, 4.16, 4.18, 4.20, 4.22 and 4.24 the following
relations between control parameters and objectives are obtained. An increase in
∆r is related to a decrease in f3 but is related to an increase in f1, f2 and f4, these
relations are more significant as the number of members in the swarm increase. An
increase in ∆o is related to a decrease in all the objectives, this relation with the
objective f3 is not very significant and in the swarm of 10 members with obstacles
this relation with the objective f4 is not very significant. An increase in ∆a is related
to a decrease in f2, this relation is more significant with small number of members in
the swarm but in the experiments with obstacles is observed that an increase in ∆a
is related to a increase in f1 and f4. These results show that the zone of repulsion
is only needed in order to reduce the number of collisions between members but
this zone harms the minimization of the other objectives, the zone of orientation
is very important in the location-aggregation task because it helps to minimize all
the objectives, the zone of attraction is important too, but it harms slightly the
minimization of the objective f1 and f4.
As can seen in the Tables 4.26, 4.28, 4.30, 4.32, 4.34 and 4.36 the objective
function f1 has 80% or more valid solutions in experiments 7, 8, 9 and 10, f2 has
80% or more valid solutions in experiments 7, 8, 10 and 11, f3 has 80% or more valid
solutions in none experiment, f4 has 80% or more valid solutions in experiments 7,
10 and 12. It is necessary add more nodes in the parameter ∆r in order to improve
the estimation of f3.
5.2 General conclusions
The flocking task with target zone search was successfully completed by swarms of
quadrotors with different number of members and with and without the presence of
obstacles in the environment, the sets of optimized control parameters were found
in each experiment.
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The proposed surrogate model called nodes-based statistical model helps to
evaluate the performance of the swarm of quadrotors without the need to evalu-
ate each candidate solution directly in the simulator, this allows the use of multi-
objective optimization algorithms with large populations and large number of cy-
cles or generations which produces estimated Pareto fronts and solution spaces with
enough information to observe the relationship between objectives and the optimized
control parameters which solve the proposed task with a very good performance.
The small differences between estimated solution spaces of the different pro-
posed experiments highlights the scalability and robustness of the model but the
importance of finding the correct sets of control parameters in order to obtain the
best performance in each case is more obvious when observing the differences in
the estimated Pareto fronts. The impact of the control parameters of the swarm
on the proposed objectives in each experiment is showed in order to support the
found solution spaces, this helps to determine control parameters of the swarm in
order to reach a particular behavior taking into consideration the size of the swarm
and the conditions of the environment. The nodes-based statistical model shows
to be a good option to estimate the objective functions of tasks which simulation
requires high computational time, for that reason this model can be implemented in
the optimization of more tasks developed by swarms of quadrotors.
The comparison between multi-objective optimization algorithms in the pro-
posed experiments shows that the MOPSO is the best option for optimize real
life multi-objective problems when limited population and cycles are used, how-
ever, when there are not limitations about computational time during the optimiza-
tion process the NSGA-II-DE is the most convenient algorithm due to the easy
parametrization and the good performance in HV and Q metrics.
The good performance of the bio-inspired model for steer a swarm of quadrotors
in a flocking task highlights the possibility of use this model in a wide variety of real-
life problems as parcel delivery or construction tasks.
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5.3 Future work
The optimization of the task with more nodes in the parameter ∆r must be done
as future work to improve the estimation of the number of collisions. A detailed
methodology for select the number of nodes per dimension must be proposed and
a dynamic τ parameter which depends on the position of the solution with respect
to the neighbors must be added to the nodes-based statistical model in order to
improve the estimation of objective functions, larger values of τ are preferred when
the solution is in the middle of neighbors and smaller values of τ are preferred when
the solution is near of a neighbor. A comparison between the nodes-based statistical
model and others techniques to estimate the objective functions is needed in order
to determine the true scope of the proposed surrogate model.
More tasks for swarms, as predator-prey or construction tasks, must be op-
timized in order to verify the differences between optimized control parameters in
different types of tasks.
A perception system that allows the bio-inspired model to be fully applied
must be incorporated into real quadrotors in order to replicate in real swarms of
quadrotors the obtained results. The perception system must be able to recognize




A.1 Function to use MOPSO
The MOPSO algorithm was implemented in the software Scilab 6.0.1. The Algo-
rithm A.1 explains in a general way the main sections of the implemented function
called MOPSO().
Algorithm A.1 Function to use MOPSO






7: Update adaptive grid;
8: for cycle = 1 : TCycles do
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Where TI is the total of particles, TR is the dimension of each particle, TIRep
is the maximum size of the repository, TCycles is the total of cycles, LI and LS
contain the lower and upper limits of each dimension respectively. The outputs PRep
and FERep contain the optimized solutions in the repository and their obtained
evaluations respectively.
A.2 Function to use NSGA-II-DE
The NSGA-II-DE was implemented in the software Scilab 6.0.1. The Algorithm A.2
explains in a general way the main sections of the implemented function called
NSGAIIDE().
Algorithm A.2 Function to use NSGA-II-DE







8: for generation = 1 : TGen do










Where TGen is the total of generations and the remaining inputs and outputs
means the same as the function MOPSO() with the difference that the solutions
are called individuals.
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A.3 Function to use MOEA/D-DE
The MOEA/D-DE was implemented in the software Scilab 6.0.1. The Algorithm A.3
explains in a general way the main sections of the implemented function called
MOEADDE().
Algorithm A.3 Function to use MOEA/D-DE








9: for generation = 1 : TGen do









19: Update adaptive grid;
20: end for
21: end function
Where H is a integer to select the total of individuals and the remaining inputs
and outputs means the same as the function NSGAIIDE().
Appendix B
Results of nodes evaluation
B.1 Nodes for experiment 7
In the Table B.1 the evaluation obtained by each generated node after 10 repetitions
in the experiment 7 is showed. The evaluation of all the nodes takes 0.6644 days of
computational time.
Table B.1: Nodes evaluation in experiment 7
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 248.2920 11.4633 16.4600 0.1600
2 0.36 0.00 1.25 298.3480 12.0115 18.0800 0.1200
3 0.36 0.00 2.50 278.4800 10.8163 19.1400 0.0600
4 0.36 0.00 3.75 334.8950 10.1086 26.5200 0.0600
5 0.36 0.00 5.00 284.0430 8.5678 22.3400 0.0600
6 0.36 1.25 0.00 259.4640 11.7081 11.9800 0.1000
7 0.36 1.25 1.25 179.7590 9.8208 8.7800 0.0200
8 0.36 1.25 2.50 212.5960 4.9576 4.0600 0.1000
9 0.36 1.25 3.75 188.4840 4.7413 4.5800 0.0200
10 0.36 1.25 5.00 335.5310 4.9697 3.8200 0.2400
11 0.36 2.50 0.00 209.8940 10.4740 10.4200 0.0800
12 0.36 2.50 1.25 178.4640 6.7400 6.6600 0.0200
13 0.36 2.50 2.50 204.3700 5.0176 3.1800 0.0000
14 0.36 2.50 3.75 203.1720 3.5346 3.0800 0.0000
15 0.36 2.50 5.00 235.6130 3.0858 3.5200 0.0800
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Table B.1: Nodes evaluation in experiment 7 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
16 0.36 3.75 0.00 284.7020 11.0673 8.9000 0.1400
17 0.36 3.75 1.25 191.9510 9.0744 4.8000 0.0200
18 0.36 3.75 2.50 166.8650 4.8285 1.6200 0.0400
19 0.36 3.75 3.75 164.2380 2.4303 0.7400 0.0000
20 0.36 3.75 5.00 166.8060 2.4739 0.9200 0.0600
21 0.36 5.00 0.00 231.1790 10.7088 8.6600 0.0800
22 0.36 5.00 1.25 203.3970 8.5708 3.4000 0.0000
23 0.36 5.00 2.50 204.4930 5.1338 2.5800 0.0200
24 0.36 5.00 3.75 139.8290 3.4695 0.6200 0.0000
25 0.36 5.00 5.00 207.8380 3.0272 0.8800 0.1000
26 1.52 0.00 0.00 289.9390 12.0956 0.0000 0.1400
27 1.52 0.00 1.25 245.3570 10.7649 0.0000 0.0200
28 1.52 0.00 2.50 257.0860 9.1076 0.0000 0.0400
29 1.52 0.00 3.75 251.6490 8.5482 0.0000 0.1000
30 1.52 0.00 5.00 285.7210 10.2467 0.0000 0.1400
31 1.52 1.25 0.00 212.3980 9.9573 0.0000 0.0800
32 1.52 1.25 1.25 218.6140 9.9407 0.0000 0.0200
33 1.52 1.25 2.50 218.4450 6.8326 0.0000 0.1000
34 1.52 1.25 3.75 246.3250 5.7451 0.0000 0.0200
35 1.52 1.25 5.00 214.8150 3.6507 0.0000 0.0600
36 1.52 2.50 0.00 238.0000 11.1554 0.0000 0.0600
37 1.52 2.50 1.25 234.2860 10.5339 0.0000 0.0200
38 1.52 2.50 2.50 141.9130 4.9153 0.0000 0.0400
39 1.52 2.50 3.75 247.5720 4.1323 0.0000 0.0600
40 1.52 2.50 5.00 180.2110 3.2933 0.0000 0.0000
41 1.52 3.75 0.00 254.5230 11.4132 0.0000 0.0600
42 1.52 3.75 1.25 207.0680 7.4442 0.0000 0.1000
43 1.52 3.75 2.50 229.2790 5.5785 0.0000 0.1200
44 1.52 3.75 3.75 143.4800 3.7847 0.0000 0.0000
45 1.52 3.75 5.00 244.3460 3.9968 0.0000 0.0800
46 1.52 5.00 0.00 252.1460 11.0552 0.0000 0.0800
47 1.52 5.00 1.25 251.6510 8.1987 0.0200 0.0400
48 1.52 5.00 2.50 203.0870 4.8107 0.0000 0.0000
49 1.52 5.00 3.75 158.4450 4.1092 0.0000 0.0000
50 1.52 5.00 5.00 206.3290 4.0955 0.0000 0.0000
51 2.68 0.00 0.00 282.7650 11.7410 0.0000 0.1000
52 2.68 0.00 1.25 284.2900 11.0389 0.0000 0.1400
53 2.68 0.00 2.50 322.4800 11.1231 0.0000 0.1000
54 2.68 0.00 3.75 373.7130 9.4071 0.0000 0.2800
55 2.68 0.00 5.00 347.3690 10.2128 0.0000 0.1800
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Table B.1: Nodes evaluation in experiment 7 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
56 2.68 1.25 0.00 263.4620 10.8053 0.0000 0.1200
57 2.68 1.25 1.25 273.8300 9.6945 0.0000 0.0400
58 2.68 1.25 2.50 239.8670 8.8114 0.0000 0.0400
59 2.68 1.25 3.75 227.0370 6.2388 0.0000 0.0200
60 2.68 1.25 5.00 193.8420 4.8595 0.0000 0.0600
61 2.68 2.50 0.00 279.7700 11.1636 0.0000 0.1200
62 2.68 2.50 1.25 233.2200 9.9510 0.0000 0.0600
63 2.68 2.50 2.50 317.1220 8.2936 0.0000 0.1200
64 2.68 2.50 3.75 183.6050 5.7056 0.0000 0.0000
65 2.68 2.50 5.00 279.9220 4.6852 0.0000 0.0600
66 2.68 3.75 0.00 197.8600 9.6859 0.0000 0.0400
67 2.68 3.75 1.25 266.3260 9.9003 0.0000 0.1800
68 2.68 3.75 2.50 147.9380 5.5404 0.0000 0.0400
69 2.68 3.75 3.75 205.4050 5.0640 0.0000 0.0000
70 2.68 3.75 5.00 142.6890 4.3905 0.0000 0.0000
71 2.68 5.00 0.00 241.9660 10.4978 0.0000 0.1200
72 2.68 5.00 1.25 195.1700 7.0008 0.0000 0.0000
73 2.68 5.00 2.50 209.1550 6.0542 0.0000 0.0000
74 2.68 5.00 3.75 189.2570 5.1454 0.0000 0.0200
75 2.68 5.00 5.00 131.8460 4.3912 0.0000 0.0000
76 3.84 0.00 0.00 267.8990 11.9337 0.0000 0.1200
77 3.84 0.00 1.25 321.6400 11.3492 0.3600 0.1600
78 3.84 0.00 2.50 394.3960 11.2983 0.5400 0.2400
79 3.84 0.00 3.75 329.0630 10.8473 0.0000 0.1000
80 3.84 0.00 5.00 325.8380 10.6579 0.3800 0.0800
81 3.84 1.25 0.00 279.4430 11.3246 0.0000 0.0400
82 3.84 1.25 1.25 293.7680 11.1802 0.0000 0.1200
83 3.84 1.25 2.50 223.5040 7.8394 0.0000 0.0200
84 3.84 1.25 3.75 268.5740 8.3153 0.2800 0.0800
85 3.84 1.25 5.00 199.3870 4.2634 0.3000 0.0200
86 3.84 2.50 0.00 227.3490 10.4621 0.0000 0.0800
87 3.84 2.50 1.25 218.3180 9.3418 0.0000 0.0800
88 3.84 2.50 2.50 282.4750 9.0449 0.0000 0.0600
89 3.84 2.50 3.75 284.3160 7.5575 0.0000 0.0200
90 3.84 2.50 5.00 170.4820 5.3757 0.0000 0.0200
91 3.84 3.75 0.00 240.6330 10.5098 0.0000 0.1000
92 3.84 3.75 1.25 252.8920 9.5449 0.0000 0.0800
93 3.84 3.75 2.50 200.6360 7.8418 0.0200 0.0200
94 3.84 3.75 3.75 199.7730 6.7393 0.0000 0.0200
95 3.84 3.75 5.00 300.3790 4.7281 0.1800 0.0400
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Table B.1: Nodes evaluation in experiment 7 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
96 3.84 5.00 0.00 235.8590 11.9193 0.0000 0.0800
97 3.84 5.00 1.25 236.7450 9.0253 0.0000 0.0800
98 3.84 5.00 2.50 166.0630 6.7682 0.0000 0.0000
99 3.84 5.00 3.75 149.2220 5.8725 0.0000 0.0000
100 3.84 5.00 5.00 182.2170 6.1692 0.0000 0.0000
101 5.00 0.00 0.00 261.6960 11.9074 0.0000 0.1400
102 5.00 0.00 1.25 383.3630 11.6783 0.3600 0.2400
103 5.00 0.00 2.50 354.3180 10.9227 0.3600 0.2400
104 5.00 0.00 3.75 366.5170 10.4586 0.0000 0.2600
105 5.00 0.00 5.00 356.3110 8.3707 0.0800 0.1600
106 5.00 1.25 0.00 228.4170 10.8120 0.0000 0.0600
107 5.00 1.25 1.25 254.0150 10.3336 0.0000 0.0600
108 5.00 1.25 2.50 293.8650 9.3685 0.0000 0.0400
109 5.00 1.25 3.75 290.7280 9.3241 0.2000 0.1000
110 5.00 1.25 5.00 277.1940 7.5548 0.0000 0.0400
111 5.00 2.50 0.00 249.5210 11.4066 0.0000 0.0600
112 5.00 2.50 1.25 267.7970 9.5260 0.3200 0.0600
113 5.00 2.50 2.50 250.2010 8.3830 0.0000 0.0400
114 5.00 2.50 3.75 224.6220 7.9683 0.0000 0.0800
115 5.00 2.50 5.00 236.9850 7.0696 0.0000 0.1000
116 5.00 3.75 0.00 167.4740 9.3579 0.0000 0.0000
117 5.00 3.75 1.25 191.9340 9.1520 0.0000 0.0400
118 5.00 3.75 2.50 226.8530 8.8501 0.0000 0.0200
119 5.00 3.75 3.75 236.0070 7.1807 0.0000 0.0000
120 5.00 3.75 5.00 220.3950 5.5817 0.0000 0.0000
121 5.00 5.00 0.00 225.9090 10.9508 0.0000 0.0200
122 5.00 5.00 1.25 254.0710 9.7313 0.0000 0.1000
123 5.00 5.00 2.50 189.2970 7.3758 0.1800 0.0200
124 5.00 5.00 3.75 251.6280 6.8656 0.0000 0.0600
125 5.00 5.00 5.00 297.0310 6.5362 0.1200 0.1000
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B.2 Nodes for experiment 8
In the Table B.2 the evaluation obtained by each generated node after 10 repetitions
in the experiment 8 is showed. The evaluation of all the nodes takes 2.0170 days of
computational time.
Table B.2: Nodes evaluation in experiment 8
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 256.4945 11.3730 36.9600 0.0700
2 0.36 0.00 1.25 270.7550 11.1005 46.2000 0.1500
3 0.36 0.00 2.50 318.2735 11.2118 48.7200 0.1500
4 0.36 0.00 3.75 290.6205 10.3744 46.5800 0.1700
5 0.36 0.00 5.00 398.0515 10.7809 49.1900 0.2900
6 0.36 1.25 0.00 241.4790 10.4713 26.3300 0.0500
7 0.36 1.25 1.25 285.1755 11.0944 21.7200 0.1300
8 0.36 1.25 2.50 231.7035 8.0914 26.8800 0.0400
9 0.36 1.25 3.75 293.3375 9.3363 15.8800 0.2100
10 0.36 1.25 5.00 199.8745 6.5851 17.5300 0.0300
11 0.36 2.50 0.00 248.2610 10.5165 26.1500 0.0600
12 0.36 2.50 1.25 263.2515 8.2363 14.5800 0.0800
13 0.36 2.50 2.50 234.9945 5.6804 13.6700 0.1000
14 0.36 2.50 3.75 225.7440 3.2097 5.9400 0.0100
15 0.36 2.50 5.00 202.0550 5.4326 4.0700 0.0000
16 0.36 3.75 0.00 225.0915 10.1273 25.5300 0.0700
17 0.36 3.75 1.25 232.4135 7.7183 13.2800 0.0400
18 0.36 3.75 2.50 188.3640 3.6481 8.3600 0.0500
19 0.36 3.75 3.75 243.1775 3.9848 5.3000 0.0600
20 0.36 3.75 5.00 174.7235 2.6016 1.6200 0.0000
21 0.36 5.00 0.00 234.9280 10.3467 21.3200 0.0800
22 0.36 5.00 1.25 186.4575 7.5469 12.6100 0.0500
23 0.36 5.00 2.50 210.9650 4.5164 3.9100 0.0200
24 0.36 5.00 3.75 128.3780 3.7391 2.7700 0.0000
25 0.36 5.00 5.00 181.0760 3.7155 3.0000 0.0500
26 1.52 0.00 0.00 274.6970 11.2319 0.0000 0.1000
27 1.52 0.00 1.25 259.4940 10.5960 0.0000 0.0700
28 1.52 0.00 2.50 321.6990 11.5145 0.0000 0.1700
29 1.52 0.00 3.75 326.5125 10.2579 0.0000 0.1900
30 1.52 0.00 5.00 353.9810 11.2531 0.0000 0.2800
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Table B.2: Nodes evaluation in experiment 8 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
31 1.52 1.25 0.00 252.3235 10.6909 0.0000 0.0700
32 1.52 1.25 1.25 277.2900 10.5702 0.0000 0.0700
33 1.52 1.25 2.50 293.1410 8.3424 0.0000 0.0600
34 1.52 1.25 3.75 330.1635 9.4826 0.0000 0.0600
35 1.52 1.25 5.00 274.6680 7.7933 0.0000 0.0800
36 1.52 2.50 0.00 234.5940 9.8283 0.0000 0.0700
37 1.52 2.50 1.25 246.7845 9.1307 0.0000 0.0600
38 1.52 2.50 2.50 229.8145 8.1827 0.0000 0.0000
39 1.52 2.50 3.75 265.7490 8.0468 0.0000 0.0200
40 1.52 2.50 5.00 205.4780 6.0144 0.0000 0.0100
41 1.52 3.75 0.00 234.1100 10.6091 0.0000 0.0600
42 1.52 3.75 1.25 241.1415 9.0624 0.0000 0.0800
43 1.52 3.75 2.50 226.6640 7.4993 0.0000 0.1100
44 1.52 3.75 3.75 172.9735 4.5695 0.0000 0.0000
45 1.52 3.75 5.00 179.2115 3.8754 0.0000 0.0000
46 1.52 5.00 0.00 251.0550 10.7874 0.0000 0.0600
47 1.52 5.00 1.25 229.1170 7.8204 0.0000 0.0400
48 1.52 5.00 2.50 237.9950 8.3793 0.0000 0.0400
49 1.52 5.00 3.75 178.3180 4.9671 0.0000 0.0200
50 1.52 5.00 5.00 167.6310 4.2231 0.0000 0.1000
51 2.68 0.00 0.00 265.1375 11.2625 0.0000 0.1000
52 2.68 0.00 1.25 348.9270 12.1986 0.0500 0.2200
53 2.68 0.00 2.50 364.0045 12.0375 0.0000 0.2200
54 2.68 0.00 3.75 396.6655 12.2399 0.0000 0.3100
55 2.68 0.00 5.00 301.5950 10.8033 0.2100 0.1400
56 2.68 1.25 0.00 265.2455 10.8801 0.0000 0.1000
57 2.68 1.25 1.25 318.8935 11.0800 0.0000 0.1700
58 2.68 1.25 2.50 294.3120 9.6095 0.0200 0.0900
59 2.68 1.25 3.75 368.2940 9.7065 0.0200 0.2100
60 2.68 1.25 5.00 349.6330 9.3189 0.0700 0.2000
61 2.68 2.50 0.00 281.6560 11.3821 0.0000 0.1200
62 2.68 2.50 1.25 318.8110 10.1626 0.3700 0.1300
63 2.68 2.50 2.50 322.7275 9.9033 0.1200 0.1500
64 2.68 2.50 3.75 295.3990 6.9913 0.3200 0.0400
65 2.68 2.50 5.00 290.6970 8.0221 0.2200 0.0700
66 2.68 3.75 0.00 258.4360 10.6006 0.0000 0.1200
67 2.68 3.75 1.25 250.7725 9.3788 0.0000 0.0300
68 2.68 3.75 2.50 273.7085 8.3369 0.1100 0.0600
69 2.68 3.75 3.75 277.9905 6.9228 0.0600 0.0000
70 2.68 3.75 5.00 171.4790 6.3851 0.0000 0.0000
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Table B.2: Nodes evaluation in experiment 8 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
71 2.68 5.00 0.00 201.1725 9.5951 0.0000 0.0100
72 2.68 5.00 1.25 256.4445 9.9646 0.0000 0.0900
73 2.68 5.00 2.50 209.2130 7.7253 0.0700 0.0100
74 2.68 5.00 3.75 162.0000 6.9084 0.0000 0.0000
75 2.68 5.00 5.00 228.3345 5.5905 0.0200 0.0000
76 3.84 0.00 0.00 329.5505 12.7095 0.1100 0.1800
77 3.84 0.00 1.25 323.8325 11.6773 0.5000 0.1300
78 3.84 0.00 2.50 350.0660 11.3145 0.5100 0.1600
79 3.84 0.00 3.75 397.1165 11.5885 0.4000 0.3200
80 3.84 0.00 5.00 326.3665 10.2932 0.2900 0.2200
81 3.84 1.25 0.00 236.7190 10.9095 0.0400 0.1000
82 3.84 1.25 1.25 319.4860 11.0613 0.5000 0.0700
83 3.84 1.25 2.50 373.8560 10.5196 0.3100 0.1900
84 3.84 1.25 3.75 388.1200 10.3606 0.2000 0.1500
85 3.84 1.25 5.00 388.2970 8.6120 1.0800 0.2500
86 3.84 2.50 0.00 304.5900 11.6285 0.2700 0.1600
87 3.84 2.50 1.25 332.6860 11.3211 0.0000 0.1300
88 3.84 2.50 2.50 300.3250 9.2026 1.3500 0.0200
89 3.84 2.50 3.75 395.8605 8.6819 0.9400 0.2300
90 3.84 2.50 5.00 307.8020 8.3046 0.5100 0.0500
91 3.84 3.75 0.00 225.6935 10.1077 0.1300 0.0500
92 3.84 3.75 1.25 287.4290 10.6159 0.2700 0.0300
93 3.84 3.75 2.50 381.6755 9.8166 0.7200 0.2100
94 3.84 3.75 3.75 272.3345 7.6991 0.5600 0.0900
95 3.84 3.75 5.00 266.2560 6.8857 1.1800 0.0300
96 3.84 5.00 0.00 238.6480 10.0253 0.0000 0.0500
97 3.84 5.00 1.25 277.3555 8.9212 0.4200 0.0500
98 3.84 5.00 2.50 229.5970 8.5263 0.0500 0.0000
99 3.84 5.00 3.75 233.2815 7.3559 0.4500 0.0000
100 3.84 5.00 5.00 230.0000 7.2600 0.0600 0.0200
101 5.00 0.00 0.00 327.3410 12.3089 0.8000 0.1800
102 5.00 0.00 1.25 389.2670 12.1888 0.6700 0.2200
103 5.00 0.00 2.50 368.3235 12.1825 1.1700 0.2100
104 5.00 0.00 3.75 416.8900 10.9381 0.7000 0.2900
105 5.00 0.00 5.00 422.8370 11.6036 1.8200 0.2700
106 5.00 1.25 0.00 249.6875 10.7982 0.5700 0.0500
107 5.00 1.25 1.25 314.1615 10.7052 0.4400 0.0900
108 5.00 1.25 2.50 317.1330 9.9559 2.2300 0.1100
109 5.00 1.25 3.75 336.7115 10.4970 0.6400 0.2000
110 5.00 1.25 5.00 436.5975 9.6576 0.8000 0.2600
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Table B.2: Nodes evaluation in experiment 8 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
111 5.00 2.50 0.00 249.9215 10.6030 0.4100 0.0300
112 5.00 2.50 1.25 297.4430 10.4471 0.0000 0.0600
113 5.00 2.50 2.50 358.2790 10.2209 0.8200 0.1100
114 5.00 2.50 3.75 380.5115 9.6251 3.3300 0.1700
115 5.00 2.50 5.00 358.3100 9.0831 0.7300 0.1200
116 5.00 3.75 0.00 279.3745 11.7875 1.3900 0.0800
117 5.00 3.75 1.25 261.6815 9.8773 0.5000 0.0700
118 5.00 3.75 2.50 336.8765 9.9028 0.4700 0.0600
119 5.00 3.75 3.75 342.5875 8.1286 5.0200 0.1300
120 5.00 3.75 5.00 397.9225 8.7945 2.4500 0.1000
121 5.00 5.00 0.00 268.5595 11.5279 0.7000 0.1000
122 5.00 5.00 1.25 327.0325 10.3172 1.2600 0.1600
123 5.00 5.00 2.50 328.6910 8.9881 1.1600 0.1000
124 5.00 5.00 3.75 306.9280 7.7359 0.8100 0.0700
125 5.00 5.00 5.00 298.7190 7.7199 0.9100 0.0600
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B.3 Nodes for experiment 9
In the Table B.3 the evaluation obtained by each generated node after 10 repetitions
in the experiment 9 is showed. The evaluation of all the nodes takes 5.8717 days of
computational time.
Table B.3: Nodes evaluation in experiment 9
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 267.1213 10.8298 75.0450 0.0900
2 0.36 0.00 1.25 288.2560 10.9226 76.5500 0.0950
3 0.36 0.00 2.50 319.7035 10.9643 78.0900 0.1450
4 0.36 0.00 3.75 327.3665 11.1712 72.5200 0.1900
5 0.36 0.00 5.00 374.0782 11.7054 69.1100 0.2750
6 0.36 1.25 0.00 260.1868 11.0402 58.7900 0.1050
7 0.36 1.25 1.25 248.1368 9.4942 72.7150 0.0550
8 0.36 1.25 2.50 311.3928 9.6237 68.4400 0.1100
9 0.36 1.25 3.75 244.4290 8.4278 49.3700 0.0400
10 0.36 1.25 5.00 305.1750 10.4154 50.6600 0.1750
11 0.36 2.50 0.00 235.9830 9.9528 53.9350 0.0600
12 0.36 2.50 1.25 192.3935 7.2186 45.5500 0.0250
13 0.36 2.50 2.50 217.6952 8.0073 20.7950 0.0100
14 0.36 2.50 3.75 207.5055 7.0780 17.6900 0.0050
15 0.36 2.50 5.00 254.6560 9.9986 22.4000 0.0700
16 0.36 3.75 0.00 232.9853 9.5285 58.6550 0.0900
17 0.36 3.75 1.25 217.6455 7.1751 27.0900 0.0400
18 0.36 3.75 2.50 194.8213 6.4885 16.3800 0.0500
19 0.36 3.75 3.75 185.7485 6.3174 9.8550 0.0650
20 0.36 3.75 5.00 191.4015 5.6944 8.8400 0.0000
21 0.36 5.00 0.00 224.7188 9.4535 54.1350 0.0600
22 0.36 5.00 1.25 258.7430 7.2655 22.7850 0.1100
23 0.36 5.00 2.50 184.0627 5.0301 11.7500 0.0200
24 0.36 5.00 3.75 173.1733 3.2716 3.2400 0.0000
25 0.36 5.00 5.00 171.9335 5.1518 5.5200 0.0000
26 1.52 0.00 0.00 270.5398 10.6996 0.0050 0.1000
27 1.52 0.00 1.25 304.1470 11.3981 0.0000 0.1350
28 1.52 0.00 2.50 366.3935 12.3335 0.0000 0.2450
29 1.52 0.00 3.75 436.6927 12.7502 0.0000 0.4250
30 1.52 0.00 5.00 386.6597 12.9275 0.0050 0.3400
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Table B.3: Nodes evaluation in experiment 9 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
31 1.52 1.25 0.00 277.5043 10.9315 0.0200 0.1450
32 1.52 1.25 1.25 369.6015 11.4129 0.0000 0.1400
33 1.52 1.25 2.50 385.5740 11.4293 0.0100 0.2450
34 1.52 1.25 3.75 370.5162 10.6932 0.0000 0.2000
35 1.52 1.25 5.00 325.1513 11.7649 0.0000 0.1850
36 1.52 2.50 0.00 244.1328 9.8106 0.0100 0.0750
37 1.52 2.50 1.25 296.5862 9.7082 0.0000 0.0850
38 1.52 2.50 2.50 342.1963 10.1169 0.0050 0.1600
39 1.52 2.50 3.75 359.3720 10.5114 0.0000 0.0800
40 1.52 2.50 5.00 323.4443 10.9041 0.0000 0.1350
41 1.52 3.75 0.00 253.2340 10.4761 0.0150 0.1050
42 1.52 3.75 1.25 313.1698 10.4866 0.0000 0.1100
43 1.52 3.75 2.50 290.0085 9.6015 0.0050 0.0600
44 1.52 3.75 3.75 244.6605 8.7842 0.0000 0.0550
45 1.52 3.75 5.00 222.6203 8.2565 0.0000 0.0100
46 1.52 5.00 0.00 229.0838 9.5644 0.0000 0.0550
47 1.52 5.00 1.25 329.1698 10.0533 0.0050 0.1950
48 1.52 5.00 2.50 244.4783 9.1970 0.0100 0.0050
49 1.52 5.00 3.75 217.8648 7.4773 0.0000 0.0300
50 1.52 5.00 5.00 197.8100 6.9200 0.0000 0.0000
51 2.68 0.00 0.00 290.5910 11.4071 0.0700 0.1300
52 2.68 0.00 1.25 385.9222 13.0169 0.1850 0.1950
53 2.68 0.00 2.50 409.9733 12.7442 0.0850 0.3050
54 2.68 0.00 3.75 395.6855 12.6884 0.0800 0.2850
55 2.68 0.00 5.00 422.5172 13.0651 0.0500 0.2700
56 2.68 1.25 0.00 267.4078 10.6655 0.3100 0.0900
57 2.68 1.25 1.25 353.1232 11.8428 0.2700 0.1200
58 2.68 1.25 2.50 446.5248 11.5437 0.6350 0.3550
59 2.68 1.25 3.75 455.1348 11.4520 0.4350 0.3550
60 2.68 1.25 5.00 436.5780 11.4724 0.4150 0.3050
61 2.68 2.50 0.00 248.0338 10.1313 0.1250 0.0850
62 2.68 2.50 1.25 400.3875 11.3718 0.3300 0.2050
63 2.68 2.50 2.50 483.1938 11.2982 0.1250 0.4300
64 2.68 2.50 3.75 412.3070 10.8465 0.4600 0.1400
65 2.68 2.50 5.00 389.2873 10.1577 0.0800 0.1650
66 2.68 3.75 0.00 257.7407 10.4708 0.0450 0.0750
67 2.68 3.75 1.25 387.9833 11.3196 0.4000 0.2400
68 2.68 3.75 2.50 364.2395 10.3402 0.0850 0.1400
69 2.68 3.75 3.75 307.8743 8.1630 0.2500 0.0000
70 2.68 3.75 5.00 324.3570 9.1340 0.1600 0.0900
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Table B.3: Nodes evaluation in experiment 9 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
71 2.68 5.00 0.00 252.8983 10.4694 0.0050 0.0450
72 2.68 5.00 1.25 303.0333 9.3226 0.5950 0.1150
73 2.68 5.00 2.50 319.7208 9.2380 0.1350 0.0100
74 2.68 5.00 3.75 315.1485 9.5298 0.3100 0.0200
75 2.68 5.00 5.00 269.1418 8.2089 0.1350 0.0800
76 3.84 0.00 0.00 349.7350 13.0714 0.1350 0.2200
77 3.84 0.00 1.25 424.6307 13.9101 1.8350 0.3500
78 3.84 0.00 2.50 449.4638 13.5422 2.1650 0.4200
79 3.84 0.00 3.75 464.0005 13.3567 1.7950 0.4450
80 3.84 0.00 5.00 464.0712 13.0909 2.1150 0.4250
81 3.84 1.25 0.00 267.7947 11.3634 0.7900 0.1000
82 3.84 1.25 1.25 397.0715 14.0715 4.3400 0.3150
83 3.84 1.25 2.50 464.1223 11.9242 3.3650 0.3400
84 3.84 1.25 3.75 504.2672 10.7878 4.4200 0.5650
85 3.84 1.25 5.00 535.7850 10.1182 3.6650 0.5950
86 3.84 2.50 0.00 335.9175 11.9335 3.0450 0.1350
87 3.84 2.50 1.25 445.1413 11.5270 3.5050 0.3600
88 3.84 2.50 2.50 489.5065 11.1255 3.5350 0.4200
89 3.84 2.50 3.75 508.4585 9.9286 5.5900 0.5450
90 3.84 2.50 5.00 531.2912 9.7890 3.2050 0.4850
91 3.84 3.75 0.00 258.1225 11.1512 1.3250 0.0600
92 3.84 3.75 1.25 395.4092 11.0616 0.9250 0.1900
93 3.84 3.75 2.50 448.3570 10.9359 1.7750 0.3300
94 3.84 3.75 3.75 482.4632 10.0418 2.2950 0.3550
95 3.84 3.75 5.00 419.2392 8.9253 1.8750 0.1550
96 3.84 5.00 0.00 259.5948 10.7211 0.8450 0.0700
97 3.84 5.00 1.25 325.0670 10.6639 1.1850 0.0900
98 3.84 5.00 2.50 421.6543 9.9504 2.9150 0.2800
99 3.84 5.00 3.75 363.4115 9.6652 1.3850 0.1900
100 3.84 5.00 5.00 416.5635 8.0389 3.0950 0.3450
101 5.00 0.00 0.00 392.1488 13.9356 3.8700 0.3600
102 5.00 0.00 1.25 466.8198 14.7760 5.4900 0.4750
103 5.00 0.00 2.50 469.6328 13.4620 6.9150 0.4900
104 5.00 0.00 3.75 458.5892 13.9523 7.1650 0.4700
105 5.00 0.00 5.00 474.6888 13.0210 6.4550 0.4850
106 5.00 1.25 0.00 361.8567 13.3204 4.7900 0.2850
107 5.00 1.25 1.25 459.6205 12.5678 7.6200 0.4300
108 5.00 1.25 2.50 413.4757 12.3442 4.3000 0.3400
109 5.00 1.25 3.75 506.4275 12.3298 9.1150 0.5600
110 5.00 1.25 5.00 532.4378 10.3079 4.8200 0.6200
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Table B.3: Nodes evaluation in experiment 9 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
111 5.00 2.50 0.00 404.7700 12.9592 5.5550 0.3550
112 5.00 2.50 1.25 391.2782 12.1057 4.1000 0.3700
113 5.00 2.50 2.50 483.1715 11.7873 5.1750 0.5050
114 5.00 2.50 3.75 547.8858 9.5752 8.0950 0.7250
115 5.00 2.50 5.00 545.6515 9.8192 6.8500 0.6550
116 5.00 3.75 0.00 360.5038 12.6101 4.2700 0.2850
117 5.00 3.75 1.25 477.4642 12.2858 7.9200 0.5450
118 5.00 3.75 2.50 543.1425 10.4887 9.7100 0.7150
119 5.00 3.75 3.75 570.2612 10.1163 11.9350 0.7300
120 5.00 3.75 5.00 528.7300 9.4765 6.8300 0.5750
121 5.00 5.00 0.00 303.4710 12.2346 1.5950 0.2050
122 5.00 5.00 1.25 448.8592 11.0255 3.8550 0.4050
123 5.00 5.00 2.50 460.4800 10.1418 7.2300 0.4950
124 5.00 5.00 3.75 446.0468 11.3208 3.7800 0.4500
125 5.00 5.00 5.00 472.9503 10.0596 8.0650 0.5500
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B.4 Nodes for experiment 10
In the Table B.4 the evaluation obtained by each generated node after 10 repetitions
in the experiment 10 is showed. The evaluation of all the nodes takes 1.8453 days
of computational time.
Table B.4: Nodes evaluation in experiment 10
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 299.9400 12.5102 15.9400 0.1400
2 0.36 0.00 1.25 316.8290 12.4435 19.9400 0.1800
3 0.36 0.00 2.50 318.5540 11.6492 23.1600 0.2000
4 0.36 0.00 3.75 411.9840 9.9089 29.2200 0.3400
5 0.36 0.00 5.00 377.1980 8.4432 28.0800 0.2600
6 0.36 1.25 0.00 285.6960 11.3746 11.4600 0.1600
7 0.36 1.25 1.25 286.6550 10.4908 8.6800 0.1800
8 0.36 1.25 2.50 279.7680 8.6380 10.3200 0.2000
9 0.36 1.25 3.75 345.7880 3.4359 7.1600 0.2000
10 0.36 1.25 5.00 395.0110 3.4977 5.7800 0.2600
11 0.36 2.50 0.00 277.0810 11.3557 8.9600 0.1400
12 0.36 2.50 1.25 246.4160 6.8345 7.7200 0.0600
13 0.36 2.50 2.50 254.7910 4.5026 3.2400 0.1200
14 0.36 2.50 3.75 309.7360 1.7333 2.3800 0.1000
15 0.36 2.50 5.00 184.4030 2.1979 1.2800 0.0000
16 0.36 3.75 0.00 283.4370 11.6117 10.6400 0.1400
17 0.36 3.75 1.25 344.1410 10.7778 6.9600 0.1600
18 0.36 3.75 2.50 278.1130 5.1093 4.1800 0.1200
19 0.36 3.75 3.75 228.7680 2.2270 1.3400 0.1000
20 0.36 3.75 5.00 242.9650 2.8731 1.0200 0.1000
21 0.36 5.00 0.00 321.7070 12.4512 9.3600 0.2200
22 0.36 5.00 1.25 298.4080 8.9259 6.9400 0.2000
23 0.36 5.00 2.50 253.3780 4.2059 3.3600 0.1400
24 0.36 5.00 3.75 310.4880 4.0888 1.6800 0.1200
25 0.36 5.00 5.00 284.5440 2.7889 1.0200 0.1000
26 1.52 0.00 0.00 293.2810 12.0483 0.0000 0.1600
27 1.52 0.00 1.25 384.7470 13.5040 0.0000 0.3200
28 1.52 0.00 2.50 377.3260 11.9575 0.0000 0.2600
29 1.52 0.00 3.75 381.2400 11.1821 0.0000 0.3600
30 1.52 0.00 5.00 374.3390 9.0160 0.0000 0.2600
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Table B.4: Nodes evaluation in experiment 10 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
31 1.52 1.25 0.00 288.1900 12.1456 0.0000 0.1000
32 1.52 1.25 1.25 309.1290 10.8358 0.0000 0.1400
33 1.52 1.25 2.50 344.0650 7.3302 0.0000 0.0200
34 1.52 1.25 3.75 302.3350 7.4041 0.0000 0.1200
35 1.52 1.25 5.00 284.3820 4.4003 0.0000 0.1800
36 1.52 2.50 0.00 331.3360 12.5451 0.0000 0.1800
37 1.52 2.50 1.25 394.5020 11.1746 0.0000 0.2600
38 1.52 2.50 2.50 330.2020 6.4296 0.0000 0.1400
39 1.52 2.50 3.75 229.3820 3.2359 0.0000 0.0200
40 1.52 2.50 5.00 304.4720 3.4278 0.0000 0.1000
41 1.52 3.75 0.00 309.6710 11.6464 0.0000 0.1200
42 1.52 3.75 1.25 331.8070 10.0223 0.0000 0.1400
43 1.52 3.75 2.50 282.4240 6.3699 0.0000 0.0600
44 1.52 3.75 3.75 276.2250 3.8590 0.0000 0.2200
45 1.52 3.75 5.00 278.8050 5.6153 0.0000 0.1000
46 1.52 5.00 0.00 261.8990 10.9411 0.0000 0.1000
47 1.52 5.00 1.25 264.9750 9.6526 0.0000 0.1000
48 1.52 5.00 2.50 313.5710 8.3697 0.0000 0.1600
49 1.52 5.00 3.75 251.2500 4.2758 0.0000 0.0000
50 1.52 5.00 5.00 260.5210 3.8144 0.3600 0.0000
51 2.68 0.00 0.00 293.0600 11.7489 0.0000 0.1400
52 2.68 0.00 1.25 373.6820 12.4944 0.0200 0.2400
53 2.68 0.00 2.50 374.1660 10.6716 0.0600 0.2600
54 2.68 0.00 3.75 362.6450 10.4439 0.0000 0.2200
55 2.68 0.00 5.00 421.5870 10.9305 0.0000 0.4000
56 2.68 1.25 0.00 291.9920 12.4512 0.0000 0.1400
57 2.68 1.25 1.25 291.1650 12.2431 0.0000 0.0400
58 2.68 1.25 2.50 272.7310 10.1253 0.0000 0.1200
59 2.68 1.25 3.75 258.6170 6.2267 0.0000 0.0600
60 2.68 1.25 5.00 255.2920 5.1846 0.0000 0.0600
61 2.68 2.50 0.00 315.1920 12.3013 0.0000 0.1600
62 2.68 2.50 1.25 256.5970 9.1344 0.0000 0.0600
63 2.68 2.50 2.50 347.4250 7.5259 0.0000 0.2200
64 2.68 2.50 3.75 211.6220 5.5757 0.0000 0.0000
65 2.68 2.50 5.00 195.8300 3.4990 0.0000 0.0000
66 2.68 3.75 0.00 265.7800 11.2395 0.0000 0.1200
67 2.68 3.75 1.25 293.4050 9.5180 0.0000 0.0600
68 2.68 3.75 2.50 274.4380 6.7262 0.0000 0.0600
69 2.68 3.75 3.75 195.0920 4.7740 0.0000 0.0000
70 2.68 3.75 5.00 283.3650 4.7855 0.0000 0.2000
Appendix B. Results of nodes evaluation 126
Table B.4: Nodes evaluation in experiment 10 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
71 2.68 5.00 0.00 307.6550 12.0780 0.0000 0.1600
72 2.68 5.00 1.25 307.9840 9.9940 0.0000 0.1000
73 2.68 5.00 2.50 325.0240 7.7681 0.0000 0.0800
74 2.68 5.00 3.75 252.5790 4.6011 0.0000 0.0000
75 2.68 5.00 5.00 325.0020 4.3283 0.0000 0.1600
76 3.84 0.00 0.00 370.0350 12.5465 0.0000 0.1200
77 3.84 0.00 1.25 349.9750 12.9603 0.0000 0.2200
78 3.84 0.00 2.50 378.1680 10.2515 0.0000 0.2200
79 3.84 0.00 3.75 471.5240 11.9554 0.0000 0.4800
80 3.84 0.00 5.00 400.2780 8.5786 0.0000 0.2400
81 3.84 1.25 0.00 242.3610 10.7808 0.0000 0.0400
82 3.84 1.25 1.25 337.6310 11.6872 0.0000 0.2000
83 3.84 1.25 2.50 320.7640 9.3862 0.0000 0.1200
84 3.84 1.25 3.75 325.8960 8.7456 0.0000 0.0600
85 3.84 1.25 5.00 427.4340 5.8895 1.2800 0.3200
86 3.84 2.50 0.00 314.3480 11.6590 0.0000 0.2200
87 3.84 2.50 1.25 312.6230 10.9539 0.0000 0.1600
88 3.84 2.50 2.50 365.0530 9.7166 1.2800 0.2200
89 3.84 2.50 3.75 265.1830 6.3521 0.4600 0.0200
90 3.84 2.50 5.00 302.8700 4.7323 1.0200 0.1600
91 3.84 3.75 0.00 294.0630 11.6735 0.0000 0.1600
92 3.84 3.75 1.25 289.4170 10.2235 0.0000 0.1000
93 3.84 3.75 2.50 306.4530 7.6083 0.1600 0.0400
94 3.84 3.75 3.75 386.9910 5.5574 1.1000 0.2000
95 3.84 3.75 5.00 249.9690 5.4047 0.1400 0.0000
96 3.84 5.00 0.00 268.8950 10.4629 0.0000 0.0400
97 3.84 5.00 1.25 302.7840 9.0182 0.0000 0.1600
98 3.84 5.00 2.50 253.7520 7.0398 0.0000 0.0800
99 3.84 5.00 3.75 208.6010 6.7496 0.0000 0.0400
100 3.84 5.00 5.00 362.4210 5.0618 1.8800 0.2000
101 5.00 0.00 0.00 317.8690 12.8542 0.0000 0.1000
102 5.00 0.00 1.25 376.2870 12.0587 0.1000 0.2200
103 5.00 0.00 2.50 449.4350 10.8182 0.0000 0.2800
104 5.00 0.00 3.75 402.0830 11.2195 0.0000 0.2800
105 5.00 0.00 5.00 408.7090 8.7876 0.7800 0.2000
106 5.00 1.25 0.00 274.3440 11.6440 0.0000 0.1600
107 5.00 1.25 1.25 359.5160 10.9200 0.0000 0.1800
108 5.00 1.25 2.50 432.4940 9.3142 1.1800 0.4600
109 5.00 1.25 3.75 393.1270 8.9580 0.1600 0.3600
110 5.00 1.25 5.00 380.5630 8.1914 0.2400 0.2200
Appendix B. Results of nodes evaluation 127
Table B.4: Nodes evaluation in experiment 10 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
111 5.00 2.50 0.00 277.0300 11.4256 0.0000 0.1000
112 5.00 2.50 1.25 370.0020 11.1784 0.0600 0.1800
113 5.00 2.50 2.50 376.7760 10.3550 0.0000 0.2000
114 5.00 2.50 3.75 435.3420 8.4369 0.1600 0.3800
115 5.00 2.50 5.00 448.4700 6.2972 1.5600 0.4000
116 5.00 3.75 0.00 314.3620 12.1880 0.2000 0.1600
117 5.00 3.75 1.25 280.0520 10.0053 0.0000 0.0400
118 5.00 3.75 2.50 341.8610 8.5659 0.5400 0.1600
119 5.00 3.75 3.75 370.9510 6.9029 0.0000 0.2400
120 5.00 3.75 5.00 423.5240 6.1466 0.0000 0.3000
121 5.00 5.00 0.00 257.5040 11.9783 0.0000 0.0800
122 5.00 5.00 1.25 316.8250 9.8933 0.0000 0.1600
123 5.00 5.00 2.50 363.2690 9.2284 0.2400 0.2200
124 5.00 5.00 3.75 372.5160 6.6977 0.7000 0.1200
125 5.00 5.00 5.00 323.0250 7.1166 0.0000 0.1800
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B.5 Nodes for experiment 11
In the Table B.5 the evaluation obtained by each generated node after 10 repetitions
in the experiment 11 is showed. The evaluation of all the nodes takes 4.5991 days
of computational time.
Table B.5: Nodes evaluation in experiment 11
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 282.2120 11.1506 42.1100 0.1300
2 0.36 0.00 1.25 349.8885 12.8718 32.3900 0.1600
3 0.36 0.00 2.50 377.1570 11.9641 41.5900 0.2500
4 0.36 0.00 3.75 400.0120 11.5403 44.2000 0.3100
5 0.36 0.00 5.00 414.7865 11.6664 48.4800 0.3200
6 0.36 1.25 0.00 331.1600 12.4970 24.0900 0.2100
7 0.36 1.25 1.25 330.2880 10.8336 31.5000 0.1500
8 0.36 1.25 2.50 282.8235 8.7206 33.0700 0.0900
9 0.36 1.25 3.75 289.2030 7.2792 20.3800 0.0600
10 0.36 1.25 5.00 269.2955 8.5845 17.8300 0.0100
11 0.36 2.50 0.00 329.4415 13.2156 18.0900 0.1400
12 0.36 2.50 1.25 290.9365 9.7671 20.1300 0.1200
13 0.36 2.50 2.50 221.9730 4.9682 10.6300 0.0400
14 0.36 2.50 3.75 181.0275 2.1076 2.6900 0.0000
15 0.36 2.50 5.00 293.5845 5.4534 9.5700 0.1400
16 0.36 3.75 0.00 290.0270 10.9331 25.3200 0.1100
17 0.36 3.75 1.25 255.6295 8.2801 18.0400 0.0700
18 0.36 3.75 2.50 221.9690 2.5562 2.6700 0.0000
19 0.36 3.75 3.75 276.1370 4.0590 4.9200 0.0500
20 0.36 3.75 5.00 326.0000 2.8851 3.0400 0.1300
21 0.36 5.00 0.00 262.3215 11.4009 22.4500 0.1000
22 0.36 5.00 1.25 260.6710 7.7186 13.5500 0.0900
23 0.36 5.00 2.50 243.5000 4.0857 5.5200 0.0100
24 0.36 5.00 3.75 230.6780 3.0537 2.0700 0.1000
25 0.36 5.00 5.00 252.6780 3.0003 2.1100 0.1000
26 1.52 0.00 0.00 314.4540 12.4839 0.0000 0.2000
27 1.52 0.00 1.25 335.4425 12.4813 0.0000 0.2200
28 1.52 0.00 2.50 394.6030 12.8622 0.0000 0.3000
29 1.52 0.00 3.75 419.6180 12.5951 0.0000 0.3500
30 1.52 0.00 5.00 458.3465 13.0137 0.0000 0.4000
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Table B.5: Nodes evaluation in experiment 11 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
31 1.52 1.25 0.00 315.0970 12.3257 0.0000 0.1400
32 1.52 1.25 1.25 343.1160 11.5626 0.0000 0.1500
33 1.52 1.25 2.50 424.1555 13.1043 0.0000 0.3700
34 1.52 1.25 3.75 416.6280 10.1635 0.0000 0.2900
35 1.52 1.25 5.00 372.8385 10.3787 0.0000 0.1400
36 1.52 2.50 0.00 301.4560 11.3148 0.0000 0.1600
37 1.52 2.50 1.25 344.0950 10.9643 0.0100 0.1800
38 1.52 2.50 2.50 269.1450 9.9487 0.0000 0.0500
39 1.52 2.50 3.75 308.2765 7.4838 0.0000 0.1000
40 1.52 2.50 5.00 332.4470 9.5512 0.0000 0.2400
41 1.52 3.75 0.00 268.3975 10.2705 0.0000 0.1200
42 1.52 3.75 1.25 266.0800 9.6632 0.0000 0.1000
43 1.52 3.75 2.50 338.0925 8.8854 0.0000 0.1300
44 1.52 3.75 3.75 204.8160 3.7293 0.0000 0.0000
45 1.52 3.75 5.00 212.0465 4.7682 0.0000 0.0000
46 1.52 5.00 0.00 298.1535 11.8254 0.0100 0.1500
47 1.52 5.00 1.25 343.8570 10.0124 0.0000 0.1700
48 1.52 5.00 2.50 289.9135 5.9992 0.0000 0.1400
49 1.52 5.00 3.75 249.2770 4.0682 0.0000 0.0000
50 1.52 5.00 5.00 290.4910 4.0618 0.0000 0.0000
51 2.68 0.00 0.00 345.3845 12.6529 0.0000 0.2000
52 2.68 0.00 1.25 369.0715 12.9426 0.1000 0.2400
53 2.68 0.00 2.50 428.2065 13.1370 0.0000 0.3400
54 2.68 0.00 3.75 477.5120 11.4781 0.1400 0.4000
55 2.68 0.00 5.00 442.3920 11.8098 0.0100 0.3400
56 2.68 1.25 0.00 322.4470 12.6268 0.0600 0.2500
57 2.68 1.25 1.25 334.6280 11.3070 0.0700 0.1300
58 2.68 1.25 2.50 354.3115 10.3718 0.0500 0.1100
59 2.68 1.25 3.75 470.2030 10.9902 0.1500 0.4400
60 2.68 1.25 5.00 438.4370 8.7841 0.2700 0.3200
61 2.68 2.50 0.00 282.2685 10.6866 0.0000 0.1100
62 2.68 2.50 1.25 323.1405 11.0765 0.0000 0.1300
63 2.68 2.50 2.50 399.8345 9.2133 0.3400 0.3000
64 2.68 2.50 3.75 347.7150 8.1424 0.0400 0.1100
65 2.68 2.50 5.00 423.3165 9.2603 0.1200 0.2500
66 2.68 3.75 0.00 298.4045 11.4680 0.0300 0.1800
67 2.68 3.75 1.25 344.3370 10.5002 0.0000 0.2000
68 2.68 3.75 2.50 352.1305 8.7849 0.0000 0.1000
69 2.68 3.75 3.75 284.2900 8.1058 0.0100 0.0000
70 2.68 3.75 5.00 401.1615 6.3537 0.3000 0.3200
Appendix B. Results of nodes evaluation 130
Table B.5: Nodes evaluation in experiment 11 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
71 2.68 5.00 0.00 276.9775 10.9749 0.0000 0.1600
72 2.68 5.00 1.25 317.0965 9.1621 0.0300 0.0800
73 2.68 5.00 2.50 208.6360 7.5986 0.0300 0.0000
74 2.68 5.00 3.75 258.7290 6.3791 0.0100 0.1000
75 2.68 5.00 5.00 291.2130 5.4994 0.0200 0.1800
76 3.84 0.00 0.00 304.4950 11.5282 0.0000 0.1000
77 3.84 0.00 1.25 396.0565 13.0750 0.1100 0.2600
78 3.84 0.00 2.50 452.8140 13.2668 0.2600 0.4300
79 3.84 0.00 3.75 454.4915 12.2172 0.5600 0.3700
80 3.84 0.00 5.00 500.6905 12.9126 0.7400 0.5100
81 3.84 1.25 0.00 305.3020 11.5228 0.3100 0.0600
82 3.84 1.25 1.25 340.4465 11.8400 0.6200 0.1500
83 3.84 1.25 2.50 411.6275 11.3272 0.0700 0.2700
84 3.84 1.25 3.75 419.5250 10.8021 0.8800 0.2800
85 3.84 1.25 5.00 406.8945 8.1100 0.3300 0.2200
86 3.84 2.50 0.00 282.3665 11.5876 0.0900 0.1000
87 3.84 2.50 1.25 349.1055 11.5907 0.2200 0.2300
88 3.84 2.50 2.50 387.7325 9.9961 0.0000 0.2500
89 3.84 2.50 3.75 403.4235 11.3642 0.2500 0.1900
90 3.84 2.50 5.00 405.1025 8.1674 1.7700 0.2400
91 3.84 3.75 0.00 279.7265 11.7198 0.0100 0.0900
92 3.84 3.75 1.25 355.4595 10.6346 0.3600 0.0900
93 3.84 3.75 2.50 397.9595 9.8469 0.1800 0.2000
94 3.84 3.75 3.75 444.2385 9.2873 0.3500 0.3100
95 3.84 3.75 5.00 433.3845 7.5452 0.2900 0.2700
96 3.84 5.00 0.00 308.1230 11.6512 0.1200 0.1400
97 3.84 5.00 1.25 352.5790 10.3138 0.1900 0.1300
98 3.84 5.00 2.50 378.4530 9.0926 0.5700 0.2100
99 3.84 5.00 3.75 378.6195 7.5700 2.8300 0.2600
100 3.84 5.00 5.00 377.4215 6.4474 0.9700 0.2800
101 5.00 0.00 0.00 357.4810 12.7231 0.0400 0.1800
102 5.00 0.00 1.25 433.3745 13.0702 0.6900 0.3600
103 5.00 0.00 2.50 468.8730 13.0202 1.0900 0.4500
104 5.00 0.00 3.75 478.8045 13.0135 2.0400 0.4700
105 5.00 0.00 5.00 527.7375 13.5313 2.8500 0.6000
106 5.00 1.25 0.00 347.1125 12.2343 0.9800 0.1500
107 5.00 1.25 1.25 380.5115 11.8111 0.4100 0.2300
108 5.00 1.25 2.50 429.9455 10.5956 1.3800 0.4000
109 5.00 1.25 3.75 473.5530 11.0151 2.8400 0.4000
110 5.00 1.25 5.00 518.1210 8.6467 2.4400 0.5700
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Table B.5: Nodes evaluation in experiment 11 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
111 5.00 2.50 0.00 325.1725 12.2598 0.6100 0.1300
112 5.00 2.50 1.25 381.2895 11.6325 2.3600 0.2300
113 5.00 2.50 2.50 475.7100 12.1457 0.9500 0.4500
114 5.00 2.50 3.75 469.5685 9.0061 3.5000 0.4600
115 5.00 2.50 5.00 475.6055 9.7166 3.7100 0.3400
116 5.00 3.75 0.00 279.4620 11.4065 0.0600 0.0800
117 5.00 3.75 1.25 362.2410 10.1234 0.6800 0.1900
118 5.00 3.75 2.50 459.7160 9.7145 2.0400 0.3900
119 5.00 3.75 3.75 442.2425 8.2634 1.8400 0.3400
120 5.00 3.75 5.00 495.3780 8.3016 1.1200 0.5400
121 5.00 5.00 0.00 256.7960 10.7812 0.3300 0.0400
122 5.00 5.00 1.25 387.8190 10.8514 1.1800 0.1700
123 5.00 5.00 2.50 469.3020 8.1639 6.3600 0.3500
124 5.00 5.00 3.75 466.2425 9.2899 2.9700 0.3900
125 5.00 5.00 5.00 355.1740 7.1385 2.9900 0.1800
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B.6 Nodes for experiment 12
In the Table B.6 the evaluation obtained by each generated node after 10 repetitions
in the experiment 12 is showed. The evaluation of all the nodes takes 9.4936 days
of computational time.
Table B.6: Nodes evaluation in experiment 12
Node ∆r ∆o ∆a f1 f2 f3 f4
1 0.36 0.00 0.00 305.3705 11.8529 65.5750 0.1450
2 0.36 0.00 1.25 317.1152 11.8411 70.4650 0.1400
3 0.36 0.00 2.50 430.0398 13.9529 57.9100 0.4100
4 0.36 0.00 3.75 386.7500 12.3238 72.5850 0.2700
5 0.36 0.00 5.00 408.7912 12.4396 61.0350 0.3300
6 0.36 1.25 0.00 282.4935 11.1752 61.1800 0.0900
7 0.36 1.25 1.25 298.5092 10.6169 71.2300 0.1350
8 0.36 1.25 2.50 328.8240 10.2922 55.9450 0.1550
9 0.36 1.25 3.75 295.0122 10.2396 42.4300 0.1400
10 0.36 1.25 5.00 305.2620 9.4978 53.7200 0.2000
11 0.36 2.50 0.00 285.4577 11.1221 47.7250 0.1100
12 0.36 2.50 1.25 353.5460 11.0071 36.7350 0.2200
13 0.36 2.50 2.50 296.2240 5.6017 21.1750 0.1900
14 0.36 2.50 3.75 294.7505 7.7720 19.8200 0.1600
15 0.36 2.50 5.00 270.4620 7.0694 17.5300 0.0950
16 0.36 3.75 0.00 268.7240 10.9298 48.1550 0.1150
17 0.36 3.75 1.25 305.1513 9.6896 47.0200 0.1200
18 0.36 3.75 2.50 284.3415 5.8995 25.4350 0.1500
19 0.36 3.75 3.75 252.0093 4.6997 9.5550 0.0000
20 0.36 3.75 5.00 277.2173 4.9174 8.7450 0.0000
21 0.36 5.00 0.00 234.0215 9.5935 55.1800 0.0800
22 0.36 5.00 1.25 307.1410 7.0502 24.1600 0.1000
23 0.36 5.00 2.50 200.1877 4.2316 8.7500 0.0400
24 0.36 5.00 3.75 147.8287 3.3053 2.7000 0.0000
25 0.36 5.00 5.00 180.0292 3.3017 3.5850 0.0000
26 1.52 0.00 0.00 328.0260 12.4681 0.0000 0.1750
27 1.52 0.00 1.25 382.1208 12.5036 0.0000 0.2000
28 1.52 0.00 2.50 413.8515 13.1335 0.0000 0.2450
29 1.52 0.00 3.75 447.3753 12.5550 0.0000 0.3850
30 1.52 0.00 5.00 472.6420 13.3501 0.0000 0.4950
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Table B.6: Nodes evaluation in experiment 12 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
31 1.52 1.25 0.00 295.0740 11.7028 0.0050 0.1350
32 1.52 1.25 1.25 378.4845 11.4512 0.0050 0.1900
33 1.52 1.25 2.50 391.5465 12.3955 0.0000 0.1850
34 1.52 1.25 3.75 455.2953 12.2800 0.0000 0.3100
35 1.52 1.25 5.00 464.0193 11.6168 0.0000 0.2850
36 1.52 2.50 0.00 292.3330 11.4123 0.0050 0.1450
37 1.52 2.50 1.25 425.3998 12.8827 0.0000 0.3150
38 1.52 2.50 2.50 340.7947 10.1739 0.0000 0.1800
39 1.52 2.50 3.75 351.6463 11.6578 0.0000 0.2050
40 1.52 2.50 5.00 377.6383 10.5685 0.0000 0.2000
41 1.52 3.75 0.00 262.5780 10.6779 0.0150 0.0800
42 1.52 3.75 1.25 377.8408 11.1852 0.0050 0.1650
43 1.52 3.75 2.50 387.5415 9.8185 0.0050 0.2450
44 1.52 3.75 3.75 312.5938 9.8204 0.0050 0.1450
45 1.52 3.75 5.00 281.5328 7.5935 0.1450 0.1150
46 1.52 5.00 0.00 288.7950 11.3045 0.0100 0.1200
47 1.52 5.00 1.25 304.6708 9.8628 0.0100 0.1150
48 1.52 5.00 2.50 305.4218 9.4638 0.0150 0.0150
49 1.52 5.00 3.75 322.5203 7.5137 0.2450 0.1200
50 1.52 5.00 5.00 261.2333 7.6386 0.0000 0.0400
51 2.68 0.00 0.00 384.4188 14.2364 0.0100 0.3100
52 2.68 0.00 1.25 444.6908 14.0130 0.1650 0.3800
53 2.68 0.00 2.50 481.2625 13.6988 0.4250 0.5000
54 2.68 0.00 3.75 485.2478 13.4761 0.4450 0.4450
55 2.68 0.00 5.00 503.5205 13.2125 0.2400 0.5250
56 2.68 1.25 0.00 325.9683 11.7924 0.0800 0.1550
57 2.68 1.25 1.25 420.9490 13.0644 0.1850 0.3100
58 2.68 1.25 2.50 510.7998 10.9711 0.6800 0.4800
59 2.68 1.25 3.75 554.6905 11.3322 0.9700 0.6600
60 2.68 1.25 5.00 483.5683 11.7564 0.2350 0.4250
61 2.68 2.50 0.00 309.3388 11.6551 0.1200 0.1400
62 2.68 2.50 1.25 436.5150 11.0631 0.5450 0.2950
63 2.68 2.50 2.50 529.7507 11.2900 1.1450 0.6250
64 2.68 2.50 3.75 519.3098 9.2047 0.8950 0.5600
65 2.68 2.50 5.00 507.5545 9.8856 0.1100 0.3850
66 2.68 3.75 0.00 293.2638 11.1364 0.4000 0.0750
67 2.68 3.75 1.25 364.3215 11.3443 0.2600 0.1450
68 2.68 3.75 2.50 429.0095 10.7540 0.1450 0.2700
69 2.68 3.75 3.75 417.0320 10.5226 0.5650 0.2550
70 2.68 3.75 5.00 451.1075 8.9781 1.0250 0.3350
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Table B.6: Nodes evaluation in experiment 12 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
71 2.68 5.00 0.00 275.3220 10.9839 0.1450 0.0600
72 2.68 5.00 1.25 408.4022 10.4592 0.0850 0.2600
73 2.68 5.00 2.50 453.7425 10.0976 0.2750 0.3550
74 2.68 5.00 3.75 420.4510 9.9334 1.8500 0.2750
75 2.68 5.00 5.00 429.5467 9.0538 0.8450 0.2500
76 3.84 0.00 0.00 387.4193 13.5309 1.2100 0.2900
77 3.84 0.00 1.25 493.7718 13.6280 1.4350 0.5300
78 3.84 0.00 2.50 507.5660 12.7432 2.0000 0.5400
79 3.84 0.00 3.75 509.4287 13.1278 1.3750 0.4650
80 3.84 0.00 5.00 493.8152 12.5632 1.4250 0.4550
81 3.84 1.25 0.00 350.3670 12.2948 2.2600 0.1400
82 3.84 1.25 1.25 430.8628 13.0514 3.4250 0.4050
83 3.84 1.25 2.50 505.3293 11.9526 4.0200 0.5850
84 3.84 1.25 3.75 562.6290 10.7801 3.3350 0.7200
85 3.84 1.25 5.00 537.9047 11.0758 2.5300 0.5500
86 3.84 2.50 0.00 355.3400 12.7407 0.8950 0.1950
87 3.84 2.50 1.25 435.6062 11.9307 1.3700 0.2350
88 3.84 2.50 2.50 524.1502 11.4700 2.8850 0.5100
89 3.84 2.50 3.75 574.0870 9.4799 3.6200 0.7900
90 3.84 2.50 5.00 557.2190 8.7721 3.3250 0.7400
91 3.84 3.75 0.00 304.3378 11.4141 1.1150 0.0800
92 3.84 3.75 1.25 499.5885 10.6690 2.4250 0.4750
93 3.84 3.75 2.50 542.5335 9.7995 2.7700 0.7150
94 3.84 3.75 3.75 539.8193 9.4985 5.6650 0.7200
95 3.84 3.75 5.00 541.3010 8.3520 3.3250 0.6750
96 3.84 5.00 0.00 349.6890 12.6306 1.6150 0.1550
97 3.84 5.00 1.25 489.6318 10.7148 1.6500 0.4550
98 3.84 5.00 2.50 510.1505 9.1254 5.1600 0.5950
99 3.84 5.00 3.75 536.9462 9.7904 3.7850 0.6400
100 3.84 5.00 5.00 503.6043 8.5671 5.4600 0.5000
101 5.00 0.00 0.00 443.4103 13.7043 4.4900 0.4600
102 5.00 0.00 1.25 514.3138 13.5308 8.4450 0.6350
103 5.00 0.00 2.50 525.2500 13.2870 8.0350 0.6550
104 5.00 0.00 3.75 546.4540 12.7879 8.2850 0.7650
105 5.00 0.00 5.00 525.1198 13.2873 8.1800 0.6200
106 5.00 1.25 0.00 412.7022 14.2225 5.5650 0.3600
107 5.00 1.25 1.25 485.2123 13.0761 7.1700 0.5550
108 5.00 1.25 2.50 547.1840 12.3831 8.9450 0.7050
109 5.00 1.25 3.75 556.2273 11.2715 9.1800 0.7400
110 5.00 1.25 5.00 570.6868 10.6224 6.5800 0.7850
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Table B.6: Nodes evaluation in experiment 12 (continued)
Node ∆r ∆o ∆a f1 f2 f3 f4
111 5.00 2.50 0.00 424.4308 14.0671 6.0750 0.3700
112 5.00 2.50 1.25 485.9875 12.9084 8.5400 0.5450
113 5.00 2.50 2.50 543.9778 11.6443 5.6500 0.6850
114 5.00 2.50 3.75 577.4535 10.3853 15.2750 0.8700
115 5.00 2.50 5.00 578.8080 10.5020 9.8900 0.8750
116 5.00 3.75 0.00 381.7152 12.6534 2.2550 0.3000
117 5.00 3.75 1.25 523.5688 11.8490 9.1700 0.6900
118 5.00 3.75 2.50 575.7250 10.0714 15.5250 0.8400
119 5.00 3.75 3.75 572.7835 9.9491 9.2150 0.9050
120 5.00 3.75 5.00 542.0963 9.0343 13.8350 0.7500
121 5.00 5.00 0.00 384.5543 13.5069 4.2000 0.2950
122 5.00 5.00 1.25 513.6340 10.2875 6.5350 0.6300
123 5.00 5.00 2.50 567.9353 9.9905 9.2350 0.8150
124 5.00 5.00 3.75 595.6993 10.1128 8.7050 0.9500
125 5.00 5.00 5.00 575.7138 9.1121 8.3950 0.8850
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