Abstract-This paper introduces a novel adaptive image segmentation algorithm which represents images by polygonal segments. The algorithm is based on an intuitive generative model for pixel intensities and its associated cost function which can be effectively optimized by a hierarchical triangulation algorithm. A triangular mesh is iteratively refined and reorganized to extract a compact description of the essential image structure. After analyzing fundamental convexity properties of our cost function, we adapt an information-theoretic bound to assess the statistical significance of a given triangulation step. The bound effectively defines a stopping criterion to limit the number of triangles in the mesh, thereby avoiding undesirable overfitting phenomena. It also facilitates the development of a multiscale variant of the triangulation algorithm, which substantially improves its computational demands. The algorithm has various applications in contextual classification, remote sensing, and visual object recognition. It is particularly suitable for the segmentation of noisy imagery.
I. INTRODUCTION

I
MAGE segmentation can be considered as the first step from raw pixel information to the semantics of image parts. A process of controlled abstraction transforms a given input image into a manageable set of segments. These segments form image primitives that subsequent high-level techniques crucially depend on. Therefore, image segmentation algorithms have a particular relevance in image compression, object recognition, and scene interpretation in general.
This paper describes a novel segmentation algorithm that represents an image by a set of polygons. The restriction to polygons is justified when a-priori knowledge about the image strongly favors image segments which feature piecewise linear boundaries, or when a very compact description of the image structure is desired [1] . Processing of remote sensing imagery from Central Europe is a typical example, since crop fields, meadows, and forests are often shaped like polygons there. However, our algorithm is also applicable for most images which depict man-made scenery, such as buildings, indoor environments, or technical tools. In all these cases, fractal image structure with highly irregular boundaries is rare, and Manuscript received December 18, 2001 ; revised January 13, 2003 . This work was supported by Infoterra GmbH and by the German Aerospace Center under Grant 50EE0036 and by Infoterra GmbH. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Robert D. Nowak.
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In contrast to heuristic approaches, our algorithm minimizes a cost function which is derived from an intuitive generative model of images. It encodes the assumption that images consist of nonoverlapping segments, which feature a specific pixelvalue distribution. Due to its generality, the model can be applied to a wide range of image types and it is suited particularly well for the segmentation of noisy imagery with a rough, distorted appearance of segments, e.g., textured images and synthetic aperture radar images.
The validation of segmentation results is another important issue: it is necessary to distinguish the reliable structure (signal) in images from the noise to avoid overfitting. We develop an information-theoretic concept to terminate the model refinement at an appropriate level of granularity. The optimization process is stopped (or, in a multiscale scenario, it steps to a finer resolution) when further progress can be explained by noise effects and the statistical confidence drops below a pre-defined threshold. These confidence values are estimated by Sanov's theorem [2] .
The algorithm itself is a processing chain with three essential components. At first the image is quantized to reduce the number of possible pixel values. This quantization supports all subsequent operations to obtain robust estimates of local image statistics, which can additionally be supported by histogram smoothing. The quantized image forms the input for the triangulation procedure, which describes the image by a triangular mesh. Starting with a very coarse mesh, the triangulation routine alternates between mesh adaptations (i.e., movements of existing vertices) and mesh refinements (i.e., insertions of new vertices) to find a good image description in terms of the underlying cost function. The third processing step transforms the triangular mesh into a polygonal mesh by aggregating adjacent triangles. This aggregation is controlled by the same cost function, which is derived from a global image model. The processing chain can be classified as a split-and-merge approach. It should be stressed, however, that it only performs a single sequence of splits, which are followed by a single sweep of merges. The intermediate triangular mesh is typically very close to the smallest possible triangular decomposition of the corresponding polygonal mesh. Unlike split-and-merge algorithms which first produce an oversegmentation of the image and later correct this oversegmentation by iterative aggregations, the algorithm proposed here uses the intermediate triangular mesh as a natural data structure to describe an image with polygonal segments. As will be described later, a representation by triangles facilitates local modifications during the optimization process The generative model is mathematically formalized in Section II where we also derive the associated cost function and discuss some of its information theoretic properties. The Sections III, IV describe the basic triangulation algorithm and its associated stopping criterion. Analogous to the processing sequence, we then describe and analyze the aggregation step (Section V). Section VI presents several segmentation results which demonstrate the good performance of the algorithm in various different application domains.
Related Work: In general, there are two families of image segmentation algorithms which implement two fundamentally different approaches. The first type of algorithms regards image segmentation mainly as a clustering problem [3] . According to some well-chosen image features, these algorithms map the original pixel values onto vectors in some abstract feature space [4] , [5] or implicitly describe their similarity by a feature-based similarity matrix [6] , [7] . As a consequence, they widely disregard the image topology, since they operate only on abstract sites rather than on spatially related pixels. By detecting clusters in the feature space, these methods are able to identify related image regions and to describe them as segments. Similarly, supervised segmentation results typically visualize class labels that the pixels have independently received from a classification algorithm.
Image segmentation approaches of the second type circumvent the initial clustering step, and directly search for segment boundaries in the image [8] . This family of algorithms includes region-based methods with iterated merging and splitting [9] , [10] , watershed-transformations [11] and active contours/active regions approaches [12] . The information theoretic view on image segmentation is pioneered in [13] , where the image is described as a composite of segments. Encoding the image in a language which is based on those segments should require the smallest possible number of bits. Minimum entropy criteria have also been considered in [14] and [15] .
It is possible in a straightforward manner to transform a given segmentation result into an analogous polygonal mesh by applying simple contour following algorithms [16] and by approximating the contour by means of line simplifications. The most popular strategy for this task has independently been discovered in [17] and [18] and later motivated variants with improved running times or approximation qualities.
As an alternative to this two-stage process, there are some approaches which consider the grey-value information of the image as a usual two-dimensional function and then apply linear or polynomial surface-approximation algorithms [19] - [21] . Hierarchical subdivision algorithms like quad-trees and kd-trees also describe a given image in a geometrical fashion [1] . Nowak et al. [14] , [22] combine a fast divisive segmentation approach with an MDL-based objective function, which has the additional advantage of providing a well motivated stopping criterion. Similar to our approach, the wedgelet decorated dyadic partitioning [22] is also capable of describing segment boundaries by nonorthogonal linelets. This capability gives both approaches a substantial advantage over other divisive methods, which partition the image into rectangular segments only. A short conference version of this paper which describes the application of the polygonization algorithm to contextual classification is presented in [23] . Each pixel o is part of one particular segment a . Its pixel value is sampled from a distribution which is a characteristic of a .
II. COST FUNCTION
Let the observed image be denoted by , where is a pixel, is the set of all pixels, is the set of possible (quantized) pixel values, and is their index set. The observed image is a random observation of an unknown tesselation of the pixel grid , , where are the individual segments, and is their index set. Since defines a partition of , we have (the empty set) for any , and . We assume that, for the underlying partition , the following two assumptions hold.
1) The probability distribution of each pixel only depends on the segment that it belongs to, i.e.,
where provides the region index of pixel under partition . 2) All pixels located inside a common segment are statistically independent, i.e.,
The corresponding generative model is depicted in Fig. 1 , and it is described by the likelihood function
Taking logarithms, we obtain (4) where is the number of pixels in region that have value . If the overall number of pixels is large enough, we can replace by its expectation . Accordingly, the negative log-likelihood will be proportional to (5) which is the conditional entropy of the pixel values given their assignments to segments [2] . From an information-theoretic point of view, this negative log-likelihood function is a highly intuitive cost function. Assuming that the areas of partition have rather homogeneous distributions of pixel values, the information that a pixel is part of the area with index should provide a reliable hint about its value . Since the conditional entropy of given measures the level of uncertainty about under the assumption that the assignments of pixels to areas are known, we expect it to be small, if the estimated segments are correct. In contrast, if the estimated segments fail to match the true image structure, it will be more difficult to predict from , and the conditional entropy will increase.
To evaluate (4) empirically, we replace by its plug-in estimator (6) Substituting (6) into (5), we obtain the cost function (7) Thus, the segment causes partial costs given by (8) Analogous to the derivation in [2] it can be shown that the cost-function (5) is concave in the joint probability of true and estimated segment assignments [24] . The concavity of will preserve optimization algorithms from being trapped in local minima inside the probability simplex. In fact, local minima can only occur at the boundary of the probability simplex. Besides, they often correspond to equivalent optimal solutions that can be mapped to each other by consistent renamings of the segment indices. We thus argue that local or greedy optimization techniques are an appropriate approach to address the optimization problem, in particular since they show a considerable speed advantage compared to stochastic optimization techniques.
So far, the discussion of the cost function has been dissociated from the actual representation of the segments. In Section III, we will describe a greedy optimization algorithm which represents the partition by a triangular mesh.
III. CONSTRUCTING THE TRIANGULAR MESH
The cost function derived in Section II allows us to quantify the quality of a partition given the image it has been constructed for. We now consider the case in which this partition can be adequately modeled as a triangular or polygonal mesh. For this case, we present a mesh construction algorithm that follows a greedy paradigm to iteratively refine and re-adapt the mesh in a hierarchical manner.
Starting with an initial mesh consisting of 4 triangles, the mesh is iteratively refined by adding new vertices until the algorithm has converged to a local minimium of the cost function [ Fig. 2(a) ]. Once a new vertex has been added, a local search for its optimal position is performed [ Fig. 2(b) ]. In a small window centered at the current vertex position, the algorithm determines the position at which the vertex causes the lowest partial costs . These partial costs are given by (9) where denotes the index set of all triangles that are incident to [ Fig. 2(c)] , and are the partial costs of triangle , cf. (8) . During the optimization, the shift of the vertex has to be restricted to the interior of the convex polygon that is formed by the straight lines connecting its incident vertices [ Fig. 3 ]. This constraint ensures that the mesh preserves a valid topology. The vertex is continued to be shifted until a local minimum of is found. Any movement of the vertex changes the triangles next to it and, consequently, affects their partial costs , [ Fig. 2(c) ]. Those partial costs are also influenced by the position of the neighboring vertices. In fact it is possible that the formerly optimal position of a vertex can be improved further after relocating one of its neighbors. So, after has changed its position, all adjacent vertices are inserted into a queue from which they are iteratively extracted for further optimization.
Theorem 1 (Admissibility of Splits): Assume that an area can be partitioned into nonoverlapping segments. Substituting by these segments will not increase the negative log-likelihood (5) .
Proof: Before its further fragmentation, the segment contributes the additive term (10) to the negative log-likelihood (5). Splitting into parts can be interpreted as introducing an auxiliary variable , which denotes the index of the corresponding part for each pixel in . We can bound (11) which is the sum of all partial costs obtained from the sub-segments . The inequality (11) is due to the fact that conditioning reduces the entropy [2] . Hence, splitting an existing triangle into several parts will, in most cases, lead to a cost reduction. At the worst, the cost will persist at its previous value. Equality holds if and only if all sub-segments have identical pixel value distributions [2] .
Theorem 1 provides a formal justification of vertex insertions. In our implementation, the insertion of a new vertex splits a triangle into three complementary parts [ Fig. 2(a) ]. Each such split is likely to produce an effective cost reduction, and will not deteriorate a good cost value achieved earlier in the optimization process.
A. Adapting the Topology of the Mesh
In the following, we will address some additional, more technical details which we consider to be crucial for a successful implementation of the algorithm. As mentioned above, the local optimization of vertex positions is subject to a topological restriction depicted in Fig. 3 , which may reduce its flexibility and thus may impede the adaptation progress. In fact, it occasionally happens that individual triangles degenerate, i.e., they become extremely narrow. In this case, it is is advisable to change the topological structure of the mesh according to Fig. 4 . In this example, the vertex is situated very close to the edge which prevents it from moving further upwards. To circumvent this restriction, the edge is replaced by the edge . As long as its shift is not subject to additional constraints, can then be translated to all positions in the triangle spanned by , , and . It should be remarked that the topological operation of Fig. 4 can only be applied if the quadrangle spanned by is convex. If this condition is violated, a topological change like the one described in Fig. 4 creates two nested triangles and destroys the structural consistency of the triangular mesh.
Corollary 1 (Admissibility of Edge Replacements):
The topological operation depicted in Fig. 4 will not increase the negative log-likelihood (5), if the surface of triangle is equal to zero.
Proof: If the triangle has zero surface, i.e., , it does not contribute to the negative log-likelihood function (5). The joint costs of both triangles and are thus identical to the cost term of triangle , After changing the topology, however, the area previously covered by is shared among and , which amounts to a fragmentation of into two successors. Theorem 1 then guarantees that the joint costs of the re-adjusted segments and will not exceed the costs formerly caused by alone. This proves the corollary.
Corollary 1 applies to the case when a triangle has degenerated to a straight line. In practice, it can also be useful to apply the swap operation to narrow triangles that still contain some pixels and, therefore, have a nonvanishing cost contribution . In this case, it must be checked carefully if the cost function does decrease after replacing by and optimizing the positions of . If the algorithm fails to achieve a cost reduction, the operation must be cancelled in order to ensure a proper termination.
B. Deciding Which Triangle Should be Split Next
After the optimization has been finished for a fixed number of vertices, a triangle has to be selected for the next split. Since the triangulation algorithm is designed as a greedy optimization routine, it tries to ascertain the triangle where, by further subdivision, it can achieve the largest optimization progress in terms of the cost function . Obviously, it is computationally infeasible to exactly predict the cost reduction after a sequence of vertex insertions in advance, since the optimal positions of the individual vertices are unknown, the mesh can change its topology, the outer vertices of the triangle may be relocated etc. We, therefore, approximate the achievable cost reduction for a triangle by computing a regular subdivision according to Fig. 5 and by comparing the resulting cost value to the partial costs of in its current state. For this purpose, we temporarily introduce three additional vertices , , and , which -together with , , -form four sub-triangles 
If is a perfect partition of , i.e., if and , then (cf. Theorem 1 ). We select (13) to be the most promising candidate for the next vertex insertion.
IV. MESH VALIDATION AND MULTISCALE OPTIMIZATION
Robust image segmentation algorithms should notice at which segment size they start to describe image noise instead of the image structure. When developing a multiscale approach for the algorithm described in Section III, this problem arises in two different flavors. First, we have to investigate at which particular optimization stage the successive splitting of triangles has to be stopped, i.e., at which level of granularity the risk of overfitting will become serious, so that the refinement process should be terminated. Second, we have to decide when to switch from one scale to the next, i.e., when the resolution which is available at the current optimization scale is too low to permit any further statistically significant optimization. In conclusion, the question of mesh validation is a very central one and has to be answered carefully.
As described in Section II, the image is assumed to be a random observation of a generative model (14) which consists of two components. First, it partitions into a set that captures the two-dimensional structure of . Second, it provides conditional probabilities that describe the likelihood of observing the pixel value in segment . Let denote the learnt image model with ( ) vertices (the four initial vertices are always fixed to the corners of the image and, therefore, are not subject to any optimization process). By iteratively inserting additional vertices, we obtain a sequence of models ( ). As described in Section III, the models give rise to a sequence of monotonously decreasing cost values ( )
In principle, the iterative mesh refinement could be continued until each triangle covers at most one single pixel. It is easy to see that, for this case, the cost value can be achieved. However, a model like that would strongly overfit the data: it would not distinguish between pixels that result from an undesirable noise process, and pixels that carry reliable information. The goal of statistical model selection is to find an appropriate model complexity at which the model is already rich enough to capture the relevant information, but still sparse enough to avoid overfitting. By analyzing the sequence ( ), , we thus try to stop the mesh refinement when further extension of the model complexity does not significantly improve the descriptive power of the model. For this purpose, we suggest the following statistical test. Assume we can choose among two alternative image models and with cost values and , respectively. Let be a second image which is sampled from the generative model , and let be the probability that the model has the same cost value on the sampled image as the more elaborated model on the original image , . If the probability is high, it will be justified to conclude that the optimization progress is due to statistical fluctuations which have already been predicted by the simpler model . In this case, we should favor over , according to Occam's razor principle which basically states that we should prefer a simple model over a complicated one if both models explain the data equally well [25] . As a consequence, the optimization process would be stopped, or in a multiscale scenario it would switch to the next resolution level to achieve more reliable probability estimates.
In order to estimate the probability , we apply the theory of types [2] which describes a collection of data samples exclusively by their normalized histogram. An image is regarded as a set of pixels, in which each pixel is affiliated to a segment and is equipped with a pixel value . A type of images is the set of all images that have the same joint distribution of pixel values and segment affiliations. Each model can be directly mapped to an image type . This mapping is possible because the a-priori probability of a randomly drawn pixel to belong to a segment is proportional to the area covered by . This area is in turn determined by the partition , which, according to (14) , is an essential model property. Together with the segment-specific pixel value distributions , one thus obtains the type . Given an image model or the corresponding type , the probability of sampling a new image with a particular property from it is completely determined by the minimal KL-distance between and the set of all image types that have the property : Theorem 2 (Sanov): Consider a sufficiently long sequence of random variables drawn i.i.d. from a discrete probability distribution with alphabet . By denote the normalized histogram extracted from that sequence. Let be a closed set of probability distributions with the same alphabet , not necessarily containing the reference distribution . Then the probability that can be bounded by (16) where (17) is the distribution in which is closest to the reference distribution in terms of the relative entropy
For a proof of Sanov's theorem, see e.g., [2] . In our application, the alphabet size is , where is the number of possible pixel values (typically reduced to 24 using K-means), and is the number of segments. The cardinality of the random sequence is identical to the number of pixels in the image, . The reference distribution is provided by the model , while the set is constituted by all image types for which a cost value would be measured. Among them, we have to find the distribution which is closest to the reference distribution in terms of the relative entropy. Once we know , (16) can be applied to yield the probability estimate (19) It, therefore, remains to compute . In the remaining part of this section we derive a parametric form for and we develop an iterative algorithm to estimate the free parameter. All images which can be generated by the image type are considered in the following lemma. Since the assignment of pixels to segments is deterministic, all these images are partitioned according to and, therefore, have identical relative segment sizes , . But the measured frequencies may vary considerably from image to image, since they are the result of stochastic, segment-specific sampling processes (Fig. 1) . This yields (20) We demand that the corresponding images must satisfy the additional constraint (21) i.e., their corresponding cost value must be identical to . Among those images, the ones which are closest to the reference distribution (22) in relative entropy have empirical likelihood distributions of the parametric form (23) where the normalization factors ensure that are valid probability distributions.
Proof: The cost value of an image is determined by the relative segment sizes and by the conditional histograms . We have (24) The minimization of the relative entropy can be formulated as a constrained optimization problem (25) (26) (27) The first constraint (26) corresponds to (21) , while the second one (27) ensures that all conditional likelihoods form valid probability distributions. Introducing Lagrange multipliers , we obtain the Lagrangian
Differentiating w.r.t. and setting the result to zero yields the optimality condition , because otherwise the respective segment would be empty and could thus be omitted. Dividing by , performing some basic simplifications and raising both sides to the exponent, we finally arrive at (29) Setting , the first factor of (29) can be rewritten as . The second factor of (29) is a constant that must be chosen properly to match the constraint (27) . It can easily be verified that is the only correct choice for the normalization.
Lemma 1 gives us the parametric form of the image type which, on the one hand, matches a given cost constraint and, simultaneously, has minimum KL distance to a given reference distribution. Since decreases monotonously w.r.t. [24] , can be determined by interval bisection (Table I) . Recapitulating, the algorithm proceeds as follows: after having optimized the triangular mesh for ( ) vertices (model ), it saves the corresponding cost value . Then it inserts an additional vertex and continues to optimize the mesh until arriving at a new cost minimum (for performance reasons, we constrain the evaluation of and to those triangles which have actually been modified since the last vertex insertion). Table I is used to estimate the probability . If , the optimization is stopped, and the model is the final solution. Otherwise it saves the cost value and continues as described above. For photographic imagery like the ones shown in Section VI, we set the probability threshold to . In our experiments with remote sensing imagery, thresholds closer to 1 have been used to achieve the desired level of detail.
A multiscale variant of the algorithm can be implemented in a rather straightforward fashion. It first creates several subsampled versions of the original image according to a set of different resolution levels (Fig. 6) . Then it computes a triangular mesh for the coarsest image version, rescales it by a factor , and continues the optimization on the next resolution level. Using a coordinate system in which the upper left corner of the image has the coordinates (0,0), the scaling function maps a vertex at position ( ) to the new position ( ). Applying this operation, the Euclidean distances between all pairs of vertices grow by the same factor , which is crucial for retaining the structural validity of the mesh. Accordingly, a subsampled image with pixels corresponds to an image with pixels on the next resolution level. The individual image resolutions are processed in increasing order until the original resolution is attained.
This multiscale approach has the advantage that the partial costs will usually be evaluated for rather small triangles, which would not be the case if the algorithm operated on the original image resolution right from the beginning. As the evaluation of the cost function requires the main part of the computation time, this advantage can lead to a substantial speed-up compared to the single-scale implementation. When applying the algorithm to object recognition, we have been able to reduce the optimization time by factors of 5 and above [26] . The speed-up is less prominent, when the image has large variations over a broad variety of scales.
V. AGGREGATION OF TRIANGLES
The triangulation algorithm described in the previous sections partitions images into triangles. This approach can be justified by the assumption that the image is a patchwork of several polygonal segments, and each of those segments can be efficiently represented by a set of triangles. After having finished the triangulation, however, we still have to fuse some of those triangles in order to obtain the polygonal segments that we are actually looking for.
When aggregating triangles to become compound segments, we continue to optimize the cost function . Maintaining the original cost function is obviously the most natural way of converting a recently computed triangular mesh into a polygonal one. This strategy is possible, since we never explicitly assume triangular segments in the derivation of . It remains, therefore, to join some adjacent triangles to become a set of polygons, , so that the conditional entropy (5) is minimal.
Theorem 1 guarantees that the decomposition of a segment into several parts leads to a monotonous decrease of the cost function . Vice versa, combining adjacent segments to form a joint super-segment will always increase the costs by . This dependence intuitively makes sense, since any coarsening of the mesh must be regarded as a simplification, which necessarily reduces the descriptive power of the model. The following theorem relates to the Jensen-Shannon divergence [27] , which is a symmetric similarity measure for discrete probability distributions.
Theorem 3 (Costs of Fusing Segments):
Let denote the conventional Shannon entropy of a distribution . When segments with relative segment sizes , , are joined to form a large super-segment , the cost function (5) will increase by (30) where (31) is the Jensen-Shannon divergence of the conditional probability distributions . Theorem 3 can easily be proven by comparing the cost values before and after the aggregation and using the fact that [24] . According to theorem 3, the weighted Jensen-Shannon divergence of two adjacent segments can be attributed to every edge between them. This labeling process motivates a greedy algorithm, which removes the edge with the smallest cost increment from the mesh and thus creates a new compound segment. It then updates the Jensen-Shannon divergences for all edges around the new segment, and re-iterates until the requested number of polygons is reached. In the experiments shown in Section VI, we chose the final number of polygons by hand. Supposedly, however, an automated selection routine like the one described in Section IV can be found for this purpose, too.
It is possible to construct cases in which the suggested greedy aggregation strategy in conjunction with the Jensen-Shannon divergence does not find the optimal solution [24] . According to our experiments, however, situations in which this problem leads to noticeably unacceptable results rarely occur in practice. If nevertheless the described problem causes any problems in other applications, its effects might be alleviated by applying a more elaborated aggregation routine, i.e., one that estimates the implications for future aggregations in advance before really fusing two segments [28] .
VI. APPLICATIONS
In the following section, we present some experimental results which indicate that the proposed algorithm is relevant for a broad variety of different application domains. We first illustrate the general processing pipeline by applying the polygonization framework to a set of photographs taken from the Corel Photo Gallery [29] . After that we evaluate its applicability for the contextual classification of pixel-wise classifications, i.e., use the polygonization algorithm to post-process a supervised image segmentation result. Compared to other image segmentation tasks, this supervised application scenario has the important advantage that we can objectively quantify the performance of the algorithm. Finally we investigate its performance when it is directly applied to remote sensing imagery. In particular, we examine its suitability for the segmentation of synthetic aperture radar (SAR) imagery.
A. The Processing Pipeline
In the contextual classification scenario (Section VI-B), each pixel value encodes a certain class label, so that the number of possible pixel values is small. In most other applications, however, the set of possible pixel values is usually rather large and might occasionally impede a robust histogram estimation. In this case it makes sense to apply an initial preprocessing step which assigns the pixel values to a reduced set of histogram bins. There are several possible strategies to reduce the number of pixel values, ranging from conventional grey-value quantization to elaborated dithering techniques [30] , [31] . The latter techniques have the advantage to avoid the formation of additional edges, but they substantially modify the image statistics. We, therefore, prefer the conventional K-means quantization. Noting that the cost function (5) is invariant with respect to consistent permutations of pixel values, we additionally introduce a coupling between neighboring bins by performing a Gaussian smoothing on the resulting histograms [32] . This smoothing can be interpreted as an uncertainty of each measurement, so that observing a pixel value in bin implies a small probability that the true pixel value is e.g., in bin or in bin . The next step in the processing pipeline is the polygonization routine. It involves a sequence of different phases which are depicted in Fig. 7 . At the beginning, the mesh consists of four adjacent triangles, which cover the entire image surface, but do not at all reflect the composite image structure [ Fig. 7(a) ]. In the multiscale-variant of the algorithm, the initial mesh would be placed over a subsampled version of the image to speed up the evaluation of the cost function. As described in Section III, the algorithm then inserts additional vertices and optimizes their position. The mesh thereby attains additional flexibility, which it uses to crudely approximate the dominant image parts [ Fig. 7(b) ]. Again, the multiscale variant first optimizes the mesh on a subsampled version of the image and successively switches to finer resolutions when the optimization progress becomes statistically insignificant. Finally the number of triangles will be large enough to adapt smoothly to the segment boundaries and to model details of the image, like the antenna on top of the Eiffel tower in Fig. 7(c) . As described in Section V, the individual triangles are finally aggregated to form a small set of polygons, which gives the segmentation result depicted in Fig. 7(d) . Fig. 8 presents some additional segmentations of images taken from the Corel photo gallery [29] .
B. Contextual Classification
When processing remote sensing imagery, one principal task is to generate thematic maps, i.e., to precisely identify local land usage structures. This problem can be solved by supervised classification methods, which -in particular in the case of optical imagery -often operate on individual pixels rather than on local patches. To incorporate topological information, the resulting thematic map is usually enhanced by a subsequent postprocessing step which smoothes the pixel-wise classification result to reduce noise effects [33] . It suggests itself to apply the polygonization routine to this contextual classification step, since it is able to handle this noise in a very robust fashion, and, in addition to that, effectively uses the side information that individual segments are expected to feature polygonal boundaries. In this case, a label-image produced by a pixel-wise classification process forms the input of the triangulation algorithm, which generates a corresponding triangular mesh. Assuming that the pixel-wise classifier has chosen the correct class with a higher probability than either of the other classes, it seems reasonable in the next step to determine the dominant class label in each triangle, and to assign the whole triangle to that specific class (ties are broken randomly). This heuristic replaces the gen- Fig. 9 . From top to bottom: original Landsat image (color composite of the first three channels), pixel-wise classification with a support-vector-machine, and result after polygonal post-processing. eral aggregation step described in Section V. It results in a new label-image which can be expected to look much smoother than the previous one, as the class labels are assigned to polygons rather than to individual pixels.
To empirically evaluate the performance of this approach, it was applied to the segmentation of a Landsat TM image shown in Fig. 9(a) . For the region shown there, a thorough ground truth campaign had been performed, in which detailed land The ground truth data were partitioned into a training set of 2230 pixels and an independent test set of 13 170 pixels. For the pixel-wise classification, three state-of-the-art classifiers were implemented. They used the raw six-band spectral information to assign each pixel to one of the 13 classes mentioned above. We tested a conventional nearest-neighbor (1-NN) and a 3-nearest-neighbor classifier (3-NN) as well as a support vector machine (SVM). For the SVM [25] , we used a radial basis function (RBF) kernel which performed best among the standard choices like linear, polynomial, and tanh kernels. The first column of Table II shows the classification performances achieved with these pixel-wise classifications. We also present the coefficients, 1 which in the remote sensing community are often prefered to the conventional misclassification rates [34] . The ranking of the three classifiers reflects the robustness against overfitting, which is good for the SVM, but problematic for 1-NN [25] . The second column of Table II shows the corresponding performances after our post-processing algorithm was applied. It demonstrates that the postprocessing consistently benefits from the averaging over individual polygons, which effectively reduces the noise in the class assignments. It also reconfirms the observation described in [33] , that contextual classification is not only applicable for unstable classifiers, but on the contrary significantly improves the classification performance of elaborate classifiers as well. Fig. 9 (b) and (c) depicts the classification results for the SVM before and after the postprocessing, respectively. They clearly demonstrate that even the SVM, in spite of its good generalization properties, is subject to spectral variations in the Landsat TM image which have the effect of producing rather noisy class assignments. In contrast, the polygonalized image has a more homogeneous appearance, which -as shown above -also corresponds to an improved classification performance. where n denotes the overall number of labeled pixels (ground truth data), and n is the number of occurrences that a pixel which actually belongs to class k has been assigned to class j. regions and also uses them to join areas with a high class-label variability. Due to the regularization described in Section IV, the refinement process is terminated before overfitting can occur, so that very localized classification errors do not gain strong influence on the final segmentation result. Experiments with synthetic binary images show that the object contours can in fact be detected even at noise levels of up to 40% [26] .
C. Polygonization of SAR Imagery
In the previous section, a remotely sensed image was first processed by a pixel-wise classifier. The classifier transformed the original data into a label-image, which in turn was revised by the polygonization routine. It is, nevertheless, also possible to skip the intermediate classification step and to directly apply the polygonization routine to the original data, which means that no additional training information is necessary. The polygonization routine then provides a segmentation result which reflects the statistical properties of the image, but cannot be guaranteed to represent semantic classes any more.
This approach is particularly useful when the images are known to feature many linear segment boundaries and, furthermore, when the application of region-based technique is mandatory due to characteristic image properties, which degrade the performance of pure pixel-based or edge-based approaches. In the field of remote sensing, SAR imagery is a typical example where these circumstances are prevalent. As a consequence of the recording process, SAR images are subject to strong speckle-noise, which is multiplicative and often causes well perceivable stochastic pixel distortions [35] . Due to the speckle noise, pixel-based image segmentation techniques which rely on individual measurements are usually inadequate for SAR data. Accordingly, popular techniques like Gaussian maximum-likelihood estimators, which perform well on multispectral data, are often observed to produce unsatisfactory results on SAR images. In contrast, region-based approaches which analyze the image statistics in a local area, are -to some degree -capable of compensating the pixel-noise and produce promising segmentations.
We, therefore, have applied the polygonization algorithm to the task of identifying individual crop fields in L-band polarimetric SAR data. As we only processed SAR imagery from central Europe, it was justifiable to assume that the fields had piecewise linear boundaries. Consequently, representing the imagery by polygonal meshes was in fact the model of choice. Fig. 11 depicts the polygonization result for an SAR image which we processed in the context of a current research project. It contains a large number of crop fields and thus satisfies our implicit assumption of polygonal segment boundaries. In fact, the field boundaries are precisely met by the polygonal mesh. The contours of the crop fields are described by smooth, straight lines rather than by wiggly curves that you would expect when using e.g., agglomerative region growing techniques. The forest in the left lower quadrant of the image is mainly represented by large polygons. They are flanked with some smaller polygons which outline regions in the shadow of the radar beam. A similar situation holds for the village in the upper left quadrant of the image.
Noteworthily, the algorithm is also capable of recognizing linear structures such as narrow crop fields or even roads.
D. Comparison to Alternative Approaches
There are alternative unsupervised techniques which also analyze measured feature distributions to detect structure in the data [5] , [6] . These techniques, despite their typically good performance, encounter specific problems at segment boundaries. The feature distributions on which they operate must initially be extracted from local patches of nonzero spatial support. In the vicinity of edges, therefore, a locally measured feature distribution contains contributions from two or more segments. In the worst case, the resulting mixture statistics can not be matched to any of the uncorrupted statistics on either side of the edge, so that those algorithms tend to spend extra clusters which explicitly model the statistics of edge regions. Fig. 12(a) presents an SAR image in which, due to the strong speckle noise, a robust estimation of local image statistics is only possible if being performed over a large neighborhood window. Accordingly, a histogram clustering algorithm [5] produces roundish segments here and identifies the boundaries of crop fields as an independent group [ Fig. 12(c) ]. This tendency can be counteracted by applying the adaptive polygonization algorithm as a preprocessing step to detect individual segments [ Fig. 12(c) ]. So it becomes possible to extract the local image statistics from each segment independently, and to single out groups of segments by histogram clustering. This approach reliably detects different types of land coverage, and it retains the polygonal structure of the image as demonstrated by Fig. 12(c) . The Wedgelet Decorated Dyadic Partitioning (WDDP) is an alternative approach to image segmentation, which can be derived from a strict MDL paradigm [22] . It represents the image as a wedgelet-decorated tree and, as opposed to other tree-like image representations, has the flexibility of defining nondyadic subdivisions with arbitrary edge orientations. We tested a Matlab implementation of WDDP which the authors of [22] have made available on the web. Our implementation of the triangulation code is written in IDL. Matlab and IDL are interpreted programming languages and, therefore, have similar run-time performances. On our test images, both algorithms had similar running times (30 min for 256 256 pixels using a Pentium III 550 Mhz). In Fig. 13 , we compare some segmentation results (to match the assumptions of the WDDP implementation, we restrict ourselves to quadratic greyscale images here). They demonstrate that both algorithms reliably detect object boundaries and represent them by piecewise linear functions. While our algorithm computes a triangulation of the image, the WDDP approach partitions the image into either rectangles or fragments of those. The results support our impression that our algorithm delineates complex segment boundaries with a comparably small number of triangles, e.g., it outperforms WDDP in small details when a comparable model complexity is chosen. Both approaches offer the possibility to aggregate the triangles into large polygons, which is important for visual object recognition [26] .
VII. CONCLUSION
We have presented a framework for polygonal image segmentation, which is based on an explicit generative model and which describes the image by a mesh of piecewise linear functions. Individual segments of the mesh are characterized by their individual pixel value distributions. The fact that the model analyzes distributions of pixel values rather than individual pixels makes it applicable not only to images with homogeneous segments, but also to those which contain textured or cluttered data. The mesh is optimized by an iterative algorithm which rearranges the vertices in a greedy manner by scanning a small window around their current positions. Using information theoretic concepts, we additionally have derived a model selection criterion which effectively controls the coarsening of the mesh. This criterion stops local mesh refinements when the subsequent improvement of the descriptive capabilities of the mesh becomes statistically insignificant. It also facilitates the implementation of a multiscale version of the polygonization algorithm, which considerably accelerates the optimization process. We expect that, with minor adaptations, the criterion is also applicable to other optimization procedures, including various divisive image segmentation algorithms and data clustering methods. Successful applications have been described for the segmentation of natural photographic imagery as well as for the analysis of synthetic aperture radar data. The results demonstrate that the proposed framework is capable of efficiently approximating arbitrarily shaped image segments, and that it precisely detects segment boundaries even in the presence of strong clutter. When being used as a postprocessing module for pixel-wise classifiers, our approach can significantly enhance the thematic interpretation of remote sensing imagery. An application to visual object recognition has been studied in [26] .
The current model offers various starting points for future research. For instance, one could adapt the image model to segments with gradually changing colors by fitting parametric models like Bezier spline surfaces or low-order polynomials to each segment [36] . The cost function could then be adapted to measure the entropy of the residues instead of measuring the entropy of the original pixel data. In addition, one might wish to make use of the spatial relation of pixels inside a segment, which could e.g., be achieved by augmenting the pixel information by a set of texture features [6] . We also see a large potential in applying this method to voxel data, as they occur in tomography.
WDDP code available to them. The remotely sensed imagery was kindly provided by Infoterra and DLR.
