Introduction
The conjugate gradient method is a widespread way of solving nonsymmetric linear algebraic systems, in particular for large systems arising from discretized elliptic problems. A celebrated property of the CGM is superlinear convergence, see the book [2] where a comprehensive summary is given on the convergence of the CGM. For discretized elliptic problems, the CGM is mostly used with suitable preconditioning [2] , which often provides mesh independent convergence. Moreover, it has been shown in [6] that the preconditioned CGM can be competitive with multigrid methods.
The mesh independence property is a basic reason to involve underlying Hilbert space theory in the study of the CGM. Linear convergence results for such PCG methods are treated in the rigorously described framework of equivalent operators in Hilbert space [6, 14] , which provides mesh independence for the condition numbers of the discretized problems. The CGM for nonsymmetric equations in Hilbert space has been studied in the author's papers [3, 4] : in the latter superlinear convergence has been proved in Hilbert space and, based on this, mesh independence of the superlinear estimate has been derived for FEM discretizations of elliptic Dirichlet problems. The numerical realization of this method has been demonstrated in [12] .
The goal of this paper is to extend the mesh independent superlinear convergence results of [4] from a single equation to systems. An important advantage of the obtained preconditioning method for systems is that one can define decoupled preconditioners, hence the size of the auxiliary systems remains as small as for a single equation, moreover, parallelization of the auxiliary systems is available.
The problem and the approach
We consider systems of the form
under the following assumptions:
Assumptions BVP.
(i) the bounded domain Ω ⊂ R N is C 2 -diffeomorphic to a convex domain;
(ii) for all i, j = 1, . . . , l K i ∈ C 1 (Ω), V ij ∈ L ∞ (Ω) and b i ∈ C 1 (Ω) N ;
(iii) there is m > 0 such that K i ≥ m holds for all i = 1, . . . , l;
(iv) letting V = V ij l i,j=1
, the coercivity property
holds pointwise on Ω, where λ min denotes the smallest eigenvalue;
The coercivity assumption implies that problem (1) has a unique weak solution.
Systems of the form (1) arise e.g. from the time discretization and Newton linearization of nonlinear reaction-convection-diffusion (transport) systems 
In many real-life problems, e. g. where c i are concentrations of chemical species, such systems may consist of a huge number of equations [19] . Using a time discretization with sufficiently small steplength τ , the systems obtained from the Newton linearization of (3) around some c = (c 1 , . . . , c l ) T satisfy Assumptions BVP. Namely, in this case
(where I is the identity matrix), which ensures the coercivity (the only nontrivial assumption) for small enough τ . For brevity, we write (1) as
where
and V has been defined in Assumption (iv). For the numerical solution of system (4), one usually considers its FEM discretization, which leads to a linear algebraic system
Then (5) can be solved by the CGM using some suitable preconditioner. In this paper we consider preconditioners based on the following preconditioning operator. Letting β i ∈ C(Ω), β i ≥ 0 be suitable functions and
if u i |∂Ω = 0, we define the independent n-tuple of elliptic operators
The goal of this paper is twofold. First, we prove mesh independent superlinear convergence of the preconditioned CGM in the framework of normal operators in Hilbert space. This is achieved in two steps: on the theoretical level, we consider the preconditioned form of system (4)
(with f = S −1 g) and prove that the CGM converges superlinearly in the Sobolev space
l . Based on this, on the practically relevant discrete level we consider the preconditioned form of the algebraic system (5)
(with
where S h denotes the discretization of S in the same FEM subspace as for L h , and prove that the superlinear convergence of the CGM is mesh independent, i.e. independent of the considered FEM subspace. These properties are the extension of the results of [4] to systems. On both levels we consider a full and a truncated generalized conjugate gradient method, and the results are proved under certain special assumptions that (analogously to [4] ) ensure the normality of the preconditioned operator in the corresponding Sobolev space. Our second goal is the numerical testing of our PCG method. It turns out that the mesh independent superlinear convergence property is even valid when some of the technical conditions do not hold, i.e. beyond the normal operator framework of [4] .
Besides the mesh independent convergence result, this preconditioning method has an advantage of efficient realization since the symmetric elliptic operators S i are decoupled, hence the size of the auxiliary systems is smaller than of the original one and, moreover, parallel solution of the auxiliary systems is available. This may significantly decrease the cost when the system (1) consists of many equations. This is illustrated with an example involving chemical reactions at the end of the paper.
Generalized construction and convergence
Let H be an infinite-dimensional complex separable Hilbert space with inner product ·, · and corresponding norm · . We consider a nonsymmetric operator equation
with some given b ∈ H. Here one assumes that A has a bounded inverse in order to ensure the well-posedness of (10). Then, denoting by u * the unique solution of (10), we study the error vector e k = u k − u * of the CGM.
The generalized conjugate gradient, least square (GCG-LS) method is defined in [1] . Two versions are discussed: the full version which uses all previous search directions, whereas the truncated version uses only s + 1 previous search directions (denoted by GCG-LS(s)), where s is a nonnegative integer. The full version of the GCG-LS method constructs a sequence of search directions d k and simultaneously a sequence of approximate solutions u k such that the vectors Ad k are linearly independent and u k minimizes the residual norm corresponding to (10) in the subspace of the first k search directions. To construct the search directions, the definition also involves an integer s ∈ N, further, we let s k = min{k, s} (k ≥ 0). That is, the algorithm of the full version is as follows:
The truncated versions use only a bounded number of search directions. Here we are interested in the so-called truncated GCG-LS(0) method, which requires only a single, namely the current search direction. This algorithm is as follows:
The following result, which follows immediately from [5] or Theorem 1 in [3] , states the coincidence of the two algorithms when A * is a linear polynomial of A.
Theorem 3.1 Let the bounded linear operator A in (10) satisfy A+A * > 0. Assume that there exist constants c 1 , c 2 ∈ R such that A * = c 1 A + c 2 . Then the truncated GCG-LS(0) method (12) for equation (10) coincides with the full version.
The superlinear convergence results using Hilbert space theory are based on the following theorem, where the error vector e k is measured in the norm
Theorem 3.2 [4] . Let H be a separable Hilbert space and B be a compact normal linear operator on H with ordered eigenvalues λ k (k ∈ N). Let
where I is the identity operator and assume that A has a bounded inverse. Then the conjugate gradient method (11) yields for all k ∈ N
Preconditioned operator equations
Now let us consider an operator equation
with an unbounded linear operator L : D → H defined on a dense domain D, and with some g ∈ H. We will consider a preconditioned version of (15) which has the form (13) in a suitable energy space. Equation (15) is assumed to satisfy the following
(ii) S is a strongly positive operator, i.e. there exists p > 0 such that
(iii) There exists > 0 such that Re Lu, u ≥ Su, u (u ∈ D).
(iv) The operator Q can be extended to the energy space H S , and then S −1 Q is assumed to be a compact normal operator on H S .
We recall that the energy space H S is the completion of D under the energy inner product u, v S = Su, v (u, v ∈ D), and the corresponding norm has the obvious notation · S . Assumption (ii) implies H S ⊂ H. We also recall the following property: Proposition 1 (see e.g. [16] ). Let S be a symmetric operator satisfying (16) . Then S is self-adjoint if and only if R(S) = H.
That is, assumptions (i)-(ii) on S imply that R(S) = H and hence S
−1 Q makes sense.
Remark 1
The normality of S −1 Q on the space H S means that it is S-normal, i.e. the operator (S −1 Q) * S (the adjoint of S −1 Q w.r.t the inner product ·, · S ) commutes with S −1 Q.
We replace equation (15) by its preconditioned form
where f = S −1 g. Then the full algorithm (11) in H S is as follows. Here for better algorithmization we construct four sequences u k , d k , r k , z k , and use throughout the algorithm that Ad j = z j for all j: 
In the truncated algorithm (12) the vectors z k can be determined within the kth cycle since no previous indices are used:
(a) Let u 0 ∈ D be arbitrary, and let r 0 be the solution of
Equation (17) is equivalent to
i.e., it has the form (13) with
Then we have Theorem 3.3 [4] . Let Assumptions A hold. Then the conjugate gradient method (11) applied for equation (17) 
are the ordered eigenvalues of the operator S −1 Q.
Iteration and convergence in Sobolev space
Let us consider the complex Hilbert space H = L 2 (Ω) l with inner product and corresponding norm
and define the operators L and S as given in (4) and (7), respectively, with the domain
which is dense in H. We consider problem (4) in H, preconditioned by S as proposed in section 2. Our goal is to prove Theorem 3.3 for this problem in the space L 2 (Ω) l by verifying that L and S satisfy Assumptions A.
We will do this two cases: first, we prove Theorem 3.3 using the truncated algorithm (12) when S is the symmetric part of L. Then we consider the full algorithm (11) and prove Theorem 3.3 for problems with constant coefficients when (following [4] ) the normality of the preconditioned operator in the corresponding Sobolev space can be ensured.
Remark 2 When the PCG algorithms (11) or (12) are applied with L and S from (4) and (7), respectively, the auxiliary problems like Sz k = Ld k have the following form:
, that is, we have to solve decoupled Helmholtz problems.
Convergence of the truncated algorithm
In this subsection we study the case when S is the symmetric part
of L. Then the preconditioned operator A = S −1 L has an important property in the energy space H S , see e.g. [3] . Namely, the antisymmetry of
is equivalent to the antisymmetry of S −1 Q in H S :
i.e., the S-adjoint operator (
Since A = I + S −1 Q, therefore A * S = 2I − A, hence by Theorem 3.1 the truncated GCG-LS(0) method (12) for equation (17) coincides with the full version (11).
First we determine the symmetric part of the operator L in (4). We have for
The divergence theorem and the boundary conditions imply (see e.g. [3] )
hence it is easy to see that for u, v ∈ D
Hence we have coordinatewise
This operator falls into the type (6) if and only if the antisymmetry
is valid and β i in (6) is chosen as
hence (29)-(30) are assumed to hold from now on. As stated before, our task is to prove that the operators L and S satisfy Assumptions
Together with the argument after (24), this will imply that iteration (19) converges according to Theorem 3.3.
(ii) Formula (27) yields
Then items (iii)-(iv) in Assumptions BVP imply
whence, using the Sobolev inequality
(where ν > 0), letting p = mν and using notation (21), we have
(iii) The antisymmetry (22) implies Re Qu, u = 0. Since L = S + Q, we obtain
(iv) Formula (27) implies that H S = H 1 0 (Ω) l and the energy inner product u, v S is the expression on the r.h.s. of (27), equivalent to the usual one. Using (28)-(30), the antisymmetric part Q satisfies coordinatewise
and the same expression is valid for u ∈ H 1 0 (Ω) l . Then
which is compact owing to the compact embedding of L 2 (Ω) into H 1 0 (Ω) (see e.g. [7] ). Further, (24) obviously implies that (S −1 Q) * S commutes with S −1 Q, i.e. S −1 Q is S-normal (cf. Remark 1).
Corollary 1 Under Assumptions BVP and (29)-(30), the preconditioned truncated conjugate gradient method (19) for system (1) with the preconditioning operator (6)-(7) converges superlinearly in the space H In particular, in (20) we have the parameter = 1 and the norm equality u L = u S from (34).
Convergence of the full algorithm
Now we turn to the general case when S is not the symmetric part of L (i.e. (29)-(30) are not assumed to hold). It may be important in practice to have this freedom to choose the coefficients β i of S. First, we have frequently K i = 1 in (1), i.e. the term −div (K i ∇u i ) coincides with the Laplacian, and in such cases it may be efficient to choose β i constant. Namely, for auxiliary problems with constant coefficients, various fast direct solvers are available (such as fast Fourier transform or cyclic reduction [15, 17] ) which turn S into a cheap preconditioner. Second, as shown in [13] for one equation, large values chosen for β may compensate for large convection terms b, hence such a preconditioner can be useful for singularly perturbed problems as well.
As stated earlier, in order to verify Theorem 3.3 for this case, our task is to prove that the operators L and S as given in (4) and (7), respectively, satisfy Assumptions A in H = L 2 (Ω) l . We will prove this under the condition that L has constant coefficients itself, moreover, in addition to Assumptions BVP we assume the following Assumptions C:
• V ∈ R l×l is a normal matrix.
Then Assumptions A can be verified as follows.
(i) S is self-adjoint as a special case of paragraph (i) in subsection 4.1.
(ii) We have
From this the assumptions K > 0 and β ≥ 0 imply (33) in the same way as it followed from (31).
further, (2) now reduces to the assumption that V + V T is positive semidefinite. Hence
Further, using (36) and the Sobolev inequality (32), we obtain
Kx + λ 0 y Kx + βy = min
where the latter equality comes from an elementary calculation. Therefore assumption (iii) holds with
(iv) Similarly to paragraph (iv) in subsection 4.1, we have H S = H 1 0 (Ω) l and the energy inner product u, v S is equivalent to the usual one, further, the antisymmetric part satisfies
(Ω) is compact by the same argument as for (35).
On the other hand, the normality of S −1 Q in H S is not as trivial as in the previous subsection, but this is the main property to be verified now in two steps. Proof. First we observe
Lemma 1 Let us define the operators
since, using Su = −K diag(∆u i ), (40) is coordinatewise equivalent to
Replacing u by S −1 u in (40) (which makes sense since S maps onto L 2 (Ω) l ) and applying S −1 to both sides, we obtain 0 R 0 (see [4] ), therefore we obtain RS −1 = S −1 R. We have RW = W R similarly to (40), and using also (41) we obtain RS Proof. Relations (38) and (39) imply Q = R + W , hence
Here the S-adjoints of the operators on the r.h.s. are as follows. First, now for constant b the equality (26) implies for all
that is,
which by (42) and Lemma 1 commutes with S −1 Q.
Corollary 2 Under Assumptions BVP and C, the preconditioned full conjugate gradient method (18) for system (1) with the preconditioning operator (6)- (7) converges superlinearly in the space H In particular, we have the expression (37) for the parameter in (20).
Mesh independent superlinear convergence for the discretized problems
In this section we derive the main result from practical point of view. Let us consider the FEM discretization of system (4) in some FEM subspace
which leads to an n × n linear algebraic system
Let S h denote the discretization of S in the same FEM subspace V h as for L h . We consider the preconditioned form of the algebraic system (43)
h g h , and our goal is to prove that the superlinear convergence of the CGM is mesh independent, i.e. independent of the subspace V h . This property can be readily derived from our theoretical results in section 4. Namely, by section 4, under the given conditions, the operators L and S as given in (4) and (7), respectively, satisfy Assumptions A formulated in subsection 3.2 for the operator equation (15) . For such operator equations the following subspace independent convergence result is available, expressed via the eigenvalues |λ 1 
Theorem 5.1 [4, Corollary 4] Let assumptions A hold for the operator equation (15) in H. Let V h ⊂ H S be a finite dimensional subspace, S h and Q h the corresponding Gram matrices of S and Q, respectively. If the matrix S
−1
h Q h is S h -normal then the CGM applied for the n × n linear algebraic system (44) yields
and ε k is a sequence independent of n and V h .
Consequently, we obtain the mesh independence result for the elliptic system (1), under the conditions considered in section 4 to verify Assumptions A. To formulate this, we note that with symmetric part preconditioning, the S h -normality of the matrix S −1 h Q h need not be assumed since it holds for an arbitrary FEM subspace (see e.g. [4] ).
Corollary 3 Let Assumptions BVP hold. Consider the FEM discretization of system (1), using the stiffness matrix of (7) as preconditioner, under one of the following conditions:
l is an arbitrary FEM subspace and the truncated CGM (19) is used;
l is a FEM subspace for which the matrix S
h Q h is S h -normal, and the full CGM (18) is used.
Then the mesh independent superlinear convergence estimate (45)- (46) is valid.
Remark 3 Following Remark 2, the CGM for system (44) involves the FEM solution of decoupled Helmholtz problems of the following type in the subspace V h :
This provides the following advantages for the studied PCG algorithm:
• the size of the auxiliary systems is considerably smaller than that of the original system when s is large;
• parallel solution of the auxiliary systems is available;
• for Helmholtz problems various efficient solvers are available (like fast Fourier transform, cyclic reduction or multigrid, see e.g. [8, 15, 17] ).
Numerical experiments
We finally present some numerical results. Besides illustrating the preceding theorems, the main outcome of this test is that the mesh independent superlinear convergence property is even valid when some of the preceding theoretical conditions do not hold. (That is, the normal operator framework of [4] seems only technical, and might be overcome by later research.) Consequently, the proposed preconditioned CGM is an efficient solution method for general problems.
In what follows, let Ω ⊂ R 2 be the unit square and K i = 1 (i = 1, . . . , l) in (1) (i.e. for simplicity only the case of Laplacian is considered for the principal part of the elliptic operators). Since in this paper only Dirichlet boundary conditions u i|∂Ω = 0 are investigated, the indication of the boundary conditions will be omitted to avoid unnecessary repetition. Both of the studied algorithms will be used: the truncated one where possible and the full algorithm throughout, using the parameter s = 5. (It is not a huge restriction to fix this value through the experiments, because it has turned out that s is a marginal parameter.)
In the first part of this subsection, systems consisting of 2 and 3 functions are investigated. In both cases we consider a system that does and one that does not satisfy the theoretical conditions. Finally we consider a larger model involving chemical reactions between 10 pollutants. The numbers in the tables are the values of
for the iteration counter parameter k = 1, 2, . . . In all the experiments we have observed numerical superlinear convergence (i.e. that Q k decreases) up to some point when this decrease has stopped. Here we usually had
= O(10 −14 ), which has justified stopping the iteration.
For the sake of better lucidity, we write out the system corresponding to these parameters:
Here the truncated algorithm is also applicable since V ij = −V ji (i = j). If we choose β i = V ii = 0 (i = 1, . . . , l), i.e. the preconditioner is S i u i = −∆u i (see (29)- (30)), then the corresponding full algorithm coincides with the truncated version. 
in other words we have 
in other words we have
Here the truncated algorithm is again applicable. Since V ii = 2, the truncated and the full algorithms provide the same result when β i = 2. 
In (50) V is not normal, the coercivity property does not hold and every b i is different. Table 4 shows that the algorithm still has the superlinear property in spite of the fact that none of the required conditions are valid. Although the numbers Q k are larger, the level of decreasing is approximately the same. Table 5 . Further, we have b i = (1/10, 0) and the right-hand sides of the equations come from the results from the previous time-step. The time-step τ = 0.2829e − 03 was chosen sufficiently small to ensure the coercivity property. Further, for suitable balancing different coefficients β i were chosen, namely: .
In this experiment the time of computing has also been measured: since this system consists of ten equations, the iteration with solving only block-diagonal symmetric auxiliary problems is expectedly faster than the direct solution with the nonsymmetric full matrix. In the first phase of the algorithm the matrices S h and Q h are constructed. The direct solution requires solving the nonsymmetric linear algebraic system (S h + Q h )u h ≡ L h u h = g h . The iterative algorithm solves equations like S h z h = d h as many times as many iteration step is chosen. To make it faster, the Cholesky decomposition is used instead of S h itself.
The run-times for this system can be found below. The last two colums show the difference between the direct solution and the conjugate gradient method. The numbers in the last column are the total time of the decomposition and the iteration. 
