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1 Introduction
We consider the degenerate Keller-Segel system of Nagai type:
(KS) $\{$
$u_{t}=\nabla\cdot$ $(\nabla u^{m}-\chi u\nabla v)$ , $x\in 1\mathrm{R}^{N}$ , $t>0$ ,
$0=\Delta v$ $-\gamma v$ $+au$, $x\in \mathrm{R}^{N}$ , $t>0$ ,
$u(x, 0)=u_{0}(x)$ , $x\in \mathrm{R}^{N}$ ,
where $m>1$ , $\alpha$ , $\chi>0$ , $\gamma\geq 0$ and $N\geq 1$ . This equation is often called as the Keller-
Segel model describing the motion of the chemotaxis molds,
In this Paper, we introduce our results concerning the properties of a weak solution for
the degenerate Keller-Segel system (KS), which were obtained in [27], [41], [44], and [45] .
The proofs for the global existence and finite time blow-up of solution for (KS) are given.
First of all, we give the definition of the weak solution (u, v) for (KS).
Definition For $m>1_{f}$ non-negative functions $(u, v)$ defined in $[0, T)$ $\mathrm{x}$ $\mathrm{R}^{N}$ are said to
be a weak solution of (KS) for $u_{0}\in L^{1}\cap L^{\infty}(\mathrm{R}^{N})_{t}u_{0}^{m}\in H^{1}(\mathrm{R}^{N})$ if
i) $u\in L$“ $(0, T;L^{2}(\mathrm{R}^{N}))$ , $u^{m}\in L^{2}(0, T; H^{1}(\mathrm{R}^{N}))$ ,
ii) v $\in L^{\infty}(0, T;H^{1}(\mathrm{R}^{N}))$ ,
iii)(u, v) satisfies the equations in the sense of distribution: i.e.
$\oint_{0}^{T}\oint_{\mathrm{R}^{N}}$ $(\nabla u^{m}\cdot\nabla\varphi-\chi u\nabla v\cdot\nabla\varphi-u\cdot\varphi_{t})$ dxdt $= \int_{\mathrm{R}^{N}}u_{0}(x)$ . $\varphi(x,$0)dx,
$-\Delta v(x, t)+\gamma v(x, t)-$ au(x, t) $=0$ a.a, x $\in \mathrm{R}^{N}$ , t $\in(0,$T),
for any function $\varphi\in C^{1}(\overline{Q_{T}})$ which vanishes on t $=T$, where $Q_{T}=\mathrm{R}^{N}\mathrm{x}$ (0, T),
The following proposition gives the existence of a time “local” weak solution to (KS)
and the uniform bound of the solution when $u_{0}\in L^{\infty}(\mathrm{R}^{N})$ . The proof is based on the
$L^{\infty}$-energy method which is employed in [35], The proof was given in [44] .
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Proposition 1.1 ([44]) [time local existence of weak solution and its $L^{\infty}$ uniform
bound ] Let m $>1$ , $\alpha$ , $\chi>0$ , $\gamma\geq 0$ . Then (KS) has a non-negative weak solution
(u, v) on (0,$T_{0})$ with $T_{0}=\alpha^{-1}(||u_{0}||_{L^{\infty}(\mathrm{R}^{N})}+2)^{-2}$ . Moreover, $u(t)$ satisfies the following
a priori estimate
(1.1) $||u(t)||_{L^{\infty}(\mathrm{R}^{N})}$ $\leq$ $||u_{0}||_{L^{\infty}(\mathrm{R}^{N})}+2$ for all t $\in[0, T_{0}]$ .
If the maximal existence time $T_{\max}$ of $(u, v)$ is finite then we have
$\lim_{tarrow T_{\max}}||u(\cdot, t)||_{L^{\infty}(\mathrm{R}^{N})}=\infty$ .
In the following theorem, we consider the case of $m>2- \frac{2}{N}$ . The following theorem
gives the existence of a time “global” weak solution to (KS) and the uniform bound of
the solution when $u_{0}\in L^{1}\cap L^{\infty}(\mathrm{R}^{N})$ . Recently, another degenerate case is treated by
Laurencot and Wrzosek [23]. The time global $L^{\infty}$ bound was also obtained in Kowalczyk
[12] for the quasilinear Keller-Segel system of non-degenerate type and the existence of a
solution was not considered.
Theorem 1.2 ([41]) [ time global existence of weak solution of m $>2- \frac{2}{N}$ case and
its $L^{\infty}$ uniform bound] Let m $>2- \frac{2}{N}$ and $\alpha$ , $\chi>0$ , $\gamma\geq 0$ . Then (KS) has $a$
global weak solution (u, v). Moreover it satisfies a uniform estimate, i.e.; that there exists
$K_{1}=K_{1}(||u_{0}||_{L^{1}(\mathrm{R}^{N})}, ||u_{0}||_{L(\mathrm{R}^{N}\rangle}\infty’$m, N) such that
$\sup_{t>0}(||u(t)||_{L^{r}(\mathrm{R}^{N})}+||v(t)||_{L^{f}(\mathrm{R}^{N}\rangle})\leq K_{1}$ for all r $\in[1, \infty]$ .
In addition, in both cases (i) and (ii), there exists a positive constant $K_{2}=K_{2}(||u_{0}||_{L^{1}(\mathrm{R}^{N})}$ ,
$||u_{0}||_{L^{2}\langle \mathrm{R}^{N})}$ , $||u_{0}||_{L^{m}(\mathrm{R}^{N})}$ ,
(1.2) $\sup_{t>0}||v(t)||_{H^{2}(\mathrm{R}^{N})}$ $\leq$ $K_{2}$ .
In the following theorem, we consider the case of $1<m \leq 2-\frac{2}{N}$ and the decay
property of a weak solution $(u, v)$ for (KS) with small initial data is given. (see [40]
and [41] $)$ . On the other hand, the finite time blow-up of $u$ for (KS) with large data is
also given. We remark that the finite time blow-up was first formally obtained by [4] for
Neumann problem, and then a rigorous complete proof using Bessel potential for (KS)
was given. (see [44] for more detail.)
Theorem 1,3 ([27]),([41]),([44]) [decay for small data and blow-up for large data
of $1<m \leq 2-\frac{2}{N}$ case] Let N $\geq 3,1<m\leq 2-\frac{2}{N}$ and $\alpha$ , $\chi>0$ , $\gamma\geq 0$ and suppose
that the initial data $u_{0}$ is non-negative everywhere.
$\frac{(\mathrm{i})WeN(2-m)}{2}(\geq 1)_{\lambda}assume$
that the initial data is sufficiently small, i.e., for any fixed number $\ell\geq$
(1.3) $||u_{0}||_{L^{\ell}(\mathrm{R}^{N})}<<1$ .
then (KS) has a global weak solution (u, v) and the weak solution satisfies
(1.4) $\sup_{t>0}(1+t)^{d}$ . $(||u(t)||_{L^{r}(\mathrm{R}^{N}\}}+||v(t)||_{L^{r}(\mathrm{R}^{N})})<\infty$ for r $\in[\frac{N(2-m)}{2},$ $\infty)$ .
42
where
$d= \frac{N}{\sigma}(1-\frac{1}{r})$ , $\sigma=\mathit{1}\mathrm{V}(m-1)+2$ .
Moreover, the weak solution satisfies
(1.5) $t^{\frac{N}{\sigma+\delta}}|u(x, t)-G(x, ?; ||u_{0}||_{L^{1}(\mathrm{R}^{N})})|arrow 0$ as t $arrow$ oo
uniformly with respect to $x$ in the set $|x|\leq Rt^{\frac{1}{\sigma}}$ , where $\delta$ and $R$ are any fixed positive
constant and
$M$ $:=$ $I_{\mathrm{R}^{N}}$ ($A- \frac{m-1}{2m\sigma}$ . $|x|^{2}$) $dx$ ,
(1.5) $G(x, t;M)$ $:=t^{-\frac{N}{\sigma}}(A- \frac{m-1}{2m\sigma}\cdot$ $\frac{|x|^{2}}{t^{\frac{2}{\sigma}}})_{+}^{\frac{1}{m-1}}$
(ii) We assume that $\gamma=1$ and the initial data $u_{0}\in L^{1}\cap L^{m}(\mathrm{R}^{N})$ with $u_{0}|x|^{2}\in L^{1}(\mathrm{R}^{N})$.satisfies the following condition:
(H1) $\frac{2}{(m-1)\chi}\int_{\mathrm{R}^{N}}u_{0}^{m}dx<\int_{\mathrm{R}^{N}}u_{0}$ . $v_{0}dx$ ,
where $v_{0}=G*u_{0}$ with the Bessel kernel G. Then the weak solution does not exists
globally in time, $\mathrm{i}.e.$ , that there exists $T_{\max}<$ oo such that for some initial data $u_{0}$ the
weak solution blows up in a finite time $T_{\max}$ in the following sense:
$\lim\sup_{larrow T_{\mathrm{m}\mathrm{r}}}||u(t)||_{L^{\infty}(\mathrm{R}^{N})}=\infty$ .
In the following theorem, we consider the case of $1<m \leq 2-\frac{2}{N}$ and construct an
initial function which assures the global existence for $\frac{\int u_{0}\cdot v_{0}(x)dx}{\int u_{\mathrm{O}}^{m}(x)dx}$ small data and blow-up
for large $||u_{0}||L^{\frac{N\zeta 2.-m\}}{A}}$ data.
Theorem 1.4 ([45]) [global existence for $\frac{\int u_{0}\cdot v_{0}(x)ax}{\int u_{0}^{m}(x)dx}$
,
small data and blow-up for
large $||u_{0}||L^{\frac{N\{2-m\mathrm{J}}{\mathrm{B}}}$ data of $1<m \leq 2-\frac{2}{N}$ case] Let N $\geq 3,1<m\leq 2-\frac{2}{N}$ artd
$\alpha$ , $\chi>0$ , $\gamma\geq 0$ .
(i) We take the initial data $u_{0}$ by $A(1-\underline{|}x|^{N}\mathrm{T}^{-1_{+}}b$ with positive constants $A$ and $b$ . We also
assume that
(1.7) $\frac{\int u_{0}\cdot v_{0}(x)dx}{\int u_{0}^{m}(x)dx}<<1$ ,
where $v_{0}=G*u_{0}$ with the Bessel potential G. Then, the problem (KS) has a global weak
solution $(u, v)$ .
(ii) We take the initial data $u_{0}$ by $A(1- \frac{|x|^{N}}{b^{N}})^{\frac{2}{+N\mathrm{l}2-m\}}}$ with $A$ , $b>0$ . ij $\int u^{\frac{N(2-m)}{02}}dx$ is




for some $C_{N}=C_{N}(\alpha,\chi, m, N)$ , Then, a weak solution $(u,v)$ of (KS) blows up in a finitetirne.
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By combining Theorem 1.3 (ii) with Theorem 1.4 (i), it is seen that the size of
$\frac{\int u_{0}\cdot v_{0}(x)dx}{\int u_{\mathrm{O}}^{m}(x)dx}$ divides the situation of the solution $(u, v)$ into the global existence and the
finite time blow-up. Simultaneously, by combining Theorem 1.3 (i) with Theorem 1.4 (i),
the size $\int_{\mathrm{R}^{N}}u^{\frac{N(2-m)}{02}}dx$ together with the geometrical restriction can divide the situation
too.
We now consider the Pujita’s exponent case: $m=2- \frac{2}{N}$ and obtain the upper bound
(resp. the lower bound) on the size of the $L^{1}(=L^{\frac{N\{2-m\mathrm{J}}{2}})$-norm which assures the global
existence (resp. the finite time blow-up), which reads:
Theorem 1.5 ([45]) [ the $L^{1}$ upper and lower bound for time global existence
and blow-up; the critical case of m $=2- \frac{2}{N}$] Let N $\geq 3$ , m $=2- \frac{2}{N}$ and $\alpha$ , $\chi>$
0, $\gamma\geq 0$ .
(i) We suppose that
(1.9) $||u_{0}||_{L^{1}(\mathrm{R}^{N})}$ $\leq$ $( \frac{2N^{2}\pi}{\alpha\chi})^{\frac{N}{2}}\cdot[\frac{\Gamma(\frac{N}{2})}{\Gamma(N)}]$ .
Then, the problem (KS) has a global weak solution $(u, v)$ and
$\sup_{t>0}||u(t)||_{L(\mathrm{R}^{N})}\infty\leq C(N)$
(ii) We assume the same assumption as Theorem 1.4 (ii) and suppose that
(1.10) $||u_{0}||_{L^{1}(\mathrm{R}^{N})}>( \frac{2^{2\{N-1)}\cdot N^{2-\frac{2}{N}}\cdot\pi^{\frac{1}{2}}}{\alpha\chi})^{\frac{N}{2}}\cdot\frac{1}{\Gamma(\frac{N}{2})}$ . $[ \frac{\Gamma(\frac{N}{2})\cdot\Gamma(\frac{N-1}{2})}{\Gamma(N-1)}]\frac{N}{2}$
Then, in the case of $\gamma=0$ , a weak solution $(u, v)$ of (KS) blows up in a finite time.
Moreover, in the case of $\gamma>0_{l}$ we suppose that (1.10) is satisfied and $\gamma<<A^{2-m}$ or
$b^{2}\cdot\gamma<<1$ . Then, a weak solution $(u, v)$ of (KS) blows up in a finite time.
Remark 1When we take $m=1$ and $N=2$ , formally, we obtain
(1.11) $||u_{0}||_{L^{1}(\mathrm{R}^{2})}$ $\leq$ $( \frac{2\cdot 2^{2}\pi}{\alpha\chi})\cdot[\frac{\Gamma(1)}{\Gamma(2)}]=\frac{\mathrm{S}\pi}{\alpha\chi}$
and
(1.12) $||u_{0}||_{L^{1}\langle \mathrm{R}^{2})}>( \frac{2^{2}\cdot 2\cdot\pi^{\frac{1}{2}}}{\alpha\chi})\cdot\frac{1}{\Gamma(1)}\cdot[\frac{\Gamma(1)\cdot\Gamma(\frac{1}{2})}{\Gamma(1)}]=\frac{\mathrm{S}\pi}{\alpha\chi}$.
We will use the simplified notations:
1) $||$ . $||_{L^{r}}=||\cdot||_{L^{r}(\mathrm{R}^{N})}$ , $(1\leq r\leq\infty)$ , $I$ $\cdot dx:=\int_{\mathrm{R}^{N}}\cdot dx$ .
2) $Q_{T}:=(0, T)\cross$ $\mathrm{R}^{N}$ ,
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3) When the weak derivatives $\nabla u$ , $D^{2}u$ and $u_{t}$ are in $L^{p}(Q_{T})$ for some p $\geq 1$ , we say that
u $\in W_{p’}^{1}(Q_{T})$ , i.e.,
$W_{p}^{2,1}(Q_{T})$ $:=$ $\{u\in L^{\mathrm{p}}(0, T;W^{2,p}(\mathrm{R}^{N}))\cap W^{1,p}(0, T;L^{p}(\mathrm{R}^{N}))$ ;
$||u||_{W_{p}^{2,1}(Q\tau)}:=||u||_{L^{\mathrm{p}}(Q\tau)}+||\nabla u||_{L^{p}(Q\tau)}+||D^{2}u||_{L^{p}(Q_{T})}+||u_{t}||_{L^{p}(Q_{T})}<\infty\}$ .
2 Preliminary Lemmas
The following representation is one from elliptic theory, (see E.M.Stein [39, Ch $\mathrm{V}$ Sec
6.5].)
Let $N\geq 3$ , $1\leq p<\infty$ and $f\in L^{p}(\mathrm{R}^{N})$ and consider the following problem:
(E) $-\Delta z+z=f$ for $x\in \mathrm{R}^{N}$ .
Then the function $z(x)\in L^{p}(\mathrm{R}^{N})$ given by
(2.1) $z(x)$ $=$ $\int_{\mathrm{R}^{N}}G(x-y)\cdot f(y)dy$
is the strong solution of (E) in $\mathrm{R}^{N}$ , $\mathrm{i}.e.$ , that (E) is satisfied almost everywhere,
where $G(x)$ is the Bessel potential which can be express as
(2.2) $G(x)$ $= \gamma_{N}e^{-|x|}\int_{0}^{\infty}e^{-|x|s}\cdot(s+\frac{s^{2}}{2})^{\frac{N-3}{2}}ds$
with the constant $\gamma_{N}$ given by
$\gamma_{N}^{-1}$ $=$ $2(2 \pi)^{\frac{N-1}{2}}\cdot\Gamma(\frac{N-1}{2})$ .
For $G(x)$ , we obtain the following lemma.
Lemma 2.1 It holds that for x, y $\in R^{N}(x\neq y)$ ,
(2.3) $x\cdot\nabla G(x)$ $\leq$ $-(N-2)\cdot G(x)\leq 0$ ,
Proof of Lemma 2.1)
We differentiate (2.2) with respect to $x$ , then for $x\neq 0$ it holds that
(2.4) $\nabla G(x)$ $=$ $- \gamma_{N}\frac{x}{|x|}\cdot e^{-|x|}\oint_{0}^{\infty}e^{-|x|s}(1+s)$ . $(s+ \frac{s^{2}}{2})^{\frac{N-3}{2}}ds$ .
By (2.4),
$x\cdot\nabla G(x)$ $=$ $- \gamma_{N}|x|\cdot e^{-|x|}\oint_{0}^{\infty}e^{-|x|s}(1+s)\cdot(s+\frac{s^{2}}{2})^{\frac{N-3}{2}}ds$ .
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For $N\geq 3$ , the integration by parts yields that
$x\cdot\nabla G(x)$ $=$ $\gamma_{N}\cdot e^{-|x|}\int_{0}^{\infty}\frac{de^{-|x|s}}{ds}\cdot(1+s)\cdot(s+\frac{s^{2}}{2})^{\frac{N-3}{2}}ds$
(2.5) $=$ $- \gamma_{N}\cdot e^{-|x|}\int_{0}^{\infty}e^{-|x|s}\cdot\frac{d}{ds}[(1+s)\cdot(s+\frac{s^{2}}{2})^{\frac{N-\mathrm{s}}{2}}]ds$ .
It is seen that
$\frac{d}{ds}[$$(1+s)$ . $(s+ \frac{s^{2}}{2})^{\frac{N-3}{2}}]$ $=$ $(s+ \frac{s^{2}}{2})^{\frac{N-6}{2}}\cdot(s+\frac{s^{2}}{2}+(N-3)\cdot\frac{(1+s)^{2}}{2})$
(2.6) $\geq$ $(N-2)(s+ \frac{s^{2}}{2})^{\frac{N-3}{2}}$
Substituting (2.6) into (2.5),
$x\cdot\nabla G(x)$ $\leq$ $-(N-2)\cdot\gamma_{N}$ . $e^{-|x|} \int_{0}^{\infty}e^{-|x|s}\cdot(s+\frac{s^{2}}{2})^{\frac{N-3}{2}}ds=-(N-2)\cdot G(x)$ .
Thus the proof of Lemma 2.1 is completed. Q.E.D.
The following lemma is shown by H\"older’s inequality.
Lemma 2.2 (the moment inequality) Let p $\geq 1$ and $|x|^{p}f\in L^{1}(\mathrm{R}^{N})$ . $Then_{f}$
$\int_{R^{N}}|f(x)|$ .|x|dx $\leq$ $( \int_{\mathrm{R}^{N}}|f(x)|dx)^{E_{\frac{-1}{p}}}\cdot(\int_{\mathrm{R}^{N}}|f(x)|\cdot|x|^{\mathrm{p}}$ a x) $)^{\frac{1}{\mathrm{p}}}$ ,
The following lemma, due to M. Nakao, gives us a version of Gagliardo-Nirenberg inequal-
ity. (see Nakao[33, Lemma 3].)
Lemma 2.3 (Nakao[33]) Let $m\geq 1$ , $u\in L^{q1}(\mathrm{R}^{N})$ with $q_{1}\geq 1$ and $u^{\frac{r+m-1}{2}}\in H^{1}(\mathrm{R}^{N})$
with $r>0$ .
If $q_{2} \geq\frac{r+m-1}{2}$ and
$\{\begin{array}{l}1\leq q_{1}\leq q_{2}\leq\infty whenN=11\leq q_{1}\leq q_{2}<\infty whenN=2_{\mathrm{J}}1\leq q_{1}\leq q_{2}\leq\frac{(r+m-1)N}{N-2}whenN\geq 3\end{array}$
then $t/iere$ exists a positive constant $C_{s}$ depending only on $q_{1}$ , q2, $r$ , $N$ such that
(2.7) $||u||_{L^{q_{2}}}$ $\leq$ $C^{\frac{2}{s^{r+m-1}}}||u||_{L^{q_{1}}}^{1-\theta}$ . $||$Vu$\frac{r+m-1}{2}||^{\frac{2\theta}{L^{2}r+m-1}}$ ,
where
$\theta$ $=$ $\frac{r+m-1}{2}$ .
$( \frac{1}{q_{1}}-\frac{1}{q_{2}})\cdot\frac{1}{\frac{1}{N}-\frac{1}{2}+\frac{r+m-1}{2q_{1}}}$
and $C_{s}$ has at most a polynomial growth in $q_{1}$ and $q_{2}$ .
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3 Approximated Problem
In order to justify the formal arguments, we introduce the following approximated
equation of (KS):
$(\mathrm{K}\mathrm{S})_{\epsilon}\{$
$u_{\epsilon t}(x, t)$ $=\nabla$ . $(\nabla(u_{\epsilon}+\epsilon)^{m}-\chi u_{\epsilon}\cdot\nabla v_{\epsilon})$ , $(x,t)\in \mathbb{R}^{N}\mathrm{x}$ $(0, T)$ , $\cdot$ ..(1),
0 $=\Delta v_{\epsilon}-\gamma v_{e}+\alpha u_{\epsilon}$ , $(x, t)\in \mathrm{R}^{N}\mathrm{x}(0, T)$ , $\cdot$ .. (2),
$u_{\epsilon}(x, 0)$ $=u_{0\epsilon}(x)$ , $x\in \mathbb{R}^{N}$ ,
where $\epsilon$ is a positive parameter and $(u_{0\epsilon},v_{0\epsilon})$ is an approximation for the initial data
$(u_{0},v_{0})$ such that
(A.1) $0\leq u_{0\epsilon}\in W^{2,\mathrm{p}}(\mathrm{R}^{N})$ , for all $p\in[1, \infty]$ , for all $\epsilon$ $\in(0, 1]$ ,
(A.2) $||u_{0\epsilon}||_{L^{\mathrm{p}}}\leq||u_{0}||_{L^{\mathrm{p}}}$ , for all $p\in[1, \infty]$ , for all $\epsilon$ $\in(0, 1]$ ,
(A.3) $||\nabla u_{0\epsilon}||_{L^{2}}\leq||\nabla u_{0}||_{L^{2}}$ , for all $\epsilon\in(0,1]$ ,
(A.1) $u_{0\epsilon}arrow u_{0}$ , strongly in $L^{p}(\mathrm{R}^{N})$ as $\epsilon$ $arrow 0$ , for some $p> \max\{2, N\}$ .
We call $(u_{\epsilon}, v_{\epsilon})$ a strong solution of $(\mathrm{K}\mathrm{S})_{\epsilon}$ if it belongs to $W_{\mathrm{p}}^{2,1}\mathrm{x}$ $W_{p}^{2,1}(Q_{T})$ for some
$p\geq 1$ and the equations (1),(2) in $(\mathrm{K}\mathrm{S})_{\epsilon}$ are satisfied almost everywhere.
The following convergence is given in [41]: For any fixed positive number there exists
a subsequence $\{u_{\epsilon_{n}}\}$ such that
(3.1) $u_{\epsilon_{n}}arrow u$ weakly in $L^{2}((0,T);L^{2}(\mathrm{R}^{N}))$ ,
(3.2) $u_{\epsilon_{n}}^{m}arrow u^{m}$ strongly in $C((0, T);$ $L_{loc}^{2}(\mathrm{E}\mathrm{t}^{N}))$ ,
(3.3) $\nabla u_{\epsilon_{n}}^{m}-[perp]\nabla u^{m}$ weakly in $L^{2}((0, T);L^{2}(\mathrm{R}^{N}))$ ,
(A.4) $v_{\epsilon_{n}}arrow v$ strongly in $C((0, T);$ $L_{lo\mathrm{c}}^{2}(\mathrm{R}^{N}))$ ,
(3.5) $\nabla v_{\epsilon_{n}}arrow\chi=\nabla v$ weakly in $L^{2}(0, T;L^{2}(\mathrm{R}^{N}))$ .
(see (4.11); (4.14) and (4.15) in section 4 in [41] .)
4 Proof of Proposition 1.1
As for the proof of Proposition 1.1, we refer to [44].
5 Proof of Theorem 1.2
We multiply (1) in $(\mathrm{K}\mathrm{S})_{\epsilon}$ by $u_{\epsilon}^{r-1}$ and integrate over $\mathrm{R}^{N}$ .
$\frac{1}{r}\cdot\frac{d}{dt}||u_{\epsilon}||_{L^{r}}^{r}$
(5.1) $=$ $-m(r-1) \int u_{\epsilon}^{m-1}u_{\epsilon}^{r-2}|\nabla u_{\epsilon}|^{2}dx+(r-1)\chi\int u_{\epsilon}\nabla v_{\epsilon}\cdot u_{\epsilon}^{r-2}\nabla u_{\epsilon}dx$
(5.2) $=$ $- \frac{4m(r-1)}{(r+m-1)^{2}}\int$ $| \nabla u^{\frac{r+m-1}{\mathcal{E}2}}|^{2}dx-\frac{r-1}{r}\cdot\chi\int u_{\epsilon}^{r}\cdot\Delta v_{\epsilon}dx$ .
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Substituting (2) of $(\mathrm{K}\mathrm{S})_{\epsilon}$ $:\Delta v_{\epsilon}=\gamma v_{\epsilon}-\alpha u_{\epsilon}$ into (5.1) and noting that $u_{\epsilon}$ and $v_{\epsilon}$ are
non-negative,





$\theta_{1}$ $=$ $\frac{r+m-1}{2}$ .
$(1- \frac{1}{r+1})\cdot\frac{1}{\frac{1}{N}-\frac{1}{2}+\frac{r+m-1}{2}}$
for




It is easy to verify that $\frac{2\theta_{1}\cdot(r+1)}{r+m-1}<2$ if $m>2- \frac{2}{N}$ . Therefore, by Young’s inequality,
(5.6) $\alpha\chi\cdot||u_{\epsilon}||_{L^{r+1}}^{r+1}$ $\leq$ $C_{m,r}+ \frac{2mr}{(r+m-1)^{2}}||\nabla u^{\frac{r+m-1}{\overline{\in 2}}}||_{L^{2}}^{2}$
if $r$ satisfies (5.5) and $m>2- \frac{2}{N}$ ,
where $C_{m,r}$ is a positive number depending only on $m$ , $\alpha$ , $\chi$ , $r$ , $N$, $||u_{0\epsilon}||_{L^{1}}$ and has at most
a polynomial growth in $r$ . This number $C_{m}$ , $r$ will have different values in different places.
Again, from Lemma 2.3,
(5.7) $||u_{\epsilon}||_{L^{r}}^{r}\leq(C^{\frac{2}{s^{r+m-1}}}||u_{\epsilon}||_{L^{1}}^{1-\theta_{2}}\cdot||\nabla u^{\frac{r+m-1}{\epsilon 2}}||_{L^{2}}^{\overline{r+}m\overline{-1}})^{r}2\theta \mathrm{E}$ for $r\geq m-1$ ,
where
$\theta_{2}$ $=$ $\frac{r+m-1}{2}$ .
$(1- \frac{1}{r})\cdot\frac{1}{\frac{1}{N}-\frac{1}{2}+\frac{r+m-1}{2}}$
and $C_{s}$ has at most a polynomial growth in $r$ .
Since $\frac{2\theta_{2}\cdot r}{r+m-1}<2$ by $m>1- \frac{2}{N}$ , and $r\geq 1$ , Young’s inequality and (5.7) yield
(5.8) $||u_{\epsilon}||_{L^{p}}^{r}$ $\leq$ $\frac{2m(r-1)}{(r+m-1)^{2}}\int|\nabla u^{\frac{r+m-1}{\epsilon 2}}|^{2}dx+C_{m,r}$ .
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By combining (5.15) and (5.8) with (5.3),
$\frac{d}{dt}||u_{\epsilon}||_{L^{\tau}}^{r}$ $\leq$ $- \frac{2m(r-1)}{(r+m-1)^{2}}\oint|\nabla u^{\frac{r+m-1}{\mathit{6}2}}|^{2}dx+C_{m,r}$
(5.9) $\leq$ $-||u_{\epsilon}||_{L^{r}}^{r}+C_{m,r}$ .
Hence, for r in (5.5),
(5.10) $\sup_{t>0}||u_{\epsilon}(t)||_{L^{\tau}}$ $\leq$ $||u_{0}||_{L^{r}}+C_{m,r}=:R_{r}$ .










Hence, Gagliardo-Nirenberg inequality yields that
$\sup_{t>0}||\nabla v_{\epsilon}(t)||_{L(\mathrm{R}^{N})}\infty$
$\leq$ $C_{N} \cdot\sup_{t>0}||\nabla v_{\epsilon}||^{\frac{2}{L^{2}(\mathrm{R}^{N})N(N+1)+2}}\cdot\sup_{t>0}||\Delta v_{\epsilon}||_{)}^{\frac{N(N+1)}{L^{N+1}(\mathrm{R}^{N}N(N+1\}+2}}$
(5.11) $\leq$ $C_{N}(R^{\frac{2}{2N\{N+1\}+2}}+R^{\frac{N(N+1\rangle}{N+1N\mathrm{l}N+1\}+2}})=:M_{\nabla v}<\infty$ ,
where $C_{N}=C_{N}(N)$ .
We are now going to obtain the time global $L^{\infty}(\mathrm{R}^{N})$-bound for $u_{\epsilon}$ by using (5.10) and
(5.11).
Rom (5.1) and Young’ inequality,
$\frac{1}{r}\cdot\frac{d}{dt}||u_{\epsilon}||_{L^{r}}^{r}$
$=$ $- \frac{4m(r-1)}{(r+m-1)^{2}}\int|\nabla^{r}u_{\epsilon}^{A\omega_{2}^{\underline{-1}}}|^{2}dx+(r-1)\chi\oint u_{\epsilon}\nabla v_{\epsilon}\cdot u_{\epsilon}^{r-2}\nabla u_{\epsilon}dx$
(5.12) $\leq$ $- \frac{2m(r-1)}{(r+m-1)^{2}}\int|\nabla u^{\frac{\mathrm{r}+m-1}{\epsilon 2}}|^{2}dx+\frac{r-1}{m}\cdot\chi\cdot M_{\nabla v}^{2}\oint u_{\epsilon}^{r+1-m}dx$.
By Lemma 2.3,
(5.13) $||u_{\epsilon}||_{L^{r+1-m}}$ $\leq$ $C^{\frac{2}{s^{r+m-1}}}||u_{\epsilon}||_{r}^{1-\theta_{3}}\cdot||\nabla u^{\frac{r+m-1}{\epsilon 2}}|L2|^{\frac{2\theta_{\mathrm{S}}}{L^{2}r+m-1}}$ ,
where





$r \in[\max\{m, 3(m-1), 2\}, \infty]$ if $N=1$ , $m>1$ ,
$r \in[\max\{m, 3(m-1), 2\},$ $\infty)$ if $N\geq 2$ , $m>1$ .
It is easy to verify that $\frac{2\theta_{3}\cdot(r+1-m)}{r+m-1}<2$ and $(r+1-m)(1-\theta_{3})\cdot$ $\frac{r+m-1}{r+m-1-\theta_{3}(r+1-m)}\leq r$
by m $>1$ . Therefore, Young’s inequality yields that
(5.15) $\frac{r-1}{m}$ . $M_{\nabla v}^{2}||u_{\epsilon}||_{L^{r}\dagger 1-m}^{r+1-m}$ $\leq$ $C_{m,r}$ I $C_{m,r}||u_{\epsilon}||_{L^{r}}^{r}2+ \frac{2m(r-1)}{(r+m-1)^{2}}||\nabla u^{\frac{r+m-1}{\epsilon 2}}||_{L^{2}}^{2}$
if r satisfies (5.14) and m $>1$ .
Substituting (5.15) into (5.12),
(5.16) $\frac{d}{dt}||u_{\epsilon}||_{L^{r}}^{r}$ $\leq$ $- \frac{2mr(r-1)}{(r+m-1)^{2}}\int$ $|\nabla u^{\frac{r+m-1}{\epsilon 2}}|^{2}dx+C_{m,r}||u_{\epsilon}||_{L^{\gamma}}^{r}\Sigma+C_{m,r}$.
Moreover, substituting (5.8) into (5.16),
(5.17) $\frac{d}{dt}||u_{\epsilon}||_{L^{r}}^{r}+||u_{\epsilon}||_{L^{f}}^{r}$ $\leq$ $C_{m,r}||u_{\epsilon}||_{L^{r}}^{r}\Sigma+C_{m,r}$ .
By using (5.17), the Moser’s iteration technique yields the $L^{\infty}(\mathrm{R}^{N})$-bound for $u_{\epsilon}$ globally
in time which is independent of $\epsilon$ . (see Alikakos [1].)
In consequence, the $L^{\infty}(\mathrm{R}^{N})$-bound for $u_{\epsilon}$ globally in time is obtained. By (3.1)-(3.5)
and the convergence argument which is used in [41], we complete the proof of Theorem
1.2. Q.E.D.
6 Proof of Theorem 1.3-(ii)
As for the proof of Theorem 1.3-(i), we refer to [27] and [41].
The finite time blow-up was first formally obtained by [4] for Neumann problem. They
consider the second equation as $0=$ Av $+u$ and gave a proof by using Riesz potential.
Then, we $[^{?}]$ gave a rigorous complete proof for the Cauchy problem (KS) (with the
absorption term in the second equation) using the Bessel potential. Those results were
obtained independently each other. In this paper, we give a proof of the blow-up of
solution for (KS) using the Bessel potential.
We show the crucial inequality for the weak solution of (KS) in the following proposition:
Proposition 6.1 (the $L^{m}$ apriori estimate) Let $m>1$ , $\alpha$ , $\chi>0$ , $\gamma\geq 0$ , and $(u_{\epsilon}, v_{\epsilon})$
be a strong solution of $(\mathrm{K}\mathrm{S})_{\epsilon}$ in $W_{p}^{2,1}\mathrm{x}$ $W_{\mathrm{p}}^{2,1}(Q_{T})$ and suppose that the non-negative
functions $u_{0}\in L^{1}\cap L^{m}(\mathrm{R}^{N})$ . Then the strong solution $(u_{\epsilon}, v_{\epsilon})$ of $(\mathrm{K}\mathrm{S})_{\epsilon}$ satisfies
$\frac{1}{m-1}\int(u_{\epsilon}(t)+\epsilon)^{m}dx-\frac{\chi}{2}\int$ $u_{\epsilon}(t)$ . $v_{\epsilon}(t)dx$
(6.1) $\leq$ $\frac{1}{m-1}\int(u_{0\epsilon}+\epsilon)^{m}dx-\frac{\chi}{2}\int u_{0\epsilon}$ . $v_{0\epsilon}$ dx for t $\in(0,$T).
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Proof of Proposition 6.1 )
To give the rigorous Proof we should multiply (1) in $(\mathrm{K}\mathrm{S})_{\epsilon}$ by $( \frac{m(u_{\epsilon}+\epsilon)^{m-1}}{m-1}-\chi v_{\epsilon})$
and integrate over $\mathrm{R}^{N}$ . However, for the sake of simplicity, we multiply (1) in $(\mathrm{K}\mathrm{S})_{\epsilon}$ by
$( \frac{mu_{\epsilon}^{m-1}}{m-1}-\chi v_{\epsilon})$ and integrate over $\mathrm{R}^{N}$ . Then we get
$\oint u_{\epsilon t}(\frac{mu_{\epsilon}^{m-1}}{m-1}-\chi v_{\epsilon})dx=$ $- \int$
$( \nabla u_{\epsilon}^{m}-u_{\epsilon}\cdot\chi\nabla v_{\epsilon})\cdot\nabla(\frac{mu_{\epsilon}^{m-1}}{m-1}-\chi v_{\epsilon})dx$
(6.2) $=$ $- \int u$ . $| \nabla(\frac{m}{m-1}u_{\epsilon}^{m-1}-\chi v_{\epsilon})|^{2}dx\leq 0$ .
We now follow the argument in [32].
(6.3) The left-hand side of (6.2) $=$ $\frac{d}{dt}(\frac{1}{m-1}\int u_{\epsilon}^{m}dx-\chi\oint u_{\epsilon}\cdot$ $v_{\epsilon}dx)+J$,
where
$J:= \chi\int u_{\epsilon}\cdot v_{\epsilon t}dx$ .
Substituting (2) of $(\mathrm{K}\mathrm{S})_{\epsilon}$ : $u_{\epsilon}= \frac{1}{\alpha}(-\Delta v_{\epsilon}+\gamma v_{\epsilon})$ into $J$ , we have
$J=$ $\frac{\chi}{2\alpha}\cdot\frac{d}{dt}\oint(|\nabla v_{\epsilon}|^{2}+\gamma v_{\epsilon}^{2})dx$.
Moreover, by (2) of $(\mathrm{K}\mathrm{S})_{\epsilon}$ ,
$\alpha\int u_{\epsilon}\cdot v_{\epsilon}$ lx $= \int(|\nabla v_{\epsilon}|^{2}+\gamma v_{\epsilon}^{2})$ Jz.
Thus, we observe that
(6.4) $J$ $=$ $\frac{\chi}{2}\cdot\frac{d}{dt}\int$ $u_{\epsilon}\cdot v_{\epsilon}dx$ .
By substituting (6.4) into (63), we obtain
(6.5) the left-hand side of (6.2) $=$ $\frac{d}{dt}(\frac{1}{m-1}\int u_{\epsilon}^{m}dx-\frac{\chi}{2}\int$ $u_{\epsilon}\cdot$ $v_{\epsilon}dx)$ .
We denote $W(t)$ by
(6.6) $W(t)$ $:=$ $\frac{1}{m-1}\int u_{\epsilon}^{m}dx-\frac{\chi}{2}\int u_{\epsilon}\cdot$ $v_{\epsilon}dx$ .
Then ffom (6.2), (6.5) and (6.6),
(6.7) $\frac{d}{dt}W(t)dx=$ $- \int u_{\epsilon}\cdot$ $| \nabla(\frac{m}{m-1}u_{\epsilon}^{m-1}-\chi v_{\epsilon})|^{2}dx\leq 0$ .
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By integrating (6.7) with respect to the time variable from 0 to t,
$W(t)+ \int_{0}^{t}\int_{\mathrm{R}^{N}}u_{\epsilon}|\nabla(\frac{m}{m-1}u_{\epsilon}^{m-1}-\chi v_{\epsilon})|^{2}$ dxdt $\leq$ $W(0)$ .
Thus we establish the following a priori estimate for $W(t)$ .
$W(t)$ $\leq$ $W(0)$
(6.8) $=$ $\frac{1}{m-1}||u_{0\epsilon}||_{L^{m}}^{m}-\frac{\chi}{2}\int u_{0\epsilon}\cdot v_{0\epsilon}dx$ .
From (6.8), we find the following estimate:
(6.9) $\frac{1}{m-1}\int u_{\epsilon}^{m}dx-\frac{\chi}{2}\int$ $u_{\epsilon}\cdot v_{\epsilon}(t)dx$ $\leq$ $\frac{1}{m-1}\oint u_{0\epsilon}^{m}dx-\frac{\chi}{2}\int u_{0\epsilon}\cdot v_{0\epsilon}dx$.
Prom the similar argument by multiplying (1) in $(\mathrm{K}\mathrm{S})_{\epsilon}$ by $( \frac{m(u_{\epsilon}+\epsilon)^{m-1}}{m-1}-\chi v_{\epsilon})$ , we
obtain
$\frac{1}{m-1}\int(u_{\epsilon}(t)+\epsilon)^{m}dx-\frac{\chi}{2}\int$ $u_{\epsilon}(t)\cdot$ $v_{\epsilon}(t)dx$
$\leq$ $\frac{1}{m-1}\oint(u_{0\epsilon}+\epsilon)^{m}dx-\frac{\chi}{2}\int u_{0\epsilon}\cdot v_{0\epsilon}dx$ for $t\in(0, T)$ .
Thus we complete the proof of Proposition 6.1. Q.E.D.
The following lemma is a key tool which is essentially due to theorem 1,3, which reads:
Lemma 6.2 Let $N \geq 3,1<m<2-\frac{2}{N}$ , $\alpha$ , $\chi>0$ $\gamma=1$ , and $(u, v)$ be the weak
solution of (KS) corresponding to the initial data $u_{0}$ and suppose that $u_{0}$ is non-negative
everywhere. Assume that $\int u_{0}(x)|x|^{2}$ lx $<$ H-oo. and $(u, v)$ be the weak solution of (KS)
corresponding to the initial data $u_{0}$ and suppose that $u_{0}$ is non-negative everywhere. Then,
$\theta^{\mathrm{i}\mathrm{b}}\cdot \mathrm{o}\mathrm{e}$ , $t)|x|^{2}dx<+\infty$ for $0<t<T_{\max}$ : the maximal existence time of solution,
and it hold that
$\int u(t)$ . $|x|^{2}$ ix $- \int u_{0}$ . $|x|^{2}dx$
(6.11) $\leq$ 2Nt $\cdot\int_{\mathrm{R}^{N}}(u_{0}^{m}-\frac{(m-1)\chi}{2}\cdot u_{0}\cdot v_{0})dx$ for t $\in(0,T)$ .
Proof of Lemma 6.2 ) As for the proof of (6.10), we refer to [44]. We are now going to
prove (6.11).
By virtue of the integration by parts and the converge in (3.1)-(3.5), it holds that
$\int$ $u(t)$ . $|x|^{2}dx$ $- \int u_{0}$ . $|x|^{2}dx$
(6.12) $\leq$ 2 $\oint_{0}^{t}\int Nu^{m}(s)+\chi u(s)\nabla v(s)\cdot xdxds$ for $t\in(0, T)$ .
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(see [44] in detail.)
Using any fix number $\delta>0$ ,
$\oint u(t)$ . $|x|^{2}dx- \int u_{0}$ . $|x|^{2}dx$
$\leq$ $2 \int_{0}^{t}\oint(Nu^{m}(s)-\delta\cdot u(s)v(s))+(\chi u(s^{1},\nabla v(s)\cdot x+\delta\cdot u(s)v(s))dxds$
(6.13) for $t\in(0, T)$ .
Prom Proposition 6.1, we observe that
(6.14) $I_{\mathrm{R}^{N}}(u^{m}(s)- \frac{(m-1)\chi}{2}$ . $u(s)v(s))$ dx $\leq$ $I_{\mathrm{R}^{N}}(u_{0}^{m}- \frac{(m-1)\chi}{2}\cdot$ $u_{0}v_{0})dx$ .
Using (6.14) and taking by $6= \frac{N(m-1)\chi}{2}$ ,
$\oint Nu^{m}(s)-\delta\cdot$ $u(s)v(s)dx$
$=$ $N \int$ ($u^{m}(s)$ – $\frac{\delta}{N}\cdot$ $u(s)v(s)$ ) $dx$
$=$ $N \oint(u^{m}(s)-\frac{(m-1)\chi}{2}\cdot u(s)v(s))dx$
(6.15) $\leq$ $N \int_{\mathrm{R}^{N}}(u_{0}^{m}-\frac{(m-1)\chi}{2}\cdot u_{0}v_{0})dx$ .
We are now going to estimate the second term on the right-hand side of (6.12). We
use the following representation of v:
(6.16) $v(x, t)= \alpha\int G(x-y)u(y, t)dy$ .
Using (6.16) and $6= \frac{N(m-1)\chi}{2}$ ,
$x$ ’ $u\cdot$ $\nabla v$ . $xdx+N(m-1) \chi\int uvdx$
$=$ $\alpha\chi\int\int u(x_{2}s)u(y, s)(x\cdot$ $\nabla G(x-y)+\frac{N(m-1)}{2}\cdot$ $G(x-y))$ dxdy
$=$ $\frac{\alpha\chi}{2}I$ $\int u(x, s)u(y, s)\cdot$ $((x-y)\cdot\nabla G(x-y\grave{)}+N(m-1)\cdot G(x-y))$ lxdy.
By Lemma 2.1 and the assumption m $\leq 2-\frac{2}{N}$ in Theorem 1.3,
$\chi\int u\cdot$ $\nabla v\cdot$ $xdx+N(m-1) \chi\int$ uv $dx$




Combining (6. 17) with (6. 13),
$\int u(t)\cdot$ $|x|^{2}dx- \oint u_{0}\cdot$ $|x|^{2}dx$
(6.18) $\leq$ $2N\cdot$ $t \int_{\mathrm{R}^{N}}(u_{0}^{m}-\frac{(m-1)\chi}{2}u_{0}\cdot$ $v_{0})dx$ for $t\in(0,T)$ .
Thus we complete the proof of Lemma 6.2. Q.E.D.
Proof of Theorem 1.3-(ii) $)$
We are going to prove Theorem 1.3 by contradiction.
Suppose $T_{\max}=\infty$ , that is, the weak solution of (KS) is solvable globally in time.
Then, from Lemma 6.2, it follows that
(6.19) $M(t)$ $\leq$ $M( \mathrm{O})+2N\cdot t\int_{\mathrm{R}^{N}}(u_{0}^{m}-\frac{(m-1)\chi}{2}u_{0}\cdot v_{0})dx=:H(t)$ for $t>0$ .
By virtue of (HI) in Theorem 1.3 $\mathrm{i}.e.$ , that $k:=- \int_{\mathrm{R}^{N}}(u_{0}^{m}-\frac{(m-1)\chi}{2}u_{0}\cdot$ $v_{0})dx>0$ ,
(6.20) $H^{J}(t)=-2N\cdot$ $k<0$ for $t>0$ .
Hence, the equation $H(t)$ $=0$ has a solution $T_{*}=- \frac{M(0)}{k}$ and $M(t)=0$ at $t=T_{*}$ . This
contracts $M(t)>0$ for $t\in(0, \infty)$ . Thus we conclude that $T_{\max}<\infty$ . On the other hand,
by Proposition 1.1, we can extend the maximal existence time of the weak solution for
(KS) as long as $||u(t)||_{L}\infty$ is bounded. Hence, we observe that the weak solution of (KS)
blows up in a finite time. Thus we complete the proof of (ii) in Theorem 1.3. As for (i)
in Theorem 1.3, we refer [40] and [41]. Q.E.D.
7 Proof of Theorem 1.4 and 1.5
As for the proof of Theorem 1.4 and 1.5, we refer to [45].
8 Keller-Segel model with a power factor in drift
term
We rewrite the first equation of (KS) by substituting the second equation: Av $=v$ -u
(with $\alpha=\gamma=1$ ) as follows:
(E) $u_{t}=\Delta u^{m}-\nabla u\cdot$ $\nabla v-u\Delta v=\Delta u^{m}-\nabla u$ . $\nabla v-uv+u^{2}$ .
Since this equation (E) has three terms: $u_{t}$ , $\Delta u^{m}$ and $u^{2}$ , the first equation in (KS) is




x $\in \mathrm{R}^{N},$ t $>0$ ,
x $\in \mathrm{R}^{N}$ .
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It is well known that the critical exponent $q=m+ \frac{2}{N}$ divides the situation of the global
existence and non-existence of the solution to the above equation (PS). This exponent is
called as the Fujita exponent [10]. Indeed, when $q>m+ \frac{2}{N}$ , it can be globally solvable for
small initial data. When $q<m+ \frac{2}{N}$ and $q=m+ \frac{2}{N}$ , it was proved that (all) non-negative
solutions of (PS) blow up in a finite time without any restriction on the size of the initial
data, (see for example [11], [13], [21] and [26]).
As for the case of $q\geq 2$ , we obtained the following theorem in [27] and [43],
Theorem 8.1 (time global existence of $\tau=0$ case) Let $\tau=0$ , $q\geq 2$ and suppose
that $u_{0}$ is non-negative. Then
(i) when $m>q- \frac{2}{N}f(\mathrm{K}\mathrm{S})$ has a global weak solution $(u, v)$ .
(ii) $\mathfrak{M}en1<m\leq q-\frac{2}{N}$ , we also assume that the initial data is sufficiently small, $\mathrm{i}.e.$ ,
$||u_{0}||L^{\frac{P\dot{;}\langle q.-m)}{A}}’(\mathrm{R}^{N})<<1$ , then (KS) has a global weak solution $(u, v)$ .
Moreover, it satisfies a uniform estimate, $i.e.$ , that in both cases (i) and (ii), there
exists $K_{1}=K_{1}(||u_{0}||_{L^{r}(\mathrm{R}^{N})}, m, q, N)$ such that
(8.1) $\sup_{t>0}(||u(t)||_{L^{r}(\mathrm{R}^{N}\rangle}+||v(t)||_{L^{r}(\mathrm{R}^{N})})\leq K_{1}$ for all r $\in[1, \infty]$ .
In aidition, in both cases (i) and (ii), there exists a positive constant $K_{2}=K_{2}(||u_{0}||_{L^{2}(\mathrm{R}^{N})}$ ,
m, q, N) such that
(8.2) $\sup_{t>0}||v(t)||_{H^{2}(\mathrm{R}^{N})}$ $\leq$ $K_{2}$ .
We assume that the initial data is sufficiently small, i.e., for any fixed number $\ell\geq$
$\frac{N(q-m)}{2}(\geq 1)$ ,
(8.3) $||u_{0}||_{L^{l}\{\mathrm{R}^{N})}<<1$ .
then (KS) has a global weak solution (u, v) and the weak solution satisfies
(8.4) $\sup_{t>0}(1+t)^{d}$ . $(||u(t)||_{L^{r}(\mathrm{R}^{N})}+||v(t)||_{L^{r}\langle \mathrm{R}^{N}\rangle})<\infty$ for r $\in[\frac{N(q-m)}{2},$ $\infty)$ .
where
$d= \frac{N}{\sigma}(1-\frac{1}{r})$ , $\sigma=N(m-1)+2$ .
Moreover, the weak solution satisfies
(8.5) $t^{\frac{N}{\sigma+\delta}}|u(x, t)-G(x,$t; $||u_{0}||_{L^{1}(\mathrm{R}^{N})})|arrow 0$ as t $arrow\infty$
uniformly with respect to x in the set $|x|\leq Rt^{\frac{1}{\sigma}}$ , where $\delta$ and R are any fixed positive
constant and
M $:=$ $\int_{\mathrm{R}^{N}}$ (A $- \frac{m-1}{2m\sigma}$ . $|x|^{2}$) dx,
(S.6) $G(x,$t;M) $:=$ $t^{-\frac{N}{\sigma}}$ (A $- \frac{m-1}{2m\sigma}\cdot\frac{|x|^{2}}{t^{\frac{2}{\sigma}}})_{+}^{\frac{1}{m-1}}$
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Thus, we observe that the critical exponent $m=q- \frac{2}{N}$ of (KS) is equal to the Fujita’s
exponent for (PS) with $q=2$ . Consequently, we can see that the critical exponent be-
tween the existence and non-existence of the solutions for (KS) and (PS) is same as each
other.
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