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RÉSm,É 
Le domaine de l'intelligence artificielle a pour objectifle développement de systèmes 
informatiques capables de simuler des comportements normalement associés à l'intel-
lig~nce humaine. On aimerait entre autres pouvoir construire une machine qui puisse 
résoudre des tâches liées à la vision (e.g., la reconnaissance d'objet), au traitement de 
la langue (e.g., l'identification du sujet d'un texte) ou au traitement de signaux sonores 
. (e.g., la reconnaissance de la parole). 
Une approche développée afin de résoudre ce genre de tâches est basée sur l'appren-
tissage automatique de modèles à partir de données étiquetées reflétant le comportement 
intelligent à émuler. Entre autre, il a été proposé de modéliser le calcul nécessaire à la 
résolution d'une tâche à l'aide d'un réseau de neurones artificiel, dont il est possible 
d'adapter le comportement à l'aide de la rétropropagation [103, 135] d'un gradient in-
formatif sur les erreurs commises par le réseau. Populaire durant les années 80, cette 
approche spécifique a depuis perdu partiellement de son attrait, suite au développement 
des méthodes à noyau. Celles-ci sont souvent plus stables, plus faciles à utiliser et leur 
performance est souvent au moins aussi élevée pour une vaste gamme de problèmes. 
Les méthodes d'apprentissage automatique ont donc progressé dans leur fonctionne-
ment, mais aussi dans la complexité des problèmes auxquels elles se sont attaqué. Ainsi, 
plus récemment, des travaux [12, 15] ont commencé à émettre des doutes sur la capacité 
des machines à noyau à pouvoir efficacement résoudre des problèmes de la complexité 
requise par l'intelligence artificielle. Parallèlement, Hinton et al. [84] faisaient une per-
cée dans l'apprentissage automatique de réseaux de neurones, en proposant une procé-
dure permettant l'entraînement de réseaux de neurones d'une plus grande complexité 
(Le., avec plus de couches de neurones cachées) qu'il n'était possible auparavant. 
C'est dans ce contexte qu'ont été conduits les travaux de cette thèse. Cette thèse dé-
bute par une exposition des principes de base de l'apprentissage automatique (chapitre 1) 
et une discussion des obstacles à l'obtention d'un modèle ayant une bonne performance 
de généralisation (chapitre 2). Puis, sont présentées les contributions apportées dans le 
cadre de cinq articles, contributions qui sont toutes basées sur l'utilisation d'une certaine 
iv 
forme d'apprentissage non-supervisé. 
Le premier article (chapitre 4) propose une méthode d'entraînement pour un type 
spécifique de réseau à une seule couche cachée (la machine de Boltzmann restreinte) 
basée sur une combinaison des apprentissages supervisé et non-supervisé. Cette méthode 
permet d'obtenir une meilleure performance de généralisation qu'un réseau de neurones 
standard ou qu'une machine à vecteurs de support à noyau, et met en évidence de façon 
explicite les bénéfices qu'apporte l'apprentissage non-supervisé à l'entraînement d'un 
réseau de neurones. 
Ensuite, dans le second article (chapitre 6), on étudie et étend la procédure d'entraî-
nement proposée par Hinton et al. [84]. Plus spécifiquement, on y propose une approche 
différente mais plus flexible pour initialiser un réseau à plusieurs couches cachées, basée 
sur un réseau autoassociateur. On y explore aussi l'impact du nombre de couches et de 
neurones par couche sur la performance d'Un réseau et on y décrit différentes variantes 
mieux adaptées à l'apprentissage en ligne ou pour données à valeurs continues. 
Dans le troisième article (chapitre 8), on explore plutôt la performance de réseaux 
profonds sur plusieurs problèmes de classification différents. Les problèmes choisis ont 
la propriété d'avoir été générés à partir de plusieurs facteurs de variation. Cette propriété, 
qui caractérise les problèmes liés à l'intelligence artificielle, pose difficulté aux machines 
à noyau, tel que confirmé par les expériences de cet article. 
Le quatrième article (chapitre 10) présente une amélioration de l'approche basée sur 
les réseaux autoassociateurs. Cette amélioration applique une modification simple à la 
procédure d'entraînement d'un réseau autoassociateur, en « bruitant » les entrées du 
réseau afin que celui-ci soit forcé à la débruiter. 
Le cinquième et dernier article (chapitre 12) apporte une autre amélioration aux ré-
seaux autoassociateurs, en permettant des interactions d'inhibition ou d'excitation entre 
les neurones cachés de ces réseaux. On y démontre que de telles interactions peuvent 
être apprises et sont bénéfiques à la performance d'un réseau profond. 
Mots-clés : apprentissage non-supervisé, réseau de neurones artificiel, machine de 
Boltzmann restreinte, autoassociateur, auto encodeur, architecture profonde 
/ 
ABSTRACT 
The objective of the field of artificial intelligence is the development of computer sys-
tems capable of simulating a behavior reminiscent ofhuman intelligence. In particular, 
we would like to build a machine that would be able to solve tasks related to vision (e.g., 
object recognition), naturallanguage (e.g., topic classification) or signal processing (e.g., 
speech recognition). 
The general approach developed in the sub-field of machine learning to solve such 
tasks is based on using labeled data to train a model to emulate the desired behavior. 
One such model that has been proposed is the artificial neural network, which can adapt 
its behavior using a backpropagated gradient [103, 135] that is informative of the errors 
made by the network. Popular during the 80's, this specifie approach has since lost some 
of its appeal, following the development ofkemel methods. Indeed, kemel methods are 
often found to be more stable, easier to use, and their performance usually compares 
favorably on a vast range of problems. 
Since the foundation of the field, machine learning methods have progressed not only 
in their inner workings, but also in the complexity of problems they can tackle. More 
recently however, it has been argued [12, 15] that kemel methods might not be able 
to solve efficiently enough problems of the complexity that is expected from artificial 
intelligence. At the same time, Hinton et al. [84] put forth a breakthrough in neural 
network training, by developing a procedure able to train more complex neural networks 
(i.e., with more layers ofhidden neurons) than previously possible. 
This is the context in which the work presented in this thesis started. This thesis 
begins with the introduction of the basic principles of machine learning (Chapter 1) as 
well as the known obstacles to achieve good generalization performance (Chapter 2). 
Then, the work from five papers is presented, with each of these papers' contribution 
relying on a form of unsupervised learning. 
The first paper (Chapter 4) presents a training method for a specific form of single 
hidden layer neural network (the Restricted Boltzmann Machine), based on the combi-
nation of supervised and unsupervised learning. This method achieves a better general-
vi 
ization perfonnance than a standard neural network and a kemel support vector machine. 
This observation emphasizes the beneficial effect of unsupervised leaming for training 
neural networks. 
Then, the second paper (Chapter 6) studies and extends the training procedure of 
Hinton et al. [84]. More specifically, we propose a different but more flexible approach 
for initializing a deep (i.e., with many hidden layers) neural network, based on autoasso-
ciator networks. We also empirically analyze the impact ofvarying the number oflayers 
and number ofhidden neurons on the perfonnance of a neural network,' and we describe 
variants of the same training procedure that are more appropriate for continuous-valued 
inputs and online leaming. 
The third paper (Chapter 8) describes a more intensive empirical evaluation of train-
ing algorithms for deep networks, on several classification problems. These problems 
have been generated based on several factors of variations, in order to simulate a prop-
erty that is expected from artificial intelligence problems. The experiments presented in 
this paper tend to show that deep networks are more appropriate than shallow models, 
such as kemel methods. 
The fourth paper (Chapter 10) develops an improved variation of the autoassocia-
tor network. This simple variation, which brings better generalization perfonnance to 
deep networks, modifies the autoassociator network's training procedure by corrupting 
its input and forcing the network to denoise it. 
The fifth and final paper (Chapter 12) contributes another improved variation on au-
toassociator networks, by allowing inhibitory/facilitatory interactions between the hid-
d'en layer neurons. We show that such interactions can be learned and can be beneficial 
to the perfonnance of deep networks. 
Keywords: unsupervised leaming, neural network, Restricted Boltzmann Machine, 
autoassociator, autoencoder, deep architecture, deep leaming 
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CHAPITRE! 
INTRODUCTION À L'APPRENTISSAGE AUTOMATIQUE 
L'apprentissage automatique correspond au domaine se consacrant au développe-
ment d'algorithmes permettant à une machine d'apprendre à partir d'un ensemble de 
données, Le., d'y extraire des concepts et patrons caractérisant ces données. Bien que la 
motivation originale de ce domaine était de permettre la mise sur pied de systèmes mani-
festant une intelligence artificielle, les algorithmes issus de ce domaine sont maintenant 
répandus dans bien d'autres domaines, tels la bioinformatique, la finance, la recherche 
d'information et le forage de données. 
Plus spécifiquement, on peut définir un algorithme d'apprentissage comme suit : 
Définition. Un algorithme d'apprentissage est un algorithme prenant en entrée un en-
semble de données V et retournant une fonction f. 
On désigne alors V comme ensemble d'entraînement ou ensemble d'apprentissage, 
et la fonction f comme modèle. Suite à l'exécution d'un algorithme d'apprentissage, on 
dira que le modèle f a été entraîné sur l'ensemble V. 
On considère que l'ensemble de données V contient sous forme de vecteurs l'infor-
mation nécessaire pour résoudre un problème donné. Le modèle f doit ainsi pouvoir 
recevoir de tels vecteurs en argument et on désignera par sortie la valeur de l'application 
de f sur un vecteur. L'utilisation de vecteurs n'exclut pas la possibilité de travailler avec 
des données plus complexes, telles des graphes. 
De plus, on considère normalement que tous les éléments de V, que l'on nomme 
exemples d'apprentissage, sont indépendants et identiquement distribués. On désigne 
cette hypothèse par hypothèse I.I.D. Cette hypothèse n'exclut pas complètement le cas 
de données séquentielles, puisque les vecteurs contenus dans V peuvent être de tailles 
variables et ainsi correspondre à des séquences. Les séquences elles-mêmes doivent par 
contre être indépendantes entre elles. 
Il est à noter que le choix de la définition d'apprentissage automatique fait ici n'a pas 
comme objectif d'être parfaitement généraL Effectivement, sa simplicité ne permet pas 
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de bien couvrir certains types d'apprentissage, tel l'apprentissage par renforcement. Ce-
pendant, ce choix spécifique pennet de traiter plus directement des types d'apprentissage 
mis en cause dans les travaux de cette thèse, et ainsi devrait faciliter leur compréhension 
par le lecteur. 
1.1 Les types d'apprentissage automatique 
Il existe plusieurs types différents d'apprentissage automatique, qui se distinguent 
essentiellement par leur objectif, i.e., la nature de ce qui doit être appris. Bien qu'ils 
puissent trouver application dans des contextes différents, ces types d'apprentissage 
peuvent aussi être combinés dans un même système. Dans le cadre de cette thèse, on 
parlera surtout de l'apprentissage supervisé et de l'apprentissage non-supervisé, et 
on abordera brièvement l'apprentissage par renforcement. 
1.1.1 Apprentissage supervisé 
L'apprentissage supervisé correspond au cas où l'objectif de l'apprentissage est qé-
tenniné explicitement via la définition d'une cible à prédire. Dans ce cas, V correspond 
à un ensemble de n paires d'entrées Xt et de cibles associées Yt : 
Typiquement, un tel ensemble est récolté en fournissant l'ensemble des entrées à un 
groupe de personnes et en leur demandant d'associer à chacune de ces entrées une cible 
appropriée dans le contexte du problème à résoudre. La tâche d'un algorithme d'appren-
tissage est alors d'entraîner un modèle qui puisse imiter ce processus d'étiquetage par 
un hurnain, i.e., qui puisse prédire pour une entrée x quelconque la valeur de la cible y 
qui aurait nonnalement été donnée par un humain. Cependant, les algorithmes d'appren-
tissage ne se limitent pas à la modélisation du comportement de l'humain, et peuvent 
être utilisés pour modéliser la relation liant des paires d'entrées et de cibles provenant 
d'un autre phénomène (e.g., la relation entre une action et son prix à la bourse telle que 
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générée par les marchés financiers). 
La nature de l'ensemble y d'où proviennent les cibles dépendra du type de problème 
à résoudre. Deux types de problèmes fréquents sont les problèmes de classification et 
de régression. 
Classification 
Dans le cadre d'un problème de classification, y correspond à un ensemble fini de 
classes auxquelles peuvent appartenir les différentes entrées possibles x E X. Dans le 
. cas où x est une séquence, Y peut aussi être un ensemble de séquences de classes. Voici 
d'ailleurs quelques exemples de problèmes de classification: 
Reconnaissance de caractères: x E X correspond à la représentation vectorielle de 
la valeur des pixels d'une image et y E Y au caractère associé (par exemple, un 
\ 
chiffre entre 0 et 9). 
Classification syntaxique: x E X correspond à une phrase dans une langue donnée et 
y E Y est la séquence des classes syntaxiques (ou part of speech tags) de chacun 
des mots de x. 
La figure 1.1 présente une illustration de problèmes de classification en 2 dimensions. 
Afin de mesurer la performance d'un modèle de classification, on utilise normalement le 
taux d'erreur de classification, i.e., la proportion du nombre de cas où la sortie donnée 
par le modèle ne correspond pas à la cible attendue. Lorsque le modèle f donne une 
probabilité pour chaque classe possible, la log-vraisemblance négative de la classe cible 
peut aussi être utilisée. Comme on le verra plus tard, cette mesure de performance a 
l'avantage d'être dérivable par rapport à la sortie du modèle, et peut ainsi être optimisée 
à l'aide d'un algorithme de descente de gradient. 
Régression 
Dans un problème de régression, y correspond à un ensemble de valeurs continues 




•• : 0 oJo 00 •• 
•• ., 0 ••• 
• • t 0 •• 
••• • .:0 0 ) ••• • • 













• • • 
· ," • 









• " • " • 
•• • • 
• 
Figure 1.1 - Illustration de deux problèmes de classification en 2 dimensions, un linéai-
rement séparable (à gauche), l'autre pas (à droite). Pour chaque problème, un classifieur 
linéaire et un classifieur non-linéaire ont été entraînés à partir d'exemples d'entraîne-
ment séparés en deux classes (en jaune et en bleu). La surface de décision, déterminant 
la limite entre la région associée à chaque classe par un classifieur, est affichée en rouge. 
Prédiction du poids: x E X correspond à des caractéristiques physiques d'une per-
sonne (par exemple son âge, son sexe, etc.) et y E Y correspond à son poids. 
Prédiction de la valeur d'une action: x E X correspond à une séquence d'indica-
teurs du marché pour différentes journées et y E Y correspond à la progression de 
la valeur d'une action. 
La figure 1.2 présente un exemple de problème de régression en une dimension. La 
performance d'un modèle de régression est typiquement mesurée en calculant la diffé-
rence au carré entre la sortie du modèle et la cible attendue, mais bien d'autres mesures 
sont possibles. 
1.1.2 Apprentissage non-supervisé 
L'apprentissage non-supervisé correspond au cas où aucune cible n'est prédétermi-
née. Ainsi, l'ensemble d'entraînement ne contient que des entrées: 
et ne définit pas explicitement la nature de la fonction f qui doit être retournée par l'al-
gorithme d'apprentissage. Ainsi, c'est plutôt l'utilisateur qui doit spécifier le problème 
à résoudre. Par contre, dans tous les cas, le modèle capture certains éléments de la vé-
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Figure 1.2 - Illustration d'un problème de régression en une dimension, où la cible y 
prend une valeur réelle. De gauche à droite, la prédiction est produite par un modèle 
linéaire, quadratique et polynomial de degré 20. 
ritable distribution ayant généré D. Voici un bref survol des problèmes d'apprentissage 
non-supervisé les plus répandus. 
Estimation de densité 
Pour ce problème, J doit fournir une estimation de la fonction de densité ou de pro-
babilité de la distribution ayant généré les éléments de D. Afin de résoudre ce problème, 
une approche possible pour un algorithme d'apprentissage consiste à spécifier une fonne 
précise de fonction de densité p valide pour le modèle J, puis d'ajuster les paramètres 
de la fonction de densité afin d'avoir une valeur élevée de J(Xt) = p(Xt) pour tous les 
exemples de D. Afin d'être une fonction de densité valide, la valeur de p(x) doit toujours 
être non-négative et doit intégrer à 1 sur tout l'ensemble X. 
Ainsi, après entraînement, le modèle contient alors de l' infonnation importante sur la 
structure statistique des entrées. Par exemple, lorsqu'un des éléments Xi d'une entrée est 
manquant, il est possible d'utiliser un tel modèle d'estimation de densité afin de trouver 
une valeur vraisemblable pour cet élément en utilisant le fait que 
où Xi est l'ensemble des valeurs que peut prendre Xi. Il est même possible d'entraî-
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ner un modèle d'estimation de densité explicitement selon ce critère, appelé la pseudo-
vraisemblance [19], mesurant la qualité de la prédiction faite par un modèle de chaque 
entrée étant donn~es les autres. Ce critère est d'ailleurs plus approprié dans une situa-
tion où prédire une entrée étant données les autres est effectivement le type d'opération 
que l'on souhaite faire avec le modèle. Un modèle de densité peut aussi être utilisé afin 
de "purifier" une entrée qui a été corrompue par du bruit, puisque le modèle de densité 
contient de l'infonnation sur les configurations vraisemblables d'entrées non-bruitées. 
Encore une fois, il existe un critère d'entraînement, appelé Score Matching [89, 90], 
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dont l'utilisation est alors plus appropriée pour cette tâche. Comme on le verra plus tard, 
ces dernières applications ne fonnent que deux exemples panni tant d'autres d'utilisation 
d'un modèle d'estimation de densité afin de raisonner de façon probabiliste par rapport 
aux éléments d'une entrée et de sa structure statistique. 
Finalement, à partir de la densité apprise, il est nonnalement possible de générer de 
nouveaux points selon cette densité, ce qui peut être utile dans certaines applications, par 
exemple en simulation, ou simplement pour mieux comprendre ce qui a été appris par le 
modèle. 
Extraction de caractéristiques 
L'objectif de cette tâche est d'apprendre une nouvelle représentation f (x) de l'entrée 
qui soit plus utile que la représentation vectorielle originale x. Cette représentation prend 
généralement la fonne d'un vecteur, dont les éléments (appelés « caractéristiques }} ou 
features) sont calculés par le modèle f. En général, l'utilité de cette représentation dé-
pend de la tâche que l'on souhaite réellement résoudre. En d'autres tennes, l'extraction 
de caractéristiques n'est nonnalement pas une fin en soi, mais bien un moyen d'amélio-
rer un autre algorithme d'apprentissage dont le modèle f* utiliserait alors cette nouvelle 
représentation et serait entraîné sur le nouvel ensemble de données 15 = {(f(Xt), Yt}~=l' 
La qualité de l'extraction de caractéristiques peut être mesurée de différentes façons, 
en fonction du contexte de l'application. Le critère le plus souvent considéré est l'amé-
lioration de la perfonnance de cet autre algorithme. On souhaite alors que la prédiction 
f*(f(x)) d'un modèle entraîné à partir des caractéristiques extraites soit meilleure que 
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celle d'un modèle entraîné à partir de la représentation des entrées originale. Un autre 
critère est le gain en efficacité de la prédiction f*(f(x)). Ce gain peut être dû à la ré-
duction du calcul nécessaire pour faire une prédiction ou à la réduction du coût réel du 
calcul, dans le cas où un coût (e.g., en argent) est associé à l'obtention des éléments de 
l'entrée. 
Il existe plusieurs approches à l'extraction de caractéristiques: Une technique simple 
consiste à simplement sélectionner les éléments de x les plus utiles. Cette approche est 
appelée la sélection de caractéristiques [66]. Formellement, on a alors: 
où s est le vecteur des indices d'éléments de x sélectionnés. Les techniques de sélec-
tion de caractéristiques peuvent aussi servir à la création de nouvelles caractéristiques. 
Effectivement, en déterminant une façon automatique de générer un large ensemble de 
caractéristiques candidates à partir du vecteur d'entrée x (e.g., en considérant comme ca-
ractéristique candidate le résultat de la multiplication d'un sous-ensemble des éléments 
de x, pour tout sous-ensemble possible), on peut alors appliquer un algorithme de sélec-
tion de caractéristiques sur ce nouvel ensemble. 
Il est aussi souvent possible de formuler le problème d'extraction de caractéristiques 
à partir d'un problème d'estimation de densité. En choisissant une fonction de densité 
utilisant un vecteur de variables latentes h telle que 
p(x) = LP(x,h) 
hE'H 
où 1t est l'ensemble des valeurs que peut prendre h, il est effectivement possible d'uti-
liser la distribution conditionnelle des variables latentes p(hlx) afin d'extraire de nou-
ve~les caractéristiques. Par exemple, dans le cadre d'une machine de Boltzmann res-
treinte ou Restricted Boltzma~n Machine, (voir annexe B du chapitre 6 pour plus de 
détails) dont les éléments de h sont binaires, on utilise normalement comme caractéris-
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tiques extraites le vecteur des probabilités que chaque variable latente soit égale à 1 : 
f(x) = (p(h1 = llx), ... ,p(hH = llx)) . 
Dans le cas du codage par représentation creuse ou sparse coding [121], les élé-
ments de h prennent une valeur non-négative réelle (dans lequel cas le calcul de p(x) 
. nécessite une intégrale sur H) et on utilise normalement le mode de p(hlx) comme nou-
velle représentation de x [125] : ' 
f(x) = argmaxp(hlx) . 
hE'H 
En utilisant une approche par estimation de densité, le critère dirigeant la création 
des caractéristiques est donc implicitement défini par le choix du modèle d'estimation 
de densité. 
Réduction de dimensionnalité 
Pour cette tâche, f doit associer à un vecteur d'entrée x une représentation f(x) de 
plus petite dimensionnalité que x mais conservant l'essentiel de l'information contenue 
dans l'entrée. Ainsi, cette tâche peut directement servir à l'extraction de caractéristiques, 
une telle réduction de la dimensionnalité des entrées pouvant potentiellement améliorer 
la performance d'un algorithme d'apprentissage supervisé. Cependant, elle peut aussi 
servir à visualiser des données de D en 2 ou 3 dimensions. 
Plusieurs algorithmes ont été proposés à ce jour, dont les plus populaires sont Prin-
cipal Component Analysis (PCA) [96], Multidimensional Scaling (MDS) [41], LocaUy 
Linear Embedding (LLE) [134], Isomap [151], Semidefinite Embedding (SDE) [162] et,' 
plus récemment, t-Distributed Stochastic Neighbor Embedding (t-SNE) [154]. En gé-
néral, ces algorithmes cherchent une transformation f préservant lé mieux possible une 
notion de similarité entre les vecteurs d'entrée de D ou une caractéristique de D, spéci-
fique à l'algorithme (par exemple, la variance des entrées de D dans le cas de PCA ou 
les coordonnées locales des voisins de chaque vecteur d'entrée dans le cas de LLE). 
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Figure 1.3 - Exemple d'extraction de caractéristiques à l'aide du codage par représenta-
tion creuse, générée par [129]. En haut, illustration des caractéristiques extraites pour des 
images de chiffres, ressemblant à des traits de crayon (en blanc). En bas, illustration de 
la représentation creuse pouvant être obtenue à partir des caractéristiques extraites (illus-
trées plutôt en noir). On observe que l'image d'un sept peut alors être représentée par 
seulement 9 coefficients non-nuls, plutôt que par la représentation par pixels originale. 
Ces algorithmes supposent normalement que les entrées sont situées aux alentours 
d'un sous-espace, de plus petite dimension que l'espace original, appelé variété. La 
dimensionnalité présumée de cette variété est un paramètre qui doit normalemerit être 
précisé par l'utilisateur. Il existe d'ailleurs tout un pan de recherche qui se consacre 
au développement d'algorithmes pouvant déterminer la dimensionnalité intrinsèque des 
données de V. La figure 1.4 présente un exemple de réduction de dimensionnalité en 2 
dimensions. 
Groupage 
Le problème du groupage (clustering) [114] correspond à la recherche d'un parti-
tionnement de l'espace X en 9 sous-ensembles (ou groupes) QI,' .. , Qg. Chacun de ces 
sous-ensembles Qi peut facultativement être associé à un prototype Xi qui résume bien 
les données de V contenues dans Qi. Ainsi, f doit donner, pour chaque vecteur d'en-
trée, l'indice i du sous-ensemble Qi auquel il appartient. Dans le domaine du forage de 
données, le groupage est souvent utilisé comme outil de visualisation d'un ensemble de 
données, dans le but d'y découvrir une possible structure de groupe latente. Le groupage 
peut aussi être utilisé afin de compresser un ensemble de données en le remplaçant par 
l'ensemble des prototypes. Il est même possible d'extraire des caractéristiques à l'aide 
du groupage, par exemple en considérant le vecteur binaire d'association aux différents 
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Figure 1.4 - Exemple de réduction de dimensionnalité provenant de [134], obtenu par 
l'algorithme LLE. Cet algorithme permet d'associer chaque entrée d'un ensemble pré-
déterminé (B) à une entrée de plus petite dimension (C). Les entrées sont présumées être 
situées autour d'une variété de plus petite dimension, qui ici prend la forme d'une spirale 
(A). 
sous-ensembles (1 f(x)=l, ... , 1 f(x)=g) comme vecteur de caractéristiques. 
L'algorithme de groupage le plus simple et le plus répandu est certainement l'al-
gorithme des K moyennes [111, 148] (K-means a/gorithm). Il s'agit d'un algorithme 
itératif, qui débute avec une initialisation aléatoire de la position des prototypes dans X, 
puis qui alterne entre (1) la réassignation de chaque vecteur d'entrée de V au prototype 
le plus proche selon la distance euclidienne et (2) la mise à jour des prototypes à la 
valeur de la moyenne des vecteurs d'entrée associés au même prototype. La figure 1.5 
montre quelques étapes de l'exécution de cet algorithme sur un ensemble d'entrées en 2 
dimensions. 
De façon similaire à l'extraction de caractéristiques, le groupage peut aussi être for-
mulé à partir d'un problème d'estimation de densité. En supposant un modèle de densité 
utilisant des variables latentes h pouvant prendre un nombre fini de valeurs, puis en 
indexant ces valeurs de 1 à l'HI, il est possible de dériver un algorithme de groupage 
simplement en associant à toute entrée x l'indice de la valeur de h la plus probable selon 
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Figure 1.5 - Exemple de groupage obtenu à l'aide de l'algorithme des K moyennes. 
Les cercles représentent les entrées et les carrés représentent les prototypes. De gauche 
à droite, l'état de l'algorithme est illustré à l'initialisation, après une étape et après 3 
étapes. 
1.1.3 Apprentissage par renforcement 
L'apprentissage par renforcement a comme objectif d'entraîner un agent à se com-
porter de façon intelligente dans un environnement donné. Un agent interagit avec l' en-
vironnement en choisissant, à chaque temps donné, d'exécuter une action parmi un en-
semble d'actions permises. Le comportement intelligent que doit apprendre cet agent 
est donné implicitement via un signal de renforcement qui, après chaque décision de 
l'agent, indique s'il a bien ou mal agi. L'agent doit donc se baser sur ce signal afin 
d'améliorer son comportement, qui est dicté par sa politique d'actions. À chaque temps 
donné, l'agent a normalement à sa disposition un ensemble de caractéristiques ou in-
dicateurs d'entrée, décrivant l'environnement. Par exemple, si l'agent correspond à un, 
robot, ces indicateurs pourraient être obtenus à partir de capteurs sensoriels brossant un 
. portrait de l'endroit où il se trouve. 
Les concepts d'action et de signal de renforcement sont probablement ceux qui dis-
tinguent le plus l'apprentissage par renforcement des apprentissages supervisé et non-
. supervisé. Contrairement à l'apprentissage supervisé, le comportement intelligent à ap-
prendre n'est pas explicitement donné par une cible à prédire mais doit plutôt être défini 
par l'utilisateur à l'aide d'un signal de renforcement. Cependant, contrairement à l'ap-
prentissage non-supervisé dont l'objectif est de modéliser la structure statistique des en-
trées, l'apprentissage par renforcement s'intéresse à la notion d'action qui est différente 
de celle l'entrée, de la même façon que le concept de cible de l'apprentissage supervisé 
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est différent du concept d'entrée. Ceci étant dit, certains concepts de l'apprentissage par 
renforcement peuvent être utiles dans un contexte d'apprentissage supervisé, comme le 
démontre l'algorithme SEARN de Daumé III et al. [42], un algorithme de classification 
pour cibles structurées qui utilise la notion de politique d'actions. 
Bien que l'apprentissage par renforcement soit un type d'apprentissage très étudié 
dans la littérature et important pour le développement d'un système d'intelligence artifi-
cielle, il ne sera pas abordé dans la suite de cette thèse, n'étant pas mis en cause par les 
travaux qui y sont présentés. 
1.2 Principes de l'apprentissage automatique 
Deux algorithmes d'apprentissage automatique ne se distinguent pas uniquement par 
le type d'apprentissage qu'ils implémentent. Ils peuvent aussi se distinguer dans la fa-
çon qu'ils accomplissent cet apprentissage. Cette section passe en revue ainsi certains 
des différents principes et concepts généraux qui caractérisent les algorithmes d'appren-
tissage et qui seront utiles à leur description et compréhension. 
1.2.1 Apprentissage par minimisation du risque empirique versus bayé sien 
Il existe principalement deux philosophies qui régissent la conception des algo-
rithmes d'apprentissage que l'on retrouve dans la littérature, soit l'apprentissage par 
la mInimisation du risque empirique (MRE) et l'apprentissage bayésien. Par simpli-
cité, je traiterai surtout de l'apprentissage supervisé, bien qu'un raisonnement similaire 
peut être facilement appliqué dans le cas non-supervisé. 
Apprentissage par minimisation du risque empirique 
Étant donné un modèle Je, où e correspond aux paramètres de ce modèle, et L un 
coût à minimiser, l'apprentissage par minimisation du risque empirique correspond à 
l'opération suivante! : 
~. - 1 '"' e = argmin R(e, V) = argmin - L..J 
e e n (Xt,Yt)E'D 
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(1.1 ) 
où R(e, V) correspond au risque empirique et L(Je(Xt) , Yt)) est la fonction de coût 
associée au risque. On ajoute aussi parfois certaines contraintes sur la valeur que peuvent 
prendre les paramètres e lors de l'optimisation. Pour un mOQèle Je' choisi sans avoir 
. observé l'ensemble e, R(e, V) est alors un estimateur non-biaisé du risque réel, soit 
l'espérance E [L(x, y)] du coût sous la distribution ayant généré les paires (Xl, Yt) de V. 
Il est aussi important de distinguer le risque, qui est le coût optimisé par la procédure 
d'optimisation, et l'erreur, qui est le coût que l'on souhaite réellement minimiser. Par 
exemple, dans un problème de classification, l'erreur d'un modèle serait la proportion 
de ses prédictions erronées de la classe des entrées. Cependant, puisque cette erreur est 
difficile à optimiser (entre autres parce qu'elle n'est pas dérivable), on se rabat plutôt sur 
d'autres coûts pour le risque, tels la log-vraisemblance négative. 
Ainsi, un algorithme d'apprentissage doit alors préciser la nature de Je et une fa-
çon d'accomplir (ou au moins approximer) l'opération de minimisation. Par exemple, 
Je pourrait correspondre à un modèle linéaire (voir section 1.3.1) ou à un réseau de 
neurones artificiel (voir section 1.3.2), et la procédure de m~nimisation pourrait être 
une procédure de descente de gradient. C'est la procédure de minimisation qui procède 
à l'entraînement du modèle Je. Il est d'ailleurs possible que la minimisation ne soit pas 
complète ou encore que e corresponde à un minimum local plutôt qu'à un minimum 
global du risque. 
Il existe plusieurs algorithmes différents dè descente de gradient. Ceux-ci se dis-
tinguent entre autres par la fréquence des mises à jour des paramètres (après un parcours 
complet de l'ensemble V ou après le traitement de chaque exemple d'entraînement) 
ainsi que par l'utilisation (ou pas) de l'infonnation de second ordre sur la relation entre 
le risque et la valeur des paramètres. Dans cette thèse, l'algorithme dé descente de gra-
IDans le cas de l'apprentissage non-supervisé, une approche possible consiste à simplement remplacer 
les cibles Yt par les entrées Xt dans l'équation 1.1. 
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dient stochastique sera majoritairement utilisé. Malgré sa simplicité, cet algorithme est 
très efficace, particulièrement lorsque l'ensemble d'entraînement V contient une grande 
quantité d'exemples et que le modèle fe nécessite beaucoup de paramètres [106]. La 
descente de gradient stochastique procède à la mise à jour des paramètres d'un modèle 
immédiatement après le traitement de chaque exemple d'apprentissage. Suite au calcul 
de la sortie f(xt) du modèle et du coût associé au risque, l'algorithme tente alors de 
diminuer ce coût en modifiant chaque paramètre 8 i E 8 dans la direction opposée au 
gradient ~~i LUe (Xt), Yt). Le pseudocode de cet algorithme est décrit à la figure 1.2.1. 
Apprentissage bayésien 
Le principe derrière l'apprentissage bayésien est de considérer les paramètres 8 du 
modèle choisi comme une variable aléatoire et de l'éliminer à l'aide des règles de base 
de la théorie des probabilités. 
Par exemple, étant donné un modèle probabiliste de vraisemblance p(ylx, 8) ainsi 
qu'une distribution a priori des paramètres p(8), une façon de faire de l'apprentissage 
bayésien consiste à faire l'opération suivante: 
f(x) = argmaxp(ylx, V) 
yEY 
où 
p(ylx, V) = LP(Ylx, 8)p(8IV) 
e 
et 
p(8IV) = f1(Xt,Yt)Evp(Ytlxt,8)p(8) . 
.Le- f1(Xt,Yt)Evp(Ytl x t, 8*)p(8*) 
Dans le cas où 8 appartient à un ensemble continu de valeurs, les sommes ci-haut sont 
remplacées par des intégrales. Bien que les travaux de cette thèse n'utiliseront pas l'ap-
prentissage bayésien, il est important de savoir que l'apprentissage par MRE n'est pas le 
seul principe possible pour dériver un algorithme d'apprentissage. 
Algorithme de descente de gradient stochastique 
(1) Initialiser les éléments de e (possiblement aléatoirement) 
(2) Pour chaque (xt, Yt) E V 
(3) Calculer L(fe(xt), Yt) 
(4) Mettre à jour les éléments (Ji de e : (Ji +-- (Ji - 6.8~i L(fe(Xt), Yt) 
(5) Revenir à (2) si le critère d'arrêt n'est pas satisfait 
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Figure 1.6 - Pseudocode pour l'algorithme de descente de gradient. Le paramètre 6., 
appelé taux d'apprentissage, doit être déterminé par l'utilisateur. Un critère d'arrêt doit 
aussi être précisé. Il peut être souhaitable de diminuer la valeur de 6. après chaque pas-
sage à travers V. Une façon répandue est de plutôt utiliser l+~.it comme taux d'appren-
tissage, où it est le nombre de fois que les éléments de e ont été mis à jour et (3 est 
appelé constante de décroissance ou decrease constant. 
1.2.2 Modèles paramétriques et non-paramétriques 
On distingue deux types de modèle qui peuvent être utilisés dans le cadre d'un algo-
rithme d'apprentissage: les modèles paramétriques et non-paramétriques. 
Les modèles paramétriques ont une forme précise, qui ne change pas en fonction de 
la quantité n de données dans V. Ainsi, la taille de e ne dépend pas de n, et la capacité 
de représentation des phénomènes contenus dans V est fixe. Un exemple de modèle 
paramétrique pouvant être entraîné par apprentissage par MRE est un modèle linéaire. 
Dans le cas de l'apprentissage bayésien, les modèles gaussiens ou multinomiaux en sont 
aussi des instances. 
Les modèles non-paramétriques, au contraire, deviennent de plus en plus complexes 
au fur et à mesure que le nombre d'exemples d'apprentissage augmente. La capacité 
de ces modèles à représenter des phénomènes complexes progresse donc avec n. Des 
exemples de modèles non-paramétriques entraînés par apprentissage par MRE sont les 
machines à noyau (voir section 1.3.3). Dans le cas de l'apprentissage bayésien, les 
modèles de mélange utilisant les processus de Dirichlet [130] sont considérés comme 
étant non-paramétriques. 
Pour certains algorithmes, la capacité du modèle est contrôlée explicitement par un 
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hyper-paramètre, soit un paramètre dont la valeur doit être fixée avant l'entraînement 
du modèle. C'est le cas du nombre de neurones cachés contenus dans un réseau de 
neurones artificiel. Dans un tel cas, la distinction entre modèle paramétrique et non-
paramétrique n'est pas tout à fait claire. Effectivement, si l'utilisateur décide de toujours 
utiliser une même valeur prédéterminée pour cet hyper-paramètre, la capacité du modèle 
est alors fixe, comme dans un modèle paramétrique. Cependant, si l'utilisateur décide 
d'ajuster la valeur de l'hyper-paramètre en fonction de la performance du modèle sur les 
données, le terme de modèle non-paramétrique semble alors plus approprié. 
1.3 Quelques modèles de classification courants 
Le travaux de cette thèse se concentreront surtout sur des tâches de classification. 
Voici donc une brève description de différents modèles de classification couramment 
utilisés et qui seront référencés par les travaux de cette thèse. 
1.3.1 Modèles linéaires 
!e(X) = softmax(Wx + b) (1.2) 
où e = {W, b} contient les poids W et les biais b du classifieur. Ce classifieur utilise 
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où C correspond au nombre de classes. En utilisant cette fonction, la sortie vectorielle du 
modèle !e(x) peut être interprétée comme une estimation de la distribution condition-
nelle de la classe y à assigner à l'entrée x. Dans le cas d'un problème de classification 
binaire (y = {D, l}), étant donné la contrainte de sommation à 1 de la sortie du mo-
dèle, on suppose plutôt que le modèle estime la probabilité pey = llx) que l'entrée 
appartienne à la classe 1 en définissant 
!e(x) = sigmoid(wTx + b) 
où on n'a maintenant besoin que d'un seul biais b plutôt que d'un vecteur, ainsi que d'un 
seul vecteur de poids w plutôt que d'une matrice W. Dans ce cas, le classifieur utilise la 




Afin d'entraîner ce modèle, on utilise le coût associé au risque suivant: 
LUe (x) , y) = -log !e(x)y 
ou dans le cas binaire 
LUe(x), y) = -y log !e(x) - (1- y) log(l - !e(x» , 
soit la log-vraisemblance conditionnelle négative de l'assignation de l'entrée x à la 
classe y selon la distribution conditionnelle! e (x). Tel que décrit à la section 1.2.1, il 
est alors possible d'entraîner ce modèle par descente de gradient stochastique2. Ainsi, 
l'entraînement vise à maximiser la vraisemblance conditionnelle de la classification ob-
servée dans l'ensemble d'entraînement telle que donnée par le modèle. Il est intéressant 
2De nombreuses autres approches ont aussi été développées pour l'entraînement d'un classifieur par 
régression logistique. La descente de gradient stochastique est considérée ici pour sa simplicité et parce 
qu'elle se comporte généralement bien sur des ensembles d'entraînement de grand taille. 
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de noter que ce même algorithme peut aussi être dérivé en suivant une approche par 
maximum d'entropie [18]. 
Le problème d'optimisation associé à cet algorithme d'apprentissage (voir équa-
tion 1.1) est convexe. L'avantage que procure une telle propriété est entre autres la garan-
tie (sous certaines conditions peu contraignantes [25]) de la convergence de la descente 
de gradient stochastique vers un minimum global. 
Il est à noter que plusieurs autres algorithmes d'apprentissage pour modèles linéaires 
ont été développés, se distinguant principalement par le coût utilisé pour l'entraînement. 
On compte parmi ces algorithmes le perceptron [131, 132], le classifieur aux moindres 
carrés et la machine à vecteurs de support linéaire [39, 156]. 
1.3.2 Réseau de neurones artificiel 
Le désavantage le plus important des modèles linéaires est leur faible capacité. Ef-
fectivement, ils sont incapables de résoudre de manière satisfaisante un problème de 
classification si la frontière entre les régions de l'espace d'entrée associées aux diffé-
rentes classes est non-linéaire. Il est d'ailleurs plutôt rare en pratique qu'un problème de 
classification soit linéaire, ainsi cet inconvénient des modèles linéaires est important. Le 
réseau de neurones artificiel, aussi appelé perceptron multi-couche, permet de corriger 
cette situation. 
Un réseau de neurones à une couche cachée est définie mathématiquement comme 
suit: 
fe(x) = softmax (Wh (Vx + c) + b), (1.3) 
où e = {b, c, V) W} contient les biais b et connections W de la couche de sortie ainsi 
que les biais c et connections V de la couche cachée du réseau. La figure 1.7 présente 
une illustration graphique d'un réseau de neurones artificiel à une seule couche cachée. 
La fonction h est appelée fonction d'activation. Pour h, on choisit normalement 
entre la fonction sigmoïde ou bien la fonction tangente hyperbolique : 
ea -
tanh(a) = . 
ea + e-a 
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On définit aussi le résultat de l'application de ces fonctions d'activation à un vecteur 
comme étant le vecteur des résultats de l'application de cette fonction à tous les élé-
ments: 
Le rôle de la fonction d'activation de la couche cachée est d'introduire un aspect non-
linéaire à la prédiction !e(x) calculée par le réseau de neurones. De plus, le nombre 
d'éléments (appelés neurones cachés) contenus dans la couche cachée du réseau permet 
de contrôler sa capacité. Plus il y a de neurones cachés, plus le réseau sera en mesure 
de calculer une prédiction non-linéaire complexe, capable de bien refléter la relation ob-
servée dans l'ensemble d'entraînement entre les entrées Xt et leur cible Yt. Il a d'ailleurs 
été démontré qu'en augmentant suffisamment le nombre de neurones cachés d'un tel 
réseau, il existe nécessairement une valeur des paramètres e qui permette d'approcher 
jusqu'à une précision arbitraire une fonction Borel-mesurable (e.g. une fonction conti-
nue) d'un espace de dimension finie vers un espace de dimension finie quelconque [87]. 
On qualifie ainsi les réseaux de neurones artificiels d'approximateurs universels. 
Il est possible de lier le réseau de neurones artificiel (équation 1.3) à la classifica-
tion par régression logistique (équation 1.2) en remarquant que l'équation 1.3 équivaut à 
l'équation 1.2 où on a remplacé l'entrée x par la valeur de la couche cachée h (V x + c). 
Ainsi, on peut voir la classification à l'aide d'un réseau de neurones comme la classi-
fication par régression logistique s'opérant sur une représentation h (Vx + c) apprise 
de l'entrée x. Selon ce point de vue, la tâche de la couche cachée est de découvrir une 
représentation des entrées qui permette de les classifier linéairement. 
Par exemple, considérons le domaine des fonctions booléennes en deux dimensions 
(i.e., X = {a, 1 P). Il est bien connu que la fonction binaire XOR(XI, X2) 
a si Xl = a et X2 = a 
1 si Xl = 1 et X2 = a 
XOR(XI, X2) = 
1 si Xl = 1 et X2 = a 
a si Xl = 1 et X2 = 1 
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Couche de sortie softmax (W h (V X + c) + b) 
Couche cachée h(Vx+c) 
Couche d'entrée x. 
Figure 1.7 Illustration d'un réseau de neurones artificiel. 
ne peut être modélisée par un classifieur linéaire. Cependant, les fonctions OR et AND 
0 si Xl o etx2 = 0 0 si Xl = 0 et X2 = 0 
OR(XI, X2) = 1 si Xl = 1 et X2 = 0 AND(xI,x2) = 0 si Xl = 1 et X2 = 0 
1 si Xl 1 et X2 = 0 0 si Xl = 1 et X2 = 1 
1 si Xl ~ 1 et X2 = 1 0 si Xl = 1 et X2 = 1 
peuvent l'être, ainsi que toute variation où la négation de certaines des composantes 
d'entrée est appliquée préalablement (voir figure 1.8). En remarquant que 
il donc possible de modéliser la fonction XOR à l'aide d'un réseau de neurones avec 
deux neurones cachés modélisant les fonctions AND(xl' X2) et AND (XI, X2) respecti-
vement, et dont les poids de sortie sont ceux d'un classifieur par régression logistique 
modélisant la fonction OR(xI, X2). Ainsi, en combinant ensemble plusieurs fonctions 
simples (OR et AND dans cet exemple), un réseau de neurones arrive à modéliser une 
fonction d'une plus grande complexité (XOR). Cette explication de la complexité du 
calcul de la sortie d'un réseau de neurones servira d'ailleurs d'inspiration aux travaux de 
cette thèse. 
Cela étant dit, ce dernier exemple est simpliste comparativement aux problèmes que 







0' Il. , 
, 
o 




















o 0 / 
/ 
/ 













AND (Xl, X2) 
Figure 1.8 - Exemple de modélisation de XOR par un réseau à une couche cachée. En 
haut, de gauche à droite, illustration des fonctions booléennes OR(XI, X2), AND (Xl, X2) 
et AND (Xb X2). En bas, on présente l'illustration de la fonction XOR(Xb X2) en fonc-
tion des valeurs de Xl et X2 (à gauche), puis de AND (Xl, X2) et AND (Xl, X2) (à droite). 
Les points représentés par un cercle ou par un triangle appartiennent à la classe 0 ou 
1, respectivement. On observe que, bien qu'un classifieur linéaire soit en mesure de ré-
soudre le problème de classification associé aux fonctions OR et AND, il ne l'est pas 
dans le cas du problème de XOR. Cependant, on utilisant les valeurs de AND (Xl, X2) 
et AND (Xl, comme nouvelle représentation de l'entrée (Xl, X2), le problème de 
classification XOR peut alors être résolu linéairement. À noter que dans ce dernier 
cas, il n'existe que trois valeurs possibles de cette nouvelle représentation, puisque 
AND (XI, X2) et AND (Xl, X2) ne peuvent être toutes les deux vraies pour une même 
entrée. ' 
ont été entraînés dans le cadre des travaux de cette thèse contiennent quelques milliers 
de neurones cachés. Ainsi, la tâche de l'algorithme d'apprentissage est de modifier les 
paramètres du réseau afin de trouver la natur~ des caractéristiques de l'entrée que chaque 
neurone doit extraire pour résoudre le problème de classification. Idéalement, ces carac-
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téristiques devront être différentes, puisqu'avoir deux neurones qui calculent la même 
caractéristique équivaudrait à gaspiller la capacité du modèlè. Cependant, ces caractéris-
tiques ne seront pas nécessairement exclusives, c'est-à-dire que pour une entrée donnée, 
il n'y aura pas seulement un neurone de la couche cachée qui sera actif, mais générale-
ment plusieurs. De plus, il sera possible qu'un même neurone soit actif pour deux en-
trées totalement différentes (Le., séparées par une distance euclidienne importante). On 
dit alors que la couche cachée du réseau de neurones calcule une représentation distri-
buée [76] de l'entrée. L'avantage principal des représentations distribuées est la grande 
quantité de phénomènes potentiellement présents dans l'entrée qu'elles sont en mesure 
de représenter. Effectivement, dans le cas simplifié où chaque neurone caché est binaire 
et ne peut valoir que 0 ou 13, un réseau contenant H neurones cachés sera en mesure de 
coder 2H phénomènes différents, provenant de la combinaisons des H caractéristiques 
détectables par la couche cachée. 
Ainsi, la capacité des réseaux de neurones est potentiellement très grande. Cepen-
dant, la possibilité d'exploiter cette capacité dépend grandement de l'aptitude de l'al-
gorithme d'apprentissage à bien entraîner ces réseaux. Comme pour la régression logis-
tique, on utilise aussi la descente de gradient stochastique appliquée au coût de la log-
vraisemblance conditionnelle négative de l'assignation de la classe étant donnée l'entrée. 
Ceci nécessite le calcul du gradient du coût de chaque exemple par rapport à chacun des 
paramètres du réseau. Une méthode naïve mais très coûteuse de procéder est de calcu-
ler ces gradients indépendamment pour chaque paramètre. Cependant, il est possible de 
faire bien mieux et de limiter au maximum la quantité de calculs répétés inutilement 
Cette méthode, appelée la rétropropagation de gradient [103, 135], tire avantage de 
la règle de dérivation en chaîne afin de factoriser les différents éléments de calcul pouT 
tous les gradients et procéder à leur estimation dans un ordre avantageux. Il en résulte 
une procédure en deux passes à travers le réseau, qui fonctionne pour un nombre quel-
conque de couches cachées. Suite à ces deux passes, le calcul du gradient pour tous les 
paramètres est complété. La première passe est une passe avant, débutant à la couche 
3Par exemple, on pourrait imposer cette contrainte à un réseau utilisant la fonction sigmoïde dans sa 
couche cachée en fixant h(a)i = lSigmoid(a,»O.5 
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d'entrée et progressant vers la couche de sortie en calculant l'activation de chacune des 
couches cachées du réseau. La deuxième et dernière passe, la passe arrière, débute à la 
couche de sortie et propage le gradient du coût par rapport à la sortie du modèle à travers 
toutes les couches et vers la couche d'entrée, selon la règle de dérivation en chaîne. L'al-
gorithme de rétropropagation de gradient est détaillé à l'annexe A du chapitre 6 (voir la 
partie fine-tuning phase du pseudocode). 
La procédure de rétropropagation permet donc de calculer efficacement les gradients 
nécessaires pour appliquer l'algorithme de descente de gradient stochastique. Elle rend 
ainsi cet algorithme plus efficace, mais le problème d'optimisation associé à l'entraîne-
ment d'un réseau de neurones n'en demeure pas moins difficile. Effectivement, contrai-
rement au classifieur par régression logistique, l'entraînement d'un réseau de neurones 
est un problème d'optimisation non-convexe pour lequel l'existence d'un seul mini-
mum global n'est pas garantit. Typiquement, ce genre de problème d'optimisation pos-
sède ainsi plus d'un minimum local vers lequel une procédure de descente de gradient 
peut potenti~llement converger. Ainsi, il n'existe pas de technique garantissant l'atteinte 
de l'optimum global lors de l'entraînement. Cependant, étant donnée la très faible ca-
pacité d'un classifieur par régression logistique ou de tout autre classifieur linéaire, on 
observe souvent en pratiqueque l'inconvénient qu'apporte un problème d'optimisation 
non-convexe est fortement compensé par l'avantage apporté par l'utilisation d'un modèle 
non-linéaire. 
1.3.3 Machine à noyau 
Mais e~t-il possible d'obtenir le meilleur des deux mondes, soit d'avoir un algorithme 
d'apprentissage utilisant un modèle non-linéaire mais dont l'entraînement est convexe? 
Tel que mentionné dans la section précédente, un réseau de neurones peut être vu comme 
une régression logistique sur une représentation de l'entrée non-linéaire apprise. Ce qui 
rend un réseau de neurones non-linéaire, c'est la non-linéarité de la représentation, et ce 
qui rend l'optimisation non-convexe, c'est l'obligation d'apprendre cette représentation. 
Ainsi, en déterminant d'avance une représentation non-linéaire de l'entrée, cp(x), puis 
en procédant à l'apprentissage d'un classifieur par régression logistique utilisant cette 
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représentation, on obtient alors ce que l'on veut, soit un algorithme de classification 
non-linéaire convexe. 
Le choix de la représentation cfJ(x) a évidemment un impact crucial sur la perfor-
mance de classification, mais il existe une approche très simple pour augmenter la ca-
pacité du classifieur. Sachant qu'il est toujours possible de classifier linéairement toute 
assignation en deux classes de n points (différents) disposés dans un espace en n - 1 
dimensions [155], il. suffit donc d'augmenter la taille de la représentation cfJ(x) pour 
augmenter arbitrairement la capacité du classifieur. Suivie naïvement, cette technique 
peut cependant s'avérer coûteuse, puisqu'en augmentant la taille de cfJ(x) on augmente 
aussi la quantité de calculs à effectuer pour classifier une entrée. 
Heureusement, il existe un truc appelé astuce du noyau [2] permettant d'éliminer 
la dépendance sur la taille de cfJ(x) du calcul de la sortie, pour certains choix de cfJ(x). 
Cette astuce s'applique à des algorithmes utilisant les données seulement via le calcul 
de produits scalaires k(xt, Xt') = cfJ(Xt)T cfJ(Xt') entre les exemples d'entraînement. Si 
le résultat de la fonction de noyau k(xt, Xt') peut être calculé plus rapidement que de la 
façon directe 2:!1 c/>(Xt)ic/> (Xt' )i, il est alors possible de réaliser des gains importants en 
temps de calcul. Par exemple, le noyau polynomial hétérogène 
(1.4) 
permet de calculer le produit scalaire d'une représentation cfJ(x) contenant tous les pro-
duits d'au plus d éléments de x. Pour une entrée en D dimensions, bien que cette nou-
velle représentation soit de taille 2:~=1 (~), le calcul nécessité par l'équation 1.4 n'est 
que d'ordre O(D). 
La classification par régression logistique est un exemple d'algorithme pouvant pro-
fiter du astuce du noyau. Considérons le cas de la classification binaire. La procédure 
d'entraînement par descente de gradient stochastique nécessite alors le calcul du gra-
dient du coût associé au risque par rapport aux poids w, soit: 
25 
En initialisant à w = 0 la procédure de descente de gradient, on peut donc dire qu'à 
tout moment, il existe un vecteur a qui est tel que les poids du classifieur peuvent alors 
s'écrire comme suit: 
n 
W = I>~t<;f>(Xt) . 
t=l 
Ceci implique aussi que le modèle peut être réécrit comme suit: 
(1.5) 
où e, qui doit contenir l'information nécessaire pour le calcul de la sortie, contient main-
tenant la valeur du vecteur a ainsi que toutes les entrées de l'ensemble d'entraînement 
pour lesquelles Qi =1= O. Sous cette nouvelle paramétrisation du modèle, la règle de mise 
à jour des paramètres de e pour un exemple (<;f>(Xt) , Yt) peut maintenant être résumée 
par la mise à jour suivante: 
(1.6) 
Le calcul de la sortie du modèle ainsi que la mise à jour des paramètres du modèle (équa-
tions 1.5 et 1.6) sont donc maintenant écrits sous une forme ne nécessitant que le calcul 
de produits scalaires entre des entrées. Il est alors possible de remplacer ces produits sca-
laires par le calcul d'un noyau, obtenant ainsi un classifieur par régression logistique à 
noyau. Il est à noter que plusieurs autres algorithmes de classification linéaires ont une 
version à noyau, le plus populaire étant probablement la machine à vecteurs de supports 
à noyau [24, 39]. 
Bien qu'il soit possible parfois de dériver un noyau à partir d'une représentation don-
née, il est souvent plus facile de choisir directement un noyau sans trop se préoccuper de 
la nature de la représentation calculée. Cependant, le noyau choisi doit avoir une repré-
sentation <;f>(x) associée, sans quoi l'utilisation d'un noyau peut entraîner des difficultés. 
Pour cela, le noyau doit être défini positif, i.e., pour tout ensemble d'entrée {Xt}~=l' la 
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matrice de Gram M associée 
doit être définie positive. Un noyau défini positif couramment utilisé est le noyau gaus-
sien 
dont la représentation cf>(x) associée est de taille infinie, Le., correspond à une fonction. 
On voit donc que l'astuce du noyau, en augmentant arbitrairement la dimensionna-
lité de la représentation cf>(x), peut grandement augmenter la capacité d'un classifieur 
linéaire. ~l est d'ailleurs possible de démontrer qu'une machine à noyau est un approxi-
mateur universel, que ce soit dans le cas des noyaux gaussien et polynomial, où (j2 et 
d contrôlent la qualité de l'approximation, respectivement. De plus, contrairement au 
réseau de neurones, cette propriété est jumelée à un entraînement correspondant à une 
optimisation convexe. Ainsi, on observe en pratique que les machines à noyau peuvent 
facilement atteindre un risque moyen minimal sur les données d'entraînement. On serait 
alors porté à croire que les machines à noyau forment de meilleurs algorithmes d'ap-
prentissage que les réseaux de neurones. Cependant, dans le prochain chapitre, on verra 
que la situation est loin d'être aussi simple. 
CHAPITRE 2 
LE DÉFI DE L'APPRENTISSAGE AUTOMATIQUE: LA GÉNÉRALISATION 
L'objectif de l'apprentissage automatique est de fournir à l'utilisateur un modèle f 
qui sera en mesure de bien résoudre une tâche prédéterminée. Afin de pouvoir prétendre 
être en mesure d'atteindre cet obj ectif, le modèle doit ainsi bien se (comporter sur de 
nouvelles entrées, i.e., des entrées qui ne se trouvent pas explicitement dans l'ensemble 
d'entraînement mais qui ont été générées par le même processus. Par exemple, dans 
le cas de la classification, on souhaite que f obtienne une erreur de classification qui 
soit la plus petite possible sur ces nouvelles entrées. On parle alors de la performance 
de généralisation de l'algorithme d'apprentissage ayant produit f. Cette performance 
est normalement mesurée empiriquement, à l'aide d'un ensemble V test de nouveaux 
exemples qui ne se trouvent pas dans l'ensemble d'entraînement V. On appelle V test 
l'ensemble de test. Bien que la plupart des concepts qui sont présentés dans ce chapitre 
ne sont pas spécifiques à l'apprentissage par MRE (voir section 1.2.1), on se limitera ici 
à ce type d'apprentissage. On se concentrera aussi sur le problème de la classification, 
puisque celui-ci est au cœur des travaux présentés dans cette thèse. 
Typiquement, on observe une différence importante entre l'erreur obtenue sur l'en-
semble d'entraînement et celle obtenue sur l'ensemble de test, la première étan~ nor-
malement plus basse que la seconde. De plus, ces erreurs progressent de façons bien 
distinctes au fur et à mesure que progresse l'entraînement du modèle. Au départ, l' en-
traînement du modèle fait baisser ces deux erreurs. On dit alors que le modèle est dans un 
état de sous-apprentissage, signifiant que le modèle n'a pas terminé d'extraire de l'en-
semble d'entraînement l'information qui lui permettrait de mieux généraliser. Ensuite, 
le modèle arrive éventuellement au point où l'information non-extraite de l'ensemble 
d'entraînement correspond plus à du bruit ou de l'information spécifique à cet ensemble 
qui ne permet pas d'améliorer la performance de généralisation. On voit alors l'erreur 
sur l'ensemble de test augmenter, bien que l'erreur d'entraînement continue de diminuer, 
puisque cette erreur est optimisée plus directement par l'algorithme d'apprentissage. On 
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dit alors que le modèle est dans un état de surapprentissage. La figure 2.1 illustre'gra-
phiquement un exemple typique de progression des erreurs d'entraînement et de test. 
Ainsi, on remarque bien l'importance du choix du nombre d'itérations (qui est un 
hyper-paramètre) pour l'entraînement d'un algorithme, lorsque la procédure d'entraî-
nement est itérative et nécessite plusieurs parcours de V. Pour ce faire, il est possible 
d'utiliser un autre ensemble Vvalid d'exemples ne se trouvant pas dans V, afin de suivre 
la progression de la performance de généralisation. L'ensemble Vvalid, appelé ensemble 
de validation, doit aussi être différent de l'ensemble de test, qui lui ne doit aucunement 
être utilisé dans la procédure d'entraînement puisqu'il sert à simuler l'application du 
modèle sur de nouvelles entrées. À l'aide de cet ensemble de validation, on peut alors 
déterminer le moment de l'arrêt de l'optimisation en surveillant la progression de l'er-
reur calculée sur Vvalid et en arrêtant l'optimisation lorsque l'erreur se met à augmenter. 
Cette procédure est connue sous le nom d'arrêt p~ématuré (early stopping). Il est aussi 
possible de continuer l'optimisation même si l'erreur de validation augmente, mais de 
retenir l'état de l'optimisation au moment correspondant à la meilleure performance de 
validation et d'y revenir si celle-ci s'avère être la meilleure globalement. 
Dans l'exemple précédent, les états de sous-apprentissage et surapprentissage dé-
pendent du nombre d'itérations d'un algorithme d'apprentissage itératif. Cependant le 
même genre de phénomène peut être observé lorsque d'autres hyper-paramètres sont va-
riés. Entre autre, la même relation illustrée à la figure 2.1 serait observée si le nombre 
d'itérations d'entraînement était remplacé par la taille de la couche cachée d'un réseau 
de neurones artificiel ou le degré d du noyau polynomial hétérogène d'une machine à 
noyau (en supposant que les autres hyper-paramètres du modèle sont fixés). Intuitive-
ment, en augmentant trop la capacité de ces modèles en faisant un mauvais choix pour 
leurs hyper-paramètres, la procédure d'entraînement peut alors extraire de l'ensemble 
d'entraînement plus d'information spécifique à cet ensemble, non liée au problème d'ap-
prentissage que l'on essaie de résoudre. Ainsi, les concepts de sous-apprentissage et 
surapprentissage ne sont pas spécifiques aux algorithmes d'apprentissage itératifs, mais 
s'appliquent bien en général. Ici aussi, on peut alors utiliser un ensemble de valida-
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Figure 2.1 Relation nonnalement observée entre le nombre d'itérations d'un algo-
rithme d'apprentissage et les erreurs d'entraînement et de test. En général, l'erreur d'en-
traînement est plus petite que l'erreur de test et l'erreur d'entraînement diminue constam-
ment au fur et à mesure que l'entraînement progresse. Cependant, on observe typique-
ment une courbe en « U" dans la relation entre l'erreur de test et le nombre d'itérations 
d'entraînement. 
d'hyper-paramètres et choisir celui qui est le plus avantageux. 
Il est important de noter que, une fois l'ensemble de validation utilisé afin de sé-
lectionner une valeur pour les hyper-paramètres, l'erreur sur cet ensemble ne peut plus 
être utilisée afin d'estimer la perfonnance de généralisation de l'algorithme d'apprentis-
sage. Effectivement, puisque cette erreur a été directement minimisée par la procédure 
de sélection des hyper-paramètres, l'ensemble de validation a été utilisé comme une 
sorte d'ensemble d'entraînement, pour optimiser les hyper-paramètres. L'ensemble de 
test Vtest est alors essentiel afin de détenniner de façon non-biaisée la perfonnance de 
généralisation d'un algorithme et comparer plusieurs algorithmes ensemble. 
La nécessité de mettre des données de côté pour fonner un ensemble de validation 
peut devenir désavantageuse lorsqu'on a à la base peu de données d'entraînement. Aussi, 
plus le modèle a d'hyper-paramètres, plus on souhaitera tester de combinaisons de va-
leurs pour ces hyper-paramêtres, ce qui nécessite un ensemble de validation d'autant 
plus grand afin d'éviter un "surapprentissage" sur l'ensemble de validation. Pour cette 
raison, des techniques bayesiennes de sélection de modèle, qui ne requièrent pas d'en-
------------- ----------~-_. 
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semble de validation, ont été proposées. Effectivement, en définissant des distributions 
a priori sur les paramètres et hyper-paramètres du modèle, il est alors possible d'obtenir 
une distribution a posteriori sur l'espace des hyper-paramètres en marginalisation sur 
les paramètres et en conditionnant sur les données d'entraînement. À partir de cette dis-
tribution, on peut alors choisir la combinaison d'hyper-paramètres ayant la plus grande 
probabilité. On peut même utiliser une moyenne de modèles obtenus à partir de diffé-
rentes valeurs d'hyper-paramètres échantillonnées selon cette distribution. Ces méthodes 
nécessitent une intégrale sur l'ensemble des paramètres du modèle qui est souvent diffi-
cile à ~alculer, mais certaines approximations de ces intégrales sont possibles (voir entre 
autres MacKay [112, 113]). Bien que ces méthodes puissent être utiles, l'utilisation d'un 
ensemble de validation est souvent préférée pour sa simplicité. Les travaux de cette thèse 
seront ainsi basés sur cette approche. 
On vient donc de voir une procédure simple permettant de favoriser l'entraînement 
d'un modèle ayant une bonne performance de généralisation, en se basant sur l'utilisa-
tion d'un ensemble de validation. On dit qu'une telle procédure est une procédure de 
sélection de mOdèle l , puisqu'elle permet de faire un bon choix pour la capacité du mo-
dèle ainsi que pour la durée d'entraînement pour ce modèle. Cette procédure n'interagit 
pas directement avec le mécanisme d'entraînement de l'algorithme d'apprentissage, et 
ainsi peut être appliquée à n'importe quel algorithme utilisant un ou plusieurs hyper-
paramètres. 
Mais serait-il possible d'adapter directement le fonctionnement même d'un algo-
rithme d'apprentissage et favoriser davantage une meilleure généralisation? La réponse 
est oui, et la suite de ce chapitre se concentre sur différentes adaptations qu'il est pos-
sible d'appliquer à un algorithme d'apprentissage afin d'améliorer encore plus sa per-
formance de généralisation. Plus spécifiquement, les prochaines sections traitent de la 
régularisation, de l'apprentissage non-local et de la découverte d'une représenta-
tion hiérarchique. Il est important de noter que ces approches sont complémentaires à 
la sélection de modèle, qui sera toujours appliquée, telle que décrite précédemment. 
1 Il existe dans la littérature plusieurs autres techniques de sélection de modèle. Cependant, la procédure 
décrite dans ce chapitre est très populaire et fonctionne très bien en pratique, malgré sa simplicité. C'est 
pour cette raison que cette procédure a été choisie pour les travaux de cette thèse. 
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2.1 Régularisation 
On a mentionné précédemment qu'en augmentant trop la capacité d'un modèle, 
il était possible d'atteindre un état de surapprentissage et ainsi d'obtenir une perfor-
mance de généralisation moins élevée. De plus, différents modèles ont différents hyper-
paramètres contrôlant leur capacité. Dans le cas d'un réseau de neurones à une couche 
cachée, c'est le nombre de neurones cachés qui contrôle la capacité. Imaginons mainte-
nant une situation où l'ensemble d'entraînement contient très peu de données, tellement 
qu'un réseau de neurones possédant plus d'une dizaine de neurones cachés tombe in-
évitablement dans un état de surapprentissage. Cependant, supposons aussi que nous 
connaissions suffisamment le problème à résoudre pour savoir qu'un réseau de neurones 
à seulement 10 neurones cachés ne peut pas vraisemblablement résoudre ce problème, et 
que la seule raison pour laquelle on se restreint à 10 neurones est que l'ensemble d'en-
traînement est trop petit pour bien entraîner un réseau à plus de neurones cachés sans 
surapprentissage. Il serait donc utile de pouvoir contrôler autrement la capacité d'un tel 
modèle sans devoir trop se limiter dans le nombre de paramètres que contient le modèle. 
Une approche générale fréquemment utilisée pour exercer un tel contrôle sur la capa-
cité d'un modèle est appelée régularisation. La régularisation fonctionne en imposant 
une pénalité n( e) aux paramètres e afin de favoriser certaines configurations des para-
mètres qui sont plus « souhaitables» ou « plausibles» que d'autres. Plus précisément, on 
ajuste le critère d'entraînement basé sur le risque empirique R(e, V) de l'équation 1.1 
comme suit: 
ê = argminR(e, V) + Àn(e) (2.1) 
e 
où la pénalisation de régularisation est pondérée par le facteur À. On considère donc que 
À est un hyper-paramètre additionnel du modèle. Une autre justification derrière l'utili-
sation de la régularisation est qu'elle permet de diminuer la variance de la solution (i.e., 
les paramètres du modèle) trouvée par l'algorithme d'apprentissage. Par variance, on fait 
référence à l'importancè de la variation de la solution lorsque l'ensemble d'entraînement 
est regénéré et l'algorithme d'apprentissage relancé. Effectivement, puisque le terme de 
régularisation impose une certaine préférence sur les configurations des paramètres, cer-
32 
taines de ces configurations seront alors implicitement écartées des solutions qui auraient 
pu être trouvées par un algorithme minimisant le risque non régularisé (équation 1.1). 
Cependant, un terme de régularisation vise aussi à restr~indre la capacité du modèle. 
Ainsi, il est probable que, pour une valeur de À trop élevée, il ne soit plus possible de 
résoudre parfaitement la tâche à apprendre et que l'on ait alors augmenté le biais de la 
solution trouvée par l'algorithme. L'ajout d'un terme de régularisation permet donc de 
trouver un bon compromis biais-variance pour l'algorithme d'apprentissage. 
Un type de régularisation souvent utilisé est basé sur la pénalisation de la norme f2 
au carré des paramètres de 8, soit: 
1(9) 
0(8) LI1811~=LLO: 
6Ee 6Ee i=l 
où l(O) est le nombre d'éléments de O. Cette régularisation encourage donc les para-
mètres du modèle à ne pas trop s'éloigner de la valeur 0, selon la distance euclidienne. 
D'autres distances peuvent être utilisées. Un autre choix populaire est la norme fI 
1(9) 
0(8) = L 118111 = L L 10ii : 
6Ee 6Ee i=l 
qui a la propriété de fixer à la valeur 0 certains des éléments Oi qui sont moins utiles à la 
résolution du problème [152]. 
Comme dans le cas du nombre d'itérations d'entraînement ou des hyper-paramètres 
tels le nombre de neurones cachés ou le degré d'un noyau polynomial, on observe nor-
malement une courbe en « U » dans la relation entre l'erreur observée en test et la valeur 
de À. Plus précisément, la figure 2.1 où l'on aurait remplacé le nombre d'itérations par t 
illustrerait bien le genre de relation que l'on s'attend à observer. De plus, pour certains 
modèles, il est possible de démontrer qu'utiliser une technique d'arrêt prématuré est 
équivalent à l'utilisation d'un terme de régularisation. Effectivement, en sélectionnant 
l'hyper-paramètre du taux d'apprentissage ~ d'un algorithme de descente de gradient 
utilisant l'arrêt prématuré, on contrôlerait alors indirectement la capacité de façon simi-
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laire à la pénalisation e2 lorsqu'utilisée dans le cadre d'une optimisation complète du 
critère d'entraînement de l'équation 2.1 [36]. L'intuition derrière cette relation est que 
les deux approches empêchent l'optimisation d'assigner aux paramètres une valeur trop 
éloignée de zér02 • Voir aussi Amari et al. [3], Cataltepe et al. [31], Hagiwara et Kuno 
[68], SiOberg et Ljung [146], Wang et al. [159] pour plus de détails sur la relation entre 
l'arrêt prématuré et la régularisation. 
Cette dernière intuition est utile pour comprendre le principe de la régularisation 
en général. L'idée fondamentale derrière la régularisation est que pénaliser (encoura-
ger) certaines configurations des paramètres qui sont présumées comme étant nuisibles 
(favorables) à la performance de généralisation du modèle poussera la procédure d'en-
traînement vers des configurations plus avantageuses. Cependant, développer une bonne 
pénalisation 0(8) n'est pas toujours facile. À part l'intuition générale que les para-
. mètres ne devraient pas être trop grands (qui est implémentée par les pénalisations el 
et e2 ), dériver une pénalisation appropriée pour un problème spécifique nécessite une 
bonne compréhension de celui-ci ainsi que du modèle utilisé. 
Heureusement, il existe des techniques d'apprentissage automatique permettant de 
découvrir une régularisation utile uniquement à partir de données. Les prochaines sec-
tions décrivent certaines de ces approches, classées en 3 catégories: l'apprentissage 
hybride génératif/discriminant, l'apprentissage semi-supervisé et l'apprentissage 
multi-tâche. 
2.1.1 Apprentissage hybride génératif/discriminant 
Considérons l'algorithme de classification par régression logistique présenté à la sec-
tion 1.3.1. Parce que le modèle fe(x) de régression logistique calcule une estimation de 
la probabilité conditionnelle p(ylx) et que l'entraînement consiste à ajuster spécifique-
ment cette estimation (i.e., le coût utilisé est L(fe(xt) , Yt) = -log fe(xt)yt), on dit que 
cet algorithme ~tilise un apprentissage discriminant. 
À l'opposé, considérons le modèle suivant, où p(xly) est définie comme étant une 
20n suppose ici que les paramètres sont initialisés près de zéro avant le début de l'optimisation, ce qui 
est le cas normalement en pratique. 
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distribution gaussienne de moyenne t'y et matrice de covariance diagonale I; : 
où on a un paramètre de moyenne t'y spécifique poûr chaque classe y mais on utilise la 
même matrice de covariance diagonale globale I;. On utilise aussi une distribution mul-
tinomiale pour p(y), correspondant à la probabilité a priori qu'un exemple appartienne 
à chaque classe. Ce modèle, appelé modèle de Bayes naïf, permet donc d'estimer la 
probabilité jointe d'une entrée et de sa classe pey, x) = p(xly)p(y). Ainsi, c~ modèle 
peut être entraîné simplement en modifiant les paramètres t'y et I; afin de maximiser 
la vraisemblance des données d'entraînement, ou de façon équivalente en minimisant la 
log-vraisemblance négative des données d'entraînement. Pour ce faire, il suffit de définir 
fe(x) = (P(xly = 1)p(y = 1), ... ,p(xly = C)p(y = C)) 
et d'utiliser le même coût que la régression logistique, soit: 
Bien que ce modèle ne spécifie pas explicitement une estimation de la probabilité condi-
tionnelle p(ylx), il est possible d'obtenir une telle estimation en dérivant la pro'9abilité 
p(ylx) comme suit: 
p(ylx) = cp(x1y)p(y) . 
Lyl=l p(xly')p(y') 
Ainsi, ce modèle peut être utilisé afin de classifier de nouvelles entrées. Parce que ce 
modèle définit une probabilité jointe d'une entrée et de sa cible associée et que l'entraî-
nement vise explicitement à optimiser cette probabilité jointe, on dit que ce modèle est 
entraîné par apprentissage génératif. 
Bien que le type d'apprentissage utilisé par la régression logistique et le modèle de 
Bayes naïf ne soit pas le même, ces deux modèles sont linéaires. Effectivement, dans 
les deux cas, la décision de classifier une entrée x dans la classe y, qui est prise en 
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choisissant la classe y ayant la probabilité p(ylx) la plus élevée, peut être décrite comme 
le choix de la classe y telle que pour tout y* y on a 
(2.2) 
La valeur ou paramétrisation des wy et {3y dépend alors du modèle considéré. Dans le 
cas de la régression logistique, on a directement w.y = W;'. et (3y = by, où W y,. est la 
rangée numéro y de W. Dans le cas du modèle de Bayes naïf, le dérivation est moins 
directe. On sait que l'on doit classifier x dans la classe y lorsque la probabilité p(ylx) 
est plus grande que p(y*lx) pour tout y* i= y. De façon équivalente, on classifie x dans 
y lorsque, pour tout y* y, la condition suivante est satisfaite: 
c 
logp(ylx) > logp(y*lx) 
l:t 
c 
logp(xly)p(y) log LP(xIY')p(y') > logp(xly")p(y") -log LP(xIY')p(y') 
y'=1 y'=1 
l:t 
logp(xly) + logp(y) > logp(xly*) + logp(y*) 
l:t 
-~ log 27r ~ log II:I -~ log 27r - pog II:I 
~ (x - /-ty) T I:-1 (x - /-ty) > -! (x - /-ty.) T I:-1 (x - /-ty.) 
+ logp(y) + logp(y*) 
lxT I:-1x + IIT I:- 1x 2 ""y 
> _~JL;I:-1 JLy + logp(y) 
/-t;I:-1x 
+ (logp(y) - !JL;I:-1JLy) 
> 
/-t;'I:-1x 
+ (logp(y*) - ~/-t;'I:-IJLy.) 
(2.3) 
où on remarque que l'équation 2.3 est équivalente à l'équation 2.2 si l'on remplace les 
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termes 1-t;"E-1 par w; et (logp(y) - ~1-t;"E-1 I-ty) par {3y. 
Ainsi, on pourrait penser que ces deux modèles devraient obtenir des performances 
de généralisation similaires. Cependant, des travaux théoriques et expérimentaux [120] 
ont démontré qu'en général, l'erreur' de classification asymptotique (lorsque qu'on aug-
mente le nombre d'exemples d'entraînement) de la régression logistique est plus basse 
ou égale à celle d'un modèle de Bayes naïf. Par contre, le modèle de Bayes naïf atteint 
normalement plus rapidement son erreur asymptotique. Ainsi, on observe que pour un 
nombre limité d'exemples d'entraînement, le modèle de Bayes naïf(apprentissage géné-
ratif) obtient une meilleure performance de généralisation, et que le portrait est, inversé 
'" 
lorsqu'on augmente suffisamment le nombre d'exemples d'entraînement. Une analyse 
différente mais arrivant à une conclusion similaire a aussi été présentée pour l'entraîne-
ment de modèles exponentiels discriminants et génératifs [110]. Les travaux de Liang et 
Jordan [110], Ng et Jordan [120] indiquent aussi que dans le cas (peu probable) où la 
famille de distribution p(y, x) choisie pour le modèle entraîné inclut la distribution gé-
nératrice des exemples, on s'attend à ce que l'apprentissage génératif soit toujours plus 
performant. 
On peut déjà remarquer une similarité entre l'apprentissage génératif et la régula-
risation. Effectivement, tout comme la régularisation, lorsque peu de données d'entraî-
nement sont disponibles et que les risques de surapprentissage sont élevés, on observe 
que l'apprentissage génératif permet d'améliorer la performance de généralisation par 
rapport à celle de l'apprentissage discriminant. Cette relation avec la régularisation peut 
être rendue plus explicite en remarquant que le risque optimisé en apprenti~sage généra-
tif peut être séparé en deux termes comme suit: 
où le premier est le risque optimisé par l'apprentissage discriminant et le second est un 
terme n'utilisant que l'ensemble des entrées de V (noté V x ). On peut donc obtenir l'ap-
proche par apprentissage génératif en changeant la pénalisation n (e) de l'équation 2.1 
3 On parle ici d'erreur en généralisation, et non pas d'erreur sur l'ensemble d'entraînement. 
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par la pénalisation dépendante des données d'entrée V x suivante: 
1 




et en fixant À à 1. Pour obtenir l'apprentissage discriminant, cette pénalisation aurait 
alors un poids nul. 
Une èxtension naturelle des apprentissages génératif et discriminant serait de per-
mettre l'utilisation d'une valeur de À entre 0 et 1 [27]. Cette approche est dite appren-
tissage hybride génératif/discriminant et on observe fréquemment qu'une valeur in-
tennédiaire de À est optimale du point de vue de la perfonnance de généralisation [26]. 
L'apprentissage hybride génératif/discriminant est donc un type d'apprentissage combi-
nant l'apprentissage supervisé et non-supervisé. 
Il existe aussi plusieurs variantes du même principe général d'apprentissage hybride 
génératif/discriminant qui ont été développées, sans nécessairement être basées sur l' op-
timisation du risque régularisé par une pénalisation 0(8, V x). Par exemple, Lasserre 
et al. [101] ont démontré qu'il était possible d'obtenir de l'apprentissage hybride en 
définissant un modèle génératif des entrées et cibles comme suit: 
p(y, xI8, 8') = p(ylx, 8)p(xI8') 
où les paramètres 8 U 8' du modèle sont donnés explicitement dans la fonnule ci-dessus, 
et où 8 et 8' sont interchangeables dans la mesure où ils contiennent des paramètres de 
même dimensionnalité. Lasserre et al. [101] proposent donc de séparer les paramètres du 
modèle en paramètres discriminants 8 et paramètres génératifs 8', de définir une pro-
babilité a priori p(8, 8') afin d'imposer (ou pas, dans lequel cas p(8, 8') = p(8)p(8')) 
une certaine similarité entre les deux types de paramètres, et de simplement maximiser 
la vraisemblance de données d'entraînement selon ce modèle, sans régularisation. Pour 
une discussion sur la relation entre cette approche et l'approche via l'utilisation d'une 
régularisation, voir Bouchard [26]. Plusieurs autres approches décrites comme hybrides 
ont été développées, étant parfois spécifiques à un modèle en particulier [126] ou suffi-
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samment générales pour s'appliquer à une vaste gamme de modèles [50, 115]. 
Finalement, le principe général de l'apprentissage hybride génératif/discriminant 
n'est pas applicable à un modèle seulement s'il définit des distributions p(ylx) et p(x). 
L'idée fondamentale derrière l'apprentissage hybride est d'introduire de l'apprentissage 
non-supervisé via la pénalisation n( e, 'D x). C'est cette idée qui est derrière l'algorithme 
de régression des moindres carrés partiels (<< partialleast squares ») [55] par exemple, 
qui tente d'améliorer la performance d'un modèle de régression linéaire en ajoutant un 
coût de reconstruction de l'entrée à partir d'une représentation linéaire de plus petite 
dimension. 
2.1.2 Apprentissage semi-supervisé 
En permettant de réduire le surapprentissage, la régularisation est en quelque sorte 
une façon de compenser pour le manque de données. Effectivement, l'approche la plus 
sure pour améliorer la performance de généralisation d'un modèle serait d'augmenter 
la quantité de données étiquetées utilisées en entraînement. Malheureusement, le coût 
associé à cette approche est souvent élevé, puisque qu'elle requiert un travail manuel de 
classification de la part d'humains. Cependant, en plus des données étiquetées 'D, il est 
souvent aussi possible d'obtenir un ensemble de données non-étiquetéesU, ne contenant 
que des entrées Xt sans cibles Yt associées. De plus, on vient de voir qu'il est possible 
d'améliorer la performance de généralisation d'un modèle en incorporant de l'apprentis-
sage non-supervisé à un critère d'entraînement supervisé. Ainsi, plutôt que de n'utiliser 
que les entrées de 'D dans le critère non-supervisé, on pourrait facilement choisir d'y 
ajouter les données de U. On dit de cette approche qu'elle procède par apprentissage 
semi-supervisé. 
De façon générale, l'apprentissage semi-supervisé consiste à utiliser un ensemble 
d'exemples non-étiquetés U, en plus de l'ensemble des exemples étiquetés 'D, afin d'in-
fluencer la procédure d'un algorithme d'apprentissage et améliorer sa performance. Tel 
que décrit ci-haut, dans le cadre spécifique d'un apprentissage génératif ou hybride gé-
nératif/discriminant, il suffit d'ajouter l'ensemble U à l'ensemble 'D dans le terme de, 
régularisation de l'équation 2.4, i.e., d'utiliser comme régularisation ne e, 'D x U U) afin 
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d'obtenir un apprentissage semi-supervisé. De la même façon, si une régularisation non-
supervisée a déjà été définie (comme c'est le cas pour la régression des moindres carrés 
. partiels [55]), il est possible d'ajouter les données non-étiquetées dans le calcul de cette 
régularisation. Les travaux de Ando et Zhang [4], Collobert et Weston [37], qui se basent 
sur l'ajout de ({ tâches auxiliaires» consistant chacune en la prédiction d'un élément de 
l'entrée à partir des autres, ont d'ailleurs démontré qu'à l'aide d'une grandè quantité 
de données non-étiquetées la performance de généralisation d'un classifieur linéaire ou 
d'un réseau de neurones pouvaient être grandement améliorée. 
Dans un cadre d'apprentissage purement discriminant, aucune hypothèse n'est posée 
sur la forme de p(x) par le modèle, ainsi une approche différente doit être suivie. On 
doit alors dériver soi-même un terme de régularisation n'utilisant que l'information don-
nées par U (et possiblement V x aussi) afin d'influencer l'optimisation du modèle. Par 
exemple, certains travaux de la littérature ont proposé de pénaliser une certaine propriété 
r(f(xt)) de la sortie sur les exemples non-étiquetés, en définissant 
n(8,Û) = L r(f(xt)). (2.5) 
XtEU 
Dans le cas d'un modèle dont la sortie j(Xt) peut être interprétée comme une distribu-
tion sur l'assignation des classes, on peut alors tenter de minimiser l'entropie de cette 
distribution pour tous les exemples non-étiquetés [64], ce qui encourage l'entraînement 
d'un modèle j ayant confiance en sa classification sur les exemples non-étiquetés. Une 
. idée similaire a aussi été proposée dans le cadre des machines à vecteurs de support, où 
l'on souhaite maximiser la marge entre la surface de décision de j et l'assignation des 
classes la plus favorable possible pour les exemples non-étiquetées [95, 155]. Ces deux 
approches sont d'ailleurs liées, la deuxième étant un cas limite de la première [65]. 
Une autre forme populaire de régularisation est la suivante: 
n(8,U) = L w(Xt,xt,)D(f(xt),j(Xtl )) (2.6) 
Xt,Xt/EU . 
où D(f (Xt), j (Xt' )) définit une distance entre la sortie pour deux entrées Xt et Xt', et 
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W(Xt, Xt') pondère cette distance selon chaque paire d'entrées. Un choix courant [46, 
172] est 
où l'on peut aussi imposer w(Xt, Xt') = 0 pour toute paire d'entrées Xt et Xt' qui ne sont 
pas proches voisins [8]. Ce choix est donc approprié si on croit que la cible à prédire 
varie peu dans une région dense de l'espace des entrées. Il est à remarquer que cette 
pénalisation est nulle lorsque le modèle donne la même prédiction pour toute entrée, et 
que c'est le terme du risque empirique (ainsi qu'un choix de valeur approprié pour le 
facteur >') qui rend cette solutioninappropriée, du moins sur les données étiquetées. Afin 
de s'assurer que la sortie du modèle sur les données non-étiquetées ne soit pas constante, 
un terme additionnel encourageant la diversité des prédictions sur ces données (e.g. en 
encourageant la distribution marginale de la sortie du modèle à avoir une entropie élevée) 
pourrait être ajouté. 
La littérature sur l'apprentissage semi-supervisé est très vaste et couvre plusieurs 
autres approches ne se limitant pas à l'utilisation d'une des deux régularisations des 
équations 2.5 et 2.6. Par exemple, Chapelle et Zien [34] ont proposé d'utiliser les idées 
derrières ces deux régularisations en même temps. D'autres approches ont été dévelop-
pées sans avoir en tête l'interprétation de l'apprentissage semi-supervisé comme régu-
larisation, mais peuvent tout de même s'y rattacher. Un tel exemple est le self-training, 
où un algorithme d'apprentissage utilise ses propres prédictions sur des exemples non-
étiquetés afin d'élargir son ensemble d'entraînement. Cette idée n'est pas jeune [l, 54, 
75], mais a été appliquée avec succès plus récemment dans le cadre de la désambiguï-
sation de sens [170] et peut être vue comme une régularisation par la minimisation de 
l'entropie de la prédiction du modèle sur des entrées non-étiquetées [64]. Il Y a aussi le 
co-training, où l'on suppose que les composantes d'entrée Xt peuvent être divisées en 
deux parties x~1) et ~2) contenant chacune suffisamment d'information pour bien prédire 
la cible Yt. En entraînant deux; modèles différents sur ces deux représentations, on peut 
alors utiliser leurs prédictions sur des entrées non-étiquetées afin qu'ils puissent élar-
41 
gir mutuellement leurs ensembles d'entraînement. La régularisation implicite de cette 
approche force donc les sorties de chaque modèle à être similaires sur les entrées non-
étiquetées. Cette régularisation est aussi explicitement utilisée par d'autres approches 
qui sont dites du multi-view learning [23, 44]. 
Une autre approche très répandue dans la littérature est basée sur le principe de 
transduction (par opposition à l'induction de fonction, qui est le principe derrière les 
approches vues jusqu'à maintenant), où l'on suppose connaître d'avance l'ensemble des 
points non-étiquetés pour lesquels on souhaite faire une prédiction et où la classifica-
tion de toutes ces entrées se fait de façon jointe. C'est le cas des approches à base de 
graphes [22, 171], où un graphe est construit en associant un nœud à chaque entrée de 
V x et U. On ajoute alors entre certaines paires de nœuds des arêtes pondérées selon une 
distance entre les entrées associées, puis on détermin.e une opération sur les graphes qui 
permettra de propager les cibles associées aux entrées de V x vers les nœuds associés 
aux entrées de U. Malheureusement, ce genre de méthode ne définit pas directement 
comment classifier une nouvelle entrée présentée après avoir classifié les entrées de U. 
Une approche possible, proposée par Delalleau et al. [46], est d'utiliser la formule analy-
tique de la prédiction pour une nouvelle entrée x· , qui aurait été calculée si elle avait été 
incluse dans U sous la contrainte que les prédictions pour tous les points de l'ensemble 
d'entraînement V U U soient celles obtenues sans x (i.e., on suppose que l'ajout de x 
ne change pas drastiquement les prédictions faites pour ces exemples). Typiquement, on 
obtient alors une formule pour f similaire à celle obtenue avec une machine à noyau, 
mais contenant des termes additionnels pour chacune des entrées de U. 
2.1.3 Apprentissage multi-tâche 
En plus de données non-étiquetées, il arrive parfois que d~s ensembles d'exemples 
étiquetés {V(i) }~=1 associés à d'autres tâches soient aussi disponibles. L'apprentissage 
multi-tâche [7, 29, 30] tente ainsi d'exploiter ces données, en plus de l'ensemble des 
exemples étiquetés V dédiés à la tâche qui nous intéresse, afin d'influencer la procédure 
d'un algorithme d'apprentissage et améliorer sa performance. Une façon simple de le 
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faire consiste à ajouter un tenne de régularisation exploitant ces données comme suit: 
où ).i pennet de contrôler l'importance de l'apprentissage des tâche auxiliaires, les 
coûts Li (Je (Xt), Yt) sont choisis en fonction des différentes tâches et ni est le nombre 
d'exemples contenus dans 'D(i). La sortie du modèle fe(Xt) doit donc fournir une pré-
diction pour chacune des tâches à résoudre, et chaque coût Li(Je(Xt), Yt) agit alors sur 
différents éléments de la sortie. 
Bien que popularisé dans le contexte des réseaux de neurones par Caruana [29], ce 
principe peut être utilisé par plusieurs autres modèles, par exemple par les classifieurs k 
plus proches voisins, les régresseurs à noyau et les arbres de décisions [30], ainsi que les 
machines à vecteurs de support à noyau [52]. 
Il est aussi possible de dériver un algorithme d'apprentissage semi-supervisé à par-
tir d'un algorithme d'apprentissage multi-tâche, en construisant automatiquement des 
tâches auxiliaires à partir de l'entrée et en utilisant des ensembles de données non-
étiquetées pour générer les ensembles 'D(i). C'est essentiellement ce qu'ont proposé 
Ando et Zhang t 4], pour qui les tâches auxiliaires consistent en la prédiction d'une entrée 
étant donnée la valeur des autres. 
2.2 Fléau de la dimensionnalité et généralisation non-locale 
On a vu jusqu'à maintenant qu'il est possible de réduire les effets néfastes du sur-
apprentissage à l'aide d'un tenne de régularisation influencé par des données d'entraî-
nement. Ceci pennet d'éviter d'avoir à trouver les raisons pour lesquelles un modèle 
surapprend. Mais bien que ces raisons ne soient pas toutes connues, il y a tout de même 
certains aspects spécifiques d'un problème d'apprentissage qui ont été identifiés par les 
chercheurs en apprentissage automatique comme posant des obstacles à la généralisa-
tion. Un de ces obstacles bien connu est le fléau de la dimensionnalité. 
Le fléau de la dimensionnalité fait référence à la difficulté qu'ont plusieurs algo-
43 
rithmes d'apprentissage à bien généraliser à de nouvelles entrées lorsqu'elles appar-
tiennent à un espace de haute dimension. Pour fins d'explication, imaginons un pro-
blème de classification où chaque entrée Xt appartient à un hypercube X = [0, l]D et 
est associée à une cible Yt E {-l, 1} selon une relation qui n'est pas connue. Imaginons 
maintenant un algorithme d'apprentissage automatique simple qui retourne un modèle 
f faisant une prédiction de classification comme suit. Ce modèle divise d'abord chaque 
axe de X en m morceaux, formant m D petits hypercubes. Étant donné une nouvelle en-
trée x, ce modèle trouve dans quel hypercube l'entrée x appartient et retourne l'étiquette 
associée au plus grand nombre d'exemples d'apprentissage appartenant à cet hyPercube. 
Dans le cas d'une égalité, une étiquette dans y est tirée aléatoirement et est retournée. 
Pour que ce modèle estime bien la relation réelle entre les entrées et leur cible, il est 
nécessaire qu'au moins une entrée de l'ensemble d'entraînement se trouve dans chacun 
des hypercubes. Ainsi, le nombre d'exemples d'apprentissage nécessaire pour que cet 
algorithme généralise bien grandit de façon exponentielle en fonction de la dimension 
D de l'espace. Ceci est un constat plutôt catastrophique pour les problèmes où D est 
grand, d'où le nom « fléau de la dimensionnalité ». Il faut cependant remarquer qu'il est 
possible que certains des hypercubes soient vides sans que la performance de généra-
lisation en soit affectée, si cet hypercube correspond à une région de l'espace où on ne 
s'attend à observer aucune entrée x. Pour cette raison, le fléau de la dimensionnalité peut 
ne pas s'appliquer à la dimensionnalité explicite de l'entrée (D) mais plutôt à la dimen-
siohnalité implicite de la variété (voir la section 1.1.2) autour de laquelle proviennent 
les entrées en général. De plus, même si la dimensionnalité implicite des données est 
élevée, la tâche de classification peut tout de même être relativement simple à résoudre. 
Ceci pourrait être le cas si la surface de décision à apprendre était simple ou si le nombre 
de régions associées aux différentes classes n'était pas trop grand. Dans un tel cas, l'al-
gorithme simpliste ci-haut pourrait regarder dans les cibles des exemples d'entraînement 
dans les hypercubes voisins aux hypercubes vides afin de faire une prédiction ayant une 
chance relativement élevée d'être correcte. Pour cette raison, Bengio et al. [12] parlent 
plutôt du « fléau des fonctions hautement variables». 
Bien que le modèle donné en exemple ci-haut puisse paraître simpliste, on observe 
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en pratique que le fléau de la dimensionnalité pose problème à bien d'autres algorithmes 
d'apprentissage répandus dans la littérature. Pour certains algorithmes, il est même pos-
sible de faire une analyse théorique de l'impact du fléau de la dimensionnalité. Par 
exemple, il a été démontré que le modèle des fenêtres de Parzen (Parzen windows, une' 
machine à noyau gaussien pour l'estimation de densité) [124] peut nécessiter dans le 
pire des cas un nombre d'exemples de l'ordre de m(4+D)/5 afin d'obtenir une erreur en 
dimension D équivalente à celle obtenue par le même modèle en dimension 1 entraîné 
avec m exemples d'apprentissage (voir [70, 145]). Bengio et al. (12] présentent aussi 
différents arguments théoriques illustrant que le fléau de la dimensionnalité peut être no-
cif pour les machines à noyau gaussien en général, comme les machines à vecteurs de 
support. 
Une des raisons pour laquelle tous ces modèles sont victimes de ce fléau vient du 
fait que leur capacité à généraliser dans une région de l'espace dépend du nombre 
d'exemples d'entraînement situés dans cette région. Lorsque ces modèles tentent un pré-
diction pour une entrée x, ce sont effectivement les exemples situés dans le voisinage de 
cet exemple qui seront utilisés pour calculer cette prédiction. On qualifie une telle façon 
de généraliser de locale. 
À l'opposé, un algorithme qui ne possède pas ce handicap est dit à généralisation 
non-locale. Tout algorithme correspondant à un modèle linéaire en est un exemple. Ef-
fectivement, une transformation linéaire f(x) = Ax peut entre autres ignorer une partie 
d'une entrée x en fixant certaines colonnes de A à O. Imaginons un problème de régres-
sion où la cible y d'une entrée x est indépendante de la première coordonnée de x, un 
algorithme d'apprentissage pourrait alors apprendre à fixer la première colonne de A 
à 0 et ainsi bien généraliser même à des entrées dont la première composante de bruit 
est différente de toutes celles des exemples d'entraînement (voir la figure 2.2 pour une 
autre exemple). De plus, puisqu'un réseau de neurones artificiel utilise normalement une 
représentation distribuée (voir section 1.3.2), où chaque neurone correspond à une trans-
formation linéaire suivie d'une transformation non-linéaire, on considère un tel modèle 
comme étant non-local aussi. Une machine à noyau peut également généraliser de fa-
çon non-locale, à condition qu'elle utilise un noyau k(xt, Xt') lui aussi non-local, i.e., un 
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noyau dont la valeur ne décroît pas inévitablement vers 0 lorsque la distance entre les 
deux entrées Xt et Xt' augmente. Autrement, si le noyau est dit local (comme c'est le cas 
avec le noyau gaussien), la généralisation sera elle aussi locale. 
Il est à noter que le nature de la généralisation non-locale dépend grandement du 
modèle. Dans le cas d'un réseau de neurones, sa capacité de généralisation non-locale 
permet (entre autres) d'ignorer la valeur de certaines composantes d'entrée. Si d'autres 
types de régularité du problème d'apprentissage ne peuvent être modélisés de façon com-
pacte à l'aide du genre de généralisation non-locale utilisée par le modèle, la généralisa-
tion non-locale ne sera pas utile. Cependant, la capacité d'ignorer certaines composantes 
d'entrée risque fortement d'être utile dans des problèmes où des composantes de bruit 
ou non pertinentes peuvent être observées (e.g., pour des problèmes de vision, de traite-
ment de la langue ou de traitement sonore), ainsi on peut s'attendre à ce que ce type de 
généralisation non-locale soit utile. 
Ainsi, une première façon simple de diminuer les conséquences du fléau de la dimen-
sionnalité est d'utiliser un modèle à généralisation non-locale. Une technique alternative 
serait au~si de tenter de s'attaquer directement au fléau de la dimensionnalité à l'aide 
d'un modèle de réduction de dimensionnalité (voir la section 1.1.2) et ainsi compresser 
l'information contenue par une entrée dans un moins grand nombre de dimensions. Pour 
qu'une telle approche fonctionne bien cependant, il est nécessaire que le modèle de ré-
duction de dimensionnalité généralise bien lui aussi à de nouvelles entrées. Et puisque 
ces modèles prennent souvent la forme d'une machine à noyau local [17], on observe 
qu'ils éprouvent de la difficulté à bien généraliser [16]. Pour cette raison, il est plus sou-
,vertt proposé de réduire la dimensionnalité de l'entrée de façon linéaire. Cependant, une 
telle transformation linéaire risque de ne pas avoir suffisamment de capacité pour bien 
compresser'l'information de l'entrée dans un petit nombre de dimensions, et pourrait 
ainsi éliminer de l'information utile pour le problème à résoudre. Plusieurs approches 
ont donc été développées afin d'assurer que la transformation linéaire préserve l'infor-
mation utile à la résolution du problème [62, 63, 161, 163]. Ce faisant, le modèle en 
arrive à ressembler un peu plus à un réseau de neurones, calculant une représentation 
intermédiaire qui sera utile à la résolution de la tâche supervisée. Ainsi, considérer l'uti-
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Figure 2.2 - Illustration d'un exemple de problème nécessitant une généralisation non-
locale. Le problème consiste à indiquer si l'image' d'un caractère contient un trait hori-
zontal dans le bas de l'image (y = +1) ou pas (y = -1). Dans l'ensemble d'entraîne-
ment, on trouve des exemples positifs (caractères «E») et négatifs (caractères «X») qui 
sont très différents des exemples de l'ensemble de test (caractères «F», pour lesquels 
y = -1). Typiquement, un modèle à généralisation locale fera alors une mauvaise pré-
diction (y = +1) en test, puisque pour l'image d'un «F», le nombre de pixels communs 
(i.e., ayant la même valeur) avec un «E» est en général plus grand qu'avec un «X». 
Un modèle à généralisation non-locale cependant pourrait être en mesure d'ignorer les 
pixels qui ne sont pas mis en cause par la relation entre l'entrée et la cible. 
lisation d'un modèle non-local dès le départ peut s'avérer être plus direct et plus simple. 
Il est à noter qu'un modèle à généralisation non-locale n'est pas pour autant assuré 
d'avoir une bonne performance en haute dimension. Effectivement, plus la dimensionna-
lité des entrées d'un problème est élevée, plus il est vraisemblable que le modèle devra 
contenir un grand nombre de paramètres pour résoudre ce problème et ainsi être plus 
vulnérable au surapprentissage. La régularisation jouera donc quand même un rôle pri-
mordial dans l'obtention d'une bonne performance de généralisation. 
2.3 Découverte d'une représentation hiérarchique 
On vient de voir qu'une caractéristique parfois utile pour favoriser une bonne per-
formance de généralisation dans un modèle est de s'assurer qu'il puisse généraliser de 
façon non-locale. De cette façon, on impose une certaine contrainte sur le type de cal-
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cul effectué par le modèle. Ainsi, on peut se demander s'il existe d'autres contraintes 
qui puissent favoriser la généralisation. Plus particulièrement, pouvons-nous trouver de 
telles contraintes si l'on se limite aux problèmes normalement associés à un comporte-
ment intelligent de la part de l'humain, soit dans les domaines de la vision, du traitement 
de la langue ou de signaux sonores? 
Effectivement, une caractéristique souvent observée dans les données de vision, lan-
gagières ou sonores est leur organisation sous une forme hiérarchique. Par exemple, plu-
sieurs objets prennent (approximativement) la forme de polyèdres formés de plusieurs 
faces, elles-mêmes formées d'arêtes. De la même façon, une phrase est composée de 
mots, qui eux sont produits à l'aide de lettres. Le signal sonore d'une pièce musicale 
lui sera décomposable en différents accords ou notes joués, qui peuvent à leur tour être 
décomposés en plusieurs signaux simples de fréquence unique. L'illustration de telles 
décompositions hiérarchiques est présentée à la figure 2.3. 
D'ailleurs, des travaux consacrés à l'étude des différentes régions du cerveau et de 
leur fonction avancent que le système visuel humain serait organisé de façon hiérar-
chique en différentes régions du cerveau (régions VI jusqu'à VS). La région recevant le 
plus directement ses stimuli de l'œil (VI) aurait la tâche de détecter des patrons visuels 
simples, soit des contours ou Il edges » [88]. Puis, la région suivante (V2) dans la hiérar-
chie détecteraient des patrons plus complexes, entre autres des paires ou triplets de traits 
joints par différents angles et autres formes plus complexes [74, 92]. Ce processus de 
complexification des patrons détectés continuerait ensuite en montant dans la hiérarchie. 
De plus, cette interprétation des observations expérimentales est renforcée par plusieurs 
travaux en apprentissage automatique ayant démontré qu'il est possible d'entraîner, de 
façon non-supervisée et sur un ensemble de données d'images naturelles, des modèles 
détectant le même genre de patrons que ceux détectés dans VI [121] et V2 [108]. 
Ainsi, pour ce type de problèmes, il semblerait que l'utilisation d'un modèle ayant 
une architecture profonde, Le., nécessitant le calcul de plusieurs niveaux de représen-
tations de plus en plus abstraites pourrait être bénéfique. Au delà de la similarité d'une 
telle architecture avec l'organisation de certaines régions du cerveau, il existe aussi des 
arguments plus théoriques (présentés à la section 6.3) appuyant l'utilisation d'une archi-
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Figure 2.3 - Illustration de la décomposition hiérarchique d'un représentation d'un objet 
en surfaces et en arêtes (à gauche) et d'une phrase en mots et en lettres (à droite). 
tecture profonde. 
Dans le cadre de cette thèse, c'est donc cette approche qui sera privilégiée. Plus par-
ticulièrement, on cherchera à utiliser ce principe dans le cadre des réseaux de neurones 
artificiels. Leur efficacité de calcul, leur puissance de représentation ainsi que leur utili-
sation de représentations distribuées font des réseaux de neurones une classe de modèles 
de choix pour le développement d'un modèle à architecture profonde. Malheureusement, 
entraîner un réseau de neurones à plusieurs couches cachées est un problème difficile. 
En plus de la complexité de l'optimisation non-convexe liée à leur entraînement, l'es-
pace des représentations hiérarchiques paramétrisées par ce genre de réseau est tellement 
vaste que des problèmes de surapprentissage peuvent facilement survenir lorsque l'en-
semble des données d'entraînement n'est pas suffisamment grand pour bien identifier 
la meilleure ou même simplement une bonne représentation hiérarchique. Dans un tel 
cas, l'utilisation de la régularisation devrait s'avérer essentielle à l'apprentissage d'une 
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telle représentation. Le prochain chapitre se concentre donc sur l'expérimentation d'une 
technique de régularisation pour un réseau de neurones simple, basée sur l'apprentissage 
hybride génératif! discriminant. 
CHAPITRE 3 
PRÉSENTATION DU PREMIER ARTICLE 
3.1 Détails de l'article 
Classification using Discriminative Restricted Boltzmann Machines 
Hugo Larochelle et Yoshua Bengio 
Publié dans Proceedings of the 25th Annual International Conference on Machine Lear-
ning, Omnipress en 2008. 
3.2 Contexte 
Généralement, les machines à noyau sont considérées comme formant l'état de l'art 
pour la résolution d'un problème de classification. En particulier, la machine à vecteurs 
de support à noyau gaussien est souvent le premier modèle dont on considère l'utilisation 
pour un problème de classification quelconque. En plus d'avoir démontré une capacité de 
généralisation impressionnante pour une vaste gamme de problèmes, ce modèle offre une 
certaine stabilité d'utilisation, grâce entre autres à sa qualité d'approximateur universel 
et à sa capacité à être entraîné à l'aide d'une optimisation convexe. Par contre, on a vu à 
la section 2.2 que par sa généralisation locale, ce modèle pouvait facilement être soumis 
au fléau de la dimensionnalité pour des problèmes où la dimensionnalité D des entrées 
est grande. 
Une alternative logique à l'utilisation d'une machine à vecteurs de support serait 
alors de considérer un réseau de neurones à une couche cachée. Bien que son entraî-
nement soit non-convexe, ce modèle est aussi un approximateur universel mais surtout 
peut généraliser de façon non-locale. De plus, un réseau de neurones peut apprendre 
directement une représentation utile des données plutôt que de se faire imposer une re-
présentation précise comme dans toute machine à noyau. Malheureusement, on observe 
souvent en pratique une moins bonne performance de généralisation chez les réseaux de 
neurones. Une explication possible est que l'entraînement d'un réseau de neurones soit 
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trop vu1nérable au surapprentissage pour des tailles de couche cachée suffisamment im-
portantes~ puisque l'espace des représentations utiles ainsi paramétrisé est alors lui aussi 
trop grand. On doit alors se restreindre à un nombre limité de neurones cachés, ce qui 
réduit la complexité des problèmes que peut résoudre le réseau de neurones. Une autre 
approche fréquemment utilisée consiste à utiliser une régularisation générique (e.g., une 
pénalisation de la norme f2 des poids ou une procédure d'arrêt prématuré), mais le suc-
cès d'une telle approche est limité par la nature non-informative (i.e., indépendante du 
problème d'apprentissage) de la régularisation. 
Parallèlement, une classe spécifique de réseaux de-neurones, les machines de Boltz-
mann restreintes, ont émergé de l'apprentissage automatique comme une approche per-
formante pour l'apprentissage de représentations utiles de données. Ce type de modèle 
est typiquement basé sur l'apprentissage non-supervisé, et est normalement utilisé dans 
une approche d'extraction de caractéristiques (voir section 1.1.2) en fournissant un pré-
traitement bénéfique des données à un algorithme d'apprentissage supervisé quelconque. 
3.3 Contributions 
Dans cet article, on présente une façon simple et efficace d'entraîner une machine de 
Boltzmann restreinte de façon supervisée, en tirant profit de la régularisation apportée 
par l'apprentissage hybride génératif/discriminant, soit une régularisation adaptée aux 
données du problème. Les expériences conduites dans le cadre de cet article démontrent 
que l'algorithme d'apprentissage proposé obtient une meilleure performance qu'une ma-
chine à vecteurs de support à noyau gaussien ou qu'un réseau de neurone standard. Cette 
amélioration de la performance semble être obtenue spécifiquement grâce à la régularisa-
tion hybride, qui permet d'entraîner un modèle utilisant une représentation plus grande 
qu'il aurait été possible sans surapprentissage dans le cas non régularisé. De plus, cet 
algorithme contient moins d'hyper-paramètres que l'approche originale consistant à uti-




Tout d'abord, il est à remarquer que la: notation utilisée dans chacun des articles de 
cette thèse n'est pas toujours exactement la même que celle utilisée dans le reste du texte 
de la thèse. Ainsi, il est important de porter attention à la définition interne de la notation 
de chaque article. De plus, le texte des articles insérés dans cette thèse diffère de leur 
version originalement publiée, puisque des ajustements ont dû être faits afin de répondre 
aux commentaires formulés par les membres du jury de cette thèse. 
Ensuite, il y a certains ana9hronismes volontaires dans l'ordre de présentation des 
articles de cette thèse. Dans le cas présent par exemple, cet article a été publié après 
celui du chapitre 8 (il Y fait d'ailleurs référence). Effectivement, l'ordre de présentation 
des articles est plutôt motivé par l'obtention d'un exposé des travaux de cette thèse pré-
sentant progressivement et de façon cohérente les différentes notions étudiées par cette 
recherche. 
Cet article souligne particulièrement bien le rôle primordial joué par l'apprentissage 
non-supervisé dans l'obtention d'une représentation utile des données, un concept es-
sentiel à la compréhension des autres articles de cette thèse. Les résultats comparatifs 
en apprentissage semi-supervisé de cet article permettent aussi de mettre en évidence les 
difficultés des machines à noyau à bien généraliser en haute dimension, tel que prédit 
par les travaux de Bengio et al. [12]. 
De plus, bien que la suite de cette thèse explorera l'utilisation de plus d'une couche 
cachée, la facilité d'utilisation de l'algorithme d'apprentissage proposé (liée entre autres 
au nombre limité d'hyper-paramètres utilisés) font de cette approche une alternative ap-
propriée à des problèmes pour lesquels une seule couche cachée est suffisante. 
Finalement, suite à la publication de cet article, les travaux de Williams et Hinton 
[167] ont été portés à mon attention, De façon similaire, ceux-ci proposent d'entraîner 
une machine de Boltzmann de façon discriminante. Cependant, leur approche utilise uni-
quement l'apprentissage discriminant, et ne tire pas profit de la régularisation apportée 
par l'apprentissage génératif. 
CHAPTER4 
CLASSIFICATION USING DISCRIMINATIVE RESTRICTED BOLTZMANN 
MACHINES 
4.1 Abstract 
Recently, manyapplications for Restricted Boltzmann Machines (RBMs) have been 
developed for a large variety of leaming problems. However, RBMs are usually used 
as feature extractors for another leaming algorithm or to provide a good initialization 
for deep feed-forward neural network classifiers, and are not considered as a stand-
alone solution to classification problems. In this paper, we argue that RBMs provide 
a self-contained framework for deriving competitive non-linear classifiers. We present 
an evaluation of difIerent leaming algorithms for RBMs which aim at introducing a dis-
criminative component to RBM training and improve their performance as classifiers. 
This approach is simple in that RBMs are used directly to build a classifier, rather than 
as a stepping stone. Finally, we demonstrate how discriminative RBMs can also be suc-
cessfully employed in a semi-supervised setting. 
4.2 Introduction 
Restricted Boltzmann Machines (RBMs) [147] are generative models based on latent 
(usually binary) variables to model an input distribution, and have seen their applicability 
grow to a large variety of problems and settings in the past few years. From binary 
inputs, they have been extended to model various types of input distributions [84, 165]. 
Conditional versions ofRBMs have also been developed for collaborative filtering [139] 
and to model motion capture data [150] and video sequences [149]. 
RBMs have been particularly successful in classification problems either as feature 
extractors for text and image data [61] or as a good initial training phase for deep neural 
network classifiers [80]. However, in both cases, the RBMs are merely the first step of 
another leaming algorithm, either providing a preprocessing of the data or an initializa-
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tion for the parameters of a neural network. When trained in an unsupervised fashion, 
RBMs provide no guarantees that the features implemented by their hidden layer will 
ultimately be useful for the supervised task that needs to be solved. More practically, 
model selection can also become problematic, as we need to explore jointly the space 
of hyper-parameters of both the RBM (size of the hidden layer, learning rate; number 
of training iterations) and the supervised learning algorithm that is fed the learned fea-
tures. In particular, having two separate learning phases (feature extraction, followed by 
classifier training) can be problematic in an online learning setting. 
In this paper, we argue that RBMs can be used successfully as stand-al one non-
linear classifiers alongside other standard classifiers like neural networks and Support 
Vector Machines, and not only as feature extractors. We investigate training objectives 
for RBMs that are more appropriate for training classifiers than the common generative 
objective. We describe Discriminative Restricted Boltzmann Machines (DRBMs), i.e. 
RBMs that are trained more specifically to be good classification models, and Hybrid 
Discriminative Restricted Boltzmann Machines (HDRBMs) which explore the space be-
tween discriminative and generative learning and can combine their advantages. We also 
demonstrate that RBMs can be successfully adapted to the common semi-supervised 
learning setting [33] for classification problems. Finally, the algorithms investigated in 
this paper are well suited for online learning on large datasets. 
4.3 Restricted Boltzmann Machines 
Restricted Boltzmann Machines are undirected generative models that use a layer of 
hidden variables to model a distribution over visible variables. Though they are most 
often trained to only model the inputs of a classification task, they can also model the 
joint distribution of the inputs and associated target classes (e.g. in the last layer of a 
Deep BeliefNetwork in Hinton et al. [84]). In this section, we will focus on suchjoint 
models. 
We assume given a training set Dtrain = {(Xi, Yi)}, comprising for the i-th example 
an input vector Xi and a target class Yi E {l, ... , C}. To train a generative model on 
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such data we consider minimization of the negative log-likelihood 
IVtrainl 
Cgen(Vtrain) = - I: 10gp(Yi' Xi)' (4.1) 
i=l 
An RBM with n hidden units is a parametric model of the j oint distribution between 
a layer ofhidden variables (referred to as neurons or features) h = (hl,' .. , hn ) and the 
observed variables made ofx = (Xl, ... , Xd) and y, that takes the form 
p(y, X, h) ex: e-E(y,x,h) 
where 
with parameters e = (W, b, C, d, U) and fi = (lY=i)7:1 for C classes. This model 
is illustrated in Figure 4.3. For now, we consider for simplicity binary input variables, 
but the model can be easily generalized to non-binary categories, integer-valued, and 
continuous-valued inputs [84, 165].It is straightforward to show that 
p(xlh) - IIp(xil h ) 
P(Xi = llh) - sigmoid( bi + I: Wjihj ) (4.2) 
j 
p(ylh) 
edll+ Ej Ujllhj 
(4.3) - Ey. 
where sigmoid is the logistic sigmoid. Equations 4.2 and 4.3 illustrate that the hidden 
units are meant to capture predictive information about the input vector as weIl as the 
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target class. p(hIY, x) also has a similar fonu: 
j 
p(hj = llY, x) - sigrnoid(cj + Ujy + L WjiXi)' 
When the number of hidden variables is fixed, an RBM can be considered a para-
metric model, but when it is aUowed to vary with the data, it becomes a non-parametric 
model. In particular, Freund et HaussIer [56], Le Roux et Bengio [102] showed that an 
RBM with enough hidden units can represent any distribution over binary vectors, and 
that adding hidden units guarantees that a better likelihood can be achieved, unless the 
generated distribution already equals the training distribution. 
In order to minimize the negative log-likelihood (eq. 4.1), we would like an esti-
mator of its gradient with respect to the model parameters. The exact gradient, for any 
parameter fJ E e can be written as follows: 
ologp(Yi, Xi) 
ofJ - -EhIY;,x; [!E(Yi'Xi,h)] 
+Ey,x,h [:fJE(y,x,h)] . 
Though the first expectation is tractable, the second one is not. Fortunately, there 
exists a good stochastic approximation of this gradient, called the contrastive divergence 
gradient [78]. This approximation replaces the expectation by a sample generated after 
a limited number of Gibbs sampling iterations, with the sampler's initial state for the 
visible variables initialized at the training sample (Yi, Xi)' Even when using only one 
Gibbs sampling iteration, contrastive divergence has been shown to produce only a smaU 
bias for a large speed-up in training time [28]. 
Online training of an RBM thus consists in cycling through the training examples 
and updating the RBM's parameters according to Aigorithm 1, where the learning rate 
is controlled by À. 




YCG~O -G-CD~G) [00000] x 
dJ 
Figure 4.1: Restricted Boltzmann Machine modeling the joint distribution of inputs and 
target classes 
it, or choose the most probable class under this model. As shown in Salakhutdinov et al. 
[139], for reasonable numbers of classes e (over which we must sum), this conditional 
distribution can be computed exactly and efficiently, by writing it as follows: 
p(ylx) (4.4) 
Precomputing the terms Cj + L:i WjiXi and reusing them when computing 
n II (I + eCj+Ujy. + Ei WjiXi) 
j=l 
for all classes y. permits to compute this conditional distribution in time O(nd + ne). 
Also, if p(ylx) must be computed for a set of inputs given a fixed RBM, more com-
putational savings can be made by leveraging the fact that the parameters of the RBM 
are not changing between evaluations of p(ylx). Precomputing the terms e Ujy • for all 
j E {l, ... , n} and for all classes, they can be reused in the computation of p(ylx) for 
the different inputs. Only the terms e Cj + Ei WjiXi must be computed individually for each 
input, and only for j E {l, ... , n} (no dependence on the number of classes). Then, 
by multiplying the appropriate exponentiated terms, the terms eCj+Ujy·+Ei WjiXi can be 
Algorithm 1 Training update for RBM over (y, x) using Contrastive Divergence 
Input: training pair (Yi, Xi) and learning rate À. 
% Notation: a +- b me ans a is set to value b 
% a rv p me ans a is sampled from p 
% Positive phase 
yO +- Yi, xO +- Xi, hO +- sigmoid(c + WxO + UyO) 
% Negative phase 
hO rv p(hlyO, xO), yI rv p(ylhO), Xl rv p(xlhO) 
hl +- sigmoid(c + Wx l + UyÏ) 
% Update 
for (J E e do 
(J +- (J - À. (feE(yO,XO,hO) - .feE(yl,xl,hl)) 
end for 
obtained and the total number of costly ea operations can be reduced. 
4.4 Discriminative Restricted Boltzmann Machines 
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In a classification setting, one is ultimately only interested in correct classification, 
not necessarily to have a good p(x). Because our model's p(x) can be inappropriate, it 
can then be advantageous to optimize directly p(ylx) instead of p(y, x): 
l'Dtrainl 
Ldisc(Vtrain) = - L 10gp(Yilxi). (4.5) 
i=l 
We refer to RBMs trained according to Ldisc as Discriminative RBMs (DRBMs). Since 
RBMs (with enough hidden units) are univers al approximators for binary inputs, it fol-
lows also that DRBMs are universal approximators of conditional distributions with bi-
nary inputs. 
A DRBM can be trained by contrastive divergence, as has been done in conditional 





where Oyj(x) = Cj + Lk WjkXk + Ujy . This gradient can be computed efficiently and 
then used in a stochastic gradient descent optimization. This discriminative approach 
has been used previously for fine-tuning the top RBM of a Deep BeliefNetwork [80]. 
4.5 Hybrid Discriminative Restricted Boltzmann Machines 
The advantage brought by discriminative training usually depends on the amount of 
available training data. Smaller training sets tend to favor generative learning and bigger 
ones favor discriminative learning [120]. However, Înstead of solely relying on one or 
the other perspective, one can adopt a hybrid discriminative/generative approach simply 
by combining the respective training criteria. Though this method cannot be interpreted 
as a maximum likelihood approach for a particular generative model as in Lasserre et al. 
[101], it proved use fuI here and elsewhere [27]. In this paper, we used the following 
criterion: 
(4.6) 
where the weight Œ of the generative criterion can be optimized (e.g., based on the vali-
dation set classification error). Here, the generative criterion can also be seen as a data-
dependent regularizer for a DRBM. We will,refer to RBMs trained using the criterion of 
equation 4.6 as Hybrid DRBMs (HDRBMs). 
To train an HDRBM, we can use stochastic gradient descent and add for each exam-
pIe the gradient contribution due to Ldisc with Œ tÎmes the stochastic gradient estimator 
associated with Lgen for that example. This hybrid approach based on a weighted combi-
nation of discriminative and generative gradients .has also previously been used to train 
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a Deep Belief Network (see last section of Hinton [80]). In that particular case, the 
top-Ievel RBM can be seen as being trained like an HDRBM while other lower-Iayer pa-
rameters are also being trained according to a hybrid discriminative/generative criterion. 
4.6 Semi-supervised Learning 
A frequent classification setting is where there are few labeled training data but many 
unlabeled examples of inputs. Semi-supervised learning algorithms [33] address this 
situation by using the unlabeled data to introduce constraints on the trained model. ,For 
example, for purely discriminative models, these constraints are often imposed on the 
decision surface of the model. In the RBM framework, a natural constraint is to ask that 
the model be a good generative model of the unlabeled data, which corresponds to the 
following objective: 
l'Dunlabl 
.cunsup(Dunlab) = - L logp(xi) 
i=l 
(4.7) 
where Dunlab = {(Xi) }l~rlabl contains unlabeled examples of inputs. To train on this 
objective, we can once again use a contrastive divergence approximation of the log-
likelihood gradient: 
- -Ey,hlxi [:eE(Yi,Xi,h)] 
+Ey,x,h [:eE(Y, X, h)] 
The contrastive divergence approximation is slightly different here. The first term 
can be computed in time O( en + nd), by noticing that it is equal to 
One could either average the usual RBM gradient ;IJE(Yi' Xi, h) for each class y (weighted 
by P(yIXï)), or sample a y fromp(yIXï) and only collect th,e gradient for that value ofy. 
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In the sampling version, the online training update for this objective can be described by 
replacing the statement yO f- Yi with yO rv P(yIXi) in Aigorithm 1. We used this version 
in our experiments. 
In order to perform semi-supervised learning, we can weight and combine the objec-
tive of equation 4.7 with those of equations 4.1, 4.5 or 4.6 
(4.8) 
+ (3 .cunsup( 'Dunlab) 
where TYPE E {gen, dise, hybrid}. Online training according to this objective simp1y 
consists in applying the appropriate update for each training example, based on wh ether 
it is labeled or not. 
4.7 Related Work 
As mentioned earlier, RBMs (sometimes a1so referred to as harmoniums [165]) have 
already been used successfully in the past to extract use fui features for another super-
vised 1earning a1gorithm. One of the main contributions of this paper lies in the demon-
stration that RBMs can be used on their own without relying on another learning algo-
rithm, and provide a se1f-contained framework for deriving competitive classifiers. In 
addition to ensuring that the features learned by the RBM's hidden layer are discrim-
inative, this approach facilitates model selection since the discriminative power of the 
hidden layer units (or features) can be tracked during 1earning by observing the progres-
sion of classification error on a validation set. It also makes it easier to tackle online 
learning prob1ems re1atively to approaches where learning features (hidden representa-
tion) and learning to classify are done in two separate phases [14, 84]. 
Gehler et al. [61], Xing et al. [168] have shown that the features learned by an RBM 
trained by ignoring the labeled targets can be useful for retrieving documents or classi-
fying images of objects. However, in both these èases, the extracted features were linear 
in the input, were not trained discriniinatively and had to be fed to another learning 
( 
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algorithm which ultimately performed classification. McCallum et al. [115] presented 
Multi-Conditional Learning (MCL)l for harmoniums in order to introduce a discrimina-
tive component to harmoniums' training, but the learned features. still had to be fed to 
another leaming algorithm. 
RBMs can also provide a good initialization for the parameters of neural network 
classifiers [80], however model selection issues arise, for instance when considering the 
appropriate number oflearning updates and the magnitude ofleaming rates of each train-
ing phase. It has also been argued that the generative leaming aspect of RBM training 
was a key element to their success as good starting points for neural network training 
[14], but the extent to which the final solution for the parameters of the neural network 
is influenced by generative leaming is not weIl controlled. HDRBMs can be seen as a 
way of addressing this issue. 
Finally, though semi-supervised learning was never reported for RBMs before, Druck 
et al. [50] introduced semi-supervised leaming in hybrid generative/discriminative mod-
els using a similar approach to the one presented in section 4.6. However, they worked 
with log-linear models, whereas the RBMs used here can perform non-linear classifica-
tion. Log-linear models depend much more on the discriminative quality of the features 
that are fed as input, whereas an RBM can leam useful features using their hidden vari-
ables, at the price of non-convex optimization. 
4.8 Experiments 
We present experiments on two classification problems: character recognition and 
text classification. In ail experiments, we performed model selection on a validation set 
before testing. For the different RBM models, model selection2 consisted in finding good 
1 We experimented with a version of MeL for the RBMs considered in this paper, however the results 
did not improve on those ofHDRBMs. 
2Model selection was done with a grid-like search over À (between 0.0005 and 0.1, on a log scale), 
n (50 to 6000), Cf: for HDRBMs (0 to 0.5, on a log séale) and f3 for semi-supervised leaming (0, 0.01 or 
0.1). In general, bigger values of n were found to be more appropriate with more generative leaming. If 
no local minima was apparent, the grid was extended. The biases b, c and d were initialized to 0 and the 
initial values for the elements of the weight matrices U and W were each taken from uniform samples in 
[ -m -0.5, m -0.5], where m is the maximum between the number of rows and columns of the matrix. 
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values for the learning rate .x, the size of the hidden layer n and good weights for the 
different types of learning (generative and semi-supervised weights). Also, the number 
of iterations over the training set was determined using early stopping according to the 
validation set classification error, with a look ahead of 15 iterations. Paired t-tests with 
a 5% significance level were used to statistically assess the significance of performance 
differences. 
4.8.1 Character Recognition 
We evaluated the different RBM models on the problem of classifying images of 
digits. The images were taken from the MNIST dataset; where we separated the original 
training set into training and validation sets of 50000 and 10000 examples and used the 
standard test set of 10000 examples. The results are given in Table 4.1. The ordinary 
RBM model is trained generatively (to model (x, y)), whereas RBM+NNet is an unsu-
pervised RBM used to initialize a one-hidden layer supervised neural net (as in [14]). 
We give as a comparison the results of a Gaussian kemel SVM and of a regular neural 
network (random initialization, one hidden layer, hyperbolic tangent hidden activation 
functions). 
First, we observe that a DRBM outperforms a generative RBM. However, an HDRBM 
appears able to make the best out of discriminative and generative learning and outper-
forms the other models. 
We also experimented with a sparse version of the HDRBM model, since sparsity is 
known to be a good characteristic for features of images. Sparse RBMs were developed 
by Lee et al. [108] in the context of deep neural networks. To introduce sparsity in 
the hidden layer of an RBM in Lee et al. [108], after each iteration through the whole 
training set, the biases c in the hidden layer are set to a value that maintains the average 
of the conditional expected value of these neurons to an arbitrarily small value. This 
procedure tends to make the biases negative and large. We follow a different approach 
by simply subtracting a small constant 15 value, considered as an hyper-parameter3 , from 
3To chose 0, given the selected values for À and 0: for the "non sparse" HDRBM, we perforrned a 
second grid-search over 0 (10-5 and 0.1, on a log scale) and the hidden layer size, testing bigger hidden 
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the biases after each update, which is more appropriate in an online setting or for large 
datasets. 
This sparse version ofHDRBMs outperforms a11 the other RBM models, and yields 
significantly lower classification error then the SVM and the standard neural network 
classifiers. The performance achieved by the sparse HDRBM is particularly impressive 
when compared to reported performances for Deep BeliefNetworks (1.25% in Hinton 
et al. [84]) or of a deep neural network initialized using RBMs (around 1.2% in Bengio 
et al. [14] and Hinton [80]) for the MNIST dataset with 50000 training examples. 
The discriminative power of the HDRBM can be better understood by looking a the 
rows of the weight matrix W, which act as filter features. Figure 4.2 displays sorne of 
these learned filters. Sorne of them are spatia11y localized stroke detectors which can 
possibly be active for a wide variety of digit images, and others are much more specifie 
to a particular shape of digit. 
4.8.2 Document Classification 
We also evaluated the RBM models on the problem of classifying.documents into 
their corresponding newsgroup topic. We used a version of the 20-newsgroup dataset4 
for which the training and test sets contain documents co11ected at different times, a 
setting that is more reflective of a practical application. The original training set was 
layer sizes then previously selected. 
4This dataset is available in Matlab fonnathere: http://people . csail . mi t. edu/j rennie/ 
20Newsgroups/20news-bydate-matlab.tgz 
Figure 4.2: Filters learned by the HDRBM on the MNIST dataset. The top row shows 
filters that act as spatially localized stroke detectors, and the bottom shows filters.more 
specifie to a particular shape of digit. 
Model 
RBM (À = 0.005, n = 6000) 
DRBM (À = 0.05, n = 500) 
RBM+NNet 
HDRBM (a = om, À = 0.05, n = 1500) 












Table 4.1: Comparison of the classification performances on the MNIST datas et. SVM 
results for MNIST were taken from http://yann.lecun.comlexdb/mnistl. On this dataset, 
difIerences of 0.2% in classification error is statistically significant. 
divided into a smaller training set and a validation set, with 9578 and 1691 examples 
respectively. The test set contains 7505 examples. We used the 5000 most frequent 
words for the binary input features. The results are given in Figure 4.3. We also provide 
the results of a Gaussian kemel SVM5 and of a regular neural network for comparison. 
Once again, HDRBM outperforms the other RBM models. However, here the gener-
atively trained RBM performs better then the DRBMs. The HDRBM also outperforms 
the SVM and neural network classifiers. 
In order to get a better understanding of how the HDRBM solves this classification 
problem, we first looked at the weights connecting each of the classes to the hidden 
SWe used l ibSVM v2.85 to train the SVM model 
Model 
RBM (À = 0.0005,n = 1000) 
DRBM (À = 0.0005, n = 50) 
RBM+NNet 










Figure 4.3: Classification performances on 20-newsgroup dataset. Classification per-
formance for the difIerent models. The error difIerences between HDRBM and other 
models is statistically significant. 
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neurons. This corresponds to the columns U.y of the weight matrix U. Figure 4.4 
shows a similarity matrix M(U) for the weights of the different newsgroups, where 
M(U)ylY2 sigmoid(U;l U'Y2 )' We see that the HDRBM does not use different neu-
rons for different newsgroups, but shares sorne of those neurons for newsgroups that 
are semantically related. Another interesting visualization of this characteristic is given 
in Figure 4.5, where the columns of U were projected on their two principal compo-
nents. In both cases, we see that the HDRBM tends to share neurons for similar topies, 
sueh as computer (eomp. *), science (sei. *) and politics (talk. poli ties. *), 
or seeondary topics such as sports (ree . sports. *) and other recreational activiti~s 
(ree. autos and ree. motoreyeles). 
Table 4.2 also gives the set of words used by the HDRBM to recognize sorne of the 
newsgroups. To obtain this table we proceeded as follows: for eaeh newsgroup y, we 
looked at the 20 neurons with the largest weight among U.y, aggregated (by summing) 
the associated input-to-hidden weight veetors, sorted the words in decreasing order of 
their associated aggregated weights and picked the first words according to that order. 
This procedure attempts to approximate the positive contribution of the words to the 
conditional probability of each news group. 
4.8.3 Semi-supervised Learning 
We evaluated our semi-supervised learning algorithm for the HDRBM on both the 
digit recognition and document classification problems. We also experimented with a 
version (noted MNIST-BI) of the MNIST dataset proposed by Laroehelle et al. [100] 
where background images have been added to MNIST digit images. This version corre-
sponds to a much harder problem, but il will help to illustrate the advantage brought by 
semi-supervised learning in HDRBMs. The HDRBM trained on this data used truncated 
exponential input units (see [14]). 
In this semi-supervised setting, we redueed the size of the labeled training set to 800 
examples, and used sorne of the remaining data to form an unlabeled datas et V unlab ' 
The validation set was also reduced to 200 labeled examples. Model selection6 cov-
6{3 0.1 for MNIST and 20-newsgroup and {3 = 0.01 for MNIST-BI was found to perfonn best. 
alt.atheism 
e om p. gra. p hies 
e om p. os .ms-w'in do'W'S .mise 
: om p .sys.i bm. pe. hard\ol8.re 
e om p .sys .mae. hard\ol8.re 
eomp.\oÀndo'W'S.x 
mise.f orsal e 
ree.autos 
ree.motorcycles 
ree.s p ort. bas e bail 
ree.s p ort. h oek ey 
sei.erypt 
sei. el eetronies 
sei.med 
sei.spaee 
s oe .reli gi on.e hristian 
lalk.polilies.guns 
talk. p olities .mi d east 
talk. polities .mise 
talk .reli gi on .mise 
Figure 4.4: Similarity matrix of the news group weight vectors u.y • 
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ered all the parameters of the HDRBM as well as the unsupervised objective weight 
(3 of equation 4.8. For comparison purposes, we also provide the performance of a 
standard non-parametric semi-supervised learning algorithm based on function induc-
tion [13], which includes as a particular case or is very similar to other non-parametric 
semi-supervised learning algorithms such as Zhu et al. [172]. We provide results for the 
use of a Gaussian keme1 (NP-Gauss) and a data-dependent truncated Gaussian kemel 
(NP-Trunc-Gauss) used in Bengio et al. [13], which essentially outputs zero for pairs 
of inputs that are not near neighbors. The experiments on the MNIST and MNIST-BI 
(with background images) datasets used 5000 unlabeled examples and the experiment 
on 20-newsgroup used 8778. The results are given in Table 4.3, where we observe that 
semi-supervised learning consistently improves the performance of the HDRBM. 
In the past, the usefulness of non-parametric semi-supervised leaming algorithms has 
been demonstrated many times, but usually so on problems where the dimensionality of 
the inputs is low or the data lies on a much lower dimensional manifold. This is reflected 
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Figure 4.5: Two dimensional PCA embedding of the newsgroup-specific weight vectors 
u.y , 
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bible, atheists, benedikt, atheism, religion 
tiff, ftp, window, gif, images, pixel 
seU, condition, floppy, week, am, obo 
cars, ford, autos, sho, toyota, roads 
sternlight, bontchev, nsa, escrow, hamburg 
firearms,handgun, firerunn, gun, rkba 
data with many factors of variation, these methods can quickly suffer from the curse of 
dimensionality, as argued by Bengio et al. [12]. This is also reflected in the results for the 
MNIST-BI dataset which contains many factors of variation, and for the 20-newsgroup 
dataset where the input is very high dimensional. 
Finally, it is important 10 notice that semi-supervised learning in HDRBMs proceeds 
in an online fashion and hence could scale to very large datasets, unlike more standard 
non-parametric methods. 
4.8.4 Relationship with Feed-forward Neural Networks 
There are several similarities between discriminative RBMs and neural networks. 
In particular, the computation of p(ylx) could be implemented by a single layer neural 
network with softplus and softmax activation functions in its hidden and output layers 
respectively, with a special structure in the output and hidden weights where the value 
of the output weights is fixed and many of the hidden layer weights are ~hared. 
The advantage ofworkingin the framework ofRBMs is that it provides a natural way 
to introduce generative learning, which we used here to derive a semi-supervised learn-
ing algorithm. As mentioned earlier, a form of generative learning can be introduced in 
standard neural networks simply by using RBMs to initialize the hidden layer weights. 
However the extent to which the final solution for the parameters of the neural network is 
influenced by generative learning is not weil controlled. This might explain the superior 
performance obtained by a HDRBM compared to a single hidden layer neural network 
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Table 4.3: Comparison of the classification errors in semi-supervised learning setting. 
The errors in bold are statistically significantly better. 
Model MNIST MNIST-BI 20-news 
HDRBM 9.73% 42.4% 40.5% 
Semi-sup HDRBM 8.04% 37.5% 31.8% 
NP-Gauss 10.60% 66.5% 85.0% 
NP-Trunc-Gauss 7.49% 61.3% 82.6% 
initialized with an RBM (RBM+NNet in the tables). 
4.9 Conclusion and Future Work 
We argued that RBMs can and should be used as stand-alone non-linear classifiers 
alongside other standard and more popular classifiers, instead of merely being cons id-
ered as simple feature extractors. We evaluated different training objectives that are more 
appropriate to train an RBM in a classification setting. These discriminative versions of 
RBMs integrate the process of discovering features of inputs with their use in classifi-
cation, without relying on a separate classifier. This insures that the leamed features are 
discriminative and facilitates model selection. We also presented a novel but straightfor-
ward semi-supervised learning algorithm for RBMs and demonstrated its usefulness for 
complex or high dimensional data. 
For future work, we would like to investigate the use of discriminative versions of 
RBMs in more challenging settings such as in multi-task or structured output problems. 
The analysis of the target weights for the 20-newsgroup dataset seem to indicate that 
RBMs would be good at capturing the conditional statistical relationship between mul-
tiple tasks or in the components in a complex target space. Exact computation of the 
conditional distribution for the target is not tractable anymore, but there exists promis-
ing techniques such as mean-field approximations that could estimate that distribution. 
Moreover, in the 20-newsgroup experiment, we only used 5000 words in input because 
generative training using Aigorithm 1 does not exploit the sparsity of the input, unlike 
an SVM or a DRBM (since in that case the sparsity ofthe input makes the discriminative 
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gradient sparse too). Motivated by this observation, we intend to explore ways to intro-
duce generative learning in RBMs and HDRBMs which would be less computationally 
expensive when the input vectors are large but sparse. 
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CHAPITRES 
PRÉSENTATION DU DEUXIÈME ARTICLE 
5.1 . Détails de l'article 
Exploring Strategies for Training Deep Neural Networks 
Hugo Larochelle, Yoshua Bengio, Jérôme Louradour et P_ascal Lamblin 
. Publié dans Journal of Machine Learning Research, MIT Press en 2009. 
5.2 Contexte 
On a vu au chapitre précédent qu'à l'aide d'une régularisation basée sur l'apprentis-
sage hybride génératif/discriminant (lui-même fondé sur l'apprentissage non-supervisé), 
il est possible d'entraîner un réseau de neurones contenant beaucoup plus de neurones 
cachés sans trop de surapprentissage, et ainsi obtenir des performances du même niveau 
que l'état de l'art sur des données de vision ou textuelles. Nous avons aussi discuté à 
la section 2.3 que des données 'de ce type sont normalement associées à des problèmes 
liés au comportement intelligent de l 'humain et sont bien décrites par une représentation 
hiérarchique. 
5.3 Contributions 
Dans cet article, on étudie empiriquement l'approche proposée par Hinton et al. [84] 1 
pour entraîner un réseau de neurones profond (i.e., à plusieurs couches cachées), basée 
sur l'entraînement non-supervisé de machines de Boltzmann restreintes. Cette contri-
bution de Hinton et al. [84] est extrêmement importante, étant données les difficultés 
qu'éprouvait auparavant l'entraînement purement supervisé d'un réseau de neurones à 
plus de deux couches cachées. Hinton et al. [84] proposent simplement d'entraîner de 
1 Bien que l'on réfère nonnalement à Hinton et al. [84] pour désigner cette approche, la référence exacte 
pour cette approche telle qu'appliquée aux réseaux de neurones artificiels standards est Hinton [80], aussi 
publiée sous fonne de rapport technique un an avant [79]. 
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façon vorace chacune des couches cachées d'un réseau de neurones en les considérant 
chacune comme la couche cachée d'une machine de Boltzmann restreinte. L'entraîne-
ment débute à la première couche cachée (i.e., la couche la plus rapprochée de la couche 
d'entrée) et, une fois l'entraînement non-supervisé de cette couche terminé, progresse 
vers la couche cachée suivante. Ce processus est répété jusqu'à ce que toutes les couches 
cachées aient été entraînées. Finalement, une dernière phase d'entraînement supervisé, 
correspondant à l'algorithme de descente de gradient stochastique standard, est enclen-
chée afin de compléter l'entraînement de tout le réseau. Ainsi, la procédure de Hinton 
et al. [84] peut être comprise comme une procédure d'initialisation d'un réseau de neu-
rones. 
L'article présenté ici expérimente avec différentes variations de cette procédure vo-
race. Une des contributions importantes de cet article est la démonstration qu'il est pos-
sible d'obtenir des performances similaires de généralisation en initialisant les couches 
cachées du réseau à l'aide de l'algorithme d'apprentissage d'un réseau autoassociateur 
(ou autoencodeur). Un réseau autoassociateur est simplement un réseau de neurones en-
traîné à reconstruire sa propre entrée à partir de la représentation calculée par sa couche 
cachée. L'avantage le plus important de l'autoassociateur est probablement sa flexibilité. 
Il existe effectivement moins de contraintes à la modification de la topologie ou du type 
de calculs effectués par un autoassociateur. Il est aussi facile de dériver une procédure 
d'entraînement adéquate à un nouvel autoassociateur, via la rétropropagation et la des-
cente de gradient stochastique. D'ailleurs, les articles des chapitres 10 et 12 illustrent 
bien le genre de variations qu'il est possible de dériver. De plus, comme le démontre 
cet article, il est possible de combiner les procédures d'entraînement de la machine de 
1 
Boltzmann restreinte et de l'autoassociateur afin d'améliorer encore plus la performance 
de généralisation d'un réseau profond. 
Une autre contribution intéressante de cet article provient d'expériences sur deux 
problèmes de classification de caractères écrits. La particularité de ces deux problèmes 
est que l'un est une version plus difficile de l'autre, obtenu en appliquant une rotation 
d'un angle aléatoire sur les images d'entrées. En variant le nombre de couches cachées 
pour ces deux problèmes, on observe que le problème le plus complexe (basé sur les 
\ 
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rotations d'images) nécessite un plus grand nombre de couches cachées que le problème 
original. Cette expérience met en évidence l'importance que peut avoir l'utilisation d'une 
architecture hiérarchique profonde pour la résolution de problèmes plus complexes. 
L'article apporte aussi plusieurs autres contributions. On y avance, expériences à 
l'appui, que l'apprentissage non-supervisé n'aide pas seulement à régulariser le réseau, 
mais peut aussi contribuer à l'obtention d'une meilleure optimisation des paramètres du 
réseau. On y présente aussi d'autres variantes de la procédure de Hinton et al. [84], par 
exemple en permettant l'entraînement simultané des machines de Boltzmann restreintes 
de chaque couche en plus de l'entraînement supervisé global du réseau. Cette dernière 
variante est plus appropriée dans le cadre d'un apprentissage dit « en ligne », où un 
flot d'exemples d'entraînement est donné plutôt qu'un ensemble de taille fixe. On y 
dérive aussi deux variantes des machines de Boltzmann restreintes compatibles pour des 
composantes d'entrée Xi prenant une valeur continue dans l'intervalle [0, 1] ou dans tous 
les réels a 00, 00 D, les machines de Boltzmann ayant été originalement développées 
pour des entrées aux composantes binaires. 
5.4 Commentaires 
Encore une fois, il y a un certain anachronisme dû à la présentation de cet article à ce 
moment-ci, avant celui du chapitre 8 auquel cet article fait aussi référence. Puisque cet 
article décrit de façon plus détaillée la procédure générale d'entraînement d'un réseau 
profond, il était approprié de l'inclure à cette étape-ci de l'exposé des travaux de cette 
thèse. Il faut savoir aussi que cet article est une version étendue de l'article «Greedy 
Layer-Wise Training ofDeep Networks» [14], qui lui a été publié avant. 
CHAPTER6 
EXPLORING STRATEGIES FOR TRAINING DEEP NEURAL NETWORKS 
6.1 Abstract 
Deep multi-Iayer neural networks have many levels ofnon-linearities allowing them 
to compactly represent highly non-linear and highly-varying functions. However, until 
recently it was not c1ear how to train such deep networks, since gradient-based opti-
rnization starting from random initialization often appears to get stuck in poor solutions. 
Hinton et al. recently proposed a greedy layer-wise unsupervised learning procedure 
relying on the training algorithm of restricted Boltzmann machines (RBM) to initialize 
the parameters of a deep belief network (D BN), a generative model with many layers of 
hidden causal variables. This was followed by the proposaI of another greedy layer-wise 
procedure, relying on the usage of autoassociator networks. In the context of the above 
optimization problem, we study these algorithms empirically to better understand their 
success. Our experiments confirm the hypothesis that the greedy layer-wise unsuper-
vised training strategy helps the optimization by initializing weights in a region near a 
good local minimum, but also implicitly acts as a sort of regularization that brings bet-
ter generalization and encourages internaI distributed representations that are high-Ievel 
abstractions of the input. We also present a series of experiments aimed at evaluating 
the link between the performance of deep neural networks ànd practical aspects of their 
topology, e.g., demonstrating cases where the addition of more depth helps. Finally, we 
empirically explore simple variants of these training algorithms, such as the use of dif-
ferent RBM input unit distributions, a simple way of combining gradient estimators to 
improve performance, as weIl as on-Hne versions of those algorithms. 
6.2 Introduction 
Training deep multi-Iayered neural networks is known to be hard. The standard 
. learning strategy-consisting of randomly initializing the weights of the network and 
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applying gradient descent using backpropagation-is known empirically to find poor 
solutions for networks with 3 or more hidden layers. As this is a negative result, it has 
not been much reported in the machine learning literature. For that reason, artificial 
neural networks have been limited to one or two hidden layers. 
However, complexity theory of circuits strongly suggests that deep architectures can 
be much more efficient (sometimes exponentially) than shallow architectures, in terms of 
computational elements and parameters required to represent sorne functions [10, 15]. 
Whereas it cannot be claimed that deep architectures are better than shallow ones on 
every problem [99, 140], there has been evidence ofa benefit when the task is complex 
enough, and there is enough data to capture that complexity [100]. Hence finding better 
leaming algorithms for such deep networks could be beneficial. 
An approach that has been explored with sorne success in the past is based on con-
structively adding layers. Each layer in a multi-layer neural network can be seen as a 
representation of the input obtained through a learned transformation. What makes a 
good internaI representation of the data? We believe that it should disentangle the fac-
tors of variation that inherently explain the structure of the distribution. When such a 
representation is going to be used for unsupervised learning, we would like it to preserve 
information about the input while being easier to model than the input itself. When a rep-
resentation is going to be used in a supervised prediction or classification task, we would 
like it to be such that there exists a "simple" (i.e., somehow easy to learn) mapping from 
the representation to a good prediction. To constructively build such a representation, it 
has been proposed to use a supervised criterion at each stage [53, 109]. However, as we 
discuss here, the use of a supervised criterion at each stage may be too greedy and does 
not yield as good generalization as using an unsupervised criterion. Aspects of the input 
may be ignored in a representation tuned to be immediately useful (with a linear clas-
sifier) but these aspects might tum out to be important when more layers are available. 
Combining unsupervised (e.g., learning about p(x)) and supervised components (e.g., 
learning about p(ylx)) can be be helpful when both functions p(x) and p(ylx) share 
sorne structure. 
The idea ofusing unsupervised learning at each stage of a deep network was recently 
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put forward by Hinton et al. [84], as part of a training procedure for the deep belief 
network (DBN), a generative model with many layers of hidden stochastic variables. 
Upper layers of a DBN are supposed to represent more "abstract" concepts that explain 
the input observation x, whereas lower layers extract "low-level features" from x. In 
other words, this model first leams simple concepts, on which it builds more abstract 
concepts. 
This training strategy has inspired a more general approach to help address the prob-
lem of training deep networks. Hinton [79] showed that stacking restricted Boltzmann 
machines (RBMs }---i.e., training upper RBMs on the distribution of activities computed 
by lower RBMs-provides a good initialization strategy for the weights of a deep ar-
tificial neural network. This approach can be extended to non-linear autoencoders or 
autoassociators [142], as shown by Bengio et al. [14], arid is found in stacked autoassoci-
ators network [100], and in the deep convolutional neural network [129] derived from the 
convolutional neural network [105]. Since then, deep networks have been applied with 
success not only in classification tasks [14, 100, 127, 129], but also in regression [138], 
dimensionality reduction [83, 136], modeling textures [122], information retrieval [137], 
robotics [67], naturallanguage processing [37, 166], and collaborative filtering [139]. 
In this paper, we discuss in detail three principles for training deep neural networks 
and present experimental evidence that highlight the role of each in successfully training 
deep networks: 
1. Pre-training one layer at a time in a greedyway; 
2. using unsupervised learning at each layer in a way that preserves information from 
the input and disentangles factors of variation; 
3. fine-tuning the whole network with respect to the ultimate criterion ofinterest. 
The experiments reported here suggest that this strategy improves on the traditional 
random initialization of supervised multi-layer networks by providing "hints" to each 
intermediate layer about the kinds of representations that it should learn, and thus ini-
tializing the supervised fine-tuning optimization in a region of parameter space from 
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which a better local minimum (or plateau) can be reached. We also present a series 
of experiments aimed at evaluating the link between the performance of deep neural 
networks and aspects oftheir topology such as depth and the size of the layers. In partic-
ular, we demonstrate cases where the addition of depth helps classification error, but too 
much depth hurts. Finally, we explore simple variants of the aforementioned training al-
gorithms, such as a simple way of combining them to improve their performance, RBM 
variants for continuous-valued inputs, as well as on-line vèrsions ofthose algorithms. 
Notations and Conventions 
Before describing the learning algorithms that we will study and experiment with in 
this paper, we first present the mathematical notation we will use for deep networks. 
A deep neural network contains an input layer and an output layer, separated by 
l layers of hidden units. Given an input sample clamped to the input layer, the other 
units of the network compute their values according to the activity of the units that they 
are connected to in the layers below. We will consider a particular sort oftopology here, 
where the input layer is fully connected to the first hidden layer, which is fully connected 
to the second layer and so on up to the output layer. 
Given an input x, the value of the j-th unit in the i-th layer is denoted h;(x), with 
i = 0 referring to the input layer, i = l + l referring to the output layer (the use of "~,, 
will become clearer in Section 6.4). We refer to the size ofa layer as Ihi(x)l. The default 
activation level is determined by the internaI bias b; ofthat unit. The set ofweights Wjk 
between hl-1(x) in layer i - l and unit h;(x) in layer i determines the activation of unit 
h; (x) as follows: 
h;(x) =sigmoid(a;) wherea;(x) =b;+ LW;khl-1(x)\ii E {l, ... ,l} (6.1) 
k 
with hO(x) = x and where sigmoid(·) is the sigmoid squashing function: sigmoid(a) = 
l+~-a (alternatively, the sigmoid could be replaced by the hyperbolic tangent). Given 
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the last hidden layer, the output layer is computed similarly by 
where the activation function JO depends on the (supervised) task the network must 
achieve. Typically, it will be the identity function for a regression problem and the 
softmax function 
(6.2) 
for a classification problem, in order to obtain a distribution over the K classes. 
When an input sample x is presented to the network, the application of Equation 6.1 
at each layer will generate a pattern of activity in the different layers of the neural net-
work. Intuitively, we would like the activity of the first layer neurons to correspond to 
low-level features of the input (e.g., edge orientations for natural images) and to higher 
level abstractions (e.g., detection of geometrical shapes) in the last hidden layers. 
6.3 Deep Neural Networks 
It has been shown that a "shallow" neural network with only one arbitrarily large 
hidden layer could approxim~te a function to any level of precision [87]. Similarly, any 
Boolean function can be represented by a two-layer circuit of logic gates. However, 
most Boolean functions require an exponential number of logic gates (with respect to 
the input size) to be represented by a two-layer circuit [160]. For example, the parity 
function, which can be efficiently represented by a circuit of depth O(log n) (for n input 
bits) needs O(2n ) gates to be represented by a depth two circuit! [169]. What about 
deeper circuits? Sorne families of functions which can be represented with a depth k 
circuit are such that they require an exponential number of logic gates to be represented 
by a depth k - 1 circuit [71]. Interestingly, an equivalent result has been proved for ar-
1 It should be noted that, though the parity function is inefficiently encoded by a shallow network of 
logic gates, it can be encoded efficiently with a one hiddenlayer neural network.This is made possible 
by the fact that the value of a unit in a neural network is based on a weighted sum of ail its inputs, instead 
of being based on simple boolean operations. This fact illustrates how the capacity of a network (deep or 






Figure 6.1: Illustration of a deep network and its parameters. 
chitectures whose computational elements are not logic gates but linear threshold units 
(i.e., formaI neurons) [72]. The machine learning literature also suggests that shallow 
architectures can be very inefficient in terms of the number of computational units (e.g., 
bases, hidden units), and thus in terms ofrequired examples [12, 15]. On the other hand, 
a highly-varying function can sometimes be represented compactly (with fewer param-
eters) through the composition of many non-linearities, i.e., with a deep architecture. 
When the representation of a concept requires an exponential number of elements (more 
generally exponential capacity), e.g., with a shallow circuit, the number of training ex-
amples required to learn the concept may also be impractical. Smoothing the leamed 
function by regularization would not solve the problem here because in these cases the 
target function itself is complicated and requires exponential capacity just to be repre-
sented. 
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6.3.1 Difficulty of Training Deep Architectures 
Given a particular task, a natural way to train a deep network is to frame it as an 
optimization problem by specifying a supervised cost function on the output layer with 
respect to the desired target and use a gradient-based optimization algorithm in order to 
adjust the weights and biases of the network so that its output has low cost on samples 
in the training set. Unfortunately, deep networks trained in that manner have generally 
been found to perform worse than neural networks with one or two hidden layers. 
We discuss two hypotheses that may explain this difficulty. The first one is that gra-
dient descent can easily get stuck in poor local minima [5] orplateaus ofthe non-convex 
training criterion. The number and quality of these local minima and plateaus [58] 
clearly also influence the chances for random initialization to be in the basin of attraction 
(via gradient descent) of a poor solution. It may be that with more layers, the number or 
the width of such poor basins increases. To reduce the difficulty, it has been suggested 
to train a neural network in a constructive manner in order to divide the hard optimiza-
tion problem into several greedy but simpler ones, either by adding one neuron [e.g., see 
53] or one layer [e.g., see 109] at a time. These two approaches have demonstrated to 
be very effective for learning particularly complex functions, such as a very non-linear 
classification problem in 2 dimensions. However, these are exceptionally hard problems, 
and for leaming tasks usually found in practice, this approach commonly overfits. 
This observation leads to a second hypothesis. For high capacity and highly flexible 
deep networks, there actually exists many basins of attraction in its parameter space 
(i.e., yielding different solutions with gradient descent) that can give low training error 
but that can have very different generalization errors. So even when gradient descent 
is able to find a (possibly lo(;al) good minimum in terms of training error, there are no 
guarantees that the associated parameter configuration will provide good generalization. 
Of course, model selection (e.g., by cross-validation) will partly correct this issue, but 
if the number of good generalization configurations is very small in comparison to good 
training configurations, as seems to be the case in practice, then it is likely that the 
training procedure will not find any of them. But, as we will see in this paper, it appears 
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that the type of unsupervised initialization discussed here can help to select basins of 
attraction (for the supervised fine-tuning optimization phase) from which leaming good 
solutions is easier both from the point of view of the training set and. of a test set. 
6.3.2 Unsupervised Learning as a Promising Paradigm for Greedy Layer-Wise 
Training 
A common approach to improve the generalization performance of a leaming algo-
rithm which is motivated by the Occam's razor principle is the use ofregularization (such 
as weight decay) that will favor "simpler" models over more complicated ones. However, 
using generic priors such as the f2 norm of the parameters conveys limited information 
about what the solution to a particular leaming task should be. This has motivated re-
searchers to discover more meaningful, data-dependent regularization procedures, which 
are usually based on unsupervised leaming arid normally adapted to specific models. 
For example, Ando et Zhang [4] use "auxiliary tasks" designed from unlabelled data 
and that are appropriate for a particular leaming problem, to leam a better regularization 
term for linear c1assifiers. Partialleast squares [55] can also be seen as combining unsu-
pervised and supervised leaming in order to leam a better linear regression model when 
few training data are available or when the input space is very high dimensional. 
Many semi-supervised leaming algorithms also involve a combination ofunsuper-
vised and supervised leaming, where the unsupervised component can be applied to 
additional unlabelled data. This is the case for Fisher-kemels [93] which are based on 
a generative model trained on unlabelled input data and that can be used to solve a su-
pervised problem defined for that input space. In all these cases, unsupervised leaming 
can be seen as adding more .constraints on acceptable configurations for the parameters 
of a model, by asking that it not only describes well the relationship between the input 
and the target but also contains relevant statistical information about the structure of the 
input or how it was generated. 
Moreover, there is a growing literature on the distinct advantages of generative and 
discriminative leaming. Ng et Jordan [120] argue that generative versions of discrim-
inative models can be expected to reach their usually higher asymptotic out-of-sample 
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classification error faster (i.e., with less training data), making them preferable in certain 
situations. Moreover, successful attempts at exploring the space between discriminative 
and generative leaming have been studied [27, 85, 94, 101]. 
The deep network leaming algorithms that have been proposed recently and that we 
study in this paper can be seen as combining the ideas of greedily learning the network 
to break down the leaming problem into easier steps, using unsupervised learning to 
provide an effective hint about what hidden units should leam, bringing along the way 
a form of regularization that prevents overfitting even in deep networks with many de-
grees of freedom (which could otherwise overfit). In addition, one should consider the 
supervised task the network has to solve. The greedy layer-wise unsupervised strategy 
provides an initialization procedure, after which the neural network is fine-tuned to the 
global supervised objective. The general paradigm followed by these algorithms (illus-
trated in Figure 6.2 and detailed in Appendix A) can be decomposed in two phases: 
1. In the first phase, greedily train subsets of the parameters of the network using a 
layer-wise and unsupervised leaming criterion, by repeating the following steps 
for each layer (i E {l, ... , l} ) 
Until a stopping criteria is met, iterate through training database by 
( a) mapping input training sample Xt to representation h i-l (Xt) (if i > 1) 
and hidden representation hi(Xt), 
(b) updating parameters b i- I, b i and W i oflayer i usingsome unsupervised 
leaming algorithm. 
Also, initialize (e.g., randomly) the output layer parameters bl+1 , W I+1. 
2. In the second and final phase, fine-tune aIl the parameters e of the network using 
backpropagation and gradient descent on a global supervised cost function 
C(Xt, Yt, e), with input Xt and label Yt, i.e., trying to make steps in the direction 
E [ac(x;;t'())] . 
Regularization is not explicit in this procedure, as it does not come from a weighted 
term that depends on the complexity of the network and that is added to the global· su-
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(a) First hidden layer (b) Second hidden layer (c) Third hidden layer (d) Fine-tuning of 
pre-training pre-training pre-training whole network 
Figure 6.2: Unsupervised greedy layer-wise training procedure. 
pervised objective. Instead, it is implicit, as the first phase that initializes the parameters 
ofthe whole network will ultimately have an impact on the solution found in the second 
phase (the fine-tuning phase). Indeed, by using an iterative graduaI optimization algo-
rithm such as stochastic gradient descent with early-stopping (i.e., training until the error 
on a validation set reaches a clear minimum), the extent to which the configuration of 
the network's parameters can be different from the initial configuration given by the first 
phase is limited. Hence, similarly to using a regularization term on the parameters ofthe 
model that constrains them to be close to a particular value (e.g., 0 for weight decay), 
the first phase here will ensure that the parameter solution for each layer found by fine-
tuning will not be far from the solution found by the unsupervised learning algorithm. 
In addition, the non-convexity of the supervised training criterion means that the choice 
of initial parameter values can greatly influence the quality of the solution obtained by 
gradient descent. 
1 
In the next two sections, we present a review of the two training algorithms that faH in 
paradigm presented above and which are empiricaHy studied in this paper, in Section 6.6. 
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6.4 Stacked Restricted Boltzmann Machine Network 
Intuitively, a successfullearning algorithm for deep networks should be one that dis-
covers a meaningful and possibly complex hidden representation of the data at its top 
hidden layer. Rowever, learning such ,non-linear representations is a hard problem. A 
solution, proposed by Rinton [79], is based on the learning algorithm of the restricted 
Boltzmann machine (RBM) [147], a generative model that uses a layer ofbinary vari-
ables to explain its input data. In an RBM (see Figure 6.3 for an illustration), given 
an input x, it is easy to obtain a hidden representation for that input by computing the 
posterior h( x) over the layer of binary hidden variables h (we use the "~,, symbol to 
emphasize that h(x) is not a random variable but a deterministic representation ofx). 
Rinton [79] argues that this representation can be improved by giving it as input to 
another RBM, whose posterior over its hidden layer will then provide a more complex 
representation of the input. This process can be repeated an arbitrary number oftimes in 
order to obtain ever more non-linear representations of the input. Finally, the parameters 
of the RBMs that compute these representations can be used to initialize the parameters 
of a deep network, which can then be fine-tuned to a particular supervised task. This 
learning algorithm c1early faIls in the paradigm of Section 6.3.2, where the unsupervised 
part of the learning algorithm is that of an RBM. We will refer to deep networks trained 
using this algorithm as stacked restricted Boltzmann machine (SRBM) networks. For 
more technical details about the SRBM network, and how to train an RBM using the 
contrastive divergence algorithm (CD-k), s~e Appendix B. 
6.5 Stacked Autoassociators Network 
There are theoretical results about the advantage of stacking many RBMs ioto a 
DBN: Rinton et al. [84] show that this procedure optimizes a bound on the likelihood of 
the input data when even-numbered and odd-numbered layers have the same size. An 
additional hypothesis to explain why this process provides a good initialization for the 
network is that it makes each hidden layer compute a different, possibly more abstract 





Figure 6.3: Illustration of a restricted Boltzmann machine and its parameters. W is a 
weight matrix, b is a vector of hidden unit biases, and c a vector of visible unit biases. 
features of the input that help characterize the distribution of values at the layer below. 
By transitivity, each layer contains sorne information about the input. However, stacking 
any unsupervised learning model does not guarantee that the representations learned get 
increasingly complex or appropriate as we stack more layers. ·For instance, many layers 
of linear PCA models could be summarized by only one layer. However, there may be 
other non-linear, unsupervised leaming models that, when stacked, are able to improve 
the leamed representation at the last layer added. 
An example of such a non-linear unsupervised learning model is the autoassociator 
or auto encoder network [6, 40, 47, 77, 142]. Autoassociators are neural networks that are 
trained to compute a representation of the input from which it can be reconstructed with 
as much accuracy as possible. In this paper, we will consider autoassociator networks 
of only one hidden layer, meaning that the hidden representation of x is a code h( x) 
obtained from the encoding function 
hj(x) = f (aj) where aj(x) = bj + L WjkXk . 
k 
(6.3) 
The input's reconstruction is obtained from a decoding function, here a linear trans-
formation of the hidden representation with weight matrix W*, possibly followed by a 
non-linear activation function: 
Xk = g (âk) where âk = Ck + L Wj*khj(X) . 
j 
In this work, we used the sigmoid activation function for both f (.) and g (. ). Figure 6.4 
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shows an illustration of this model. 
By noticing the similarity between Equations 6.3 and 6.1, we are then able to use 
the training algorithm for autoassociators as the unsupervised learning algorithm for the 
greedy layer-wise initialization phase of deep networks. In this paper, stacked autoas-
sociators (SAA) networks will refer to deep networks trained using the procedure of 
Section 6.3.2 and the learning algorithm of an autoassociator for each layer, as described 
in Section 6.5.1. 
Though these neural networks were designed with the goal of dimensionality reduc-
tion in mind, the new representation's dimensionality does not necessarily need to be 
lower than the input's in practice. However, in that particular case, sorne care must be 
taken so that the network does not learn a trivial identity function, i.e., finds weights 
that simply "copy" the whole input vector in the hidden layer and then copy it again 
at the output. For example, a network with small weights Wjk between the input and 
hidden layers (maintaining activations in the linear regime of the activation function f) 
and large weights Wj*k between the hidden and output layers could encode such an un-
interesting identity function. An easy way to avoid such a pathological behavior in the 
case of continuous inputs is to set the weight matrices W T and W* to be the same. This 
adjustment is motivated by its similarity with the parametrization ofthe RBM model and 
by an empirical observation that W T and W* tend to be similar up to a multiplicative 
factor after training. In the case ofbinary inputs, ifthe weights are large, the input vector 
can still be copied (up to a permutation of the elements) to the hidden units, and in turn 
these used to perfectly reconstruct the input. Weight decay can be useful to prevent such 
a trivial and uninteresting mapping to be learned, when the inputs are binary. We set 
W T . = W* in all of our experiments. Vincent et al. [157] have an improved way of 
training autoassociators in order to produce interesting, non-trivial features in the hidden 
layer, by partially corrupting the network's inputs. 
The reconstruction error of an autoassociator can be connected to the log-likelihood 
of an RBM in several ways. Ranzato et al. [127] connect the log of the numerator of the 
input likelihood with a form of reconstruction error (where one replaces the sum over 






Figure 6.4: Illustration of an autoassociator and its parameters. W is the matrix of en-
coder weights and W* the matrix of decoder weights. h(x) is the code or representation 
ofx. 
constant summing over all input configurations the same expression as in the numera-
tor. So whereas maximizing the numerator is similar to minimizing reconstruction error 
for the training examples, minimizing the denominator means that most input configu-
rations should not be reconstructed well. This can be achieved if the autoassociator is 
constrained in such a way that it cannot compute the identity function, but only mini-
mizes the reconstruction for training examples. 
Another connection between reconstruction error ,and log-likelihood ofthe RBM was 
made in Bengio et Delalleau [11]. They consider a converging series expansion of the 
log-likelihood gradient and show that whereas CD-k truncates the series by keeping the 
first 2k terms and then approximates expectations by a single sample, reconstruction 
error is a mean-field approximation of the first term in that series. 
6.5.1 Learning in an Autoassociator Network 
Training an autoassociator network is almost identical to training a standard artificial 
neural network. Given a co st function, backpropagation is used to compute gradients 
and perform gradient descent. However, autoassociators are "self-supervised", meaning 
that the target to which the output of the autoassociator is compared is the input that it 
was fed. 
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Previous work on autoassociators minimlzed the squared reconstruction error: 
C(x, x) = L)Xk - Xk)2 . 
k 
However, with squared reconstruction error and linear decoder, the "optimal codes" (the 
implicit target for the encoder, irrespective of the encoder) are in the span of the prin-
cipal eigenvectors of the input covariance matrix. When we introduce a saturating non-
linearity such as the sigmoid, and we want to reconstruct values [0,1], the binomial KL 
divergence (also known as cross-entropy) seems more appropriate: 
C(x, x) = - L (Xk log(xk) + (1 - Xk) 10g(1 - Xk)) (6.4) 
k 
It corresponds to the assumption that x and x can be interpreted as factorized distribu-
tions over binary units. It is well known that the cross-entropy 
-plog(q) - (1 - p) 10g(1 - q) 
between two binary distributions parametrized by p and q is minimized when q = p (for a 
fixed p), making it an appropriate co st function to evaluate the quality of a reconstruction. 
We used this cost function in all the experiments with SAA networks. Appendix C details 
the corresponding autoassociator training update. 
6.6 Experiments 
In this section, we present several experiments set up to evaluate the deep network 
learning algorithms that fall in the paradigm presented in the Section 6.3.2 and highlight 
sorne of their properties. Unless otherwise stated, stochastic gradient descent was used 
for layer-wise unsupervised learning (first phase of the algorithm) and global supervised 
fine-tuning (second phase of the algorithm). The datasets were separated in disjoint 
training, validation and testing subsets. Model selection consisted of finding the best 
values for the learning rates oflayer-wise unsupervised and global supervised leaming as 
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\., 
weIl as the number ofunsupervised updates preceding the fine-tuning phase. The number 
of epochs of fine-tuning was chosen using early-stopping based on the progression of 
classification error on the validation set. AlI experiments correspond to classification 
problems. Hence, to fine-tune the deep networks, we optimized the negative conditional 
log-likelihood ofthe training samples' target class (as given by the softmax output ofthe 
neural network). 
The experiments are based on the MNIST datasee (see Figure 6.5), a benchmark 
for handwritten digit recognition, as weIl as variants of this problem where the input 
distribution has been made more complex by inserting additional factors of variations, 
such as rotations and background images. The input images are made of28 x 28 pixels 
giving an input dimensionality of 784, the number of classes is 10 (corresponding to the 
digits from 0 to 9) and the inputs were scaled between 0 and 1. 
Successful applications of deep networks have aIready been presented on a large 
variety of data, such as images of faces [138], real-world objects [128] as weB as text 
data [37, 83, 137, 166], and on different types of problems such as regression [138], 
information retrieval [137], robotics [67], and collaborative filtering [139]. 
In Bengio et al. [14], we performed experiments on two regression datasets, with 
non-image continuous inputs (UCI Abalone, and a financÏal dataset), demonstrating the 
use of unsupervised (or partially supervised) pre-training of deep networks on these 
tasks. In Larochelle et al. [100], we studied the performance ofseveral architectures on 
various datasets, inc1uding variations of MNIST (with rotations, random background, 
and image background), and discrimination tasks between wide and tall rectangles, and 
between convex and non-convex images. On these tasks, deep networks compared fa-
vorably to shallow architectures. 
Our focus is hence not on demonstrating their usefulness on a wide range of tasks, 
but on exploring their properties empiricaIly. Such experimental work required several 
weeks of cumulative CPU time, which restricted the number of datasets we could ex-
plore. However, by concentrating on the original MNIST dataset and harder versions of 
it, we were able not only to confirm the good performance of deep networks, but also to 
2This dataset can be downloaded from http://yann.lecun . com/ expdb/mnist/ 
91 
study practical variations, to help understand the algorithms, and to discuss the impact 
on a deep network's performance of stepping to a more complicated problem. 
6.6.1 Validating the Unsupervised Layer-Wise Strategy for Deep Networks 
In this section, we evaluate the advantages brought by the unsupervised layer-wise 
strategy of Section 6.3.2. We want to separate the different algorithmic concepts behind 
h, in order to understand their contribution to the whole strategy. In particular, we pursue 
the following two questions: 
1. To what extent does initializing greedily the parameters of the different layers 
help? 
2. How important is unsupervised learning for this procedure? 
To address these two questions, we will compare the learning algorithms for deep 
networks of Sections 6.4 and 6.5 with the following algorithms. 
Deep Network Without Pre-Training 
To address the first question above, we compare the greedy layer-wise algorithm 
with a more standard way to train neural networks: using standard backpropagation and 
stochastic gradient descent, and starting at a randomly initialized configurat~on of the 
parameters. In other words, this variant.simply puts away the pre-training phase of the 
other deep network learning algorithms. 
Deep Network With Supervised Pre-Training 
To address the second question, we run an experiment with the following algorithm. 
We greedily pre-train the layers using a supervised criterion (instead of the unsuper-
vised one), before perfonning as before a final supervised fine-tuning phase. Specifi-
cally, when greedily pre-training the parameters W i and b i , we also train another set of 
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Figure 6.5: Samples from the MNIST digit recognition dataset. Here, a black pixel 
corresponds to an input value of 0 and a white pixel corresponds to 1 (the inputs are 
scaled between 0 and 1). 
weights yi and biases Ci which connect hidden layer hi (x) to a temporary output layer 
as follows: 
where f (.) is the softmax function of Equation 6.2. This output layer can be trained using 
the same cost as the global supervised co st. However, as this is a greedy procedure, only 
the parameters W i , b i , yi and ci are updated, i.e., the gradient is not propagated to 
the layers below. When the training of a layer is finished, we can simply discard the 
parameters yi and Ci and move to pre-training the next hidden layer, having initialized 
W i and bi. 
Stacked Logistic Autoregression Network 
The second question aims at evaluating to what extent any unsupervised learning can 
help. We already know that stacking linear PCA models is not expected to help improve 
generalization. A slightly more complex yet very simple unsupervised model for data in 
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[0,1] is the logistic autoregression model [see also 57] 
(6.5) 
where the reconstruction x is log-linear in the input x. The parameters W and b can 
be trained using the same cost used for the autoassociators in Equation 6.4. This model 
can be used to initialize the weights W i and biases b i of the i-th hidden layer of a deep 
network. However, because W in Equation 6.5 is square, the deep network will need 
to have hidden layers with the same size as the input layer. AIso, the weights on the 
diagonal ofW are not trained in this model, so we initialize them to zero. The stacked 
logistic autoregression network will refer to deep networks using this unsupervised layer-
wise learning algorithm. 
Results 
The results for all these deep networks are given in Table 6.1. We also give results for 
a "shallow", one hidden layer neural network, to validate the utility of deep architectures. 
Instead of the sigmoid, this network uses hyperbolic tangent squashing functions, which 
are u~ually found to work better for one hidden layer neural networks. The MNIST 
training set was separated into training (50,000) and validation (10,000) sets. The test 
set has size 10,000. In addition to the hyperparameters mentioned at the beginning of 
this section, the validation set was used also to select appropriate decrease constants3 for 
the leaming rates of the greedy and fine-tuning phases. The SRBM and SAA networks 
had 500, 500 and 2000 hidden units in the first, second and third layers respectively, as 
in Hinton et al. [84] and Hinton [79]. In the pre-training phase of the SRBM and SAA 
networks, when training the parameters of the i-th layer, the down-biases Ck where set to 
be equal to b~-l (although similar results were obtained by using a separate set of biases 
C~-l when the i - 1-th layer is the down-layer). For the deep networks with supervised or 
no pre-training, different sizes of hidden layers were compared, including sizes similar 
3When using a decrease constant (3, the learning rate for the tth update becomes 
initiallearning rate. 
where tO is the 
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to the stacked logistic autoregression network, and to the SRBM and SAA networks. AU 
deep networks had 3 hidden layers. 
Overall, the models that use the unsupervised layer-wise procedure of Section 6.3.2 
outperform those that do not. We also observe a slight advantage in the performance of 
the SRBM network over that of the SAA network (on the MNIST test set, differences 
of more than 0.1 % are statistically significant). The performance difference between the 
stacked logistic autoregressions network and the deep network with supervised layer-
wise pre-training particularly highlights the impor,tance of unsupervised learning. In-
deed, even though supervised layer-wise pre-training explicitly trains the hidden layers 
to capture non-linear information about the input, the overall procedure seems to be 
too greedy with respect to the supervised task to be learned. On the other hand, even 
though logistic autoregressions are simple log-linear models and their optimization is 
blind with respect to the future usage of the weights W as connections into non-linear 
hidden layers, the unsupervised nature of training makes them still useful for improving 
generalization. As a point of comparison, besides the deep networks, the best result on 
this datas et reported for a learning algorithm that does not use any prior knowledge about 
the task (e.g., image pre-processing like deskewing or subsampling) is that of a support 
vector machine with a Gaussian kemel4, ~ith 1.4% classification error on the test set. 
At this point, it is clear that unsupervised layer-wise pre-training improves general-
ization. However, we could wonder whether it also facilitates the optimization problem 
of the global fine-tuning. The results of Table 6.1 do not shed any light on this aspect. 
Indeed, aIl the networks, even those without greedy layer-wise pre-training, perform al-
most perfectly on the training set. The explanatory hypothesis we evaluate here is that, 
without pre-training, the lower layets are initialized poorly, but still allow the top two 
layers to learn the training set almost perfectly because the output layer and the last hid-
den layer form a standard shallow but fat neural network. Consider the top two layers of 
the deep network with pre-training: it presumably takes as input a better representation, 
one that allows for better generalization. Instead, the network without pre-training sees 
a "random" transformation ofthe input, one that preserves enough information about the 
4See http://yann.lecun. com/exdb/mnist/ for more details 
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1 Models Train. 1 Valid. Test 1 
SRBM (stacked restricted Boltzmann machines) network 0% 1.20% 1.20% 
SAA (stacked autoassociators) network 0% 1.31% 1.41% 
Stacked logistic autoregressions network 0% 1.65% 1.85% 
Deep network with supervised pre-training 0% 1.74% 2.04% 
Deep network, no pre-training 0.004% 2.07% 2.40% 
Shallow network, no pre-training 0% 1.91% 1.93% 
Table 6.1: Classification error on MNIST training, validation, and test sets, with the best 
hyperparameters according to validation error. 
input to fit the training set, but that does not help to generalize. To test this hypothesis, 
we performed a second series of experiments in which we constrain the top hidden layer 
to be small (20 hidden units). 
The results (Table 6.2) c1early suggest that optimizationof the global supervised 
objective is made easier by greedy layer-wise pre-training. This result for supervised 
greedy pre-training is also coherent with pa st experiments on similar greedy strategies 
[53, 109]. Here, we have thus confirmed that it also applies to unsupervised greedy 
pre-training. With no pre-training, training error degrades significantly when there are 
only 20 hidden units in the top hidden layer. In addition, the results obtained without pre-
training were found to have much larger variance than those with pre-training, indicating 
high sensitivity to initial conditions: the unsupervised pre-training more consistently 
puts the parameters in a "good" basin of attraction for the supervised gradient descent 
procedure. 
Figures 6.6 and 6.7 show the sorts of first hidden layer features (weights going into 
different hidden neurons) that are leamed by the first (bottom) RBM and autoassociator 
respectively, before fine-tuning. Both models were trained on the MNIST training set of 
Section 6.6.1 for 40 epochs, with 250 hidden units and a leaming rate of 0.005. We see 
that they both leam visual features characterized by local receptive fields, which ought 
to be useful to recognize more global shapes (though the autoassociator also leams high 
frequency receptive fields that are spread over the whole image). This is another account 
ofhow unsupervised greedy pre-training is able to help the optimization of the network. 
Even if the supervised fine-tuning gradient at the first hidden layer is weak, we can see 
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1 Models Train. Valid. 1 Test 1 
SRBM network 0% 1.5% 1.5% 
SAAnetwork 0% 1.38% 1.65% 
Deep network with supervised pre-training 0% 1.77% 1.89% 
Deep network, no pre-training 0.59% 2.10% 2.20% 
Shallow network, no pre-training 3.6% 4.77% 5.00% 
Table 6.2: Classification error on MNIST training, validation, and test sets, with the best 
hyperparameters according to validation error, when the last hidden layer only contains 
20 hidden units 
that the first hidden layer appears to learn a relevant representation. 
6.6.2 Exploring the Space of Network Architectures 
An important practical aspect in using deep network is the choice the architecture 
or topology of the network. Once we allow ourselves to consider an arbitrary number 
of hidden layers of arbitrary sizes, sorne questions naturally arise. First, we would like 
to know how deep a neural network can be made while still obtaining generalization 
gains, given a strategy for initializing its parameters (randomly or with unsupervised 
greedy pre-training). We would also like to know, for a determined depth, what type 
of architecture is more appropriate. Should the hidden layer's size increase, decrease or 
stay the same from the first to the last? In this section, we explore those two questions 
with experiments on the MNIST dataset as well as a variant, taken from Larochelle 
et al. [100], where the digit images have been randomly rotated. This last datas et, noted 
MNIST-rotation5 (see Figure 6.8), contains much more intrac1ass variability, is much 
less well described by relatively well separated c1ass-specific c1usters and corresponds 
to a much harder classification problem. The training, validation and test sets contain 
10 000,2000 and 50 000 examples each. We also generated sets of the same size for the 
MNIST datas et. We refer to this version with a smaller training set by MNIST-small. 
5This datas et has been regenerated since Larochelle et al. [100] and is available here: http://www . 
iro.umontreal.ca/-lisa/icm12007. 
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Figure 6.6: Display of the input weights of a random subset of the hidden units, learned 
by an RBM when trained on samples from the MNIST datas et. The activation of units 
of the first hidden layer is obtained by a dot product of such a weight "image" with the 
input image. In these images, a black pixel corresponds to a weight smaller than - 3 and 
a white pixel to a weight larger than 3, with the different shades of gray corresponding 
to different weight values uniformly between - 3 and 3. 
El .: '\ 
, "'0· -, ,-
,. 0, C) 
.. 
, . ~ 
<t .. 
Figure 6.7: Input weights of a random subset of the hidden units, learned by an autoas-
sociator when trained on samples from the MNIST dataset. The display setting is the 
same as for Figure 6.6. 
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Figure 6.8: Samples from the MNIST-rotation datas et. Here, a black pixel corresponds 
to an input value of 0 and a white pixel corresponds to 1 (the inputs are scaled between 
o and 1). 
Network Depth 
One can wonder whether a neural network can be made too deep, Le., whether having 
too many hidden layers can worsen the generalization performance. Of course there 
are many reasons why this may happen. When a neuron is added, more parameters are 
inserted in the mathematical formulation ofthe model, giving it more degrees of freedom 
to fit the model and hence possibly making it able to overfit. On the other hand, it is less 
cIear to what extent the performance can worsen, since a neuron added at the top layer 
of a neural network does not increase the capacity the same way a neuron added "in 
parallel" in a given hidden layer. AIso, in the case of an SRBM network, we can imagine 
that as we stack RBMs, the representation at a hidden layer contains units that correspond 
to more and more disentangled concepts of the input. Now, consider a hypothetical 
deep network where the top-level stacked RBM has learned a representation made of 
units that are mostly independent. An additional RBM stacked on this representation 
would have no statistical structure to learn. This would initialize the weights of that 
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new RBM to zero, which is particularly troublesome as the representation at this level 
would then contain no information about the input. It is not clear if this scenario is 
plausible and one might even argue that it is not, because unlike the case of directed 
models like independent component analysis, no independence assumption is made in 
the prior distribution of the hidden layer of an RBM. But if it were approached the resuIt 
would be detrimental to supervised classification performance. This particular situation 
is not expected with stacked autoassociators, as it will always learn a representation from 
which the previous layer can be reconstructed. Another reason why a deeper architecture 
could produce worse resuIts is simply that our algorithms for training a deep architecture 
can probably be improved. In particular, note that the only joint training of alllayers that 
we have done in our experiments, if any, is at the supervised fine-tuning stage. 
Table 6.3 presents the classification performance obtained by the different deep net-
works with up to 4 hidden layers on MNIST-small and MNIST-rotation. The hyperpa-
rameters of each layer were separately selected with the validation set for all hidden 
layers, using the following greedy strategy: for a network with l hidden layers, only the 
hyperparameters for the top layer were optimized, the hyperparameters for the layers 
below being set to those of the best l 1layers deep network according to the validation 
performance. We settled for this strategy because of the exponential number of possible 
configurations of hyperparameters. For standard neural networks, we also tested several 
random initializations of the weights. For SRBM as well as SAA networks, we tuned 
the unsupervised learning rates and the number of updates. For MNIST-small, we used 
hidden layers of 500 neurons, since the experiments by Hinton [79] suggest that it is an 
appropriate.choice. As for MNIST-rotation, the size of each hidden layer had to be vali-
dated separately for each layer, and we tested values among 500, 1000,2000 and 4000. 
Table 6.3 show that there is indeed an optimal number ofhidden layers for the deep 
networks, and that this optimum tends to be larger when unsupervised greedy layer-wise 
learning is used. For the MNIST-small dataset (Table 6.3), the gain in performance be-
tween 2 and 3 hidden layers for SRBM and SAA networks is not statistically significant. 
However, for the MNIST-rotation datas et, the improvement from 2 to 3 hidden layers 




·1 Depth 1 
MNIST-small MNIST-rotation 
classif. test error classif. test error 
Neural network 1 4.14 % ± 0.17 15.22 % ± 0.31 
(random initialization, 2 4.03 % ± 0.17 10.63 % ± 0.27 
+ fine-tuning) 3 4.24 % ± 0.18 11.98 % ± 0.28 
4 4.47 % ± 0.18 11.73 % ± 0.29 
SAAnetwork 1 3.87 % ± 0.17 Il.43% ± 0.28 
(autoassociator learning 2 3.38 % ± 0.16 9.88 % ±0.26 
+ fine-tuning) 3 3.37% ± 0.16 9.22 % ±0.25 
4 3.39 % ± 0.16 9.20 % ±0.25 
SRBM network 1 
(CD-l learning 2 ' 
+ fine-tuning) 3 
4 
Table 6.3: Classification performance on MNIST-small and MNIST-rotation of different 
networks for different strategies to initialize parameters, and different depths (number of 
layers). 
tribut ion and classification problem of MNIST-rotation, which should require a more 
complex model. The improvement remains significant when fixing the network's hid-
den layers to the same size as in the experiments on MNIST-small, as showed in the 
results of Table 6.4 where the number of units per hidden layer was set to 1000. We 
also compared the performance of shallow and deep SRBM networks with roughly the 
same number ofparameters. With a shallow SRBM network, the best classification error 
achieved was 10.47%, with 4000 hidden units (around 3.2 x 106 free parameters). With 
a 3-layers deep SRBM network, we reached 9.38% classification error with 1000 units 
in each layer (around 2.8 x 106 parameters): better generalization was achieved with 
deeper nets having less parameters. 
Type of Network Architecture 
The model selection procedure of Section 6.6.2 works weIl, but is rather expensive. 
Every time one wants to train a 4 hidden layer network, networks with 1, 2 and 3 hidden 
layers effectively have to be trained as weIl, in order to determine appropriate hyperpa-
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1 Type 
Network 1 MNIST-rotation 
1 Depth 1 Layers width : classif. test error 
SRBM network 1 lk 12.44 % ± 0.29 
(CD-l leaming 2 lk, lk 9.98 % ± 0.26 
+ fine-tuning) 3 lk, lk, lk 9.38 % ± 0.25 
Table 6.4: Classification performance on MNIST-rotation of different networks for dif-
ferent strategies to initialize parameters, and different depths (number of layers). All 
hidden layers have 1000 units. 
rameters for the lower hidden layers. These networks can't even be trained in parallel, 
adding to the computational burden of this model selection procedure. Moreover, the 
optimal hidden layer size for a l-hidden layer network could be much bigger than nec-
essary for a 4 hidden layer network, since a shallow network cannot rely on other upper 
layers to increase its capacity. 
Let us consider the situation where the number ofhidden layers of a deep network has 
already been chosen and good sizes of the different layers must be found. Because the 
space of such possible choices is exponential in the number of layers, we consider here 
only three general cases where, as the layer index increases, their sizes either increases 
(doubles), decreases (halves) or do es not change. We conducted experiments for all 
three cases and varied the total number of hidden neurons in the network. The same 
hyperparameters as in the experiment of Table 6.3 had to be selected for each network 
topologies, however a single unsupervised leaming rate and number of updates were 
chosen for alllayers6 • 
We observe in Figures 6.9 and 6.10 that the architecture that most often is among the 
best performing ones across the different sizes of network is the one with equal sizes of 
hidden layers. It should be noted that this might be a consequence ofusing the same un-
supervised leaming hyperparameters for each layer. It might be that the size of a hidden 
layer has a significant influence on the optimum value for these hyperparameters, and 
that tying them for all hidden layers induces a bias towards networks with equally-sized 
hidden layers. However, having untied hyperparameters would make model selection 
6We imposed this restriction because of the large number of experiments that would otherwise had 
been required. 
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too computationally demanding. Actually, even with tied unsupervised learning hy-
perparameters, the model selection problem is aIready complex enough (and prone to 
overfitting with small datasets), as is indicated by the differences in the validation and 
test classification errors of Table 6.3. 
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Figure 6.9: Classification performance on MNIST-small of 3-layer deep networks for 
three kinds of architectures, as a function of the total number of hidden units. The three 
architectures have increasing / constant / decreasing layer sizes from the bottom to the 
top tayers. Error-bars represent 95% confidence intervals. 
6.7 Continuous-Valued Inputs 
In this section, we wish to emphasize the importance of adapting the unsupervised 
learning algorithms to the nature of the inputs. We will focus on the SRBM network 
because they rely on RBMs, which are less simple to work with and adapt to the sorts of 
visible data we want to model. With the binary units introduced for RBMs and DBNs 
in Hinton et al. [84] one can "cheat" and handle continuous-valued inputs by scaling 
them to the [0, 1] interval and considering each input continuous value as the probability 
for a binary random variable to take the value 1. This has worked well for gray-level 
pixels of handwriting images, which are almost binary, but it may be inappropriate for 
other kinds of input variables. Previous work on continuous-valued input in RBMs in-
clude Chen et Murray [35], in which noise is added to sigmoidal units, and the RBM 
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Figure 6.10: Classification performance on MNIST-rotation of 3-layer deep networks 
for three kinds of architectures. Same conventions as in Figure 6.9. 
forms a special form of diffusion network [118]. Welling et al. [165] also show how 
to derive RBMs from arbitrary choices of exponential distributions for the visible and 
hidden layers of an RBM. We show here simple extensions of the RBM framework in 
which only the energy function and the allowed range of values are changed. As can be 
seen in Figures 6.11 and 6.12 and in the experiment of Section 6.7.3, such extensions 
have a very significant impact on nature of the solution learned for the RBM's weights 
and hence on the initialization of a deep network and its performance. 
6.7.1 Linear Energy: Exponential or Truncated Exponential 
Consider a unit with value Xk in an RBM, connected to units h of the layer above. 
p(xklh) can be obtained by considering the terms in the energy function that contain Xk. 
These terms can be grouped in xk(W!h + Ck) when the energy function is linear in Xk 
(as in Equation 6.7, appendix B), where W.k is the k-th column ofW. Ifwe allow Xk to . 
take any value in interval J, the conditional density of Xk becomes 
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When 1 = [0,(0), this is an exponential density with parameter a(h) = W:]h + Ck, 
and the normalizing integral, equal to a(~)' only exists if a(h) < 0 Vh. Computing the 
density, the expected value (a(~») and sampling would aIl be easy, but since the density 
does not always exist it seems more appropriate to let 1 be a closed interval, yielding a 
truncated exponential density. For simplicity we considet the case 1 = [0,1] here, for 
which the normalizing integral, which always exists, is 
e-a(h) - 1 
The conditional expectation of Xk given h is interesting because it has a sigmoidal-
like saturating and monotone non-linearity: 
Note that E [xklh] does not explode for a(h) near 0, but is instead smooth and in 
the interval [0,1]. A sample from the truncated exponential is easily obtained from a 
uniform sample U, using the inverse cumulative F-l of the conditional density p(xklh): 
The contrastive divergence updates have the same form as for binary units of Equa-
tion 6.11, since the updates only depend on the derivative of the energy with respect 
to the parameters. Only sampling is changed, according to the unit's conditional den-
sity. Figure 6.1 1 shows the filters leamed by an RBM with truncated exponential visible 
units, when trained on MNIST samples. Note how these are strikingly different from 
those obtained with binomial units. 
6.7.2 Quadratic Energy: Gaussian Vnits 
To obtain Gaussian-distributed units, one only needs to add quadratic terms to the 
energy. Adding L::k d%x% gives rise to a diagonal covariance matrix between units of 
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Figure 6.11: Input weights of a random subset of the hidden units, 1eamed by an RBM 
with truncated exponential visible units, when trained on samples from the MNIST 
dataset. The top and bottom images correspond to the same filters but with different 
color scale. On the top, the display setup is the same as for Figures 6.6 and 6.7 and, on 
the bottom, a black and white pixel correspond to weights smaller than -30 and larger 
than 30 respectively. 
\ 
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the same layer, where Xk is the continuous value of a Gaussian unit and 4c is a positive 
parameter that is equal to the inverse of the variance of Xk. In this case the variance is 
unconditional, whereas the mean depends on the inputs of the unit: for a visible unit Xk 
with hidden layer h and inverse variance d~, 
a(h) 
E [xklh] = 2d2 • 
k 
The contrastive divergence updates are easily obtained by computing the derivative 
of the energy with respect to the parameters. For the parameters in the linear terms of the 
energy function h, c and W, the derivatives have the same form as for the case ofbinary 
units. For quadratic parameter dk > 0, the derivative is simply 2dkX~. Figure 6.12 shows 
the filters leamed by an RBM with Gaussian visible units, when trained on MNIST 
samples. 
Gaussian units were previously used as hidden units of an RBM (with multinomial 
inputs) applied to an information retrieval task [165]. That same paper also shows how 
to generalize RBMs to units whose marginal distIibution is from any member of the 
, 
exponential family. 
6.7.3 Impact on Classification Performance 
In order to assess the impact of the choice for the visible layer distribution on the 
ultimate performance of an SRBM network, we trained and compared different deep 
networks whose first level RBM had binary, truncated exponential or Gaussian input 
units. These networks aU had 3 hidden layers, with 2000 hidden units for each of these 
layers. The hyperparameters that were optimized are the unsupervised learning rates and 
number of updates as weIl as the fine-tuning leaming rate. Because the assumption ofbi-
nary inputs is not unreasonable for the MNIST images, we conducted this experiment on 
a modified and more challenging version of the dataset where the background contains 
patches of images downloaded from the Internet. Samples from this dataset are shown 
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Figure 6.12: Input weights ofa random subset of the hidden units, learned by an RBM 
with Gaussian visible units, when trained on samples from the MNIST dataset. The top 
and bottom images correspond to the same filters but with different color scale. On top, 
the display setup is the same as for Figures 6.6 and 6.7 and, on the bottom, a black and 
white pixel correspond to weights smaller than -10 and larger than 10 respectively. 
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in Figure 6.13. This dataset is part ofa benchmark7 designed by Larochelle et al. [100]. 
The results are given in Table 6.5, where we can see that the choice of the input distribu-
tion has a significant impact on the classification performance of the deep network. As 
a comparison, a support vector machine with Gaussian kemel achieves 22.61 % error on 
this dataset [100]. Other experimental results with truncated exponential and Gaussian 
input units are found in Bengio et al. [14]. 
6.8 Generating vs Encoding 
Though the SRBM and SAA networks are similar in their motivation, there is a fun-
damental difference in the type of unsupervised leaming used during training. Indeed, 
the RBM is based on the leaming algorithm of a generative model, which is trained to 
be able to generate data similar to those found in the training set. On the other hand, 
the autoassociator is based on the leaming algorithm of an encoding model whichtries 
to leam a new representation or code from which the input can be reconstructed without 
too much loss of information. 
, 
It is not clear which of the two approaches (generating or encoding) is the most ap-
propriate. The advantage of a generative model is that the assumptions that are made are 
usually clear. However, it is possible that the problem it is trying to solve is harder than 
it needs to be, since ultimately we are only interested in coming up with good represen-
tations or features of the input. For instance, if one is interested in finding appropriate 
clusters in a very high dimensional space, using a mixture of Gaussians with full covari-
ance matrix can quickly become too computationally intensive, whereas using the simple 
k-means algorithm might do a good enough job. As for encoding models, they do not 
require to be interpretable as a generative model and they can be more flexible because 
any parametric or non-parametric form can be chosen for the encoder and decoder, as 
long as they are differentiable. 
Another interesting connection between reconstruction error in autoassociators and 
CD in RBMs was mentioned earlier: the reconstruction error can be seen as an estimator 
7The benchmark's datasets can be downloaded from http://www . ira. umantreal . cal 
-lisa/icm12007 
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Figure 6.13: Samples from the modified MNIST digit recognition dataset with a back-
ground containing image patches. Here, a black pixel corresponds to an input value of 0 
and a white pixel corresponds to 1 (the inputs are scaled between 0 and 1). 
of the log-likelihood gradient of the RBM which has more bias but less variance than 
the CD update mIe [11]. In that paper it is shown how to write the RBM log-likelihood 
gradient as a series expansion where each term is associated with a sample of the con-
trastive divergence Gibbs chain. Because the terms become smaller and converge to 
zero, this justifies taking a tmncation of the series as an èstimator of the gradient. The 
reconstruction error gradient is a mean-field (i.e., biased) approximation of the first term, 
whereas CD-I is a sampling (i.e., high-variance) approximation of the first two terms, 
and similarly CD-k involves the first 2k terms. 
This suggests combining the reconstruction error and contrastive divergence for train-
ing RBMs. During unsùpervised pre-training, we can use the updates given by both al-
gorithms and combine them by associating a coefficient to each ofthem. This is actually 
equivalent to applying the updates one after the other but using different leaming rates 
for both. We tested this idea in the MNIST dataset split of Section 6.6.1, where we 
had to validate s~parately the leaming rates for the RBM and the autoassociator updates. 
This combination improved on the results of the SRBM and the SAA networks, obtain-
/ 
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SRBM input type Train. Valid. 1 Test 1 
Bernoulli 10.50% 18.10% 20.29% 
Gaussian 0% 20.50% 21.36% 
Truncated exponential 0% 14.30% 14.34% 
Table 6.5: Classification error on MNIST with background containing patches of images 
(see Figure 6.13) on the training, validation, and test sets, for different distributions of 
the input layer for the bottom RBM. The best hyperparameters were selected according 
to the validation error. 
ing 1.02% and 1.09% on the validation and test set respectively. This improvement was 
confirmed in a more complete experiment on 6 other folds with mutually exclusive test 
sets of 10 000 examples, where the mixed gradient variant gave on average a statistically 
significant improvement of 0.1 % on a SRBM network. One possible explanation for the 
improvement brought by this combination is that it uses a better trade-off between bias 
and variance in estimating the log-likelihood gradient. 
Another deterministic alternative to CD is mean-field CD (MF-CD) of Welling et 
Hinton [164], and is equivalent to the pseudocode code in Appendix B, with the state-
ments hO rv p(hlxO) and VI rv p(xlhO) changed to hO f- sigmoid(b + WvO) and 
VI f- sigmoid(c + WThO) respectively. MF-CD can be used to test another way to 
change the bias/variance trade-off, either as a gradient estimator alone, or by combin-
ing it to the CD-l gradient estimate (in the same way we combined the autoassociator 
gradient with CD-l, previous paragraph). On the MNIST split of Section 6.6.1, SRBM 
networks with MF -CD and combined CD-1/MF -CD8 achieved 1.26% and 1.17% on the 
test set respectively. The improvement brought by combining MF -CD with CD-1 was 
not found to be statistically significant, based on similar experiments on the 6 other folds. 
This suggests that something else than the bias/variance trade-off is at play in the 
improvements observed when combining CD-1 with the autoassociator gradient. A hy-
pothesis that should be explored is that whereas there is no guarantee that an RBM will 
encode in its hidden representation aH the information in the input vector, an autoassoci-
ator is trying to achieve this. In fact an RBM trained by maximum likelihood would be 
glad to completely ignore the inputs ifthese were independent of each other. Minimizing 
8The weight of the CD-l and MF-CD gradient estimates was considered as a hyperparameter. 
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the reconstruction error wou Id prevent this, and may be useful in the context where the 
representations are later used for supervised classification (which is the case here). 
6.9 Continuous Training of ail Layers of a Deep Network 
The layer-wise training algorithm for networks of depth l actually has l + 1 separate 
training phases: first the l phases for the unsupervised training of each layer, and then 
the final supervised fine-tuning phase to adjust aIl. the parameters simultaneously. One 
element that we would like to dispense with is having to decide the number of unsuper-
vised training iterations for each layer before starting the fine-tuning. One possibility is 
then to execute aIl phases simultaneously, i.e., train alllayers based on both their greedy 
unsupervised and global supervised gradients. The advantage is that we can now have a 
single stopping criterion (for the whole network). However, computation time is slightly 
greater, since we do more computations initially on the upper layers, which might be 
wasted before the lower layers converge to a decent representation, but time is saved 
on optimizing hyperparameters. When this continuous training variant is used on the 
MNIST datas et with the same experimental setup as in Section 6.6.1, we reach 1.6% and 
1.5% error on the test set respectively for the SRBM network and the SAA network, so 
unsupervised leaming still brings better generalization in this setting. This variant may 
be more appealing for on-tine training on very large datasets, where one would never 
cycle back on the training data. 
However, there seems to be a price to pay in terms of classification error, with this 
online variant. In order to investigate what could be the cause, we experimented with 
a 2-phase algorithm designed to shed some Iight on the contribution of different factors 
to this decrease. In the first phase, aIl layers of networks were simultaneously trained 
according to their unsupervised criterion without fine-tuning. The output layer is still 
trained according to the supervised criterion, however, unlike in Section 6.6.1, the gra-
dient is not backpropagated into the rest of the network. This allows us to monitor the 
discriminative capacity of the t~p hidden layer. This first phase also enables us to verity 
whether the use of the supervised gradient too early during training explains the de-
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crease in performance (recall the poor results obtained with purely supervised greedy 
layer-wise training). Then, in the second phase, 2 options were considered: 
1. fine-tune the who le network according to the supervised criterion and stop layer-
wise unsupervised learning; 
2. fine-tune the whole network and maintain layer-wise unsupervised learning (as in 
the previous experiment). 
Figures 6.14( a) and 6.15( a) show exarnples of the progression of the test classifica-
tion error for such an experiment with the SRBM and SAA networks respectively. As 
a baseline for the second phase, we also give the performance of the networks when 
unsupervised learning is stopped and only the parameters of the output layer are trained. 
These specifie curves do not correspond to the best values of the hyperparameters, but 
are representative of the global picture we observed on several runs with different hyper-
parameter values. 
We observe that the best option is to perform fine-tuning without layer-wise unsuper-
vised learning, even when supervised learning is not introduced at the beginning. AIso, 
though performing unsupervised and supervised learning at the same time outperforms 
unsupervised learning without fine-tuning, it appears to yield over-regularized networks, 
as indicated by the associated curves of the training negative log-likelihood of the tar-
get classes for both networks (see Figures 6.14(b) and 6.15(b». Indeed, we see that by 
maintaining sorne unsupervised learning, the networks are not able to optimize as well 
their supervised training objective. From other runs with different learning rates, we 
have observed that this effect becomes less visible when the supervised learning rate 
gets larger, which reduces the relative importance of the unsupervised updates. But then 
the unsupervised updates usually bring significant instabilities in the learning process, 
making even the training cost oscillate. 
Another interesting observation is that, when layer-wise unsupervised learning is per-
formed, the classification error is less stable in an SRBM network than in an SAA net-
work, as indicated by the dented leaming curves in Figure 6. 14(b), whereas the curves in 
Figure 6. 15(b) are smoother. This may be related to the better performance of the SAA 
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(b) SRBM network, train NLL error curves. 
Figure 6.14: Example oflearning curves of the 2-phase experiment of Section 6.9. Dur-
ing the tirst half of training, aIl hidden layers are trained according to CD and the output 
layer is trained according to the supervised objective, for an curves. In the second phase, 
an combinations of two possibilities are displayed: CD training is performed at an hid-
den layers ("CD") or not (''No CD"), and aIl hidden layers are tine-tuned according to 
the supervised objective ("hidden supervised tine-tuning") or not ("no hidden supervised 
tine-tuning"). 
0.10,r======.=====:::===.==:::;"] 
- No AA. hldden supervtsed flne-tunlng 
...... No AA. no hldden supervlsed flne-tunlng 
- . _. AA. hldden supervlsed flne-tunlng 
- - AA. no hldden supervlsed flne-tunlng 
0.05 
'!":-: ---- - - - --
0.000!;-----S=::0---~100:;:----7.1S~0------;!2oo 
(a) SAA network, test classification error curves 
O",r======'=====:::==='===il 
- No AA. hldden supervised flne-tunlng 
...... No AA. no hldden supervlsed flne-tunlng 
_. - AA. hldden supervtsed flne-tunlng 
- - AA. no hldden supervlsed flne-tunlng 
0.2 
O.OO1-------SO=::-----;-!:l00::-----=:;;lS;:O ===:2200 
(b) SAA network, train NLL error curves. 
Figure 6.15: Same as Figure 6.14, but with autoassociators ("M') used for layer-wise 
unsupervised learning. 
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network (1.5%) versus the SRBM network (1.6%) when combining unsupervised and 
supervised gradients, in the experiment reported at the beginning of this section. Au-
toassociator leaming might hence be more appropriate here, possibly because its train-
ing objective, i.e., the discovery of a representation that preserves the information in the 
input, is more compatible with the supervised training objective, which asks that the net-
work discovers a representation that is predictive of the input's class. This hypothesis is 
related to the one presented at the end of Section 6.8 regarding the apparent improvement 
brought by minimizing the reconstruction error in addition to CD-l updates. 
These experiments show that one can eliminate the multiple unsupervised phases: 
each layer can be pre-trained in a way that simply ignores what the layer above are 
doing. However, it appears that a final phase involving only supervised gradient yields 
the best performance. A plausible explanation of these results, and in particular the 
quick improvement when the unsupervised updates are removed, is that the unsupervised 
pre-training brings the parameters near a good solution for the supervised criterion, but 
far enough from that solution to yield a significantly higher classification error. Note 
that in a setting where there is little labeled data but a lot of unlabelled examples, the 
additional regularization introduced by maintaining sorne unsupervised leaming might 
be beneficial [136]. 
6.10 Conclusion 
In this paper, we discussed in detail three princip les for training deep neural net-
works, which are (1) pre-training one layer at a time in a greedy way (2) using unsu-
pervised leaming at each layer in a way that preserves information from the input and 
disentangles factors of variation and (3) fine-tuning the whole network with respect to 
the ultimate criterion of interest. We also presented experimental evidence that sup-
ports the claim that they are key ingredients for reaching good results. Moreover, we 
presented a series of experimental results that shed sorne light on many aspects of deep 
networks: confirming that the unsupervised procedure helps the optimization ofthe deep 
architecture, while initializing the parameters in a region near which a good solution of 
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the supervised task can be found. Our experiments showed cases where greater depth 
clearly helps, but too much depth could be slightly detrimental. We found that CD-l 
can be improved by combining it with the gradient of reconstruction error, and that this 
is not just due to the use ofa lower-variance update. We showed that the choice of in-
put distribution in RBMs could be important for continuous-valued input and yielded 
different types of filters at the first layer. Finally we studied variants more amenable to 
online leaming in which we show that if different. training phases can be combined, the 
best results were obtained with a final fine-tuning phase involving only the supervised 
gradient. 
There are many questions and issues that remain to be addressed and that we intend 
to investigate in future work. As pointed out in Section 6.8, the most successful unsuper-
vised learning approach seems to faH in between generative and encoding approaches. 
This raises questions about what are the properties of a leaming algorithm that leams 
good representations for deep networks. Finding good answers to these questions would 
have a direct positive impact on the performance of deep networks. Finally, better model 
selection techniques that would permit to reduce the number ofhyperparameters would 
be beneficial and will need to be developed for deep network learning algorithms to 
become easier to use. 
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Appendix A: Pseudocode for Greedy Layer-Wise Training Paradigm 
Input: training set D = {(Xt, Yt)};=l' pre-training leaming rate Epre-train and fine-
tuning learning rate Efine-tune 
Initialize weights W}k "-' U( _a-o.s , a-o.S) with a = max(lhi-11, Ihi!) and set biases 
hi to 0 
% Pre-training phase 
for i E {l, . '.' , l} do 
while Pre-training stopping criterion is not met do 
Pick input example Xt from training set 
""'0 h (Xt) +-- Xt 
for j E {l, ... , i - 1} do 
aj(Xt) = hi + Wjhj-1(Xt) 
hj (Xt) = sigmoid ( a j (Xt) ) 
end for 
Using hi-l(Xt) as input example, update weights Wi and biases hi-l, hi with 
learning rate Epre-train according to a layer-wise unsupervised criterion (see pseu-
docodes in appendices B and C) 
end while 
end for 
% Fine-tuning phase 
while Fine-tuning stopping criterion is not met do 
Pick input example (Xt, Yt) from training set 
% Forward propagation 
hO(Xt) +-- Xt 
for i E {l, .. . ,l} do 
ai(Xt) = bi + Wihi-l(Xt) 
hi(Xt) = sigmoid (ai(Xt)) 
end for 
al+1(Xt) = bl+1 WI+lhl(Xt) 




In the fust step of the gradient computation, one has to be careful to compute the 
gradient of the cost with respect to a l+1(Xt) at once, in order not to lose numerical 
precision during the computation. In particular, computing all(~t\xtl tirst, then a~~(~~t) 
and applying chain-mIe, leads to numerical instability and sometimes parameter value 
explosion (NaN). 
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Appendix B: Restricted Boltzmann Machines and Deep BeliefNetworks 
Restricted Boltzmann Machine 
A restricted Boltzmann machine is an energy-based generative model defined over a 
visible layer v (sometimes called input) and a hidden layer h (sometimes called hidden 
factors or representation). Given an energy function energy(v, h) on the whole set of 
visible and hidden units, the joint probability is given by 
e-energy(v,h) 
p(v,h) = Z (6.6) 
where Z ensures that pCv, h) is a valid distribution and surns to one. See Figure 6.3 for 
an illustration of an RBM. 
Typically we take hi E {a, 1}, but other choices are possible. For now, we consider 
only binary units, i.e., Vi E {a, 1} (the continuous case will be discussed in Section 6.7), 
where the energy function has the fonn 
energy(v,h) = -hTWv-cTv-bTh = - LCkVk- Lbjhj - LWjkvkhj. (6.7) 
k j jk 
When considering the marginal distribution over v, we obtain a mixture distribution 
pey) = LP(v, h) = LP(vlh)p(h) 
h h 
with a number of parameters linear in the nurnber of hidden units H, white having a 
nurnber of components exponential in H. This is because h can take as many as 2H 
possible values. The 2H distributions p(vlh) will in general be different, but they are 
tied. Though computing exactly the marginal p( v) for large values of H is impractical, 
a good estimator of the log-likelihood gradient have been found with the contrastive 
divergence algorithm described in the next section. An important property of RBMs 
is that the posterior distribution over one layer given the other is tractable and fast to 
compute, as opposed to mixture models with very many components in general. Indeed 
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one can show that 
p(vlh) = IIp(vklh) where p(Vk = llh) = sigmoid(ck + L Wjkhj ) (6.8) 
k j 
p(hlv) = IIp(hjlv) where p(hj = llv) = sigmoid(bj + L WjkVk). (6.9) 
j k 
Because of the particular parametrization of RBMs, inference of the "hidden factors" 
h given the observed input vector v is very easy because those factors are condition-
ally independent given v. On the other hand, unlike in many factor models (such as 
ICA [9,38,97] and sigmoidal beliefnetworks [43, 81, 141]), these factors are generally 
not marginally independent (when we integrate v out). Notice the similarity between 
Equations 6.9 and 6.1, which makes it possible to relate the weights and biases of an 
RBM with those of a deep neural network. 
Learning in a Restricted Boltzmann Machine 
To train an RBM, we would like to compute the gradient ofthe negative log-likelihood 
of the data with respect to the RBM's parameters. However, given an input example vo, 
the gradient with respect to a parameter 0 in an energy-based model 
o 
00 (-logp(vo)) E [oenergy(vo• h)] E [oenergy(v, h)] p(hlvo) , 00 - p(v,h) 00 (6.10) 
necessitates a sum over all possible assignments for h (first expectation of Equation 6.10) 
and another SUffi over all assignments for v and h (second expectation). The first ex-
pectation is not problematic in an RBM because the posterior p(hlvo) and ôener~(vo,h) 
factorize. However, the second expectation requires a prohibitive exponential sum over 
the possible configurations for v or h. 
Fortunately, there exists an approximation for this gradient given by the contrastive 
divergence (CD) algorithm [78], which has been shown to work well empirically [28]. 
There are two key elements in this approximation. First, consider that in order to estimate 
the second term of Equation 6.10, we could replace the expectation by a unique evalu-
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ation of the gradient 8ener:(v,h) at a particular pair of values (v, h). This pair should 
ideally be sampled from the distribution pCv, h), which would make the estimation of 
the gradient unbiased. However, sampling exactly from an RBM distribution is not as 
easyas in a directed graphical model. Instead, we have to rely on sampling methods 
such as Markov Chain Monte Carlo methods. For an RBM, we can use Gibbs sampling 
based on the conditional distributions of Equations 6.8 and 6.9, but this method can be 
costly if the Markov chain mixes slowly. So the second key idea is to mn only a few 
iterations of Gibbs sampling and use the data sample Vo as the initial state for the chain 
at the visible layer. It turns out that applying only one iteration of the Markov chain 
works weIl in practice. This corresponds to the following sampling procedure: 
h P(hiIVi) d p(vi+llhÜ h . f l' fr (h 1 ) d w ~re ---+ an ---+ represent t e operatlons 0 samp mg om P i Vi an 
p(Vi+llhi ) respectively. Estimation of the gradient using the above sampling procedure 
is noted CD-l, with CD-k referring tothe contrastive divergence algorithm, perfonn-
ing k iterations of the Markov chain up to Vk. Training with CD-k has been shown to 
empirically approximate well training with the exact log-likelihood gradient [28]. Fur-
thennore, it can be shown that the CD-k update is an unbiased estimator of the truncation 
of a series expansion of the log-likelihood gradient [11], where the truncated part of the 
series converges to 0 as k increases. 
Now let us consider the estimation of the gradient on a weight Wjk • We have 
8energy(v, h) _ -h. 
8Wjk - )Vk 
which means that the CD-l estimate of the gradient becomes 
(6.11) 
This is similar to what was presented in Hinton et al. [84] except that we clarifY here 
that we take the expected value of h given v instead of averaging over samples. These 
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estimators have the same expected value because 
Usingp(hlvk) instead ofhk is also what is found in the Matlab code distributed with Hin-
ton et Salakhutdinov [83]. Note that it is still necessary to sample ho "-' p(hlvo) in order 
to sample VI, but it is not necessary to sample hl. The above gradient estimator can 
then be used to perform stochastic gradient descent by iterating through all vectors Vo 
of the training set and performing a parameter update using that gradient estimator in 
an on-line fashion. Gradient estimators for the biases bk and Cj can as easily be derived 
from Equation 6.10. 
Notice also that, even if Vo i.s not binary, the formula for the CD-l estimate of the 
gradient does not change and is still computed essentially in the same way: only the 
sampling procedure for p(vlh) changes (see Section 6.7 for more details about dealing 
with continuous-valued inputs). The CD-l training update for a given training input is 
detailed by the pseudocode in the next section. 
In our implementation of the greedy layer-wise initialization phase, we use the de-
terministic sigmoidal outputs of the previous level as training vector for the next level 
RBM. By interpreting these real-valued components as probabilities, learning such a 
distribution for binary inputs can be seen as a crude "mean-field" way of dealing with 
probabilistic binary inputs (instead of summing or sampling across input configurations). 
Pseudocode for Contrastive Divergence (CD-l) Training Update 
Input: training input x, RBM weights W i and biases bi-l, bi and learning rate € 
Notation: a "'" pC-) means set a equal to a random sample from pC- ) 
% Set RBM parameters 
W +-- W i b +-- b i C +-- b i - 1 , , 
% Positive phase 
VO +-- x 
hO +-- sigmoid(b + WVO) 
% Negative phase 
hO "-' p(hlvO) according to Equation 6.9 
VI "-' p(vlhO) according to Equation 6.8 
hl +-- sigmoid(b + Wv l ) 
% Update 
W i +-- W i + € (ho (vO)T _ hl (vl)T) 
bi +-- bi + € (ho _ hl) 
bi - l +-- bi - l + € (vO _ VI) 
Deep Belief Network 
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We. wish to make a quick remark on the distinction between the SRBM network and 
the more wide1y known deep beliefnetwork (DBN) [84], which is not a feed-forward 
neural network but a multi-Iayer generative model. The SRBM network was initially 
derived [84] from the DBN, for which stacking RBMs a1so provides a good initialization. 
A DBN is a generative model with severa1 1ayers of stochastic units. It actually 
corresponds to a sigmoid betief network [119] of l - 1 hidden layers, where the prior 
over its top hidden layer h l - l (second factor of Equation 6.12) is an RBM, which itself 
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has a hidden layer hl. More precisely, it defines a distribution over an input layer x and 
llayers ofbinary stochastic units hi as follows: 
(6.12) 
where hidden units are conditionally independent given the units in the above layer 
p(hi-llhi) = IIp(h~-llhi) . 
k 
To process binary values, Bernoulli layers can be used, which correspond to equations 
where hO = x is the input. We a1so have 
1 l "1-1hl-1,, bl hl " wl h l - 1h l p(h -l,h) <X eL.JjCj j +L.Jk k k+L.Jjk jk j k (6.13) 
for the top RBM. Note that Equation 6.13 can be obtained from Equations 6.6 and 6.7, 
by naming vas hl-l, and h as hl. 
We emphasize the distinction between hi and hi(x), where the former is a random 
variable, and the latter is the representation of an input x at the i-th hidden layer of the 
network obtained from the repeated application of Equation 6.1. 
To train such a generative model, Hinton et al. [84] proposed the pre-training phase 
of the SRBM network. When a DBN has the same number ofunits in its even-numbered 
and odd-numbered layers (separately, i.e. not alllayers need to have the same size), it 
was actually shown that this initialization improves a lower bound on the likelihood of 
the data as the DBN is made deeper. After this pre-training phase is over, Hinton et al. 
[84] propose a variant of the Wake-Sleep algorithm for sigmoid beliefnetworks [81] to 
fine-tune the generative model. 
By noticing the similarity between the process of approximating the posterior p(h i lx) 
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in a deep belief network and computing the hidden layer representation of an input x in 
a deep network, Hinton [79] then proposed the use of the greedy layer-wise pre-training 
procedure for deep betief networks to initialize a deep ,feed-forward neural network, 
which corresponds to the SRBM network described in this paper. 
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Appendix C: Pseudocode of Autoassociator Training Update 
Input: training input x, autoassociator weights Wi and biases bi-l, bi and leaming 
rate E 
% Set autoassociator parameters 
W +- Wi b +- bi C +- bi- 1 , . , 
% Forward propagation 
a(x) +- b+ Wx 
h(x) +- sigmoid(a(x)) 
â(x) +- c + WTh(x) 
x+- sigmoid(â(x)) 
% Backward gradient propagation 
âC(x,x) ~ 
ââ(x) +- x - x 
âCjx,x) WâC(x,x) 
âh(x) +- ââ(x) 




W i Wi _ (âC(X,x) T + h~( ) âC(x,x) T) +- E âa(x) X X ââ(x) 
bi bi _ âC(x,x) 
+- E âa(x) 
b i-1 bi-l _ âC(x,x) +- E ââ(x) 
CHAPITRE 7 
PRÉSENTATION DU TROISIÈME ARTICLE 
7.1 Détails de l'article 
An Empirical Evaluation of Deep Architectures on Problems with Many Factors of 
Variation 
Hugo Larochelle, Dumitru Erhan, Aaron Courville, James Bergstra et Yoshua Bengio 
Publié dans Proceedings of the 24th Annual International Conference on Machine Lear-
ning, Omnipress en 2007. 
7.2 Contexte 
Au chapitre précédent, on a vu différentes approches basées sur un apprentissage 
non-supervisé et capables d'améliorer l'entraînement d'un réseau de neurones profond. 
On y a étudié empiriquement l'impact du choix de différentes topologies pour un ré-
seau profond et de l'utilisation de différentes variantes de l'approche vorace couche par 
couche. Cependant, les expériences en question ont porté sur relativement peu de jeux de 
données, soit principalement la base de données MNIST ainsi qu'une variante contenant 
des rotations d'image. 
7.3 Contributions 
Dans l'article suivant, plutôt que de varier le fonctionnement des algorithmes d'ap-
prentissage pour réseaux profonds, on varie le problème d'apprentissage à résoudre. Plus 
précisément, on démontre que pour des problèmes dont l'entrée est générée selon plu-
sieurs facteurs de variation indépendants, l'avantage en terme de performance de gé-
néralisation apporté par les réseaux profonds (entraînés selon les algorithmes décrits 
au chapitre 6) devient particulièrement important. On désigne par facteurs de variation 
l'ensemble des variables latentes déterminant le processus de génération des entrées. 
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Plus spécifiquement, supposons que le modèle générateur des données puisse être écrit 
comme suit: 
p(x) = L ... L p(xlhl)' . ') hl)p(hl ) .. . p(hl) ) 
hl EHI hl EHI 
où les l variables latentes hl . : . hl correspondent chacune à un facteur de variation. Par 
exemple, dans le cas du jeu de données MNIST auquel on a appliqué des rotations, h 
inclura une variable hi correspondant à l'angle de la rotation. 
Ainsi, on démontre empiriquement dans cet article que les réseaux de neurones, en 
particulier ceux entraînés à l'aide de machines de Boltzmann restreintes, ont en général 
une meilleure performance de généralisation que d'autres modèles «plats» (i.e., non 
profonds). On y souligne aussi une difficulté appréhendée dans l'utilisation des réseaux 
profonds, dans le cas où la distribution des entrées contient plusieurs facteurs de variation 
n'étant pas corrélés avec la cible y mais étant suffisamment complexes pour nécessiter 
de la capacité de la part du réseau. 
7.4 Commentaires 
Les résultats publiés à l'origine pour les jeux de données incluant des rotations 
(mnist-rot et mnist-rot-back-image) ont dû être regénérés, suite à la découverte d'une 
erreur dans le code générant ces rotations. Ainsi, les nouveaux résultats ont remplacé 
les anciens dans la version de cet article transcrite dans cette thèse. Le texte de l'ana-
lyse des résultats a aussi été mis à jour afin de mieux refléter ces nouveaux résul-
tats. À noter que ces nouveaux résultats ont été générés en 2007, et ont aussitôt été 
ajoutés au site Web mis sur pied dans le cadre de ces travaux, à l'adresse http: 
1 Iwww. iro. umontreal. cal -lisal icm12007. De plus, ces nouveaux résultats 
n'ont rien changé aux conclusions qualitatives générales de l'article. 
De plus, les réseaux profonds entraînés à l'aide de machines de Boltzmann restreintes 
pour cet article ne correspondent pas èxactementaux réseaux SRBMdu chapitre précé-
dent. Effectivement, on a ici tenté de respecter le plus possible la définition d'un Deep 
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Belie! Network (DBN) en utilisant une procédure d'inférence pour p(ylx) qui soit la 
moins approximative possible. Ainsi, à partir de la valeur de l'avant-dernière couche 
cachée, une formule différente a été appliquée afin de calculer la sortie du réseau. Ef-
fectivement, dans cet article, la dernière couche cachée correspond à la couche cachée 
d'une machine de Boltzmann restreinte pour la classification! décrite au chapitre 4. La 
prédiction de y à partir de l'avant-dernière couche cachée pr~nd alors la même forme 
que l'équation 4.4 (où x est remplacé par la valeur de l'avant-dernière couche cachée), 
plutôt que de suivre le calcul standard d'un réseau de neurones (voir l'équation 6.1). 
Cependant, mon expérience avec ces réseaux m'indique que cette petite différence n'a 
vraisemblablement pas eu d'impact important sur les résultats obtenus et que les conclu-
sions dérivées de cet article auraient été les mêmes si un réseau SRBM avait été utilisé. 
1 Plus précisément, les neurones liés à la prédicion de y font alors partie de la couche visible de la 
machine de Boltzmann. 
CHAPTER8 
AN EMPIRICAL EVALUATION OF DEEP ARCIDTECTURES ON 
PROBLEMS WITH MANY FACTORS OF VARIATION 
8.1 Abstract 
Recently, severallearning algorithms relying on models with deep architectures have 
been proposed. Though they have demonstrated impressive performance, to date, they 
have only been evaluated on relatively simple problems such as digit recognition in a 
controlled environment, for which many machine learning algorithms already report 
reasonable results. Here, we present a series of experiments which indicate that these 
models show promise in solving harder learning problems that exhibit many factors of 
variation. These models are compared with well-established algorithms such as Support 
Vector Machines and single hidden-layer feed-forward neural networks. 
8.2 Introduction 
Several recent empirical and theoretical results have brought deep architectures to the 
attention of the machine leaming community: they have been used, with good results, 
for dimensionality reduction [83, 136], and classification of digits from the MNIST data 
set [14,84]. A core contribution ofthis body ofwork is the training strategy fora family 
of computational models that is similar or identical to traditional multilayer perceptrons 
with sigmoidal hidden units. Traditional gradient-based optimization strategies are not 
effective when the gradient must be propagated across multiple non-linearities. Hinton 
[79] gives empirical evidence 'that a sequential, greedy, optimization of the weights of 
each layer using the generative training criterion of a Restricted Boltzmann Machine 
tends to initialize the weights such that global gradient-based optimization can work. 
Bengio et al. [14 J showed that this procedure also worked using the autoassociator 00-
supervised training criterion and empirically studied the sequential, greedy layer-wise 
strategy. However, to date, the only empirical comparison on classification problems 
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between these deep training algorithms and the state-of-the-art has been on MNIST, on 
which many algorithms are relatively successful and in which the classes are known to 
be weIl separated in the input space. It remains to be seen whether the advantages seen 
in the MNIST dataset are observed in other more challenging tasks. 
Ultimately, we would like algorithms with the capacity to capture the complex struc-
ture found in language and vision tasks. These problems are characterized by many 
factors of variation that interact in nonlinear ways and make leaming difficult. For ex-
ample, the NORB dataset introduced by LeCun et al. [107] features toys in real scenes, 
in various lighting, orientation, clutter, and degrees of occlusion. In that work, they 
demonstrate that existing general algorithms (Gaussian SVMs) perform poorly. In this 
work, we propose a suite of datasets that spans sorne of the territory between MNIST and 
NORB-starting with MNIST, and introducing multiple factors of variation such as rota-
tion and background manipulations. These toy datasets allow us to test the limits of cur-
rent state-of-the-art algorithms, and explore the behavior of the newer deep-architecture 
training procedures, with architectures not tailored to machine vision. In a very limited 
but significant way, we believe that the se problems are closer to "real world" tasks, and 
can serve as milestones on the road to AI. 
8.2.1 Shallow and Deep Architectures 
We define a shallow mode/ as a model with very few layers of composition, e.g. 
linear models, one-hidden-Iayer neural networks and kemel SVMs (see figure 8.1). On 
the other hand, deep architecture mode/s are such that their output is the result of the 
composition of sorne number of computational units, commensurate with the amount of 
data one can possibly collect, i.e. not exponential in the characteristics of the problem 
such as the number of factors of variation or the number of inputs. These units are 
generally organized in layers so that the many levels of computation can be composed. 
A function may appear complex from the point of view of a local non-parametric 
leaming algorithm such as a Gaussian kemel machine, because it has many variations, 
such as the sine function. On the other hand, the Kolmogorov complexity of that func-
tion could be small, and it could be representable efficiently with a deep architecture. 
(a) Linear model architecture (b) Single layer neural net- (c) Kemel SVM architecture 
work architecture 
Figure 8.1: Examples of models with shallow architectures. 
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See Bengio et LeCun [15] for more discussion on this subject, and pointers to the cir-
cuit complexity theory literature showing that shallow circuits can require exponentially 
more components than deeper circuits. 
However, optimizing deep architectures is computationally challenging. It was be-
lieved until recently impractical to train deep neural networks (except Convolutional 
Neural Networks [104]), as iterative optimization procedures tended to get stuck near 
poor local minima. Fortunately, effective optimization procedures using unsupervised 
learning have recently been proposed and have demonstrated impressive performance 
for deep architectures. 
8.2.2 Scaling to Harder Learning Problems 
Though there are benchmarks to evaluate generic leaming algorithms (e.g. the UCI 
Machine Leaming Repository) many of these proposed leaming problems do not possess 
the kind of complexity we address here. 
We are interested in problems for which the underlying data distributIon can be 
thought as the product of factor distributions, which means that a sample corresponds 
to a combination of particular values for these factors. For example, in a digit recog-
nition task, the factors might be the scaling, rotation angle, deviation from the center 
of the image and the background of the image. Note how some of these factors (such 
as the background) may be very high-dimensional. In naturallanguage processing, fac-
tors which influence the distribution over words in a document inc1ude topic, style and 
132 
various characteristics of the author. In speech recognition, potential factors can be the 
gender of the. speaker, the background noise and the amount of echo. in the environment. 
In these important settings, it is not feasible to collect enough data to cover the input 
space effectively; especially when these factors vary independently. 
Research in incorporating factors of variation into leaming procedures has been 
abundant. A lot of the pub li shed results refer to leaming invariance in the domain of digit 
recognition and most of these techniques are engineered for a specific set of invariances. 
For instance, Decoste et Scholkopf [45] present a thorough review that discusses the 
problem of incorporating prior knowledge into the training procedure of kemel-based 
methods. More specifically, they discuss prior knowledge about invariances such as 
translations, rotations etc. Three main methods are described: 
1. hand-engineered kemel functions, 
2. artificial generation oftransformed examples (the so-called Virtual SV method), 
3. and a combination ofthe two: engineered kemels that generate artificial examples 
(e.g. kernel jittering). 
The main drawback of these methods, from our point of view, is that domain ex-
perts are required to explicitly identify the types of invariances that need to be modeled. 
Furthermore these invariances are highly problem-specific. While there are cases for 
which manually crafted invariant features are readily available, it is difficult in general 
to construct invariant features. 
We are interested in leaming procedures and architectures that would automatically 
discover and represent such invariances (ideally, in an efficient manner). We believe 
that one good way of achieving such goals is to have procedures that leam high-Ievel 
features ("abstractions") that build on lower-Ievel features. One ofthe main goals ofthis 
paper is thus to examine empirically the link between high-Ievel feature extraction and 
different types of invariances. We start by describing two architectures that are designed 
for extracting high-Ievel features. 
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8.3 Learning Algorithms with Deep Architectures 
Hinton et al. [84] introduced a greedy layer-wise unsupervised learning algorithm 
for Deep BeliefNetworks (DBN). This training strategy for such networks was subse-
quently analyzed by Bengio et al. [14] who concluded that it is an important ingredient 
in effective optimization and training of deep networks. While lower layers of a DBN 
extract "low-Ievel features" from the input observation x, the upper layers are supposed 
to represent more "abstract" concepts that explain x. 
8.3.1 Deep Belief Networks and Restricted Boltzmann Machines 
For classification, a DBN model with e layers models the joint distribution between 
target y, observed variables Xj and i hidden layers hk made of aIl binary units h:, as 
follows: 
P(x, hl , ... , h') = 0] P(h k 1 hk+l)) P(y, h'-l, h') 
where x = hO, P(hklhk+I) has the form given by equation 8.1 and P(y, he-I, he) is a 
Restricted Boltzmann Machine· (RBM), with the bottom layer being the concatenation 
of y and h e- l and the top layer is he. 
An RBM with n hidden units is a parametric model of the joint distribution between 
hidden variables hi and observed variables Xj ofthe form: 
P(x, h) ex eh'Wx+b'x+c'h 
with parameters () = (W, b, c). Ifwe restrict hi and Xj to be binary units, it is straight-
forward to show that 




where sigmoid is the logistic sigmoid function, and P(hlx) also has a similar form: 
(8.2) 
j j 
The RBM form can be generalized to other conditional distributions besides the bino-
mial, including continuous variables. See Welling et al. [165] for a generalization of 
RBM models to conditional distributions from the exponential family. 
RBM models can be trained by gradient descent. Although P(x) is not tractable in 
an RBM, the Contrastive Divergence gradient [78] is a good stochastic approximation 
of alo~:(x). The contrastive divergence stochastic gradient can be used to initialize each 
layer of a DBN as an RB~. The number of layers can be increased greedily, with the 
newly added top layer trained as an RBM to model the output of the previous layers. 
When initializing the weights to he, an RBM is trained to model the concatenation of y 
and he- 1• This iterative pre-training procedure is illustrated in figure 8.2. 
U sing a mean-field approximation of the conditional distribution of layer he-l, we 
can compute a representation he- 1 for the input by setting hO = x and iteratively com-
puting hk = P(hk Ihk-l) using equation 8.2. We then compute the probability of all 
classes given the approximately inferred value he- 1 for he- 1 using the following expres-
sion: 
P(ylhe- 1) = LP(y,helhe:"'l) 
hl 
which can be calculated efficiently. The network can then be fine-tuned according to 
this estimation of the class probabilities by maximizing the log-likelihood of the class 
assignments in a training set using standard back-propagation. 
8.3.2 Stacked Autoassociators 
As demonstrated by Bengio et al. [14], the idea ofsuccessively extracting non-linear 
features that "explain" variations of the features at the previous level can be applied 
not only to RBMs but also to autoassociators. An autoassociator is simply a model 
(usually a one-hidden-layer neural network) trained to reproduce its input by forcing the 
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(a) RBM for x (b) RBM for hl (c) RBM for h 2 and y 
Figure 8.2: Iterative pre-training construction of a Deep BeliefNetwork. 
computations to flow through a "bottleneck" representation. Here we used the following 
architecture for autoassociators. Let x be the input of the autoassociator, with Xi E [0,1], 
interpreted as the probability for the bit to be 1. For a layer with weight matrix W, 
hidden biases column vector c and input biases column vector b, the reconstruction 
probability for bit i is Pi(X), with the vector ofprobabilities: 
p(x) = sigmoid(b + WTsigmoid(c + Wx)). 
The training criterion for the layer is the average of negative log-likelihoods for pre-
dicting x from p( x). For example, if x is interpreted either as a sequence of bits or a 
sequence ofbit probabilities, we minimize the reconstruction cross-entropy: 
R =- LXi log Pi (x) + (1 - Xi) log(l - Pi (x) ). 
i 
See Bengio et al. [14] for more details. Once an autoassociator is trained, its internaI 
"bottleneck" representation (here, sigmoid(c+ WTX ) can be used as the input for train-
ing a second autoassociator etc. Figure 8.3 illustrates this iterative training procedure. 
The stacked autoassociators can then be fine-tuned with respect to a supervised training 
criterion (adding a predictive output layer on top), using back-propagation to compute 
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gradient on parameters of alllayers. 
8.4 Benchmark Tasks 
ln order to study the capacity of these algorithms to scale to learning problems with 
many factors of variation, we have generated datasets where we can identify sorne of 
these factors of variation explicitly. We focused on vision problems, mostly because 
they are easier to generate and analyze. In aU cases, the classification problem has a 
balanced class distribution. 
8.4.1 Variations on Digit Recognition 
Models with deep architectures have been shown to perform competitively on the 
MNIST digit recognition dataset [14, 84, 136]. In this sèries of experiments, we con-
struct new datasets by adding additional factors of variation to the MNIST images. The 
generative process used to generate the datasets is as follows: 
1. Pick sample (x, y) E X from the digit recognition dataset; 
2. Create ~ perturbed version x of x according to sorne factors of variation; 
3. Add (x, y) to a new datas et X; 
4. Go back to 1 until enough samples are generated. 
Introducing multiple factors of variation leads to the following benchmarks: 
mnist-rot: the digits were rotated by an angle generated uniformly between 0' and 27r 
radians. Thus the factors of variation are the rotation angle and those already 
contained in MNIST, such as hand writing style; 
mnist-back-rand: a random background was inserted in the digit image. Each pixel 
value of the background was generated uniformly between 0 and 255; 
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(a) Reconst. x (b) Reconst. h l (c) Predict y 
Figure 8.3: Iterative training construction of the Stacked Autoassociators model. 
mnist-back-image: a random patch from a black and white image was used as the back-
ground for the digit image. The patches were extracted randomly from a set of20 
images downloaded from the internet. Patches which had low pixel variance (i.e. 
contained little texture) were ignored; 
mnist-rot-back-image: the perturbations used in mnist-rot and mnist-back-image were 
combined. 
These 4 databases have 10000,2000 and 50000 samples in th,eir training, validation 
and test sets respectively. Figure 8.4 shows samples from these datasets. 
8.4.2 Discrimination between TaU and Wide Rectangles 
In this task, a learning algorithm needs to recognize whether a rectangle contained 
in an image has a larger width or length .. The rectangle can be situated anywhere in the 
28x 28 pixel image. We generated two datasets for this problem: 
rectangles: the pixels corresponding to the border of the rectangle has a value of 255, 
o otherwise. The height and width of the rectangles were sampled uniformly, but 
when their difference was smaller than 3 pixels the samples were rejected. The 
top left corner of the rectangles was also sampled uniformly, constrained so that 
the whole rectangle would fit in the image; 
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Figure 8.4: From top to bottom, samples from mnist-rot, mnist-back-rand, mnist-back-
image, mnist-rot-back-image. 
rectangles-image: the border and inside ofthe rectangles corresponds to an image patch 
and a background patch is also sampled. The image patches are extracted from 
one of the 20 images used for mnist-back-image. Sampling of the rectangles is 
essentiaUy the same as for rectangles, but the area covered by the rectangles was 
constrained to be between 25% and 75% of the total image, the length and width 
of the rectangles were forced to be of at least 10 and their difference was forced to 
be of at least 5 pixels. 
We generated training sets of size 1000 and 10000 and validation sets of size 200 and 
2000 for rectangles and rectangles-image respectively. The test sets were of size 50000' 
in both cases. Samples for these two tasks are displayed in figure 8.5. 
8.4.3 Recognition of Convex Sets 
The task of discriminating between taU and wide rectangles was designed to exhibit 
the learning algorithms' ability to process certain image shapes and learn their properties. 
FoUowing the same princip le, we designed another leaming problem which consists in 
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Figure 8.5: From top to bottom, samples from rectangles and rectangles-image. 
indicating if a set of pixels forms a convex set. 
Like the MNIST dataset, the convex and non-convex datasets both consist of images 
of 28 x 28 pixels. The convex sets consist of a single convex region with pixels of value 
255 (white). Candidate convex images were constructed by taking the intersection of a 
random number ofhalf-planes whose location and orientation were chosen uniformly at 
random. 
Candidate non-convex images were constructed by taking the union of a random 
number of convex sets generated as above. The candidate non-convex images were 
then tested by checking a convexity condition ~or every pair of pixels in the non-convex 
set. Those sets that failed the convexity test were added to the dataset. The parameters 
for generating the convex and non-convex sets wer~ balanced to ensure that the mean 
number of pixels in the set is the same. 
The generated training, validation and test sets are of size 6000, 2000 and 50000 
respectively. Samples for this tasks are displayed in figure 8.6. 
8.5 Experiments 
We performed experiments on the proposed benchmarks in order to compare the 
performance of models with deep architectures with other popular generic classification 
algorithms. 
In addition to the Deep BeliefNetwork (denoted DBN-3) and Stacked Autoassoci-
ators (denoted SAA-3) models, we conducted experiments with a single hidden-layer 
DBN (DBN-l), a single hidden-layer neural network (NNet), SVM models with Gaus-
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Figure 8.6: Samples from convex, where the first, fourth, fifth and last samples corre-
spond to convex white pixel sets. 
sian (SVMrbf ) and polynomial (SVMpaly ) kemels. 
In all cases, model selection was performed using a validation set. For NNet, the best 
combination of number of hidden units (varying from 25 to 700), leaming rate (from 
0.0001 to 0.1) and decrease constant (from 0 to 10-6) ofstochastic gradient descent and 
weight decay penalization (from 0 to 10-5) was selected using a grid search. 
For DBN-3 and SAA-3, both because of the large number of hyper-parameters and 
because these models can necessitate more than a day to train, we could not perform a 
full grid search in the space ofhyper-parameters. For both models, the number ofhidden 
units per layer must be chosen, in addition to all other optimization parameters (leaming 
rates for the unsupervised and supervised phases, stopping criteria of the unsupervised 
phase, etc.).' The hyper-parameter search procedure we used altemates between fixing 
a neural network architecture and searching for good optimization hyper-parameters in 
a manner similar to coordinate descent l . In general, we tested from 50 to 150 different 
configurations ofhyper-parameters for DBN-3 and SAA-3. The layer sizes varied in the 
intervals [500,3000], [500,4000] and [1000,6000] respectively for the first, second and 
third layer and the leaming rates varied between 0.0001 and 0.1. In the case ofthe single 
hidden layer DBN-I model, we allowed ourselves to test for much larger hidden layer 
sizes, in order to balance the number of parameters between it and the DBN-3 models 
we tested. 
For allneural networks, we used early stopping based on, the classification error ofthe 
model on the validation set. However during the initial unsupervised training of DBN-
ISee http://www . ira. umantreal . cal -lisal icm12 007 for more details aboutthis proce-
dure 
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3, the intractability of the RBM training criterion precluded the use of early stopping. 
Instead, we tested 50 or 100 unsupervised learning epochs for each layer and selected 
the best choice based on the final accuracy of the model on the validation set. 
The experiments with the NNet, DBN-l, DBN-3 and SAA-3 models were conducted 
using the PLearn2 library, an Open Source C++ library for machine learning which was 
developed and is actively used in our labo 
In the case of SVMs with Gaussian kernels, we performed a two-stage grid search 
for the width of the kernel and the soft-margin parameter. In the first stage, we searched 
through a coarse logarithmic grid ranging from 0" = 10-7 to 1 and C = 0.1 to 105 . In the 
second stage, we performed a more fine-grained search in the vicinity ofthat tuple (0", C) 
that gave the best validation error. In the case of the polynomial kernel, the strategy 
was the same, except that we searched through aU possible degrees of the polynomial 
up to 20, rendering the fine-grained search on this parameter useless. Conforming to 
common practice, we also aUowed the SVM models to be retrained on the concatenation 
of the training and validation set using the selected hyper-parameters. Throughout the 
experiments we used the publicly available library l ibSVM [32], version 2.83. 
For aU datasets, the input was normalized to have values between 0 and 1. When 
the input was binary (i.e. for rectangles and convex), the Deep Belief Network model 
used binary input units and when the input was in [0, l]n (i.e. for mnist-rot, mnist-back-
rand, mnist-back-imag, mnist-rot-back-image and rectangles-image) it used truncated 
exponential input units [14]. 
8.5.1 Benchmark Results 
The classification performances for the different learning algorithms on the different 
datasets of the benchmark are reported in table 8.1. As a reference for the variations 
on digit recognition experiments, we also inc1ude the algorithms' performance on the 
original MNIST database, with training, validation and test sets of size 10000, 2000 
and 50000 respectively. Note that the training set size is significantly smaUer than that 
typicaUy used. 
2See http://www .plearn. org/ 
1 Dataset SVMrb! 1 SVMpo1y 1 NNet 1 DBN-ll SAA-31 DBN-31 
mnist-basic 3.03±O.15 3.69±O.17 4.69±O.19 3.94±O.17 3.46±O.16 3.11±O.15 
mnist-rot 11.11±O.28 15.42±O.32 18.11±O.34 14.69±O.31 10.30±O.27 10.30±O.27 
mnist-back-rand 14.58±O.31 16.62±O.33 20.04±O.35 9.80±O.26 Il.28±O.28 6.73±O.22 
mnist-back-image 22.61±O.37 24.01±O.37 27.41±O.39 16.15±O.32 23.00±O.37 16.31±O.32 
mnist-rot-back-image 55.18±O.44 56.41±O.43 62. 16±0.43 52.21±O.44 51.93±O.44 47.39±O.44 
rectangles 2.15±O.13 2.15±O.13 7.16±O.23 4.71±O.19 2.41±O.13 2.60±O.14 
rectangles-image 24.04±O.37 24.05±O.37 33.20±O.41 23.69±O.37 24.05±O.37 22.50±O.37 
convex 19.13±O.34 19.82±O.35 32.25±O.41 19.92±O.35 18.41±O.34 18.63±O.34 
Table 8.1: Results on the benchmark for prob1ems with factors of variation (in percentages). The best perfonnance as weil as 
those with overlapping confidence intervals are marked in boldo 
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Taken together, these results show that deep architecture models globally have the 
best performance. In a11 cases, either DBN-3 or SAA-3are among the best performing 
models (within the confidence intervals). Five times out of eight the best accuracy is 
obtained with a deep architecture model (either DBN-3 or SAA-3). This is especially 
true in two cases, mnist-back-rand and mnist-rot-back-image, where they perform better 
by a large margin. AIso, deep architecture models consistently improve on NNet, which 
is basically a shallow and totally supervised version of the deep architecture models. 
8.5.2 Impact of Background Pixel Correlation 
Looking at the results obtained on mnist-back-rand and mnist-back-image by the dif-
ferent algorithms, it seems that pixel correlation contained in the background images is 
the key element that worsens the performances. To explore the disparity in performance 
of the learning algorithms between MNIST with independent noise and MNIST on a 
background image datasets, we made a series of datasets ofMNIST digits superimposed 
on a background of correlated noisy pixel values. 
Correlated pixel noise was sampled from a zero-mean multivariate Gaussian dis-
tribution of dimension equal to the number of pixels: s ,....., N(O, L:). The covariance 
matrix, L:, is specified by a convex combination of an identity matrix and a Gaussian 
kernel function (with bandwidth (J = 6) with mixing coefficient "(. The Gaussian ker-
nel induced a neighborhood correlation structure among pixels such that nearby pixels 
are more correlated than pixels further apart. For each sample from N(O, L:), the pixel 
values P (ranging from 0 to 255) were determined by passing elernents of s through the 
standard error function Pi = er f (sd V2) and multiplying by 255. We generated six 
datasets with varying degrees of neighborhood correlation by setting the mixture weight 
"( to the values {O, 0.2, 0.4, 0.6, 0.8, 1}. The marginal distributions for each pixel Pi is 
uniform[O,I] for each value of "(. Figure 8.7 shows sorne sampI es from the 6 different 
tasks. 
We ran experiments on these 6 datasets, in order to measure the impact of background 
pixel correlation on the classification performance. Figure 8.8 shows a comparison of 
the results obtained by DBN-3, SAA-3 and SV M rbf • In the case of the deep models, 
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we used the same layer sizes for aH six experiments. The selected layer sizes had good 
perfonnance on both mnist-back-image and mnist-back-rand. However, we did vary the 
hyper-parameters related to the optimization of the deep networks and chose the best 
ones for each problems based on the validation set perfonnance. AH hyper-parameters 
of SV Mrbf were chosen according to the same procedure. 
It can be seen that, as the amount of background pixel correlation increases, the 
classification performance of aIl three algorithms degrade. This is coherent with the re-
sults obtained on mnist-back-image and mnist-back-rand. This also indicates that, as the 
factors of variation become more complex in their interaction with the input space, the 
relative advantage brought by DBN-3 and SAA-3 diminishes. This observation is preoc-
cupying and implies that learning algorithms such as DBN-3 and SAA-3 will eventuaHy 
need to be adapted in order to scale to harder, potentiaHy "reallife" problem. 
One might argue that it is unfair to maintain the same layer sizes of the deep ar-
chitecture models in the previous experiment, as it is likely that the model will need 
more capacity as the input distribution becomes more complex. This is a valid point, 
but given that, in the case of DBN-3 we aIready used a fairly large network (the first, 
second and third layers had respectively 3000,2000 and 2000 hidden units), scaling the 
size of the network to even bigger hidden layers implies serious computational issues. 
Also, for even more complex datasets such as the NORB dataset [107], which consists 
in 108 x 108 stereo images of objects from different categories with many factors of 
variation such as lighting conditions, elevation, azimuth and background, the size of the 
deep models becomes too large to even fit in memory. In our preliminary experiments 
where we subsampled the images to be 54 x 54 pixels, the biggest models we were able 
to train only reached 51.6% (DBN-3) and 48.0% (SAA-3), whereas SV Mrbf reached 
43.6% and NNet reached 43.2%. Hence, a natural next step for leaming algorithms for 
deep architecture models would be to find a way for them to use their capacity to more 
directly model features of the data that are more predictive of the target value. 
Further details of our experiments and links to downloadable versions of the datasets 
are available online at: http://www . iro. urnontreal. cal -lisa/icrn12007 
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Figure 8.8: Classification error of SVMrbf, SAA-3 and DBN-3 on MNIST examples 
with progressively less pixel correlation in the background. 
8.6 Conclusion and Future Work 
We presented a series of experiments which show that deep architecture models tend 
to outperform other shallow models such as SVMs and single hidden-layer feed-forward 
neural networks. We also analyzed the relationships between the performance of these 
learning algorithms and certain properties of the problems that we considered.In particu-
lar, we provided empirical evidence that they compare favorably to other state-of-the-art 
learning algorithms on leaming problems with many factors of variation, but only up 
to a certain point where the data distribution becomes too complex .and computational 
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constraints become an important issue. 
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CHAPITRE 9 
PRÉSENTATION DU QUATRIÈME ARTICLE 
9.1 Détails de l'article 
Extracting and Composing Robust Features with Denoising Autoencoders 
Pascal Vincent, Hugo Larochelle, Yoshua Bengio et Pierre-Antoine Manzagol 
Publié dans Proceedings of the 24th Annual International Conference on Machine Lear-
ning, Omnipress en 2008. 
9.2 Contexte 
Les deux articles précédents donnent plusieurs compàraisons empiriques entre l'en-
traînement d'un réseau profond à l'aide de machines de Boltzmann restreintes et d'au-
toencodeurs (ou autoassociateurs). On remarque que dans plusieurs cas, les autoenco-
deurs ne permettent pas d'obtenir une aussi bonne erreur de généralisation que les ma-
chines de Boltzmann restreintes. Par contre, étant donné la flexibilité de la modélisation 
par autoencodeurs, cet écart de performance est malheureux. 
Une raison possiblement derrière cet écart proviendrait de l'existence de solutionss 
inintéressantes) à l'entraînement d'un auto encodeur lorsque celui-ci contient autant de 
neurones cachés que d'éléments d'entrée. Ainsi, il serait intéressant d'adapter la procé-
dure d'entraînement afin de s'assurer que l'optimisation ne soit pas attirée vers ce genre 
de solution. L'article suivant propose une variante simple d'autoencodeur qui règle pré-
cisément ce problème. 
9.3 Contributions 
L'article suivant présente l'autoencodeur de débruitage, ou denoising autoencoder 
qui, à partir d'une entrée à laquelle on a ajouté du « bruit », est entraîné à reconstuire 
IOn fait ici références aux solutions où les rangées de la matrice de connexions ne contient qu'un seul 
élément non nul, tel que discuté à la section 6.5. 
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l'entrée originale sans bruit. Plusieurs types différents de bruit pourraient être considérés. 
Dans l'article en question, on propose un bruit qui fixe à 0 une fraction fixe des éléments 
de l'entrée. Les éléments à fixer à 0 sont choisis aléatoirement. Ainsi, cet autoencodeur 
est entraîné à être robuste à l'absence de certains éléments. Puisque la fonction identité 
(f(x) = x) n'est pas une bonne solJ.ltion pour ce critère d'entraînement, on réussit alors 
à éviter les solutions inintéressantes mentionnées ci-haut. 
Dans cet article, on présente donc les résultats obtenus à l'aide de ce nouvel au-
toencodeur lorsqu'utilisé pour l'initialisation d'un réseau profond, dans le cadre d'expé-
riences basées sur les mêmes jeux de données de l'article du chapitre 8. On remarque 
alors que les auto encodeurs de débruitage permettent d'atteindre et même dépasser dans 
plusieurs cas ceux obtenus à l'aide d'autoencodeurs standards ou de machines de Boltz-
mann restreintes. On y décrit aussi plusieurs motivations pour la dérivation de cette pro-
cédure d'entraînement des autoencodeurs,basées chacune sur l'apprentissage de varié-
tés, la théorie de l'information et l'apprentissage d'un modèle génératif, respectivement. 
9.4 Commentaires 
Suite à la publication de cet article, les travaux de Seung [143] présentant une ap-
proche similaire à celle présentée ici ont été portés à mon attention. Seung [143] propose 
d'entraîner un réseau récurrent à reconstruire, en un nombre fixe d'itérations, une entrée 
à partir d'une version bruitée de celle-ci. Le bruit ajouté dans une image d'entrée cor-
respond à la mise à 0 des composantes situées dans une petite région rectangulaire de 
cette image. L'approche présentée dans l'article de cette thèse correspond alors à celle 
de Seung [143] avec une seule itération, mais où le bruit ajouté n'est pas contraint à être 
structuré en une région rectangulaire de l'image et est ainsi plus générique. De façon 
plus importante, l'article de cette thèse vise à démontrer que cette façon d'entraîner un 
autoencodeur est bénéfique dans le contexte de l'initialisation d'un réseau profond, ce 
qui n'est pas l'objectif des travaux de Seung [143]. 
CHAPTER10 
EXTRACTING AND COMPOSING ROBUST FEATURES WITH DENOISING 
AUTO EN COD ERS 
10.1 Abstract 
Previous work has shown that the difficulties in leaming deep generative or discrim-
inative models can be overcome by an initial unsupervised leaming step that maps in-
puts to useful intermediate representations. We introduce and motivate a new training 
principle for unsupervised leaming of a representation based on the idea of making the 
leamed representations robust to partial corruption of the input pattern. This approach 
can be used to train autoencoders, and these denoising autoencoders can be stacked to 
initialize deep architectures. The algorithm can be motivated from a manifold leaming 
and information theoretic perspective or from a generative model perspective. Com-
parative experiments c1early show the surprising advantage of corrupting the input of 
autoencoders on a pattern classification benchmark suite. 
10.2 Introduction 
Recent theoretical studies indicate that deep architectures [10, 15] may be needed to 
efficiently model complex distributions and achieve better generalization performance on 
challenging recognition tasks. The belief that additionallevels of functional composition 
will yield increased representational and modeling poweris not new [77, 116, 153]. 
However, in practice, leaming in deep architectures has proven to be difficult. One needs 
only to ponder the difficult problem of inference in deep directed graphical models, due 
to "explaining away". Also IQoking back at the history of multi-Iayer neural networks, 
their difficult optimization [10, 14] has long prevented reaping the expected benefits of 
going beyond one or two hidden layers. However this situation has recently changed 
with the successful approach of [14,83,84,108, 129] for training Deep BeliefNetworks 
and stacked autoencoders. 
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One key ingredient to this success appears to be the use of an unsupervised train-
ing criterion to perform a layer-by-Iayer initialization: each layer is at first trained to 
produce a higher level (hidden) representation of the observed patterns, based on the 
representation it receives as input from the layer below, by optimizing a local unsuper-
vised criterion. Each level produces a representation of the input pattern that is more 
abstract than the previous level's, because it is obtained by composing more operations. 
This initialization yields a starting point, from which a global fine-tuning of the model's 
parameters is then performed using another training criterion appropriate for the task at 
hand. This technique has been shown empirically to avoid 'getting stuck in the kind of 
poor solutions one typically reaches with random initializations. While unsupervised 
leaming of a mapping that produces "good" intermediate representations of the input 
pattern seems to be key, little is understood regarding what constitutes "good" represen-
tations for initializing deep architectures, or what explicit criteria may guide learning 
such representations. We know of only. a few algorithms that seem to work well for this 
purpose: Restricted Boltzmann Machines (RBMs) trained with contrastive divergence 
on one hand, and various types of autoencoders on the other. 
The present research begins with the question of what explicit criteria a good inter-
mediate representation should satisfy. Obviously, it should at a minimum retain a certain 
amount of "information" about its input, while at the same time being constrained to 
a given form (e.g. a real-valued vector of a given size in the case of an autoencoder). 
A supplemental criterion that has been proposed for such models is sparsity of the rep-
resentation [108, 127]. Here we hypothesize and investigate an additional specifie cri-
terion: robustness to partial destruction of the input, Le., partially destroyed inputs 
shQuld yield almost the same representation. It is motivated by the following informaI 
reasoning: a good representation is expected to capture stable structures in the form of 
dependencies and regularities characteristic ofthe (unknown) distribution of its observed 
input. For high dimensional redundant input (such as images) at least, such structures 
are likely to depend on evidence gathered from a combination of many input dimensions. 
They should thus be recoverable from partial observation onIy. A hallmark of this is our 
human ability to recognize partially occluded or corrupted images. Further evidence is 
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our ability to fonn a high level concept associated to multiple modalities (such as image 
and sound) and recall it even when sorne of the modalities are missing. 
To validate our hypothesis and assess its usefulness as one of the guiding principles 
in learning deep architectures, we propose a modification to the autoencoder framework 
to explicitly integrate robustness to partially destroyed inputs. Section 10.3 describes the 
algorithm in details. Section 10.4 discusses links with other approaches in the literature. 
Section 10.5 is devoted to a c10ser inspection of the model from different theoretical 
standpoints. In section 10.6 we verify empirically if the algorithm leads to a difference 
in perfonnance. Section 10.7 conc1udes the study. 
10.3 Description of the Algorithm 
10.3.1 Notation and Setup 
Let X and Y be two random variables with joint probability density p(X, Y), with 
marginal distributions p(X) and p(Y). Throughout the text, we will use the following 
notation: 
• Expectation: Ep(x)[J(X)] = J p(x)f(x)dx. 
• Entropy: H(X) = H(p) = Ep(x)[-logp(X)]. 
• Conditional entropy: H(XIY) = Ep(x,y)[-logp(XIY)]. 
• Kullback-Leibler divergence: DKL (pli q) = Ep(x) [log ~~;~]. 
• Cross-entropy: H(pllq) = Ep(x)[-log q(X)] = H(p) + DKL(pllq). 
• Mutual infonnation: I(X; Y) = H(X) - H(XIY). 
• Sigmoid: s(x) = l+~-x ands(x) = (S(XI), ... ,S(Xd))T. 
• Bernoulli distribution with mean f-L: BJ.L(x) 
and by extension BJ.L(x) = (BJ.Ll (Xl)" .. , BJ.Ld(Xd)). 
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The setup we consider is the typical supervised learning setup with a training set of 
n (input, target) pairs Dn = {(x(l), t(1)) ... , (x(n) , t(n))}, that we suppose to be an i.i.d. 
sample from an unknown distribution q(X, T) with corresponding marginaIs q(X) and 
q(T). 
10.3.2 The Basic Autoencoder 
We begin by recalling the traditional autoencoder model such as the one used in [14] 
to build deep networks. An autoencoder takes an input vector x E [0, 1] d, and first maps 
it to a hidden representation y E [0, l]dl through a deterministic mapping y = Jo(x) = 
s (W x + b), parameterized by 8 = {W, b}. W is a d' x d weight matrix and b is a bias 
vector. The resulting latent representation y is then mapped back to a "reconstructed" 
vector z E [0, l]d in input space z = gOI(Y) = s(W'y + b') with 8' = {W', b'}. The 
weight matrix W' of the reverse mapping may optionally be constrained by W' = WT, 
in which case the autoencoder is said to have tied weights. Each training x(i) is thus 
mapped to a corresponding y(i) and a reconstruction z(i). The parameters of this model 
are optimized to minimize the average reconstruction error: 
8*,8'* = arg min.!. t L (x(i) , z(i)) 
0,0' n i=l 
argmin.!. t L (X(i) , gOI(JO(X(i)))) 
0,0' n i=l 
(10.1 ) 
where L is a loss function such as the traditional squared error L(x, z) = Ilx - Z1l2. An 
alternative loss, suggested by the interpretation ofx and z as either bit vectors or vectors 
ofbit probabilities (Bernoullis) is the reconstructioncross-entropy: 
d 
- 2)Xk log Zk+ (1 - Xk) 10g(1 - Zk)] (10.2) 
k=l 
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Note that ifx is a binary vector, LH(X, z) is a negative log-likelihood for the example x, 
given the Bernoulli parameters z. Equation 10.1 with L = LH can be written 
8*,8'* = argmin Eqo(x) [LH (X, ge,(fe(X)))] 
e,e' 
(10.3) 
where qO(X) denotes the empirical distribution associated to our n training inputs. This 
optimization will typically be carried out by stochastic gradient descent. 
10.3.3 The Denoising Autoencoder 
To test our hypothesis and enforce robustness to partially destroyed inputs we mod-
ify the basic autoencoder we just described. We will now train it to reconstruct a clean 
"repaired" input from a corrupted, partially destroyed one. This is done by first cor-
rupting the initial input x to get a partially destroyed version x by means of a stochastic 
mapping x r-.J qv(xlx). In our experiments, we considered the following corrupting 
process, parameterized by the desired proportion Il of "destruction": for each input x, 
a fixed number IId of components are chosen at random, and their value is forced to 
0, while the others are left untouched. AlI information about the chosen components 
is thus removed from that parti culer input pattern, and the autoencoder will be trained 
to "fill-in" these artificially introduced "blanks". Note that alternative corrupting noises 
could be considered l . The corrupted input x is then mapped, as with the basic auto en-
coder, to a hidden representation y = fe(x) = s(Wx + b) from which we reconstruct 
a z = ge' (y) = s(W/y + b/) (see figure 10.1 for a schematic representation of the 
process). As before the parameters are trained to minimize the average reconstruction 
error LH(X, z) = H(BxIIBz) over a training set, i.e. to have z as close as possible to the 
uncorrupted input x. But the key difIerence is that z is now a deterministic function of 
x rather than x and thus the result of a stochastic mapping ofx. 
Let us define the joint distribution 
(10.4) 
1 The approach we describe and our analysis is not specifie to a particular kind of corrupting noise. 
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where 6u (v) puts mass 0 when u =F v. Thus Y is a detenninistic function of 
qO(X, X, Y) is parameterized by (J. The objective function minimized by stochastic 
gradient descent becomes: 
(10.5) 
So from the point of view of the stochastic gradient descent algorithm, in addition to 
picking an input sample from the training set, we will also produce a random corrupted 
version of it, and take a gradient step towards reconstructing the uncorrupted version 
from the corrupted version. Note that in this way, the autoencoder cannot learn the 
identity, unlike the basic autoencoder, thus removing the constraint that d' < d or the 
need to regularize specifically to avoid such a trivial solution. 
10.3.4 Layer-wise lnitialization and Fine Tuning 
The basic autoencoder has been used as a building block to train deep networks [14], 
with the representation of the k-th layerused as input for the (k + l)-th, and the (k + 1)-
th layer trained after the k-th has been trained. After a few layers have been trained, 
the parameters are used as initialization for a network optimized with respect to a su-
pervised training criterion. This greedy layer-wise procedure has been shown to yie1d 
significantly better local minima than random initialization of deep networks , achieving 
better generalization on a number oftasks [100]. 
The procedure to train a deep network using the denoising autoencoder is similar. 
The only difference is how each layer is trained, Le., to minimize the criterion in eq. 10.5 
instead of eq. 10.3. Note that the corruption process qv is only used during training, but 
not for propagating representations from the raw input to higher-Ievel representations. 
Note also that when layer k is trained, it receives as input the uncorrupted output of the 
previous layers. 
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10.4 Relationship to Other Approaches 
Our training procedure for the denoising auto encoder involves learning to recover a 
clean input from a corrupted version, a task known as denoising. The problem of image 
denoising, in particular, has been extensively studied in the image processing community 
and many recent developments rely on machine learning approaches (see e.g. Elad et 
Aharon [51], Hammond et Simoncelli [69], Roth et Black [133]). A particular form of 
gated autoencoders has also been used for denoising in Memisevic [117]. Denoising 
using autoencoders was actually introduced much earlier [59, 103], as an alternative to 
Hopfield models [86]. Our objective however is fundamentally different from that of 
developing a competitive image denoising algorithm. We investigate explicit robustness 
to corrupting noise as a novel criterion gui ding the learning of suitable intermediate 
representations to initialize a deep network. Thus our corruption+denoising procedure 
is applied not only on the input, but also recursively to intermediate representations. 
The approach also bears sorne resemblance to the well known technique of aug-
menting the training data with stochastically "transformed" patterns. E.g. augmenting a 
/" 
training set by transforming original bitmaps through small rotations, translations, and 
scalings is known to improve final classification performance. In contrast to this tech-
nique our approach does not use any prior knowledge of image topology, nor does it 
produce extra labeled examples for supervised training. We use corrupted patterns in a 
generic (i.e. not specific to images) unsupervised initialization step, while the supervised 
training phase uses the unmodified original data. 
There is a well known link between "training with noise" and regularization: theyare 
equivalent for small additive noise [20]. By contrast, our corruption process is a large, 
non-additive, destruction of information. We train autoencoders to "fill in the blanks", 
not merely be smooth functions (regularization). Also in our experience, regularized 
autoencoders (i.e. with weight decay) do not yield the quantitative jump in performance 
and the striking qualitative difference observed in the filters that we get with denoising 
autoencoders. 
There are also similarities with the work of [48] on robust coding over noisy chan-
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nels. In their framework, a linear encoder is to encode a c1ean input for optimal trans-
mission over a noisy channel to a decoder that reconstructs the input. This work was 
later extended to robustness to noise in the input, in a proposaI for a model of retinal 
coding [49]. Though sorne of the inspiration behind our work cornes from neural coding 
and computation, our goal is not to account for experimental data of neuronal activity 
as in [49]. Also, the non-linearity of our denoising autoencoder is crucial for its use in 
initializing a deep neural network. 
It may be objected that, if our goal is to handle missing values correctly, we could 
have more naturaHy defined a proper latent variable generative model, and infer the pos-
terior over the latent (hidden) representation in the presence of missing inputs. But this 
usually requires a costly marginalization2 which has to be carried out for each new ex-
ample. By contrast, our approach tries to leam a fast and robust deterministic mapping 
Jo from examples of already corrupted inputs. The burden is on leaming such a con-
strained mapping during training, rather than on unconstrained inference at use time. We 
expect this may force the model to capture implicit invariances in the data, and result in 
interesting features. Also note that in section .10.5.2 we will see how our learning algo-
rithm for the denoising autoencoder can be viewed as a form of variational inference in 
a particular generative model. 
The resulting training procedure for denoising autoencoder also bears sorne similar-
ity with the pseudolikelihood criterion [19], which requires that a generative model be 
good at predicting a "missing" input component given the value of aH others. The same 
training criterion has been proposed for training Dependency Networks [73], which are 
more general in that they are not necessarily consistent with any positive distribution 
of the input. The disadvantage of the pseulikelihood approach is that the relationship 
between the value of any input component with aU others might be too simple for the 
model to extract any meaningfuU or complex statistical structure from the input distribu-
tion. A worse-case scenario would consist in an input vector where each component is a 
copy of another component in that vector. Denoising autoencoders can easily overcome 
this issue by setting more input components to 0 so as to force the model to discover 
2as for RBMs, where it is exponential in the number of missing values 
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relationships involving more input components (see Figure 10.3 for an illustration). 
10.5 Analysis of Denoising Autoencoders 
The above intuitive motivation for the denoising autoencoder was given with the 
perspective of discovering robust representations. In the following, which can be skipped 
without hurting the remainder of the paper, we propose alternative perspectives on the 
algorithm. 
10.5.1 Manifold Learning Perspective 
The process ofmapping a corrupted example to an uncorrupted one can be visualized 
in Figure 10.2, with a low-dimensional manifold near which the data concentrate. We 
leam a stochastic operator p(XIX) that maps an X to ail X, p(XIX) = BgfllUe(X)) (X). 
The corrupted examples will be much more likely tobe outside and farther from the 
manifold than the uncorrupted ones. Hence the stochastic operator p(XIX) leams a map 
that tends to go from lower probability points X to high probability points X, generally 
on or near the manifold. Note that when X is farther from the manifold, p(XIX) should 
leam to make bigger steps, to reach the manifold. At the limit we see that the operator 
should map even far away points to a small volume near the manifold. 
The denoising autoencoder can thus be seen as a way to define and learn a manifold. 
The intermediate representation Y = j(X) can be interpreted as a coordinate system for 
points on the manifold (this is most clear ifwe force the dimension of Y to be smaller 
than the dimension of X). More generally, one can think of Y = j(X) as a repre-
sentation of X which is weIl suited to capture the main variations in the data, i.e., on 
the manifold. When additional criteria (such as sparsity) are introduced in the leaming 
model, one can no longer directly view Y = j(X) as an explicit low-dimensional co-
ordinate system for points on the manifold, but it retains the property of capturing the 
main factors of variation in the data. 
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10.5.2 Top-down, Generative Model Perspective 
In this section we recover the training criterion for our denoising autoencoder 
(eq. 10.5) from a generative model perspective. Specifically we show that training the 
denoising autoencoder as described in section 10.3.3 is equivalent to maximizing a vari-
ational bound on a particular generative model. 
Considerthe generativemodelp(X, X, Y) = p(Y)p(XIY)p(XIX) wherep(XIY) 
BS(WIY+bJ) and p(XIX) = qv(XIX). p(Y) is a uniform prior over Y E [O,l]d'. This 
defines a generative model with parameter set 0' = {W', h'}. We will use the previously 
defined qO(X,X, Y) = qO(X)qv(XIX)6 fo (x') (Y) (~quation 10.4) as an auxiliary model 
in the context of a variational approximation of the log-likelihood of p(X). Note that 
we abuse notation to make it lighter, and use the same letters X, X and Y for different 
sets of random variables representing the same quantity under different distributions: p 
or qO. Keep in mind that whereas we had the dependency structure X -t X -t Y for q 
or qO, we have Y -t X -t X for p. 
Since p contains a corruption operation at the last generative stage, we propose to fit 
p(X) to corrupted training samples. Performing maximum likelihood fitting for samples 
drawn from qO(X) corresponds to minimizing the cross-entropy, or maximizing 
(10.6) 
Let q*(X, YIX) be a conditional density, the quantity 
r(*x~) E [1 P(X,X,Y)] 
J...- q , = q*(XYIX) og -
, q*(X, YIX) 
is a lower bound on log p( X) since the following can be shown to be true for any q*: 
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Aiso it is easy to verify that the bound is tight when q*(X, YIX) = p(X, YIX), where 
the DKL becomes O. We can thus write logp(X) = m8.Xq* C(q*, X), and consequently 
rewrite equation 10.6 as 
11. = max{Eqo(x)[maxC(q*,X)]} 
(JI q* 
= max{Eqo(X) [C(q*, X)]} (J1,q* (10.7) 
where we moved the maxi1l1:ization outside of the expectation because an unconstrained 
q*(X, YIX) can in principle perfectly model the conditional distribution needed to max-
imize C(q*, X) for any X. Now ifwe replace the maximization over an unconstrained 
q* by the maximization over the parameters 8 of our qO (appearing in j(J that maps an x 
to a y), we get a lower bound on 11.: 11. ~ maxol,(J{Eqo(X) [C(qO, X)]} Maximizing this 
lower bound, we find 




= arg max Eqo(X x Y) log -(J,(J' ' l qO(X, YIX) 
= ar~~ax Eqo(x,x,Y)[logp(X, X, Y)] 
+ Eqo(X) [H[qO(X, YIX)l] 
= arg max E O(X x Y) [logp(X, X, Y)] . (J,(J' q" 
Note that 8 only occurs in Y = j(J(X), and ()' only occurs in p(XIY). The last line 
is therefore obtained because qO(XIX) <X qv(XIX)qO(X) (none ofwhich depends on 
(8,8
'
), and qO(YIX) is deterministic, i.e., its entropy is constant, irrespective of «(), ()/). 
Rence the entropy of qO(X, YIX) = qO(YIX)qO(XIX), does not vary with (8,8'). Fi- . 
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nally, following from above, we obtain our training criterion (eq. 10.5): 
= ar~~ax Eqo(x,x,y)[log[P(Y)p(XIY)p(XIX)]] 
, 
= argmax Eqo(X x y)[logp(XIY)] (J,(J/ ' , 
= argmax E O(X X) [logp(XIY = f(J(X))] (J,(J/ q, 
=ar~~inEqO(X,x) [LH (X,g(J/(f(J(X)))] 
, 
where the third line is obtained because (B, B') have no influence on Eqo(X,X,y) [logp(Y)] 
because we chose p(Y) uniform, i.e. constant, nor on Eqo(X,X) [logp(XIX)], and the last 
line is obtained by inspection of the definition of LH in eq. 10.2, when p( X 1 y = f(J (X) ) 
is a BgO,(fo(X»' 
10.5.3 Other Theoretical Perspectives 
Information Theoretic Perspective: Consider X f'.J q(X), q unknown, Y = f(J(X). 
Tt can easily be shown [158] that minimizing the expected reconstruction error amounts 
to maximizing a lower bound on mutual information 1 (X; Y). Denoising autoencoders 
can thus be justified by the objective that Y captures as much information as possible 
about X even as Y is a funetion of eorrupted input. 
Stochastic Operator Perspective: Extending the manifold perspective, the denois-
ing auto encoder can also be seen as corresponding to a semi-parametric model from 
which we can sample [158]: 
p(X) = ~ L::~=l L::xp(XIX = x)qV(XIXi), 
where Xi is one of the n training examples. 
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10.6 Experiments 
We perfonned experiments with the proposed algorithm on the same benchmark of 
classification problems used in [100]3. It contains different variations of the MNIST 
digit classification problem (input dimensionality d = 28 x 28 784), with added 
factors of variation such as rotation (rot), addition of a background composed of ran-
dom pixels (bg-rand) or made from patches extracted from a set of images (bg-img), or 
combinations of these factors (rot-bg-img). These variations render the problems par-
ticularly challenging for current generic leaming algorithms. Each problem is divided 
into a training, validation, and test set (10000, 2000, 50000 examples respectively). A 
subset of the original MNIST problem is also included with the same example set sizes 
(problem basic). The benchmark also contains additional binary classification problems: 
discriminating between convex and non-convex shapes (COITVe:x), and between wide and 
long rectangles (rect, rect-img). 
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Figure 10.1: An example x is corrupted to X. The autoencoder then maps it to y and 
attempts to reconstruct x. 
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Figure 10.2: Manifold learning perspective. Suppose training data (x) concentrate near 
a low-dimen~ional manifold. Corrupted examples (.) obtained by applying corruption 
process qv(XIX) wi11lie fartherfrom the manifold. The modelleams with p(XIX) to 
"project them back" onto the manifold. Intermediate representation Y can be interpreted 
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(a) No destroyed inputs (b) 25% destruction (c) 50% destruction 
(d) Neuron A (0%, 10%,20%, 50% destruction) (e) Neuron B (0%, 10%,20%,50% destruction) 
Figure 10.3: Filters obtained after training the first denoising autoencoder. 
(a-c) show sorne ofthe filters obtained after training a denoising auto encoder on MNIST 
samples, with increasing destruction levels 1/. The filters at the same position in the 
three images are related only by the fact that the autoencoders were started from the 
same random initialization point. . 
(d) and (e) zoom in on.the filters obtained for two of the neurons, again for increasing 
destruction levels. 
As can be seen, with no noise, many filters remain similarly uninteresting (undistinctive 
almost uniform grey patches). As we increase the noise level, denoising training forces 
the filters to differentiate more, and capture more distinctive features. Higher noise 
levels tend to induce less local filters, as expected. One can distinguish different kinds 
offilters, from local blob detectors, to stroke detectors, and sorne full character detectors 
at the higher noise levels. 
1 Dataset SVMrbJ 1 SVMpo1y 1 DBN-ll SAA-31 DBN-31 SdA-3 (li) 1 
basic 3.03±O.15 3.69±0.17 3.94±0.17 3.46±0.16 3.11±0.15 2.80±O.14 (10%) 
rot 11.11±0.28 15.42±0.32 14.69±0.31 10.30±O.27 10.30±O.27 10.29±O.27 (10%) 
bg-rand 14.58±0.31 16.62±0.33 9.80±0.26 11.28±0.28 6.73±O.22 10.38±0.27 (40%) 
bg-img 22.61±0.37 24.01±0.37 16.15±O.32 23.00±0.37 16.31±O.32 16.68±O.33 (25%) 
rot-bg-img 55.18±0.44 56.41±0.43 52.21±0.44 51.93±0.44 47.39±0.44 44.49±0.44 (25%) 
rect 2.15±O.13 2.15±O.13 4.71±0.19 2.41±0.13 2.60±0.14 1.99±O.12 (10%) 
rect-img 24.04±0.37 24.05±0.37 23.69±0.37 24.05±0.37 22.50±0.37 21.59±O.36 (25%) 
convex 19. 13±0.34 19.82±0.35 19.92±0.35 18.41±O.34 18.63±O.34 19.06±O.34 (10%) 
Table 10.1: Comparison of stacked denoising autoencoders (SdA-3) with other models. 
Test error rate on aH considered classification problems is reported together with a 95% confidence interval. Best perfonner is 
in bold, as weB as those for which confidence intervals overlap. SdA-3 appears to achieve perfonnance superior or equivalent to 
the best other model on aH problems except bg-rand. For SdA-3, we also indicate the fraction li of destroyed input components, 
as chosen by proper model selection. Note that SAA-3 is equivalent to SdA-3 with li = 0%. 
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Neural networks with 3 hidden layers initialized by stacking denoising autoencoders 
(SdA-3), and fine tuned on the classification tasks, were evaluated o~ all the prob-
lems in this benchmark. Model selection was conducted following a similar procedure 
as Larochelle et al. [100]. Several values of hyper parameters (destruction fraction v, 
layer sizes, number of unsupervised training epochs) were tried, combined with early 
stopping in the fine tuning phase. For each task, the best model was selected based on 
its classification performance on the validation set. 
Table 10.1 reports the resulting classification error on the test set for the new model 
(SdA-3), together with the performance reported in LarocheUe et al. [lOOt for SVMs 
with Gaussian and polynomial kemels, 1 and 3 hidden layers deep beliefnetwork (DBN-
1 and DBN-3) and a 3 hidden layer deep network initialized by stacking basic auto en-
coders (SAA-3). Note that SAA-3 is equivalent to a SdA-3 with v = 0% destruction. As 
can be seen in the table, the corruption+denoising training works remarkably weU as an 
initialization step, and in most cases yields significantly better classification performance 
than basic autoencoder stacking with no noise. On aU but one task the SdA-3 algorithm 
performs on par or better than the best other algorithms, including deep belief nets. Due 
to space constraints, we do not report aU selected hyper-parameters in the table (only 
showing v). But it is worth mentioning that, for the majority of tasks, the model se-
lection procedure chose best performing models with an overcomp/ete first hidden layer 
representation (typically of size 2000 for the 784-dimensional MNIST-derived tasks). 
This is very different from the traditional "bottleneck" autoencoders, and made possible 
by our denoisiilg training procedure. AlI this suggests that the proposed procedure was 
indeed able to produce more useful feature detectors. 
N ext, we wanted to understand qualitatively the effect of the corruption+denoising 
training. To this end we display the filters obtained after initial training of the first de-
noising autoencoder on MNIST digits. Figure 10.3 shows a few ofthese filters as little 
image patches, for different noise levels. Each patch corresponds to a row of the leamt 
weight matrix W, i.e. the incoming weights of one of the hidden layer neurons. The 
4Except that rot and rot-bg-img, as reported on the website from which they are available, have been 
regenerated since Larochelle et al. [100], to fix a problem in the initial data generation process. We used 
the updated data and corresponding benchmark results given on this website. 
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beneficial effect of the denoising training can clearly be seen. Without the denoising 
procedure, many filters appear to have leamt no interesting feature. They look like the 
filters obtained after random initialization. But when increasing the level of destructive 
corruption, an increasing number of filters resemble sensible feature detectors. As we 
move to higher noise levels, we observe a phenomenon that we expected: filters be-
come less local, they appear sensitive to larger structures spread out across more input 
dimensions. 
10.7 Conclusion and Future Work 
We have introduced a very simple training principle for autoencoders, based on the 
objective of undoing a corruption process. This is motivated by the goal of learning 
representations of the input that are robust to small irrelevant changes in input. We 
also motivated it from a manifold learning perspective and gave ~ interpretation from a 
generative model perspective. 
This principle can be used to train and stack autoencoders to initialize a deep neu-
ral network. A series of image classification experiments were performed to evaluate 
this new training principle. The empirical results support the following conclusions: un-
supervised initialization of layers with an explicit denoising criterion helps to capture 
interesting structure in the input distribution. This in tum leads to intermediate represen-
tations much better suited for subsequent learning tasks such as supervised classification. 
It is possible that the rather good experimental performance of Deep Belief Networks 
(whose layers are initialized as RBMs) is partly due to RBMs encapsulating a simi-
lar form of robustness to corruption in the representations they leam, possibly because 
of their stochastic nature which introduces noise in the representation during training. 
Future work inspired by this observation should investigate other types of corruption 
process, not only of the input but of the representation itself as weil. 
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CHAPITRE 11 
PRÉSENTATION DU CINQUIÈME ARTICLE 
11.1 Détails de l'article 
Deep Learning using Robust Interdependent Codes 
Hugo Larochelle, Dumitru Erhan and Pascal Vincent 
Publié dans Proceedings of the 12th International Conference on Artificial Intelligence 
and Statistics, en 2009. 
11.2 Contexte 
Jusqu'à maintenant, l'amélioration de la performance de généralisation d'un réseau 
de neurones que l'on a réussi à obtenir est basée sur deux principes: 
- la régularisation basée sur l'apprentissage non-supervisé; 
- l'imposition d'une architecture profonde à plusieurs couches cachées. 
Le premier principe est plutôt générique et est fondamental au succès du réseau de neu-
rones. Le second est plus spécifiquement inspiré du genre de problèmes que l'on cherche 
à résoudre, soit des problèmes associés à l'intelligence humaine. On peut ainsi se deman-
der s'il est possible d'aller un peu plus loin dans la spécification du genre de calculs que 
l'on croit nécessaire pour bien résoudre ce genre de problème. 
On a déjà vu à la section 2.3 qu'il y a des raisons de croire que le système visuel 
humain serait organisé selon une architecture profonde. Il est aussi connu qu'en plus de 
connexions neuronales entre chacune des couches ou régions du système visuel, il existe 
aussi des connexions dites « horizontales» entre les neurones d'une même région. On 
s'attend ainsi à ce que ces connexions puissent implémenter des interactions d'inhibi-
tion et d'excitation entre différents neurones. Cette observation apporte donc une source 
d'inspiration naturelle pour tenter d'améliorer encore plus la performance d'un réseau 
de neurones profond. 
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11.3 Contributions 
L'article suivant décrit une approche simple et efficace pour introduire des interac-
tions d'inhibition et d'excitation entre les neurones d'une couche cachée. Cette approche, 
basée sur le modèle d'autoencodeur de débruitage présenté dans l'article précédent, est 
efficace dans la mesure où elle ne nécessite pas l'atteinte du point d'équilibre d'un sys-
tème d'équations récursif, contrairement aux autres méthodes ayant été proposées dans 
la littérature. Plus précisément, cette approche correspond à un autoencodeur de débrui-
tage contenant deux couches cachées de même taille. Les connexions entre ces deux 
couches jouent alors le rôle de connexions horizontales pouvant implémenter des rela-
tions d'inhibition et d'excitation. Conceptuellement, les première et deuxième couches 
cachées correspondent alors à la valeur des neurones avant et après l'application des 
interactions liées à ces connexions, respectivement. 
On démontre dans cet article que cette approche réussit bien à apprendre des inter-
actions d'inhibition et d'excitation à l'aide d'apprentissage non-supervisé, et que l'ajout 
de telles interactions à un réseau profond permet d'obtenir de meilleures performances 
dans le cadre de problèmes de classification de caractères. On y présente aussi des expé-
riences qui indiquent que les représentations extraites de cette façon sont au moins aussi 
utiles que celles calculées par une approche basée sur un système d'équations récursif, 
tout en étant calculées beaucoup plus efficacement. . 
11.4 Commentaires 
On remarquera que les résultats rapportés dans cet article pour les autoencodeurs 
de débruitage et les machines de Boltzmann restreintes sont légèrement meilleurs que 
ceux précédemment donnés. Cette différence est simplement due à la recherche d'hyper-
paramètres plus exhaustive effectuée dans le cadre de cet article, comparativement aux 
expériences des chapitres 8 et 10 qui ont été faites sur beaucoup plus de jeux de données 
et rendaient difficile une exploration aussi approfondie. Plus précisément, les résultats 
de cet article ont été obtenus en utilisant 2000 neurones cachés par couche, ce qui a 
nécessité un temps de calcul significatif. 
CHAPTER12 
DEEP LEARNING USING ROBUST INTERDEPENDENT CODES 
We investigate a simple yet effective method to introduce inhibitory and excitatory in-
teractions between units in the layers of a deep neural network classifier. The method is 
based on the greedy layer-wise procedure of deep learning algorithms and extends the 
denoisingautoencoder [157] by adding asymmetric lateral connections between its hid-
den coding units, in a manner that is much simpler and computationally more efficient 
than previously proposed approaches. We present experiments on two character recog-
nition problems which show for the first time that lateral connections can significantly 
improve the classification performance of deep networks. 
12.1 Introduction 
Recently, an increasing amount of work in the machine learning literature ~as been 
addressing the difficult issue of training neural networks with many layers of hidden 
neurons. The motivation behind introducing several intermediate layers between the in-
put of a neural network and its output is that hard AI-related learning problems, such as 
those addressing vision and language, require discovering complex high-Ievel abstrac-
tions, which can be represented more efficiently by models with a deep architecture [15]. 
While deep networks are not novel, the discovery of techniques able to train them suc-
cessfully and deliver superior· generalization performance is recent. This new class of 
algorithms, deep learning algorithms, have proved successful at leveraging the power 
of deep networks in several contexts such as image classification [100], object recogni-
tion [128], regression [138], dimensionality reduction [83] and document retrieval [137]. 
CUITent deep learning algorithms are based on a greedy layer-wise training proce-
dure [14, 84] which decouples the algorithm in two phases. The pre-training phase 
initializes a deep network with a set of greedy modules by training them sequentially in 
an unsupervised manner. Each is trained on the representation produced by the greedy 
module below, with the goal to discover a higher-Ievel representation of it, so that the 
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representations become more abstract as we move up the network. This is foUowed by 
a fine;'tuning phase which aims at globaUy adjusting aU the parameters of the network 
according to sorne (often supervised) criterion related to the ultimate task of interest. 
Most recent research has been focusing on the development of good greedy mod-
ules, which play a decisive role in the quality of the representations leamed by deep 
networks. A variety of greedy modules have been proposed: Restricted Boltzmann Ma-
chines (RBMs) [84], autoassociators or autoencoders [14], sparse autoencoders [127], 
denoising autoencoders [157] and non-linear embedding algorithms [166]. These greedy 
modules leverage unlabeled data to discover meaningful representations and their train-
ing objectives span a vast variety of motivations and properties ofrepresentations. 
AU these previous greedy modules however share one characteristic about the way 
they transform their input in~o a new representation: given an input pattern, aU elements 
ofthe representation are computed independently and cannot interact in an inhibitory or 
excitatory fashion. However, there is a growing body of work on introducing pairwise 
interactions between the hidden units ofmodels with latent representations [60, 82,91, 
123], which show that they can be beneficial in modeling data such as patches ofnatural 
images. 
In this paper, we extend the basic denoising autoencoder [157] by introducing lat-
eral connections between coding elements, which permit simple yet useful interactions 
between codes. We show experimentally that the lateral connections leam to imple-
ment inhibitory and excitatory interactions which allow discrimination between visually 
overlapping patterns. We also demonstrate that such a denoising autoencoder with in-
terdependent codes (DA-le) outperforms the basic denoising autoencoder a~ well as 
RBMs in training deep neural network classifiers on two character recognition problems. 
Finally, we show that interdependent codes tend to extract a richer set of features which 
are less likely to be linearly predictable from each other (i.e. less correlated), leaving 
it to upper layers to account for the remaining non-linear dependencies between these 
features. 
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12.2 Denoising Autoencoder 
The present work builds on the denoising autoencoder [157] as a greedy module 
for deep learning. Denoising autoencoders are motivated by the idea that a good rep-
resentation enc(x) for sorne input vector x should be informative of x and invariant to 
induction of noise in the input. Given a corrupted version x of the input, such a robust 
representation should make it possible to recover x from enc(x), through a decoding 
function dec(-). 
A denoising autoencoder thus requires the following: 
• enc(·): an encoder function which computes a new representation for its input. 
This function's parameters should be adjustable given an error gradient. 
• dec(·): a decoder function which decodes a representation and gives a prediction 
for the original input. This function's parameters should also be adjustable. 
• p(xlx): a conditional distribution used to generate corrupted versions x ofan input 
x. 
• C (" .): a differentiable co st function that computes the dissimilarity between two 
vectors or representations. 
The corruption process p(xlx) used originaUy [157] sets to zero (i.e. destroys aU 
information from) a random subset of the elements of x, corresponding to a fraction a 
of all elements. This means that the autoencoder must learn to compute a representation 
that is informative of the original input even when sorne of its elements are missing. This 
technique was inspired by the abillty ofhumans to have an appropriate understanding of 
their environment even in situations where the available information is incomplete (e.g. 
when looking at an object that is partly occluded). 
Training a denoising autoencoder is as simple as training a standard auto encoder 
through backpropagation, with the additional step of corrupting the input. Given a train-
ing input pattern Xh first we generate a noisy version xt. compute its representation 
enc(xt), compute a reconstruction dec( enc(xt)) and compare it to the original input 
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G (h1(x),dec2 (enc2 (h~»))) 
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Greedy pre-training Fine-tuning 
Figure 12.1: Illustration of the greedy layer-wise procedure for training a 2 hidden layer 
neural network with denoising autoencoders. To avoid clutter. biases b i and Ci are not 
represented in the figures. 
Xt using the cost function C(Xtl dec(enc(Xt)). Then we compute the error gradient 
&~k C(Xtl dec(enc(Xt)) for aIl parameters Ok of the encoder and decoder functions. and 
update all parameters using stochastic gradient descent. 
We consider the same corruption process p(xlx) and encoder/decoder pair as pro-
posed originally: 
enc(x) - sigmoid(b + WX) 
dec(enc(x)) sigmoid(c + WTenc(x)) 
and use the same cross-entropy cost function: 
CCX, y) = - L (Xi log Yi +(1 - Xi) 10g(1 - Yi)) 
i 
where the elements ofx and y are assumed to be in [0, :1.]. 
(12.1) 
(12.2) 
We wish to use denoising autoencoders to train a deep neural network classifier. In 
a network with l hidden layers, we compute the activity hi(x) of the ith hidden layer 
given sorne input x as follows: 
hi(x) = sigmoid(bi + Wihi-l(X)) 'Vi E {1, ... , l}. with 
hO(x) = x. 
Class assignments probabilities are computed at the output layer as follows: 
o(x) = softmax(bl+1 + WI+1hl(x)) with 
( 
exp(ai) ) m 
softmax(a) = L () 
k exp ak i=l 
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To use denoising autoencoders for deep learning, we follow the general greedy layer-
wise procedure [14, 84] and pre-train each layer of a deep neural network as a denoising 
auto encoder. The procedure is depicted in Fig. 12.1. During the greedy pre-training 
phase, when training the ith layer, each input is mapped to its hidden representation 
hi-l (x) and is used as a training sarnple to a denoising autoencoder with biases b = bi, 
C = b i- 1 and weights W = W i. Note that this requires the corruption ofhi-l(X) into 
~ 
hi- 1 (x). A layer is pre-trained for a fixed number of updates, after which the new rep-
resentation it learned is stored to be used as input for the next layer. Greedy pre-training 
then moves on to the next hidden layer. Once all layers have thus been initialized, the 
whole network is fine-tuned l by stochastic gradient descent using backpropagation and 
the c1ass assignment negative log-likelihood cost L(Y, o(x)) = - Lk Yk log O(X)k where 
y = (lk=Y):=l' 
12.3 Denoising Autoencoder with Interdependent Codes (DA-IC) 
As mentioned earlier, a denoising auto encoder is one example of a deep network 
greedy module among others in the literature where the elements of the hidden repre-
sentations (or codes) are computed independently. By this, we mean that the activation 
of a hidden layer neuron is a simple direct function of its input pattern only, and is not 
influenced by what other neurons in its layer do. They are therefore unable to implement 
interactions between these codes, such as inhibitory and excitatory interactions. Lateral 
connections between elements of hidden representations have been used successfully to 
model natural images in sparse coding [60], ICA [91]and energy-based [123] models. 
In this work, we investigate whether such interactions can also be useful in learning a 
lwithout any data corruption 
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deep neural network classifier. One approach to introduce interactions between the units 
of a layer is to express their effect in a recursive equation [122, 144]: 
enc(x)j = sigmoid (bj + I: WjkXk + I: VjkenC(X)k) 
k k#j . 
(12.3) 
where each Vjk induces an interaction between hiddenneuron j and k, ifVjk =1 O. 
To compute an encoding, its elements are updated recursively according to Equa-
tion 12.3 for a number of iterations or until convergence. There are two disadvantages 
to this approach. First, computing the encoding becomes expensive for large layers or 
number of iterations. Second, optimizing this encoding through gradient descent is also 
expensive and hard. FOI: these reasons, we decided to take a different approach which, 
while being much simpler conceptually and computationa11y, is able to implement the 
type of lateral interactions that are expected from Equation 12.3. We simply view the 
inhibitory and excitatory lateraI connections as performing an extra non-linear process-
ing step on the regular encoding, and model this step by a standard linear+sigmoid layer. 
Thus our approach is akin to simply adding a hidden layer to the encoding function, 
ensuring that a11 computations will be fast. The presence of simple constraints on the au-
toencoder, specifically the encodingldecoding functions sharing the same (transposed) 
weights, ensures that the role of the additional set of weights V can be interpreted as 
that of lateral connections, just like in Equation 12.3. 
We extend the denoising auto encoder model by taking into account such lateral con-
nections in the encoder function only, and propose to study their effect, and verify that 
they indeed behave according to what we expect from laterai connections. Introducing 
such richer interactions only in the encoder function can be motivated by the view of the 
decoder function as a generative model for which the encoder performs a crude varia-
tional "inference" [157]. It is well known that even very simple generative models can 
yield a complicated posterior over the hidden representation, due to "explaining away" 
effects. From this perspective, the mapping from visible to hidden is often more complex 
than the mapping from hidden to visible. So it makes sense to have a higher capacity 
encoder, with the ability to leam a more complex non-linear mapping, than the decoder. 
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Formally, the denoising autoencoder is modified by adding asyrnrnetric lateral con-
nections, whose strengths are stored in a square matrix V, as follows: glven a pre-
encoding of a corrupted input 
-enc(i) = sigmoid(b + Wi) 
a final encoding is computed by using the following interaction between hidden units: 
where YJj > O. The same decoding function of Equation 12.2 is used. Though the 
constraint of a positive diagonal for V could have required special attention, using the 
same weight matrix W in the pre-encoding and decoding implicitly favors this situation, 
a fact that was observed to hold empirically. We also find the diagonal elements of 
V to be usually larger than other elements on the same column or row. This DA-IC 
architecture is illustrated in Fig. 12.2. 
To perform deep learning, we use a greedy layer-wise procedure to pre-train aIl lay-
ers. In this case, each layer hi (x) also has lateral connections Vi as weIl as the additional 
set ofbiases di: 
Thus, for each layer, pre-training is using the previous layer representations hi - 1(X) 
as training samples to a DA-IC with biases b = b i , C = bi-l, d = di and weights 
W=Wi,V=Vi . 
12.4 Related Work 
The idea of introducing pairwise connections between elements in a hidden repre-
sentation for unsupervised leaming is not new. They. have been used in an information 
maximization framework to allow overcomplete representations [144]. One important 
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Figure 12.2: Illustration of the denoising autoencoder with interdependent codes. 
difference in our approach is that the computation of the elements of the representation 
requires only one quick pass through the lateral connections instead of several recursive 
passes; the latter would render their use in a deep network much more computationally 
expensive. 
Lateral connections have also been used previously in models with several layers 
of hidden representation [82, 122]. However, these connections are only used in the 
top-down generative process of the model and approximate bottom-up inference is done 
independently for each element of a hidden layer given the previous one. Interpreting 
the decoding function as the deterministic equivalent of a top-down generative process, 
the DA-IC takes the inverse perspective, where inference is complicated and generation 
(reconstruction) is simple. 
Several mode1s of the primary visual cortex have also integrated the concept of 
pairwise interactions, inc1uding sparse coding [60], ICA [91] and energy-based mod-
els [123]. One motivation often cited for using such connections is that they permit to 
better capture higher-order dependencies that would not be modeled otherwise. 
Our work is aimed at leveraging the use of lateràl connections in multi-layer neural 
networks for building competitive classifiers, in contrast to modeling the distribution of 
images. To our knowledge, none of the previously published approaches on introducing 
lateral connections in deep networks has studied if they did indeed yield a performance 
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Figure 12.3: Top: visualizationofthe inputweights of the hidden units, corresponding to 
the rows of W. A variety of filters were leamed, including small pen strokes and empty 
background detectors. Bottom: visualization of a subset of excitatory and inhibitory 
connections in V. Positively connected neurons have overlapping filters, often shifted by 
few pixels. Negatively connected neurons detect aspects of the input which are mutually 
exclusive, such as empty background versus pen strokes. 
gain when used to build a classifier. The discriminative power of sparse codes (who se 
inference exhibit inhibitory interactions, though without explicit lateral connections) has 
been investigated previously [125], however they are not applicable directly to deep 
leaming, since fine-tuning such representations according to a global task presents. a 
technical challenge. Moreover, though the Sparse Encoding Symmetric Machine [127] 
approach to sparse coding is appropriate for deep leaming, as mentioned earlier, the 
encoding function in that case still computes the codes independently given an input, a 
situation we try to improve on here. Our simple approach for introducing interdependent 
codes in denoising autoencoders could however easily be adapted to that framework. 
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Dataset SVMrbj 1 DBN-3 1 SDA-3 1 SDA-6 1 SDAIC-3 1 
MN/ST-rot 11.11 1 9.01 1 9.53 1 9.68 1 8.07 1 
OCR-let/ers (fold 1) 9.70 9.68 9.69 10.15 9.60 
OCR-let/ers (fold 2) 9.36 9.68 9.92 9.92 9.31 
OCR-let/ers (fold 3) 9.94 10.07 10.29 10.32 9.46 
OCR-letters (fold 4) 10.32 10.46 1ü.42 10.51 9.92 
OCR-let/ers (fold 5) 10.19 10.58 9.93 10.58 9.50 
OCR-letters (aU) 9.90 10.09 10.05 10.30 9.56 
Table 12.1: Classification perfonnance of deep networks and gaussian kernel SVMs for 
two character recognition problems. The deep networks with interdependent codes sta-
tistically significantly outperfonn other models on both problems. We report the results 
on each fold of the OCR-letters experiment to show that the improvement in perfonnance 
of interdependent codes is consistent. . 
12.5 Experiments 
We perfonned experiments on two character recognition problems where the input· 
patterns from different classes are likely to be overlapping visuaUy. This is a setting 
where lateral connections ought to be useful by using inhibitory cOrulections to discern 
similar but mutually exclusive features of the input. The first problem, noted MN/ST-
rot [100], consists in classifying images of rotated digits2• The second classification 
dataset, noted OCR-letters 3 corresponds to an English character recognition problem 
where 16 x 8 binary pixel images must be classified into 26 classes, corresponding to the 
26letters of the English alphabet (see Fig. 12.4). 
12.5.1 Comparison of classification performance 
We evaluated the perfonnance of the DA-IC as a greedy module for deep leaming by 
comparing it with two other greedy modules: basic denoising autoencoders and RBMs. 
For each type of greedy module, deep neural network classifiers were initialized by 
2This dataset has been regenerated since its publication and can be downloaded here:. 
http://www.iro.urnontreal.ca/rvlisa/icmI2007. The set of 28x28 pixel images was generated using ran-
dom rotations of digit images taken from the MNIST dataset, and was divided into training, validation and 
test splits of 10000, 2000 and 50000 examples each. 
3This dataset is publicly available at http://ai.stanford.edulrvbtaskar/ocr/. For our experiments, we took 
the original dataset and generated 5 folds with mutually.exc1usive test sets of 10000 examples each. 
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Figure 12.4: Input samples from the OCR-letters dataset ofbinary character images. 
stacking three such greedy modules before fine-tuning the whole network by stochastic 
gradient descent4 . The deep networks initialized with DA-ICs had 1000 hidden units 
in each layer. For fairness, since RBMs and basic denoising autoencoders have fewer 
parameters (hence 1ess capacity) for the same size of hidden layer, we also considered 
deep networks with larger layers of up to 2000 hidden units in model selection. We 
chose networks with the same number of hidden units at each layer, as we found this 
topology to work well. Another fair comparison with a network with similar number of 
parameters, is to stack 6layers of either RBMs or denoising autoencoders: both achieved 
about the same performance, so we report results on denoising autoencoders only. We 
denote by DBN-l, SDA-l and SDAIC-l deep networks initialized by stacking l modules 
of RBMs, denoising autoencoders, and DA-IC, respectively. As a general baseline, we 
also report the performance of a kernel SVM with Gaussian kernel (noted SVMrbJ), 
which often achieves state-of-the-art performance. 
The results, reported in Table 12.1, confirm that the interdependent codes are able 
to improve the discriminative performance of a deep network classifier. The addi-
tion of lateral connections also enables deep networks to outperform an SVM classifier. 
4Model selection, based on the classification error obtained on the validation set, was done over the 
number of iterations of greedy pre-training as weil as the value of the learning rates for greedy pre-training 
and fine-tuning. For denoising autoencoders, the fraction of masked or destroyed inputs 0: also had to be 
chosen by model selection; we compared 0: = 0.1 and 0.25. Early-stopping based on the validation set 
error determined the number offine-tuning iterations. 
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The fact that SDAIC-3 outperforms SDA-6 shows that it is not simply the additional 
capacity ofSDAIC-3 with respect to SDA-3 and DBN-3 that explains these performance 
differences. We also tried to add a phase of global unsupervised fine-tuning5 before the 
supervised fine-tuning of SDA-6, but it at best improved only slightly its performance, 
not reaching the performance of SDAIC-3. This confirms the primary importance of 
pre-training with a DA-IC greedy module. 
12.5.2 Qualitative analysis of learnt parameters 
To get a better idea of the type of interactions the lateral connections are able to cap-
ture, we display in Fig. 12.3 the values of the weights or filters learned for each neuron, 
as well as the weights for pairs of neurons which have strong positive or negative lateral 
connections. Black, mid-gray and white pixels in the filters correspond to weights of 
-3, 0, and 3 respectively, with intermediate values corresponding to intermediate shades. 
The DA-IC was trained for 2.5 million updates on samples from the aeR-/etters dataset, 
with a learning rate of 0.005, 0: :::;= 0.25 and a small LI weight decay of 0.0001. The 
learned filters detect various aspects of the input, such as small pen strokes, which have 
localized positive weights and negative biases6 (thus will be active only if a pen stroke is 
present), and regions of empty backgrounds, which have localized negative weights and 
positive biases (thus will only be active ifno pen stroke is present). There are also filters 
that can determine whether the width and height of a character is smaller than a certain 
number of pixels (see filters with wide horizontal or vertical bars). 
The lateral connections also model interesting interactions between these filters. 
Pairs of neurons that are positively connected often have visually similar filters. AIso, 
pairs of neurons that are negatively connected are sensitive to mutually exclusive pat-
terns in the input. For instance, pairs of pen-stroke and empty background detectors in 
the same region of the image usually inhibit each other. Another example is two filters 
that detect whether the sides or the top and bottom of the image are empty (see the first 
negatively connected pair in Fig. 12.3), two events that cannot be true simultaneously 
S'Global unsupervised fine-tuning consists in optimizing reconstruction error after a full up and down 
pass through ail the layers. 
6To simplify the visualization, the value ofthe biases are not shown in Fig. 12.3 
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since aU characters touch at least one border of the image. 
Next, we wanted to examine more c1ose1y the effect ofV. We presented a number 
of input patterns to a DA-IC trained on OCR-Ietters and considered pairs of neurons in 
the hidden layer with inhibitory lateral connections between them (corresponding to a 
negative weight in V). We measured the activity of these neurons before applying V 
and after. Fig. 12.5 shows two examples, together with the filters associated to the con-
sidered neurons. A typical inhibitory behaviour can be observed: after applying V and 
a nonlinearity, a clear winner emerges within pairs of negatively connected neurons that 
have equaUy strong activities before applying V. In the e example, the competition is 
between detecting a vertical segments on the left edge, or detecting it one pixel to the 
right. These are unlikely to occur together. In the 0 example, the choice is between de-
tecting an empty spot in the lower right corner or seeing a vertical segment on the right 
edge that continues nearly to the bottom of the corner. Again, the two are contradictory. 
In both cases, inhibitory connections appear crucial in choosing the feature that better 
describes the input pattern. This disambiguation between two conflicting aspects in the 
input would not be possible with a simple layer that does not correct for interdependen-
cies. 
12.5.3 Comparison with alternative techniques for learning lateral interactions 
Next, we wanted to see how our simple method for learning lateral interactions (DA-
IC) compared to alternatives based on iterating a recursive equation, as previously pro-
posed. Due to these alternatives being very time consuming, we focused on unsupervised 
training of a single layer (greedy module) to leam a representation (code) 7 • We then mea-
sured the classification performance obtained by a linear least squares classifier that uses 
that learned code as input. We specifically considered the foUowing greedy modules: 
• RBM: Restricted Boltzmann Machine with no lateral connections. 
• DA: Ordinary Denoising Autoencoder, no lateral connections. 
7We tested using both 10 and 30 iterations through Equation 12.3. Notice that computing enc(x) 
with these alternative models requires 10 and 30 times (respectively) as many multiply-add operations 
involving the H 2 - H lateral connections VJk, where H is the number ofhidden units (the diagonal of V 
is not used in Equation 12.3). 
II1II .':[J 0.1 •• 0.1 
• 
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Figure 12.5: Illustration of inhibitory behaviour. Two examples are shown: e and o. In 
each, from Ieft to right: the input pattern, the filters for two neurons of the first hidden 
layer, the values taken by these neurons before taking into account lateral connection 
weights V, and their values after applying V and a sigmoid. As can be seen, lateral 
connections allow to disambiguate situations in which we have equally strong initial 
responses from the two neurons. 
• SRBM: Semi-Restricted Boltzmann Machines [122], but with laterai connections 
between hidden units, instead of visible units as originally proposed. 
• DA-settling: Denoising Autoencoder with "settling" laterai connections in the en-
coder: i.e. we iterate severai times through Eq. 12.3. 
• DA-le: Our proposed Denoising Autoencoder with Interdependent Codes. 
Fig. 12.6 gives the resulting classification performance as a function of the size of 
the code (the number of hidden units). We emphasize that the codes were learned in 
an entirely unsupervised fashion8 . We observe that DA-lC systematically outperforms 
both RBM and DA (differences are statistically.significant, except for 250 units on OCR-
Ietters). When compared to the alternative techniques for introducing laterai interactions, 
DA-lC outperforms them on MNIST-rot (differences are statistically significant), and is 
also best (statistically equivalent to SRBM) on OCR-Ietters. We want to emphasize here 
that, contrary to the alternative techniques involving iterating a recursive equation, DA-
IC is very simple and computationally very cheap (no iterationinvoIved). 
80nly the number of unsupervised training iterations and the learning rate were selected based on 




























Figure 12.6: Test classification error (%) of a linear classifier using the codes leamed by 
different types of greedy modules, for increasing size of hidden layer. 
12.5.4 Analysis of correlation 
Finally, we provide a possible explanation as to why DA-les are better suited for 
deep leaming. The performance of deep netwotks with 1, 2 and 3 stacked DA-les is 
10.33%, 8.91 % and 8.07% respectively on the MN/ST-rot datas et, which confirms that 
the DA-le can leverage the addition of layers. Intuitively, a necessary condition for 
a greedy module to be appropriate for deep leaming is that it should compute repre-
sentations which, while being informative of the inl?ut, are not too linearly correlated. 
Otherwise, sorne ofthe coding elements would be easily predictable by others and there-
fore essentially useless. Since denoising autoencoders use a log-linear decoder function, 
training implicitly discourages highly correlated hidden units, which would waste sorne 
ofthe capacity ofthe encoder. However, as the size ofthe hidden layer grows, it is likely 
that adding uncorrelated units requires more non-linear computations from the encoder. 
So, by adding làteral connections to the encoder function, we would expect the encoder 
to be better able to reduce the correlation in its code units. To verify this claim, we com-
puted the mean of pairwise absolute correlations between the activities of the hidden 
units of a denoising autoencoder and of a DA-le for severallarge sizes ofhidden layers, 
on the MN/ST-rot datas et. Model selection was performed based on the mean absolute 
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correlations obtained on the validation set. The result, reported in Fig. 12.7, confirms 
that interdependent codes exhibit less correlation between their elements. 
12.6 Conclusion 
We presented a simple extension of denoising autoencoders which allows learning 
inhibitory and excitatory interactions between the hidden code units and demonstrated 
their usefulness as greedy modules for deep learning. Experiments on two character 
recognition problems showed that using Denoising Autoencoder with Interdependent 
. Codes (DA-IC) outperforms state-of-the-art learning algorithms for deep networks 
classifiers and kernel SVMs. White the technique we use for taking into account lat-
eral interactions is both simpler and computationally much more efficient than pre-
viously proposed alternative techniques (based on a recursive update equation) we 
showed it does learn codes that yield equivalent or better classification performance 
than the se more cumbersome alternatives. 
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Figure 12.7: Mean pairwise absolute correlation between the coding elements ofa basic 
denoising autoencoder (squares) and a denoising auto encoder with interdependent codes 
(circ1es), for different layer sizes. C 
CHAPITRE 13 
CONCLUSION 
Les travaux de cette thèse ont débuté dans un contexte de recherche où la popularité 
des réseaux de neurones artificiels était en pente descendante et où l'approche dominante 
pour la résolution d'un problème de classification était plutôt d'utiliser une machine à 
noyau. Certains chercheurs [12, 15] mett.aient cependant en doute la capacité des ma-
chines à noyau à résoudre les problèmes liés à l'intelligence artificielle et, parallèlement, 
Hinton et al. [84] faisaient une percée par le développement d'un algorithme d'appren-
tissage efficace pour des réseaux à plusieurs couches cachées. 
Les travaux de cette thèse visent donc à présenter des algorithmes d'apprentissage qui 
permettent aux réseaux de neurones artificiels de s'approcher un peu plus de la résolution 
de problèmes liés à l'intelligence artificielle. Par le fait même, les expériences présentées 
dans cette thèse ont démontré plus d'une fois la difficulté éprouvée par les machines à 
noyau à atteindre les mêmes performances de généralisation. Ces nouveaux algorithmes 
d'apprentissage tirent tous profit d'une forme d'apprentissage non-supervisé, afin de dé-
couvrir une représentation abstraite et utile des données. Les travaux de cette thèse ont 
aussi permis de mettre en évidence et de mieux comprendre les rôles joués par l'appren-
tissage non-supervisé et l'utilisation d'une architecture profonde dans l'amélioration de 
la performance d'un réseau de neurones artificieL 
13.1 Synthèse des articles 
Voici donc une synthèse des contributions apportées par les différents articles de cette 
thèse. 
13.1.1 Classification using Discriminative Restricted Boltzmann Machines 
Dans cet article, une méthode simple est présentée pour améliorer la performance 
de généralisation d'un type spécifique de réseau de neurones, la machine de Boltzmann 
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restreinte. Cette méthode tire profit de la régularisation obtenue par l'apprentissage hy-
bride génératif/discriminant, afin d'entraîner une couche de neurones cachés plus large 
qu'il n'aurait été possible sans une telle régularisation. Les expériences présentées dans 
cet article pennettent de souligner l'avantage de l'utilisation d'un réseau de neurones 
plutôt qu'une machine à noyau, et ce, de façon marquée dans le cadre de l'apprentissage 
semi-supervisé. 
En général, les travaux de cette thèse tendent à démontrer qu'une seule couche ca-
chée n'est pas suffisante pour résoudre certains problèmes complexes. Bien que cela 
demeure une réalité, il existe tout de même plusieurs autres problèmes où une seule, 
couche cachée suffit. Un avantage importante de la méthode présentée dans cet article 
est qu'elle nécessite en général peu d'hyper-paramètres, contrairement à l'approche où 
une machine de Boltzmann restreinte est utilisée pour l'initialisation d'un réseau. Ainsi, 
la facilité d'utilisation de cette méthode en fait une contribution importante. 
13.1.2 Exploring Strategies for Training Deep Neural Networks 
Cet article met en évidence l'importance de l'apprentissage non-supervisé dans l' ap-
prentissage d'un réseau de neurones à plusieurs couches, selon la procédure vorace de 
Hinton et al. [84]. Les expériences qui y sont présentées démontrent qu'en plus d'ap-
porter une régularisation utile au réseau, l'aspect vorace de la procédure d'apprentissage 
non-supervisé peut aussi faciliter l'optimisation du réseau. 
De plus, on y a démontré que des perfonnances similaires sont atteignables en uti-
lisant des réseaux autoassociateurs plutôt que des machines de Boltzmann restreintes 
pour l'initialisation d'un réseau profond. Cette observation implique que l'apprentis-
sage spécifique de la machine de Boltzmann restreinte n'est pas l'unique clé du succès 
de la procédure vorace. C'est plutôt l'utilisation d'une fonne générale d'apprentissage 
non-supervisé qui est importante. Ainsi, cet article a ouvert la porte au développement 
d'autres algorithmes d'apprentissage non-supervisé pour l'apprentissage de réseaux pro-
fonds. 
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13.1.3 An Empirical Evaluation of Deep Architectures on Problems with Many 
Factors of Variation 
Dans cet article, on présente une évaluation empirique des réseaux profonds sur une 
vaste gamme de problèmes générés à partir de plusieurs facteurs de variation. On y 
confirme l'avantage apporté par l'utilisation d'une architecture profonde, et ce sur beau-
coup plus de jeux de données que dans l'article précédent. D'ailleurs, ces jeux de don-
nées forment une contribution additionnelle importante de ces travaux, et sont d'ailleurs 
disponibles pour téléchargement sur le Web pour quiconque souhaiterait comparer un 
nouvel algorithme à ceux utilisés dans cet article. 
13.1.4 Extracting and Composing Robust Features with Denoising Autoencoders 
Le second article de cette thèse a démontré que la procédure de Hinton et al. [84] 
n'avait pas à se restreindre aux machines de Boltzmann restreintes pour bien fonction-
ner. Ainsi, dans ce quatrième article, on démontre qu'une variante simple des réseaux 
autoassociateurs permet d'atteindre une performance de généralisation qui est en géné-
ral au moins aussi bonne que celle obtenue par les machines de Boltzmann restreintes. 
Cette contribution est importante, puisqu'elle permet de combiner la flexibilité des au-
toassociateurs avec la bonne performance des machines de Boltzmann restreintes. 
13.1.5 Deep Learning using Robust Interdependent Codes 
Dans ce cinquième et dernier article, on améliore encore plus les réseaux autoas-
sociateurs en introduisant de façon simple et efficace des interactions d'inhibition et 
d'excitation entre les neurones de leur couche cachée. Cette technique fonctionne par 
l'ajout d'une couche cachée de la même taille que la couche cachée originale, à laquelle 
elle est connectée. La valeur de cette nouvelle couche cachée correspond au résultat de 
l'application des interactions d'inhibition et d'excitation entre les neurones cachés. En 
utilisant ce nouvel autoassociateur pour initialiser un réseau profond, on réussit alors à 
obtenir de meilleures performances qu'auparavant sur des problèmes de classification 
de caractères. De plus, on observe que la méthode employée pour implémenter de telles 
-- -- -- ---- - ----------- ---- ----- ------------------------
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interactions est plus efficace et fonctionne au moins aussi bien qu'une méthode plus 
classique basée sur la solution d'un système d'équations récursif. 
13.2 Conclusion 
Les travaux de cette thèse visaient à apporter certaines contributions à la recherche 
sur l'entraînement des réseaux de neurones. Le choix de se concentrer sur les réseaux de 
neurones est motivé par leur capacité à généraliser de façon non-locale. Afin d'augmen-
ter leur performance de généralisation, on a tiré profit de deux stratégies. La première 
est d'utiliser une procédure d'apprentissage non-supervisé afin de bien régulariser un 
réseau (profond) et découvrir des concepts statistiques utiles de l'entrée. La deuxième 
est d'utiliser une architecture profonde, afin de pouvoir extraire des concepts statistiques 
plus abstraits et complexes. Cette dernière stratégie est partiellement inspirée du genre 
de calculs effectués par le système visuel humain et de la structure hiérarchique naturel-
lement retrouvée dans des données visuelles, textuelles et sonores. Ces deux stratégies 
s'étant avérées utiles, on peut se demander s'il serait bénéfique de les approfondir un 
peu plus. Mes travaux m'incitent à répondre par l'affirmative. 
Considérons l'utilisation de l'apprentissage non-supervisé. On remarquera que dans 
. le cas d'un réseau à plusieurs couches, l'apprentissage non-supervisé se fait de façon 
vorace, sans coordination entre l'entraînement des connexions entre différentes couches. 
La seule exception serait possiblement les travaux sur les autoassociateurs avec inter-
action d'inhibition et d'excitation, et cette approche a justement apporté une améliora-
tion des performances. Ainsi, des progrès sont certainement possibles dans la procédure 
d'apprentissage non-supervisé des réseaux de neurones. De plus, il n'est pas clair que le 
même type d'apprentissage non-supervisé (i.e., le même algorithme) doive absolument 
être utilisé pour l'initialisation de toutes les couches d'un même réseau. Par exemple, 
Karklin et Lewicki [98] proposent d'entraîner une deuxième couche cachée modélisant 
bien la covariance (plutôt que la valeur moyenne) des éléments de la première couche 
cachée, dans le cadre d'un modèle hiérarchique de codage par représentation creuse 
(sparse coding). Les expériences présentées par Karklin et Lewicki [98] indiquent que 
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ce type de critère d'entraînement permet d'obtenir un second niveau de représentation 
informatif quand au type de texture présent dans l'image. 
Pour ce qui est de l'utilisation d'une architecture profonde, j'estime probable que ce 
ne soit que le début de l'inspiration que puisse offrir la recherche sur le fonctionnement 
du cerveau. Entre autres, l'existence de connexions latérales entre les neurones d'une 
même région du système visuel humain aura aussi été une inspiration utile pour les 
travaux du cinquième article. De plus, la topologie de réseau profond où des connexions 
n'existent qu'entre deux couches cachées successives n'est pas vraiment compatible avec 
certaines observations expérimentales, qui laissent croire à l'existence de connexions 
entre couches non-successives. Ainsi, il n'est pas impossible que la topologie ayant été 
considérée dans les travaux de cette thèse puisse être raffinée de façon à améliorer encore 
plus les performances. 
Finalement, des aspects plus pratiques devront aussi être considérés dans la recherche 
à venir sur les réseaux profonds. Par exemple, le défi que pose la sélection de modèle 
pour ces réseaux profonds a été mentionné à quelques reprises dans les travaux de cette 
thèse. Ainsi, des progrès de ce côté devront probablement être faits afin d'assurer une 
meilleure facilité d'utilisation de cette technologie. Ceci permettrait d'accélérer la re-
cherche sur les réseaux profonds et de la rendre plus accessible aux chercheurs ayant une 
moins grande expérience avec ce type de modèle. Un autre obstacle à la recherche est la 
taille importante de ces réseaux, ce qui augmente le temps et la quantité de mémoire que 
nécessite leur utilisation. Il y a au moins deUx approches possibles pour la réduction de 
ces inconvénients. La première est d'augmenter les ressources informatiques disponibles 
lors de l'utilisation d'un même réseau profond, par exemple en parallélisant les calculs 
à effectuer et en les distribuant sur plusieurs microprocesseurs. La seconde approche 
consiste à utiliser de façon parcimonieuse les ressources disponibles, en utilisant une 
paramétrisation creuse (sparse) du réseau. Cette paramétrisation pourrait être imposée, 
comme dans un réseau à convolution [105], ou apprise, comme c'est le cas lorsqu'on uti-
lise une régularisation fI [152]. Évidemment, l'implantation du réseau profond devrait 
utiliser une telle paramétrisation de façon à en tirer profit dans la quantité de calcul et de 
mémoire qui en résulte. 
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J'ai donc la conviction que la recherche sur l'entraînement de réseaux profonds pré-
sente des perspectives prometteuses dans la résolution de problèmes complexes liés à 
l'intelligence artificielle. Les travaux de cette thèse sont d'ailleurs en quelque sorte un 
signe de cette tendance. Ainsi, en plus de progrès dans le cadre de problèmes de classi-
fication statiques, je crois que des progrès dans des problèmes de nature dynamique ou 
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