Sy stem-On-Package (SOP) technology provides a capability to integrate both mixed-signal active components and passive components all into a single high speedldensity three dimensional packaging substrate. The physical layout resource of SOP is multi-layer in nature, where all layers are used for both placement and routing unlike the traditional multi-layer PCB or MCM packaging. In this paper, we present the jirst 3D physical design algorithms targeting SOP technology. 3D partitioning divides the input design into multiple layers. 3D placement determines the location of the active and passive components in multi-layer packaging substrate while considering various signal integrity issues. 3D global routing performs the following major steps: pin/net distribution, layer assignment, tree generation, and channeVpin assignment. Our experimental results demonstrate the effectiveness of our approaches.
Introduction
The true potential of SOP technology [l] lies in its capability to integrate both active components such as digital IC, analog ICs, memory modules, MEMS, and opto-electronic modules, and passive components such as capacitors, resistors, and inductors all into a single high speeddensity multi-layer packaging substrate. Since both the active and passive components are integrated into the multi-layer substrate, SOP offers a highly advanced three-dimensional mixed-signal system integration environment. Three-dimensional SOP pack aging offers significant performance benefits over the traditional two-dimensional packaging such as PCB and MClvI due to the electrical and mechanical properties arising from the new geometrical arrangement as illustrated in Figure  1 . Thus, innovative ideas in the development of CAD tools for muliii-layer SOP technology is crucial to fully exploit the potential of this new emerging technology.
A high performance mixed signal system employs a lot of passive components-up to 30 passive components per an IC.
For example, Sony Handy Cam DCR-PC7 has 43 ICs and 1329 passive elements. Such passive components continue to take up much circuit board real estate. Therefore, rigorous attempts have been made to replaces them with so-called emtiedded passive components (EPC), which are small and flat enough to be inserted between package layers. EPCs allow devices to get smaller or designers to fit more functionality in the same space; eliminate the costs currently needed to purchase and solder on discrete devices; allow for more design flexibility; and derive electrical benefits from the different current path that would be traveled. EPCs can also be used for simultaneous switching noise reduction, cross talk reduction, network matching, and signal integrity. The physical layout resource environment of SOP is multilayer in nature-the top layer is mainly used to accommodate active components, the middle layers are mainly for passive components, and the I/O pins are located at the bottom of the SOP package. Therefore, all layers are used for both placement and routing unlike PCB or MCM. Therefore, the existing design tools for PCB or MCM packaging [7, 8, 9] can not be used directly for the design of SOP. Existing works on 3D placement are very few [2,10,11,12,13] and focus only on cell placement instead of block placement. In this paper, we present the first 3D physical design algorithms targeting SOP technology. 3D partitioning [ 15, 171 divides the input design into multiple layers. 3D placement [18] determines the location of the active and passive components in multi-layer packaging substrate while considering various signal integrity issues. 3D global routing [14, 16] performs the following major steps: pidnet distribution, layer assignment, tree generation, and channeVpin assignment. Our experimental results demonstrate the effectiveness of our approaches. 
Preliminaries

Overview of the Approach
An overview of the 3D layout automation process is shown in Figure 2 . During the 3D partitioning step, we divide the input design into multiple layers. Under our wire-centric design paradigm, partitioning is seen as the crucial step that defines the local and global wires-intra-partition connections become intra-layer wires, whereas inter-partition connections become inter-layer wires. The objective is to minimize the amount of wires, the longest path delay, and power consumption induced by the partitioning under pin, area, and thermal constraints. During the 3D placement step, I/O pin location and chip/component dimension are determined. In addition, the placement of these mixed signal components needs to be performed. The embedded passive elements are placed in the intermediate layers within the SOP substrate while other active components are mounted on the surface. The main objective during this step is to minimize the area of the final chip, total estimated wirelength, and the longest path delay measured in a multi-layer environment. The major constraints to be considered are routability and power-ground noise. In addition, some analog ICs and passive elements need to be placed together in order to maintain high Q, and analog and digital ICs will need to be separated apart due to various noise issues. During the 3D routing step, global and detailed routing are performed. Unlike the traditional multi-layer routing, pins are possibly located at all intermediate layers in SOP substrate rather than top-layer only since chips now have connections to embedded passives. In addition, these embedded passives are obstacles during routing. Our goal is to perform global routing and layer assignment simultaneously for more rigorous performance optimization in a shorter runtime. The objective is to minimize the total wiring cost in terms of the number of layers and vias and the longest path delay. The major constraints to be considered are congestion and cross-talk noise.
c- Figure 2 . Overview of 3D layout automation. First, the input design is first partitioned into several layers (3D partitioning). Second, the active and passive elements are placed in each layer (3D placement). Third, routing is done to finish the interconnection (3D routing). Inter-layer connections are not shown for simplicity.
2.2. Problem Formulation 3D layer structure: the layer structure in SOP is different from PCB or MCM-it has multiple floorplan layers and routing layers. It has one I/Opin layer through which various components can be connected to the external pins. The jloorplan layers contain the blocks, which from the point of view of physical design is just a geometrical object with pins. In some cases where these blocks are a collection of cells, the pins may not be assigned and pin assignment needs to be done to determine their exact location. The interval between two floorplan layers is called the routing interval. The routing interval contains a stack of signal routing layers sandwiched between pin distribution layers. These layers are actually X-Y routing layer pairs, so that the rectilinear partial net topologies may be assigned to it. We also allow routing to be done in the pin distribution layers. Our 3D package layout automation is divided into 3D partitioning, 3D placement, and 3D routing. satisfies the layer and geometric constraints specified by the user. The goal is to minimize the final footprint area of SOP package, wirelength, total number of vias, and constraint violation.
3D Routing: Given a set of floorplans F=(fif2, ...fk}, netlist N={n1,n2,. . .,nn}, and the routing resource graph, generate the routing topology T(n) for each net n, assign n to a set of routing layers and assign all pins of n to legal 1oc:ations. All conflicting nets are assigned to different routing layers while satisQing various capacity constraints. The objective is to minimize the total number of routing layers used, wirelength, and crosstalk. In the SOP model the nets are classified into two categories. The nets which have all their terminals in the same placement are called i-nets, while the ones having terminal in different placements will be referred to as x-nets. The i-nets can be routed in the single xouting interval or indeed within the placement layer itself. However, for high performance designs routing such nets in the routing interval immediately above or below the placement layer maybe desirable and even required. On the other hand, the xnets may span more than one routing intervals.
3.3D Partitioning
We have recently developed the first 3D partitioning algorithm for SOP [15, 17] . Our algorithm named GE:O-PD performs simultaneous delay and power optimization and provides smooth cutsize, wirelength, power and delay triideoff. An illustration is shown in Figure 3 . In GEO-PD, we use retiming based timing analysis and visible power analysis to identify timing and power critical nets and assign proper weights to them to guide the multi-level optimization process. In general, timing and power analysis are done at the original netlist while a recursive multi-level approach performs partitioning on the sub-netlist as well as its coarsened representations. We develop an effective way to translate the timing and power analysis results from the original netlist to a coarsened sub-netlist for effective multi-level delay and power optimization. GEO-PD is a multi-level partitioner for simultaneous delay and power optimization. GEO-PD partitions the given netlist NL into K partitions using a topdown recursive bipartitioning approach. GEO-PD consists of two subroutines: GEO-PD-2way recursively bipartition:; NL, whereas GEO-PD-Kway refines these partitioning ri:sults occasionally. GEO-PD-2way is performed on the sub-netlist, whereas GEO-PD-Kway is performed on the entire netlist. GlEO-PD-2way first generates the sub-netlist from the given partition tree node and performs multi-level clustering on it We use our ESC clustering algorithm [19] for this purpose. Then we obtain a random initial partitioning B among the clusters at the top level of the hierarchy. The subsequent top-down multi-level refinement is used to improve B in terms of delay and power. We perform retiming based timing analysis RTA [20] to identify timing critical nets. We also perform power analysis to identify power critical nets. Then we compute the delay and power weights for the nets in the sub-netlist for simultaneous delay and power optimization. The subsequent iterative improvement through cluster move tries to minimize the weighted cutsize. Finally we project the current solution to the next level coarser netlist for multi-level optimization. GEO-PD-Kway refinement is performed when we obtain 2' partitions (j > 1) from GEO-PD-2way (4, 8, 16 partitions, etc). We fvst perform a restricted multi-level clustering, where grouping among cells in different partition is prohibited. This allows the partitioner to preserve the initial partitioning results. Then we again perform multi-level partitioning in the same way as in GEO-PD-2way for addiiional delay and power improvement. GEO-PD-Kway is applied onto the global netlist for more global level optimization.
For simultaneous delay and power optimization, we first identify timing and power critical nets and assign proper weights to them to guide the optimization process. A net is timing critical if it lies along a critical path andpower critical if it has high fanout with large wirelength and is driven by a gate with high switching activity. In GEO-PD, retiming delay and visible power are minimized through retiming based timing analysis and visible power analysis. We use sequential slac,k to compute how much time slack exists before timing violation occurs after retiming. These values are then used to compute the delay weights of the nets for retiming delay minjimization. In case of power optimization, we use switching activity and gatefwire capacitance to compute power weights of the nets for visible power minimization. Both delay and power weights are added together, and GEO-PD performs multi-level partitioning to minimize the total weighted cutsize. We note that the multi-level approach is very effective in minimizing the weighted cutsize and wirelength. However, timing and power analysis is typically done at the original netlist while a recursive multi-level approach performs partitioning on the sub-netlist as well as its coarsened representations. Thus, it is crucial that we have an effective way to translate the timing and power analysis results from the original netlist to a coarsened sub-netlist. Interested readers are referred to [15, 17] for more details.
4.3D Placement
Simulated Annealing
We have recently developed the first 3D placement algorithm for SOP [ 181. We observe from related experiments that adding the following components to the cost function C(F) results in a more compact multi-layer placement: total flatten area flat(F) and dimension deviation devQ.flat(fl is the sum of all placements,flat(F) = C a m . The minimization of this objective results in a highly compact placement for each layer. dev(F) measures how much the upper right corner (URC) of a placement deviates from the average URC. We compute the average URC (U,, U,,) by U, = Zu,m/k, where u,m denotes the x-coordinate of the URC of a placementj. We compute u,,m using y-coordinates instead. Let d m = lux -uXml+ Iu,, -u,,(fJ be the dimension deviation of a placement ofJ;. Then dev(F), the dimension deviation of SOP placement F is simply the sum of all d o . The minimization of this objective results in a more dimension-balanced placement among all layers. It may seem redundant to have all three area-related objectives area(-, flat(F), and dev(F) in C(F). However, our related experiments indicate that each of these three objectives contribute to the minimization of not only the final footprint area area(-but also the wirelength estimation wire(F).
Among many proposed methods to represent 2-dimensional placement, we extend the sequence pair (SP) [4] to represent the multi-layer SOP placement solution. Our multi-layer sequence pair is represented by (SPO~SPII ... JSPk-I), where SP, contains the positive and negative sequence for the blocks contained in layer i. For a faster area evaluation for a given multi-layer SP, we use longest common subsequences (LCS) [3] method. Authors in [4] propose three types of moves for solution perturbation during Simulated Annealing: M1 (swap two modules in positive sequence), M2 (swap two modules from both positive and negative sequence), and M3 (rotate). We add two moves M4 and M5 to search the solution of multi-layer placement effectively: M4 is similar to M1, except that the two blocks are from positive sequences in different layers. M5 selects a block from layer i and moves it to another layer j . The location in positive and negative sequence from SP, is again randomly chosen.
SOP Geometric Constraints
We categorize the geometric constraints among active and passive components into the following 6 types: Most of the active components are required to be placed on the top layer due to heat dissipation requirement. However, some active components that do not generate too much heat can be placed in the middle layers. EPCs can be placed at any layers, but using middle layers is the most beneficial in reducing the overall footprint area of SOP. However, some
EPCs are required to be placed on the top layer due to thermal and/or noise issues. Third, some active components need to be placed nearby together or apart from each other due to several reasons including signaVpower integrity, performance optimization, etc. Lastly, most EPCs need to be placed closer to the related active components. Handling the layer constraints is straightforward, but the geometric constraints are harder to satisfy. Figure 4 (a) shows geometric shapes of EPCs.
Table 1 describes the 6 geometric constraint types we consider in SOP placement. The point, layer, and region constraints are intersection-based-these constraints are violated if there is no intersection between the blocks and the region given. The abutment, boundary, and group constraints are distance-based-these constraints are violated if the distance among the blocks is bigger than the given threshold. A prior timing analysis or signal integrity analysis is performed by the user to identify (i) the source of timing, noise, thermal, and power supply problem, and (ii) ways to fix these problems in a form of constraint. Each constraint is then translated into a geometric form so that our multi-level placer attempts to satisfy this geometric constraint. Our strategy is to quantify the amount of violation of the constraints specified, and guide Simulated Annealing based optimization so that the amount of violation is minimized or completely removed if possible. Figure 4(b) and 4(c) show how to compute the penalty from violating region and group constraints. Simulated Annealing is as follows: (i) construction of initial solution: we frrst assign all blocks under layer constraints to the target layers and fix them during the annealing. For the remaining blocks, we randomly and evenly distribule them into all layers, (ii) solution perturbation: we perform more inter-layer moves (M4 and M5 discussed in Section ILA) during high temperature annealing and more intra-layer moves (MI, M2, and M3) during low temperature annealing, (iii) weighting constants in C(F): we focus more on penalty(F) and v i a Q during high temperature annealing and more on area(F) and wire(F) during low temperature annealing. Interested readers are referred to [18] for more details.
5.3D Global Routing
Overview of the Algorithm
We have recently developed the first 3D global routing algorithm for SOP [14, 16] . Our SOP router is a muhi-stage approach, where we divide the routing process into (1) coarse pin distribution, (2) net distribution, (3) detailed pin distribution, (4) topology generation, (5) 2D layer assignment, (6) channel assignment, and (7) pin assignment step. An illustration is shown in Figure 5 . By following these steps we seek to have enough and acceptably accurate informat ion for each routing interval to carry out "local" global routing efficiently. We introduce the terms entry/exit pins to better explain our approach. Since the connections of some nets (xnets) span multiple placement layers, we need to detimnine the location of entj. to and exit from the routing interval. In the 2-D refinement of the problem we treat this location as pins. The routing of i-nets deserves special attention. In routing intervals, except the first and last ones, we have the choice of placing those i-nets in a routing interval either on top or bottom of the placement. The objective is to minimize crosstalk and congestion in the routing interval. This step is called Net distribution.
The pin information of the nets is required for efficient net distribution, but net distribution decides the number of pins (and their locations) at each routing interval. We solve this by using the results of Coarse Pin Distribution for net distribution. Pins in all routing interval are projected to a single 2-D area and partitioning evenly distributes them over it. The pins in different routing intervals may not be evenly distributed locally. After net distribution we do Detailed Pin Distribution on each routing interval to minimize the estimated wirelength and legalize pin locations. After this step we have all the information needed for global routing in the routing interval. The topology of each net is generated during our Topologv Generation, and 2-0 Layer Assignment assigns different layer to conflicting nets. The Channel Assignment probkm is to assign each pin in the pin distribution layers to a channel in the placement layers such that the routing layers and interconnect costs are minimized. The objective is to facilitate an efficient pin distribution on pin distribution layer with only minimal additional costs. The purpose of Pin Assignment is to assign a location to the pin on the block boundary on the placement layer while minimizing the connlxtions between the pin and its "peer" on the channel, which was found out in the previous step. The peer is location in the placement which connects the net to rest of its interconnect in the routing layers.
Global Routing Algorithms
Coarse Pin Distribution: In this step, we generate coarse locations for all pins of the nets in the routing interval. For the purpose of pin distribution we "flatten" the 3-D SOP structure to 2-D and superimpose a AxB grid on it, were A and B are determined by the size of the circuit. We use our GEO-PD partitioning algorithm [ 151 to evenly distribute pins to all the partitions formed by this grid while keeping the wirelength minimum. Evenly distributing the pins among all partitions ensures efficient use of the routing resource provided by the single layer. The "coarse" location is the centre of the partition. After the partitioning the pins may not be uniformly distributed in the local routing interval. This partitioning algorithm is smart enough not to move the pins far fiom their "initial" locations. The algorithm does iterative improvement until good results are obtained.
2-D Layer Assignment: We construct a Layer Constraint Graph (LCG) from the given global routing topology, where each node represents a net and two nodes in the LCG have an edge between them if corresponding net segments of same orientation (horizontal or vertical) share at least one tile in the routing grid. We use a fast node coloring heuristic algorithm to assign a color to the node such that no two nodes sharing an edge are assigned the same color. The algorithm is greedy in assigning colors but performs well and is fast. Close to lower bound results are achieved because the heuristic tries to ensure that nodes with different colors have in fact an edge between them. The complexity of the algorithm is O(nlogn), where n is the number of nets in the routing interval. The complexity is independent of the size of the grid used to compute the tree topologies. The capacity of the tiles determines the number of layers used. We use a simple formula to calculate this number (number of colors/capacity).
Net Distribution: We assign i-nets into routing intervals during the net distribution while attempting to reducing crosstalk. We use the amount of overlap of bounding boxes of the nets as a measure of crosstalk. The net distribution problem is modeled as a graph with each i-net in the routing interval as node and the crosstalk interaction as edges. The weight of the edges denotes the amount of crosstalk between the nets. The crosstalk is calculated by the overlap of the bounding boxes of the net. The coarse pin distribution is used as the approximate location of the pins. It is assumed that nets in different interval are crosstalk shielded, which means no crosstalk exist between nets in different interval. The problem can then be seen as a restricted graph partitioning problem where some of the nodes can only go to one of two Table 2 . Comparison among ESC, GEO, GEO-P, and GEP-PD on 64 ways partitioning. Each algorithm reports cutsize, retiming delay (Dr), static delay (Ds), visible power (Pv) and total power (Pt).
predetermined partitions. In order to achieve better results, we used our partitioning algorithm [15] . The complexity of the algorithm is O( V+E), where Vis number of nodes and E is the number of edges in the graph model. The results obtained were compared with random net distribution and the case when no i-nets are propagated to other routing intervals. Detailed Pin Distribution: The results of the coarse pin assignment are used for force-directed placement of the pins in the pin distribution layers. Since we did not consider the layer in which the pin was located in the coarse pin redistribution, it may be possible that the pins exceed the capacity of the partitions local to the routing interval. However our algorithm handles this by moving the pins from such location to the closest available position. The pins are placed in locations near the centre of the net. The pins furthest from its center of the net in coarse assignment, gets placed in the best location (location nearest to the center) in the local partition. The algorithm uses the "approximate" position of the pins as found by coarse pin distribution and the net distribution results to determine the initial location and routing interval of the pin. The position of the pins is stored as the grid location of the coarse pin distribution. The center of each net is calculated from this position of the pins. The displacement vector is calculated by taking the difference of the position of the center of net and the pin. A pair of numbers (a,b) such that O<a<l, O<b<l is added to the position of the pins. The numbers reflect the scaled magnitude of the displacement vector. The variables a and b are less than 1 so that we can still keep track of the partitions of the pins. The pins in each routing interval are sorted according to their new positions. The pins are then sequentially assigned to grids previously determined.
Channel Assignment: The channel assignment of pins will affect the additional number of layers and total wirelength. Since one desirable objective is to reduce the number of bends (which would necessitate the use of secondary vias), we assume a straight or L-shaped routing of nets to their assigned channel. We observed that congestion of pin connections and wire crossings on a particular channel would increase the layer count. Thus, we seek to minimize the additional number of layers and wirelength while assigning every pin to a channel. The number of layers for the channel assignment is given by the maximum density among all channels. The cost used in our channel assignment algorithm is the sum of Ldistance between pin and channel, the channel density and the bending penalty, multiplied by constants to reflect the relative importance. The L-distance and bending penalty between channel and pin is constant part of the cost while the channel density needed to be updated with an assignment.
Pin Assignment: The routing channels in the placement layers are used to finish the last connections fkom the #channel pins (determined during channel assignment) to the block. The channel pins are actually the entry/exit points to the routing interval. An interesting aspect of this problem is that complete connections of the blocks and channel pins of a net is not necessary since the channel pins of a net are connected in the routing interval. Hence it suffices if the block is connected to at least one channel pin. This 0bse:rvation reduces the problem to a 2-terminal net pin assignment. The pin is now either a block node or channel node. \Ne use modified Djikstra's algorithm to find the most feasible coarse location for the terminals on the block boundary. The key to efficiently do pin-assignment for 3-D packaging is to have a good 2-pin net generation. The pins which had been projected to routing intervals during pin generation for routing interval now needs to be connected to its originating blocks. However, the pins can also connect to blocks closer to them, which form the part of the same net, if the costs are improved. The edge weights of the FCG derived from the placement are initialized. In the proposed solution we try to minimize the demands on routing as well as the pin-assignment edges while determining the path between the source and destination nodes. We enforce the selection of different routes by making the costs of the edges in the path high. This ensures fair usage of resources modeled by the edges. Interested readers are referred to [ 14,161 for more details. The benchmark set consists of six big circuits from ISCAS89 and four big circuits from ITC99 suites. We genente random switching activity values for these circuits since such information is not available. We assume unit delay for all gates in the circuits. We conduct experiments using ESC 1:19], GEO [20] , GEO-P and GEO-PD algorithms. ESC is a stai:e-of-the-art cutsize driven multi-level algorithm, and GEO is a state-of-the-art simultaneous cutsize and delay driven multi-level algorithm. GEO-P is obtained by setting delay weights of GEO-PD to zero for power optimization only. Lastly, GEO-PD is a simultaneous power and delay driven multi-level algorithm. We report cutsize, retiming delay, static delay, visible power and total power. Table 2 shows 64-way partitioning results among ESC, GEO, GEO-P, and GEO-PD. We first note that the delay improvement of GEO over ESC is not significant. In fact, the retiming delay results got worse by an a\.erage margin of 2%, whereas the static delay improved by 4%0. GEO-P improves ESC by an average margin of 12% for visible power and 4% for total power at the cost of 24% increase in cutsize. Finally, GEO-PD obtains 2% worse retiming delay and 7% better visible power results than ESC at the: cost of 8% increase in cutsize.
3D Placement Results
The benchmark set consists of sixteen big circuits from GSRC suite. We report the area, wirelength, inter-layer via, and runtime for 4-layer SOP in all of our experiments. Table 3 shows the comparison among (i) single-layer floorplanning, (ii) 44ayer SOP floorplanning without geometric constraints, and (iii) 4-layer SOP floorplanning with geometric constraints. We randomly select constraints from 6 types for each circuit, and we impose more constraints for bigger circuits.
Compared to the single layer placement, the final package area for 4-layer placement is reduced by 73% on the average (order of O(k) reduction). This indicates that the placement for all 4 layers is highly compact and their shapes are similar. The impact of geometric constraint on final area was not significant-only 2% increase on the average. The wirelength reduction for 4-layer placement is 65% on the average compared to the single-layer case. Since the wirelength in zdirection is not considered (this is actually our via cost), the 65% saving mainly comes from the final package area reduction. The impact of geometric constraint on final wirelength was not significant-only 4% average increase. The impact of geometric constraint on via results was not significant-only 4% average increase. In some cases we were able to find a solution with smaller wirelength and via. The runtime has been increased by 8x with 4-layer placement. The runtime slightly increased when we consider geometric constraints. There are several factors that contribute to the runtime increase: (i) we need highly compact placement for all 4 layers and their shapes need to be similar, (ii) we need to minimize 2-dimensional wirelength and via cost simultaneously. Finally, we note that the distance-based constraints are easier to handle than the intersection-based constraints. This indicates that specifying the absolute location is a stronger constraint than the relative distance.
3D Routing Results
Our test cases are generated using our multi-layer SOP floorplanner on GSRC benchmark circuits. The number of layer is fixed to four. Our layer usage results are based on the tile density ~1 0 .
The RSA/G-based global routing trees are generated based on 10x10 unless otherwise specified. All the benchmarks completed in less than a few minutes. So we do not explicitly report the runtimes.
In Table 4 we present the results of our Channel Assignment algorithm. We computed the best possible wirelength for a channel assignment where via capacity violations were allowed. We tabulate the results of this scheme under the best wirelength. We compare the results of our algorithm with the best wirelength results for the number of layer pairs, wirelength, bends and number of pins violating channel via capacities. In channel assignment, we are close to the number of layers predicted by the best case. The increase in layers is due to increased routing density on the channels. The ratios of actual wirelength with best wirelengths increase with the size of benchmarks. The violations in the best case and the number of bends reported by our algorithm are very close, suggesting that violations were fixed by bending the interconnections. In Table 5 we report the wirelength achieved during pin assignment. The result of the channel assignment is used as input to the pin assignment. For generating the best wirelength, we used the corresponding best wirelength channel capacities violating channel assignment. For the best wirelength, we allowed pin assignment algorithm to select routes without considering the pin assignment and routing demands. Our algorithm tries to minimize wirelength while avoiding congestion of routing channels and pin assignment resources. The parameters of the algorithm decide the trade-off between wirelength, pin assignment demands and routing demands. In pin assignment, we are able to reduce pin assignment and routing demands drastically by increasing only 25% wirelength, from the best case. The wirelength scales rapidly with benchmark sizes and the wirelength for pin assignment is huge compared to channel assignment due to limited routing resources in the placement layer. 
Conclusions
In this paper, we presented the first 3D physical design algorithms targeting SOP technology. We are currently working on detailed routing for SOP. In addition, we are integrating STA (Static Timing Analysis), SIA (Signal Integrity Analysis), and TPA (Thermal and Power Analysis) engines into our physical design algorithms so that the geometric constraints are also automatically generated. The goal is to develop built-in STNSWTPA that runs fast but with high fidelity so that they will not slow down the optimization process while guiding the optimization.
