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1. Introduction
Dynamic models with inequality constraints are of considerable interest to a wide range
of economists. The workhorse consumption-savings framework, for instance, is commonly
augmented to include liquidity constraints that limit the extent to which agents can borrow;
non-cooperative dynamic games frequently observe enforcement constraints that bound the
set of subgame perfect equilibria; and in the wake of the recent financial crisis, there has
been a surge of interest in models incorporating collateral constraints that may propagate
shocks by way of the ‘financial accelerator’.1 Yet, solving dynamic models with inequality
constraints is no trivial matter. Dynamic programming techniques are reliable but often
terribly slow, while Euler equation based methods are fast but have problematic or unknown
convergence properties.2 This paper aims to bridge this gap.
I show that a common iterative procedure applied on the Euler equation – time iteration
– delivers a sequence of approximate policy functions that converges to the true solution
under a wide range of circumstances. The proposition extends to a finite, but otherwise
arbitrarily large set of endogenous and exogenous state-variables, and includes a broad
spectrum of occasionally binding constraints.3 I exemplify the potential advantages of the
method to alternative techniques by solving a simple real-business cycle model with irre-
versible investments (cf. Christiano and Fisher (2000); McGrattan (1996)). The proposed
method is tremendously faster than standard value function iterations, and more reliable
compared to alternative solution methods that operate directly on the Euler equation.
In the context of dynamic programming, dealing with occasionally binding constraints
is generally straightforward. In one popular approach, the state- and the choice space is
confined to belong to a discrete grid, which is (almost trivially) delimited to rule out any
violations of the constraint set (e.g. Imrohorog˘lu (1989); Hansen and Imrohorog˘lu (1992)).
The resulting procedure has the advantage of being simple, robust, and essentially arbitrar-
ily accurate, but also comes at a very high cost in terms of computational power (Santos
and Vigo-Aguiar, 1998a). To ease this computational burden, it has become increasingly
common to treat the choice set as (if) convex (e.g. Krusell and Smith (1998); Johnson et
1See, for instance, Deaton (1991), Aiyagari (1994), and Ludvigson and Michaelides (2001) for examples of
liquidity constraints; Kehoe and Perri (2002), Cooley et al. (2004), and Jermann and Quadrini (forthcoming)
of enforcement constraints; Gertler and Kiyotaki (2010), Gertler and Karadi (2011), and de Groot (2011)
of collateral constraints; and Eggertsson and Woodford (2003) of the zero lower bound on nominal policy
rates. The ‘financial accelerator’ is commonly attributed to Kiyotaki and Moore (1997) and Bernanke et al.
(1999).
2To be clear, dynamic programming techniques refers to the method of successive approximations of the
value function, with its various numerical implementations.
3Occasionally binding- or inequality constraints are used interchangeably throughout this paper.
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al. (1993)). Function values in between grid points are then evaluated using some interpo-
lation, or approximation, routine, and the maximization step is carried out by constrained
optimization. Still, this procedure suffers immensely from the curse of dimensionality. For
an efficient implementation, approximation methods should preferably be chosen to pre-
serve certain desirable properties of the value function, and constrained optimization can
be both computationally intensive and unreliable.4
Parts of these difficulties can be circumvented by operating directly on the Euler equation,
or more generally, on the first order conditions.5 The optimization step is then replaced
by a collection of nonlinear equations, and the choice of approximation method is given a
much larger degree of freedom. The computational costs can therefore be reduced and the
curse of dimensionality eased (e.g. Krueger and Kubler (2004) and Malin et al. (2011)).
However, these benefits do not come without costs. Euler equation based methods often
have problematic or unknown convergence properties and, without an educated initial guess
for the optimal policy functions, convergence may indeed often fail.6
This paper addresses these concerns. I show that any element in the sequence of approx-
imate value functions defined by dynamic programming is differentiable when a general
class of inequality constraints is considered, and I provide analytical expressions of their
respective derivatives. Using these theoretical insights, an iterative procedure on the Eu-
ler equation, commonly known as time iteration, is derived. Given that this procedure is
equivalent to value function iteration, it is, under mild initial conditions, a globally con-
vergent method of finding the equilibrium functions for recursively defined, Pareto optimal
problems. And due to the concavity of the problem, this turns out to be a very convenient
and efficient technique from a computational perspective.
The ideas developed in this paper relate foremost to those of Coleman (1989; 1990;
1991), and Deaton (1991) and Deaton and Laroque (1992). In influential work, Coleman
(1989; 1990; 1991) argues that a certain iterative procedure applied on the Euler equation
4It should be noted here that the choice of approximation- and optimization method is not independent.
For instance, if one would use a derivative-based optimization routine, which are normally very fast, it would
also be advisable to employ a (at least) once continuously differentiable and concave approximation method,
such as shape preserving splines (see for instance Judd and Solnick (1994) and Judd (1998)). Alternatively,
a search-based optimization routine, which instead is quite slow, would leave greater freedom in terms of
suitable approximation methods.
5See Baxter (1991), Bizer and Judd (1989), Coleman (1990), and den Haan and Marcet (1990) for early
applications of this approach. Davig (2004), Davig and Leeper (2007), Kumhof and Ranciere (2011), and
Malin et al. (2011) provide some recent examples. See McGrattan (1996), Judd (1998), and Christiano and
Fisher (2000) for a detailed discussion.
6Christiano and Fisher (2000), for instance, use the solution to a log-linearized version of their problem
as an initial guess for the policy function. Despite this, some of the algorithms they explore fail to converge.
4 PONTUS RENDAHL
converges to the true solution of an infinite horizon problem. The proposed procedure, which
Coleman refers to as “policy function iteration”, is identical to that explored in this paper,
but the results are obtained using a different approach and, therefore, also carries different
implications.7 In particular, Coleman shows that under the right conditions the Euler
equation defines a “monotone map”, and Tarski’s fixed point theorem applies.8 Convergence
is therefore ensured even for non-Pareto optimal economies, but is also restricted to a
relatively simple one-dimensional class of problems without occasionally binding constraints
(see in particular Coleman (1991)). This paper, in contrast, abstracts from the analysis of
suboptimal economies, but instead allows for an arbitrarily large state- and choice space,
including a broad collection of possibly binding inequality constraints.
Deaton (1991), on the other hand, do consider the possibility of occasionally binding con-
straints. In particular, Deaton (1991) studies a standard stochastic consumption-savings
problem in the presence of liquidity constraints that preclude borrowing. By exploiting the-
oretical results developed in Deaton and Laroque (1992), Deaton shows that the same iter-
ative procedure as advocated in Coleman (1989; 1990; 1991) defines a contraction mapping,
and convergence follows from the Banach fixed point theorem. This approach has received
tremendous attention and is widely applied in the consumption literature.9 I generalize
Deaton’s (1991) results in several dimensions, but specifize it in some other. In particular,
I expand these results to cover a much larger state- and choice space, and consider a richer
set of occasionally binding constraints. However, in contrast to Deaton (1991), this paper
abstracts from the difficulties that arise when the return function may be unbounded.
2. Main results
This section presents two central propositions. The first establishes the conditions under
which any element of the convergent sequence of approximate value functions defined by
dynamic programming, {vn}n∈N, is differentiable. After defining time iteration as a partic-
ular iterative procedure on the Euler equation, the second proposition establishes that the
sequence of policy functions generated by this method converges to the unique solution.
7Time iteration, or policy function iteration, can be described as the solution to a finite horizon problem
using the Euler equation while letting the horizon approach infinity. As in Judd (1992), I prefer the term
“time iteration” to “policy function iteration” to avoid confusion with Howard’s improvement algorithm
(see, for instance, Santos and Rust (2003)).
8For these reasons, Coleman’s method is sometimes referred to as the “monotone map method” (see
Davig (2004), Davig and Leeper (2007), Davig et al. (2012)).
9See for instance Ludvigson (1999), Ludvigson and Michaelides (2001), Szeidl (2002), Haliassos and
Michaelides (2003), Carroll (2006), and Carroll (2009).
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This paper is concerned with problems that can be formulated according to the following
Bellman equation
v(x, z) = max
y∈Γ(x,z)
{F (x, y, z) + β
∫
Z
v(y, z′)Q(z, dz′)} (1)
Where x ∈ X is the endogenous state, and z ∈ Z is the exogenous state with a law of motion
determined by the stationary transition function Q. I will employ the following standard
assumptions.
(i) X is a convex Borel set in R` with Borel subsets X , and Z is a compact Borel set
in Rk with Borel subsets Z. Denote the (measurable) product space of (X,X ) and
(Z,Z) as (S,S).
(ii) The transition function, Q(Z,Z), has the Feller property.10
(iii) The feasibility correspondence Γ(x, z) : X×Z → 2X is, nonempty, compact-valued,
and continuous. Moreover, the set A = {(y, x) ∈ X ×X : y ∈ Γ(x, z)} is convex in
x, for all z ∈ Z.
(iv) The return function F (·, ·, z) : A → R is, once continuously differentiable, strictly
concave and bounded on A for all z ∈ Z.
(v) The discount factor, β, is in the interval (0, 1).
It is important to note that the above definition of the feasibility correspondence includes
the possibility of inequality constraints.
If v0 is (weakly) concave and the above assumptions hold, then for any n ∈ N, it follows
that (see Stokey et al. (1989))
(i) The sequence of functions defined by
vn+1(x, z) = max
y∈Γ(x,z)
{F (x, y, z) + β
∫
Z
vn(y, z
′)Q(z, dz′)}
converges uniformly to the unique fixed point v. And
gn+1(x, z) = argmax
y∈Γ(x,z)
{F (x, y, z) + β
∫
Z
vn(y, z
′)Q(z, dz′)}
converges pointwise to the unique fixed point g.11
(ii) v and vn are strictly concave.
(iii) g and gn are continuous functions.
I will make use of the following additional assumptions
10Alternatively one may assume that Z is countable and Z contains all subsets of Z.
11Following standard notation, g is the argmax of (1). It is important to note that if X is compact, then
convergence of gn is uniform.
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Assumption 1. The feasibility correspondence can be formulated as
Γ(x, z) = {y ∈ X : mj(x, y, z) ≤ 0, j = 1, . . . , r}
and the functions mj(x, y, z), j = 1, . . . , r, are, once continuously differentiable in x and y,
and convex in y.
Assumption 2. Linear Independence Constraint Qualification (LICQ): The Jacobian of
the p binding constraints has full (row) rank; i.e. rank(Jm) = p.
Assumption 3. The following hold
(i) Γ(x, z) ⊂ int(X) or
(ii) X is compact and g(x, z) ∈ int(X).
A few things ought to be noted here. First, Assumption 2 implies that there exists a yˆ
such that mj(x, yˆ, z) < 0, for all x, z and j. This is normally known as Slater’s condition.
Second, part (i) of Assumption 3 implies part (ii), but the converse is not necessarily true.
And lastly, the purpose of Assumption 3 is to ensure that it is the collection of constraints
that restricts feasibility, and not the edge of the state space.
Define the operator T on C1(S), the space of bounded, strictly concave, and once con-
tinuously differentiable functions, as
(Tf)(x, z) = max
y∈Γ(x,z)
{F (x, y, z) + β
∫
Z
f(y, z′)Q(z, dz′)} (2)
Then under the above assumptions it is possible to express the problem in (2) as
(Tf)(x, z) = min
µ≥0
max
y∈X
L(x, y, z, µ) = max
y∈X
min
µ≥0
L(x, y, z, µ) (3)
L(x, y, z, µ) =F (x, y, z) + β
∫
Z
f(y, z′)Q(z, dz′)−
r∑
j=1
µjmj(x, y, z)
where L(x, y, z, µ) is a saddle function (see for instance Rockafellar (1970)).
The ultimate goal of this section is to show that time iteration yields a convergent se-
quence of policy functions. The following definition of time iteration will be used.
Definition 1. Denote the partial derivatives of F and m with respect to the ith element of y
as Fi(x, y, z) and mj,i(x, y, z), respectively. Then, time iteration is the iterative procedure
that finds the sequence {hn(x, z)}∞n=0 as y = hn+1(x, z) such that
0 = Fi(x, y, z) + β
∫
Z
[Fi(y, hn(y, z
′), z′)
−
r∑
j=1
µj,n(y, z
′)mj,i(y, hn(y, z′), z′)]Q(z, dz′)−
r∑
j=1
µj,n+1(x, z)mj,i(x, y, z)
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While the notation may appear esoteric, time iteration can be thought of as using the
Euler equation to find today’s optimal policy, hn+1, given the policy of tomorrow, hn.
12
Proposition 1. The n-step value function, vn, is (once) continuously differentiable with
respect to x ∈ int(X) and its partial derivatives are given by
vi,n(x, z) = Fi(x, gn(x, z), z)−
r∑
j=1
µj,n(x, z)mi,j(x, gn(x, z), z)
for i = 1, . . . , `.
Proof. In Appendix A. 
Note that since the space C1(S) is not complete in the sup-norm, Proposition 1 does not
imply that the limiting value function, v, is differentiable.13 Moreover, in the proposition
above, strict concavity of the problem and full rank of Jm is assumed. This simplifies
the proof given in Corollary 5, p. 597, in Milgrom and Segal (2002), which essentially is
equivalent for x ∈ [0, 1].
The final proposition will show that the sequence of policy functions obtained by time
iteration converges to the true policy function.
Proposition 2. If function y = hn+1(x, z) solves
0 = Fi(x, y, z) + β
∫
Z
[Fi(y, gn(y, z
′), z′)
−
r∑
j=1
µj,n(y, z
′)mj,i(y, gn(y, z′), z′)]Q(z, dz′)−
r∑
j=1
µj,n+1(x, z)mj,i(x, y, z)
for i = 1, . . . , `, and function gn+1(x, z) satisfies
gn+1(x, z) = argmax
y∈Γ(x,z)
{F (x, y, z) + β
∫
Z
vn(y, z
′)Q(z, dz′)}
then hn+1(x, z) = gn+1(x, z).
Proof. In Appendix A. 
Since it is known that for all ε > 0 there exist an Ns such that sups |g(s) − gn(s)| < ε
for all n ≥ Ns, Proposition 2 states that sups |g(s) − hn(s)| < ε for all n ≥ Ns (see, for
instance, Theorem 3.8 in Stokey et al. (1989)). Hence, the sequence {hn}n∈N converges to
the unique function g.14
12I will consistently use h to denote the policy function obtained through time iteration, and g as the
policy function obtained through dynamic programming. The goal is to show that h = g.
13See Rincon-Zapatero and Santos (2009) for a result related to the limiting value function.
14If X is compact, Ns is independent of s and convergence is uniform.
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Finally there is one additional remark to be made. As, gn converges to g it follows
that Fi(x, gn(x, z), z) converges to Fi(x, g(x, z), z). As long as mj(x, y, z) = mj(y, z), this
further implies that vi,n(x, z) → Fi(x, g(x, z), z). Hence, if convergence of gn is uniform,
then v(x, z) is, under these additional conditions, indeed differentiable and its derivative is
given by Fi(x, g(x, z), z).
15 Thus, this paper provides a simple proof of the differentiability
of the limiting value function, v, under state-independent constraints, such as debt limits.
In fact, this result holds under weaker assumptions than previously stated; in particular,
LICQ is dispensable.
2.1. Discussion. The propositions presented above establish an equivalence between value
function- and time iteration and, as such, neither method has any advantage over the other.
It may therefore not be obvious how these ideas may help us in numerically computing
dynamic models with occasionally binding constraints. Thus, to appreciate the usefulness
of the techniques advocated in this paper, it is important to develop an understanding of
the challenges involved in numerical solution methods, and how time iteration may help to
alleviate some of these difficulties.
To this end, I will proceed in two steps. First, I will discuss the challenges involved in
numerical dynamic programming, and how Euler equation based methods can provide some
relief. Second, I will briefly discuss various ways of solving the Euler equation, and to which
extent time iteration carries some advantages over alternative approaches.
2.1.1. Dynamic programming vs. Euler equation based methods. Many applications of dy-
namic programming relies on a discretized state- and choice space, and such a formulation
makes any inequality constraint easy to implement. The resulting grid is simply delimited
such that any violation of the constraint-set is made impossible (see, for instance, Hansen
and Imrohorog˘lu (1992)). However, in order to achieve any reasonable degree of accuracy,
the discretization must be made on a very fine grid and this causes the procedure to suffer
immensely from the curse of dimensionality.16
Parts of these concerns can be avoided by relying on sophisticated approximation-, or
interpolation, methods. In particular, by defining the value function on a relatively coarse
grid, function values in between grid points are then approximated and the choice space can
15This follows as for any sequence of functions such that fn converges pointwise to f , and f
′
n exists, is
continuous, and converges uniformly to the function g, then f is differentiable with derivative g (see for
example Schroder (2008)).
16Some numbers may illustrate this point quite clearly. Suppose that a grid consisting of a thousand
nodes in each endogenous state variable is known to produce an accurate solution to some dynamic problem.
Then a reasonably small-scaled problem with three state variables suggests a meshed grid of 10003, or one
billion, nodes.
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be treated as convex (see, for example, Krusell and Smith (1998)). In the context of the
standard neoclassical growth model, Judd and Solnick (1994) showed that approximating
the value function with a shape-preserving spline on a grid consisting of 12 nodes performs
as well as a discretisation technique using 1200 nodes.
However, these methods are still no panacea. First, efficient optimization routines exploit
information regarding the slope of the value function, and not its level. An incredibly
accurate approximation of the level of the value function can still be orders off track when it
come to the derivative. Second, for an efficient implementation the approximation procedure
is usually confined to a very computationally expensive class of methods. For instance, linear
interpolations – which are known to be very efficient – create kinks in the value function,
and discontinuities in its derivative. These discontinuities may ultimately feed in to the
associated policy function and give rise to misleading results. Alternative approximation
methods, such as orthonormal polynomials, are smoother but can on the other hand display
tremendous internodal oscillations. These oscillations can easily translate to quite wild
swings in the derivative of the value function (and even alter its sign), and may therefore
pave the ground for erroneous or diverging solutions. Thus, the choice of approximation
methods should therefore be confined to a relatively expensive class which preserves certain
desirable properties of the value function, such as concavity and continuous differentiability.
So in what way can Euler equation based methods circumvent these issues? Any ap-
proximation of the Euler equation – whether it is the policy function itself as in standard
projection methods (Judd, 1992), or the entire right-hand side as in the parameterized
expectations algorithm (den Haan and Marcet, 1990) – is tantamount to an approxima-
tion of the derivative of the value function. Thus, an accurate approximation of the Euler
equation will provide much more precise information of the slope than would an accurate
approximation of the level. Furthermore, simple and efficient approximation methods, as
those mentioned above, are much less capable of causing mischief when applied directly
on the Euler equation. Linear interpolations, for instance, are not only continuous, but
also known to preserve monotonicity and positiveness, even in arbitrarily many dimensions
(Judd, 1998). A continuous, positive, and monotonically increasing approximation of the
Euler equation is therefore as accurate as a once continuously differentiable and concavity-
preserving approximation of the value function. But the former comes at a much smaller
computational cost than the latter, and there are therefore large efficiency gains to be made.
2.1.2. Solution methods based on the Euler equation. A substantial share of dynamic eco-
nomic models can be summarized by a collection of first order conditions following
xt+1 = f(xt, xt+1, xt+2) (4)
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were xt ∈ X represents the state of the system. An Euler equation based solution technique
attempts to find a policy function xt+1 = g(xt) such that
g(xt) = f(xt, g(xt), g(g(xt))) (5)
for all xt ∈ X. There are several ways to accomplish this. In what follows I will briefly
discuss three classes of solution methods – one direct approach, and two iterative procedures
– under which, I believe, most practical implementations can be categorized, and I juxtapose
their respective advantages.
Under the direct approach, the researcher decides on some approximation method for
g(x), and finds the associated coefficients such that equation (5) holds according to some
metric.17 This procedure is normally very fast, but also quite fragile. In particular, if
g(x) is approximated using N coefficients, the direct approach amounts to solving an N -
dimensional system of nonlinear equations. This is a non-trivial task, in particular in higher
dimensions, and convergence can easily fail.
Iterative methods can to some extent avoid these issues. Fixed point iteration is initiated
by some guess for the policy function, call this gn(x), which is then updated according to
gn+1(xt) = f(xt, gn(xt), gn(gn(xt))) (6)
until gn+1 does not differ significantly from gn. In many applications, such as the simple case
illustrated here, this procedure carries some immediate advantages over the direct approach
as the updated guess, gn+1 can be found without resorting to any root-finding operation at
all. The cumbersome system of non-linear equations is replaced by a simple, but repeated,
evaluation of the Euler equation.18 Despite these salient properties there are no guarantees
that the sequence of successive guesses obtained under fixed point iteration will eventually
converge to the solution g, and oscillating or exploding sequences are frequent.19
Time iteration avoids these convergence issues altogether. In particular, starting with
some initial guess, gn(x), the sequence of successive approximations is then given by
gn+1(xt) = f(xt, gn+1(xt), gn(gn+1(xt))) (7)
17For example, (5) should hold exactly on a finite grid of points in X according to the collocation method.
In the Galerkin method, (5) holds as a weighted average on the entire state space, X.
18Fixed point iteration nests the ideas of the Parameterized Expectations Algorithm by den Haan
and Marcet (1990). In particular, as gn+1 only shows up in the left-hand side, one could instead ap-
proximate the entire right-hand side as fˆn(xt) = f(xt, gn(xt), gn(gn(xt))), which is then updated as
fˆn+1(xt) = f(xt, fˆn(xt), fˆn(fˆn(xt))).
19One potential remedy to this is to consider a dampening parameter η ∈ (0, 1). In particular, let gˆn+1(x)
denote the left-hand side of (6), then the “dampened” update guess is given by gn+1(x) = ηgˆn+1(x) + (1−
η)gn(x).
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Following Proposition 2, the sequence gn+1 is guaranteed to eventually converge to g as n
grows large, and time iteration is therefore a globally convergent solution method. However,
these benefits do not come without costs. As the updated guess, gn+1, appears both in the
left- and right-hand side of (7), some root-finding operation is therefore unavoidable. But in
contrast to the direct approach, the root-finding operation is confined to repeatedly solving
a small-scale system of nonlinear equations (of dimensionality at most equal to the number
of first-order conditions), instead of solving a much larger system only once.20 And in the
one-dimensional case, the method of endogenous gridpoints can avoid any (numerical) root-
finding operations altogether, and time iteration is equally fast as fixed point iteration but
with superior convergence properties (Carroll, 2006).
3. A Numerical Example
This section illustrates the ideas developed in this paper by numerically solving a standard
stochastic growth model with irreversible investment. The example is partly chosen on
the basis that the underlying structure represents a fundamental building-block of most
modern macroeconomic models, and partly as it includes a nontrivial occasionally binding
constraint. In addition, the model is parsimonious enough to be solved very accurately using
standard dynamic programming techniques, which will therefore be used as a benchmark
for comparisons.
It should be emphasized already at this point that this section is by no means intended
as a large scale comparison of various solution algorithms.21 Instead, the purpose is to
illustrate the applicability of the results derived in the preceding section, and how these
ideas can be implemented in practice. As a byproduct of this exercise, however, some
numerical results do emerge.
3.1. Model. Following Christiano and Fisher (2000) and McGrattan (1996) the model is
given by a standard stochastic growth model with irreversible investment. The economy
can be summarize by the Bellman equation
v(k, z) = max
k′∈Γ(k)
{u(zf(k) + (1− δ)k − k′) + β
∫
z′∈Z
v(k′, z′)Q(z, dz′)} (8)
with
Γ(k) = {k′ ∈ K : k′ ≥ (1− δ)k} (9)
20Malin et al. (2011), p. 237, state this difference as “Thus we trade off solving non-linear systems of
much smaller size by the necessity to having to solve the systems many times (as opposed to only once)”.
21See Christiano and Fisher (2000) or Aruoba et al. (2006) for comprehensive work in this direction.
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The function u denotes the momentary utility function, and f the production function.
Both are assumed to satisfy standard regulatory- and Inada conditions. The parameter
δ represents the depreciation rate of capital. And the feasibility correspondence in (9)
indicates that investments are irreversible.
I will assume that the state-space K belongs to an interval, [k, k], such that 0 < k < k <
∞, and g(k, z) ∈ int(K). This conjecture will later be numerically verified, but holds quite
naturally due to the Inada conditions imposed on u and f .
3.2. Solution methods. I solve the above model using three different solution methods:
value function iteration, time iteration, and fixed point iteration.
3.2.1. Value function iteration. For value function iteration I discretize the state space K
into N distinct elements Kˆ = {k1, k2, . . . , kN}. For each k ∈ Kˆ I iterate on the Bellman
equation in (8), with equation (9) replaced by
k′ ∈ Γˆ(k) = {k′ ∈ Kˆ : k′ ≥ (1− δ)k} (10)
until ‖vn+1 − vn‖ < ε. As this procedure is known to converge to the true solution as the
mesh size of the discretization approaches zero (Santos and Vigo-Aguiar, 1998b), I solve
this model using one million grid points for Kˆ as a benchmark for accuracy comparisons.
3.2.2. Time iteration. Following Proposition 1, the derivative of an arbitrary element of the
sequence of approximate value functions, vn, is given by
v′n(k, z) = (1 + zf
′(k)− δ)u′(zf(k) + (1− δ)k − gn(k, z))− (1− δ)µn(k, z)
where gn denotes the policy function associated with vn, and µn denotes the Lagrange
multiplier associated with the irreversibility constraint on investment. The policy function
and the Lagrange multiplier satisfies the complementary slackness conditions, µn ≥ 0,
gn − (1− δ)k ≥ 0, and µn × (gn − (1− δ)k) = 0.
Following Proposition 2, we can find the functions k′ = gn+1(k, z), and µ = µn+1(k, z)
according to
u′(zf(k) + (1− δ)k − k′)− µ
= β
∫
z′∈Z
[(1 + z′f ′(k′)− δ)u′(z′f(k′) + (1− δ)k′ − gn(k′, z′))
− (1− δ)µn(k′, z′)]Q(z, z′) (11)
together with the complementary slackness conditions. And by repeatedly applying this
idea we trace out a sequence of approximated policy function, {gn+1}, which converges to
g.
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To implement these ideas in practice, a natural starting point would be construct a
discrete grid, Kˆ = {k1, k2, . . . , kN}, and guess for a value of the initial policy function,
g0, and Lagrange multiplier, µ0, at each respective grid point. The values of g0 and µ0
in between points is then given by some interpolation routine. For each element of Kˆ
one would subsequently use some root-finding operation to find g1 and µ1, such that (11)
holds and the complementary slackness conditions are satisfied. This process would then
be repeated until ‖gn+1 − gn‖ is sufficiently small.
This procedure suffers, however, from two compromising features. First, operating on
the Euler equation in (11) amounts to solving N bivariate systems of nonlinear equations at
each iteration. Second, solving jointly for the optimal policy and the Lagrange multiplier
function can be difficult and adds to computer time.
However, there are certain ways of making the implementation more efficient. First, as
this is a univariate, concave, optimization problem it is possible to ignore the Lagrange
multiplier, and solve (11) to obtain a policy function g˜n+1. The function g˜n+1 may, of
course, violate the non-negativity constraint on investment, but the true solution, gn+1,
can be trivially recovered as gn+1(k, z) = max{g˜n+1(k, z), (1− δ)k}. And by inserting gn+1
into equation (11), the Lagrange multiplier, µn+1, can simply be backed out as the remain-
ing residual. This step collapses the bivariate system of equations to a single univariate
equation.
Second, to avoid applying a numerical root-finding operation altogether I exploit the
method of endogenous grid points developed in Carroll (2006). In particular, I construct
a discrete grid in k′, Kˆ ′ = {k′1, k′2, . . . , k′N}, and use (11) to back out the associated values
of k, which ensures that each value in Kˆ ′ was optimal given (k, z). This generates a
pointwise relation between (k, z) and k′, of which the policy function in between grid points
is given by linear interpolation. Together with the aforementioned ‘trick’ of dealing with
the complementary slackness conditions, the method of endogenous gridpoints yields an
incredibly efficient way of solving (11), and I repeatedly apply this procedure until ‖gn+1−
gn‖ < ε, for some small number ε.
3.2.3. Fixed point iteration. Following the discussion in Section 2.1.2, fixed point iteration
amounts to finding the functions k′ = gn+1(k, z), and µ = µn+1(k, z) such that
u′(zf(k) + (1− δ)k − k′)− µ
= β
∫
z′∈Z
[(1 + z′f ′(gn(k, z))− δ)u′(z′f(gn(k, z)) + (1− δ)gn(k, z)− gn(gn(k, z), z′))
− (1− δ)µn(gn(k, z), z′)]Q(z, z′) (12)
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and the complementary slackness conditions hold. Again, it is possible to ignore the La-
grange multiplier in (12), and find the policy function g˜n+1. The true solution to (12) can
then be found as gn+1(k, z) = max{g˜n+1(k, z), (1−δ)k}, and the Lagrange multiplier, µn+1,
can be backed out as the remaining residual. It should be noted that there are no efficiency
gains to be made by specifying a grid for k′ instead of k, as the left-hand side of (12) now
is a function of k, and not k′, only. I therefore construct a grid in k, Kˆ = {k1, k2, . . . , kN},
and solve equation (12) for k′ on each element of Kˆ × Z. Again, the policy function in
between gridpoints is given by linear interpolation, and I iterate until ‖gn+1 − gn‖ < ε.
A word of caution appears appropriate here. As fixed point iteration is not, generally,
a convergent solution method, the sequence of policy functions mapped out by (12) may
display oscillating or divergent behavior. One possible remedy is to make use of a so-called
dampening parameter. In particular, if we, for the moment, rename the solution to (12) as
gˆn+1, one would then update the guess gn according to gn+1 = ηgˆn+1 + (1− η)gn, for some
value of η ∈ (0, 1). As we will see in the subsequent section, fixed point iteration fails to
converge under some considered parameterizations, and a dampening parameter turns out
to be necessary.
3.3. Functional forms and parameterizations. The momentary utility function be-
longs to the class of constant relative risk aversion, and the production function is of the
standard Cobb-Douglas type
u(c) =
c1−γ − 1
1− γ , f(k) = k
α
with u(c) interpreted as ln(c) if γ is equal to one. The transition matrix Q is given by
Q =
(
1+ρ
2
1−ρ
2
1−ρ
2
1+ρ
2
)
(13)
where a typical element, Qi,j , is interpreted as the probability of state j occurring in the
subsequent period given that the current state is i; P (z′ = zj |z = zi). The state space for
the exogenous state is given as Z = {eσ, e−σ}.
Table 1 summarizes the various set of parameterizations considered, together with the
associated bounds on the endogenous state space, [k, k]. The parameterization follows
closely that of Christiano and Fisher (2000).
I solve the model parameterizations (1)-(7) using the three algorithms described above.
For value function iteration, I use a grid consisting of 100, 1000, and 10000 equidistant nodes,
which ranges from fast but inaccurate (N = 100), to accurate but slow (N = 10000). All
value function iterations are initialized with the zero-guess, v0(k, z) = 0 for all (k, z) ∈ Kˆ×Z,
and I iterate until ‖vn+1 − vn‖ < 1(−6).
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Table 1. Parameterizations
Parameters
Model β γ α δ σ ρ k/kss k/kss
(1) 1.03−
1
4 1 0.3 0.02 0.23 0 1.9 0.3
(2) 1.03−
1
4 10 0.3 0.02 0.23 0 3.8 0.005
(3) 1.03−
1
4 1 0.05 0.02 0.0382 0 1.2 0.8
(4) 1.03−
1
4 1 0.3 0.5 0.675 0 3.8 0.3
(5) 1.03−
1
4 1 0.3 0.02 0.23 0.95 1.7 0.6
(6) 1.03−
1
4 1 0.3 0.02 0.4 0 2.3 0.2
(7) 1.03−
1
4 10 0.1 0.02 0.23 0.95 5.9 0.4
For both time- and fixed point iteration, I construct a grid consisting of 10, 100, and 1000,
equidistant nodes, and I use linear interpolations to evaluate policy- and Lagrange multiplier
functions in between grid points. Both algorithms are initiated using g0(k, z) = (1 − δ)k
and µ0(k, z) = 0 for all (k, z) ∈ Kˆ × Z, and I iterate until ‖gn+1 − gn‖ < 1(−6).
Let us, for the moment, call the solutions associated with value function-, time-, and fixed
point iteration as gvf , gti, and gfp, respectively. To get a sense accuracy, I will compare
these policy functions to a solution using the value function iteration algorithm applied on
a grid consisting of one million nodes, K¯. As this procedure is known to converge to the
true solution as the cardinality of the grid approaches infinity, I will consider the obtained
policy function, g, as exact. To make the solutions comparable, I will interpolate the policy
functions gfi, gti, and gfp onto K¯ using linear interpolation for gti, and gfp, and nearest
neighbor interpolation for gvf . Subsequently, I will report the maximum- and mean absolute
error defined as
Max error = max
(k,z)∈K¯×Z
|gx − g|
Mean error =
∑
(k,z)∈K¯×Z
|gx − g| × 1
2× 1000000
respectively. Lastly, I will report the associated computation time.
3.4. Results. Table 2 displays the results of the numerical exercise. The first two rows of
each cluster provides the maximum- and mean error, respectively. The third row provides
the computation time in seconds.
If we start by comparing fixed point iteration with time iteration, three noticeable features
emerge. First, accuracy appears strikingly similar across all models, and for all sizes of the
grid. Fixed point iteration seems to have a slight edge in terms of accuracy at smaller grids
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Table 2. Comparison of different solution methods
Value Function Iteration Fixed Point Iteration Time Iteration
Grid size, N 100 1000 10000 10 100 1000 10 100 1000
Model (1)
Max error 9.1(-1) 1.95(-1) 5.6(-2) 2.9(-2) 2.0(-3) 1.8(-4) 3.2(-2) 2.5(-3) 1.8(-4)
Mean error 2.2(-1) 2.1(-2) 3.7(-3) 1.0(-2) 3.2(-4) 4.7(-5) 1.5(-2) 2.0(-4) 4.7(-5)
CPU time 9.8 104 1574 0.65 0.7 1.5 0.35 0.4 0.88
Model (2)
Max error 1.6(-0) 1.7(-1) 4.3(-2) 1.9(-1) 5.5(-2) 3.4(-3) 2.2(-1) 5.7(-2) 3.4(-3)
Mean error 5.1(-1) 4.2(-2) 4.3(-3) 7.5(-2) 3.3(-3) 1.3(-4) 1.1(-1) 2.9(-3) 1.2(-4)
CPU time 22 119 1471 1.2 1.5 3.7 0.9 1.07 2.12
Model (3)
Max error 1.1(-2) 5.7(-3) 3.5(-3) 2.7(-4) 7.5(-5) 1.3(-5) 4.5(-4) 2.0(-5) 1.4(-5)
Mean error 3.0(-3) 3.9(-4) 1.1(-4) 8.0(-5) 3.3(-6) 3.2(-6) 9.2(-5) 4.2(-6) 3.5(-6)
CPU time 9.4 101 1502 0.15 0.2 0.36 0.1 0.12 0.24
Model (4)a
Max error 2.7(-2) 4.2(-3) 4.0(-4) 1.2(-2) 2.1(-4) 3.0(-5) 8.4(-2) 1.8(-4) 3.1(-5)
Mean error 7.8(-3) 8.1(-4) 6.4(-5) 1.4(-3) 1.7(-5) 9.3(-6) 2.4(-3) 2.1(-5) 9.3(-6)
CPU time 9.64 99.5 1389 0.07 0.09 0.18 0.025 0.033 0.07
Model (5)
Max error 5.4(-1) 5.6(-2) 1.1(-2) 6.7(-3) 1.8(-4) 1.3(-4) 1.0(-2) 2.5(-4) 1.3(-4)
Mean error 1.4(-1) 1.3(-2) 1.3(-3) 2.0(-3) 4.4(-5) 3.2(-5) 5.4(-3) 8.5(-5) 3.2(-5)
CPU time 9.9 102 1535 0.46 0.72 1.44 0.33 0.37 0.78
Model (6)
Max error 1.5(-0) 4.6(-1) 1.1(-1) 5.3(-2) 2.2(-3) 3.5(-4) 6.3(-2) 1.3(-3) 2.8(-4)
Mean error 4.1(-1) 4.3(-2) 1.2(-2) 1.4(-2) 2.3(-4) 5.9(-5) 2.8(-2) 4.0(-4) 5.9(-5)
CPU time 10.5 111 1624 0.49 0.6 1.15 0.23 0.33 0.71
Model (7)
Max error 4.5(-1) 4.8(-2) 1.4(-2) 1.4(-2) 4.0(-4) 1.0(-4) 2.9(-2) 1.1(-3) 1.0(-4)
Mean error 1.4(-1) 1.0(-2) 1.5(-3) 4.9(-3) 1.6(-4) 1.5(-5) 1.3(-2) 4.7(-4) 1.5(-5)
CPU time 23.3 315.8 2960 0.54 0.74 1.88 0.36 0.45 1.13
a For model (4), fixed point iteration failed to converge without using a dampening parameter η = 0.5.
(i.e. N = 10), but the message is not unequivocal. And for larger grids, the difference
is unnoticeable. Second, time iteration is, on average, almost twice as fast as fixed point
iteration. This is not, however, a feature of time iteration per se, but rather due to the
method of endogenous gridpoints which tremendously improves the efficacy of the root-
finding operation.22 Lastly, it should be noted that fixed point iteration fails to converge
22Still, one might find it puzzling that the method of endogenous gridpoints not only makes time iteration
as fast, but actually faster than fixed point iteration. The reason behind this result is subtle and somewhat
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for model (4) without the explicit use of a dampening parameter, η = 0.5. While this
may appear to be a problem of minor inconvenience in the current setting, it ought to be
emphasized that the model under study is highly simplistic and that convergence issues
may be much more pronounced in models of higher dimensions, or with less accurate initial
conditions. That fixed point iteration displays convergence problems in this simple setting
should be interpreted as a sign of caution.
Perhaps less surprisingly, fixed point- and time iteration performs incredibly well com-
pared to (discretized) value function iteration. Looking at the maximum error, the Euler
equation based methods using only 10 nodes perform (weakly) better than value function
iteration using 10000 nodes for models (1), (3), (5), (6), and (7). And they perform just
slightly worse with respect to the remaining parameterizations. Despite this, the Euler equa-
tion based techniques are tremendously faster, often to the second- or third order. Using
100 nodes, the Euler equation based techniques perform better than value function iteration
with 10000 nodes for all parameterizations, and are at least one thousand times as accurate
as value function iteration using 1000 nodes, while still remaining at least 100 times as fast.
Euler equation based solution methods in general, and time iteration in particular, there-
fore display some significant advantages in terms of speed and accuracy over discretization
techniques such as value function iteration, and appears to be a superior choice of solution
methodology when it comes to differentiable and concave dynamic optimization problems.
4. Concluding Remarks
Dynamic models with inequality constraints pose a challenging problem for two major
reasons: dynamic programming techniques are reliable but often terribly slow, while Euler
equation based methods are fast but have problematic or unknown convergence properties.
This paper has, at least partly, addressed these concerns.
I have shown that a common iterative procedure applied on the Euler equation – time
iteration – delivers a sequence of approximate policy functions that converges to the true
solution under a wide range of circumstances. These circumstances extend to a finite, but
otherwise arbitrarily large set of endogenous and exogenous state-variables, and include a
broad spectrum of occasionally binding constraints. I exemplified the potential advantages
overlooked in the literature. As fixed point iteration operates on a grid of k, two vectors of pointwise optima,
k′, emerges; one for each value of z in Z. As a consequence, evaluating gn(gn(k, z), z′) which appears in the
right-hand side of equation (12) demands four vector based interpolations, one for each vector gn(k, z), and
one for each value of z′. In contrast, the method of endogenous gridpoints specifies only one vector for k′,
and to evaluate gn(k
′, z′) in the right-hand side of equation (11) therefore demands only two vector based
interpolations; one for each value of z′. In general, if Z is of cardinality M , fixed point iteration demand
M2 vector based interpolations, while the method of endogenous gridpoints only demands M .
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of the method to alternative techniques by solving a simple real-business cycle model with
irreversible investments. The proposed method is tremendously faster than standard value
function iterations, and more reliable compared to alternative solution methods that operate
directly on the Euler equation.
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Appendix A. Proofs
Lemma 1. The minimizer, µ(x, z), of (3) is a continuous function with respect to x and z.
Proof. By the definition of a saddle function, the fact that µ ≥ 0 and mj(x, yˆ, z) < 0, for all x, z and j, it
follows that
(Tf)(x, z) ≥ L(x, yˆ, z, µ∗) ≥ F (x, yˆ, z) + β
∫
Z
f(yˆ, z′)Q(z, dz′)− µj(x, z)mj(x, yˆ, z)
Which further implies that
µj(x, z) ≤ µ¯j ≡ max
x∈X
(Tf)(x, z)− F (x, yˆ, z)− β ∫
Z
f(yˆ, z′)Q(z, dz′)
−mj(x, yˆ, z) < +∞
By Berge’s Theorem of the Maximum, L(x, h(x, z, µ), z, µ) is a continuous function. Hence, the set of
minimizers µ(x, z) that solve the dual problem
min
0≤µ≤µ¯
L(x, g˜(x, z, µ), z, µ)
is an upper hemicontinuous correspondence in x and z. By Assumptions 2 and 3, µ(x, z) is single valued
and consequently a continuous function in x and z. 
A.1. Proof of Proposition 1.
Proof. It is sufficient to show that T : C1(S)→ C1(S).
Define the saddle function
L(x, g(x, z), z, µ(x, z)) = F (x, g(x, z), z) + β
∫
Z
f(g(x, z), z′)Q(z, dz′)
−
r∑
j=1
µj(x, z)mj(x, g(x, z), z) = (Tf)(x, z)
Pick an x ∈ int(X) and an x′ ∈ X such that xj = x′j for all j 6= i and x′i = xi + ε, where xi denotes the ith
element of the vector x. For notational convenience, denote the policy and multiplier functions from (3) as
g, µ and g′, µ′ for (x, z) and (x′, z) respectively.
The definition of a saddle function implies
L(x′, g, z, µ′) ≤ L(x′, g′, z, µ′) ≤ L(x′, g′, z, µ)
and
L(x, g′, z, µ) ≤ L(x, g, z, µ) ≤ L(x, g, z, µ′)
Combine these two expressions and divide by x′i − xi
L(x′, g, z, µ′)− L(x, g, z, µ′)
x′i − xi
≤ (Tf)(x
′, z)− (Tf)(x, z)
x′i − xi
≤ L(x
′, g′, z, µ)− L(x, g′, z, µ)
x′i − xi
By Lemma 1 and the results on page 5, the functions g and µ are continuous. Consequently the limits of g′
and µ′ exist and equal limx′→x g
′ = g, limx′→x µ
′ = µ. Hence
lim
x′→x
L(x′, g, z, µ′)− L(x, g, z, µ′)
x′i − xi
= lim
x′→x
L(x′, g′, z, µ)− L(x, g′, z, µ)
x′i − xi
By the Pinching (Squeeze) Theorem
lim
x′→x
(Tf)(x′, z)− (Tf)(x, z)
x′i − xi
= Li(x, g, z, µ)
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Thus
∂(Tf)(x, z)
∂xi
= Li(x, g, z, µ) = Fi(x, g, z)−
r∑
j=1
µjmj,i(x, g, z)
If v0 is a weakly concave and differentiable function, the desired result is achieved. 
A.2. Proof of Proposition 2.
Proof. Due to the stated assumptions, a sufficient condition for a maximum is a saddle point of the lagrangian
L(x, y, z, µ) = F (x, y, z) + β
∫
Z
vn(y, z
′)Q(z, dz′)−
r∑
j=1
µj,n+1mj(x, y, z)
By Proposition 1, the value function vn(y, z
′) is differentiable and by Assumption 3, given minimizers µn+1,
sufficient conditions for a saddle point are thus
0 = Fi(x, y, z) + β
∫
Z
vn,i(y, z
′)Q(z, dz′)−
r∑
j=1
µj,n+1(x, z)mj,i(x, y, z)
for i = 1, . . . , `. By Proposition 1, this can be rewritten as
0 =Fi(x, y, z) + β
∫
Z
[Fi(y, gn(y, z
′), z′)
−
r∑
j=1
µj,n(y, z
′)mj,i(y, gn(y, z
′), z′)]Q(z, dz′)−
r∑
j=1
µj,n+1(x, z)mj,i(x, y, z)
Due to strict concavity the solution is unique and hn+1(x, z) = gn+1(x, z), which concludes the proof. 
