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TAU FUNCTION AND VIRASORO ACTION FOR THE
n× n KDV HIERARCHY
CHUU-LIAN TERNG† AND KAREN UHLENBECK∗
Abstract. This is the third in a series of papers attempting to describe
a uniform geometric framework in which many integrable systems can
be placed. A soliton hierarchy can be constructed from a splitting of
an infinite dimensional group L as positive and negative subgroups L±
and a commuting sequence in the Lie algebra L+ of L+. Given f ∈ L−,
there is a formal inverse scattering solution uf of the hierarchy. When
there is a 2 co-cycle on L that vanishes on both L+ and L−, Wilson
constructed for each f ∈ L− a tau function τf for the hierarchy. In this
third paper, we prove the following results for the n×n KdV hierarchy:
(1) The second partials of ln τf are differential polynomials of the for-
mal inverse scattering solution uf . Moreover, uf can be recovered
from the second partials of ln τf .
(2) The natural Virasoro action on ln τf constructed in the second
paper is given by partial differential operators in ln τf .
(3) There is a bijection between phase spaces of n× n KdV hierarchy
and Gelfand-Dickey (GDn) hierarchy on the space of order n linear
differential operators on the line so that the flows in these two
hierarchies correspond under the bijection.
(4) Our Virasoro action on the n×nKdV hierarchy is constructed from
a simple Virasoro action on the negative group. We show that it
corresponds to the known Virasoro action on the GDn hierarchy
under the bijection.
1. Introduction
This is the third in a series of papers attempting to describe a uniform
geometric framework in which many integrable systems can be placed. We
defined the n × n KdV hierarchy in the first paper [7]. We gave integral
formulas for the partials of tau functions τ and a general construction of
Virasoro action on ln τ in terms of reduced frames for soliton hierarchies in
the second paper [8]. The main goal of this paper is to apply these general
framework and formulas to the n×n KdV hierarchy. In particular, we obtain
the following results:
(1) We can recover the formal inverse scattering solutions from partial
derivatives of the tau function of the scattering data.
(2) The natural Virasoro action on ln τ explained in our previous paper
[8] is given by partial differential operators on ln τ .
†Research supported in part by NSF Grant DMS-1109342.
∗Research supported in part by the Sid Richardson Regents’ Chair Funds, University
of Texas system .
1
2 CHUU-LIAN TERNG† AND KAREN UHLENBECK∗
(3) There is a bijection between the phase space of the n × n KdV
hierarchy and the space of order n differential operators on the line
so that flows in the n× n KdV correspond to flows in the Gelfand-
Dickey (GDn) hierarchy under this bijection.
(4) We prove that our Virasoro action on the n × n KdV hierarchy
corresponds to the well-known Virasoro action on the GDn hierarchy
under the bijection.
We apologize for the fact that these results involve long and complicated
computations. In the future, we would like to understand scale invariant
solutions, which do not have scattering data of the sort used to construct
the formulas in the paper.
This paper is organized as follows: We set up notation and review the
construction of the n× n KdV hierarchy in section 2, and review the gauge
equivalence and the construction of Drinfeld-Sokolov’s quotient flows in sec-
tion 3. We describe cross sections of the gauge action and define the cross
section flows in section 4. We prove that we can recover the formal inverse
scattering solution from the second partials of ln τ for the n × n KdV hi-
erarchy in section 5, and prove that the Virasoro vector fields on ln τ are
given by partial differential operators in section 6. We show that the n× n
KdV hierarchy is equivalent to the GDn hierarchy and give an algorithm to
construct a solution of the n×n KdV hierarchy from a solution of the GDn
hierarchy in section 7. We prove that the Virasoro vector fields for the n×n
KdV hierarchy correspond to the well-known Virasoro vector fields for the
GDn hierarchy under the equivalence in the last section.
2. The n× n KdV hierarchy
In this section, we review the definition of the n×n KdVB hierarchy and
set up some notations. Readers who have seen the first paper [7] can go
directly to section 3.
Let L = L(SL(n,C)) denote the group of smooth maps from S1 to
SL(n,C). A pair of subgroups L± is a splitting of L if L+ ∩ L− = {e}
and the corresponding Lie algebra L = L(sl(n,C)) will be L = L+ ⊕ L−.
Let ξ± denote the L± component of ξ ∈ L with respect to L = L+ + L−.
We use several splittings in this paper. The first splitting is called the
standard splitting : Let L+(SL(n,C)) be the subgroup of g ∈ L(SL(n,C))
that is the boundary value of a holomorphic map from the disk |λ| ≤ 1, and
L−(SL(n,C)) the subgroup of f ∈ L(SL(n,C)) that is the boundary value
of a holomorphic map f˜ defined on 1 ≤ |λ| ≤ ∞ and f˜(∞) = I. The Lie
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algebras written in terms of Fourier series are given by
L := L(sl(n,C)) = {ξ(λ) =
∑
j
ξjλ
j|ξj ∈ sl(n,C)},
L+(sl(n,C)) = {ξ ∈ L(sl(n,C))
∣∣ ξ(λ) =∑
j≥0
ξjλ
j},
L−(sl(n,C)) = {ξ ∈ L(sl(n,C))
∣∣ ξ(λ) =∑
j<0
ξjλ
j}.
Let N+, N− denote the subgroups of upper and lower triangular matrices
in SL(n,C) with 1 on the diagonal entries respectively, B+, B− the sub-
groups of all upper and lower triangular matrices in SL(n,C) respectively,
and N+,N−,B+,B− the corresponding Lie subalgebras.
We have described the standard splitting. There is a special splitting{
L+ = {
∑
j>0 ξjλ
j + ξ0 ∈ L(sl(n,C))|ξ0 ∈ B+},
L− = {
∑
j<0+ξ0 ∈ L(sl(n,C))|ξ0 ∈ N−}.
(2.1)
The third type of splitting uses the same L+ as the standard splitting. How-
ever, L− depends on a linear map B : sl(n,C) → N−, which we described
in detail when we construct the flows.
To construct the flows we use the sequence
J = {J j |j ≥ 1, j 6≡ 0(modn)}, (2.2)
J = en1λ+ b ∈ L+, b = e12 + e23 + . . . + en−1,n. (2.3)
Next we give some properties of J . A simple computation implies that
Jn = λIn, (2.4)
J i = (bt)n−iλ+ bi, J−i = (bt)i + bn−iλ−1, 1 ≤ i ≤ n− 1, (2.5)
where In is the n× n identity matrix.
We recall a Lemma in [3]. Since the proof is simple we include it.
Lemma 2.1. ( [3]) Given η ∈ L(gl(n,C)), there exist unique yi ∈ Tn such
that
η =
∑
i
yiJ
i,
where Tn is the sub-algebra of all diagonal matrices in gl(n,C).
Proof. Since Jnk = λkIn and the formula is additive, it is enough to prove
the formula for g ∈ sl(n,C). If g is diagonal, we may choose y0 = g = y0In.
If g is in the j-th diagonal, j > 0, then we can write g =
∑n−j
s=1 gses,j+s. Since
J j = λ
∑j
i=1 en−j+i,i +
∑n−j
s=1 es,s+j, we see g = yJ
j , where y =
∑n−j
s=1 gsess.
The proof is similar for j < 0. 
Although J and diagonal matrix do not commute, there is a nice relation:
Jkh = hσ
k
Jk, (2.6)
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where hσ
k
= diag(hk+1, . . . , hn, h1, . . . , hk) if h = diag(h1, . . . , hn).
The following Theorem is proved in several places in the literature ([3],
[7]).
Theorem 2.2. Given u ∈ C∞(R,B−), there exists a unique Q(u) ∈ L of
the form
Q(u)(λ) = J +
∑
j≤0
Qj(u)λ
j = J +
∑
j≤0
yj(u)J
j
satisfying {
[∂x − (J + u), Q(u)] = 0,
Q(u)n = λIn,
(2.7)
where yj(u)’s are diagonal matrices function. Moreover,
(i) Qj(u) and yj(u) are differential polynomials of u in x variable for
all j ≤ 0,
(ii) Q0(u)− u ∈ N−.
Proof. Note that en1z
n + b is conjugate to az, where
λ = zn, a = diag(1, α, . . . , αn−1), α = exp(2πi/n).
So there is a unique Q(u) satisfying (2.7) (for a proof cf. [6]) and entries of
Qj(u)’s are differential polynomials.
It remains to prove that Q0(u) − u ∈ N−. Since u ∈ B−, by (2.5), we
have u =
∑n−1
i=0 h−iJ
−i, where hi =
∑n−i
j=1 ui+j,jei+j,i+j, where u = (uij).
Assume that Q(u) = J +
∑
j≤0 yjJ
j with yj ∈ C
∞(R,Tn), where Tn is the
subalgebra of all diagonal matrices in gl(n,C). We use (2.6) to write (2.7)
as a power series in J with C∞(R,Tn) coefficients on the left:{
[∂x − (J +
∑n−1
i=0 h−iJ
−i, J +
∑
j<0 yjJ
j ] = 0,
(J +
∑
j≤0 yjJ
j)n = Jn.
Then yj’s can be solved uniquely by comparing coefficients of J
k for k ≤ 0
of the above equation. For k = 0, we obtain y0 = h0. Theorem follows from
the uniqueness of solution of (2.7). 
Next we consider soliton hierarchy constructed from the splitting L± of
L = L(SL(n,C)) and the vacuum sequence J as in (2.2). Then the flow
equation generated by J j is the following evolution equation on C∞(R, Y ),
utj = [∂x − (J + u), (Q(u)
j)+], (2.8)
where
Y = [J,L−]+.
Here and henceforth we use ξ± to denote the L± components of ξ ∈ L.
ξ = ξ+ + ξ− By general theory, these flows commute.
It can be checked that
Q(u)+ = J + u (2.9)
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if and only if the first flow equation is the translation ut1 = ux. In such
case, we can identify
t1 = x.
But not all splittings have this last property as we show in Example 2.9 that
the standard splitting fails.
2.3. The formal inverse scattering
Set t = (t1, . . . , tN ) and
V (t) = exp
(
N∑
i=1
tjJ
j
)
. (2.10)
Given f ∈ L−, it follows from the Local Factorization Theorem (cf. Theorem
1.2 of [7]) that there is an subset O0 of the origin in R
N such that we can
factor
V (t)f−1 =M(t)−1E(t) ∈ L− × L+
for all t ∈ O0. It can be checked by a direct computation (cf. [7]) that
uf := (MJM
−1)+ − J
is a solution of the hierarchy, which is called the formal inverse scattering
solution associated to f ∈ L−. We call E and M the frame and the reduced
frame of uf . Note that u = 0 is a solution of the hierarchy and V (t) is a
frame for u = 0. We call V (t) the vacuum frame.
As mentioned before that Q(u)+ is not necessary to be J + u for the
standard splitting. But all formal inverse scattering data solutions have this
property, so we can identify t1 with x for these solutions:
Proposition 2.4. Let M denote the reduced frame of the formal inverse
scattering solution uf given by f ∈ L−. Then
(1) Q(uf ) =MJM
−1 solves (2.7) for u = uf ,
(2) Q(uf )+ = J + uf ,
(3) M(∂x − J)M
−1 = ∂x − (J + uf ),
(4) (uf )t1 = (uf )x, and we may identify t1 with x for formal inverse
scattering solutions.
Proof. It follows from the construction of uf that we have M = EfV
−1.
Since V and J commute, we get MJM−1 = EfJf−1E−1 and
Mt1M
−1 = Et1E
−1 −EfJf−1E−1 = Et1E
−1 −MJM−1.
But Et1E
−1 ∈ L+ and Mt1M−1 ∈ L− imply that
(MJM−1)+ = Et1E
−1,
Mt1M
−1 = −(MJM−1)−. (2.11)
Statements of the Proposition follow from (2.11) and a straight forward
computation. 
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There is a sequence of natural commuting flows on L− constructed from
the splitting L± and the vacuum sequence J. Solutions of these flows on L−
give rise to solutions of the soliton flows (2.8) (cf. [6]):
Theorem 2.5. Let J = en1λ+ b be as in (2.3). If M(t) ∈ L− satisfies
MtjM
−1 = −(MJ jM−1)−, 1 ≤ j ≤ N,
then u := (MJM−1)+ − J is a solution of the hierarchy constructed from
L± and the vacuum sequence J = {J j |j 6≡ 0 (mod n)}.
We give below three known KdV type hierarchies arising from splittings
discussed in the beginning of the section.
Example 2.6. The n× n KdVB hierarchy ([7])
Let B : sl(n,C)→ N− be a linear map satisfying
(a) B+ ⊂ Ker(B),
(b) B satisfies
[B(ξ), B(η)] = B([B(ξ), η] + [ξ,B(η)]) (2.12)
for all ξ, η ∈ sl(n,C),
(c) dim([J,LB−]+) = n− 1.
Note that B satisfies (2.12) if and only if
LB− = {ξ ∈ L|ξ(λ) = B(ξ−1) +
∑
i<0
ξiλ
i}. (2.13)
is a Lie subalgebra of L(sl(n,C)). Let L+ = L+(sl(n,C)) as in the standard
splitting and L− = LB−. Then L± is a splitting of L(sl(n,C)). The hierarchy
constructed from the splitting L± and the vacuum sequence J (as in (2.2))
is called the n× n KdVB hierarchy (cf. [7]). Note that
Y := [J,LB−]+ ⊂ B−.
Example 2.7. The n× n KdV hierarchy [7]
Let
Λ =
n−1∑
k=1
1− αk
1− α
ek+1,k, α = e
2πi
n . (2.14)
A simple computation implies that {Λibn−1Λj |0 ≤ i, j ≤ n − 1} is a basis
of sl(n,C) and {Λibn−1Λj|i, j ≥ 0, i+ j < n− 1} is basis for the subalgebra
N+. It was proved in [7] that the linear map B : sl(n)→ N− defined by
B(Λibn−1Λj) = ΛibtΛj (2.15)
satisfies conditions (a)-(c) given in Example 2.6. We call the hierarchy
constructed from the splitting (L+(sl(n,C)),L
B−) given by this B and the
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vacuum sequence J as in (2.2) the n × n KdV hierarchy . The flows in this
hierarchy are evolution equations on C∞(R, Y ), where
Y = [J,LB−]+ =
{
n−1∑
i=1
uiΛ
i
∣∣∣∣ui ∈ C
}
. (2.16)
When n = 2, the only B which satisfies (2.12) is B(e12) = ±e21. The
2× 2 KdV hierarchy is the KdV hierarchy and the flow generated by J3 is
the KdV flow
qt =
1
4
(qxxx ± 6qqx).
When n = 3, the flow generated by J2 in the 3× 3 KdV hierarchy is the
following coupled non-linear Schro¨dinger equations:{
(u1)t = −
√
3
3 i (u1)xx +
3−√3 i
3 (u2)x,
(u2)t =
√
3
3 i (u2)xx + 2u1(u1)x.
Example 2.8. The n× n mKdV hierarchy (Drinfeld-Sokolov [3])
Let L± be the special splitting of L(sl(n,C)) defined by (2.1). The n ×
n modified KdV hierarchy is the hierarchy constructed from the splitting
L± of L(sl(n,C)) and the vacuum sequence J (as in (2.2)). The flows in
this hierarchy are evolution equations for maps u = diag(u1, . . . , un) with∑n
i=1 ui = 0.
Example 2.9. Let L± = L±(sl(n,C)) be the standard splitting of L =
L(sl(n,C)). The flows in the hierarchy constructed from L± and the vacuum
sequence J as ub (2.2) are evolution equations on C∞(R, Y ), where
Y = [J,L−]+ = C(e11 − enn)⊕ (⊕n−1i=2 (Cei1 ⊕ Cen,i)).
By Proposition 2.4, Q(uf )+ = J + uf for formal inverse scattering solu-
tions. But for general u ∈ C∞(R, Y ), the solution Q(u) of (2.7) need not
satisfy the condition Q(u)+ = J + u. A direct but long computation shows
that
u = u0(e11 − enn) + un−1en1 +
n−2∑
i=2
(ui−1ei1 + vi−1en,n−i+1) ∈ C∞(R, Y )
satisfies Q(u)+ = J+u if and only if ui, vi’s satisfy a system of n−1 ordinary
differential equations of the form{
vi = ciui + pi, 1 ≤ i ≤ n− 2,
un−1 = pn−1,
where pi is some differential polynomial of u0, u1, . . . , ui−1 in x variable for
1 ≤ i ≤ n − 1. The flows (2.8) leave such a u invariant and the restriction
gives a system of partial differential equations for u0, . . . , un−2. For example,
for n = 2, u =
(
u0 0
u1 −u0
)
satisfies Q(u) = J + u if and only if
u1 = (u0)x − u
2
0.
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The flow generated by J3 for such u gives the following evolution equation
for u0:
(u0)t =
1
4
((u0)xxx − 6((u0)x)
2).
Note that if u0 is a solution of the above equation then q = 2(u0)x is a
solution of the KdV, i.e., qt =
1
4(qxxx − 6qqx).
3. The gauge group action and quotient flows
We review the construction of Drinfeld-Sokolov’s KdV type hierarchy as-
sociated to the Kac-Moody algebra A
(1)
n−1 (the DS A
(1)
n−1-KdV hierarchy).
They show these flows are equivalent to the Gelfand-Dickey flows on the
space of n-th order differential operators on the line. We give a different
proof later.
Let B±, N±,B±,N±, and Gk be as in section 2, and J as in (2.3). Given
an integer k, define a bi-linear form 〈 , 〉k on L = L(sl(n,C)) as follows:
〈ξ, η〉k =
∑
j
tr(ξjη−j+k), (3.1)
the coefficient of λk of tr(ξ(λ)η(λ)), where ξ(λ) =
∑
j ξjλ
j and η(λ) =∑
j ηjλ
j.
Let S be a linear subspace of B−. Define
M(S) := {Lu = ∂x − (J + u)|u ∈ C
∞(R,S)}. (3.2)
The group C∞(R, N−) acts on C∞(R,L) by point-wise conjugation,
(g, ξ) 7→ gξg−1, g ∈ N−, ξ ∈ L, (3.3)
and further acts on the space of connections
{∂x − ξ|ξ ∈ C
∞(R,L)}
by gauge transformation,
(g, ∂x − ξ) 7→ g(∂x − ξ)g
−1 = ∂x − (gξg−1 + gxg−1).
Note that for g ∈ C∞(R, N−) and ξ, η ∈ C∞(R,L), we have
(gξg−1)+ = gξ+g−1, (3.4a)
〈gξg−1, gηg−1〉k = 〈ξ, η〉k, (3.4b)
where ξ± is the projection of ξ onto L±.
Lemma 3.1. The gauge action of C∞(R, N−) on the space of connections,
{∂x − ξ|ξ ∈ C
∞(R,L)}, leaves the space
M(B−) = {Lu = ∂x − (J + u)|u ∈ C∞(R,B−)}
invariant.
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Proof. Given u ∈ C∞(R,B−) and △ ∈ C∞(R, N−), we note that
△Lu△
−1 = ∂x − (△(J + u)△−1 +△x△−1)
= ∂x − (△en1△
−1λ+△b△−1 +△u△−1 +△x△−1
= ∂x − (en1λ+ b+ (△b△
−1 − b) +△u△−1 +△x△−1)
= ∂x − (J + (△b△
−1 − b) +△u△−1 +△x△−1).
Some facts to note in the calculation are
[en1,N−] = 0, △b△−1 − b ∈ N−, △u△−1 ∈ B−.

Given u ∈ C∞(R,B−) and △ ∈ C∞(R, N−), define
△ ∗ u := △x△
−1 +△u△−1 +△b△−1 − b.
Then we have
△Lu△
−1 = L△∗u. (3.5)
Corollary 3.2. The tangent space to the gauge group C∞(R, N−) orbit at
Lu in M(B−) is
{[Lu, ξ] = ξx − [b+ u, ξ]|ξ ∈ C
∞(R,N−)}.
Corollary 3.3. Let u ∈ C∞(R,B−), and Q(u) = J +
∑
i≤0Qi(u)λ
i be as
in Theorem 2.2. Then
(1) Q0(u)− u ∈ N−,
(2) Q(△ ∗ u) = △Q(u)△−1.
Proof. (1) was proved in Theorem 2.2 (i).
It follows from [Lu, Q(u)] = 0 and △Lu△
−1 = L△∗u that we have
△[Lu, Q(u)]△
−1 = [L△∗u,△Q(u)△−1] = 0.
By the uniqueness part of Theorem 2.2, we get Q(△∗u) = △Q(u)△−1. 
Definition 3.4. For each j 6≡ 0 (mod n), define the j-th flow on C∞(R,B−)
by
∂tjLu =
∂u
∂tj
= [Lu, (Q(u)
j)+], (3.6)
where ξ+ =
∑
i≥0 ξiλ
i if ξ =
∑
i ξiλ
i.
To see that (3.6) defines a flow on C∞(R,B−), we note that [Lu, Q(u)] = 0
implies [Lu, Q(u)
j ] = 0. So we have
[Lu, (Q(u))
j
+] = −[Lu, (Q(u)
j)−].
The left-hand side of the above equality lies in L+(sl(n,C)) and the right
hand side is of the form
[en1, sl(n,C)] +
∑
j<0
ξjλ
j.
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Since [en1, sl(n,C)] ⊂ B−, we have [Lu, (Q(u)j)+] ∈ C∞(R,B−). Hence (3.6)
is a flow equation on C∞(R,B−).
Next we show that flow (3.6) commute with the gauge action.
Lemma 3.5. Suppose u0, u˜0 ∈ C
∞(R,B−) such Lu˜0 = △Lu0△−1 for some
△ ∈ C∞(R, N−). If u(x, tj) is the solution of (3.6) with u(x, 0) = u0(x),
then
u˜ := △ ∗ u = △x△
−1 + (△b△−1 − b) +△u△−1
is the solution of (3.6) with u˜(x, 0) = u˜0(x), or equivalently
∂tjLu˜ = [Lu˜, (Q(u˜)
j)+].
Proof. Note that Lu˜ = △Lu△
−1. By Corollary 3.3, Q(u˜) = Q(△ ∗ u) =
△Q(u)△−1. But (△ξj△−1)+ = △(ξj)+△−1 for ξ ∈ C∞(R,L). Hence we
have
∂tjLu˜ = ∂tj△(x)Lu△(x)
−1 = △(x)(∂tjLu)△(x)
−1
= △(x)[Lu, Q(u)
j
+]△(x)
−1 = [△Lu△−1,△(Q(u)j)+△−1]
= [Lu˜, (△Q(u)△
−1)j+] = [Lu˜, (Q(u˜))+].

The proof of Lemma 3.5 also gives
Corollary 3.6. Let △ ∈ C∞(R, N−), and u, v ∈ C∞(R,B−) such that
Lv = △Lu△
−1, and Q(u), Q(v) be solutions of (2.7) for u and v respectively.
Then △Q(u)△−1 = Q(v).
In general ∂t1Lu 6= ∂xLu, but they lie in the same gauge orbit:
Proposition 3.7. The flow ∂t1 is equivalent to the flow given by ∂x on
M(B−) under the gauge group C∞(R, N−).
Proof. We use the same notation as in Theorem 2.2. By Corollary 3.3 (i),
Q0(u) = u+ v with some v ∈ C
∞(R,N−). Compute directly to get
∂t1Lu = [Lu, Q(u)+] = [∂x − (b+ u), b+Q0(u)] = [∂x − (b+ u), b+ u+ v]
= ux + [Lu, v].
By Corollary 3.2, (∂t1 − ∂x)u is tangent to the gauge orbit. 
From Lemma 3.5 and Proposition 3.7 we get the main theorem of this
section:
Theorem 3.8. ([3]) The flow (3.6) on M(B−) induces a well-defined quo-
tient flow on the orbit space (or the quotient) M(B−)/C∞(R, N−). More-
over, we have ∂t1 = ∂x on the orbit space.
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4. Cross section flows
We use the same notation as in section 3: For u ∈ C∞(R,B−),
Lu = ∂x − (J + u),
and for a linear subspace S of B−,
M(S) = {Lv = ∂x − (J + v)|v ∈ C
∞(R, S)}.
Let S0 and S1 be linear subspaces of B− defined by
S0 = ⊕
n−1
i=1 CΛ
i, (4.1)
S1 = ⊕
n−1
i=1 Cen,n−i, (4.2)
where Λ is given by (2.14). Note thatM(S0) is the phase spaces of the n×n
KdV hierarchy.
Recall that C∞(R, N−) acts on M(B−) by
g(∂x − (J + u))g
−1 = ∂x − (J + gug−1 + gxg−1).
In this section, we give a sufficient condition for a linear subspace S of
B− such that M(S) is a cross section for the C∞(R, N−) gauge action on
M(B−), i.e., every C∞(R, N−)-orbit in M(B−) meets M(S) exactly once.
We also give an algorithm to compute the induced cross section flows from
(3.6).
Proposition 4.1. Suppose S ⊂ B− is a linear subspace such that M(S) =
{Lu = ∂x−(J+u)|u ∈ S} is a cross-section of the gauge group C
∞(R, N−) on
M(B−). Then the flows (3.6) induce flows on the cross section. Moreover,
if S and S˜ are two different cross-sections, the induced flows on M(S) are
gauge equivalent to the induced flows on M(S˜).
Proof. SinceM(S) is a cross-section of the gauge group, there exists a pro-
jection π :M(B−)→M(S) such that π ◦ g = π for all g ∈ C∞(R, N−). To
obtain the flow onM(S), we simply project the flow onM(B−) onto M(S)
using the gauge group. It is more or less a tautology that the induced flows
on M(S)) and M(S˜) are gauge equivalent. They will look very different as
evolution equations, but will be gauge equivalent. 
Dirnfeld and Sokolov shows that M(S1) is a cross section of the action
of C∞(R, N−) on M(B−), where S1 is defined by (4.2). Below we include
a proof of this because the proof also gives rise to a condition on affine
subspace S such that M(S) is a cross section.
First we set up some notation. Let
Gi = ⊕ℓ−k=iCekℓ. (4.3)
Then [Gi,Gj ] ⊂ Gi+j, Gi = 0 if |i| ≥ n. For y = (yij) ∈ sl(n,C), let
trk(y) =
∑
j−i=k
yij . (4.4)
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Proposition 4.2. ([3]) Given u ∈ C∞(R,B−), there exist unique △ ∈
C∞(R, N−) and ξ =
∑n−1
j=1 ξjen,n−j ∈ C
∞(R, S1) such that △Lu△−1 = Lξ,
i.e.,
△(∂x − (J + u))△
−1 = ∂x − (J + ξ). (4.5)
Moreover, let u =
∑n−1
i=0 u−j with u−j ∈ G−j, and ξ =
∑n−1
j=1 ξjen,n−j. Then
ξj = tr−j(u−j) + ηj, 1 ≤ j ≤ n− 1, (4.6)
where ηj is a polynomial in u0, u−1, . . . , u−(j−1) and their x derivatives.
Proof. Since △en1 = en1△ = en1, (4.5) is equivalent to
[△, b] = −△u−△x + ξ△. (4.7)
It is easy to check that ad(b) : G−(j+1) → G−j is injective and the image is
[b,G−(j+1)] = {η =
n−i∑
i=1
ηiej+i,i ∈ G−j |tr−j(η) :=
n−j∑
i=1
ηi = 0}. (4.8)
Write △ =
∑n−1
j=0 △−j and u =
∑n−1
j=0 u−j with △−j, u−j ∈ G−j. Be-
cause △ ∈ N−, we have △0 = I. Equate the G0 component of (4.8) to
get [△−1, b] = −u0. Since tr(u0) = 0, we have △−1 = ad(b)−1(u0).
We will prove the remainder of this Proposition by induction. Suppose
we have solved ξ1, . . . , ξj−1 and △−1, . . . ,△−j . Note that ξ0 = 0. Equate
the G−j component in (4.7) to get
[△−(j+1), b] = −
j∑
i=0
△−(j−i)u−i − (△−j)x +
j∑
i=0
ξien,n−i△−(j−i). (4.9)
The above equation is solvable for △−(j+1) if and only if the tr−j of the
right-hand side is zero, i.e.,
tr−j
(
−
j∑
i=0
△−(j−i)u−i − (△−j)x +
j−1∑
i=0
ξi△−(j−1)
)
+ ξj = 0. (4.10)
This gives a formula for ξj in terms of ξ1, . . . , ξj−1 and △−1, . . . ,△−j . Since
ad(b) is injective on G−(j+1), we can solve for △j+1. 
Definition 4.3. Given Lu = ∂x − (J + u) ∈ M(B−), let S1 be as in (4.2),
ξ ∈ C∞(R, S1) and △ ∈ C∞(R, N−) be as in Proposition 4.2 such that
△Lu△
−1 = Lξ or equivalently, (4.5) holds. Define Ψ :M(B−)→ M˜(S1) by
Ψ(∂x − (J + u)) = ∂x − (J + ξ).
We call ξ the GD variable of u.
The proof of Proposition 4.2 gives a simple criterion on subspace S such
that M(S) is a cross sections of the C∞(R, N−) gauge action on M(B−):
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Corollary 4.4. Let S = ⊕n−1i=1 Cv−i be a linear subspace of B− with v−i ∈ G−i
for 1 ≤ i ≤ n− 1. If
tr−j(v−j) 6= 0, for all 1 ≤ j ≤ n− 1,
then M(S) is a cross section of the C∞(R, N−) action on M(B−). Hence
the map Ψ defined by (4.3) maps M(S) onto M(S1) isomorphically, where
S1 = ⊕
n−1
i=1 Cen,n−i as in (4.2).
We proved in a previous paper [7] that tr−j(Λj) 6= 0 (cf. Lemma 2.7 of
[7]). So M(S0) is a cross section, where S0 is given by (4.1).
Corollary 4.5. Let S0 and S1 be as defined by (4.1) and (4.2). Then
(1) The restriction of Ψ :M(B−)→M(S1) to M(S0) is a bijection,
(2) if Ψ(Lu) = Lξ with u =
∑n−1
j=1 ujΛ
j and ξ =
∑n−1
j=1 ξjen,n−j, then
ξj = tr−j(Λj)uj + ηj ,
where ηj is a polynomial in u1, . . . , uj−1 and their x derivatives.
We also need the following corollary later.
Corollary 4.6. Given η ∈ C∞(R, B−) and Lξ ∈ M(S1), if ηLξη−1 ∈
M(S1), then η = cIn for some constant c.
Proof. Suppose ηLξη
−1 = Lξ˜ ∈ M(S1). Then η(J + ξ)η
−1 + ηxη−1 = ξ˜.
Hence we have
[b, η] = ηξ + ηx − ξ˜η. (4.11)
Write η =
∑n−1
i=0 η−i with η−i ∈ G−i. Equate the G1 component of (4.11)
implies that [η0, b] = 0. Hence η0 = hIn for some function h. Equate the
G0 component of (4.11) to get [b, η−1] = hxIn. The left hand side has trace
zero, so hx = 0. Hence h is a constant c. 
4.7. The cross-section flow
If M(S) is a cross section of the C∞(R, N−) gauge action on M(B−),
then we can compute the induced cross section flow onM(S) as follows: By
Proposition 4.2, given v ∈ C∞(R, S), there is a unique ηj(v) ∈ C∞(R,N−)
such that
[Lv, (Q(v)
j)+ − ηj(v)] ∈ C
∞(R, S), (4.12)
where ξ+ is the projection with respect to the standard splitting of L and
Q(v) is the solution of (2.7) for u = v. In fact, ηj(v) can be solved alge-
braically from (4.12) and entries ηj are polynomials in v ∈ C
∞(R, S) and
its x derivatives. The induced cross section flow on M(S) is
∂tjv = [Lv, (Q(v)
j)+ − ηj(v)]. (4.13)
We call the hierarchy of cross section flows (4.13) onM(S1) the DS A
(1)
n−1-
KdV hierarchy . Although cross section flows on various cross sections may
look different, they are equivalent under the gauge group.
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In general, the cross section flows (4.13) do not come from a splitting.
In particular, the DS A
(1)
n−1-KdV hierarchy on M(S1) does not come from a
splitting. But the cross section flows on M(S0) do come from a splitting,
where S0 is defined by (4.1). In fact, for u ∈ C
∞(R, S0), we have (Q(u)j)+−
ηj(u) = π+(Q(u)
j), where π+ is the projection of L with respect to the
splitting of n× n KdV hierarchy given in Example 2.7.
5. Tau functions
Let 〈 , 〉k denote the bilinear form on L defined by (3.1). The usual choice
of cocycle is (cf. [5])
w(ξ, η) = 〈ξλ, η〉−1 =
∑
j
jtr(ξjη−j). (5.1)
We will use ξλ to denote ∂ξ/∂λ.
In this section, we assume that L± is a splitting of L = L(sl(n,C)) such
that
L+ ⊂ {
∑
i≥0
ξiλ
i}, L− ⊂ {
∑
i≤0
ξiλ
i|ξ0 ∈ N−}. (5.2)
Then 〈L+,L+〉−1 = 0 and L± is compatible with the 2-cocyle w defined by
(5.1), i.e., w(ξ, η) = 0 for all ξ, η ∈ L+ and for all ξ, η ∈ L−. We consider
hierarchy constructed from such splitting and the sequence J = {J j |j 6≡
0(modn)}, where J = en1λ+ b as in (2.3). Note that [J,L−]+ ⊂ B−, where
B− is the space of lower triangular matrices in sl(n,C). It turns out that all
the splittings we have used in section 2 satisfy conditions (a) and (b).
It was proved in [8] that tau functions, which are complex valued functions
of t = (t1, . . . , tN ), are defined for the hierarchy constructed from L± and
the vacuum sequence J. The following integral formulas for partials of ln τf
are proved in [8]:
(ln τf )tj = 〈MJ
jM−1,MλM−1〉−1, (5.3)
(ln τf )t1tj = 〈MJ
jM−1, (J)λ〉−1 = 〈MJ jM−1, en1〉−1, (5.4)
(ln τf )tjtk = 〈MJ
jM−1, ∂λ(MJkM−1)+〉−1. (5.5)
Here M is the reduced frame for the formal inverse scattering solution uf
given by f ∈ L−. Note that formulas similar to these for other systems
appear in many places as definition of tau functions, including the work of
[1].
We will prove the following two results in this section:
• (ln τf )titj is invariant under the C
∞(R, N−) gauge transformations
and only depends on the GD variable ξ of uf (cf. Definition 4.3). In
particular, (ln τf )titj is independent of the splittings and d (ln τ) is
defined for DS A
(1)
n−1-KdV hierarchy, where d is the differential with
respect to t1, . . . , tN .
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• We can recover uf from {(ln τf )t1tj |1 ≤ j ≤ n−1} for the n×n KdV
hierarchy.
The map f 7→ uf is not injective. In fact, if h ∈ L− satisfying hJ = Jh,
then uf = ufh and the reduced frame M˜ for ufh is equal to Mh, where M
is the reduced frame for uf . By (5.3), we see that (ln τfh)tj = (ln τf )tj + cj ,
where cj = 〈J
j , hλh
−1〉−1 is a constant. But the second partials of ln τf and
ln τfh are the same.
Next we prove that (ln τf )tjtk only depends on the GD variables of uf .
So they are gauge invariant.
Proposition 5.1. Let L± be a splitting of L = L(sl(n,C)) satisfying (5.2),
J = en1λ + b as in (2.3), f ∈ L−, and M and ξ the reduced frame and
GD variable of the formal inverse scattering solution uf of the hierarchy
constructed from L± and J = {J j |j 6≡ 0 (mod n)} respectively. Then
(i) (ln τf )t1tj = 〈Q(ξ)
j , en1〉−1,
(ii) (ln τf )tjtk = 〈Q(ξ)
j , ∂λ(Q(ξ)
k)+)〉−1,
where Q(ξ) is the solution of (2.7) for ξ.
Proof. Let Luf = ∂x−(J+uf ). By definition of the GD variable (Definition
4.3), there exists a unique △(t) ∈ N− independent of λ such that Lξ =
△Lu△
−1. By Proposition 2.4, Luf =M(∂x−J)M
−1 and Q(uf ) =MJM−1
is the solution of (2.7) for uf . So Lξ = △Lu△
−1 = △M(∂x − J)M−1△−1,
which implies that [∂x − (J + ξ),△MJM
−1△−1] = 0. Hence
Q(ξ) = △MJM−1△−1
is the solution for (2.7) for ξ. Since △ is independent of λ, we have
△∂λ((Q
k(uf ))+)△
−1 = ∂λ(△Qk(uf )△−1)+.
Use (5.5) and the above equations to see the following.
(ln τf )tjtk = 〈Q(uf )
j , ∂λ(Q(uf )
k)+〉−1
= 〈△Q(uf )
j△−1,△∂λ(Q(uf )k)+△−1〉−1 = 〈Q(ξ)k, ∂λ(Q(ξ)j)+)〉−1.
This proves that (ln τf )tjtk only depends on the GD variable ξ of uf . 
We need explicit formula for the first n terms of the solution Q(ξ) of (2.7)
as a power series in J for ξ ∈ C∞(R, S1).
Lemma 5.2. Let Q(ξ) = J +
∑∞
i=0 h−iJ
−i be the solution of (2.7) for
ξ =
∑n−1
i=1 ξjen,n−j. Then h0 = 0 and
h−j =
1
n
ξjc+ ζj , 1 ≤ j ≤ n− 1, (5.6)
c = diag(1, . . . , 1,−(n− 1)), and ζj is a polynomial of ξ1, . . . , ξj−1 and their
t1 derivatives.
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Proof. We use (2.5) and a simple computation to show that
ξ =
n−1∑
i=1
ξiennJ
−i. (5.7)
Write Q(ξ) = J +
∑
i≤0Qi(u)λ
i. By Corollary 3.3, Q0(ξ) − ξ ∈ N−. So
Q0(ξ) ∈ N−. It follows from (2.5) that Q(ξ) as a power series of J has the
form
Q(ξ) = J +
∞∑
i=1
h−iJ−i, (5.8)
Note that the coefficient of J0 in the expansion of Q(ξ) is zero.
Since Q(ξ) is the solution of (2.7), we get{
[∂x − (J +
∑n−1
i=1 A−iJ
−i), J +
∑
i<0 hiJ
i] = 0,
(J +
∑
i<0 hiJ
i)n = λIn,
(5.9)
where Ai = ξienn for 1 ≤ i ≤ n− 1. Write
h−j = diag(h−j1, . . . , h−jn).
We will prove (5.6) by induction: For j = 1, compare coefficient of J0 in the
first equation of (5.9) and use (2.6) to get
[J, h−1J−1] + [A−1J−1, J ] = 0.
By (2.6), we get
hσ−1 − h−1 = A
σ
−1 −A−1.
This implies that
h−11 = . . . = h−1,n−1, h−11 − h−1n = ξ1. (5.10)
Compare coefficient of Jn−2 in the second equation of (5.9) and use (2.6) to
get
h−1 + hσ−1 + · · ·+ h
σn−1
−1 = 0.
So we have
n∑
i=1
h−1i = 0. (5.11)
Solve (5.10) and (5.11) to get h−1 = ξ1n c, where c = diag(1, . . . , 1,−(n−1)).
Next we define weights as follows:
w(ξi) = i, w((ξi)
(j)) = i+ j, w(ζ1ζ2) = w(ζ1) + w(ζ2),
where ξ(j) = ∂jxξ. Fix 1 ≤ i < n− 1, assume that for 1 ≤ j ≤ i we have
h−j =
ξj
n
c+ ζj
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and the weight w(hj) = j, where ζj depends on ξ1, . . . , ξj−1. Compare
coefficients of J−i and Jn−i−2 of the first and the second equations of (5.9)
respectively and the induction hypothesis to get
hσ−(i+1) − h−(i+1) = A
σ
−(i+1) −A−(i+1) + φi,
n−1∑
k=0
hσ
k
−(i+1) = ψi,
where φi and ψi are functions of ξ1, . . . , ξi and their t1 derivatives and the
weights of φi and ψi are i+ 1. These two equations imply that
h−(i+1) =
ξi+1
n
c+ ζi+1,
where c = diag(1, 1, . . . ,−(n − 1)) and ζi+1 is a function of ξ1, . . . , ξi and
their t1 derivatives. This proves (5.6) for j = i+ 1. 
The following Theorem shows that we can recover the GD variable of uf
from {(ln τξ)t1tj |1 ≤ j ≤ n− 1}.
Theorem 5.3. We use the same notation as in Proposition 5.1. Let ξ =∑n−1
i=1 ξien,n−i denote the GD variable of uf . Then
(ln τf )t1tj =
j
n
ξj + yj, 1 ≤ j ≤ n− 1, (5.12)
where yj’s are polynomials in ξ1, . . . , ξj−1 and their t1 derivatives.
Proof. By Proposition 2.4, the solution Q(uf ) for (2.7) is MJM
−1, where
M is the reduced frame for uf . It follows from Proposition 5.1 that we have
(ln τf )t1tj = 〈Q(ξ)
j , en1〉−1.
If y is a diagonal matrices, then it follows from (2.5) that we have
〈yJ i, en1〉−1 =
{
0, if i 6= −1,
tr(ye11), if i = −1.
By Lemma 5.2, Q(ξ) = J +
∑∞
i=1 h−iJ
−i with h−i given by (5.6) for 1 ≤ i ≤
n− 1. Hence
Q(ξ)j =
∑
i≤j
kiJ
i = (J +
∑
i<0
hiJ
i)j .
Therefore we can compute ki in terms of hk’s. In particular, we have
k−1 =
j−1∑
i=0
J j−1−ih−jJ−jJ i + βj(h−1, . . . , h−(j−1)).
This proves that
(ln τf )t1tj = 〈k−1, en1〉
= 〈
j−1∑
i=0
hσ
j−i−1
−j J
−1, en1〉+ pj(h−1, . . . , h−(j−1)).
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The first term is equal to
∑j
i=1 h−ji, where hj = diag(hj1, . . . , hjn). Hence
we have
(ln τf )t1tj =
j∑
i=1
h−ji + pj(h−1, . . . , h−(j−1)). (5.13)
For 1 ≤ j ≤ n− 1, we use Lemma 5.2 to see that
j∑
i=1
h−ji =
j
n
ξj + γj ,
where γj is a function of ξ1, . . . , ξj−1 and their t1-derivative. So formula
(5.12) follows. 
As a consequence of Corollary 4.4, Proposition 4.2 and Theorem 5.3, we
have the following.
Corollary 5.4. Let L± and J as in Proposition 5.1. Suppose [J,L−]+ =
⊕n−1i=1 Cvi with vi ∈ Gi and tr−i(vi) 6= 0 for all 1 ≤ i ≤ n − 1, where Gk and
trk are defined by (4.3) and (4.4) respectively. Then given f ∈ L−, we can
recover the formal inverse scattering solution uf from {(ln τf )t1ti |1 ≤ i ≤
n− 1}.
Corollary 5.5. We can recover the formal inverse scattering solution uf
with scattering data f from {(ln τf )t1tj |1 ≤ j ≤ n − 1} for the n × n KdV
hierarchy.
6. Virasoro action on tau functions
In this section we assume L = L(sl(n,C)), and L± is a splitting of L
such that L+ = L+(sl(n,C)) as in the standard splitting and L− ⊂ N− +
L−(sl(n,C)). Then L± satisfies (5.2) given in the beginning of 5. The main
goal is to prove that the Virasoro vector fields constructed in [8] on ln τf of
the hierarchy given by L± and J = {J j |j 6≡ 0 (mod n)} are partial differential
operators of ln τf . Here J = en1λ+ b as defined by (2.3).
Let V (t) = exp(
∑N
j=1 tjJ
j) be the vacuum frame defined by (2.10). Here
we assume
tkn = 0, k ≥ 1.
Given f ∈ L−, factor V (t)f−1 = M(t)−1E(t) with M(t) ∈ L− and E(t) ∈
L+. Recall that the formal inverse scattering solution
uf = (MJM
−1)+ − J = Et1E
−1 − J
and M is the reduced frame of uf .
The positive Virasoro algebra V+ is the Lie algebra V+ = {ξℓ|ℓ ≥ −1}
with the bracket relations
[ξj, ξk] = (k − j)ξj+k, ∀ j, k ≥ −1.
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An action of V+ on N is a sequence of tangent vector fields Xj on N satisfies
[Xj ,Xk] = (k − j)Xj+k, j, k ≥ −1.
We call these Xj Virasoro vector fields on N .
Set
Ξ =
1
n
diag(0, 1, . . . , (n− 1)). (6.1)
We proved in [8] that
δℓ(f) = −(λ
ℓ(λfλf
−1 + fΞf−1))−f (6.2)
are Virasoro vector fields on L− and the induced Virasoro vector fields on
reduced frames and ln τf are
δℓ(M)M
−1 = −(λℓE(λfλf−1 + fΞf−1)E−1)−, (6.3)
δℓ(ln τf ) = 〈λ
ℓE(λfλf
−1 + fΞf−1)E−1, λEλE−1〉0. (6.4)
Henceforth in this section we use the following notations:
Γf = λfλ + fΞ, (6.5)
Γˆf = λfλ + [f,Ξ], (6.6)
where Ξ is defined by (6.1). Note that Γˆ is a derivation, i.e.,
Γˆ(f1f2) = (Γˆf1)f2 + f1Γˆ(f2). (6.7)
The degree of ξ ∈ L(sl(n,C)) is k if ξ(λ) =
∑
i≤k ξiλ
i.
We need the following two lemmas to write the formula (6.3) in a better
form. Both lemmas can be proved by direct computations.
Lemma 6.1. Let Γˆ be defined by (6.6), J = en1λ+ b as in (2.3), and V (t)
the vacuum frame defined by (2.10). Then we have
ΓˆJ =
1
n
J, ΓˆJk =
k
n
Jk, (6.8)
Jˆ := (ΓˆV )V −1 =
1
n
N∑
k=1
ktkJ
k, (6.9)
(λℓΓˆV (t))V (t)−1 = λℓJˆ =
1
n
N∑
k=1
ktkJ
nℓ+k, (6.10)
where tnk = 0.
Lemma 6.2. Let E and M be the frame and reduced frame for the formal
inverse scattering solution uf . Then we have
E((Γf)f−1)E−1 + λEλE−1 = (ΓM)M−1 +M JˆM−1, (6.11)
where Jˆ is defined by (6.9).
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Theorem 6.3. The Virasoro vector fields (6.3) on the reduced frame M is
given by
δℓ(M)M
−1 = −(λℓ(ΓM)M−1 + λℓM JˆM−1)−. (6.12)
Here Jˆ is defined by (6.9), Γ is defined by (6.5), and ℓ ≥ −1.
Since uf = (MJM
−1)+ − J , we have
δℓuf = −[(δℓM)M
−1,MJM−1]+.
Note that Ξ is diagonal the diagonal entries of Jm are zero if m 6≡ 0(modn).
So 〈MΞM−1,MJnℓ+kM−1〉−1 = 0 if k 6≡ 0 (mod n). This implies the fol-
lowing.
Corollary 6.4. The V+-action on uf is given by
δℓuf = −[(λ
ℓ+1MλM
−1)−, J+u]+−
∑
k 6≡0(modn)
ktk
n
[(MJnℓ+kM−1)−, J+u]+.
Note that entries of Q(uf ) =MJM
−1 are differential polynomials of uf ,
but entries of MλM
−1 are not. So the Virasoro vector fields on uf are not
given by differential operators.
Theorem 6.5. The Virasoro vector fields (6.4) on X = ln τf are given by
the following formulas:
δℓX =
1
n
∑
k≥1
ktkXtnℓ+k +
1
2n
nℓ−1∑
k=1
(
XtkXtnℓ−k + Xtktnℓ−k
)
+ (
1
2n
−
1
2
)cℓ(f), ℓ ≥ 1,
δ0X =
1
n
∑
k≥1
ktkXtk +
1
2
c0(f),
δ−1X =
1
n
∑
k>n
ktkXtk−n +
1
2n
n−1∑
k=1
k(n − k)tktn−k,
where cℓ(f) = 〈λ
ℓ((Γf)f−1)2〉0 and Γ is the operator defined by (6.5). Here
we assume Xtnk = 0 for all k ≥ 1.
We need several Lemmas to prove this theorem.
Lemma 6.6. Let M denote the reduced frame of the formal inverse scatter-
ing solution uf , and Q := Q(uf ) =MJM
−1. Then Qn = λIn, [Qi, Qj ] = 0,
and
λ(Qj)λ = [(ΓM)M
−1, Qj ] +
j
n
Qj , 1 ≤ j ≤ n− 1, (6.13)
tr(λ(Qj)λQ
n−j) = jλ, 1 ≤ j ≤ n− 1. (6.14)
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Proof. By (2.5), J j = (bt)n−jλ+ bj . So
Qj =MJ jM−1 =M((bt)n−jλ+ bj)M−1.
Compute directly to get
λ(Qj)λ = [λMλM
−1, Qj ] + λM(bt)n−jM−1
= [ΓMM−1 −MΞM−1, Qj ] + λM(bt)n−jM−1
= [ΓMM−1, Qj ] +M(−[Ξ, (bt)n−jλ+ bj] + λ(bt)n−j)M−1.
A simple computation implies that
[Ξ, (bt)n−i] =
n− i
n
(bt)n−i, [Ξ, bi] = −
i
n
bi.
So (6.13) follows.
We use (6.13), tr([ξ1, ξ2]ξ3) = tr(ξ1[ξ2, ξ3]), and [Q
i, Qj ] = 0 to compute
tr(λ(Qj)λ, Q
n−j) = tr(([(ΓM)M−1, Qj] +
j
n
Qj)Qn−j)
= tr((ΓM)M−1[Qj , Qn−j]) +
j
n
tr(Qn) = jλ.
This gives (6.14). 
Lemma 6.7. Let M denote the reduced frame of the formal inverse scatter-
ing solution uf with scattering data f ∈ L−. If k ≥ 0, then
〈(ΓM)M−1, λk〉0 = 〈λk(Γf)f−1〉0.
Proof. By (6.11), we get
〈λk(ΓM)M−1〉0 = 〈λk(E(Γf)f−1E−1 + λEλE−1 −M JˆM−1)〉0
= 〈λk(Γf)f−1〉0 + 〈λk+1EλE−1〉0 − 〈λkJˆ 〉0,
where Jˆ is given by (6.9). The degree of λEλE
−1 is 1, so the second term
is zero. If k ≥ 1, then third term is zero. If k = 0, then the third term is
equal to
〈Jˆ 〉0 =
1
n
n−1∑
k=1
ktk〈J
k〉0 = 0.

Lemma 6.8. Let M be the reduced frame for uf , and Q = MJ
jM−1. If
1 ≤ i ≤ n− 1 and η ∈ L, then
〈∂λη, ∂λ(Q
i)+〉−1 = 0. (6.15)
Proof. Since J i = (bt)n−iλ + bi for 1 ≤ i ≤ n− 1, Qi has degree 1 in λ. So
(Qi)+ = ξ0 does not depend on λ. But ∂η has no λ
−1 term. 
Lemma 6.9. Let M be the reduced frame for uf , P = (ΓM)M
−1. Then for
0 ≤ j ≤ n− 1, we have
tr(P 2λ) = tr(PQjPQn−j)−
1
2
tr([P,Qj ][P,Qn−j ]). (6.16)
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Proof. A direct computation implies that
tr([P,Qj ][P,Qn−j ]) = 2tr(PQjPQn−j)− 2tr(QnP 2)
= 2tr(PQjPQn−j)− 2tr(λP 2).

Note that for j = 0, the right hand side of (6.16) gives tr(P 2Qn) =
tr(P 2λ).
Lemma 6.10. Let S, T ∈ L, and ∂ = ∂λ. Then
∂S+ = (∂S)+, ∂S− = (∂S)−, (6.17)
〈∂(ST )〉−1 = 〈∂S, T 〉−1 + 〈S, ∂T 〉−1 = 0, (6.18)
〈∂S, T 〉−1 = 〈∂S+, T 〉−1 + 〈∂S, T+〉−1, (6.19)
〈∂(λS)+, ∂T 〉−1 = 〈∂S+, ∂(λT )〉−1 + 2〈S+, ∂T 〉−1. (6.20)
6.11. Proof of Theorem 6.5
By (6.4), we have
δℓX = 〈λ
ℓE(Γf)f−1E−1, λEλE−1〉0.
We use (6.11),
tr(ξη) =
1
2
tr((ξ + η)2)− tr(ξ2)− tr(η2)),
and 〈λℓ+2(EλE
−1)2〉0 = 0 for ℓ ≥ −1 to get
δℓX =
1
2
〈λℓ((ΓM)M−1 +M JˆM−1)2〉0 −
1
2
〈λℓ((Γf)f−1)2〉0
=
1
2
〈λℓ((ΓM)M−1)2〉0 +
1
2
〈λℓJˆ 2〉0 + 〈λ
ℓ(ΓM)M−1,M JˆM−1〉0 −
1
2
cℓ(f)
=
1
2
(I) +
1
2
(II) + (III)−
1
2
cℓ(f),
where cℓ(f) = 〈λ
ℓ((Γf)f−1)2〉0 and Jˆ as in (6.9). Note that
c−1(f) = 0, c0(f) = 〈Ξ2〉0 =
1
n2
n−1∑
i=1
i2.
First we compute (II). Recall that Jk = (bt)n−kλ+ bk for 1 ≤ k ≤ n− 1,
and Jn = λIn. Since the degree of Jˆ
2 is zero, we have (II) = 0 if ℓ > 0.
For ℓ = 0, since the constant term of the expansion of Jˆ2 in λ is in N+,
(II) = 0. Hence we have
(II) = 0, ℓ ≥ 0.
For ℓ = −1, we have (II) = 〈λ−1Jˆ 2〉0 = 〈λ−1
∑n−1
k=1
k(n−k)
n2 tktn−kJ
n〉0. This
implies that
(II) =
1
n
n−1∑
k=1
k(n− k)tktn−k, if ℓ = −1.
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To compute (III), we write
(III) = 〈λℓ(λMλM
−1),
∑
k≥1
ktkMJ
kM−1〉0 + 〈λℓMΞM−1,M JˆM−1|〉0.
Note that if k 6≡ 0(modn), then
〈MΞM−1,MJkM−1〉0 = 〈Ξ, Jk〉0 = 0. (6.21)
So we have
〈λℓMΞM−1,M JˆM−1〉0 = 〈λℓΞ, Jˆ 〉0 = 0. (6.22)
Hence
(III) = 〈λℓ(λMλM
−1),
∑
k
ktkMJ
kM−1〉0
= 〈λMλM
−1,
∑
k
ktkMJ
k+nℓM−1〉0.
It follows from (ln τf )tj = 〈MJ
jM−1, λMλM−1〉0 that we have
(III) =
1
n
∑
k≥1
ktkXtnℓ+k , if ℓ ≥ 0.
For ℓ = −1, we have
(III) = 〈MλM
−1 + λ−1MΞM−1,M JˆM−1〉0
= 〈MλM
−1,M JˆM−1〉0 + 〈λ−1Ξ, Jˆ 〉0 = 〈MλM−1,M JˆM−1〉0
= 〈MλM
−1,
1
n
n−1∑
k=1
ktkMJ
kM−1〉0
+ 〈MλM
−1,
1
n
∑
k>n
ktkMJ
kM−1〉0
= (i) + (ii).
It follows from Jn = λIn that
(ii) =
1
n
∑
k>n
ktkXtk−n .
The degree of MλM
−1 is −2 and the degree of MJkM−1 is 1 for 1 ≤ k ≤
n− 1. So we have (i) = 0. This proves that
(III) =
1
n
∑
k>n
ktkXtk−n , if ℓ = −1.
Next we compute (I). For ℓ = −1, since the degree of λ−1((ΓM)M−1)2 in
λ is −1, we have
(I) = 0, ℓ = −1.
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If ℓ = 0, then
(I) = 〈((ΓM)M−1)2〉0 = 〈(λMλM−1 +MΞM−1)2〉0
= 〈(λMλM
−1)2〉0 + 〈Ξ2〉0 + 2〈λMλM−1,MΞM−1〉0.
Since the degrees of the first term and the third term in λ are −2 and −1
respectively, we have
(I) = 〈Ξ2〉0 =
1
n2
n−1∑
k=1
k2 = c0(f), if ℓ = 0.
To compute (I) for ℓ ≥ 1, we set Q = MJM−1. Then Qj = MJ jM−1
and Qn = λIn. Write
P = (ΓM)M−1 = λMλM−1 +MΞM−1.
Then
(I) = 〈λℓP 2〉0 = 〈λ
ℓ−1λP 2〉0 = 〈λℓ−1QnP 2〉0
=
1
n
n−1∑
i=0
〈λℓ−1QiQn−iP 2〉0.
A direct computation implies that
tr([P, ξ][P, η]) = 2tr(PξPη)− tr(P 2(ξη + ηξ)). (6.23)
Let ξ = Qi and η = Qn−i in the above equation to see that
(I) =
1
n
n−1∑
i=0
〈λℓ−1PQiPQn−i〉0 −
1
2n
〈λℓ−1[P,Qi][P,Qn−i]〉0
=
1
n
(A)−
1
2n
(B).
Let 〈η〉k = the coefficient of λ
k of tr(η(λ)). Note that the degrees of P and
PQi and PQnℓ−i are 0, 1 and ℓ respectively, where 1 ≤ i ≤ n−1 So we have
(A) =
n−1∑
i=0
〈PQiPQnℓ−i〉0
=
n−1∑
i=0
(
〈PQi〉1〈PQ
nℓ−i〉−1 +
ℓ∑
k=0
〈PQi〉−k〈PQnℓ−i〉k
)
.
Since PQi = (λMλ +MΞ)((b
t)n−iλ+ bi)M−1,
〈PQi〉1 = 〈Ξ, (b
t)n−i〉0 = 0, 1 ≤ i ≤ n− 1.
Hence we have
(A) =
n−1∑
i=0
ℓ∑
k=0
〈PQi〉−k〈PQnℓ−i〉k =
n−1,ℓ∑
i=0,k=0
〈PQiλk〉0〈PQ
nℓ−iλ−k〉0.
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Use Qn = λI to continue the computation and we get
(A) =
n−1,ℓ∑
i=0,k=0
〈PQnk+i〉0〈PQ
nℓ−(nk+i)〉0 =
nℓ∑
j=0
〈PQj〉0〈PQ
nℓ−j〉0.
By (5.3), Xtj = 〈Q
j , λMλM
−1〉0. So
〈Qj, P 〉0 = 〈Q
j , λMλM
−1 +MΞM−1〉0 = 〈J j ,Ξ〉0 + Xtj .
But 〈J j ,Ξ〉0 = 0. Hence 〈Q
j , P 〉0 = Xtj for j 6≡ 0(mod n). Substitute this
into (A) above to get
(A) =
ℓ∑
k=0
〈PQnk〉0〈PQ
n(ℓ−k)〉0 +
nℓ−1∑
j=1, j 6≡0(modn)
XtjXtnℓ−j
=
ℓ∑
k=0
〈Pλk〉0〈Pλ
ℓ−k〉0 +
nℓ−1∑
j=1, j 6≡0(modn)
XtjXtnℓ−j
By Lemma 6.7, we have
ℓ∑
k=0
〈Pλk〉0〈Pλ
ℓ−k〉0 =
ℓ∑
k=0
〈Γf)f−1〉−k〈(Γf)f−1〉−(ℓ−k)
= 〈((Γf)f−1)2〉−ℓ = 〈λℓ(Γf)f−1)2〉0 = cℓ(f).
Thus we get
(A) =
nℓ−1∑
j=1, j 6≡0(modn)
XtjXtnℓ−j + cℓ(f).
Next we compute
(B) =
n−1∑
i=0
〈λℓ−1[P,Qi][P,Qn−i]〉0, by (6.13),
=
n−1∑
i=0
〈λℓ−1(λ(Qi)λ −
i
n
Qi)(λ(Qn−i)λ −
n− i
n
Qn−i)〉0
=
n−1∑
i=0
〈λℓ−1λ(Qi)λλ(Qn−i)λ〉0 −
i
n
〈λℓ−1Qiλ(Qn−i)λ〉0
−
n− i
n
〈λℓ−1λ(Qi)λQn−i〉0 +
i(n− i)
n2
〈Qnℓ〉0.
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By (6.14), the second and third terms are zero. The fourth term is i(n−i)n δℓ,0.
So for ℓ ≥ 1, we get
(B) =
n−1∑
i=0
〈λℓ−1λ(Qi)λλ(Qn−i)λ〉0 =
n−1∑
i=0
〈λℓ+1∂λQ
i∂λQ
n−i〉0
=
n−1∑
i=0
〈λℓ∂λQ
i∂λQ
n−i〉−1 =
n−1∑
i=0
〈∂λ(λ
ℓQi)− ℓλℓ−1Qi, ∂λQn−i〉−1.
Use (6.14) to get
〈λℓ−1Qi, ∂λQn−i〉−1 = (n− i)〈λℓ−1In〉0,
which is zero if ℓ ≥ 1. So we have
(B) =
n−1∑
i=0
〈∂(λℓQi), ∂Qn−i〉−1 = 〈∂(λℓ), ∂λ〉−1 +
n−1∑
i=1
〈∂(λℓQi), ∂Qn−i〉−1
=
n−1∑
i=1
〈∂(λℓQi), ∂Qn−i〉−1.
Apply (6.19) to the above equation to get
(B) =
n−1∑
i=1
〈∂(λℓQi)+, ∂Q
n−i〉−1 + 〈∂(λℓQi), ∂(Qn−i)+〉−1
But for 1 ≤ j ≤ n − 1, Qj has degree 1, so ∂λQ
i is independent of λ. But
∂λξ has no λ
−1 term. Hence the second term of the right hand side of (B)
given above is zero and we get
(B) =
n−1∑
i=1
〈∂(λℓQi)+, ∂Q
n−i〉−1.
Apply (6.20) ℓ times and use (6.15) to get
(B) =
n−1∑
i=1
〈∂(Qi)+, ∂(λ
ℓQn−i)〉−1 + 2
ℓ∑
k=1
〈(λℓ−kQi)+, ∂(λk−1Qn−i)〉−1
= 2
n−1∑
i=1
ℓ∑
k=1
〈(λℓ−kQi)+, ∂(λk−1Qn−i)〉−1
= 2
n−1,ℓ∑
i=1,k=1
〈(Qn(ℓ−k)+i)+, ∂(Qnk−i)〉−1
= −2
n−1,ℓ∑
i=1,k=1
〈∂(Qn(ℓ−k)+i)+, (Qnk−i)〉−1.
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By (5.5), we have Xtjtk = 〈Q
j , λ∂λ(Q
k)+〉0. Therefore
(B) = −2
n−1,ℓ∑
i=1,k=1
Xtnℓ−nk−itnk−i = −2
nℓ−1∑
j=1
Xtjtnℓ−j .
So we have
(I) =
A
n
−
B
2n
=
1
n

 nℓ−1∑
j=1,j 6≡0
XtjXtnℓ−j + Xtjtnℓ−j + cℓ(f)

 , if ℓ ≥ 1.
Collecting terms to get the formulas for δℓX . 
Remark 6.12. The splittings of the n×n KdVB hierarchy satisfy (5.2). So
the Virasoro vector fields on tau functions for the n×n KdVB hierarchy are
given by partial differential operators, which are independent of the choice
of B modulo constants.
7. Equivalence of GDn-flows and n× n KdV flows
Let
S0 = ⊕
n−1
i=1 CΛ
i,
S1 = ⊕
n−1
i=1 Ceni,
where Λ is defined by (2.14). We have seen in section 4 that the map
Ψ :M(S0)→M(S1) defined by Definition 4.3 is a bijection from the phase
space of the n×n KdV to the phase space of the DS A
(1)
n−1 hierarchies. The
phase space of the GDn hierarchy is
Pn = {Pξ = ∂
n
x − (
n−1∑
j=1
ξj∂
j−1
x )|ξ =
n−1∑
i=1
ξieni}.
It is clear that φ :M(S1)→ Pn defined by φ(Lξ) = Pξ is a bijection, where
Lξ = ∂x − (J + ξ) and Pξ = ∂
n
x −
∑n−1
i=1 ξi∂
i−1
x .
Drinfeld and Sokolov [3] shows that the DS A
(1)
n−1 hierarchy is the GDn
flows constructed from pseudo-differential operators under the bijection φ.
Hence the n×n KdV flows correspond to the GDn flows under the bijection
Ψˆ = φ ◦ Ψ from M(S0) to Pn. This section gives a different proof and an
algorithm to construct the solution uf and its reduced frame of the n×nKdV
hierarchy from a solution Pξ(t) of the GDn hierarchy such that Ψˆ(uf ) = Pξ.
We need this to show that the Virasoro action we obtain in section 6 is the
same given in the physics literature and contained in the survey article [9]
by van Moerbeke.
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We first review the construction of GDn hierarchy from pseudo-differential
operators (cf. [2]). For a pseudo-differential operator τ =
∑
j≤n0 τj∂
j
x, we
use the following notations:
τ+ =
∑
j≥0
τj∂
j
x, τ− =
∑
j<0
τj∂
j
x,
τ ′ =
∑
j≤n0
τ ′j∂
j
x, τ
′
j =
∂τj
∂x
,
τ (i) =
∑
j≤n0
(∂ixτj)∂
j
x.
The flows are defined as follows:
Ptj = [(P
j/n)+, P ], j ≥ 1, j 6≡ n(modn). (7.1)
Here P
1
n is the pseudo-differential operator whose n-th power is P . Note
that if j = kn for some positive integer, then the flow vanishes.
It is known (cf. [9]) that if Pξ(t) = ∂
n
x −
∑n−1
j=1 ξj(t)∂
j−1
x is a solution of
the GDn-hierarchy, then there is a pseudo-differential operator σ(t) of the
form
σ(t) = I +
∞∑
j=1
σ−j(t)∂−jx (7.2)
such that
Pξ(t) = σ(t)∂
n
xσ
−1(t), (7.3)
∂σ
∂tj
σ−1 = −(σ∂jσ−1)−. (7.4)
Recall that the phase spaces of the n × n KdV hierarchy is M(S0) =
{Lu = ∂x − (J + u)|u ∈ C
∞(R, S0)} and the map Ψˆ :M(S0)→ Pn defined
by
Φˆ(Lu) = Pξ, if Ψ(Lu) = Lξ, (7.5)
is a bijection. By Proposition 4.2, there exist unique smooth maps △ : R→
N− and ξ ∈ C∞(R, S1) satisfying
△(∂x − (J + u))△
−1 = ∂x − (J + ξ).
Theorem 7.1. The flows of the n × n KdV hierarchy correspond to the
flows of the GDn hierarchy under the bijection Ψˆ :M(S0)→ Pn defined by
P (Lu) = Pξ, where ξ is the GD variable for u.
7.2. Outline of the proof of Theorem 7.1
We identify t1 with x. Given a solution P (t) = ∂
n
x −
∑n−1
i=1 ξi(t)∂
i−1
x of
the GDn hierarchy, let σ(t) be as in (7.2) that satisfying (7.3) and (7.4), i.e.,
P (t) = σ(t)∂nxσ(t)
−1.
Step 1. We use σ(t) to construct a parallel frame F˜ for the connection (∂x−
(J + ξ)), i.e., F˜xF˜
−1 = J + ξ, where ξ =
∑n−1
i=1 ξieni.
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Step 2. Set Q(t) = F˜ (t)V (t)−1, where V (t) = exp(
∑N
j=1 tjJ
j) is the vacuum
frame. Factor Q(t) = η+(t)M(t) with η+(t) ∈ L+ and M(t) ∈ L−,
where L± is the splitting that gives the n× n KdV hierarchy. Then
we prove that
(i) η+ is in the subgroup N− of strictly lower triangular matrices
and independent of λ,
(ii) MtjM
−1 = −(MJ jM−1)−, for all j ≥ 0 and j 6≡ 0 (modn),
(iii) (MJM−1)+ is of the form J+u for some solution u of the n×n
KdV hierarchy.
Step 3. We prove that ξ is the GD variable for u. Hence Ψˆ maps the n × n
KdV flows to the GDn flows.
The following Lemma proves Step 1.
Lemma 7.3. Let t1 = x, Pξ(t) = ∂
n
x−
∑n−1
i=1 ξi(t)∂
i−1
x a solution of the GDn-
hierarchy, and σ(t) a pseudo-differential operator of the form (7.2) satisfying
(7.3) and (7.4). Let V1 denote the first row of V (t) = exp(
∑N
j=1 tjJ
j). Let F˜
denote the matrix valued map whose first row F˜1 is σ(t)(V1) and the (i+1)-th
row F˜i+1 = (F˜i)x for 1 ≤ i ≤ n− 1. Then
(1) LξF˜ = 0, where Lξ = ∂x − (J + ξ) and ξ =
∑n−1
i=1 ξieni.
(2) F˜ (t) = S(σ)V (t), where S(σ) = (Sij(σ)) is defined by by
Sij(σ) =
{
0, if i < j,
Ci−1,j−1σ(i−j), if i ≥ j,
(7.6)
where Ci−1,j−1 =
(i−1)!
(j−1)!(i−j)! is the binomial coefficient.
Proof. (1) We need to prove F˜x = (J + ξ)F˜ , i.e.,{
(F˜i)x = F˜i+1, 1 ≤ i ≤ n− 1,
(F˜n)x = (λ+ ξ1)F˜1 + ξ2F˜2 + · · · + ξn−1F˜n−1.
(7.7)
The first equations of (7.7) follows from the definition of F˜ . To prove the
second equation of (7.7) is equivalent to prove
∂nx F˜1 = (λ+ ξ1)F˜1 + ξ2∂xF˜1 + · · ·+ ξn−1∂
n−2
x F˜1. (7.8)
To prove this, we proceed as follows: Let Vi denote the i-th row of V . Since
∂xV = JV , we have {
∂xVi = Vi+1, 1 ≤ i ≤ n− 1,
∂xVn = λV1.
(7.9)
So ∂nxV1 = λV1. But Pξ = σ∂
n
xσ
−1 and F˜1 = σ(t)V˜1 imply that
PξF˜1 = PξσV1 = λF˜1.
Hence (Pξ − λ)F˜1 = 0. But
Pξ − λ = ∂
n
x − ((λ+ ξ1) + ξ2∂x + · · · + ξn−1∂
n−2
x ).
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This proves (7.8) and LξF˜ = 0.
(2) follows from a simple computation using
∂xσ = σ
′ + σ∂x.

Lemma 7.4. The operator S defined in Lemma 7.3 has the following prop-
erties:
(i) S is linear,
(ii) S(στ) = S(σ)S(τ),
(iii) S(σ) = σI +
∑n−1
j=1 σ
(j) Cj
j! , where C =
∑n−1
k=1 kek+1,k,
(iv) if σ = I +
∑
i<0 σi∂
i
x, then S(σ) = I +
∑
i<0 Si∂
i
x, where
Si =
n−1∑
j=0
σ
(j)
i
Cj
j!
. (7.10)
Proof. It is clear that S is linear. The rest of the Proposition follows from
simple and direct computations. 
Next we give a necessary condition for g ∈ L−(SL(n,C)) being in the
negative subgroup L− of the n× n KdV hierarchy:
Lemma 7.5. Let B : sl(n,C) → N− be the linear operator (2.15) defines
the splitting L+,L− = LB− of the n×n KdV hierarchy. If g(λ) =
∑
i≤0 giλ
i ∈
L−, then g0 = I +B(g−1).
Proof. We need to use the equivalent splitting of the n × n KdV hierarchy
constructed in [7] to prove this Lemma: Let ck =
∏k
i=1
1−αi
1−α , and
φn(z) =
n−1∑
k=0
ckΛ
kzk, (7.11)
where α = exp(2πi/n) and Λ is defined by (2.14). It was proved in [7] that
φ−1n (z) is a polynomial in z. Let Lφn denote the subgroup of f ∈ L(SL(n,C))
satisfying the reality condition
φn(z)f(z)φn(z)
−1 = φn(αz)f(αz)φ−1n (αz), α = e
2πi/n. (7.12)
In other words, η(z) =
∑
i ηiz
i ∈ Lφn if and only if φn(z)η(z)φn(z)
−1 is a
power series in zn. Let Φ denote the following Lie algebra isomorphism:
Φ : L(sl(n,C))→ Lφn , Φ(η)(z) = φn(z)
−1η(zn)φn(z). (7.13)
Let Lφn± = L±(sl(n,C)) ∩ L
φn , where L±(sl(n,C)) is the standard splitting
of L(sl(n,C)). The following results were proved in [7]:
(i) Let Lφn± = Lφn ∩ L±(sl(n,C)). Then Φ(L+(sl(n,C)) = L
φn
+ and
Φ(L−) = L
φn
− , where L− is the negative group for the n × n KdV
hierarchy.
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(ii) If ξ ∈ sl(n,C), then
πφn+ (φn(z)
−1ξz−nφn(z)) = −φn(z)−1B(ξ)φn(z), (7.14)
where πφn− is the projection of L
φn onto Lφn− with respect to the
splitting Lφn± .
(iii) If k = In +
∑
i<0 kiz
i lies in Lφn− , then k − In ∈ L
φn
− .
Given g =
∑
i≤0 giλ
i ∈ LB−, first we claim that there exists h(λ) = I +∑
i≤−2 hiλ
i such that gh = g0 + g−1λ−1 is in LB− (hi’s can be solved by
comparing coefficients of λi). It follows from (iii) of the results for the
equivalent splitting of n × n KdV hierarchy in z-gauge given above that
φ−1n (g0 + g−1z−n − I)φn is in L
φn
− , hence
πφn+ (φn(z)
−1(g0 − In + g−1z−n)φn(z)) = 0.
By (7.14), we have
πφn+ (φn(z)
−1g−1z−nφn(z)) = −φn(z)−1B(g−1)φn(z).
But φn(z)
−1(g0 − In)φn(z) is a polynomial in z. So we have φ−1n (g0 − In −
B(g−1))φn = 0. This proves that g0 − I−B(g−1) = 0. 
The next Lemma proves Step 2 (i).
Lemma 7.6. Let F˜ (t) and V (t) be as in Lemma 7.3, and W = F˜ V −1.
Then
(i) W =
∑
i≤0 qiλ
i and q0 ∈ N−,
(ii) factor W = η+M with respect to the splitting of the n×n KdV, then
η+ is independent of λ and lies in N−.
Proof. It follows from Lemma 7.4 that
S(σ) =
∑
j≤0
S(σj∂
j
x) =
n−1∑
i=0
σ(i)
i!
Ci =
n−1∑
i=0
∑
j≤0
σ
(i)
j
i!
Ci∂jx =
∑
j≤0
Sj∂
j
x,
where Sj =
∑n−1
i=0
σ
(i)
j
i! C
i and C =
∑n−1
k=1 kek+1,k as given in Lemma 7.4.
Since ∂jxV = J jV ,
W = (S(σ)V )V −1 = (
∑
j≤0
Sj∂
j
xV )V
−1 =
∑
j≤0
SjJ
j .
To write W as a power series in λ, we note that J−n = λ−1 and J−i =
(bt)i + bn−iλ−1 for 1 ≤ i ≤ n− 1. Thus we have
W = I +
n−1∑
i=1
S−iJ−i +
∑
i≥n
S−iJ−i.
The degree of the third term is −1. So only the first and second term
contribute to the constant term of W . Since S−i ∈ N− and the constant
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term of J−i is (bt)i, the constant term of W in λ expansion is in N−. This
proves (i).
By Lemma 7.5, M is of the form
(I +B(p−1)) + p−1λ−1 + p−2λ−2 + · · · .
Equate the constant term in W = η+M to see that η+ is independent of λ
and q0 = η+(1 + B(p−1)). So η+ = q0(I +B(p−1))−1, which is independent
of λ and is in N−. 
Lemma 7.7. Let F˜ = S(σ)V (t) as in Lemma 7.3, and T a pseudo-differential
operator. Then
((T−F˜ )F˜−1)− = ((T F˜ )F˜−1)− (7.15)
with respect to the splitting of the n× n KdV hierarchy.
Proof. Let E˜ denote the solution of
LξE˜ = 0, E˜(0, λ) = I.
Then E˜(t, ·) ∈ L+. Hence (T+E˜)E˜
−1 ∈ L˜+. Since LξF˜ = 0, there exists f
independent of all tj’s such that F˜ = E˜f . So (T+F˜ )F˜
−1 = (T+E˜)E˜−1 ∈ L+.
But
((T−(F˜ ))F˜−1)− = ((T (F˜ ))F˜−1 − (T+(F˜ ))F˜−1)−.
We have shown that the second term is in L+. Thus (7.15) is true. 
Now we are ready to prove Step 2 (ii) and (iii).
Lemma 7.8. Let F˜ (t) = S(σ)V (t) as in Lemma 7.3, and W (t) = F˜ V (t)−1.
Factor W (t) = η+(t)M(t) with η+(t) ∈ N− and M ∈ L− as in Lemma 7.6.
Then
(i) MtjM
−1 = −(MJ jM−1)−,
(ii) M(∂x−J)M
−1 = ∂x− (J+u) for some solution u of the n×n KdV
hierarchy.
Proof. Note that S(∂jx)V = ∂
j
xV = J jV . Use M = η
−1
+ W to get
MtjM
−1 = (η−1+ WtjW
−1η+)− = (η−1+ (WtjW
−1)−η+)−. (7.16)
Since W = F˜ V −1 and F˜ = S(σ)V , it follows from Lemma 7.4 that we have
WtjW
−1 = F˜tj F˜
−1 −WJ jW−1 = (S(σ)V )tj F˜
−1 −WJ jW−1
= (S(σtj )V )F˜
−1 + S(σ)Vtj F˜
−1 −WJ jW−1, by Lemma7.4 (ii)
= (S(σtjσ
−1)S(σ)V + S(σ)J jV )F˜−1 −WJ jW−1
= −(S((σ∂jxσ
−1)−)S(σ)V )F˜−1 + (S(σ)J jV )F˜−1 −WJ jW−1.
By Lemma 7.7,
((S((σ∂jxσ
−1)−)S(σ)V )F˜−1)− = −((S(σ∂jxσ
−1)S(σ)V )F˜−1)−
= −((S(σ∂jx)V )F˜
−1)− = −(S(σ)S(∂jx)V )F˜
−1)− = −((S(σ)J jV )F˜−1)−.
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So we have
WtjW
−1 ≡ −WJ jW−1 (modL+).
Here we use the notation ξ ≡ η (modL+) if ξ − η ∈ L+.
By (7.16), we have
MtjM
−1 = (η−1+ WtjW
−1η+)− = (η−1+ (WtjW
−1)−η+)−
= −(η−1+ (WJ
jW−1)−η+)− = −(η−1+ WJ
jW−1η+)− = −(MJ jM−1)−.
This proves (i).
Statement (ii) follows from (i) and Theorem 2.5. 
7.9. Proof of Theorem 7.1
Let Pξ(t) be a solution of the GDn-hierarchy, and σ(t), V (t) and F˜ (t) =
S(σ(t))V (t) as in Lemma 7.3, and W (t) = F˜ (t)V (t)−1. Factor W (t) =
η+(t)M(t) and let u(t) as in Lemma 7.8. By Lemma 7.8, u(t) is a solution
of the n×n KdV hierarchy. Let Lu = ∂x− (J+u), and Lξ = ∂x− (J+ξ(t)).
It remains to prove that Ψ(Lu) = Lξ. To prove this, we compute
(MV )x(MV )
−1 =MxM−1 +MVxV −1V −1 =MxM−1 +MJM−1
= −(MJM−1)− +MJM−1 = (MJM−1)+ = J + u.
By Lemma 7.3, we have F˜ = S(σ)V and D˜F˜ = F˜x − (J + ξ)F˜ = 0. So
F˜xF˜
−1 = (J + ξ). But F˜ =WV = η+MV . So we have
F˜xF˜
−1 = (η+)xη−1+ + η+(MV )x(MV )
−1η−1+ = (η+)xη
−1
+ + η+(J + u)η
−1
+ .
This implies that η+(∂x− (J +u))η
−1
+ = ∂x− (J + ξ). By Lemma 7.6, η+ is
in N− and independent of λ. So it follows from Corollary 4.6 that η+ = △
and Ψ(L+ u) = Lξ. This completes the proof of Theorem. 
The above proof in fact gives an algorithm to compute the solution of the
n× n KdV solution that corresponds to the solution ξ of the GDn.
Theorem 7.10. Let x = t1, Pξ(t) = ∂
n
x −
∑n−1
i=1 ξi(t)∂
i−1
x a solution of the
GDn hierarchy, and ξ(t) =
∑n−1
i=1 ξi(t)eni. Let σ(t) = I+
∑
σj∂
−j
x such that
Pξ = σ∂
n
xσ
−1 and σtjσ
−1 = −(σ∂jxσ−1)−. Let V (t) = exp(
∑N
i=1 tiJ
i), and
S(σ) be defined by (7.6). Set W = (S(σ)(V ))V −1. Factor W = △M with
△ ∈ L+ and M ∈ L−. Then
(1) △λ = 0 and △ ∈ N−,
(2) u =MJM−1 − J is a solution of the n× n KdV hierarchy,
(3) let f =M(0), then u = uf and M is the reduced frame,
(4) Ψˆ(Lu) = Pξ, where Ψˆ is the bijection from M(S0) to Pn defined by
(7.5).
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8. The Virasoro actions agree
We gave an action of V+ on reduced frames of the n × n KdV hierarchy
in section 6. There is also a well-known action of V+ on the solutions of the
GDn-flows. In this section, we prove that these two actions are the same
via the isomorphism Ψˆ between the phase spaces of the n× n KdV and the
GDn hierarchies given in section 7.
The well-known V+-action (cf. [9]) on
S = {σ = I +
∑
i<0
σi∂
i
x|σi ∈ C
∞(R,C)}
is defined by
Yℓ(σ)σ
−1 =

σ ◦

x+ N∑
j=2
jtj∂
j−1

 ◦ ∂ℓ+1 ◦ σ−1


−
, ℓ ≥ −1.
Let
Sn = {σ ∈ S|(σ∂
n
xσ
−1)− = 0}.
Then σ ∈ Sn if and only if σ∂
n
xσ
−1 ∈ Pn, the phase space of the GDn
hierarchy. It can be checked easily that the vector field
ηℓ := Ynℓ
is tangent to Sn for ℓ ≥ 0. Hence the following vector fields
(ηℓσ)σ
−1 =
1
n

σ ◦

x+ N∑
j=2
jtj∂
j−1

 ◦ ∂nℓ+1 ◦ σ−1


−
, ℓ ≥ 0. (8.1)
on Sn satisfy the Virasoro condition [ηℓ, ηk] = (k−ℓ)ηk+ℓ for k, ℓ ≥ 0.
Next we compute the variation on the reduced frame M induced from a
variation of pseudo-differential operators:
Proposition 8.1. Let Pξ(t), σ(t), S(σ),M,△ be as in Theorem 7.10. If the
variation (δσ)σ−1 = (τσ−1)− for some pseudo-differential operator τ , then
the corresponding variation on M is given by
(δM)M−1 = (△−1(S(τ)V )V −1M−1)−. (8.2)
Proof. Take variation of M = △−1W to get
(δM)M−1 = −△−1δ△ +△−1δWW−1△.
Since △ ∈ L+, △
−1δ△ ∈ L+. So we have
(δM)M−1 = (△−1(δW )W−1)△)−.
Use W = (S(σ)V )V −1 and Lemma 7.4 to compute
δWW−1 = (S(δσ)V )V −1W−1 = (S((τσ−1)−σ)V )F˜−1
= S((τσ−1)−)S(σ)V )V −1 = (S((τσ−1)−F˜ )F˜−1).
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By Lemma 7.7, we have
((δW )W−1)− = (S(τσ−1)F˜ )F˜−1)− = ((S(τσ−1)S(σ)V )F˜−1
= ((S(τ)V )F˜−1)−.
Therefore we get
(δM)M−1 = (△−1(δW )W−1△)− = (△−1((δW )W−1)−△)−
= (△−1(S(τ)V )F˜−1)−△)− = (△−1(S(τ)V )F˜−1)△)−
= (△−1(S(τ)V )V −1M−1)−

Theorem 8.2. With the same notation as in Proposition 8.1, if ηℓσ is the
variation given by (8.1), then the corresponding variation on M is
(ηℓM)M
−1 =
1
n
(Z1 + Z2 + Z3 + Z4)−, where
Z1 = xMJ
nℓ+1M−1, Z2 =
N∑
j=2
jtjMJ
nℓ+jM−1,
Z3 = −
∑
j>0
j△−1S−jJnℓ−jM−1, Z4 = △−1C△MJnℓ+1M−1,
C =
∑n
k=1 kek+1,k, and S−j is defined by (7.10).
Proof. We assume (δℓσ)σ
−1 = 1n(στ)−, where
τ = σ ◦

x+ N∑
j=2
jtj∂
j−1

 ∂nℓ+1.
Write σ =
∑
j≤0 σj∂
j with σ0 = 1. Then
σ ◦ x = xσ +
∑
j<0
jσj∂
j−1.
So we have
τ = σ ◦ x ◦ ∂nℓ+1 +
N∑
j=2
jtjσ ◦ ∂
nℓ+j
= xσ ◦ ∂nℓ+1 −
∑
j>0
jσ−j∂nℓ−j +
N∑
j=2
jtjσ ◦ ∂
nℓ+j .
By Lemma 7.4 (iii), we have
S(∂k) = ∂kI, S(xI) = xI + C, S(σ−j∂m) = S−j∂m, (8.3)
where C =
∑n−1
k=1 kek+1,k and S−j is defined by (7.10).
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Use ∂kxV = V J
k to get
S(τ)V = (x+C)S(σ)V Jnℓ+1−
∞∑
j=1
jS−jJnℓ−jV +
N∑
j=2
jtjS(σ)V J
nℓ+j. (8.4)
The Theorem follows by substituting (8.4) to (8.2). 
Theorem 8.3. The Virasoro actions on the n× n KdV flows and the GDn
flows agree under the bijection Ψˆ.
Proof. By Theorem 6.3, the induced V+-action on reduced frame M of the
n× n KdV hierarchy is
(δℓM)M
−1 = −(λℓ(ΓM)M−1 +
1
n
λℓM
∑
i≥1
itiMJ
iM−1)−, ℓ ≥ −1. (8.5)
Recall that the Virasoro vector fields on the reduced framesM induced from
the Virasoro vector fields ηℓ on Sn’s is
(ηℓM)M
−1 =
1
n
(Z1 + Z2 + Z3 + Z4)−
as given in Theorem 8.2. We want to prove that ηℓ = δℓ. It is clear that the
second term of (8.5) is equal to (Z1 + Z2)−.
To compute the first term of (8.5), we recall that Γˆf = λfλ+ [f,Ξ] is the
derivation defined by (6.6). Let W,△ be as in Theorem 7.10. By Definition
of Γˆ, we have
(ΓˆW )W−1 = (ΓW )W−1 − Ξ
Since M = △−1W and △λ = 0, a direct computation implies that
(ΓM)M−1 = △−1(ΓW )W−1△.
Hence we have
(λℓ(ΓM)M−1)− = (λℓ△−1(ΓW )W−1△)−
= (λℓ△−1(ΓˆW )W−1△− λℓ△−1Ξ△)−
= (λℓ△−1(ΓˆW )W−1△)−.
The last equality holds because ℓ > 0 implies that λℓ△−1Ξ△ ∈ L+.
By Lemma 7.6, W =
∑
j≥0 S−jJ
−j, and S−j is given by (7.10), i.e.,
S−j =
n−1∑
i=0
σ
(i)
−j
i!
Ci,
where C =
∑n−1
k=1 kek+1,k.
A simple computation shows that ΓˆC = − 1nC and ΓˆC
k = − knC
k. There-
fore
ΓˆS−j = −
C
n
(S−j)x. (8.6)
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Use (8.6) and ΓˆJk = knJ
k (Lemma 6.1) to get
ΓˆW =
1
n
∑
j>0
−C(S−j)xJ−j − jS−jJ−j .
Therefore we have proved ((ΓM)M−1λℓ)− = 1n(Y3 + Y4)−, where
Y3 = −λ
ℓ
∑
j>0
j△−1S−jJ−jM−1,
Y4 = −λ
ℓ△−1C(S−j)xJ−jM−1.
It is clear that (Y3)− = (Z3)−. It remains to prove (Y4)− = (Z4)−. Since
M = △−1W = △−1
∑
j≥0
S−jJ−j ,
MxM
−1 = −△−1△x +△−1
∑
j>0
(S−j)xJ−jM−1.
This implies that ∑
j>0
(S−j)xJ−jM−1 = △MxM−1 +△x.
Hence we have
(Y4)− = −(λℓ△−1C△MxM−1 +△−1△x)− = −(λℓ△−1C△MxM−1)−.
But Mt1M
−1 = −π−(MJM) (recall that we identify t1 = x). So we have
(Y4)− = (λℓ△−1C△(MJM−1)−)− = π−(λℓ△−1C△MJM−1)− = (Y4)−.
This completes the proof. 
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