This paper proposes two Bayesian approaches to nonparametric monotone function estimation. The first approach uses a hierarchical Bayes framework and a characterization of smooth monotone functions given by Ramsay (1998) that allows unconstrained estimation. The second approach uses a Bayesian regression spline model (Smith and Kohn, 1996) with a mixture distribution of constrained normals as the prior for the regression coefficients to ensure the monotonicity of the resulting function estimate. The small sample properties of the two function estimators across a range of functions are provided via simulation and compared with existing methods. An example is provided involving economic demand functions that illustrates the application of the constrained regression spline estimator in the context of a multiple regression model where two functions are constrained to be monotone.
Introduction
Monotone functions arise naturally in economics and many other disciplines. Often, it is known or theoretically plausible that the relationship y = f (x) between a dependent variable y and an independent variable x should be monotone. Examples include demand and supply curves, Phillip's curves, functions relating the probability of firm insolvency to holdings of risky assets, and functions representing children's growth patterns through time. However, actual observations may violate monotonicity on account of measurement error, chance, and/or the cumulative effects of all variables excluded from the model. The problem is to estimate the monotone functional form f (x), given observations (x 1 , y 1 ), (x 2 , y 2 ), …, (x n , y n ) with x 1 ≤ x 2 ≤ … ≤ x n , but where the y's may not all be monotone.
Frequently, it is also known or theoretically plausible that the monotone form y = f (x) is smooth. Usually, "smooth" means that derivatives of f (x) exist up to a specified order. Ramsay (1998) provides a useful characterization of smooth monotone functions that simplifies the estimation problem. His characterization permits the replacement of estimation subject to monotonicity by unconstrained estimation. We consider two approaches to nonparametric monotone function estimation. First, we adopt a modification of Ramsay's characterization that allows for unconstrained estimation, but imbed our model in a hierarchical Bayes framework to utilize the power of Bayesian methods. Second, we use a Bayesian regression spline model (Smith and Kohn, 1996) with a mixture distribution of constrained normals as the prior for the regression coefficients to ensure the monotonicity of the resulting function estimate. The prior places positive probability on the boundary of the constrained parameter space so the resulting function estimates will do well when significant portions of the function being estimated are flat.
The predominant focus of the theoretical literature on monotone function estimation has been on the methodology of order-restricted inference, sometimes also known as isotonic regression (see Barlow, Bartholomew, Bremner, and Brunk, 1972 , for theoretical background and a comprehensive framework). The raw isotonic solution to the problem is the orderconstrained least-squares estimate. But this solution is a monotone step function, with a small bias, especially near endpoints of the domain of x. Because of the attractiveness of smooth estimates, several authors have subsequently explored the combination of isotonic regression with smoothing considerations (Wright and Wegman, 1980; Friedman and Tibshirani, 1984; Mammen (1991) -see Ramsay (1998) for a brief review of these and related extensions). Holmes and Heard (2003) and Neelon and Dunson (2004) develop methods for nonparametric monotone function estimation that are based on a Bayesian analysis of the isotonic regression model and order-restricted inference.
Simulation results in section 4 show that the constrained regression spline method has good small properties relative to the methods proposed by Holmes and Heard (2003) and Neelon and Dunson (2004) across a wide range of functions.
The paper is organized as follows. Section 2 develops the Bayesian method for monotone function estimation using Ramsay's characterization of a monotone function as well as an MCMC sampling scheme to implement the method. Section 3 develops the regression spline method for monotone function estimation and the associated MCMC sampling scheme. Section 4 presents simulation results to show the small sample properties across a range of functions for the function estimators developed in sections 2 and 3 as well as the methods proposed by Holmes and Heard (2003) and Neelon and Dunson (2004) . Section 5 presents a real data example in a multiple regression context involving economic demand functions to illustrate the constrained regression spline estimator developed in section 3.
Constrained Estimation Using a Wahba-type Spline Model

The Model
Suppose that y 1 , y 2 , …, y n are observed according to the model
where x 0 ≤ x 1 ≤ x 2 ≤ … ≤ x n and ε 1 , ε 2 , …, ε n are independent, identically distributed N(0, 2 σ ) random variables. Without loss of generality, take x 0 = 0 and x n = 1. Further suppose that
-4-where α, β, and τ are parameters, and ) (⋅ w is a standardized continuous integrable function on the real line with w(0) = 0. We shall specify in section 2.3 a Wiener process as the prior distribution for w( . ). The method of standardization will be specified later. Thus, w( . ) will be a realization of a Brownian motion, and hence w(0) = 0. For each value s, w(s) plays the role of a model parameter so we conceive of ) (⋅ w as an infinite-dimensional parameter. The complete parameterization of the model therefore involves α, β, τ, ) (⋅ w , and 2 σ . τ amplifies or dampens the oscillations induced by the standard ) (⋅ w function, and thus plays the role of a tuning parameter. In the extreme case of τ = 0, f (x) reduces to a linear function f(x) = α + x exp{β}, which may be considered the smoothest form of all. We note that f (x) is necessarily monotone increasing. To avoid repetition, we confine our attention to monotone increasing functions. All our results apply equally to monotone decreasing functions after obvious modifications, such as changing the sign in front of the integral in (2) from plus to minus. This representation of f (x) provides a large and flexible class of semiparametric forms especially suitable for fitting the data by Bayesian methods.
Class of Functions Represented by the Model
It is of some interest to investigate the extent to which the model form (2) can represent the class of "smooth" monotone functions. To do this we use a modification of Ramsay's (1998) characterization of smooth monotone functions. Consider the class of functions C = {f (x); 
is also, so u(x) is bounded and thus integrable. Set a = f(0) and b = 0 to yield the representation.
On the other hand, if
To apply this characterization to the function in (2), we associate a with α, b with β, and u(t) with τ w(t). Since ) (⋅ w is assumed continuous and integrable, it is easy to check that all functions of the form (2) are in the class C. Conversely, given a continuous integrable function
matches the form (2) if we set a = α and u(0) = β. We conclude that the class of functional forms given by (2) coincides with the class C of monotone functions with a continuous first derivative on the unit interval -a rich class of smooth models from which to choose. Wahba's (1978) spline model used by Wong and Kohn (1996) and others for unconstrained nonparametric function estimation.
Prior Distributions
Bayesian Estimation of f(x)
In Bayesian inference, the estimator of an unknown quantity f (x) is its posterior mean, given the data:
The expectation is taken with respect to all sources of parametric uncertainty, namely α, β, τ, ) (⋅ w , and 2 σ . The usual procedure to obtain the estimate is to produce the joint distribution of the data and parameters by combining the likelihood function of the data with the prior distributions of the parameters, and then to derive the posterior distribution and its mean from the joint distribution. 
It is difficult in practice to estimate f m (x). However, a piecewise linear approximation to f m (x) can be used in conjunction with an MCMC sampling scheme to provide an estimator in practice for f (x). Its finite sample properties are shown via simulation in section 4. To keep the notation simple, we will assume n is a multiple of m. If 1/m is small, then for
. Then using (3) and the Fundamental Theorem of Calculus we have
This approximation allows the model in (4) to be written
Using this approximation, the MCMC sampling scheme described below is used to carry out function estimation. For a discussion of Bayesian inference using MCMC methods see Gelfand and Smith (1990) , Casella and George (1992) and Tierney (1994) . The sampling scheme is irreducible and aperiodic because it is readily checked that in one step the sampling scheme can reach any point in the parameter space from any other point.
Therefore, the sampling scheme converges to the posterior distribution by Tierney (1994) .
Steps 1 to 5 are repeated many times and in two stages. The first stage is the warm-up period and it is assumed that at the end of this period the sampling scheme generates iterates from the posterior distribution. The second stage is the sampling period and iterates generated from this stage are used for inference.
Let α [l] , β [l] , and γ [l] be the iterates of α, β, and γ in the sampling period. Then an estimate of the posterior mean of f m (x) and therefore an estimate of f (x) is
Steps 1, 4 and 5 are straightforward to implement. Steps 2 and 3 use sampling techniques given in Damien, Wakefield and Walker (1999) , and Damien and Walker (2001) . The details are available from the authors on request.
Constrained Estimation Using a Regression Spline Model
The Model
Consider the model in (1) and a finitely parameterized approximation to f (x) given by
where 1 x , …, m x are m "knots" placed along the domain of the independent variable x such that 0 < 1 x < … < m x < 1 and (z) + = max (0, z). The resulting approximating model we use in this section is y i = f m (x i ) + ε i . The constraints on the β j 's required to ensure the function is nondecreasing (isotonic) are discussed below. We note here that the model in (5) along with the constraints discussed below allow for functions where ) (x f ′ can take on the value zero while the model in (2) restricts ) (x f ′ to be positive. Quadratic regression splines are used instead of the more typical cubic regression splines because they impose a degree of smoothness on the function but the constraints required to ensure isotonicity are more tractable than for cubic splines. We show in sections 4 that the resulting function estimator has good small sample properties.
Following Smith and Kohn (1996) , who consider nonparametric function estimation using regression splines without a monotonicity constraint, we initially place the knots at m pre- 
Prior Distributions
Given I and β and the method of setting β I will define the prior for β I , and in particular, the probability distributions on the boundary of the constrained parameter space. We consider four cases for β < 0 is accumulated and placed on the boundary at (β 1 , -β 1 /2). Therefore, , 1) cases. For I = (0, 0), (β 1 , β 2 ) = (0, 0) with probability one.
The above technique for constructing priors can be generalized to handle any number of knots m. However, the boundary value distributions become tedious to derive when m is large.
To simplify the prior we make the transformation γ I = L I β I . For the m = 0 case considered above, the constrained parameter space that guarantees non-decreasing functions is the first quadrant and the boundaries are the non-negative γ 1 and γ 2 axes. For I = (1, 1), the prior using the γ- 2 )γ I ′γ I } over the γ-values that take on the value zero on the hyperplane, where m I is the sum of the elements of I. This corresponds to accumulating the probability in a multi-dimensional quadrant that does not produce a nondecreasing function and placing it on the boundary of the constrained parameter space. It is possible, although tedious, to transform the mixture prior for γ I back to a mixture prior for β I .
However, as discussed in section 3.3, this is not necessary for the purposes of constructing the sampling scheme.
We also need to specify priors for α, 
MCMC Sampling Scheme
It is difficult to construct an MCMC sampling scheme working directly with β because the isotonicity constraints on the elements of β change as I changes (i.e. as variables are added or removed from the regression) and the boundary distributions for β are hard to construct for m large. For this reason, we use an alternative representation of the function f m (x) in (5) 
Steps 1 and 2 are straightforward. To generate I j conditional on y, α, I (-j) , γ (-j) and 2 σ in step 3a, we note that pr (I j 
, where c* is a constant that does not depend on I j or γ j . g(y | I j = 0, α, 2 σ , I (-j) , γ (-j) ) is straightforward to compute and g(y | I j = 1, α, 2 σ , I (-j) , γ (-j) ) can be obtained by integration. Except for a single calculation of the standard normal cumulative distribution function at a specified value the integration can be done analytically.
To generate γ j in step 3b we note that if I j = 0 then γ j is zero with probability one. If I j = 1, then γ j is generated from a mixture distribution of a point mass and a constrained normal where the parameters of the mixture distribution have been computed in step 3a.
Small Sample Properties of the Function Estimators
This section reports the results of a simulation experiment used to compare the small sample properties of the monotone function estimators developed in sections 2 and 3 and the estimators proposed by Holmes and Heard (2003) and Neelon and Dunson (2004) The n x-values are equally spaced on (0, 10]. Functions 1-3 are considered by Neelon and Dunson (2004) in their paper while functions 4-6 are considered by Holmes and Heard (2003) . Table 1 . For the Wahba-type spline estimator the MCMC sampling schemes was run for a warm-up period of 200,000 iterations and a sampling period of 500,000 iterations and for the constrained regression spline estimator it was run for a warm-up period of 50,000
iterations and a sampling period of 100,000 iterations.
is the estimate of f(x i ), we use the root-mean-square-error
, where the x i are the n equally-spaced x-values. Table 1 gives the RMSE for the four function estimators.
The simulation results in Table 1 indicate that the regression spline method does considerably better than the Wahba-type spline method for the step and bi-modal distribution functions, slightly better for the exponential and logistic functions, about the same for the flat and half-normal functions, and slightly worse for the sinusoidal and linear functions. Based on the simulation evidence for this set of functions, it appears that the regression spline method is a good robust choice since it is always competitive with the Wahba method and does considerably better for functions that change direction sharply, such as the step and bi-modal distribution functions. 
Application -Market Response Functions
The constrained regression spline method developed in section 3 can be extended to estimate multiple functions in a model where each function is constrained to be either monotonically non-decreasing or non-increasing. An example of such a situation is the estimation of market response functions that model the change in demand for a product due to a change in the product's own price and the prices of competing products. In this section we apply our methodology to estimate the response function for the weekly sales of stick margarine at a large grocery chain. The following model is used log(Sales(t)) = f 1 (p 1 (t)) + f 2 (p 2 (t)) + δ 1 A(t) + δ 2 S 2 (t) + δ 3 S 3 (t) + δ 4 S 4 (t) + ε(t)
where Sales(t) represents the sales of a specific brand of margarine in week t, p 1 (t) is the price of the margarine (in cents) in week t, p 2 (t) is the price of the brand's major competitor in the category, A(t) is a dummy variable that indicates whether the brand under consideration was featured in a retail flyer in week t, and S q (t) is a quarterly dummy variable indicating if period t is from the qth quarter, q = 2, 3, 4. The four seasons are defined as March-May, June-August, September-November and December-February. March-May was designated as the base season and S 2 (t), S 3 (t), and S 4 (t) correspond to the other three seasons, respectively. The nonparametric estimation of market response functions in this model without monotonicity constraints is considered by Kalyanam and Shively (1998) .
Economic theory suggests the demand function f 1 is a monotonically non-increasing function, i.e. demand for a product decreases or remains flat as its price increases, all other things equal. Therefore, f 1 should be constrained to be monotonically non-increasing. Conversely, demand for a product increases or remains flat as the price of a competing product increases so the cross-price function f 2 should be constrained to be monotonically non-decreasing. While economic theory indicates the functions f 1 and f 2 are monotonic it does not suggest a specific functional form. Therefore, a nonparametric estimation technique is appropriate that allows the data to specify the functional forms of the relationships subject to the constraint of monotonicity. Figure 1a provides the estimated demand function for Sales obtained using the constrained regression spline method (solid line) and Smith and Kohn's unconstrained regression spline method (dashed line). The demand functions are obtained by estimating f 1 , f 2 and the δ j coefficients, setting p 2 to 69 cents and the four dummy variables to zero (which implies the product is not featured in a retail flyer and the week is in the March-May period), and allowing p 1 to vary over its range. Similarly, Figure 1b provides the cross-price response functions for both methods.
The two figures indicate the unconstrained estimated response functions are not monotonic, particularly the cross-price function. For both functions, it is difficult to interpret and explain the non-monotonicity using economic theory. Also, the cross-price functions in Figure   1b are substantially different. For the demand function in Figure 1a there is a considerable amount of data at the highest prices (p 1 = 84 cents for 13 weeks, 79 cents for five weeks, and 75 cents for ten weeks) so the non-monotonicity cannot be easily explained by a lack of data. For the cross-price function there are three weeks when the price p 2 is 95 cents and 13 weeks when the price is 89 cents. 
