The use of energy for space cooling is growing faster than any other end use in buildings, justifying the search for improvements in the energy efficiency of these systems. A simplified model to predict cooling energy consumption in Brazilian office buildings was developed. Artificial neural networks (ANNs) were trained from consumption data obtained by building simulation. As it is intended to be applicable to different climates, a new climate indicator also appropriate for hot and humid climates was proposed and validated. The Sobol sensibility analysis was performed to reduce the number of input factors and thus the number of cases to be simulated. The data was built with the simulation of 250,000 cases in Energyplus. Studies were conducted to define the sample size to be used for the ANN training, as well as to define the best ANN architecture. The developed metamodel was used to predict the consumption of Heating, Ventilating and Air Conditioning (HVAC) system of 66,300 new unseen cases. The results showed that the new proposed climate indicator was more accurate than the usual climate correlations, such as cooling degree hours. The developed metamodel presented good performance when predicting annual HVAC consumption of the cases used to obtain the model (R 2 = 0.9858 and NRMSE = 0.068) and also of the unseen cases (R 2 = 0.9789 and NRMSE = 0.064).
Introduction
Building energy consumption is growing, and has reached significant values in developed countries. Several factors contribute to the growing energy demand, including population growth, an increased demand for building services, the need for better comfort levels, and greater time spent by occupants inside buildings [1] . The use of energy for space cooling is growing faster than any other end use in buildings; it more than tripled between 1990 and 2016, and could triple again by 2050 [2] . For this reason, an improvement in the energy efficiency of buildings is currently one of the main objectives of energy policies in developed and emerging countries [3] .
Elaborated and simplified methods have been proposed to predict building energy consumption. These methods have been applied in the design, operation, and retrofit of buildings in recent years [4] [5] [6] [7] . The variety of methods can be divided into three primary categories: Engineering methods, statistical methods and hybrid methods. The engineering methods (also known as white box methods) use physical principles to calculate thermal dynamics and energy behavior of the building. Several dynamic climate correlations were used in simplified methods of building energy prediction. This climate correlations generally used in the literature are heating degree days (HDD) and cooling degree days (CDD). These correlations are calculated from the mean daily dry bulb temperature and are useful where sensible heat is predominant: Cold or dry climates. In hot and humid climates, there is an increase in energy consumption associated with the dehumidification process. Therefore, it is necessary to look for new indicators which also consider the latent heat present in the cooling demand of the building. Huang et al. [16] , Sailor et al. [17] , Sailor [18] , and Krese et al. [19] use the enthalpy latent days (ELD) to incorporate the influence of the latent load. Recent studies have sought to incorporate the influence of both loads (sensitive and latent) on a single climate indicator, either by the use of enthalpy [20] or the use of wet bulb temperature [21, 22] . As high humidity is a characteristic of many Brazilian regions, it was necessary to analyze which climate indicator was appropriate to be used in this study, as described below.
Building Model
The annual cooling demand for a building model was obtained for 20 Brazilian cities using Energyplus software and their respective weather data files in EPW (Energyplus Weather Data) format. Two cities with extreme climates (cold and hot) were initially selected (Curitiba and Manaus), and then 18 other cities were included to represent intermediate climates. The concept of shell and core building was considered for the modeled office buildings, as presented in Figure 1a . A 15-story office building was used as a building model. Each floor was modeled with four perimeter thermal zones and an internal thermal zone, as show in Figure 1b . The perimeter zones were considered as the regions that extend from each facade up to 4.5 m towards the interior of the building (Figure 1b) . Table 1 presents the characteristics of the model building and the HVAC system.
The annual cooling demand for the building was obtained through the sum of the hourly cooling demands on the chiller evaporator (output variable called Chiller Evaporator Cooling Energy in Energyplus). Heating demand was not the focus of this research because it is insignificant in Brazilian office buildings, but cannot be neglected in cold climates climate correlations were used in simplified methods of building energy prediction. This climate correlations generally used in the literature are heating degree days (HDD) and cooling degree days (CDD). These correlations are calculated from the mean daily dry bulb temperature and are useful where sensible heat is predominant: Cold or dry climates. In hot and humid climates, there is an increase in energy consumption associated with the dehumidification process. Therefore, it is necessary to look for new indicators which also consider the latent heat present in the cooling demand of the building. Huang et al. [16] , Sailor et al. [17] , Sailor [18] , and Krese et al. [19] use the enthalpy latent days (ELD) to incorporate the influence of the latent load. Recent studies have sought to incorporate the influence of both loads (sensitive and latent) on a single climate indicator, either by the use of enthalpy [20] or the use of wet bulb temperature [21, 22] . As high humidity is a characteristic of many Brazilian regions, it was necessary to analyze which climate indicator was appropriate to be used in this study, as described below.
The annual cooling demand for a building model was obtained for 20 Brazilian cities using Energyplus software and their respective weather data files in EPW (Energyplus Weather Data) format. Two cities with extreme climates (cold and hot) were initially selected (Curitiba and Manaus), and then 18 other cities were included to represent intermediate climates. The concept of shell and core building was considered for the modeled office buildings, as presented in Figure 1a . A 15-story office building was used as a building model. Each floor was modeled with four perimeter thermal zones and an internal thermal zone, as show in Figure 1b . The perimeter zones were considered as the regions that extend from each facade up to 4.5 m towards the interior of the building (Figure 1b) . Table 1 presents the characteristics of the model building and the HVAC system. 
CDH Calculation
According to McQuiston et al. [23] , the degree-day method was the first method developed to estimate heating energy in single-family residential houses, and the procedure was based on the assumption that, on a long-term basis, solar and internal gains for a residential structure will offset heat loss when the mean daily outdoor temperature is 18 • C (base temperature). Therefore, this method considers that the building only needs heating when the outdoor temperature is lower than the base temperature. The calculated fuel consumption is proportional to the difference between the mean daily temperature and the base temperature. Based on this method, which considers that heating energy consumption is directly proportional to the degree-days value, the HDD (heating degree days) climate indicator is internationally used as a climate correction factor in the models for building energy consumption prediction [24] . Analogously, there is the definition of the cooling degree days (CDD) indicator, which allows evaluating the influence of the climate on the building cooling energy consumption, and it is calculated as follows.
where CDD is the cooling degree days, N is the number of days for the period analyzed, t o is the average daily outdoor temperature, and tb is the base temperature. The cumulative energy consumption of a building has a linear relationship with the cumulative degree days (adding all the degree days from the first day to the last day for calculation of the energy consumption), as showed by Lin et al. [25] and Lukomshi et al. [26] .
The base temperature is set individually for each building, but it is common to use certain values. The ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) [27] , for example, publishes CDD values for temperatures of 10.0, 18.3, 23.3 and 26.7 • C.
Adopting the same concept of degree days, the climate indicator can also be calculated considering the average temperature of each hour, instead of the average daily temperature. Thus, the cooling degree hours (CDH) is calculated according to the equation below.
where CDH is the cooling degree hours, N is the number of hours for the period analyzed, t o is the average hourly outdoor temperature, and t b is the base temperature.
The CDH was the first climate indicator analyzed in this research because it better represents the period when the HVAC (Heating Ventilating and Air Conditioning) system is operating than cooling degree days (CDD) [28] ; further, the estimation of cooling energy consumption is more accurate. The cooling degree hours (CDH) value for twenty Brazilian cities was calculated. The influence of the choice of the base temperature was evaluated through the use of values between 15 and 22 • C. A linear regression was used to represent the relationship between the annual cooling demand and the corresponding CDH value. The statistical index R 2 (coefficient of determination) and the standard error were used to evaluate the goodness-of-fit between the predicted value of demand and the value obtained by simulation.
The results of the annual cooling demand for a building model and the CDH indicator (base temperature = 18 • C) are presented in Table 2 for each of the twenty Brazilian cities analyzed. Figure 2 shows the result of the linear regression used to relate CDH and annual cooling demand. The value obtained for R 2 was 0.9428, and for the standard error was 12.11 kWh/m 2 ·year. The CDH was recalculated for different base temperatures to evaluate its influence on the results. Table 3 presents the value of the coefficient of determination (R 2 ) obtained in each case. The analysis of the results shows that the value of R 2 did not present significant variation, and the best result was obtained using the base temperature of 18 °C. The CDH was recalculated for different base temperatures to evaluate its influence on the results. Table 3 presents the value of the coefficient of determination (R 2 ) obtained in each case. The analysis of the results shows that the value of R 2 did not present significant variation, and the best result was obtained using the base temperature of 18 • C. 
CEH Calculation
Buildings located in regions with hot and humid weather present a large amount of latent load on their cooling demand. Shin and Do [20] used the degrees days method to develop models for energy consumption predictions for two buildings in Texas. Two models were created, one using CDD calculated with dry bulb temperature (CDD T ) according to Equation (1) , and the other calculated with enthalpy (CDD H ) according to Equation (3) . As a result, the comparison utilizing the enthalpy-based CDD method resulted in a percent error of approximately 2% less than that of the temperature-based CDD method.
where CDD H is the enthalpy-based cooling degree days, N is the number of days for the period analyzed, h o is the average daily outdoor enthalpy, and h b is the base enthalpy. Considering most Brazilian cities present high values of temperature and humidity, enthalpy was also used in order to create a new climate indicator-called the CEH (Cooling Enthalpy Hours)-Equation (4) .
where CEH is the cooling enthalpy hours, N is the number of hours for the period analyzed, h o is the average hourly outdoor enthalpy, h b is the base enthalpy, α = 0 if t < t b or α = 1 if t ≥ t b ; t is the average hourly outdoor temperature and t b is the base temperature.
The CEH differs from the CDD H because it considers the positive differences of enthalpy only when the outdoor temperature is higher than the base temperature. The CEH indicator was calculated for different base enthalpies (values between 34 and 52 kJ/kg), always considering the base temperature of 18 • C. Table 4 presents the value of the coefficient of determination (R 2 ) obtained in each case. For the base enthalpy of 35 kJ/kg, which presented the highest value of R 2 , the standard error of the linear regression was 9.50 kWh/m 2 ·year. Figure 3 shows the linear regression used to relate CEH and annual cooling demand. This result shows that the use of CEH as a climate indicator is more accurate than the use of the traditional CDH indicator. Considering most Brazilian cities present high values of temperature and humidity, enthalpy was also used in order to create a new climate indicator-called the CEH (Cooling Enthalpy Hours)-Equation (4) .
where CEH is the cooling enthalpy hours, N is the number of hours for the period analyzed, ho is the average hourly outdoor enthalpy, hb is the base enthalpy, α = 0 if t < tb or α = 1 if t ≥ tb; t is the average hourly outdoor temperature and tb is the base temperature. The CEH differs from the CDDH because it considers the positive differences of enthalpy only when the outdoor temperature is higher than the base temperature. The CEH indicator was calculated for different base enthalpies (values between 34 and 52 kJ/kg), always considering the base temperature of 18 °C. Table 3 presents the value of the coefficient of determination (R 2 ) obtained in each case. For the base enthalpy of 35 kJ/kg, which presented the highest value of R 2 , the standard error of the linear regression was 9.50 kWh/m 2 ·year. Figure 3 shows the linear regression used to relate CEH and annual cooling demand. This result shows that the use of CEH as a climate indicator is more accurate than the use of the traditional CDH indicator. 
CEH Calculation for 407 Brazilian Cities
The new climate indicator CEH and the building model annual cooling demand were calculated for 407 Brazilian cities for which weather files were available. The value of 18 • C was considered for the base temperature and 35 kJ/kg for the base enthalpy. The same procedure was performed considering the definition of Shin and Do [20] , but for an hourly basis according to the equation below.
where CDH H is the enthalpy-based cooling degree hours, N is the number of hours for the period analyzed, h o is the average hourly outdoor enthalpy, h b is the base enthalpy. A comparison between these two indicators allowed us to evaluate the improvement obtained with the new climate indicator. Figure 4 shows the graph that illustrates the correlation between CDH H and annual cooling demand, where the value obtained for R 2 was 0.9418, and the standard error was 12.27 kWh/m 2 ·year. Figure 5 shows the correlation between CEH and annual cooling demand, where R 2 was 0.9533, and the standard error was 11.00 kWh/m 2 ·year.
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where CDHH is the enthalpy-based cooling degree hours, N is the number of hours for the period analyzed, ho is the average hourly outdoor enthalpy, hb is the base enthalpy. A comparison between these two indicators allowed us to evaluate the improvement obtained with the new climate indicator. Figure 4 shows the graph that illustrates the correlation between CDHH and annual cooling demand, where the value obtained for R 2 was 0.9418, and the standard error was 12.27 kWh/m 2 ·year. Figure 5 shows the correlation between CEH and annual cooling demand, where R 2 was 0.9533, and the standard error was 11.00 kWh/m 2 ·year. The lowest CEH value calculated for these 407 cities was 2261 and the highest 350,672. Considering groups formed in each interval of 20,000, we obtained 18 climate zones that can be used to characterize the Brazilian climate. A frequency distribution was conducted to verify how each zone was represented from the 407 cities. Figure 6 shows this frequency distribution and Appendix A lists the cities chosen to characterize each of these 18 zones.
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CEH Validation with Other Buildings
The CDH, CDHH and CEH indicators were also evaluated for buildings other than the building model Case 1 is a building with dimensions of 20 × 35 m with the WWR (Windows Wall Ratio) of 25% in the four facades. In Case 1, the vector orthogonal to the length makes an angle of 22.5° with the north, the glass has a solar factor of 0.27 and thermal transmittance of 4.3 W/m 2 ·K, the lighting power density (LPD) is 8.75 W/m 2 , the occupancy rate is 5.0 m 2 /person, the daily time of operation is 9 h only on weekdays, and the air infiltration rate is 0.37 ACH (air changes per hour). Cases 2-7 are variations of Case 1, where all characteristics are identical except for one. In Case 2 the WWR was changed to 0.65; in Case 3 the solar factor of glass was changed to 0.57; in Case 4 the LPD was changed to 13.75 W/m 2 ; in Case 5 the occupancy rate was changed to 13 m 2 /person; in Case 6 the daily time of operation was changed to 13 h and, in Case 7 the solar orientation of the building was changed to 112.5°. Table 4 presents the values of R 2 obtained when a linear correlation between annual cooling demand and each climate indicator is used. These results show that the CEH indicator performs better than the CDH and CDHH, since the R 2 value increases 7.8% on average when CDHH is used in place of CDH and increases 1.1% when CEH is used in the place of CDHH. Case 1 is a building with dimensions of 20 × 35 m with the WWR (Windows Wall Ratio) of 25% in the four facades. In Case 1, the vector orthogonal to the length makes an angle of 22.5 • with the north, the glass has a solar factor of 0.27 and thermal transmittance of 4.3 W/m 2 ·K, the lighting power density (LPD) is 8.75 W/m 2 , the occupancy rate is 5.0 m 2 /person, the daily time of operation is 9 h only on weekdays, and the air infiltration rate is 0.37 ACH (air changes per hour). Cases 2-7 are variations of Case 1, where all characteristics are identical except for one. In Case 2 the WWR was changed to 0.65; in Case 3 the solar factor of glass was changed to 0.57; in Case 4 the LPD was changed to 13.75 W/m 2 ; in Case 5 the occupancy rate was changed to 13 m 2 /person; in Case 6 the daily time of operation was changed to 13 h and, in Case 7 the solar orientation of the building was changed to 112. Table 5 presents the values of R 2 obtained when a linear correlation between annual cooling demand and each climate indicator is used. These results show that the CEH indicator performs better than the CDH and CDH H , since the R 2 value increases 7.8% on average when CDH H is used in place of CDH and increases 1.1% when CEH is used in the place of CDH H . Considering these results, the CEH indicator was chosen to be the climate indicator, and it will be one of the input factors of the artificial neural network to predict energy consumption of HVAC system in office buildings.
Data Construction

Sensitivity Analysis
The objective of this step was to determine the characteristics of the office buildings that, once changed, provide significant changes in their cooling demand, as well as to determine which parameters of the HVAC system have the greatest influence on energy consumption. Thus, only these characteristics and parameters had their values changed to obtain the cases which were simulated to obtain the data. Sensitivity analysis techniques allow evaluating the relative importance of the input factors of a model. These techniques indicate which input factors are most important in determining the uncertainty in the output and if it is possible to keep fixed the values of some input factors of the model.
Input Factors
The building was modeled considering rectangular geometry. The distance between floors was set at three meters. Each floor was modeled with four perimeter thermal zones and an internal thermal zone. The variables used to characterize the geometry were width of building base, ratio between length and width, number of floors, solar orientation and window wall ratio (WWR). The solar factor and thermal transmittance of glasses, the solar absorptance, thermal transmittance and thermal capacity of external walls and roofs, and the thermal capacity of internal walls were the factors used to represent the properties of building materials.
The variables used for heat gains were air infiltration, lighting power density, occupation rate, and daily working hours of weekdays. It was considered that each person dissipates 120 W, where 40% is latent heat and 60% is sensible heat. Dunn and Knight [29] conducted a study in UK offices and demonstrated that there is a strong correlation between the power density of equipment and the occupancy rate. The average value of equipment load obtained by them was 158 W per person. However, due to the continuous growth in the efficiency of office equipment, this value has reduced in recent years. We fit an equation relating occupancy rate and equipment power density from the data presented in Dunn and Knight's paper [29] . Then, we applied a correction factor of 0.886 in this equation, corresponding to the reduction of the average value of equipment load from 158 to 140 W/m 2 as verified by Korolija [30] , resulting in the following equation. EPD = 116.45·(Occ) −0.923 (6) where EPD is equipment power density in W/m 2 and Occ is the occupancy rate in m 2 /person.
The weather was modeled through the use of 18 weather files which characterize the climate zones defined in the previous step. The HVAC system was modeled with fancoil units in each thermal zone and one chiller. The variables used to characterize the HVAC system were thermostat setpoint temperature, use of economizer, use of heat recovery, use of night cycle, use of chilled water temperature reset, ventilation type, chilled water pump rated head, condenser water pump rated head, outdoor air flow rate, and chiller. Table 6 presents the range of values used for each variable in sensitivity analysis. Some used uniform distribution while others employed discrete. The level 1 for outdoor air flow rate considers 2.5 L/s·person and 0.3 L/s·m 2 ; level 2 considers 3.1 L/s·person and 0.4 L/s·m 2 ; and level 3 considers 3.5 L/s·person and 0.5 L/s·m 2 . The chilled water pump rated head corresponds to the sum of primary and secondary pump rated head. When the system has primary and secondary circuits, the primary pump rated head was considered equal to 150,000 Pa. The characteristics adopted for the chiller were the type of condensation (air or water), the coefficient of performance at full load (COP), and IPLV (Integrated Part Load Value) defined by AHRI (Air Conditioning, Heating and Refrigeration Institute) according to AHRI Standard 550/590. The influence of the chiller on the energy consumption was evaluated with the use of 10 different chillers, whose performance curves were obtained in the Energyplus datasets. The objective of the sensitivity analysis was to identify which input factors could be maintained with fixed values in the data construction procedure without causing a significant impact on the results. Thus, both the number of cases to be simulated and the computational time were reduced. The most appropriate sensitivity analysis methods for this purpose are variance-based methods [31] . The two commonly used variance-based method are FAST (Fourier Amplitude Sensitivity Test) and Sobol. In this research we opted for the Sobol method because it is more precise, despite being more computationally expensive. Tian [31] reviewed the use of sensitivity analysis methods in building energy analysis and recommended two softwares: R [32] and SIMLAB [33] , the second being used in the present work.
Simulation of a Sample and Sensitivity Analysis
The size of the sample for the sensitivity analysis by the Sobol method is defined by the following equation [34] , Sample size = (2·k + 2)·N (7) where k is the number of input factors and N is the number representative of the sample size required to compute a single estimate. We chose the higher value for N available in SIMLAB (N = 2048) resulting in a sample of 126,976 cases, since we had 30 input factors (Table 6 ). These cases were simulated using the Energyplus software to obtain the annual cooling demand of the building per square meter of floor (kWh/m 2 ) and annual energy consumption of HVAC system per square meter of floor (kWh/m 2 ).
The results of the simulations of the 126,976 cases were uploaded to SIMLAB, which generated the first and total effects sensitivity indices. The output variables evaluated were annual cooling demand and annual HVAC consumption. The weather, occupancy rate, and daily working hours were the variables that had the greatest influence on the annual demand, since they were the highest values of the first order indices. The input variables with the greatest influence on the HVAC consumption were the occupation rate, the weather, and the supply fan delta pressure. Nine of the 30 input variables had less influence on both output variables because their total order indices were close to zero, namely: Solar absorptance of external walls, thermal transmittance of external walls, thermal capacity of external walls, solar absorptance of roof, thermal transmittance of roof, thermal capacity of roof, thermal capacity of internal walls, night cycle, and chilled water temperature reset.
Building Simulation
As a result of the previous step, the number of input variables was reduced from 30 to 21 variables. Therefore, nine variables had their values fixed. A new input variable called "number of chillers in parallel" was included to evaluate the performance of the use of chillers operating in parallel. Table 7 presents the values that were used for these 22 variables and for the nine variables whose values remained fixed. The number of cases determined by the possible combinations of these values amounted to 526,727,577,600,000 cases. The simulation of all cases is impracticable, and therefore it was necessary to perform a sampling. The sample size was determined for estimating a population mean [35] (considering large population) with the confidence level of 99% and desired margin of error equal to 0.5% of the standard deviation of the variable of interest (annual HVAC consumption). The value of this standard deviation obtained in the 126,976 previous simulated cases was 29 .64 kWh/m 2 . Thus, the sample size obtained by the calculations was 265,225 cases, and 250,000 cases was the sample size adopted. The method of sampling was the Latin hypercube [36] because this method of sampling was more accurate and with less variance than those obtained with the Monte Carlo method [37] .
The set of 250,000 cases was simulated using 30 computational nodes, operating with parallel processing, running the EnergyPlus software (version 8.5). The SDumont supercomputer (processing capacity in the order of 1.1 Petaflop/s) located in the National Laboratory of Scientific Computation (LNCC) in the city of Petropolis-RJ was used. A script was developed in Python language to manipulate the objects of the IDF file (Input Data File) allowing us to automate the effort of creating these 250,000 input files, as well as the EPW files (EnergyPlus Weather Data). Another script was developed to collect the results in the output files at the end of each simulation. In this way, the data was obtained.
Development of the Metamodel
Data Pre-Processing
The results of the simulations were analyzed in order to evaluate if the sizing of the HVAC system was effective. The percentage of unmet hours was analyzed. Only 5405 cases (2.2% of the simulated cases) presented a percentage higher than 10%, and were excluded from the data. Another 632 cases presented severe errors in the simulation process and were also excluded from the data, resulting in 243,963 cases remaining.
Some input variables used in the simulation were categorical, such as "chilled water pump configuration." It is recommended that the categorical predictors be decomposed into more specific variables for better model performance (ANN training, in this case) [38] . To use these data in models, the categories were re-encoded into smaller bits of information called "dummy variables." Usually, each category gets its own dummy variable that is a zero/one indicator. Thus, the variable called "economizer/heat recovery cycle," which had three categories, was replaced by two variables (economizer cycle and heat recovery), both binary (0-without, 1-with). Similarly, the variable "chilled water pump configuration" was replaced by two variables (presence of secondary circuit and use of variable chilled water flow), both binary (0-without, 1-with). The three levels used in "outdoor air flow rate" were replaced by the values 2.5, 3.1, and 3.8, which correspond to the flow values (l/s) per person of each of the respective levels. The variable "chiller" with 25 categories was replaced by two variables (COP at 100% capacity and IPLV). After these data transformations, the initial architecture of the neural network model considered 18 predictor variables (input nodes) and 1 response variable (output node), as listed in Table 8 . Chilled water pump rated head (Pa) Predictor 7
Condenser water pump rated head (Pa) Predictor 8
Secondary circuit in chilled water (0-without, 1-with) Predictor 9
Variable chilled water flow (0-without, Creating a good model may be difficult due to specific characteristics of the data; therefore, some transformations can improve the numerical stability of some calculations present in the process. The centering, scaling and skewness transformations were employed here. The variables used as input data in the simulations already had a homogeneous distribution due to the Latin Hypercube sampling. However, the same did not happen with the simulation results (annual cooling demand and annual HVAC energy consumption). Thus, these variables were transformed using the Box-Cox method [39] to reduce data asymmetries.
Sample Size
After pre-processing, the next step was to train and evaluate artificial neural networks. The use of the whole data set (243,963 cases) in the training process was impractical due to the large processing time required. It was necessary to define a sample size that would guarantee a satisfactory confidence.
Different sample sizes were determined for estimating a population mean [35] (considering finite population) with the different confidence levels (90%, 95%, 99.0%, 99.5% and 99.9%). The population size was the total number of cases (243,963), the standard deviation of the annual HVAC energy consumption was 48.47 kWh/m 2 , and desired margin of error was considered equal to 1% of this standard deviation (0.48 kWh/m 2 ). Thus, the sample sizes obtained for each of the five confidence levels were: 24,359, 33,190, 52,136, 68,624, and 75,008 cases, corresponding to 10%, 14%, 21%, 28%, and 31% of the cases, respectively. Therefore, we chose to test the use of samples with sizes of 5%, 10%, 15%, 20%, 25%, and 30% of the cases. Note that an additional size (5%) has been included.
An approach for quantifying how well the model operates is to use resampling, where different subversions of the training data set are used to fit the model [38] . We used a form of resampling called repeated 10-fold cross-validation where the number of repetitions used was six times. A neural network with a single hidden layer was trained using each of the different sample sizes previously defined. We used the rule of thumb to define the number of neurons in the hidden layer, which says the number of hidden neurons should be 2/3 the size of the input layer, plus the size of the output layer [40] . Our model had 18 inputs and one output, so we used 13 neurons in the hidden layer. Each neural network was used to predict the annual HVAC cooling energy consumption of each case of the data (243,963 cases) and the performance indicators (R 2 , RMSE, and NRMSE) were calculated. Table 9 shows these values and the processing time for each of the sample sizes. The neural networks were obtained using the nnet package of the R language in a computational cluster composed of 16 Intel Xeon E7-4830 processors of 2.2 GHz. This package used sigmoidal function as activation function and BFGS method as optimizer. The processing time has a linear behavior with the sample size, i.e., the larger the sample size, the longer the processing time. The values of the performance indicators improved as sample size increased; this improvement is greater in the first increments (10% and 15%) and lower in the subsequent (20%, 25% and 30%). For example, RMSE decreased by 1.2% when the sample size changed from 5% to 10%, 1.5% when it changed from 10% to 15%, 0.1% when it changed from 15% to 20%, 0.5% when it changed from 20% to 25%, and 0.9% when it changed from 25% to 30%. Therefore, we chose to use the sample size of 15% in the following steps because the ANN obtained from this sample size had intermediate performance with shorter processing time.
Refining Architecture of Neural Network
In this step we aimed to improve the metamodel by varying some parameters of the ANN architecture. First the size of the hidden layer (number of neurons) was changed. New ANNs were created with neurons in the hidden layer in the proportions of 0.35, 0.50, 0.80, 0.95, 1.10, 1.25, 1.40, 1.55, 1.70, 1.85, and 2.00 times the value of the sum of the number input and outputs neurons. Since the model has 18 predictors and 1 response, the new ANNs were created with 7, 10, 15, 18, 21, 24, 27, 29, 32, 35, and 38 neurons in the hidden layer. Each ANN was used to predict the annual HVAC cooling energy consumption of each case of the data and the performance indicators (R 2 , RMSE, NRMSE) were calculated. Moreover, to obtain a comprehensive performance measure, these indicators and processing times were combined into a synthesis index (SI) in the same way as [41] . Table 10 shows the performance indicators and processing time for each of this ANN, as well as the synthesis index (SI). The neural network with 32 neurons in the hidden layer presented better performance (higher SI value) and, therefore, it was used as the baseline in the following studies. This network was called ANN32. Figure 7 shows the results obtained when this ANN was used to predict the annual HVAC energy consumption of all cases.
After establishing the number of neurons in the hidden layer, the influence of the inclusion, exclusion, or alteration of predictor variables was evaluated. The first change analyzed was the inclusion of a new predictor variable, the number of daily hours of operation of the HVAC system. A new ANN was trained (using cross-validation with 10 k-fold repeated six times) including this predictor variable and keeping 32 neurons in the hidden layer, resulting in values of R 2 = 0.9885, RMSE = 5.20669, and NRMSE = 0.061313. Therefore, the improvement in the performance measures was small when compared to the baseline (reduction of 1.7% in the RMSE), and it did not justify the increase in the complexity of the metamodel.
Another change analyzed was the substitution of the IPLV value as predictor variable by the values of COP at 25%, 50%, and 75% chiller capacity, which composes the IPLV calculation. As there was an increase in the number of input neurons (20 instead of 18 in the baseline), new ANNs were created with 32, 35, and 38 neurons in the hidden layer. The best performance was obtained with the network with 35 neurons, where R 2 = 0.9887, RMSE = 5.158972, and NRMSE = 0.060751. This network was called ANN35_COP. The improvement in the performance measures was slightly better than the previous analysis (reduction of 2.6% in the RMSE when compared to the baseline).
The last modification carried out had the objective of evaluating the influence of the use of the frequency histogram of the cooling demand as predictor variables. The baseline ANN used four values (bins) representing the demand histogram as predictor variables. A new ANN was trained without the use of these values. As there was a decrease in the number of input neurons (14 instead of 18 in the baseline), new ANNs were created with 27, 29, and 32 neurons in the hidden layer. The best performance was obtained with the network with 29 neurons, where R 2 = 0.9858, RMSE = 5.771209, and NRMSE = 0.067961. This network was called ANN29_wDEM. There was an expected reduction in the performance, but it was not significant enough to discourage the adoption of this architecture for the metamodel.
The performance of the ANN baseline and the new ANNs obtained in the last two studies was also evaluated for new cases. These cases were created using values different from those used when the data was obtained. This procedure is described below. After establishing the number of neurons in the hidden layer, the influence of the inclusion, exclusion, or alteration of predictor variables was evaluated. The first change analyzed was the inclusion of a new predictor variable, the number of daily hours of operation of the HVAC system. A new ANN was trained (using cross-validation with 10 k-fold repeated six times) including this predictor variable and keeping 32 neurons in the hidden layer, resulting in values of R 2 = 0.9885, RMSE = 5.20669, and NRMSE = 0.061313. Therefore, the improvement in the performance measures was small when compared to the baseline (reduction of 1.7% in the RMSE), and it did not justify the increase in the complexity of the metamodel.
The last modification carried out had the objective of evaluating the influence of the use of the frequency histogram of the cooling demand as predictor variables. The baseline ANN used four values (bins) representing the demand histogram as predictor variables. A new ANN was trained without the use of these values. As there was a decrease in the number of input neurons (14 instead of 18 in the baseline), new ANNs were created with 27, 29, and 32 neurons in the hidden layer. The best performance was obtained with the network with 29 neurons, where R 2 = 0.9858, RMSE = 5.771209, and NRMSE = 0.067961. This network was called ANN29_wDEM. There was an expected reduction in the performance, but it was not significant enough to discourage the adoption of this architecture for the metamodel. 
Evaluation of Models with Unseen Cases
New cases were modeled and preprocessed in the same way described in Sections 3.2 and 4.1. Table 11 presents the values used to obtain the so-called unseen cases. The number of cases determined by the possible combinations of the values presented in Table 6 amounts to 6, 193, 152 cases. The sample size of 66,300 cases was determined for estimating a population mean [35] (considering large population) with the confidence level of 99% and desired margin of error equal to 1.0% of the standard deviation of the annual HVAC consumption (standard deviation obtained in the 243,963 simulated cases for the data was 48.47 kWh/m 2 ). The method of sampling was the Latin hypercube. The ANN32, ANN35_COP, and ANN29_wDEM obtained in the previous step were used to predict the annual HVAC consumption of these unseen cases. Table 12 shows the performance measures obtained with each ANN when used in this prediction. The simpler network (ANN29_wDEM) presented the best performance in the prediction of unseen cases. For this reason, it was considered the final metamodel of this research, which allows us to predict the consumption of Brazilian office buildings from the knowledge of 14 variables (ventilation type, supply fan delta pressure, use of economizer, use of heat recovery, level of outdoor air flow rate, chilled water pump rated head, condenser water pump rated head, use of secondary circuit in chilled water, use of variable chilled water flow, chiller COP at 100% capacity, chiller IPLV, number of chillers in parallel, annual cooling demand per square meter of floor area, and CEH climate indicator). Figure 8 shows the results obtained when the ANN29_wDEM was used to predict the annual HVAC energy consumption of the unseen cases.
The simpler network (ANN29_wDEM) presented the best performance in the prediction of unseen cases. For this reason, it was considered the final metamodel of this research, which allows us to predict the consumption of Brazilian office buildings from the knowledge of 14 variables (ventilation type, supply fan delta pressure, use of economizer, use of heat recovery, level of outdoor air flow rate, chilled water pump rated head, condenser water pump rated head, use of secondary circuit in chilled water, use of variable chilled water flow, chiller COP at 100% capacity, chiller IPLV, number of chillers in parallel, annual cooling demand per square meter of floor area, and CEH climate indicator). Figure 8 shows the results obtained when the ANN29_wDEM was used to predict the annual HVAC energy consumption of the unseen cases. Predicted versus simulated annual HVAC consumption for the unseen cases-ANN29_wDEM.
Discussion
The high values obtained for the coefficient of determination (R 2 above 0.9) show that there is a strong correlation between the annual building cooling demand and the temperature-based climate indicator (CDH), as well as for the new indicator proposed in this paper (CEH). The CEH presented a better adjustment quality when a linear regression was used to relate annual cooling demand with climate indicator. The standard error reduced about 20% (from 12.11 to 9.50 kWh/m 2 ·year) when CEH was used in place of the usual CDH. The variation in the base enthalpy and base temperature values allows us to conclude that these values do not significantly influence if the values used are close to 37 kJ/kg and 18 • C respectively.
The building cooling demand cannot be predicted simply from the calculation of the climate indicator (CEH) of the city where it is built. This demand will be the result of several factors that characterize the building, such as construction materials, usage patterns, equipment density, lighting power density, and occupation, among others. The climate indicator is often used as the dependent variable in prediction energy models to determine reference values (benchmark), and its main function is to adjust the consumption value for the climate under analysis.
Regression analysis is one of the most popular techniques for the development of models for building energy consumption prediction [42] . When the regression equations are obtained from a complete and accurate set of experimental data, they can provide precise results in an easier and faster way than using building simulation tools [43] . Artificial intelligence methods, especially artificial neural networks, have recently been used in models for building energy consumption predictions. In both methods, it is necessary to characterize the climate with the smallest possible number of variables in order to simplify the model. Therefore, the results obtained in this research demonstrate that the CEH indicator can be used for this purpose.
The results obtained for the 407 Brazilian cities confirmed the good performance of the CEH with climate indicator, since the R 2 value remained high (0.9533) and the standard error low (11.00 kWh/m 2 ·year). They also showed the CEH performed better than the CDH H indicator based on the proposal of Shin and Do [20] whose results were R 2 = 0.9418 and standard error = 12.27 kWh/m 2 ·year. The representation of the Brazilian climate in the 18 suggested climate zones was adequate due to the observed frequency distribution (Figure 6 ).
The CDH, CDH H , and CEH indicators were also evaluated for buildings other than the building model, and again the results showed that the CEH had the best performance. Therefore, the energy consumption prediction model proposed here could be developed for Brazilian office buildings considering the CEH indicator and these eighteen climate zones.
The sensitivity analysis indicated that the annual cooling demand and annual HVAC energy consumption were less sensitive to the changes in the thermal characteristics of the walls and roof (solar absorptance, thermal transmittance, and thermal capacity), in agreement with the results obtained by Lam et al. [44, 45] . The annual HVAC energy consumption also was less sensitive to the use of night cycle and chilled water temperature reset.
The use of all simulated cases (243,963) in the ANN training process is impracticable and so it was necessary to define the ideal size for training. ANNs obtained with larger samples present better performance, but they require longer processing time in their training process. The results showed that for this population the use of samples with 36,594 cases generated ANNs with compatible performance to those generated with larger samples. This sample size corresponds to the value determined for estimating a population mean with the confidence levels equal to 95% and desired margin of error equal to 1% of the standard deviation of the variable of interest. In this case, the size calculated as described above represented 15% of the population, but this percentage may not be generalized to other cases. In each new situation the sample size must be calculated using the estimation of population mean technique.
The increase in the size of the hidden layer of the neural network had a greater influence on its performance than the increase in the sample size, in the same way that was observed by Versage [46] . The use of the synthesis index allowed us to define the ideal number of neurons as 32 in the hidden layer of the ANN with 18 neurons in the input layer and 1 neuron in the output layer (initially idealized architecture).
Neural network improvement studies showed that the inclusion of a new variable (daily hours of HVAC system operation) generated a small increase in the network performance (reduction of 1.7% in the RMSE) and did not justify the adoption of this change. These studies indicated that two other alterations could be justifiable: Replacing the IPLV input variable by COP at 25%, at 50%, and at 75% chiller capacity; and excluding the four input variables that characterize the frequency histogram of the cooling demand. Then, these two new ANNs and the baseline ANN were used to predict the annual HVAC system consumption of 66,300 new cases, which were generated with values not used when creating the data; the results demonstrated that the performance of these three ANNs are similar. Thus, the ANN with less complex architecture was adopted as the final metamodel of this research.
Conclusions
Climate indicators that only use the dry bulb temperature in their calculations (CDD and CDH) do not consider the presence of the latent heat fraction present in the building cooling demand. This limitation has an influence on the models of building energy prediction that use these indicators in hot and humid climates, because the energy spent in these climates is significant for the air dehumidification process.
The CEH indicator proposed in this paper was more accurate and it could be used as a climate indicator in models of cooling demand prediction for the Brazilian climate. After performing an analysis to determine which values of base temperature and base enthalpy should be employed, we conclude that the most appropriate values are 18 • C and 35 kJ/kg, respectively. A small variation around these values did not present a significant change in the results.
As the CEH calculation is a summation of enthalpy differences of a weather file, similar values of CEH can be obtained from climates with different enthalpy frequency distributions. Even so, the results showed that the CEH indicator is effective in relating the climate to the annual cooling demand. Future work may investigate ways to characterize the difference between these climates that have similar CEH values.
The sensitivity analysis by the Sobol method allowed the reduction of 30% in the number of input variables previously idealized in the process of creating the cases that composed the data of this research. The changes in the thermal characteristics of the walls and roof (solar absorptance, thermal transmittance and thermal capacity) have less influence on cooling demand and HVAC consumption than changes in the other characteristics of the building.
Artificial neural networks of good performance can be trained with a sample whose size is calculated estimating a population mean with the confidence levels equal to 95% and desired margin of error equal to 1% of the standard deviation of the variable of interest.
The metamodel with 14 neurons in the input layer (variables 1 to 14 in Table 8 ), 29 neurons in the hidden layer, and 1 neuron in the outer layer presented good performance to predict the annual HVAC consumption for the cases used to obtain the model (R 2 = 0.9858 and NRMSE = 0.067961), and also for the unseen cases (R 2 = 0.9789 and NRMSE = 0.063788). This metamodel presented similar performance to the other metamodels analyzed, but it features a less complex architecture.
This research has limitations related to the standard configurations of the statistical package used (nnet package in R), such as the activation function and the optimizer. An advanced configuration could improve on the training time and accuracy of ANNs. The trained neural networks have only one hidden layer, the variation of this hyperparameter could also impact the performance of the model. The metamodel was developed for chilled water HVAC systems; hence it does not apply to other types of HVAC systems (direct expansion, variable refrigerant flow). The occupancy variation and the supposed influence of occupant behavior were not considered, thus characterizing another limitation. Future research can be developed to cover other types of HVAC systems. The results obtained using the metamodel developed here can be compared with results of other simplified HVAC consumption prediction models.
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