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Abstract
Among the new types of connectivity unleashed by the emerging 5G wireless systems, Ultra-Reliable
Low Latency Communication (URLLC) is perhaps the most innovative, yet challenging one. Ultra-
reliability requires high levels of diversity, however, the reactive approach based on packet retransmission
in HARQ protocols should be applied carefully to conform to the stringent latency constraints. The main
premise of this paper is that the NOMA principle can be used to achieve highly efficient retransmis-
sions by allowing concurrent use of wireless resources in the uplink. We introduce a comprehensive
solution that accommodates multiple intermittently active users, each with its own HARQ process.
The performance is investigated under two different assumptions about the Channel State Information
(CSI) availability: statistical and instantaneous. The results show that NOMA can indeed lead to highly
efficient system operation compared to the case in which all HARQ processes are run orthogonally.
Index Terms
HARQ, NOMA, radio resource management, uplink, URLLC
I. INTRODUCTION
The fifth generation (5G) wireless networks are slowly becoming a reality. While historically
the primary motivation behind each new generation was to increase data rates, coverage and
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2other metrics related to the quality of experience of the users, 5G promises to be more than
just an incremental improvement over previous technologies [1], [2]. This shift is driven by
a growing popularity and rapid advancements in the area of Internet of Things (IoT) which
represents a different, non-human-centric communication paradigm. Among those new, emerging
applications, especially prominent are those that fall into the category of ultra-reliable low-latency
communications (URLLC). Examples of such use cases include: smart cities, factory automation
(Industry 4.0) [3], and tactile Internet (involving remote motion control, telesurgery, etc.) [4]. To
enable those demanding applications, the underlying network will need to provide MAC-layer
end-to-end latencies from 0.5 to few milliseconds and reliability (defined as the probability of
successful delivery of the packet within the stipulated latency) above 99, 999% [5].
Designing an efficient URLLC system capable of meeting the aforementioned requirements
poses a significant challenge, especially considering the fundamental tradeoffs between latency,
reliability, spectral efficiency, and power consumption [6]. While it has been shown that on their
own legacy systems are either not able to operate in URLLC regime [7], or become prohibitively
inefficient [8], many of the concepts they use are still valid and can be adapted to this new
paradigm. Diversity-providing mechanisms are particularly crucial, since they are an unavoidable
necessity when facing stringent reliability requirements.
One such mechanism is hybrid automatic repeat request (HARQ), which provides diversity
in a reactive way upon reporting of an error by the receiver. Its flexibility and the potential
to offer significant gains have been thoroughly studied both theoretically [9] and in practical
scenarios [10] which led to the implementation of HARQ in the third generation system HSPA
and onwards. While applying HARQ in URLLC is challenging due to the stringent latency
constraint, we note that the alternative for reaching high reliability through one-shot transmis-
sion [11] is very inefficient in terms of power and, whenever feasible, some form of HARQ
is highly desirable. As shown in [12], even with latency budget as low as 1 ms, the new 5G
features including: shortened transmission time intervals (TTIs), higher subcarrier spacing and
improved processing times will allow for at least one retransmission opportunity.
While generally beneficial, especially as a mechanism to enhance reliability, HARQ in URLLC
should be designed in a lean way and avoid inefficiencies. First, as the amount of time-frequency
resources in the system is finite, the need to accommodate both new packets and retransmissions
increases the probability of queuing which is especially detrimental for URLLC. Second, as
3the system preserves the previous unsuccessful copies of the packet, retransmission of the full
payload can be wasteful. Meanwhile, practial systems prefer to work with fixed-size resources
where adapting the size of the retransmissions is not possible.
The shortcomings of HARQ can be mitigated with the help of non-orthogonal multiple access
(NOMA). This technique involves transmitting multiple packets over the same time-frequency
resources thereby intentionally introducing interference. Due to its ability to accommodate more
users and reduce latency, NOMA has been identified by researchers as one of the enablers of
URLLC [13] . For a comprehensive overview of this topic and a discussion on different existing
variants of NOMA reader is directed to [14] [15]. Our motivation for using NOMA is the fact that
it can address the HARQ inefficiencies and allow efficient use of the time-frequency resources.
A. Related work
On their own, both HARQ and NOMA topics have been extensively covered in the literature.
In [16], the authors optimize the average power of HARQ with finite number of retransmissions
and a given outage probability target. The Chase combining (CC) variant is assumed, Rayleigh
fading channel and a single bit feedback. The incremental redundancy (IR) type HARQ is studied
in [17], where the aim is to maximize the throughput for a given reliability constraint. This is
achieved through rate adaptation, however the assumption of a full buffer used there might not be
suitable for all URLLC applications. In [18] and [19], the authors investigated HARQ explicitly
in the URLLC context by considering transmission of short packets (finite blocklength regime)
over AWGN channel. Moreover, in their optimization problems authors consider the impact of
the feedback delay and overall energy budget.
While the literature on uplink NOMA is not as extensive as on its downlink counterpart,
some interesting contributions can be found in [20], [21]. The former provides insights into the
achievable sum-rate and outage probability with a given transmit power, while the latter discusses
rate and power allocation scheme that ensures required probability of error. As far as solutions
combining both HARQ and NOMA are concerned, the literature is even more scarce. Some of
the reported works include [22]–[24], but except for the last one, they do not consider uplink
scenario which entails radically different system model. To the best of the authors knowledge,
none of the contributions on NOMA and HARQ deal with the comprehensive, multi-user scenario
where the amount of resources is finite and the effects of queuing are considered.
4B. Contributions
In this work we investigate the performance of the uplink OMA and NOMA systems employing
HARQ mechanism. Considered framework involves very limited number of retransmission oppor-
tunities and tight reliability constraints which are meant to conform to the URLLC use case and
hence provide useful insights into the design of practical systems. As a main contribution of this
paper, we develop a comprehensive solution involving power allocation and packet scheduling
that efficiently accommodates multiple intermittently active URLLC users, each with its own
HARQ process, over a finite pool of resources. We achieve this by decoupling the two problems.
First, we formulate the power allocation problem as a minimization of the average transmit power
subject to the reliability constraints. This is done by finding optimal error targets per each HARQ
round. Next, a joint scheduling problem is considered, where we develop a simple heuristic that
allows to make a decision which packets should be prioritized in case of insufficient resources
based on the optimal error targets and transmit powers determined in the earlier step.
The solution outlined above is developed in two variants, based on OMA and NOMA principle.
Furthermore, for each of them we propose two different approaches depending on the type of
CSI available: Statistical CSI, where only the distribution of channel realizations is known and
Instantaneous CSI, where additionaly the channel conditions of the next transmission (and only
the next) are known. In the former case, we study and compare the performance of CC and
IR HARQ techniques assuming asymptotic (infinite) blocklength. In the Instantaneous CSI case
where the channel at hand becomes AWGN, we develop the methodology and analyze OMA-
and NOMA-HARQ in incremental redundancy mode under the finite-blocklength assumption.
The two CSI scenarios are meant to provide bounds on how the channel knowledge can impact
the performance. The proposed approaches are evaluated by means of Monte Carlo simulations,
revealing that our NOMA schemes can effectively deal with more than twice as much URLLC
load as their OMA counterparts using the same amount of channel resources. This increase in
system capacity comes at the expense of only a slight increase in transmit power.
This contribution extends the prior study [25] by introducing significant changes. Most notably,
as the activation of users is no longer deterministic and the total user population is larger than the
amount of channel resources queuing issues need to be taken into account. The signal model now
includes the effect of distant-dependent large scale fading, which impacts the power assignment
5in NOMA, as some UEs become preferable to the others. Furthermore, unlike in [25], we do not
restrict the pairing in NOMA to be only between new packets and retransmissions. Instead, we
generalize the approach and allow the packets to be scheduled non-orthogonally in whichever
way that minimizes the total power spent.
The rest of the paper is organized as follows. In Section II we describe the system and signal
model. In Section III we go into the details of optimal error targets and power allocation for OMA
and NOMA with statistical CSI. In Section IV we extend the discussion to the known channel
case and finite blocklength communication. In Section V we discuss briefly the scheduling and
resource allocation technique. In Section VI we present the simulation results together with their
thorough discussion. Lastly, in Section VII we offer final conclusions that close the paper.
II. SYSTEM MODEL
In this work, we consider a single cell serving the uplink traffic of N devices running URLLC
applications. We assume that the packets of each UE are of the same, fixed size and span
K channel uses, i.e. symbols. Moreover, they carry the same amount of B information bits
leading to equal rates which we denote as R = B/K [bits/symbol]. The K channel uses
that constitute a packet occupy a contiguous block of time-frequency resources which we will
interchangeably refer to as TF-block or slot. A single TF-block is considered smaller than the
coherence bandwidth/time and distinct slots experience independent Rayleigh fading. The number
of available TF-blocks is limited toW per uplink phase, and the base station’s (BS) goal is to best
distribute them between UEs’ transmissions. The generation of new packets at each device j is
intermittent and occurs with probability b. Whenever new packet appears, UE sends a scheduling
request (SR) for that packet in the next available uplink phase and consequently receives the
grant from the BS with instructions regarding time-frequency resource allocation and appropriate
transmit power. It is further assumed that this step is error-free and happens in parallel with the
usual exchange of packets that are carrying payload, i.e. there are dedicated resources for SRs
and in a single uplink phase UE can send both the previously scheduled packets as well as a
new request. These assumptions are reasonable in the URLLC context considering the stringent
latency requirements. As such, we can view the scheduling handshake procedure as transparent
as it simply creates a constant offset between the arrival of the new packet at UE’s buffer and
the moment it is transmitted. Hence, in the remainder of this paper we will simply say that in
6each uplink phase device will transmit a new packet with probability b.
Due to the latency requirement of URLLC, we assume that once a new packet is generated
it can be transmitted only during the next L + 1 uplink phases and is dropped otherwise.
Consequently, unsuccessful packets can be retransmitted during that window to increase the
reliability (up to L times if every opportunity is used). Two variants of the HARQ mechanism
are considered for this: Chase combining (CC) and incremental redundancy (IR).
Following the NOMA principle, in this work we admit the possibility of users sharing the
same resources. Let us denote by Ii the set of indices of the UEs transmitting over i-th TF-block.
The complex baseband signal received over its K channel uses can be written as
yi =
∑
j∈Ii
√
Pi,jgi,jxi,j + ni (1)
where Pi,j ∈ R is the transmit power of user j in TF-block i, gi,j ∈ C is the channel between j-th
UE and the BS over the i-th TF-block, xi,j ∈ CK are the complex transmitted symbols assumed to
be Gaussian distributed with zero mean and unit variance and ni ∈ CK is complex additive white
Gaussian noise with zero mean and variance σ2. The channel coefficients are given by gi,j =
hi,j√
dαj
,
where hi,j is the Rayleigh fading component, which is independent and identically distributed
(i.i.d) zero mean circularly symmetric complex Gaussian (ZMCSCG) random variable with unit
variance, while dαj is a pathloss term accounting for the distance between UE j and the BS. The
distance itself is uniformly distributed as dj ∼ U(Dmin, Dmax). The realizations of hi,j change
between different transmissions while the distance dj remains constant for a particular user.
In this work we consider two different scenarios that provide the bounds on the performance
of presented HARQ schemes.
1) Statistical CSI: Similarly to the work presented in [25] we assume here that at the time of
scheduling new transmissions the base station has only a statistical knowledge about the future
channel realizations hi,j , i.e. that they are i.i.d. ZMCSCG. BS knows however the distances d
of all users and hence knows the variance of g.
2) Instantaneous CSI: In this scenario we assume that BS knows the CSI of the next trans-
mission at the time of performing the scheduling, i.e. it knows the channel coefficients g for the
immediate uplink stage, but not the ones coming afterwards1.
1In practice, obtaining the CSI involves auxiliary procedures that can deteriorate the reliability. By neglecting these we gain
an insight into the upper bound of the performance in such scenario.
7Fig. 1. Receiver operation
A. Base Station operation
A simplified diagram explaining the principle of operation of the receiver is shown in Fig. 1.
As discussed earlier, UEs generate new packets independently with probability b, so the resulting
total number of scheduling requests received by the BS is given by a binomial distribution with
N trials and success probability b. The new packets are referred to as being in state/round 0,
while all those that arrived earlier and failed the decoding (or were not transmitted) belong
to any of the other 1, . . . , L rounds. The packets from all rounds are jointly scheduled by the
BS, which determines the appropriate assignment of TF-blocks and power levels. The exact
procedure governing this step is described in detail in section V. The information regarding
scheduling and power allocation is then signaled to all concerned UEs so that they can perform
coordinated transmission in the upcoming uplink phase. Note that, when the number of resources
W is finite, it might not be possible to schedule all the packets, in which case they are moved
directly to their next round as if they failed or were transmitted with power 0. In the decoding
step, if NOMA is employed, it is assumed that the receiver is capable of SIC and depending on
the use case we will consider either optimal or fixed decoding order.
III. HARQ WITH STATISTICAL CSI
A. OMA-HARQ
Let us start by analyzing a simpler approach where the base station is allowed to schedule
uplink transmissions only in an orthogonal manner, dedicating one TF-block for each packet.
8The SNR of the packet received from user j, conditioned on its power Pj and distance from the
BS dj , is distributed exponentially according to the pdf
fe
(
x;
Pj
dαj σ
2
)
=
dαj σ
2
Pj
e
−
xdαj σ
2
Pj . (2)
Taking into account prior unsuccessful transmissions ans assuming CC is used, the decoding
failure probability after l-th attempt (counting from 0 as the initial one) is given by [9]
p(l)er,ccj = Pr
{
log2
(
1 +
l∑
i=0
SNR
(i)
j
)
< R
}
(3)
where SNR
(i)
j is the SNR of j-th UE’s packet in its i-th attempt. When IR-HARQ is used, then
p
(l)
er,irj
= Pr
{
l∑
i=0
log2
(
1 + SNR
(i)
j
)
< R
}
. (4)
The two expressions can be rearranged to depend only on the last packet realization since all
the previous SNRs are already known
p(l)er,ccj = Pr
{
SNR
(l)
j < 2
R − 1−
l−1∑
i=0
SNR
(i)
j = γ
(l)
ccj
}
(5)
p
(l)
er,irj
= Pr
{
SNR
(l)
j <
2R∏l−1
i=0
(
1 + SNR
(i)
j
) − 1 = γ(l)irj
}
. (6)
To simplify the notation we introduce the terms γ
(l)
ccj and γ
(l)
irj
denoting a “residual SNR” which
is the amount of signal power needed until the packet can be decoded (at l = 0 simply equal to
2R − 1). Throughout this paper we will typically omit the cc/ir subscript since each method is
discussed in a dedicated section making it clear which definition is used.
By combining eq. (2) with either of the two (5), (6) the error probability is obtained:
p(l)erj = 1− e
−
γ
(l)
j
dαj σ
2
P
(l)
j . (7)
It further follows from (7) that the minimum power required to achieve certain target error
p
(l)
erj = ǫ
(l)
j is
P
(l)
j = −
γ
(l)
j d
α
j σ
2
ln(1− ǫ(l)j )
. (8)
9Because the BS’s goal is to spend (on average) as little power on a packet as possible while
providing certain reliability guarantees, we define the following optimization problem
Ψ
(l,L)
j (γ
(l)
j ,Θ
(l)
j ) = min
ǫ
(l)
j
P
(l)
j +
∫ γ(l)j
0
fe
(
xl;
P
(l)
j
dαj σ
2
)
Ψ
(l+1,L)
j
(
γ
(l+1)
j ,
Θ
(l)
j
ǫ
(l)
j
)
dxl (9a)
s.t.
L∏
i=l
ǫ
(i)
j ≤ Θ(l)j (9b)
where Θ
(l)
j =
ǫtar∏l−1
i=0 ǫ
(i)
j
is the remaining error budget resulting from the previous transmission
attempts and the overall target ǫtar (such as 10
−5 in URLLC). The problem (9) can be summarized
as follows. For a given packet, currently at round l, BS needs to decide on its next error target
ǫ
(l)
j that will minimize the expected power moving forwards. The objective (cost) is composed
of two terms. First, the power P
(l)
j spent in the immediate round, which is directly related to
the chosen error target via (8). Second, the expected additional power that will be spent if the
packet fails. Note that ǫ
(l)
j impacts the second part in two ways: it determines the remaining
error budget Θ
(l+1)
j and, through P
(l)
j , the distribution of the SNR of the current transmission
xl that affects the new residual SNR γ
(l+1)
j . Depending on the HARQ mode, the relationship
between xl and γ
(l+1)
j is captured by either (5) or (6). In general, the problem (9) is difficult as
it involves the recursive term Ψ
(l+1,L)
j which contains Ψ
(l+2,L)
j , etc., that all require finding an
optimal target. We will now consider the two special cases that arise when CC or IR is used.
1) Chase Combining: In case of CC mode of HARQ, the optimization problem is greatly
simplified, which is captured by the following theorem:
Theorem 1: When using Chase Combining, the individual, per-stage error targets that mini-
mize the expected power depend only on the remaining error budget Θ
(l)
j . Due to the lack of
dependency on other parameters, in particular rate R and residual SNRs, the recursive problem
(9) becomes equivalent to
Ψ
(l,L)
j (γ
(l)
j ,Θ
(l)
j ) = min
ǫ
(l)
j , . . . , ǫ
(L)
j
(
−γ(l)j dαj σ2
) L∑
i=l
1
ln(1− ǫ(i)j )
i−1∏
k=l
ln(1− ǫ(k)j ) + ǫ(k)j
ln(1− ǫ(k)j )
(10a)
s.t.
L∏
i=l
ǫ
(i)
j = Θ
(l)
j (10b)
The proof of Theorem 1 can be found in Appendix A. By minimizing Ψ
(0,L)
j (2
R− 1, ǫtar) using
the definition (10) stated in the Theorem 1, the BS can determine all targets ǫ =
[
ǫ(0), . . . , ǫ(L)
]
in
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advance. While the analytical approach is not tractable, numerical solutions can be obtained rather
easily. Moreover, since the final target error rate ǫtar and the maximum number of retransmissions
L are typically system-wide parameters with limited number of configurations, the sequence ǫ
do not require frequent updates and is identical for all UEs.
2) Incremental Redundancy: When the IR-type HARQ is used, determining optimal error
targets is much more complex. In general their values do depend on the current residual SNR
and should be recomputed after each failed transmission. Consequently, it is not possible to
simplify the problem in the same way as in CC and compute all targets at once for arbitrary
(l, L). When l = L− 1, the problem can be turned into a univariate, unconstrained optimization
(by merit of ǫ
(L)
j =
ǫtar∏L−1
i=0 ǫ
(i)
j
) and reads
Ψ
(L−1,L)
j (γ
(L−1)
j ,Θ
(L−1)
j ) = min
ǫ
(L−1)
j
P
(L−1)
j +
γ
(L−1)
j∫
0
fe
(
xL;
P
(L−1)
j
dαj σ
2
)− γ(L−1)j −xL1+xL dαj σ2
ln(1− ǫ(L)j )
 dxL
(11)
where the update to the residual SNR in incremental redundancy γ
(l+1)
irj
=
γ
(l)
irj
−SNR
(l)
j
1+SNR
(l)
j
follows
from the definition in (6). The integral doesn’t have a closed form, however a relatively simple
approximation can be obtained by substituting exponential function with its first-order Taylor
expansion around 0 i.e. e
ln(1−ǫ
(L−1)
j
)x
γ
(L−1)
j ≈
(
1 +
ln(1−ǫ
(L−1)
j )
γ
(L−1)
j
x
)
. The approximated objective function
becomes then
− γ
(L−1)
j d
α
j σ
2
ln(1− ǫ(L−1)j )
+
ln(1− ǫ(L−1)j )dαj σ2
γ
(L−1)
j ln(1− ǫ(L)j )
(
γ
(L−1)
j (ln(1− ǫ(L−1)j )− 2)
2
+ ln(1− ǫ(L−1)j ) +
(γ
(L−1)
j + 1)(γ
(L−1)
j − ln(1− ǫ(L−1)j )) ln(γ(L−1)j + 1)
γ
(L−1)
j
) (12)
Since in this work we will consider only scenarios with at most L = 2 retransmissions (in
line with the low latency requirement) we adopt the following approach:
1) For the few limited configurations characterized by transmission rate R and ǫtar the
optimal ǫ
(0)
j , which is a solution to Ψ
(0,2)
j (2
R− 1, ǫtar) as defined in (9), is found through
an exhaustive search (performed offline). To do this, we sweep through its possible values,
fixing ǫ
(0)
j , and then calculating the remaining expected power by solving and integrating
(12) over a [0, γ
(0)
j ] range and with Θ
(1)
j =
ǫtar
ǫ
(0)
j
. Note that since the initial γ
(0)
j = 2
R − 1
is identical for all UEs, so is the optimal ǫ
(0)
j .
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2) After the first transmission, users who failed will end up with different residual SNRs. For
each of them, the optimal error target for the upcoming retransmission is obtained sepa-
rately by minimizing (12). Since Ψ
(1,2)
j (γ
(1)
j ,
ǫtar
ǫ
(0)
j
) is a univariate unconstrained problem
with a closed form, it is relatively simple to obtain the solution numerically.
3) In case second retransmission is necessary ǫ
(2)
j =
ǫtar
ǫ
(0)
j ǫ
(1)
j
as follows from the constraint.
B. NOMA-HARQ
As an enhancement of the OMA scheme we explore an approach in which the base station is
allowed to schedule multiple UEs over the same channel resources. This can be useful especially
in two instances 1) when due to the inherent randomness of new packet arrivals combined with
decoding errors system enters a period of congestion and is forced to queue packets 2) when
the residual SNR of unsuccessful packet is very low and assigning dedicated resources to a
retransmission would be wasteful.
Similarly to [25] we start by defining the error probability of the transmission over shared
channel resources. The expression is comprised of two terms: error probability with interferer’s
signal decoded and canceled, and the case when SIC is not successful. If the UE j, transmitting
for the l-th time, is sharing the TF-block with UE k, who is currently at its m-th attempt, then
p(l)erj =Pr

P
(l)
j
∣∣∣h(l)j ∣∣∣2
dαj σ
2
< γ
(l)
j ,
P
(m)
k
∣∣∣h(m)k ∣∣∣2
dαk
(
P
(l)
j
∣∣∣h(l)j ∣∣∣2
dα
j
ζj + σ2
) > γ(m)k

+ Pr

P
(l)
j
∣∣∣h(l)j ∣∣∣2
dαj
(
P
(m)
k
∣∣∣h(m)k
∣∣∣2
dα
k
ζk + σ2
) < γ(l)j , P (m)k
∣∣∣h(m)k ∣∣∣2
dαk
(
P
(l)
j
∣∣∣h(l)j ∣∣∣2
dαj
ζj + σ2
) < γ(m)k

(13)
and the error probability of the second user of the TF-block p
(m)
erk is obtained by simply interchang-
ing the indices j ↔ k and l ↔ m. The coefficients ζj and ζk denote the interference reduction
coefficients which will be explained later on. This way of formulating (13) is symmetrical and
hence optimal in terms of ordering, i.e. if any of the two transmissions can be decoded in the
presence of interference, the other one becomes interference-free. The expression (13) can be
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obtained in the closed form as
p(l)erj =

1−
 S(l)j
S
(m)
k φ
(m)
k + S
(l)
j
+
S
(m)
k
S
(l)
j φ
(l)
j + S
(m)
k
e
−σ2
φ
(l)
j
+1
S
(m)
k
 e− σ2S(l)j
︸ ︷︷ ︸
A
, if φ
(l)
j φ
(m)
k ≥ 1
A−
(
1− S
(l)
j
S
(m)
k
φ
(m)
k
+S
(l)
j
− S
(m)
k
S
(l)
j φ
(l)
j +S
(m)
k
)
e
− σ
2
1−φ
(l)
j
φ
(m)
k
(
φ
(l)
j
+1
S
(m)
k
+
φ
(m)
k
+1
S
l)
j
)
, if φ
(l)
j φ
(m)
k < 1
(14)
where S
(l)
j =
P
(l)
j
γ
(l)
j d
α
j
and φ
(l)
j = γ
(l)
j ζj . The derivation of (14) is discussed in Appendix B.
Recall that in the OMA case, the first step was to find the optimal error target ǫ
(l)
j which
then could be plugged into (8) to determine the transmit power for the next transmission. In the
NOMA setting ǫ
(l)
j and ǫ
(m)
k that minimize the expected power per packet of each respective user
would have to be found jointly which is significantly more difficult. Due to its high computational
complexity, in this work we will omit this process and instead use the same targets as for OMA.
This can be further justified by analyzing the results and findings presented in [25] which show
that the optimal error targets for OMA and NOMA are in fact very similar.
With ǫ
(l)
j , ǫ
(m)
k given and the error probabilities defined as in (14), the transmit powers are
assigned to users by solving the following optimization problem:
arg min
P
(l)
j , P
(m)
k
P
(l)
j + P
(m)
k (15a)
s.t. p(l)erj ≤ ǫ(l)j , p(m)erk ≤ ǫ
(m)
k (15b)
The solution is found using an interior-point convex solver. While the constraint functions are not
convex, the domain can be divided into two disjoint regions:
P
(l)
j
dα
j
>
P
(m)
k
dα
k
and
P
(l)
j
dα
j
<
P
(m)
k
dα
k
. The
global minimum is determined by finding the local minimum of each and selecting the lower one.
1) Chase Combining: When using NOMA with Chase Combining additional assumption is
required for the expression (13) to be valid. Note that the total SINR of a packet can be written
as a simple sum of the SINRs of its individual copies only when the interference in each of
them is uncorrelated. For that reason we ensure in our simulations that throughout its L + 1
transmissions a packet is never paired more than once with the same packet of other user. This
is rarely an issue and does not impact reliability, only the scheduling process explained later on.
In certain cases the procedure described in [25] can be refined by utilizing the previous copies
of the interfering packet to partially cancel its contribution in the current transmission even
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before applying the SIC. This is reflected in (13) by the reduction coefficients ζj and ζk. The
details on how to obtain them can be found in Appendix C.
2) Incremental Redundancy: In addition to CC-HARQ, we investigate the NOMA approach
with IR. Since in IR each packet is composed of different symbols, it can be assumed that all
of them experience independent interference. As a result, there is no need for the additional
constraint on the scheduling that was required for CC. At the same time, since the additional
interference reduction in CC was achieved by combining previous signals containing the same
packet it is no longer possible to use this feature with IR 2 and ζj, ζk = 1.
IV. INSTANTANEOUS CSI AND FINITE BLOCKLENGTH
The preceding analysis pertained to the case of Rayleigh fading channel whose realizations
are unknown until after the reception of the packet (through perfect estimation) and a priori
only their distribution is known. However, due to the low end-to-end latency of the URLLC
communication it is of interest to investigate also the case where the channel coherence time is
large enough that the BS can treat the channel during subsequent uplink transmission as known.
Unlike in statistical CSI case where the dominant source of errors is fading [26], here the finite
blocklength effects become crucial. Since the channel effectively becomes AWGN, the decoding
errors are caused solely by noise which is especially prominent in short packets. Hence, to study
the case of instantaneous CSI we resort to finite blocklength analysis [27] and, for tractability
reasons, limit the scope to just the case of IR-HARQ.
A. Finite blocklength OMA-HARQ
As previously, let us start with a simpler case of dedicated resources. The average mutual
information contained in l-th transmission of the packet from user j can be written as [27]
I
(l)
j =
1
K
K∑
n=1
ln
1 + P (l)j
∣∣∣h(l)j ∣∣∣2
dαj σ
2
+
∣∣∣y(l)j,n∣∣∣2
P
(l)
j
∣∣∣h(l)j ∣∣∣2
dα
j
+ σ2
−
∣∣∣∣∣y(l)j,n −
√
P
(l)
j
dαj
h
(l)
j x
(l)
j,n
∣∣∣∣∣
2
σ2
 (16)
2An equivalent technique could be attempted with incremental redundancy, however the exact procedure and resulting gains
are difficult to asses. To suppress the current interfering packet the previous (unsuccessful) packets would have to be soft-decoded
and then re-encoded with mother code rate to “guess” the next corresponding symbols in the buffer.
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where the sum involves all received and transmitted symbols y
(l)
j,n and x
(l)
j,n respectively. In (16)
the difference of the last two terms is a Laplacian random variable with zero mean and variance
equal to
2P
(l)
j
∣∣∣h(l)j ∣∣∣2
P
(l)
j
∣∣∣h(l)j ∣∣∣2+dαj σ2 . As shown in [27] a sum of K such Laplacian random variables can be
well approximated by a Gaussian random variable with zero mean and K times higher variance.
Hence, the average mutual information contained in a codeword of size K follows:
Iˆ
(l)
j ∼ N
ln
1 + P (l)j
∣∣∣h(l)j ∣∣∣2
dαj σ
2
 , 2P (l)j
∣∣∣h(l)j ∣∣∣2
K
(
P
(l)
j
∣∣∣h(l)j ∣∣∣2 + dαj σ2)
 . (17)
Since the codewords in IR can be treated as independent, the total mutual information pro-
vided by l subsequent transmissions is also a Gaussian random variable with mean µ
(l)
j =∑l
i=0 ln
(
1 +
P
(i)
j
∣∣∣h(i)j ∣∣∣2
dαj σ
2
)
and variance ν
(l)
j =
1
K
∑l
i=0
2P
(i)
j
∣∣∣h(i)j ∣∣∣2
P
(i)
j
∣∣∣h(i)j ∣∣∣2+dαj σ2 .
Again, the ultimate goal is to minimize the expected total power per packet, however the
optimization problem is considerably different. Since the immediate channel realization is known,
it is clear that the optimal transmit power (and the corresponding optimal error probability)
is a function of both the instantaneous channel gain and the statistics of the future channel
realizations. Moreover, after the failed attempt, the receiver is not able to determine the exact
residual mutual information3 as it depends on the particular realizations of the noise which are
unknown. To determine the transmit power for the packet at round l belonging to user j, the BS
needs to solve the recursive optimization problem which can be framed as follows:
Ψ
(l,L)
j
(∣∣∣h(l)j ∣∣∣2 , µ(l−1)j , ν(l−1)j ) = min
P
(l)
j
P
(l)
j + ǫ
(l)
j
∫ ∞
0
e−zl+1Ψ
(l+1,L)
j
(
zl+1, µ
(l)
j , ν
(l)
j
)
dzl+1
(18a)
s.t. FN
(
R ln 2;µ
(L)
j , ν
(L)
j
)
≤ ǫtar (18b)
where FN (·; ·, ·) is the CDF of Gaussian distribution, ǫ(l)j =
FN
(
R ln 2;µ
(l)
j ,ν
(l)
j
)
FN
(
R ln 2;µ
(l−1)
j
,ν
(l−1)
j
) is the failure
probability and the integration is over the possible channel gains in the next uplink phase. Note
that both ǫ
(l)
j and the recursive term Ψ
(l+1,L)
j
(
zl+1, µ
(l)
j , ν
(l)
j
)
depend on the latest P
(l)
j and
∣∣∣h(l)j ∣∣∣2
as they are included in µ
(l)
j and ν
(l)
j .
3In fact, the residual mutual information R ln 2−
∑l
i=0 Iˆ
(i)
j is a random variable following truncated Gaussian distribution
restricted to [0, R ln 2].
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As was the case earlier, the general closed form expression for the objective function (18a)
is difficult to obtain. In the last attempt, i.e. l = L, the optimal power follows directly from the
constraint (18b). More specifically, P
(L)
j = ρ
dαj∣∣∣h(L)j ∣∣∣2 , where ρ is the solution to the equation
1
2
1 + erf
R ln 2− ln (1 + ρσ2 )− µ(L−1)j√
4ρ
K(ρ+σ2)
+ ν
(L−1)
j
 = ǫtar (19)
with erf(·) being the error function. For l = L−1, the optimal power P (L−1)j can be determined
by minimizing the objective (18a) which in that case becomes
P
(L−1)
j +
FN
(
R ln 2;µ
(L−1)
j , ν
(L−1)
j
)
FN
(
R ln 2;µ
(L−2)
j , ν
(L−2)
j
) ρ ∫ ∞
0
1
zL
e−zLdzL. (20)
The integral, which represents the expected value of 1/
∣∣∣h(L)j ∣∣∣2 (inverse exponential distribution),
does not converge. To remedy that, we assume that any packet which is in a deep enough fade
during its last L-th transmission will be dropped. Since the overall target error rate is ǫtar we
select ǫdrop < ǫtar and find the point through inverse CDF |hfade|2 = F−1e (ǫdrop; 1) which will
be the lower limit for the integration. Although minimization of (20) requires solving recursively
(19) as well (choice of P
(L−1)
j determines ρ), it can still be done quite efficiently numerically.
For l ≤ L − 2 the optimization becomes even more complex as it adds another level of
recursion and since in this work we consider at most L = 2 retransmissions, Ψ
(0,2)
j can become
a bottleneck. A better idea is to precompute P
(0)
j as a function of
∣∣∣h(0)j ∣∣∣2 offline which we show
in Fig.2. In practice, during our simulations the following approach is used:
1) For the newly arrived packet experiencing
∣∣∣h(0)j ∣∣∣2, the optimal power P (0)j is determined
by interpolation on Fig. 2(a).
2) If the packet fails during initial transmission, the optimal power P
(1)
j is determined by
minimizing (20). If the packet ended up in round 1 due to being postponed (e.g. because of
the deep fade) then P
(1)
j can be interpolated from Fig. 2(b). Note that this is a consequence
of Ψ
(0,1)
j being equivalent to Ψ
(1,2)
j with P
(0)
j = 0.
3) If the packet fails for the second time, then P
(2)
j is obtained by solving (19).
Lastly, we note that the optimal power obtained by solving (18) can be 0 (cf. Fig. 2). This
means the BS consciously chooses to postpone the packet based on unfavourable
∣∣∣h(l)j ∣∣∣2.
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Fig. 2. The optimal transmit power and resulting error probability as a function of current channel gain realization for R = 1.
The values are normalized to σ2 = 1 and dα = 1. The three figures correspond to the power used during initial transmission
assuming (a) L = 2, (b) L = 1, (c) L = 0 allowed retransmissions.
B. Finite blocklength NOMA-HARQ
Lastly, we move on to discuss the application of NOMA-HARQ in the finite blocklength
scenario. Let P
(l)
j and P
(m)
k be the transmit powers of the two packets which are to be scheduled
in the same TF-block and let the packet from user j be attempted to decode first4. We will also
denote the received powers as Q
(l)
j =
P
(l)
j
∣∣∣h(l)j ∣∣∣2
dαj
, Q
(m)
k =
P
(m)
k
∣∣∣h(m)k
∣∣∣2
dα
k
respectively. The resulting
error probabilities are
p(l)erj =
FN
(
R ln 2; ln
(
1 +
Q
(l)
j
Q
(m)
k
+σ2
)
+ µ
(l−1)
j ,
2Q
(l)
j
K
(
Q
(l)
j +Q
(m)
k
+σ2
) + ν(l−1)j
)
FN
(
R ln 2;µ
(l−1)
j , ν
(l−1)
j
) (21)
p(m)erk =
(
1− p(l)erj
) FN (R ln 2; ln(1 + Q(m)kσ2 )+ µ(m−1)k , 2Q(m)kK(Q(m)
k
+σ2
) + ν(m−1)k
)
FN
(
R ln 2;µ
(m−1)
k , ν
(m−1)
k
)
+ p(l)erj
FN
(
R ln 2; ln
(
1 +
Q
(m)
k
Q
(l)
j +σ
2
)
+ µ
(m−1)
k ,
2Q
(m)
k
K
(
Q
(m)
k
+Q
(l)
j +σ
2
) + ν(m−1)k
)
FN
(
R ln 2;µ
(m−1)
k , ν
(m−1)
k
)
(22)
We make note here of the slight abuse of our usage of the terms µ and ν. These are meant to
represent the means and variances of the mutual information obtained in earlier rounds and are
4Accounting for optimal SIC ordering becomes relevant when there is an uncertainty about the relationship between two
received powers. Clearly this is not the case when channel realizations are known in advance.
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clearly a function of the SINR of the signal of interest. Since in the NOMA approach earlier
replicas of the packet could have also been scheduled non-orthogonally one should keep in mind
to include the appropriate interference terms in the calculations of µ and ν.
To find the appropriate powers for the two UEs we follow similar heuristic as before. Let
P
(l)
j
⋆
and P
(m)
k
⋆
be the optimal OMA powers of users j and k for the upcoming round as given
by (18). Consequently, in the OMA setting, these powers would result in the error probabilities
ǫ
(l)
j
⋆
and ǫ
(m)
k
⋆
respectively. Then, the goal is to find appropriate P
(l)
j and P
(m)
k for the NOMA
transmissions such that the individual OMA error targets are met:
arg min
P
(l)
j , P
(m)
k
P
(l)
j + P
(m)
k (23a)
s.t. p(l)erj ≤ ǫ(l)j
⋆
, p(m)erk ≤ ǫ
(m)
k
⋆
(23b)
The rationale behind using the same error targets for NOMA as for OMA is again the
tractability of the problem. Finding even a single pair of optimal NOMA targets has high
computational complexity, and in the instantaneous CSI case they would have to be computed
for each pair of values
( ∣∣∣h(l)j ∣∣∣2 , ∣∣∣h(m)k ∣∣∣2 ). The solution to (23) is found numerically.
V. SCHEDULING
The last element missing before we move on to the results is the matter of scheduling. As
already mentioned, in this work we consider a system having a finite amount of resources,
namely W TF-blocks. These might not be enough to accommodate all the packets of the active
users which inevitably leads to queuing and requires defining a scheduling policy. Because of
the complexity of the problem whose optimal solution would require taking into account both
current packets and future arrivals and since scheduling is not the primary topic of this work,
we decide to settle for a heuristic approach which will be now described.
A. OMA scheduling
When the total number of packets in the system T is lower than the amount of resources W
the scheduling decision is straightforward. Furthermore, in the instantaneous CSI case, the BS
can already at this point decide that some of the packets should be postponed based on their
poor channel conditions. We also remark that there is no limit regarding how many of them a
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single UE can send in one UL phase as long as there are available resources and is instructed
to do so by the BS5.
In case the number of packets T exceedsW , the BS performs an intermediate step and decides
which of them should be postponed. To do this we adopt the following procedure:
1) The priority is given to the packets currently in their last L-th round. If the number TC of
such critical packets exceeds W the ones which require the least power are transmitted
and the remaining are dropped. All the non-critical T − TC packets are postponed, i.e.
they are moved to the next round. Note that dropping the packets is the last resort since
it compromises the overall reliability.
2) If TC < W , the remaining TF-blocks are used to transmit some of the non-critical packets.
For each of them BS calculates two values: current expected OMA power Ψ
(l,L)
j , and the
expected power assuming this round was skipped Ψ
(l+1,L)
j |P (l)j = 0. Note that since
P
(l)
j = 0 =⇒ ǫ(l)j = 1 the second value entails more aggressive future error targets that
will account for the lower number of retransmission opportunities. The packets that will be
scheduled are those with the highest difference (Ψ
(l+1,L)
j |P (l)j = 0)−Ψ(l,L)j . The rationale
is to prioritize the packets which are the most “expensive” to postpone. Depending on
the CSI scenario, the expected powers are obtained based on either (9) or (18).
Once the set of packets that will be sent is established, their optimal transmit powers are
determined as outlined in the appropriate section (statistical/instantaneous CSI, CC/IR).
B. NOMA scheduling
The overall procedure for deciding which packets to postpone is similar to the OMA case
with the following caveats:
1) Since pairing allows to accommodate twice as many packets, queuing starts only when
T > 2W . Again, the priority is given to the packets at round L and if TC > 2W the ones
requiring highest power are dropped.
2) When deciding which of the non-critical packets to transmit immediately and which to
postpone the procedure is identical as for OMA, i.e. the calculation of the expected powers
5Because at each step user generates a new packet with probability b and, since the allowed number of retransmissions is L,
each user can be storing in its buffer up to L+ 1 packets at any given time (each at a different round).
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is also based on the equations derived for OMA. While this is a suboptimal approach,
it is not clear how to compare the current and future NOMA powers since that would
require the a priori knowledge of which users will be active next and what will be the
exact pairing now and in the future. Instead, we resort to a simple heuristic that if the
packet is “expensive” to postpone in OMA terms, then it is also the case for NOMA,
especially since the latter always require some extra power.
The next step is to determine the pairing. Let us denote the number of pairs to be created
as q. When T ≥ 2W then q = W , however when T < 2W we can consider two cases for our
simulations. a) Power conservative (PC) approach which will form pairs only if necessary, i.e.
when T > W , leading to q = max(T−W, 0). Consequently the usage of resources is maximized.
b) Resource conservative (RC) approach where as many pairs as possible are made resulting in
q =
⌊
T
2
⌋
. The usage of resources is minimized at the cost of higher power.
Once it is decided which packets will be transmitted and how many pairs are needed, the
appropriate matching of the users is determined:
1) First, for each pair of packets we calculate the optimal NOMA powers according to
either (15) or (23). Then, we compare them with the optimal OMA powers of each of the
user to determine the difference
(
P
(l)
j,NOMA + P
(m)
k,NOMA
)
− P (l)j,OMA − P (m)k,OMA, which is
the extra cost of scheduling the two packets together rather than on dedicated resources.
Note that some of the pairs cannot be formed. The possible reasons include: earlier joint
transmission (only applicable to CC-HARQ), optimization (15) or (23) did not converge
or the two packets belong to the same UE.
2) Once the costs for all pairs are known, q pairs that produce the lowest combined cost are
selected. This step is a variation of the maximum weight matching problem which can
be solved by Blossom algorithm [28].
VI. RESULTS
The parameters used for simulations are gathered in Table I. The power of noise is given
per symbol and is calculated as σ2 = N0 + 10 log10Bw, where N0 = −173.9dBm/Hz is a
typical power spectral density at 298K and Bw = 30kHz was chosen as the symbol bandwidth.
Throughout this section and in the legends of the figures we will refer to the Chase combining and
incremental redundancy HARQ utilizing statistical CSI knowledge as CC and IR respectively,
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TABLE I. SIMULATION PARAMETERS
Number of UEs N 40 Number of symbols K 50
Number of TF-blocks W 10 Final BLER ǫtar 10−5
Number of retransmissions L 2 Deep fade threshold ǫdrop 10
−6
Min. distance Dmin 20 m Activation probability b b ∈ [0.05, 0.5]
Max. distance Dmax 120 m Transmission rate R R ∈ [0.5, 2.5] bits/symbol
Pathloss exponent α 2 Channel Type Rayleigh block fading
Noise power σ2 −129.1 dBm Channel estimation method Perfect
TABLE II. OPTIMAL ERROR TARGETS IN STATISTICAL CSI HARQ AND ǫtar = 10
−5
CC IR, R = 0.5 IR, R = 1 IR, R = 1.5 IR, R = 2 IR, R = 2.5
ǫ(0) = 0.189, ǫ(1) = 0.0374, ǫ(2) = 0.0014 ǫ(0) = 0.2 ǫ(0) = 0.215 ǫ(0) = 0.2255 ǫ(0) = 0.2485 ǫ(0) = 0.262
while the IR-HARQ with instantaneous CSI and finite blocklength as Finite IR. Furthermore,
we will distinguish three access methods: OMA, power conservative NOMA (PC-NOMA) and
resource conservative NOMA (RC-NOMA).
In Table II we provide the optimal error targets calculated for IR and CC. In general, the initial
error target ǫ(0) in IR is more relaxed and, unlike in CC, it increases with the transmission rate.
Consequently, when using IR, the higher the rate, the more the system will rely on retransmissions
to achieve the required reliability.
Let us start by looking into the most fundamental difference between OMA and NOMA
which is reflected in their availability outage performance. We define availability outage as
the state in which BS is forced to drop packets (i.e. timeslots where TC > 2W ). This way
we make a clear distinction between availability and reliability similarly to [29]. Note that all
packets which are not dropped have their reliability requirements fulfilled, as this is ensured by
the power optimization and selection step. Fig. 3 depicts the availability of OMA and NOMA
system as a function of the mean number of new packets per uplink phase bN . For arrival
rates which are below the shown values (bN < 8 for OMA and bN < 18 for NOMA) the
availability outage probability becomes much lower than the transmission outage probability of
10−5. Conversely, arrival rates higher than W and 2W result in an unstable system. In terms of
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Fig. 3. The availability outage probability for (a) OMA and (b) NOMA.
availability PC-NOMA and its RC variant perform almost identically, hence, for brevity, only the
former is presented. This is due to the fact that availability becomes an issue only as the mean
number of arrivals approaches the system bandwidth, at which point PC and RC methods become
equivalent since T ≥ 2W most of the time6. In this example the introduction of NOMA allows
to support URLLC traffic of more than two times higher intensity compared to the baseline
OMA. For a given arrival rate, the differences in availability outage between the three methods
are a consequence of their distinct error targets for the initial transmission ǫ
(0)
j , which are most
demanding for CC, and least for Finite IR. Furthermore, they also increase with rate R (except
for CC). Since retransmissions add up to an already high number of new packets, when using
CC the probability of driving the system into availability outage is lowest.
In Fig. 4 the average power spent per packet (i.e. including retransmissions) as a function of
arrival rate is investigated in different configurations. Note that in these and other figures the
results for OMA are only shown until bN = 10, since at higher intensities the system is in a state
of almost permanent availability outage. In Fig. 4(a) the mode used is CC while the two sets
of curves (red and blue) correspond to different transmission rates R. For very low arrival rates
(bN ∈ [2, 4]) OMA and PC-NOMA are equivalent. As the arrival rate increases, the PC-NOMA
approach quickly becomes much more efficient than the baseline scheme. This leads to one of the
6Note that the total number of packets T is a sum of new arrivals, postponed packets and those that failed previous transmission.
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Fig. 4. Average power spent per packet. (a) Chase Combining (b) CC and IR at R = 2 (c) Finite blocklength IR.
main takeaways of this work: in a latency-constrained system with high reliability requirements,
the largest power penalty comes from the necessity to queue the packets. While scheduling them
in a non-orthogonal way introduces penalty of its own, it is in fact less detrimental than having to
make up for the lost transmission opportunities with more aggressive error targets. By comparing
the difference between PC-NOMA (dashed) and RC-NOMA (dot-dashed) we can see that this
is especially the case for low transmission rates R (1dB of difference between red set of curves
and 9dB for R = 2).
In Fig. 4(b) CC (blue) and IR (red) at R = 2 are compared. Application of the latter method
allows to further improve the performance by lowering the average power by 1.5dB in case of
OMA/PC-NOMA and 2.5dB with RC-NOMA. We note that towards higher arrival rates CC
gains an upper hand over IR since its slightly lower initial error targets make it less likely to
queue the packets. Although the difference is minor, it reveals that obtaining a truly optimal
solution would require adapting the error targets based on the current state of the buffer T and
knowledge of the arrival rate as well7.
Lastly, Fig. 4(c) depicts the results corresponding to the finite blocklength scenario with
known channel. The availability of instantaneous CSI allows to greatly decrease the mean power
compared to the statistical CSI case. In the low to moderate traffic range (bN ≤ 14) savings
reach 4.5dB at R = 1 and 11dB at R = 2. Furthermore, as the arrival rate grows the increase
7However, as noted the room for improvement is not large and would add significant complexity to an already difficult
problem. Last but not least, the information about the arrival rate in many scenarios might not be readily available.
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in required power is much slower in the Finite IR case than for the statistical CSI counterparts.
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Fig. 5. The average power per packet divided by zones. The three consecutive columns with different shades of the same color
correspond to the average power per packet in a close (dark), middle and far (bright) zone around the BS. For the scenario
considered here these are 20-53,33 meters, 53,33 - 86,66 meters, 86,66 - 120 meters.
In Fig. 5 we investigate in more detail the average power per packet metric by looking at
the performance of users grouped in different zones around the BS. As an example we take the
Chase Combining case at R = 2 and low, medium and high arrival rate (bN = [2, 8, 18]). Most
notably, as the intensity of traffic increases, the burden is shifted to the users close to the BS. The
reason is twofold. The first cause is again related to queuing which typically introduces lower
penalty for UEs closer to the BS8. Another cause is specific to NOMA, which in order to work
requires that one packet has higher received power than the other. Since raising the power of
UEs that are close is cheaper, typically they will be the ones asked to boost it (this behavior can
be observed for RC-NOMA from the beginning). Moreover, in a PC-NOMA at low to moderate
arrival rates, only few pairs are needed so they are often created among UEs positioned closer to
the BS, while the furthest users are assigned the remaining TF-blocks in an orthogonal manner.
Similar effects as those described have been observed also for lower transmission rates R and
in finite blocklength scenarios.
8As described in Section V-A the process of deciding which UEs to postpone is slightly more complex and ultimately depends
also on the residual SNR/MI and remaining error target. Nevertheless, packets from UEs which are positioned further away are
less likely to be queued.
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Fig. 6. Slot utilization of the studied access methods as a function of the arrival rate.
Another set of results is provided in Fig. 6. We define the slot utilization as the total number of
successfully decoded packets from all UEs divided by the total number of used TF-blocks. The
dependency of slot utilization on retransmission mode IR/CC and rate follow the same discussion
as earlier for Fig. 3. The higher the initial error targets, the more retransmissions are needed thus
degrading the performance. Between PC-NOMA and RC-NOMA, the more aggressive pairing
strategy can clearly offer significant gains. The reader is encouraged to analyze this especially in
conjunction with Fig.4. Observe that for low rate R = 1 and low-to-medium traffic RC-NOMA
almost doubles the resource efficiency of PC-NOMA with very little penalty to the average power
(around 1dB). For higher transmission rates the increase in average power is more significant so
the choice between PC and RC variant becomes a matter of trade-off.
Lastly, in Fig. 7 we fix the average arrival rate of new packets to bN = 8 and instead vary
the transmission rate R. The spectral efficiency presented in 7(b) is obtained as the product of
slot utilization and R. The noticeable jump in power of RC-NOMA with statistical CSI above
R > 1 is in line with the observations first made in [25]. This behavior can be explained by
inspecting the result (14), which contains a special term that decreases the error probability
whenever γ
(l)
j γ
(m)
k ζjζk < 1. Since γ
(0)
j = 2
R − 1 and a < b ⇐⇒ γ(a)j ≥ γ(b)j , then the condition
γ
(l)
j γ
(m)
k ζjζk < 1 is always true for R ≤ 1. The similar jump in PC-NOMA is not observed at
this arrival rate due to the fact that with bN only equal to 8, pairs are still relatively infrequent.
Moreover, most of the time pairing between two new packets can be avoided. Instead, it is
possible to transmit them on dedicated slots, while only the ones with γ
(l)
j , γ
(m)
k < 2
R − 1 are
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combined so that γ
(l)
j γ
(m)
k ζjζk < 1.
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Fig. 7. Average power per packet and spectral efficiency as a function of transmission rate at bN = 8 [packets / UL phase].
VII. CONCLUSIONS
In this work we have proposed and investigated the performance of the system which combines
NOMA and HARQ mechanisms to efficiently serve uplink URLLC traffic. Two distinct scenarios
were discussed: one where only statistical CSI is available, and another where additionally also
the instantaneous channel realizations are known. In each case we have defined an optimization
problem that aims to minimize the average power spent per packet under a given latency
(reflected by the maximum number of retransmissions) and reliability constraint. The schemes
were evaluated in a multi-user scenario with fixed amount of channel resources and varying
traffic intensity to investigate the impact of queuing on the overall reliability, power and resource
efficiency. Our findings show that the introduction of NOMA is especially promising in two
cases. First (RC-NOMA), the technique can be used to increase the total capacity of the system
up to two times at a low-to-moderate cost in terms of power. Second (PC-NOMA), it can be
implemented as an emergency mechanism in situations where due to higher traffic demand using
traditional OMA would lead to prohibitively high power or even complete availability outage.
The latter case is especially interesting as it shows that, in a latency-constrained system with
given reliability requirements, the typical power penalty associated with NOMA is significantly
smaller than the one arising from queuing the packets. Lastly, by investigating each scheme in
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two CSI cases, we provide some insights into the bounds on achievable performance in practical
scenarios. Especially prominent is how the availability of instantaneous CSI can greatly reduce
the transmit power needed for achieving the reliability targets.
APPENDIX A
PROOF OF THEOREM 1
Proof: The proof is split into two parts. The first claim is proven by induction as follows.
The induction step: Assume that there exists a certain round l where the optimal error ǫ
(l)
j
minimizing the average power Ψ
(l)
j (γ
(l)
j ,Θ
(l)
j ) depends only on the remaining final error target
Θ
(l)
j , such that Ψ
(l)
j (γ
(l)
j ,Θ
(l)
j ) = γ
(l)
j d
α
j σ
2Ψ˜
(l)
j (Θ
(l)
j ). If this is the case, then the optimization
problem at an earlier round l − 1 becomes
arg min
ǫ
(l−1)
j
− γ
(l−1)
j d
α
j σ
2
ln(1− ǫ(l−1)j )
+
∫ γ(l−1)j
0
fe
(
x;
P
(l−1)
j
dαj σ
2
)
(γ
(l−1)
j − x)dαj σ2Ψ˜(l)j
(
Θ
(l−1)
j
ǫ
(l−1)
j
)
dx (24)
where the update γ
(l)
j = γ
(l−1)
j −SNR(l−1)j is specific to CC and follows from (5). The objective
function, which requires only simple integration can be obtained in the closed form
− γ(l−1)j dαj σ2
(
1
ln(1− ǫ(l−1)j )
− ln(1− ǫ
(l−1)
j ) + ǫ
(l−1)
j
ln(1− ǫ(l−1)j )
Ψ˜
(l)
j
(
Θ
(l−1)
j
ǫ
(l−1)
j
))
(25)
It is clear from the expression (25) which has a form af(x), that the ǫ
(l−1)
j which minimizes it
depends only on Θ
(l−1)
j .
The basis step: Since ǫ
(L)
j = Θ
(L)
j =
ǫtar∏L−1
i=0 ǫ
(i)
j
used in the last possible transmission is fully
determined by earlier attempts, the first non-trivial term corresponds to Ψ
(L−1)
j (γ
(L−1)
j ,Θ
(L−1)
j ).
The objective function there, which we denote for short P avgj , reads
P avgj = P
(L−1)
j +
∫ γ(L−1)j
0
fe
(
xL−1;
P
(L−1)
j
dαj σ
2
)(
−(γ
(L−1)
j − xL−1)dαj σ2
ln(1− ǫ(L)j )
)
dxL−1
=
(
−γ(L−1)j dαj σ2
)( 1
ln(1− ǫ(L−1)j )
+
ln(1− ǫ(L−1)j ) + ǫ(L−1)j
ln(1− ǫ(L)j ) ln(1− ǫ(L−1)j )
) (26)
While solving
dP
avg
j
dǫ
(L−1)
j
= 0 requires numerical method it is again clear that the result is independent
of γ
(L−1)
j , d
α
j or σ
2.
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Applying the induction to the basis step proves sequentially that in all rounds L− 1, . . . , 1, 0
the optimal error target depends only on the current error budget. As for the second claim of
the theorem, notice that when the optimal error targets do not depend on the residual SNRs, it
means that for each round l they must have a single, well-defined value, which can be computed
in advance. This is because fixing ǫ
(l)
j leads to a chain of uniquely determined values ǫ
(l)
j →
Θ
(l)
j
ǫ
(l)
j
opt−→ ǫ(l+1)j →
Θ
(l)
j
ǫ
(l)
j ǫ
(l+1)
j
opt−→ . . . opt−→ ǫ(L)j . By writing the problem (9) in its explicit form and
using the fact that error targets do not depend on the residual SNRs and hence on the variables
of integration it is possible to eventually arrive at (10). The derivation is relatively simple albeit
quite tedious. Although calculations involve multiple nested integrals, all integrands are of the
form either aex or axex and display a regular structure.
APPENDIX B
Here, we will show the derivation of (14) from (13). First, let us shorten the notation by
introducing following quantities: X ∼ fe (x; s) where s = P
(l)
j
dαj
is the exponentially distributed
received power from user j and similarly Y ∼ fe (y; p) where p = P
(m)
k
dα
k
corresponds to user k.
Also, since only a single packet from each user is considered we can drop the superscripts (l)
and (m) moving forward. The first probability component in (13) now reads:
Pr
{
X
σ2
< γj,
Y
Xζj + σ2
> γk
}
=
∫ γjσ2
0
(∫ ∞
γk(xζj+σ2)
1
p
e−
y
pdy
)
1
s
e−
x
s dx (27)
while the second term
Pr
{
X
Y ζk + σ2
< γj,
Y
Xζj + σ2
< γk
}
=
∫ ∞
0
∫ γk(xζj+σ2)
x
γjζk
−σ
2
ζk
1
p
e−
y
pdy
 1
s
e−
x
s dx (28)
Notice that when x < γjσ
2, the lower limit of the inner integral in (28) is negative and outside
of the support of the exponential distribution. Hence we can write (28) instead as:∫ γjσ2
0
(∫ γk(xζj+σ2)
0
1
p
e−
y
pdy
)
1
s
e−
x
s dx+
∫ ∞
γjσ2
∫ γk(xζj+σ2)
x
γjζk
−σ
2
ζk
1
p
e−
y
pdy
 1
s
e−
x
s dx (29)
The expression (27) and the first term in (29) complement each other so their sum becomes∫ γjσ2
0
(∫ ∞
0
1
p
e−
y
pdy
)
1
s
e−
x
s dx =
∫ γjσ2
0
1
s
e−
x
s dx = Fe
(
γjσ
2; s
)
(30)
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The second component of (29) is slightly more involved. First, let us focus on the relationship
between the limits of its second integral. After rearranging the terms we obtain:
x
(
γkζj − 1
γjζk
)
≥ −γkσ2 − σ
2
ζk
. (31)
Since the right side is negative and x > 0, then (31) is always true whenever γkζj − 1γjζk > 0
leading to no additional constraint on x. However, when γkζj − 1γjζk is negative, or equivalently
γjγkζjζk < 1, then the upper limit on x appears:
x ≤ γjγkζkσ
2 + γjσ
2
1− γjγkζjζk (32)
which is a valid limit since
γjγkζkσ
2+γjσ2
1−γjγkζjζk
>
γjσ
2
1−γjγkζjζk
> γjσ
2. The missing integral yields
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2
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1
s
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e
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2
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2
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s e−γkσ
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2
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.
(33)
When γjγkζjζk > 1 the second and fourth term in (33) disappear since lim
C→∞
e
−C
s+γjζkp
γjζkps
+ σ
2
ζkp = 0
and lim
C→∞
e−C
γkζjs+p
ps
−
γkσ
2
p = 0. Otherwise, C =
γjγkζkσ
2+γjσ2
1−γjγkζjζk
and after some simplification we
obtain that e
−C
s+γjζkp
γjζkps
+ σ
2
ζkp = e−C
γkζjs+p
ps
−
γkσ
2
p = e
− σ
2
1−γjγkζjζk
(
γj
γkζk+1
s
+γk
γjζj+1
p
)
. The total error
probability is then the sum of (30) and (33).
APPENDIX C
Let us consider a received signal over a single TF-block given by
y′ = h
(a)
1 x1 + h
(b)
2 x2 + n1 (34)
and let us assume that in one of the previous uplink phases the interferer (UE 2) already had an
unsuccessful transmission attempt of the packet so the BS has stored
y′′ = h
(b−1)
2 x2 + h
(c)
3 x3 + n2 (35)
where h
(a)
1 , h
(b)
2 , h
(b−1)
2 and h
(c)
3 denote the complex channel coefficients and the transmit power
and path loss coefficients of each user were omitted for simplicity. Instead of attempting to
decode x1 directly from y
′ which would yield SINR equal to
∣∣∣h(a)1 ∣∣∣2∣∣∣h(b)2 ∣∣∣2+σ2 the receiver can consider
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signal y′−qy′′ which yields SINR
∣∣∣h(a)1 ∣∣∣2∣∣∣h(b)2 −qh(b−1)2 ∣∣∣2+|q|2
(∣∣∣h(c)3 ∣∣∣2+σ2
)
+σ2
. The expression is maximized
for q =
h
(b)
2 h
(b−1)∗
2∣∣∣h(b−1)2 ∣∣∣2+∣∣∣h(c)3 ∣∣∣2+σ2 in which case the the SINR becomes
∣∣∣h(a)1 ∣∣∣2∣∣∣h(b)2 ∣∣∣2 |h
(c)
3 |2+σ2
|h(b−1)2 |2+|h(c)3 |2+σ2
+σ2
. It’s
easy to notice that, compared to (34), the power of the interfering component
∣∣∣h(b)2 ∣∣∣2 is now
scaled down by a factor
ζ2 =
∣∣∣h(c)3 ∣∣∣2 + σ2∣∣∣h(b−1)2 ∣∣∣2 + ∣∣∣h(c)3 ∣∣∣2 + σ2 =
1 +
∣∣∣h(b−1)2 ∣∣∣2∣∣∣h(c)3 ∣∣∣2 + σ2

−1
. (36)
The amount is directly related to the SINR that UE 2 experienced in its past replica (35).
Note that the operation described above has this particularly simple form only when the signal
y′′ used to reduce the interference is uncorrelated with the symbols x1, but this is ensured already
since in CC we do not allow x1 and x2 to be paired together twice.
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