Abstract-An unscented Kalman filter (UKF) is derived for integrating vision with inertial measurements from gyros and accelerometers sensors based on three-view geometry. The main goal of the proposed method is to provide better estimations compared to the implicit extended Kalman filter introduced by Indelman [11]. The UKF uses a selected set of points to more accurately map the probability distribution of the measurement model than the linearization of the extended Kalman filter, leading to faster convergence from inaccurate initial conditions in estimation problems. The proposed method is validated using a statistical study based on simulated navigation and synthetic images data.
I. INTRODUCTION
A CCURATE navigation state estimation is essential in many fields, and global positioning system (GPS) aided inetial measurement unit (IMU) navigation is the primarily method today. However, GPS might be unavailable or unreliable, such as operating indoors, under water, or on other planets. In these scenarios, vision-based methods constitute an attractive alternative for navigation aiding due to relatively low cost and autonomous nature. Vision-aided navigation has indeed become an active research field over the past decades.
This paper is concerned with vision-aided navigation for a vehicle equipped with a standard INS and a single camera only, which has been studied in a number of previous works.
Considering two overlapping images, it is only possible to determine camera rotation and up-to-scale translation [1] . Therefore, two-view based methods for navigation aiding [2] - [4] are incapable of eliminating the developing navigation errors in all states.
Given multiple images (> 2), it is possible to determine the camera motion up to a common scale [1] . And several muti-view methods for navigation aiding have been already proposed [5] , [6] . While two related issues that have drawn much attention are computational requirements and the ability to handle loops. In [7] , it was proposed to cope with loops using bundle adjustment, however, this method is hardly possible in the real-time performance. The augmented state technique is also proposed in other works [8] - [10] , which is an approach commonly referred to as simultaneous localization and mapping (SLAM). While SLAM methods present increasing computational requirements at each update step.
In contrast to SLAM, [11] presented a method based on three-view geometry. Compared with bundle adjustment and SLAM, the proposed method reduces the computational resources. Through linearizing the residual measurement and calculating the relevant Jacobian matrix, the authors obtained good results by applying the IEKF. While the linearization of the measurement model might introduce model error and result the divergence, and moreover the formulatons of the Jacobian matrix and the measurement noise matrix seems to be complex.
Based on the three-view geometry idea introduced in [11] , in this paper, we derived an UKF for integrating vision with inertial measurements. The UKF was first developed by Julier [12] , applied and perfected by other researchers [13] - [15] . The UKF indeed involves more computations than the IEKF, but has several advantages, including: 1) the expected error is lower than the IEKF, 2) it can be applied to non-differentiable functions, 3) it avoids the derivation of Jacobian matrices.
II. REFERENCE FRAMES
In this section the reference frames used to derive the Vision/INS equations are summarized as follows, 1) L-Local-level, local-north (LLLN) reference frame, also known as a north-east-down (NED) coordinate system. Its origin is set at the location of the navigation system. X L points North, Y L points East, and Z L completes a Cartesian right hand system. 2) B-Body-fixed reference frame. Its origin is set at the vehicle's center-of-mass. X B points toward the vehicle's front, Y B points right when viewed from above, and Z B completes the setup to yield a Cartesian right hand system. 3) C-Camera-fixed reference frame. Its origin is set at the camera center-of-projection. Z C points toward the field-of-view (FOV) center, X C points toward the right half of the FOV when viewed from the camera centerof-projection, and Y C completes the setup to yield a Cartesian right hand system.
III. SYSTEM MODELS

A. Process Model
We first define the state vector as
where
are the position, velocity and attitude errors, respectively, d ∈ R 3 is the gyro drift, and b ∈ R 3 is the accelerometer bias. The first 9 components of X are given in the LLLN coordinates, while the last 6 are represented in the body-fixed reference frame. Then the continuous-time system process model is given by [2] , [3] 
Here C L B is the DCM (direct cosine matrix) transforming from the body system to the computed LLLN system and A s is the skew-symmetric matrix of the specific force vector f measured by the accelerometers
Considering the discrete-time model, we can written the model as
where (t b , t a ) = e F (t b −t a ) , and w t b :t a is the zero-mean Gaussian noise process with covariance given by Q t b :t a .
B. Measurement Model
The measurement model is based on the three-view geometry introduced by indelman [11] , here we show it briefly for clarify.
First we consider a single feature, which is observed in three images captured at time instances t 1 , t 2 and t 3 (t 1 < t 2 < t 3 ), then the three-view constraints can be given as follows:
where T i j represents the camera translational motion from time t i to t j , with i, j ∈ {1, 2, 3}, q i represents a line-of-sight (LOS) vector to the feature at time t i , i ∈ {1, 2, 3}, and [.×] is the cross product matrix defined for some vector y = y 1 y 2 y 3
While in typical scenarios, the number of the matching pairs of features is usually not only one, assuming there are N 12 matching features between the first two views, N 23 matching features between the second and third view, and N 123 matching features between all the three views, which is the intersection of the previous two sets. The relevant LOS vector are denoted by
, and
, respectively, where q j i is the i th LOS vector in the j th view, j ∈ {1, 2, 3}.
Defining
with n = 1 . . .
Then the measurement model can be written as
where N = N 12 + N 23 + N 123 and
IV. IMPLICIT EXTENDED KALMAN FILTER
We first define the navigation solution and IMU errors paremetrization
Linearing the measurement model (12) and keeping the firstorder terms yields
, are defined as (explicit expressions can be found in [11] )
The formulation of the IEKF can be summarized as
The estimated state X (t 3 ) is then used for correcting the navigation solution and IMU errors paremetrization ζ(t 3 ).
Referring to (20), the matrices P 1 , P 2 , P − 3 are known, and one of the challenges during IEKF is how to calculate the cross-correlation matrices P 21 , P − 31 , P − 32 . Several methods for calculating those terms have been already propsed [16] - [18] . In [16] and [17] , covariance intersection (CI) is used to deal with the cross-correlation terms, however, CI is incapable of handling cases in which the measurement matrix contains only a partial representation of the state vector. In [18] , the authors provided a method calculating the cross-covariance terms for a general multiplatform measurement model. Based on the idea, here we proposed the explicit expressions for calculating P 21 , P
during different update modes of a platform measurement model considered in this paper, the development of those terms are given in Appendix.
V. UNSCENTED VISION/INS FILTER
In this section we present a technique for fusing the threeview geometry constraints with a standard navigation system, assuming three images with a common overlapping area had been identified. The data fusion is performed using the UKF developed by Julier [12] , these estimated errors are then used for correcting the navigation solution computed by the navigation system.
When real imagery and navigation data are considered, the existence of navigation errors and image noise renders the constraints of (12) inaccurate. Thus, in order to maintain the measurement constrains, that is z = 0 N×1 , we should add errors into the states.
Since
, and the matrices B, G, U, L are functions of the LOS vectors, the measurement z is a nonlinear function of the following parameters:
Here (t 3 , t 2 , t 1 ) denote the time instances in which the three overlapping images were captured. {q 1 j ,q2 j ,q 3 j } representing the j th measurement LOS vector at three time instances by the camera, and { q 1 j , q 2 j , q 3 j } representing the measurement errors by the camera.
The terms X (t 1 ), X (t 2 ), and X (t 1 ) in (21) are the navigation errors at the three time instances. Note that we are only interested in estimating the navigation errors at the current time instant X (t 3 ), the navigation errors at the first two time instances are considered as random parameters in the measurement equation, as well as { q 1 j , q 2 j , q 3 j }. The errors X (t 1 ), X (t 2 ) and { q 1 j , q 2 j , q 3 j } may be represented by the filter innovation covariance Pz˜z t 3 and the cross correlation covariance P Xz t 3 , which will be discussed next.
The general formulation for the propagation equations of UKF are given as follows. First, the following set of sigma points are computed:
where n = 15 is the dimension of the states, the parameter λ is given by
The constant α determines the spread of the sigma points and is usually set to a small positive value (e.g., 10 −4 ≤ α ≤ 1), and the scalar κ is a parameter for exploiting knowledge about the higher moments of the given distribution, here we choose κ = 0.
The transformed set of sigma points are evaluated for each of the points by
We now define the following weights
where β is used to incorporate prior knowledge of the distribution (here a good guess is β = 0). The predicted mean for the state estimate is calculated using a weighted sum of the points χ t 3 (i ), which is given by
The predicted covariance is given by
The sigma points of predicted observation are given by
The predicted mean for the observation is calculated as
Noting the fact that the value of the measurement constraint is zeros: z = 0 N×1 .
Then the sigma points of innovations are given bỹ
The innovations covariance is given by The cross correlation matrix is determined using
The filter gain is computed as follows:
Finally, the update can be performed using the normal Kalman filter equations
The estimated state X + t 3 is then used for correcting the navigation solution and IMU errors paremetrization ζ(t 3 ).
Note that there is no direct calculation of the crosscorrelation matrices P − 31 , P − 32 and P 21 in the UKF. In fact, in the IEKF one purpose of the calculation of the crosscorrelation matrices P − 31 , P − 32 and P 21 may be to calculate the filter gain K and the innovations covariance P z(t 3 ,t 2 ,t 1 ) , while in the UKF, the cross-correlation matrices P − 31 and P − 32 (or P 21 ) are rather difficult to calculated without the linearization of the measurement model such as the IEKF. In fact, in the UKF, the cross-correlation matrices P − 31 and P − 32 (or P 21 ) are transferred when calculating P˜zz t 3 using (33) and P Xz t 3 using (34). So, there is no need to calculate them and we can calculate the filter gain K and the innovations covariance directly using (33)-(35).
VI. COMPUTATIONAL REQUIREMENTS
In this section, we discuss the computational requirements of the IEKF and UKF.
Considering a single filter update step, given three images with a common overlapping area. The most computationally expensive operation in the IEKF is the inversion of an N × N matrix required for the calculation of the gain matrix, where N is the overall size of the matching features, so the operations are O(N 3 ). To the UKF, the most expensive operations are calculating the innovations covariance and cross correlation matrix, which indeed require more computations than IEKF, but the computational cost of the UKF is the same order of magnitude as the IEKF, that means the operations of the UKF are also O(N 3 ). 
VII. SIMULATION RESULTS
In this section we present statistical results obtained by applying UKF to a trajectory containing a loop based on a simulated navigation system and synthetic imagery data, the data is generated using the method introduced in [11] . The assumed initial navigation errors and IMU errors are summarized in Table I . The synthetic imagery data was obtained by assuming a camera FOV, focal length of 1570 pixels, and image noise of 1 pixel. The assumed trajectory, shown in Fig. 1 , includes a loop that is repeated twice. During the simulation, assuming 10 matching triplets were found for the three images, and two different update modes are demonstrated: 1) "sequential update", in which all the three images are acquired closely to each other, and 2) "loop update", in which the first two images are captured while the platform passes a given region for the first time whereas the third image is obtained at the second passing of the same region. Figures 2 and 3 show the Monte-Carlo results (200 runs) using the developed UKF. Each figure contains 3 curves: mean, standard deviation, and the square root of the filter covariance, defined for the i-th component in the state vector X as √ P(i, i ), where P is the a-posteriori covariance matrix. In addition, the IEKF-based estimations are shown for comparison. Figure 2 shows the results of sequential and loop updates, during the sequential updates phase, the time instances  (t 1 , t 2 , t 3 ) were chosen such that t 2 −t 1 = 1 s and t 3 −t 2 = 5 s. As seen, although the position errors are reset in all axes to several meters (see Fig. 2(a) ) in the IEKF and UKF, the UKF position errors are much closer to the initial errors than the IEKF position errors. The velocity errors are also considerably reduced in all axes as a result of the algorithm activation (see Fig. 2(b) ), however the UKF velocity errors perform better compared with the IEKF, as well as the accelerometer bias (see Fig. 2(c) ). The attitude errors (see Fig. 2(d) ) and gyro drift errors (see Fig. 2 (e)) are not estimated well in both UKF and IEKF, however the UKF performs better than the IEKF in the x and y axis in the attitude estimation.
After the vehicle had completed its first loop, it became possible to apply the algorithm in a "loop update" mode. As seen in Fig. 2 , the loop updates were applied at a varying frequency, which was typically lower than the frequency of sequential updates. As seen in Fig. 2 , the results are similar with the sequential updates mode, the position errors, velocity errors and accelerometer errors are estimated better in the UKF.
In a word, the UKF estimated results perform better than the IEKF during the sequential and loop updates mode, especially in position and velocity. Two main reasons for those phenomenon are: 1) no linearization on the measurement model in the UKF compared with the IEKF, 2) accelerometer bias is estimated better in the UKF.
Although the position errors in the UKF are significantly better than the IEKF, the errors are just restrained or reduced to prior values (the lowest estimated error is about 11 meter, while the initial value is 10 m). This is because without any other sources of information, the three-view constraints provide only relative updates or information.
To the just loop updates mode, it is expected that the performance of the UKF would be better than the IEKF, and the position errors should lie between the last value and the prior value. Figure 3 shows the results of just loop updates mode, they are similar with Figure 2 .
Taking the first updates for example, the position errors, which lie between 10 m and the last value, are mainly estimated in x axis both in the UKF and the IEKF, and the UKF performs a litter better than the IEKF in all axises. After the second update, the position errors and the velocity errors, which are still lie between the last value and the prior value, are significantly better than the IEKF, the reasons are stated in the sequential and loop updates mode.
In a word, the UKF estimated results also perform better than IEKF during just the loop updates mode.
VIII. CONCLUSION
In this paper an Unscented Kalman filter was derived for the purpose of Vision/INS applications based on three-view geometry. The proposed method utilized three overlapping images to formulate constraints relating between the platform motion at the time instances of the three images, and the constraints were further fused with an INS using the UKF. Simulation results indicated that the performance of the UKF exceeds the IEKF.
APPENDIX CROSS-COVARIANCE CALCULATION IN IEKF
A. Sequential and Loop Updates Mode
In this update mode, there are six scenarios listed in Fig. 4 . The cross-covariance terms are computed in the following recursive way. Assume the previous three-view update, comprised of a 1 , a 2 and a 3 was carried out, and that the a priori and a posteriori covariance and cross-covariance terms are known. Now, it is need to calculate the cross-covariance terms
and P 21 , for performing current update. Considering the scenario 1, then the following equations can be written for the state propagation using (5):
Then the cross-covariance terms can be formed as
Since w b i :a 3 (i = 1, 2, 3) is statistically independent of X + a 3 , and w b i :a 3 is statistically independent of w b j :b i ( j > i ). The cross-covariance terms are given by
Note that the posteriori estimation error X + a 3 is known, which is given by [18] 
Similarly, we can obtain the cross-covariance terms during other five scenarios, and the cross-covariance terms of the six scenarios are listed in Table II. Since the six scenarios are all based on the fact that the previous update has happened. So how to calculate the crosscovariance terms in the first update?
Here we proposed a simple strategy. The term P 21 is calculated as P 21 = (b 2 , b 1 )P 1 , and the other two crosscovariance terms P 
B. Only Loop Updates Mode
In this update mode, there are three scenarios which is similar with scenarios 4-6 in Fig. 4 , and the expressions of the cross-covariance terms are the same as scenarios 4-6 listed in Table II . Also, we can use the strategy in the sequential updates mode to deal with the first loop update.
