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1. 序論
データ分析においてよく用いられる手法の一つ
に回帰分析がある．回帰分析において，説明変数
の候補から有用な説明変数を選ぶことやデータの
特徴を的確に捉えることは重要な課題である．
説明変数を選ぶことは変数選択と呼ばれる．変
数選択法の一つに，回帰式の推定時に係数ベクト
ルのノルムに罰則を課す正則化がある．また，罰
則をノルムの大きさではでなく「使用する変数の
数を高々K個以下に抑える」という観点（以降で
はこれを基数制約と呼ぶ）から行う手法もある．
正則化による変数選択は一部の係数が 0になるこ
とから，スパース回帰とも呼ばれる．
また，より柔軟にデータの特徴を捉える回帰手
法としてはスプライン回帰がある．しかし，スプ
ライン回帰に対して基数制約の観点から変数選択
を行う手法は少ない．
そこで本研究では，基数制約付きスプライン回
帰に対してGotoh et al.[1]によるDC表現を適用
した，スパーススプライン回帰を提案する．近接
写像を利用する近接DCAを適用することで，効率
的に解を求めることが出来る利点がある．さらに，
変数ごとに重みを設定するAdaptive Group Lasso
[2]の考えをもとに，基数制約付きスプライン回帰
において変数ごとの重みを導入した Adaptive手
法を提案する．
数値実験から，近接DCAを利用した基数制約付
きスプライン回帰は，厳密解法に比べて短時間で
解が得られることを示す．サンプル数に対して説
明変数の数が多い場合には，基数制約に基づく回
帰が予測精度の観点からも有効であり，Adaptive
手法により計算時間の短縮が見込めることを示す．
2. 定式化
スプライン回帰の定式化および基数制約を組み
込んだスプライン回帰の定式化についてまとめる．
2.1. スプライン回帰の定式化
説明変数X1; :::; Xpと被説明変数 Y の関係をス
プライン関数 fj (j = 1; :::; p)の和で表すモデル
Y = f1(X1) +    + fp(Xp) + " の推定を考える．
ここで "は残差項である．
説明変数 Xj に対応する節点を ftj;1; :::; tj;njg
(ただし tj;k  tj;k+1) ，節点 tj;k に対応する 3
次基底関数をBj;k(x)，基底関数Bj;k(x)の係数を
j;k とおく．tj;k = tj;1 (k < 1) としたとき，区
間 (tj;1; tj;nj )において正の値をとりうる基底関
数は Bj; 2(x); :::; Bj;nj 1(x)の nj + 2本である．
j := (j; 2; :::; j;nj 1)>,  := (>1 ; :::;>p )>
とおき，過学習を防ぐために自由度を抑えるペナ
ルティ項を加えたスプライン回帰は，次の凸 2次
計画問題として定式化される：
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j  0は別途定める定数である．ヘッセ行列Qと
ベクトル qを用いて定数項を除くと，(2.1)式は
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と表せる．
2.2. 基数制約付きスプライン回帰の定式化
本研究では，[1] の枠組みを使い基数制約を 2
つの凸関数の差 (Dierence of two Convex func-
tions, DC) を用いて表現する．
ベクトル j に対して j = 0のとき 0となり，
j 6= 0のとき正の値をとる関数 j(j)を導入す
る．本研究では，後述する近接DCA適用のために
jを `1ノルムまたは `2ノルムに限定する．j(j)
を要素とするベクトルを
(1; :::;p) := (1(1); :::; p(p))
> 2 Rp
と定義し，以降は (1; :::;p)を ()と適宜省
略して表記する．以下に定義する largest-K ノル
ムを用いることで，基数制約をDC表現できる．
定義 1 (largest-K ノルム) ベクトル u 2 Rn の
要素の絶対値をとり，上位K個の和を jjjujjjKで表
し uの largest-K ノルムと呼ぶ [1]．
命題 1 使用する説明変数がK 個以下であること
と，k(1; :::;p)k1 jjj(1; :::;p)jjjK = 0が成
り立つことは必要十分条件である．ここで k k1は
`1ノルムを表す．
命題 1より，基数制約をともに凸関数である `1
ノルムと largest-K ノルムの差で表すことができ
る．さらに基数制約をペナルティとして (2.2)式
に加えることで，基数制約付きスプライン回帰は
以下のDC計画問題として定式化できる：
最小化
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ただし， > 0はペナルティの強さを表す定数で
ある．
2.2.1. Adaptive手法の適用
(2.3)式にAdaptive Group Lassoの考えを適用
し，変数ごとにペナルティに重みをつけることを考
える．変数Xjの重みをwjとしたとき，Adaptive
手法では (2.3)式の を説明変数ごとに   wj と
変更する．
3. 基数制約付きスプライン回帰に対する近
接DCアルゴリズム
DC 計画問題に対しては，DC アルゴリズム
(DCA) を用いることで停留点が得られる．一般
にDCAでは，目的関数（凸 凸）の 凸の部分
を線形近似し，目的関数を凸関数に近似した問題
を解く．線形近似と凸計画問題の求解を繰り返し
て停留点を求める [4]．
(2.3)式にDCAを適用することを考える．" > 0
に対して  := Qの最大固有値+"とおくと，f()
は以下のように 2つの凸関数の差に分解できる：
f() =

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(3.1)
ここで I は単位行列であり，k  k2は `2ノルムで
ある．
t 1における凸部分 2の劣勾配 st 1は
st 1 2  I  Qt 1   q	+   @jjj(t 1)jjjK
で与えられ 1，(3.1)式に対するDCアルゴリズム
では第 t反復において以下の凸計画問題を解く：
最小化


2
kk22+ k()k1 >st 1: (3.2)
(3.2)式は各説明変数ごとの部分問題に分解でき，
(3.2)式の最適解を t としたときtj (j = 1; :::; p)
はそれぞれ
argmin
j
8<:12
j   s
t 1
j


2
2
+


j(j)
9=; (3.3)
と一致する．
さらに j()に `1ノルム，`2ノルムを用いる場
合は，近接写像を利用して以下のように (3.3)式
の解析解が得られる．
j()に `1ノルムを用いる場合
tj;k =
8>>>>><>>>>>:
st 1j;k   

; (st 1j;k  );
0; (  < st 1j;k < );
st 1j;k + 
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(3.4)
j()に `2ノルムを用いる場合
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以上をまとめて，(3.1)式に対する近接DCアル
ゴリズムの流れを以下に示す．
Algorithm 1近接DCアルゴリズム（近接DCA）
Require: 0, " > 0
t = 1
repeat
劣勾配 st 1を計算
各j (j = 1; :::; p)について (3.3)式を計算
t t+ 1
until jf t 1   f tj < "
1rj を j(t 1j )が上位 K 番目以内かつ非ゼロのとき 1，
その他のとき 0とすると
@jjj(t 1)jjjK =
 
r1  @1(t 11 )>; :::; rp  @p(t 1p )>
>
となる．
4. 数値実験
数値実験を行い，提案手法である近接DCAを用
いた基数制約付きスプライン回帰（以下，DCA法）
と既存手法を比較する．計算はMATLAB 2015b
により行った．
4.1. 厳密解法とDCA法の比較
基数制約付きスプライン回帰に対して，整数計
画法による厳密解法と DCA法を比較する．厳密
解法の定式化は以下に示す混合整数 2次計画問題
(Mixed Integer Quadratic Programming, MIQP)
となる：
最小化
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j;k Mzj ;
j = 1; :::; p; k =  2; :::; nj   1;
pX
j=1
zj  K;
zj 2 f0; 1g; j = 1; :::; p:
ここで，M は十分大きな定数である．
人工データでの比較
データ数 500，変数候補数 p = 20; 30; 40とし
て，人工データの生成と回帰を 10回繰り返した．
基数制約をK = 10として，DCA法は j()を `2
ノルム，初期点を 0とした．得られた残差平方和
(SSR) と計算時間 [秒] の平均値を表 4.1に示す．
表 4.1: MIQPによる厳密解法とDCA法の比較
DCA法 MIQP DCA法の
誤差率
p = 20 SSR 501.7 488.9 2.63%
time 0.2 1.1
p = 30 SSR 588.6 561.2 4.88%
time 0.5 139.9
p = 40 SSR 641.0 603.7 6.17%
time 1.1 8011.6
誤差率はMIQPとDCA法の残差平方和 (SSR)
の相対誤差を表す．MIQPでは変数が 20個の場合
は 1秒程度で計算できたが，変数が 40個の場合は
8000秒を要した．一方，DCA法では変数が 40個
の場合でも 1秒程度で計算できた．
変数が増えるごとに誤差率は増加する傾向にあ
り，変数が 40個の場合は誤差が約 6.2%程度であっ
た．変数が多い場合には厳密解法は計算時間が急
激に増加するため，短時間で解が得られる DCA
法が有効であると考えられる．
4.2. 予測精度の検証
未知データに対する予測精度の観点から，既存の
変数選択手法であるGroup Lasso [5]および Adap-
tive Group Lasso [2]とDCA法，Adaptive DCA
法を比較する．
4.2.1. 使用するデータおよび検証方法
UCI Machine Learning Repository [3]で公開さ
れているデータを使用した 2．また，YP, CCから
50サンプルのみを抽出したデータYP50, CC50を
作成した．比較手法のGroup Lasso の定式化は以
下となる：
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 > 0は別途指定する正則化パラメータである．
予測精度の検証は 2 重 (double) 交差検証法に
より行い，基数の候補 fKt g は K1 = 1;Kt =
minfd1:5Kt 1e; pg (t > 1) として生成した．p
はデータの説明変数の数である．
DCA法はまず  = m  10 6; K = p として
解き，基数制約を満たすまで   1:5  ; K  
maxfb0:9 Kc;Kgと更新した．mはデータ数で
ある．Adaptive手法では重み wj を
wj =
8<:1=k^jk2; (k^jk2 > 0);1; (k^jk2 = 0)
とした．ここで ^j は事前に推定した係数であり，
Adaptive Group Lassoでは Group Lassoで推定
した解，Adaptive DCA法では 1回目の更新では
Group Lassoの解，2回目以降の更新ではその前
の更新時に得られた解とした．
4.2.2. 検証結果
検証用データに対する平均残差平方和を表 4.2
に示す．表のGLはGroup Lassoを表し，\A-"は
Adaptive手法を適用した場合を表す．m; pはそれ
ぞれデータ数，説明変数の数である．YP50, CC50,
gas-eth など，データ数より説明変数の数が多い
データに対しては DCA法の方が精度が良い結果
が多く，DCA法による変数選択手法が有効となる
ことが示唆された．
表 4.3に 1回のモデル推定に要した計算時間を
示す．DCA法の方が計算時間がかかる傾向にあ
2使用したデータ（略称）は YearPredictionMSD (YP),
Wine Quality - white (wine-white), Wine Quality - red
(wine-red), Communities and Crime (CC), Gas sensor ar-
ray under ow modulation (gas-ace, gas-eth) である．
表 4.2: 検証用データ 1個あたりの平均残差平方和 (10 3)
GL A-GL DCA法 A-DCA法 DCA法 A-DCA法
初期点 GL解 GL解 ゼロ解 ゼロ解
データ名 (m; p) n j() `2 `2 `2 `2 `1 `1
YP (515345, 91) 11.207 11.207 11.208 11.207 12.316 12.139
wine-white (4898, 11) 14.472 14.472 14.471 14.471 14.687 14.687
wine-red (1599, 11) 16.464 16.443 16.460 16.460 16.482 16.538
CC (817, 101) 10.859 11.342 11.610 11.089 11.532 10.993
YP50 (50, 91) 15.619 16.204 15.404 16.126 16.017 16.325
CC50 (50, 101) 17.525 17.903 20.879 17.882 20.618 16.685
gas-ace (58, 432) 17.917 11.816 17.573 17.676 27.840 26.011
gas-eth (58, 432) 10.908 11.849 10.738 10.817 10.359 10.349
表 4.3: 交差検証法の平均計算時間（秒）
GL A-GL DCA法 A-DCA法 DCA法 A-DCA法
初期点 GL解 GL解 ゼロ解 ゼロ解
データ名 (m; p) n j() `2 `2 `2 `2 `1 `1
YP (515345, 91) 16.6 14.6 24.7 23.5 29.6 40.5
wine-white (4898, 11) 3.5 1.5 3.3 3.5 0.9 1.0
wine-red (1599, 11) 2.5 1.6 2.9 3.3 1.3 1.4
CC (817, 101) 87.8 29.3 556.1 497.2 121.4 114.9
YP50 (50, 91) 29.7 7.8 17.7 6.9 22.6 8.8
CC50 (50, 101) 10.2 7.1 23.3 9.5 22.6 11.7
gas-ace (58, 432) 199.8 188.0 1877.5 1817.4 2809.2 2705.6
gas-eth (58, 432) 249.2 231.0 1701.6 1001.6 2202.3 2240.0
り，これは基数制約の候補を細かく設定して最良
のKを定めたためと考えられる．また，Adaptive
手法を用いると計算時間が短縮される傾向にある
結果となった．
5. 結論
本研究では，基数制約付きスプライン回帰に対
して [1]をもとに近接 DCAを用いた解法を提案
した．数値実験では，DCA法が厳密解法に比べて
短時間で解を得られることを示した．さらに未知
データに対する予測精度の観点から，データ数に
対して変数の数が多い場合に基数制約付きスプラ
イン回帰が有効であることが示唆された．
また，Adaptive Group Lassoの考えを利用し
て，各説明変数に重みを設定してペナルティの強
さを変えるAdaptive手法を提案し，データによっ
ては精度向上や計算時間短縮が見込めることがわ
かった．
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