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ABSTRACT
The Physics of
Polyethylene oxide)/Poly(methyl methacrylate)
Blends
(August 1979)
Dennis Mark Hoffman, B.S., Juniata College
Ph.D., University of Massachusetts
Directed by: Professor Isaac C. Sanchez
Blends of polyethylene oxide), PEO, and poly(methyl methacrylate),
PMMA, exhibit unique morphology, depression of spherulite growth rates
with increasing PMMA concentration, and a complex transition behavior.
The morphology and crystallization behaviors are functions of the glass
transition of the blend. With increasing PEO content, the blend
changes from a glass to a highly crystalline solid as shown by optical
and electron microscopy. Based on the behavior of the glass transition,
the spherulite growth rate, and morphological evidence, the PEO/PMMA
blend is shown to be compatible at all compositions above the melting
point of the PEO.
VI
1
The temperature dependence of spherulite growth follows the well-
known Fischer-Turnbull expression if a WLF modification of the diffusion
term is used. If the glass transition temperature varies according to a
Fox type equation, the depression of the spherulite growth rate follows
from the hypothesis of compatibility in the melt.
Further evidence supporting the contention of melt compatibility is
found from the shift in the dynamic mechanical tan delta maxima and DSC
transition phenomena. At intermediate compositions these types of
measurements are difficult to interpret because recrystall ization and
melting phenomena occur near T . Morphological and crystallization
behaviors are used to show that these compositions are also compatible.
viii
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INTRODUCTION
The purpose of this thesis is to demonstrate that the polyblend of
polyethylene oxide) and poly(methyl methacrylate) exist in the molten
state as an intimate mixture on the molecular level. The evidence for
this conclusion comes from the variation of morphology and crystalli-
zation behaviors with blend composition and from dynamic mechanical and
differential scanning calorimetry studies.
A compatible mixture or blend of two polymers is one in which the
components are miscible at the molecular level. If phase separation
occurs when the polymers are mixed, then the system is incompatible.
Phase separation can occur in the liquid state or on crystallization if
the component polymers can crystallize. The first chapter deals with
the theoretical and historical background of polymer-polymer phase
transitions, crystallization, and polymer morphology. In Chapter II, a
discussion of the preparation of the polyblend and of experimental
techniques used to characterize it is given. From the experimental
results explained in Chapter III, it is concluded that the PEO/PMMA
system is compatible above the melting point of PEO. Lastly, a dis-
cussion of some of the problems encountered during the course of this
research is given, and some suggestions for further work are made.
1CHAPTER I
THEORETICAL AND HISTORICAL BACKGROUND
In this chapter the reader is given some background on the theoret-
ical treatments of polymer solutions and crystallization so that the
results and conclusions of this research will be clear. Many aspects of
the various theories will not be mentioned since they are not essential
to the conclusions presented. In most cases the development of equations
will be incomplete, but reference to complete information is provided.
The general approach to theories of liquids used will be that of
thermodynamics and statistical mechanics. The system is modeled by
either a partition function, Z, or a free energy function, 6. These
functions contain a complete description of the thermodynamics of the
system. For the appropriate choice of independent variables (T and P)
we have
39,40
G(T,P) = H-TS = -kT In Z(T,P) (1)
where G is the Gibbs free energy; H is the enthalpy; T is the tempera-
ture; S is the entropy; P is the hydrostatic pressure; and k is
Boltzmann's constant. Thus the object of the section on solution
theories will be to examine expressions for H and S or equivalently Z.
In the section on crystallization a brief review of classical
theories of nucleation and growth along with more recent aspects of
polymer crystallization is presented. The spherulite growth rate
2temperature dependence is discussed using the Fischer-Turnbull equation
Overall crystallization kinetics, as measured by DSC and dilatometry,
are discussed in terms of the Avrami equation. Some of the problems
associated with using this equation are pointed out.
Finally the morphology of crystalline polymers under quiescent
conditions is reviewed with special emphasis on the behavior of PEO.
Because of the controversy currently in the literature regarding the
morphology of the amorphous state, this morphology is not considered
in detail. Polymer morphology is also an extremely broad subject and,
of necessity, many aspects are not included or discussed with extreme
brevity. Here again references to the original literature are provided.
A. Solution Theories
In 1875 J. W. Gibbs showed that the equilibrium conditions for a
multiphase, isolated system were that the chemical potentials of a
given component be equal in each phase. Ideal and regular solutions '
of low molecular weight solvents and high molecular weight polymers^' 5
have been modeled using lattice statistics to calculate the entropy and
the van Laar approximation for the energy.
1. The Flory-Huggins theory . The Flory-Huggins^ theory of
polymer solutions approximates the number of ways of arranging xn2
polymer segments on N lattice sites as a product of the number of ways
t h
Y j. , , of arranging the (i+1) chain taken over all chains.
Yi+1 = [(N-Xi)! f [N-x(i+l)]l 1 • [(z-1) / N]
X_1
The number of ways of arranging all polymer segments is then
(1 = ^7 1
n t
n
2
y i= Y i + 1
Using Boltzmann's equation for the entropy, Scott8 has shown that for
two polymers
v V
As = -yn
r [ (
V
X
l) ln *l
+ (VX2) ln h ] (3)
where
^
is the volume fraction of polymer i. If van Laar's approxima-
2 9
tion is used for the enthalpy of mixing, AH
m
,
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m m
^
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then the Gibbs free energy of mixing, AG
, is given by8,10
RTV ri A
AG = m r 1 -~ "
m vr [^ ln *i + 4 ln *2 + )<i2*i*2] < 5 )
where V is the volume of the mixture; V is the reference volume; n. ism r ' i
the number of moles of polymer i; x12
is the interaction parameter be-
tween the two polymer segments; x
i
is the number of lattice sites per
mole of polymer i; and 6.. is the solubility parameter. In this case
__VI_ . , . x2n2
1 x^rij + *2 n2
9 2 x
l
n
l
+ x
2
n
2
Figure 1 is a plot of equation (5) for two hypothetical polymers of the
same molecular weight with changing interaction parameter. The critical
condition for the onset of phase separation is given by10
9 AG \
m
9
3
AG
1 / T,P
3<j>
T,P
This defines the plait point or the maximun in the binodal and spinodal
curves for upper critical solution temperature (UCST) composition dia-
grams. The spinodal (the limit of instability of the homogeneous phase)
is given by
2
3 AG
m
3d)
(7)
T,P
and the binodal (the limit of metastabil ity of a homogeneous phase) is
given by
y2
= u
2
(8)
where the prime and double prime represent the two incompatible phases
Figure 2 shows the spinodal, binodal and plait or critical point
obtained from conditions (6) - (8) applied to equation (5).
As shown in Figure 1, in the Flory-Huggins theory the mixing
enthalpy is the factor that determines whether the two polymers are
miscible at a given temperature. From equations (6) and (8) the
critical value of the interaction parameter is
X12
(critical) = ± x~ 1/2 + x^ 172
)
(9)
Several other approaches to the polymer solubility problem have been
5proposed because of the limitations of the Flory-Huggins theory; namely,
(1) no volume change on mixing, (2) the lattice approximation for the
entropy of mixing, and (3) entropic and concentration dependence of the
interaction parameter. Considering these limitations, the Flory-Huggins
theory predicts the molecular weight and concentration behavior
surprisingly well.
L—Heats of solution and the solubility parameter approach
. The
solubility parameter approach ignores the entropy term and then semi-
empirically correlates polymer structure to the cohesive energy density.
Scatchard 14 has shown that, neglecting the volume change on mixing and
any concentration dependence of a 1-2 pair interaction, the cohesive
energy of the mixture, c
x
,
may be expressed as the sum of the energies,
Ey, of interaction of 11, 12, and 22 pairs.
x
= K [*1 e ll
+ 2
*i h e 12 + 4 z2l[ (10)
where k is a constant proportional to the total number of pair inter-
15-17
actions in the system. The energy change on mixing is simply the
difference between e and the energies of the two pure liquids.
Ae
m
= K [*1 e ll
+ h e22] " ex
K
'
e
ll '
2£
12
+ e
22 ^1*1
Scatchard assumed
1/2
e
12
e
ll
£
22
(12)
which permitted him to eliminate from equation (11). This assumption
removes the possibility of energetically favorable interactions on mixing
since now 2e
12
<; en + z^. From (11) and (12) the energy density is
2
Aemm r/e \
1/2 le \ 1/2 i
<J>2
- k cf>
1
<j>2 (13)
which is one definition of the solubility parameter, <$..
18 21Many authors " have tried to correlate solubility and solu-
bility parameters to polymer structure. There are several excellent
reviews 3 ' 11-13 0 f the solubility parameter approach in the literature.
18
Small catalogued four types of intermolecular interactions and showed
that if dispersion forces are the predominant type of interaction, the
chemical structure of the components can be correlated with the
solubility parameter by the equation
6 = £ f/V
I (14)
where f . is the molecular attraction coefficient of the i-group in the
polymer repeat unit.
If the size and shape of the two components are different, if the
volume changes on mixing, or if a specific interaction occurs in the
mixture; the geometric mean approximation (equation 12) breaks down.
For favorable polar or chemical interactions the interaction energy of
the 1-2 pair may be greater than that of the pure component. Approaches
14 18 24
which allow for negative mixing energies » ' and empirical exten-
19-23
sions of the solubility parameter to favorable interactions have
been proposed. The empirical approach defines solubility parameters for
7each type of interaction and then sums these for the total solubility
parameter. Most solvents for a given polymer fall within a given radius
of 6 while nonsolvents fall outside this radius. Unfortunately the
total solubility parameter can no longer be used to calculate a
theoretical heat mixing.
24Drago, et al_.
,
have used equation (11) without assuming
£
12
= e2V The resulting four-parameter equation correlates a very
large number of acid-base enthalpies of mixing for low molecular weight
solvents. Drago was able to predict enthalpies of mixing for hard and
soft acid-base reactions. This analysis has been used to explain filler
25behavior and could perhaps be used to explain acid-base polymer-polymer
association complexes such as poly(acrylic acid)-poly(ethylene oxide) 26
and polyvinyl chloride)-poly(methyl methacrylate) 27 complexes. It
might also explain the negative interaction parameters observed in
poly(e-caprolactone)-poly(vinyl chloride) 28 and polyvinyl idene
fluoride)-poly(methyl methacrylate) 29 blends.
30Smolders and Koenhen have compared polymer solubility parameters
with other measurable quantities such as surface tension, refractive
index, and dipole moment with some success. This empirical approach has
proven very useful if the molecular attraction coefficients for the
particular type of interaction has been tabulated. The solubility
parameter approach does not account for molecular weight dependence, and
there are many important solvents such as alcohols that consistently fall
in the insoluble region of the circle but dissolve the polymer.
Clearly a generalized approach to heats of solution would be useful.
8Further, experimental techniques for measuring this quantity in polymer-
polymer mixtures need to be developed. The solubility parameters approach
or perhaps Drago's approach should be set in a more theoretical basis so
that these empirical results could be extended or easily incorporated
into theory.
3. Equations-of-state. Although the Flory-Huggins theory predicts
the correct qualitative behavior of upper critical solution temperatures
(UCSTs), it cannot predict lower critical solution temperatures (LCSTs)
observed in many polymer-solvent31-33 and polymer-polymer34 ' 35 mixtures.
One limitation of this theory is that it is independent of the physical
properties of the pure components. More recent equation-of-state theories
incorporate the pressure, P, volume, V, and thermal properties of the pure
components into the free energy of mixing or the partition function.
a. Flory's equation-of-state
. The equation-of-state approach has
been recently reviewed by Curro. 38 Flory and coworkers 36 have simplified
41
Prigogine's cell theory and obtained a canonical ensemble partition
function
Z(TV
>
= Z
int <
T
> [
Z
ext 6XP -EQ
/kT ) (15)
where c is the average number of external degrees of freedom per segment
available to the molecule; Z. .(T) is the partition function for Flory-
Huggins theory; z
ext
(TV) is a function of volume and temperature; and
Eq is the mean intermolecular energy. In reduced variables Flbry's
equation is
9Pv v
1/3
T v
1/3
-l"W (16)
where the reduced variable X is the ratio of the variable X measured
under any set of conditions compared to a reference value X*; i.e.,
X = X/X*.
Four fundamental parameters for a pure liquid are used to obtain
the three equation-of-state reference values (T*, the characteristic
temperature; P*. the characteristic pressure; and v*. the hard core
volume of a segment). It can be shown42 that when this equation is
applied to mixtures both UCST and LCST behaviors are predicted.
b_z Sanchez and Lacombe's equation-of-state
. Another PVT theory
based on Ising lattice statistics has been developed by Sanchez and
37
Lacombe. Using the partition function for the pressure ensemble with
volume changes arising from allowing the lattice to contain empty sites
or holes, their equation for a pure fluid in reduced variables is
p
2
+ P + T £ln
Jl-p + 1
-
i p
J
= 0 (17)
In this case the equation-of-state parameters P*, T* (the characteristic
pressure and temperature), and v* = 1/p*, the close packed specific vol-
sp
ume are related to the molecular properties E*, the segment-segment inter
action energy v*, the close packed segment volume, and r, the number of
segments per molecule. Using two mixing rules to determine the hard core
volume of the mixture and the number of close packed pair interactions,
the equation-of-state for mixtures is the same as that for the pure
fluid. Now, however, the reduced variables are related to the concen-
tration of each component in the mixture.
10
According to this theory, the requirement for phase stability
(spinodal condition) depends on three parameters, x , 3, and The four
types of temperature composition diagrams predicted by the theory are
shown in figure 3. The interaction parameter, x , varies inversely with
temperature so that positive values of x produce UCST behavior just as
in the Flory Huggins theory. On the other hand, the isothermal compres-
sibility, 3, has a positive temperature coefficient as required for LCST
43behavior. The parameter is squared in the equation for phase
stability and can only contribute to LCST behavior.
The theory predicts several interesting results. (1) All mixtures
will exhibit LCST behavior unless vaporization or degradation occurs
first. (2) The UCST and LCST behaviors are coupled inversely to the
molecular weight so that as the molecular weight increases the UCST and
LCST approach each other and ultimately merge to form hour-glass shaped
temperature composition diagrams. This result is consistent with experi
44 45
mental behavior. ' (3) For high molecular weight polymers to be
compatible, x must be very small or negative and the pure component
parameters T*, P*, and v* must be similar.
B. Polymer Crystallization
1. Classical nucleation theory . The inception of nucleation theory
is again attributed to Gibbs.* For a fluctuation or crystal embryo to
grow, it must reach a critical size where the free energy gained by
crystallization equals the energy required to create new surface in the
11
on
mother liquor. Becker and Doring46 and Volmer47 applied this conditi
to low molecular weight crystals and were able to demonstrate that at
low supercool ings nucleation rates are inversely proportional to the
temperature. Turnbull and Fischer48 realized the importance of the
change in viscosity of the liquid with temperature. This effects the
transporting of liquid across the liquid-crystal interface, and the
Turnbull-Fischer equation, with some modification, is used in theories
of polymer crystallization today.
Shortly after the discovery of chain-folded polymer single
49-51
crystals two schools of thought regarding polymer crystallization
52
arose. Peterlin, et al
. ,
proposed an equilibrium theory of chain
vibrations as a function of temperature. On the other hand, several
53-55
authors proposed a kinetic approach based on the work of Turnbull
and Fischer. Since the equilibrium theory cannot predict crystal growth
rates, it has largely been abandoned. The kinetic approach, however,
has increased considerably in complexity.
Several books
56 " 58
and review articles 59
"63
have been written on
classical polymer crystallization. A brief discussion, following the
59
review by Price, is given here. The driving force for the growth of
a crystal from the melt depends on the free energy difference between
the crystal and the melt. Because energy is required to create new
crystal surface, there will be a critical nucleus size where the bulk
free energy of a specific number of molecules equals the surface energy.
Addition of molecules to crystals larger than the critical nucleus is
always thermodynamically favorable, and so these nuclei grow. For a
12
cubic crystal of dimensions n, u. and v with unit cell di
b
o*
and c
o*
the Gibbs free energy is given by
mensions a
,
o
AG =
-tic lib va Af + 2yva b aooo o o e
+2a(nuc b + vna c I
I 0 0 o ol (18)
where a
Q
is the surface free energy normal to the c-axis and a is the
surface free energy of the other four faces. Af is the bulk free energy
of an infinitely large crystal per unit volume of crystal.
The dimensions of the critical nucleus are determined by the
location of the saddle point on the free energy surface given by
equation (18).
1 9AG
c
o
3n
1 9AG
b
o
i
ay
1 9AG
a
o
9v
= 0 = -vya b Af + 2a lb u + a v|
0 0 I 0 0 1
= 0 = -vnaQ
b
o
Af + 2a
e
a
Q
v + 2ac
Qn
= 0 =
-ynb
0
c
Q
Af + 2a
e
b
Q
y + 2ac
Qn
(19)
Crystal formation that takes place in pure supercooled melt is called
homogeneous nucleation, and the free energy of formation of a critical
nucleus is found by solving for the critical nucleus dimensions from the
saddle point conditions and then substituting these dimensions into
equation (18).
13
32a2a
Homogeneous 2 (20)
Hetergeneous nucleation occurs if the embryo crystallizes on an
already existing heterogeneity. If the difference between the inter-
facial free energy of the crystal and the melt and the interfacial free
energy of the heterogeneity and the crystal is Aa, then
16aa
e
Aa
^Heterogeneous ^2 ( 21 )
For nucleation on an already existing crystal surface
4b oo
AG
=
-TT- (22)
Obviously, the lower free energy of formation of the critical nucleus
makes heterogeneous nucleation the favored kinetic process. In fact,
interactions between the polymer melt and heterogeneous nucleating
agents can occur well above the equilibrium melting temperature. 48b
Problems encountered when applying classical nucleation theory to
polymer crystallization should be mentioned. Several authors 5413 ' 55 ' 65
have pointed out that classical theory does not recognize the long chain
nature of the crystallizing polymer. Each polymer segment is inter-
connected to the next and must align itself in the crystal accordingly.
66
Computer modeling of the nucleation phenomena gives a temperature
dependence similar to that of classical nucleation theory but very rough
nuclei instead of the minimized surface energy nuclei of classical
14
theory. The problem of chain folding in other than an adjacent reentry
mechanism67 and fluctuations in the fold surface cannot be treated
without using a variable fold surface free energy. It has been pro-
posed
'
that the addition of each macromolecule determines the
kinetics of growth instead of the classical free energy barrier, but
this approach leads to the classical result, equation (22), so that
it is very difficult to demonstrate this effect.
2. Recent kinetic theories. Lauritzen, Passaglia, and DiMarzio65
have derived kinetic equations for multi component chains which have been
applied to model polymer crystallization. 70 If a layer or strip of
molecules is allowed to grow on a crystal face for a system of n com-
ponents with only nearest neighbor interactions along the chain, the
ratio of currents, S (the rate at which a strip is attached and
detached), to occupation numbers, Q (the number of crystals with a site
where a crystal strip can be attached), is a constant. This constant
depends only on the terminal species of the chain and the occupation
number, but is independent of the other components and the length of the
chain. Further, if a series of cyclic steps (such as the formation of a
stable nucleus by attachment of many segments of a polymer) is indepen-
dent of the polymer already in the crystal, the rate constants for the
attachment and removal of segments (a and 3) may be replaced by rate
constants for the overall process, A and B.
Energies of activation of the forward and backward rate constants
71
are assigned from absolute rate theory.
a
Q / Bj
* exp -AGj j kT (23)
15
a / 3 a exp - f AG. - AG. ,
\ i l-l
AT (24)
Further analysis of the crystallization kinetics depends on the model
for the free energy of nucleation from the liquid, AG., and the free
energy change on addition of the i th stem or segment to an already
existing nucleus (AG.^
- AG.). For a model similar to that of classi
cal nucleation, equations (20) and (22), Hoffman and Lauritzen 60f have
assigned overall rate constants Ay B Q for initial stem attachment and
A,B for subsequent attachment as
3exp
|^-2b£a/kT + ^b 2Af£/kTj (25)
3exp
* 1
-(l-4>)b2Af£/kT (26)
3exp
-2b
2
a
e
/kT + <j>b 2Af£/kT (27)
3exp
-(l-<f))b
2
Af£/kT (28)
Where terms inside the brackets have the same definitions as in the
classical case except that b = b
Q
and fc = c
Q
v. The term for the trans
fer of liquid polymer to the crystal surface (3) has the form of the
WLF equation.
3 =
kT
exp U*/R (T-T )
00 (29)
U* represents the energy barrier to segmental motion of a polymer near
T ; J. is a factor accounting for noncrystallographic attachment at the
crystal face, and (kT/h) is the jump frequency of classical kinetics.
16
The parameter
* is used to apportion the free energy between the forward
and backward reactions.
The total current is given by
A
Q (A-B)
S
T B
x
+ (A-B) No (30)
and substituting the values for A
Q , A, and B with equation (30), we
find that the modern equation for nucleation and subsequent attachment
of polymer chains to the crystal face is very similar to the classical
equation (22).
S
T
= NoV exp -4baae / AfkT (31)
If nucleation is the rate determining step, that is, if no further
nucleation occurs before the rest of the polymer chain has laid down,
the growth rate, G, is
G = bS
T
h
s
/N
A
= bLS
T
/aN
A (32)
where is Avagadro's number; h
g
is the number of nucleation sites per
crystal surface; a is the unit cell dimension along the fold direction;
and L is the length of the crystal substrate surface. Substituting (29)
and (31) into (32) and collecting constants, an expression similar to
the Fischer-Turnbull equation is obtained.
G = G
Q
exp £-U*/R T-Tcoj] ex P [-4baae / AfkT
J
(33)
At low supercool ings, i.e.
,
slightly below the polymer melting point
nucleation is infrequent and crystal growth slow so that equations (32)
17
and (33) hold reasonably well. Obviously, however, at large supercool ings
polymer crystals grow rapidly and multiple nucleations probably occur
before all of the segments from a single chain have been incorporated
into the crystal.
Sanchez and DiMarzio70 have shown that as the rate of nucleation
approaches the rate at which subsequent chain is attached, the growth
rate is expected to depend on the square root of the total nucleation
rate, S,. Thus
G = b S
T
g/a N
1/2
(34)
where g = a(A-B) is the rate at which the polymer crystal stems spread
across the crystal surface. This reduces the last term in equation (33)
by a factor of two and changes G
Q
by 1/ £n
g
exp |aba
e
/ktjj. Thus G
Q
should be much larger at low supercool ings where equation (33) applies
than at high supercool ings when
G = G
Q
exp | -U*/R[- T-T00
J
exp j^-2baa
e /
AfkT
J
(35)
60
g/G
q
J
+ U*/R T-T
00
Lauritzen and Hoffman designate equation (33) and (35) regimes I
72
and II, and Lauritzen has shown that they can be distinguished from
each other by the value of the slope, K , of In
plots. Lauritzen' s Z condition for distinguishing between regime I and
regime II growth kinetics is
2
-K /TAT
.
(36)Z =
iL
4g
10
3
(L/2a)
2
exp
18
where
Kg = Y baaj0
/ AH fk
so that for regime I kinetics, Z s 0.01 and for regime II, Z *1.0.
Solving equation (36) for L, the crystal length, in regime I we have
Single crystal sizes are about one micron; thus, for reasonable values
of K
g
,the change from regime I to regime II should require only about
twenty degrees supercooling. Both regimes have been observed in poly-
3. The influence of diluent
. The addition of a compatible diluent
to a crystal lizable polymer can affect at least three aspects of the
polymers crystallization kinetics. (1) Diluent can depress the melting
point of the polymer and as a result decrease the amount of supercooling
which slows down the crystallization rate. (2) Diluent can increase or
decrease the glass transition temperature of the polymer. Increasing T
increases the interfacial viscosity between liquid and crystal which
would lower the crystallization rate. (3) As the diluent concentration
increases the crystallization rate should decrease because of interfer-
ence between the noncrystal 1 izing and crystallizing components.
a. The melting point depression . The effect on the melting point
of adding a compatible diluent to a crystal 1 izable polymer may be
expressed thermodynamical ly as the difference between the chemical poten-
tials of the polymer crystal segments, u!?, and the pure liquid polymer
(37)
ethylene. 60g
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segments, u°, at the same temperature and pressure.
- = -AH
f
1-T/T
m (38)
Here the simplest approximation for the difference in free energy
between the crystal and the melt has been assumed, i.e., AG = AH AT/T°
f m'
It is also assumed that no diluent is incorporated into the crystal and
that the equilibrium melting point, T°, is that of large perfect crystals.
The chemical potential of a polymer segment, in a polymer-diluent
mixture will be lower than for pure polymer, u°, by the derivative of
g
Scott's free energy of mixing (equation 5) with respect to a segment of
crystal 1 izable polymer (x.n.r 3
RTV
1
4
I . I
x
l
x
2
*2
+
*12 (39)
The equation predicts the decrease in chemical potential of the polymer-
diluent mixture, jjl, relative to the pure polymer liquid. At the melting
point, T., the chemical potentials of the crystal and the polymer-diluent
mixture must be equal. Equating T and T° in equation (38) and (39) and
rearranging yields, Flory's 74 well-known equation for the melting point
depression of a polymer crystal and also the first approximation used by
Sanchez and DiMarzio. 70b
*Td " < - OHrf [xVM i + 1 _ Ix ^ X2
2
12 *z
+ XlO <f>
]
(40)
where <j>o is the volume fraction of polymer diluent
very large
If x^ and x
2
are
1/T° - 1/T° = ILn
d
kn
m V AH,
X12 <J>2
(41)
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thus for two high molecular weight polymers, no melting point depres-
sion is expected unless x12 is negative. Melting point elevation is
apparently not possible since x12 would have to exceed x12 (critical).
Figure 4 is a plot of the expected melting point depression for PEO
crystals based on equation (40). The values for AH
f ,
the heat of fusion
per gram of repeating unit, and T°, the equilibrium melting point of
pure PEO, are given in Table III of Chapter III. For low molecular
weight diluents ( X;L = 1; solid lines in figure 4) significant melting
point depressions are predicted even for large positive x12 values. High
molecular weight diluents (Xj = x
2
= 10
5
; dotted lines in figure 4) do not
show melting point depressions unless x12 is large and negative.
73,74
More than 60 volume percent of high molecular weight, extremely good
solvents (x12 = -3) must be added to the crystal! izable polymer to
achieve greater than 15°C melting point depression. Since the inter-
action parameter is usually positive or zero, 34b only for very favorable
polymer-polymer interactions should the equilibrium melting point of a
blend be lowered. 77,78
Where liquid-liquid phase separation occurs, any composition be-
tween the two equilibrium compositions separates into the equilibrium
compositions. Since the term in brackets in equation (40) is the
chemical potential for a segment of polymer in diluent at T^ times a
constant factor, between the equilibrium compositions this term will
not change. Thus the melting point of the mixture is constant because
the crystallizing polymer sees only the equilibrium composition regard-
less of the initial composition of the mixture until the mixture
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composition passes beyond the limit of metastabil ity on the opposite
side of the phase diagram. In the region between the two equilibrium
compositions neither the equilibrium dissolution temperature (as indi-
cated by the dashed lines in figure 4) nor the crystal growth rate will
change. This result has been observed for polymers crystallizing from
low molecular weight diluents in several instances. 75,76
In many instances the viscosity, 78 mechanical history, 79 or thermal
80history of the blend produce small crystals in a highly nonequil ibrium
state. From the previous discussion of chain folded crystals, it should
be evident that the crystallite size, which depends on crystallization
temperature, also affects the melting point. Because of the small
crystallites, the method of Hoffman and Weeks84 could be applied at each
concentration to determine T°(<J>
2
) and then equation (40) used to obtain
the interaction parameter. In the two cases in which this technique has
73 78been used, negative or zero values of the interaction parameter are
found for compatible blends.
01 op oo
Although Mandelkern and others ' have shown that for dilute
solution crystallization the fold surface free energy is independent of
solvent at low supercool ings. This is not necessarily expected to be
the case with polymer diluents, especially at high diluent concentration
or high supercool ings. As the rate of crystallization increase, polymer
diluent entanglements would raise the fold surface free energy. This
will also cause an apparent depression of the polymer blend melting
point.
The influence of diluent on the total current, Sj, is expected to
22
be related to the number of crystalline segments available for attachment
to the crystal face from the mother liquor. Most authors 56 ' 62 ' 74 ' 85 ' 86
who have considered the effect of concentration include a term of the
form
S K) = <h ST (42)
in equation (33). In some cases this term has been incorporated into
the bulk free energy term to express the excess entropy associated
with loose folds. It is not clear that this procedure is necessary.
At low crystalline polymer concentrations, the inadequacy of the
approximation is evidently caused by competition between cilia and
regular nucleation. 70b ' 87 ' 88 A better approximation might be to
replace
<f>j by the fraction of amorphous, crystal lizable polymer, but
this would result in a decrease in growth rate with time. Keith and
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Padden found constant growth rates with increasing diluent concen-
tration resulting from the lamella tips projecting into virgin melt
and leaving the noncrystalline material to fill the intersticies of
the spherulite. Since the growth rate of atactic-isotactic polystyrene
90blends, for example, is constant for a given concentration of atactic
polystyrene and temperature, equation (42) should be satisfactory.
Note that including the concentration term affects only the pre-
exponential in the growth rate equation.
fin
b. Effect of diluent on Tg . Hoffman, et al . , have shown that
the diffusion term for bulk polymers is
(3 = exp f-U*/R (t-tJ
j
23
where U*, the activation energy for segmental motion near the liquid-
crystal interface, is much lower than would be expected from viscosity
measurements, 91 and is higher than would be expected from the WLF
equation. 92 Various authors 60 ' 93
' 95
have found that U* is approximately
1500 cal/mole of repeat units, and T
ro
is thirty degrees below T for
many crystalline polymers and sterically hindered low molecular weight
compounds.
The effect of diluent on should be the same as that on T
96 9
*
Either the Gordon-Taylor expression (generally applied to copolymers97 )
V [V( kV Tg i| ^/t 1 " 1" 1 ^] M3>
where k is a constant and W
£
is the weight fraction of component 2, or
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the Fox equation
T
g
= M\ + VTg2 <«>
can be used to describe the composition dependence of T
ro
in a compatible
blend. Experimental viscosity measurements for low98 and high99 molecu-
lar weight diluents have been shown to follow this equation.
Figure 5 shows the effect of increasing glass transition on the
spherulite growth rate calculated from
G = G
Q
exp [-Kg/T (T° - T)] exp [-Kq/t-T. ] (45)
allowing T
w to vary according to the Fox equation. K is defined in
equation (36) and K
D
is U*/R. The values used for calculating -figure 5
are given in Table III of Chapter III. The growth rates indicated by
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solid lines in the figure are calculated assuming sufficiently high
molecular weight diluent to preclude significant melting point
depression unless x12 is negative.
If the interaction parameter is large and negative (X 2
=
-3 is
used in figure 5 indicated by the dotted lines), the difference between
the free energy of the pure crystal and the diluent containing melt is
Af
(46)
where T
d
may be calculated from equation (41). Using this result in
equation (45) decreases the growth rate only slightly and shifts the
growth rate maxima to lower temperatures as shown by the second set of
curves in figure 5. The effect becomes most pronounced at high diluent
concentrations and low degree of supercool ings.
4
-
Overall crystallization kinetics and the Avrami equation
. The
kinetics of crystallization of polymer spherulites are governed by two
phenomena. The first, birth of the crystalline phase in the melt, is
called primary nucleation and the second is subsequent growth of the
primary nuclei. The overall kinetics of crystallization can be described
by the Abrami equation. 100 ' 101 Consider N identical spheres in a total
volume V
Q .
Assuming that no impingement occurs, the volume of a sphere,
v, at time, t, is (4/3)7rR(t) 3 where R(t) is the radius of the sphere.
If the spheres are put randomly into the volume, the probability that
the first sphere falls into a small volume 6v« v is v/V and that it
0
falls outside 6v is (l-v/V
Q ).
The probability that 6v lies in, the
amorphous region after placing all N spheres into the system is
e =
25
Uy/V
of (47)
Where 6 is simply the volume fraction of amorphous material in the
system. In the limit of large N and small v
r
Nv/v0i
N
6 = [1~J ^ exp [-Nv/VQ
Substituting for v,
v = | 7T R 3 = | tt (Gt) 3
(48)
we have
e exp[- | tt NG3 t 3
J
= exp |-ktn
) (49)
the well-known Avrami equation for constant growth rate and fixed number
of nuclei per unit volume of polymer N. If the number of nuclei varies
with time, the Nv term must be integrated over time. 102,103
The density of the amorphous region and the spherical crystals are
assumed to be equal. The error caused by this assumption can be as
large as 10 percent. 104 ' 105 Because of the amorphous material in poly-
102
mer spherulites, Mandelkern has included a factor A, the untransformed
fraction at infinite time in his version of the Avrami equation.
(1-0) = A [l-exp-(ktn
)J
(50)
Secondary crystall ization, 104b impingement, 105 multiple growth rates and
nucleation rates 106,107 and a variety of other phenomena have' been
invoked to explain the noninteger time dependence often observed experi-
mentally when the Avrami equation is applied to polymer crystallization.
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Solutions for k and n in equation (49) may be obtained from plots
of ln[-ln (9)] versus In t. These plots should yield straight lines
with slope n and intercept k. Because of the approximations in
equation (48) and the impingement problem, experiment is expected to
agree with theory only at low degrees of crystallinity (30 percent or
lp .-X 104,106 y » , .I6SS;
-
If the kl netics of the transformation are similar, the
values of n should be the same for a constant conversion. Choosing the
inflection point of equation (48), it can be shown 107 that
n-1
_
. .n
~Y~~ ktinfl (51)
and therefore
-1
n=
^-^infl]
Thus n and k can be obtained from 6.
nfl , the fraction of untransformed
polymer, at the time the inflection point is reached. Other
methods for determining n and k have also been proposed. 108 ' 109 One
recent attempt 110 to include the effect of impingement predicts
fractional n, and that n changes as crystallization proceeds; effects
which are often observed.
Because of these problems, the Avrami equation gives only qualita-
tive information regarding the nucleation and growth mechanisms of
overall crystallization kinetics. However, it is an extremely useful
equation for data tabulation because it describes a considerable portion
of the overall crystallization behavior with two simple parameters, k
and n.
C. The Morphology of PEG)
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The morphology of crystalline polymers is a subject too broad to
cover in a thesis. For this reason and because it is the crystalline
component studied in Chapter III, only the morphology of PEO will be
discussed. Reviews on single crystals 111
' 116
as well as on bulk
morphology 117
" 121
under a variety of conditions are available in the
literature. In the following section the morphology of PEO single
crystals, including their growth, folding, thickening, and deformation
behaviors, is discussed. Based on the single crystal morphology and the
crystal structure, PEO spherulite morphology is examined. Finally the
morphology of polymer blends is considered.
1. Single crystals of PEO
. Flat, lozenge-shaped PEO single
crystals will grow in dilute (0.1%) zylene solution at temperatures
below 35°C. 118 ' 122 ' 123 The unit cell is a 7/2 helix, 124 but the actual
molecular weight PEO shows a large distortion of the molecules in the
helix (see figure 6a). This is attributed to the flexibility of the
chain caused by lack of side groups. The unit cell dimensions are
o O o
a = 8.05A, b = 13.04A, and c = 19.48A ; the chain lies along the c-axis.
Although other unit cells have been reported, 126 a monoclinic cell
having parameters similar to those above and angle 3 of approximately
125.4° is favored by most authors.
1220
'
125,127
Figure 6b is the Balta-
127
Calleja version of that cell looking down the chain axis.
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Since the lamella thickness is much less (100 - 500 A) than the
length of the polymer chain (4000 A), the chain must fold back on itself
into the single crystal. Although the nature of the fold surface in
polymer crystals is a matter of considerable debate, in well-organized
single crystals the polymer chain folds relatively tightly back on
itself to begin the next crystal stem. Evidence supporting regular
folding of PE0 single crystals in the (120) planes parallel to the
growth face is based on wavy dark field electron micrographs in (120)
sectors parallel to the growth face which are straight in sectors where
the (120) diffracting spot used to produce the dark field micrograph
runs normal to the growth face. The waviness of the dark field pattern
is caused by the deformation of the PE0 crystal lattice when the macro-
molecule twists out of register to make a fold. Since the pattern is
distorted parallel to the crystal faces rather than perpendicular, the
folds must be along this direction for the most part. Sectorization,
a slight puckering of the crystals, preferential melting at the inter-
section of two sectors, and twinning phenomena all imply considerable
regularity of the folds.
129
Kovacs, Gonthier and Straup have studied single crystals of low
molecular weight fractions of PE0 grown from the melt. The growth rates
of low molecular weight fractions of PE0 change abruptly with increasing
supercooling when the number of folds in the chain increases. The
morphology near the transition temperature to the next higher number
of folds varies widely depending on growth rates of the different
crystal faces and the rate of isothermal thickening. Crystals that grow
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at sufficient supercool ings to produce at least one fold tend to
thicken spontaneously but more slowly than they grow. This produces
a thick central portion of the single crystal which continues to grow
until the melt is exhausted. Apparently the polymer chains have
sufficient mobility in the crystal to unfold, but only as long as
molten polymer is available to fill in the holes left in the folded
crystal. Perhaps the molten polymer assists in the thickening process
by nucleating on the thickened crystal edge and forcing itself into less
perfect areas of the folded crystal. At molecular weights above 20,000
and supercoolings greater than twenty degrees, the discontinuities in
the growth rate with change in number of folds are not observed. Thus,
these phenomena have been attributed to the effect of chain ends on the
crystallization driving force for low molecular weight polymer and the
anisotropic behavior of the PEO growth faces at low supercoolings. The
effect of methyl and ethyl end groups instead of hydroxy end groups
reinforces the above conclusion. 130
2. PEO spherulites
.
The transition from single crystal to spheru-
lite probably varies from polymer to polymer, but in general there are
131four stages. First, nucleation of a single crystal must occur. In
132 133
concentrated solutions and in the melt layers, terraces, or spiral
134
growth cause the crystal to branch. A number of reasons for branching
have been proposed, including nucleation on defects in the polymer
surface, 13^ puckering of the tentlike single crystals, 13^ and recently
an interesting twinning mechanism in which crystals nucleate almost
137
perpendicularly to the original single crystal called crystal halving.
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Whatever the mechanism, the initial rod-like structure becomes sheaf-
like. The lamellae comprising the two ends of the sheaf continue to
branch until they meet, at which point the spherulite grows radially
in all directions. Figure 7a shows the sequence schematically.
PEO spherulites were among the first synthetic high polymer
spherulites to be observed. 138 Spherulitic morphology is found in
relatively high viscosity systems. Other characteristics of polymer
spherulites include constant growth rate, twisting of radiating fibers
139-141
or lamellae, and complicated fine structure. Figure 7b is an
electron micrograph of the lamellar fine structure of a PEO spherulite
surface.
Q3
Although some high purity organic materials produce spherulites,
impurities and multicomponent systems often enhance spherulite forma-
tion.
142
Block copolymers of ethylene oxide and styrene, 143-145
methyl methacryl ate, 146,147 ethylene terephthalate, 148 cellulose
149 150triacetate, and urethanes have all been synthesized; and if the
PEO molecular weight is high enough, all these copolymers form
spherulites.
The morphology of blends of PEO has not been studied to any signif-
icant extent. It is known that several blends of PEO form one-to-one
complexes, ' ' but to the author's knowledge there are no entirely
compatible blends of this polymer mentioned in the literature.
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CHAPTER II
EXPERIMENTAL PROCEDURES
A. Materials
The materials used in this study were polyethylene oxide),
poly(methyl methacrylate) and methyl methacrylate monomer, abbreviated
PEO, PMMA, and MMA, respectively. The structural formula for the PEO
repeat unit is
{CH
2
-CH
2
-0)-
m
and the PMMA repeat unit is
i
CH2-c}
n
c=o
I
0-CH3
where m and n represent the degree of polymerization of PEO and PMMA.
Two PEO samples having different average molecular weights were obtained
from Union Carbide. The high molecular weight material, WSR-N-3000^
,
had a viscosity average molecular weight of 400,000, and the low molecular
weight material, Carbowax-6000^ , had a viscosity average molecular
weight of 10,000. PMMA, having a viscosity average molecular weight of
350,000, was obtained from Cellomer Associates. The MMA monomer was
obtained from Bordon Chemical Company and Aldrich Chemical Company.
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The PEO/PMMA blends have been identified by a simple shorthand
nomenclature. The polymers are identified as PEO/PMMA and the weight
percent of each component is given separated by a slash. The identity
of each material is abbreviated as WSR for WSR-N-3000 PEO, C6K for
Carbowax 6000 PEO, HM for high molecular weight PMMA, and MMA for PMMA
formed by polymerization of monomer. A colon separates the weight
fractions from the polymers. For example, a 70/30 blend of WSR-N-3000
with high molecular weight PMMA would be abbreviated as PE0/PMMA:70/30:
WSR/HM. In some instances when MMA monomer is used, the volume of
monomer is given per weight of PEO. These abbreviations are always
followed by the weight percentages of PEO/PMMA in parentheses. For
example, if 15g of Carbowax 6000 were dissolved in MMA monomer and
polymerized to a solid, the sample will be identified either as PEO/PMMA
15/25 :C6K/MMA (40/60) or PEO/ PMMA: 40/60 :C6K/MMA.
Viscosity average molecular weights were determined in water at
30°C for PEO and at 25°C in acetone for PMMA using Ubbelohde suspended
level viscometers. Since flow times for the solutions were about 100
seconds, no kinetic correction was made. Bath temperature was con-
trolled to ±0.1°C and flow times were reproducible to ±0.1 percent or
better.
Flow times at four concentrations were extrapolated to infinite
dilution in the usual way to obtain the intrinsic viscosity, [nl, from
the relative, n. and specific, n_ n > viscosities. The following
relationships were used
\ = yto (52)
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n
sp
= V 1 (53)
Vd = nsp/c (54)
where n
red
is the reduced viscosity; tQ is the solvent flow time; t is
the solution flow time; and c is the solution concentration in gram! per
deciliter.
The intrinsic viscosity was determined from the specific viscosity
using Huggins' 153 equation
n
sp
/c = fn] + k' [nf c (55)
and from the relative viscosity using Kraemer's equation 154
InjnJ/c =[n] + k" [n] 2 c (56)
where k' and k" are constants. Figures 8-10 are plots of n /c versus
c and ln[n
r
)/c versus c for solutions of high and low molecular weight
PEO and PMMA, respectively. Linear regression analysis 155 ' 156 requiring
that equations (55) and (56) pass through the same intercept values was
used to determine the intrinsic viscosities. Viscosity average molecular
weights were calculated from the Mark-Howink 157 equation
[nl = KM
9
(57)
where K = 1.25 X 10"
4
and a = 0.78 for PEO in water at 30°C.
158,159
K = 7.5 X 10"
5
and a = 0.70 for PMMA in acetone at 25°C.
160
The molec-
ular weights calculated from equation (57) were 9.6 X 10 for Carbowax-
6000, 4.1 X 10
5
for WSR-N-3000, and 3.5 X 10
5
for PMMA.
B. Sample Preparation
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Blends of PEO and PMMA were prepared by dissolving Carbowax-6000 in
MMA, initiating the monomer with AIBN or benzoyl peroxide, and allowing
the polymerization to continue until solid. Weighed samples of PEO
were mixed with purified 161 MMA and a small amount of initiator in
thick-walled polymerization tubes. The mixtures were frozen in liquid
nitrogen and the test tubes were sealed under vacuum with a torch, as
shown schematically in figure 11.
After sealing, the solutions were warmed slowly until the PEO in
each tube had dissolved completely. The tubes were transferred to an
oven at 80°C ±2°C to activate the free radical initiator. The initiation
mechanism for azobisisobutyronitrile, AIBN, i s 162 > 163
C=H CeN CeN
and for benzoyl peroxide is
0 0 0
<0>—C-O-O-C—<0> j 2 C-0-
The free radical attacks the monomer double bond,
0 CH
3
0 CH
3
C-0- + CH~=C * <0>—C-0-CH 9 -C-
I I
2
I
jjj C00CH3 C00CH3
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and subsequently the MMA radical attacks MMA
step, to produce polymer.
monomer, the propagation
\
H
3
CH
2
-C« + nCH
COOCH., COOCH
•KH
2
-C|
n
CH
2
-C.
C00CH o COOCH
CH 0 CH
Both combination and disproportionate can terminate the polymer
chain. Toward the end of the polymerization in the larger tubes (25 ml
or more), the heat of reaction cannot be dissipated in the viscous mix-
ture and depolymerization occurs. This causes bubbles in the mixtures,
especially at low PEO concentrations. To minimize this problem as the
solutions became viscous, the polymerization tubes were removed from
the oven, cooled for a few minutes, and then replaced.
When the blends had solidified, usually after about 8 to 24 hours,
the tubes were removed from the oven and cooled. In all cases when the
temperature of the mixtures was above the PEO crystallization tempera-
ture, the solid produced from the polymerization was clear. At room
temperature the glass was broken and the solid polymer rods removed and
stored in a desiccator.
There were three problems with the polymerization technique. High
molecular weight PEO did not dissolve sufficiently to make a uniform
mixture before the monomer had polymerized to a solid. Also, at fifty
percent or higher PEO concentration, the rate of polymerization was
depressed so far that even after long times (five days), some monomer
remained unpolymerized. Because of these factors and the difficulties
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in characterizing the resulting PMMA, most of the experiments were
carried out using blends cast from a common solvent.
Weighed mixtures of the two polymers were dissolved in warm acetone
by stirring to make 5 percent solutions. Although the WSR-N-3000 PEO
solutions were slightly cloudy, this did not seem to affect the cast
films. The solutions were poured over glass slides in petri dishes and
placed in an oven at 80°C to remove the acetone. After 10 to 24 hours,
the dried films were transferred to a vacuum oven at 80°C for from
2 days to several weeks. Because the blends tended to degrade at this
temperature over long periods of time, the temperature was lowered to
45°C, usually after the first few days. Howard 164 has shown that acidic
additives cause polymer degradation in PEO at 70°C. If the ester inter-
change reaction between small amounts of water and PMMA produces
catalytic amounts of carboxylic acid, this might explain the observed
degradation. Samples were kept at 45°C for 2 to 5 weeks to allow the
PEO to crystallize. Large spherulites formed in mixtures in which the
PEO concentration was greater than 60 percent; crystallization was
evident until the PEO concentration dropped below 30 percent. Non-
crystalline blends containing less than 30 percent PEO were optically
clear.
C. Morphological Techniques
1. Optical measurements . Two Zeiss Standard Research Polarizing
Microscopes, types GFL and wt, were used in the photomicrographic growth
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rate studies. Long working distance objectives must be used with the
Mettler FP-2 hot stage. The magnification and numerical aperture of
each objective are listed in Table I. Unless noted, all optical micro-
graphs were taken under cross-polarized light. For a discussion of the
interaction of polarized light with anisotropic crystals and spherulites;
see references 165 to 168. A Leitz ortholux research microscope and
35mm Leica camera with light meter were used to photograph some of the
blends after crystallization was complete.
Table I. Long Working Distance Objectives
Magnification 40 32 20 16 6.3
Numerical Aperture 0.65 0.30 0.57 0.17 0.12
The procedure for measuring spherulite growth rates depended on the
concentration of PE0 and the supercooling. At high PE0 concentrations
and large supercool ings
,
spherulite growth was rapid; a 16mm Bolex movie
camera was used at 12 frames per second. For moderate and slow growth
rates, interval ometers capable of photographic rates of from 1 frame per
60 hours to 1 frame per 10 seconds were used. A brief description of
this equipment is given below. More detailed information may be found
elsewhere.
169
'
170
The apparatus for slow and moderate growth rate studies is shown in
figure 12. The sample is transferred from an oven or hot plate at
100°C ± 5°C into the Mettler heating chamber, (a). The microscope, (b),
is focused and the intervalometer set for the appropriate time delay
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between frames. After the time has elapsed, a 24-volt relay activates
the shutter release and the motorized back, (c). A 110-volt relay syn-
chronously lights the microscope lamp. When the shutter closes, the
next frame of film is fed from a 200-foot film magazine, (e), into the
Robot 35mm camera, (d).
Measurements at temperatures as low as
-15°C ± 0.05°C were made by
passing cold nitrogen gas from the liquid nitrogen dewar, (h), through
the gas inlet on the hot stage chamber. A Sorvall LTC-2 low temperature
controller kept the gas between 20 and 40 degrees colder at the sensing
element, (i), than in the chamber itself. For fast crystallization
rates, the sample was inserted into the hot stage with the microscope
prefocused as much as possible. If the spherulites filled the micro-
scope field in less than two minutes, a 16mm camera was used without the
interval ometer.
Calibration of the Mettler hot stage against known temperature
standards showed that the readout was consistently 1 degree below the
melting temperature of the standards with ±0.1 degree variation on
extrapolation to zero heating rate. Figure 13 is a plot of readout
temperature versus melting point of the birefringent standards. These
standards were obtained from A. H. Thomas Company. At heating rates of
10°C/minute, the temperature of the readout was approximately 2.5 ±
0.3°C higher than the actual melting point.
Standard sample preparatory procedures 165 ' 166 were adequate except
at high supercool ings. Samples for high supercooling measurements were
approximately .003 inch thick. These thin films were sandwiched between
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two glass covers! ips, melted, and glued to a thin wooden stick to enable
movement of the specimen in the temperature chamber.
Prior to a series of experiments, micrographs of a 0.01mm stage
micrometer were taken with each of the objective lenses to determine the
exact magnification scale. Whenever an objective or ocular was changed,
a micrograph of the calibration stage was taken. All of the optical
micrographs in this thesis have 50-micron-bar overlays unless indicated.
The calibration stage was also used to focus the camera by positioning
it in the field; focusing with the binocular eyepiece; then adjusting
the camera height so that the image of the micrometer lines were
resolved on a ground glass plate at the back of the camera.
2. Scanning electron microscopy (SEM) . After crystallization, the
PEO/PMMA blends were examined in an ETEC autoscan scanning electron
microscope. Because of the low atomic number of the atoms in these
polymers, they were coated with gold, a high secondary electron scat-
tering material, to improve resolution and prevent specimen charging.
Chromium was also used as a coating material. Several recent reviews of
SEM theory and experimental techniques have been written; see, for
example, 0. Wells*
71
or S. Kimoto.
17^
Samples from the growth rate studies were divided into three pieces.
One sample was only metal coated and served as a control. Another was
etched in water for about five minutes to selectively extract the PEO.
The remaining piece was treated in an ultrasonic bath to partially break
142
down the blend superstructure. Selective solvent etching "and ultra-
sonic degradation
174
are well-known morphological preparative techniques.
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cas
All samples were coated with gold or chromium. If transmission repli
were to be made, chromium was deposited at a shadowing angle of fi
degrees; otherwise a rotary apparatus was used to eliminate the
shadowing effect. 175 For SEM work, gold is the better coating because
of its secondary electron emission characteristics. However, vacuum
evaporated chromium has a much smaller particle size than gold and
therefore better resolution in TEM.
3. Transmission electron microscopy (TEM) . TEM examination of
several blends was carried out on a Phillips EM-75. Preparation
techniques 174 ' 176 including ul tramicrotoming, etching, and shadowing
were used to study the blend morphologies. A Sorvall M-2B Porter-Blum
ultramicrotome was used to cut 1000 - 500 A thick (estimated by inter-
ference colors) sections. Because the blends are more dense than water,
samples had to be microtomed without floating. Since the thin sections
must be handled with tweezers and attached to the copper grids without
the aid of the floating medium, samples are easily deformed and this
technique proved very unsatisfactory.
Magnification for the TEM micrographs was calculated from a 17,500-
line-per-inch carbon replica grating. Bar overlays on TEM micrographs
represent 1 micron and on SEM micrographs 100 microns unless indicated.
4. Light scattering
. Since small -angle light scattering, SALS, is
not covered in Chapter I, a brief outline of theory and experimental
procedures are given here. Several excellent reviews on the subject are
177 1 ftf)
available in the literature. 1 u The mathematical model used to
describe the scattering of light from solids depends on how the scat-
1 Ol
terers are characterized. Debye and Beuche proposed a statistical
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scattering theory for heterogeneous solids caused by refractive index
fluctuations. The size of the fluctuation and the distance over which
the variation in refractive index extends are defined by a correlation
function. Goldstein and Mahalik 182 incorporated anisotropic fluctuations
into this theory. A simplification of this theory by Stein, et al . 179 ' 183
was made by modeling the anisotropic fluctuations as uniaxial rods or
disks which can change their orientation. More sophisticated models can
account for scattering patterns from ringed spherul ites, 184 stretched
185polymers, and other phenomena observed in crystalline polymers. 179 ' 186
There are two types of SALS patterns from which useful information
on polymers can be obtained. In the H
y
pattern the incident light is
polarized vertically and the scattered light resolved on a horizontal
analyzer. Since anisotropic aggregates will transmit light between
crossed polaroids but isotropic aggregates (fluctuations) will not, 187
the H
y
pattern will depend only on the nature of the anisotropic aggregate
responsible for the scattering. If the anisotropic aggregate is a sphere,
LjL » a reasonably good approximation of a polymer spherul ite, the
intensity of the H pattern is 185
I„ = KV
2
H
v
3_
,3
ja
t
- al cos (e/2) sin y cos u (58)
U
U
• (4 sin U - U cos U - 3 Si U)
t
3
where V = (4/3)ttR is the volume of the sphere of radius R; a. and a
1 3
are the tangential and radial polarizabilities; and the term 3/U
[sin U - U cos U] is the scattering function for spheres. The angles
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6 and y are defined in figure 14
U = 4tt (ll sin ( 0/2) (59)
Si U =
J
u
sin x .
dx
x
o
and K is a proportionality constant
2
v _ 16tt cos 9
where c is the speed of light in vacuum, and X is the wavelength of the
scattered light (632.8 nm for the Spectral
-Physics helium-neon laser used
in these experiments).
The H
y
pattern for spheres has a four-leaf clover appearance with
intensity maxima at an azimuthal angle of 45° such that
4.1 = ^ sin f
6
max
(60)
The intensity of an H
v
pattern for a thin anisotropic rod lying in a
plane perpendicular to the incident beam is given by 188
I
H
(«) = Ka{[sin(kaL/2) / (kaL/2)] (61)
sin a'cos a'
|
where L is the length of the rod; a is the angle of tilt relative to the
vertical; k is 2tt/X; and a is given by
a = -sin (a + u) sin 6
Here a' is a + to where u is the angle between the rod long axis and the
optic axis. In rod H
v
patterns the intensity of the light decreases
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with increasing scattering angle e from the center of the pattern along
the 45° azimuthal angle y. Unlike sphere scattering patterns, the
intensity along the 45° direction does not have a maximum except at the
center of the pattern. The insert in figure 19b is an example of this
type of pattern. It is not possible to obtain L from a cursory examina-
tion of the H
v
pattern of rod-like scatterers.
Clearly, quite different H
y
patterns are obtained from rod-like
scatterers as compared to spherical scatters. Misra et al.
,
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have
correlated the early stages of spherulite growth in polyethylene
terephthalate) with SALS patterns and have found that the initial Zwei-
blatten spherulite precursors scatter as rods; but after a certain time,
a maximum in the 45° intensity occurs indicating that the spherulite
structure is complete. In other words, during the early stages of
spherulite growth, the H
y
scattering pattern intensity decreases monoton
ically from the center along a 45° angle to the polars. This is
characteristic of rod-like scatterers. At longer times, the intensity
along this 45° angle goes through a maximum. The position of the
maximum is related to the spherulite radius by equation (60).
Interference between spherulites produces speckling in the H
190
patterns. This effect was observed in the nonimpingmg spherulite
morphology discussed in the next chapter.
The other type of SALS pattern, the V
y
pattern, is formed if the
plane of vibration of the polarizer and the analyzer are vertical. The
intensity of the V
y
pattern for spherical scatterers is given by
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\ = KU
2
I I?] K ' "si ( 2 SinU " Uc0sU " SiU )
2
+ [\-\\ (SiU - sinU) + (at - ar ] cos 2 (|) ( 62 )
• cos
2
y (4 sinU - UcosU - 3 Siu)
j
Unlike the H
y
pattern, the V
v
pattern depends on both anisotropic and
isotropic refractive index fluctuations, i^, on the size and shape of
the scattering particle and also on the polarizability of the surrounding
matrix, a
$ .
According to Samuels, 191 the first and second terms in
equation (62) have almost spherical symmetry at low angles. The third
term, containing the azimuthal dependence, is the major contributor to
the V
y
pattern's anisotropy.
Samuels has shown that even though the terms containing the surround
polarizability are nearly symmetrical, there is a marked effect on the
V
y
pattern as the surround refractive index is varied. For positive
spherulites (a
f
>a
t
) if the polarizability of the surround is lower than
the tangential polarizability, the maximum intensity is in the central
elliptical region with outer lobes of weaker intensity. As a approaches
s
0^, the intensity and size of the central lobe decreases while the upper
lobe intensity remains fairly constant. As the refractive index of the
surround becomes larger than the largest refractive index of the crystal,
the central lobe diminishes in size and intensity until the upper lobes
are now more intense. The upper lobes do not actually increase in
intensity, but the drastic reduction of the two symmetric terms in
equation (62) causes this effect.
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Few SALS studies of blends have been published; none deal with an in
depth analysis of the V
y
patterns. Stein 180 has reviewed the optical
behavior of blends recently but cites only two references where SALS
was used to analyze compatible, crystalline blends. Variation of the H
v
pattern with crystalline component concentration in the polyvinyl
chloride)
- poly (caprolactone) system192 showed an increase in the
spherulite size with small increase in noncrystalline, polyvinyl
chloride) concentration and then a decrease with further increase in PVC
concentration. The very complex poly(butylene terephthalate) -
polyethylene terephthalate) system lends itself nicely to SALS studies
since the optic axis is oriented differently in the two crystalline
193
polymers. Clearly SALS could be a very useful technique for studying
crystallization phenomena in polyblends.
D. Differential Scanning Calorimetry
Differential scanning calorimetry (DSC) is a very useful technique
for characterizing crystalline and amorphous polymers. Unfortunately,
analysis of DSC traces differs from author to author. 194
" 198
All
thermal measurements in this research were run on a Perkin-Elmer DSC-2,
1 99
and the results were analyzed as suggested by the manufacturer. The
temperature range from
-100°C to 190°C was examined using liquid nitrogen
to cool to the low temperature and helium as a purge gas. When thermal
measurements above ambient temperature were made, nitrogen was used as
the purge gas.
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The crystal
-crystal and melting transitions of high purity cyclo-
hexane, benzoic acid, and indium were used to calibrate the instrument
temperature scale. 199 With the exception of several early runs, tempera-
ture observed on the digital readout corresponded to within 0.5° at 10°
per minute heating rate over the entire temperature range. The earlier
runs were fitted at three points to the standard transitions using
quadratic Laguerre polynomials. 155 The variation in the readout tempera-
ture with heating rate may be calculated from
TA- Tobs =
- C £ +D (63)
where T. is the actual transition temperature of the standard; T is
obs
the DSC readout temperature; dT/dt is the heating rate; and C and D are
constants which varied between 0.25 - 0.069 and 1.0 - 1.39, respectively,
from day to day. The transition temperatures and enthalpies of the
standards are listed in Table II.
Table II. DSC Calibration Standards.
Standard Type Transition Temperature, °K AHf Ca1 /9 r -
Indium Melt 433. 9°K 6.79 cal./gr.
Benzoic Acid Melt 395°K 33.9 cal./gr.
Cyclohexane Melt 279. 7°K 7.47 cal./gr.
Crystal -crystal 186. 1°K 19.02 cal./gr.
Transition temperatures for the standards and PE0 were determined by
the method of Barrall and Johnson.^ They claim that for high purity
standards, the melting point is the intersection of the recorder, slope
with the instrument baseline. The PE0/PMMA mixture melting points from
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samples annealed 2 to 8 weeks at 45°C were measured in this manner. This
approach is similar to that described by Flynn. 201 The glass transition
temperature was taken as the intersection of the recorder slope with the
instrument baseline, which is almost equivalent to the more complicated
method of Guttman, et al
.
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Enthalpy measurements can be made if the instrument constant is
known. The instrument constant, K, is calculated by integration of a
melting endotherm of a standard of known enthalpy of fusion AH
from196,199,201
' f'
AH, w
i/ f sK = 1T- (64)
s s
where w
g
is the weight of the standard; A
g
is the area under the melting
endotherm; and r
s
is the sensitivity setting or measurement range of the
instrument. Knowing the instrument constant, equation (64) can be
rearranged to give the enthalpy of melting of PEO from the area under
its endotherm. Since the enthalpy of fusion of perfectly (100 percent)
crystalline PEO is known, 203
"205
the degree of crystallinity of the
blend is
X
c
( Blend )
=
h-TTT
=
AH.(PEO)
=
W AH^(PE0)K (65)
c a f p f
where H. H . and H. are the enthalpies of amorphous, perfectly crystal
-
a c i
line, and partially crystalline PEO. The subscript p refers to the
blend. The fraction of PEO which is crystalline, X (PEO) is
c
X (PEO) = X (Blend)/W(PE0) " (66)
c c
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where W(PEO) is the weight fraction of PEO in the blend.
1. Isothermal crystallization. Measurements of crystallization exo-
therms at different supercool ings were made by holding the temperature of
the sample between 100°C and 130°C for not less than five minutes and
then quenching at 320°C/minute to the desired crystallization temperature,
T
x
.
This temperature was maintained until the crystallization exotherm
was complete, I.e.. until the instrument pen returned to the isothermal
baseline and no further heat evolution could be detected. After the
crystallization exotherm was completed, the polymer was remelted and
crystallized at another T . As many as nine successive isotherms were
run without significant variation. In fact, more variation was observed
from sample to sample than on the same sample in agreement with the
microscopic results.
E. Dynamic Mechanical Properties
1. Principles of operation
.
By definition, Young's modulus is
1 J IPC (67)
where a is the tensile stress or force, F, applied, in this case to a
rectangular parallopiped along the Z axis (as shown in figure 15a) per
unit area, A; and e is the strain or change in length, AL, divided by
the length, L.
In the Rheovibron D.D.V.II, a displacement transducer oscillates at
a given frequency driving one of the metal arms which holds the sample
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in a reciprocating motion through a small distance, AL. In a linear
isotropic polymer, this produces a small sinusoidal tensile strain, e*.
This oscillating strain is transmitted through the polymer to the other
arm of the instrument, which is attached to a stress transducer. The
oscillating stress, a*, measured as a result of the applied strain is
slightly out of phase. 206
"210
This is expressed mathematically as
a* = a exp i(wt +6)
e* = e exp iwt
(68)
o
CA ,WL (69)
Defining the complex modulus by analogy to equation (67),
F* _
o-*
_
Q
o 16
E
~e*-r e (70)
o
Since any complex number may be written in terms of its real and
imaginary parts,
E* = V + \V = ^cos 6 + i ^°sin 6 (71)
o
e
o
where V is the tensile storage modulus and E" is the tensile loss
modulus. The complex compliance is given by211 D* = 1/E*.
Various phenomenological 212,213 and molecular214
"217
models have
been proposed to describe relaxations in polymers. Vibron measurements
give the complex tensile modulus defined in equation (70) as a function
of temperature. The absolute value of E* was calculated from214
|E*| = (2 X 10
9
dynes/cm2
)
(L
Ap$
a)
_ (72)
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where S is the amplitude factor; A is the cross sectional area of the
specimen; D is the dynamic force; and (L + a) is the total length of
the sample between the specimen grips. The value a is the change in
length associated with thermal expansion of the polymer as the tempera-
ture increases and is obtained from a micrometer attached to one arm of
the sample. The factor 2 X 10
9
contains the small sinusoidal length
variation and other conversion factors so that the modulus has units of
dynes per square centimeter. The average tensile strain on a specimen
was about 0.2 percent.
Samples for dynamic mechanical measurements were either cast or
pressed to between 3 and 4 mils thick and stored under vacuum at 80°C
for several days before being transferred to the Vibron. The machine
was cooled as rapidly as possible to
-160°C or lower to prevent or
reduce the crystallinity in the samples; then the sample was allowed to
warm up slowly as modulus measurements were made. Consecutive measure-
ments at 110, 11, and 3.5 Hertz were made every 3 to 5 degrees. With
the Lissajous' figure properly adjusted, the dynamic force, tan 6,
temperature, change in length, and amplification factor were recorded.
The data were transcribed onto computer cards and analyzed using the
program listed in Appendix I.
2. Dynamic mechanical properties of blends . A short discussion
of mechanical relaxations is in order. For a polymer with a single
01*3 ??(")
relaxation time, it can easily be shown ' that
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E" (T) = E
R
+
(
E
U
" E
r) ex P
r -zcj
|
T
.r
!:
2
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1 + exp
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.
(73)
E"" (T) =
E.. - E
u R
exp [•cil T - T«)/l c? + T
1 + exp
-2C
1 I
T
"
T
q
C 9 + T - T2 g
(74)
where E
R
is the modulus of the relaxed polymer; E
u
is the modulus of the
unrelaxed polymer; and Cj and C
2
are the WLF constants 17.4 and 51.6,
respectively. Here, of course, it has been assumed that the relaxations
are glass transitions with WLF temperature dependence
109 3
T
lQ9 Kl" "ci Vt"-
T
?
2 g
(75)
and that the frequency remains constant (for convenience it is chosen as
w = 1/t
0
).
For a compatible blend of two amorphous polymers with T
g
's of 200°K
and 380°K respectively, equations (73) and (74) were used to show the
effect of blend composition on the dynamic mechanical properties.
Assuming E = 10 10 and E D = 10
7
dynes/cm2 and allowing the T of the
u k g
221blend to vary according to Fox's equation (equation 44 in Chapter I)
results in modulus-temperature curves that change with blend composition
as shown in figure 16a. Note that the loss modulus is skewed slightly,
which is not the case for V versus o>. 213 Also there is only one
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inflection point in the storage modulus of any given curve. The tan delta
curves have been omitted for clarity but would reach a maximum slightly to
the higher temperature side of the E" maximum. This would be the
behavior expected for a compatible blend of PEO and PMMA with glass
transitions T^ (206°K) and T^ (377°K) as the blend composition is
changed if no crystallinity or secondary relaxations complicate the
mechanical spectrum.
For incompatible polymer blends, two polymer phases exist, each with
its own relaxation time or glass transition. 222 Pakula, et a!. 223 have
applied Takayangi's models224 ' 225 for crystalline polymers to incompatible
blends. The complex modulus for a two-component system, according to
Pakula, can be described by the series model in figure 15b or the parallel
model in figure 15c. The equations describing the models are
series * { (1 - X) E* + XE*
+ T^1 1
1
(76)
{$ +Vf1+(1 " x,EI (77)parallel X
where
<f>
is the fraction of series interaction of the second component,
and X is the fraction of parallel interaction of the second component.
Notice that if <j> goes to one, the series model moduli are additive where-
as the parallel model becomes independent of the second component.
In the incompatible blend, the glass transition of the two phases do
not shift in temperature; only the magnitude of the relaxation strength
changes as the blend composition changes. The relaxation strength of a
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transition is defined as (E - E )/E Rv WMMti»n r* • . •
* u r"V by seParating E* into its real
and imaginary parts and taking the limit as the loss terms go to zero,
equations for the storage modulus V for Takayanagi's models are
obtained. These turn out to be the same as equations (76) and (77)
except that E* is replaced by V. Substituting V for E* in the series
and parallel models should give a reasonably accurate representation of
the storage modulus at temperatures more than twenty degrees from the
glass transition. Assuming E
u
and E
R
of the pure incompatible polymers
are the same (10 10 dynes/cm2 and 107 dynes/cm2 respectively) and using
the T
g
values of 200°K and 380°K, figure 16b shows log V versus tempera-
ture plots for the series model with $ and X equal to the weight fraction
of the low T
g
polymer (solid lines) and high T polymer (dotted lines).
Even at 75 percent low T
g
polymer, if EJ is the high T polymer (solid
lines), a very weak low temperature transition occurs. Thus assuming
this model it is possible to incorrectly identify a polymer blend as
compatible when the scatter in the dynamic mechanical data exceeds the
relaxation strength of the low temperature transition.
For a compatible blend in which one of the components will crystal-
lize below its melting temperature without incorporation of the second
polymer in the crystal, Takayanagi's models should apply, Note that now
the amorphous component will have a glass transition temperature which
depends on the concentration of crystal lizable polymer remaining in the
melt. Using DSC data from figures 25 and 43 to determine the percent
crystal linity of the crystalline component and assuming Ej (the crystal-
line modulus) to be 10 10 below T and 107 dynes/cm2 above T
,
figure 17
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was calculated. The amorphous blend glass transition temperature T (a)
depends on the percent of amorphous crystal lizable polymer (PEO), which
is X
a
= 1 - x
c
,
and the weight fraction of PMMA. The weight fraction of
PEO in the amorphous region $ (PEO) is
$ (PEO) = X
a
W (PEO) /
j
X
a
W (PEO) + W (PMMA)
)
(78)
where W(i) is the weight fraction of species i. The weight fraction of
the PMMA in the amorphous phase is 1 - $ (PEO). The T of the amorphous
phase can be estimated from the Fox equation (equation 44 in Chapter I)
with the weight fractions of amorphous material $ substituted for the
weight fractions of the blend.
The storage modulus depends on T , the glass transition of the
amorphous phase in the blend, and the melting temperature of the
crystallites (taken as 320°K for PEO). If the glass temperature is less
than the melting temperature, the storage modulus behaves as an incompat-
ible mixture of crystal and amorphous homopolymers, except that the glass
transition increases with increasing crystallinity (assuming the glass
temperature of the amorphous polymer, PMMA, is higher than the crystal-
line polymer). If the crystallinity decreases, the glass transition can
actually decrease as more high-glass-transition-temperature polymer is
added. The glass transition of the amorphous phase is higher for the
60 percent PEO than for the 40 percent PEO blend because of the higher
degree of crystallinity in the 60/40 :PE0/PMMA blend. However, the total
concentration of the amorphous phase is greater in the 40/60: PEO/ PMMA
blend. The amount of amorphous material controls the relaxation strength
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of the glass transition but the transition temperature is controlled by
the composition of the amorphous phase. Thus in figure 17, the
40/60 :PE0/PMMA blend has a larger relaxation strength and lower glass
transition than the 60/40: PEO/PMMA blend.
When the degree of crystallinity varies with crystallizing tempera-
ture or annealing in blends with a low PEO concentration, the glass
transition of the amorphous phase can shift over a 35°C temperature
range. This is shown in figure 17 by the horizontal arrows between 35°C
and 70°C for the 30/70: PEO/PMMA blend. The T
g
of the amorphous phase
changes by this extreme if the degree of crystall inity varies from 0 to
0.5. No attempt was made to account for recrystallization effects, the
influence of the fold surface, phase inversion effects, or effects of
secondary relaxations on the dynamic mechanical properties of blends
with a highly crystalline component which can be complex and difficult
to interpret unambiguously.
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CHAPTER III
RESULTS AND CONCLUSIONS
This chapter discusses (1) the morphology of PEO/PMMA mixtures,
(2) the effect of amorphous PMMA on the crystallization behavior of PEO,
and (3) evidence for intimate mixing of PEO/PMMA at temperatures above
the crystallization temperature of PEO. The chapter also addresses some
unsolved problems and suggests future work on crystal lizable blends.
A. Morphology
The morphology of compatible blends of a crystal 1 izable polymer
having a low glass transition temperature and an amorphous polymer having
a high glass transition temperature is controlled by the degree of super-
cooling and the glass transition temperature of the blend. At a high
concentration of crystal 1 izable polymer, the number of primary nuclei
is suppressed and larger spherulites form than in the pure polymer. At
intermediate concentrations of crystalline polymer, primary nucleation
is apparently enhanced by the excess amorphous material in the blend.
As the blend glass transition temperature approaches the melting tempera-
ture, crystallization proceeds very slowly. If the glass temperature
exceeds the melting point, the blend will not crystallize.
192 226
Poly(caprolactone)/poly(vinyl chloride) and poly(vinylidene
flouride)/PMMA73 ' 77 are examples of blends which exhibit this type of
277
morphology. Poly(2,6 dimethyl phenyl ene oxide)/atatic polystyrene,
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however, is completely amorphous unless exposed to small amounts of
solvent vapor. But if isotactic polystyrene is mixed with poly(2,6
dimethyl phenyl ene oxide), crystallization behavior is similar to that
of other blends in which the second component is amorphous and has a
high glass transition temperature.
In blends of an atactic polymer and a crystalline polymer having
the same repeat unit, spherulites will grow even at a very high (90%)
amorphous concentration. 85,90 ' 142 The concentration of the crystalline
component changes the growth rate but not the glass transition. Morpho-
logical information about blends of two crystall izable polymers is
limited and more difficult to rationalize. 193
In the present study, four morphologies of PEO/PMMA blends occur,
depending on the concentration of PEO. At very low PEO concentrations,
the glass transition is higher than the melting point, and no crystal -
linity is observed. At slightly higher PEO concentrations, non-impinging
spherulites are found. If the concentration of crystalline and amorphous
polymers is nearly equal, rod-like crystals resembling the early stages
of spherulite growth are observed. About 60 percent PEO, the morphology
is spherulitic, which is characteristic of pure polymer.
Studies of the morphology of forcibly mixed, noncrystalline and
228 229
crystalline, incompatible blends ' showed distinct phases of the
crystalline component in a spherulite morphology surrounded by an
amorphous phase. With an increasing concentration of amorphous component
the crystalline domains become smaller, but little or no intermixing
between the two phases was observed.
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1. Glassy blends
- low PFO concentration
. At PEO concentrations
between zero and twenty percent by weight, mixtures of PEO/PMMA are
noncrystalline glasses. Figure 18 contains transmission and scanning
electron micrographs of 18 percent PEO blends. These samples were
etched by soaking in water for about 30 seconds to remove the PEO,
dried, metal shadowed, and scanned. Soaking caused the bulk material
to become cloudy, but this etching was necessary, since unetched spec-
imens showed only the parallel knife marks of the ul tramicrotome or the
blistering phenomena in the upper left hand corner of the scanning
micrograph (figure 18b).
The pits and bumps in figure 18a are the result of water etching
away the PEO accompanied by some swelling of the mixture. They vary
in size from 300 to about 1500A and are probably the reason for the
turbidity of the etched samples. The large circular structures visible
in the transmission micrograph are suspected to be PEO residue left
after the water evaporated. These 18 percent PEO samples were consider
ably more flexible than pure PMMA and microtomed quite easily.
2. Blends with low crystal! inity: non-impinging spherulites . At
PEO concentrations between 20 and 40 percent, non-impinging spherulites
(figures 18c and 18d) were present in the samples made from polymerized
solutions of low molecular weight Carbowax 6000 and MMA monomer. Be-
cause of the lower crystal 1 inity of high molecular weight polymers
resulting from entanglements, the WSR-N-3000 mixtures crystallize only
at PEO concentrations above 30 percent. The non-impinging morphology
was enhanced by the viscosity lowering effect of trapped monomer and
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lower molecular weight PMMA in the polymerized samples as compared to
the solvent cast samples.
Unetched, ul tramicrotomed specimens taken from these samples did
not show spherulites in the TEM. Etching thin samples tends to shrivel
and dissolve large portions of the film, making micrography difficult.
Unfortunately, microtoming the sample destroys its surface structure.
Without a surface structure, the shadowing technique provides no
variation in specimen contrast. Since the electron density difference
between the two components is small, transmission micrographs taken
without etching or staining have very poor resolution. The birefringent
spherulites in the thin sections are visible under a polarizing micro-
scope, but not in the TEM (see figure 18d).
If these blends are intimately mixed prior to crystallization, then
to form spherulites at this low concentration the PEO must travel a
considerable distance on the molecular scale. Since the refractive
indices of the two components are different (r.i. of PEO = 1.4563 at
30°C and r.i. of PMMA = 1.490 at 20°C), 230 as the PEO crystallizes the
refractive index of the surround between two spherulites should increase
because the low refractive index PEO is being withdrawn. If there are
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surface or refractive index fluctuations in the sample, interference
fringes can be observed with a Nemarski interference microscope. An
interference micrograph of a thin section of 33 percent PEO with non-
impinging spherulites is shown in figure 18e. The black fringes,
although difficult to see in the reproduction, indicate either that to
reach the crystal PEO has traveled through the amorphous blend almost
60
20y, or that there is a very uniform thickness change surrounding the
spherulite. If these interference rings are caused by refractive index
changes in the amorphous phase, this would imply that some PEO has
migrated a remarkable distance. If the mixtures are two-phased prior to
crystallization, no refractive index variation would be expected except
in a narrow interfacial region less than 0.1 micron. This is strong
morphological evidence for melt compatibility at this composition.
h Intermediate compositions: rod-like crystallites
. At nearly
equal concentrations of PEO and PMMA, i.e., between 40 and 60 percent,
rod-like crystallites are present. This morphology, shown in crossed
polar optical and SEM micrographs of 'rO/60:WSR/HM blends in figures 19a
and 19b, is characteristic of the early stages of spherulite growth. The
small angle light scattering pattern inserted in the lower right corner
of the optical micrograph is consistent with this interpretation. 188 ' 189
It is evident from the SEM micrographs that the impressions left
after extraction of the PEO are deeper in the center but have definite
impingement boundaries. If the spherulite had crystallized from a two-
phase liquid, holes from which PEO had been extracted would be found with
out the spherulites traversing the second phase and impinging. The large
number of nuclei at these intermediate concentrations is probably the
result of interference of the PMMA with PEO crystallization. The PMMA
might both prevent advancement of a growing crystal and act as a
nucleating agent to induce new crystal formation.
When these crystalline blends were remelted within a few "days after
crystallization or cycled through the crystallization and melting process
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several times, the melt remained optically homogeneous. (A sealed sample
of 50/50:WSR/HM was held at 30°C until crystallization was apparently
complete, then heated in the Mettler at 10°C/min. to 120°C for five
cycles. The melt was transparent on each cycle.) However, when crystals
that had been annealed for several weeks were melted, the melting point
increased several degrees; further, as long as the temperature was held
below about 110°C, regions of different refractive index were observed in
the melt. When the temperature of the mixture was raised above the PMMA
glass transition, the two phases coalesced rapidly until only a vague
outline of the surface remained. After coalescence, if the mixture were
cooled to a temperature slightly above the melting temperature and held
there for several hours, no evidence of phase separation occurred as long
as the mixture was kept dry. The mixture can be crystallized and remelted
as before without phase separation in the melt unless it is annealed for
several days. During secondary crystallization, accreation of the PEO
from the melt apparently continues, but at a much slower rate.
Figure 19c is an optical micrograph of an annealed, 50/50 blend of
WSR-N-3000 PEO and PMMA under crossed polars at room temperature. This
sample was heated at 10°C/min. After melting, photographs were taken at
10°C intervals under oblique illumination to enhance the optical effects
of the refractive index difference. Coalescence of the two polymer phases
can be seen in figures 19d through 19k. Coalescence indicated that at
this composition the PEO was compatible with PMMA above the crystal liza-
tion temperature.
Above the melting temperature blends between 40 and 60 percent PEO
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were more sensitive to degradation and moisture than blends of lower or
higher PEO concentration. Howard 165 showed that PEO degrades badly
above 80°C in the presence of acidic fillers. After more than 3 months
under vacuum at this temperature, the mixtures degraded to low molecular
weight oils. At 80°C or above, moisture in the air also causes blends
in this composition range to degrade and phase separate. PEO will
absorb 3 to 5 percent water from the air, 173 and catalytic amounts of
water could cause a water-ester hydrolysis reaction in PMMA
C
?3 ™3
(CH
?
-C) + HO
_^ (CH 9 -C) + CH.OH
i I
3
C-0-CH
3
COOH
0
generating the acidic groups responsible for degradation of the PEO.
Another reason for the enhanced sensitivity to degradation and
moisture of the liquid 40 to 60 percent PEO blends is that these compo-
sitions are less thermodynamical ly stable to changes in the interaction
parameter of the mixture than blends of higher or lower PEO content. As
the PEO degrades the hydroxyl concentration increases changing the
interaction parameter. If small amounts of water selectively solvate
the PEO chains changing the interaction parameter, the 40 to 60 percent
PEO compositions would be the compositions which first showed phase
separation. When the mixture has crystallized, the composition of the
amorphous phase must increase in PMMA. Crystalline and annealed blends
in this composition range are much less sensitive to degradation and
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moisture. Blends exposed to temperatures above the melting point of PEO
were kept under nitrogen or vacuum to minimize degradation. No further
attempt to understand the degradation mechanism was made.
4. Spherulitic blends: high PEO concentration
. Compositions in
which the percentage of PEO was 60 or higher had the typical spherulite
morphology of pure PEO. To describe the effect of PMMA on the PEO
spherulites, Keith and Padden's 89 terminology will be used. According to
these authors, the compactness of a spherulite refers to both the coarse-
ness of the crystalline fibers, i_^. , the distance from one fiber to the
next, and the frequency of branching. At any stage of growth the com-
pactness of a spherulite is determined by material inside the spherulite
boundary, including crystalline and uncrystal 1 ized interfibrillar polymer.
The compactness is a function of the molecular weight of both species, the
concentration of diluent, and the degree of supercooling. With increasing
supercooling, branching increases but fiber thickness decreases; thus the
effect of diluent on spherulite compactness should be measured at the
same supercooling.
As PMMA is added to PEO, the compactness of the PEO spherulites in-
creases and then decreases at constant supercooling. At constant blend
composition with increasing supercooling, both spherulite size and com-
pactness decrease. Figures 20 through 23 are SEM and optical micrographs
which show this behavior quite clearly.
Figure 20 contains six SEM micrographs of pure PEO (WSR-N-3000) that
had been supercooled to various degrees. As AT increases, (1) the spheru-
lite size decreases; (2) the coarseness of the spherulite increases; and
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(3) the fibril branching increases. Although the thickness of the
lamellar fibrils decreased with supercooling, 111 the increase in
branching with supercooling produced spherulites with open texture. In
other words, as the supercooling increases, the distance between the
main radial fibers increases even though the fine structure increases
because of the increased branching. In polymer single crystals, this
increase in small angle branching with supercooling has been called
dendritic behavior. 135,232 There is also considerable void formation
during crystallization. Because of the volume contraction, pure PEO
spherulites crack at the center (as in figure 20e), parallel to the
radial fibers (as in figures 20a and f), and along the boundaries (as
in figure 20c).
A comparison of the pure PEO and a 90/10 mixture in figures 20 and
21 revealed that in the blend (1) the spherulite size at the same super,
cooling increased slightly; (2) the surface texture was concealed, and
(3) the voids have been eliminated except at the spherulite boundaries.
Clearly, the PMMA was incorporated in the interlamel lar regions. The
PMMA has filled the voids and leveled out the spaces between the
radiating fibers, making the texture almost impossible to evaluate from
SEM micrographs. The spherulites appear more compact even though there
is more amorphous intersticial material because of the removal of the
voids and surface structure. Table I lists the average spherulite size
as a function of composition and temperature.
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SALS and optical microscopic measurements of
spherulite size as a function of temperature and
blend composition. Spherulite radius in mm.
T°C
[PEO] 45 40 35 30 25 20 15
100 6.6 3.65±.5 1.9±.4 0.61 0.32+.1 0.24+.04
90 6.75 3.9±.5 1.91.5 2.21.4 0.101. 05 0.141.04 0.13+.06
80 3.35 1.0+.2 0.78+.1 0.141. 05 0.0931.03 0.074*
70 1.17±.l 0.511.03 0.121. 02 0.051* 0.0671.07
60 0.24* 0.20* 0.13* 0.10* 0.057+.05
*measured from SALS H
y
maximum.
The change in spherulite morphology with increasing PMMA in figures
21 through 24 was similar to that found in other blends of one crystalline
85 90 192
and one amorphous polymer. * As the PMMA concentration increased
from 10 and 40 percent (1) the spherulite size at the same supercooling
decreased; (2) the spherulite texture became more open and coarse; and
(3) the interlamellar spacing increased.
Table II lists the apparent lamella thicknesses at various PMMA
concentrations and supercool ings as measured from SEM micrographs at high
magnification. At the same supercooling, the lamella thickness increases
with increasing PMMA. The values from the SEM measurements were con-
siderably larger than would be expected on the basis of single crystal
lamella thickness. Larger values are attributed to the limit of .resolu-
tion of the instrument (100A), multiple layered crystals, and the angle
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less
at which the stacks of lamellae are viewed. When the lamella thickn
is near the resolution of the instrument, the SEN could resolve only a
fiber composed of several lamellae since the intersticies would be
smaller than the crystal and not resolvable. If several lamellae are
stacked in close register but terraced, the actual thickness could be
determined only when the stack is viewed end on. Also, at high magnifi-
cation the electron beam causes severe degradation, crosslinking, and
deformation of the crystal. For the above reasons the lamellar thick-
ness measurements were only approximate. Even so, for a given crystalli
zation temperature, the distance between resolvable fibers increases in
direct proportion to the amount of PMMA in the blend.
Table II. Apparent variation of interlamellar spacing
with temperature and blend composition. The
spacings are listed as S X 103A.
T°C
[PEO] 30 25 20 15
90 1.72±0.2
80 2.49±0.3 1.31 1.19
70 3.77±0.4 1.82±0.3 1.42 0.98±0.1
60 5.0 2.37 1.65±0.2
Data from small angle light scattering, optical micrographs and SEM
measurements on blends of PE0/PMMA lead to the following conclusions:
(1) at low concentrations of PMMA (10 percent or less), the Targest PEO
spherulites were formed; (2) at 20 percent PMMA or higher, the spherulite
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radius decreased with increasing PMMA until crystal growth ceased;
(3) at between 40 and 60 percent PMMA, the spherulite radii were difficult
to measure because of the small crystallite size and poorly defined
boundaries; (4) at between 60 and 80 percent PMMA, non-impinging
spherulites grew. No crystallites would grow above 80 percent PMMA.
The explanation for this morphological behavior is that these two
polymers are compatible in the melt. This being the case, at 20 percent
or less PE0, the glass transition temperature is higher than the melting
temperature and no crystals will grow. Between 20 and 40 percent PE0,
only a small portion of the PE0 can be crystallized (at most 25 percent)
before the glass transition of the amorphous material exceeds the melting
point. Thus as the crystal grows and crystal 1 izable PE0 is extracted
from the melt, the viscosity of the melt rises rapidly choking off the
influx of crystal 1 izable polymer from the surround which produces non-
impinging spherulites.
The morphology above 40 percent PE0 is controlled by nucleation and
growth rates. Between 40 and 60 percent PE0 the concentration of the
noncrystall izable component (PMMA) is sufficiently high that the growth
rates are very slow. Because it will not crystallize and is not mobile,
the PMMA interferes with crystallization. Although heterogeneous
nucleation in PE0 is not wel 1 -understood,^0 if PMMA acts as a substrate
with a different surface free energy than other heterogeneities in the
melt, coherent or time dependent heterogeneous nucleation would increase
the number of nuclei formed. When the number of nuclei is large, the
sizes of the spherulites will be smaller. The effect of the PMMA then
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is to nucleate many spherulites but not allow them to grow. This
produces the rod-like crystallites found in this composition range.
Above 60 percent PEO, the glass transition temperature is much
lower than the melting temperature, and sufficient concentrations of
PEO are available to allow spherulites to grow to completion. The
reason for the formation of larger PEO spherulites in a 10-percent PMMA
mixture than in pure PEO is not clear. At low concentrations PMMA
might preferentially adsorb onto heterogeneities in the melt making
them less attractive nucleating agents. The larger spherulites in the
90/10 blend could be due to the combined effects of PMMA on nucleation,
growth, and the relief of stress caused by the presence of extra
amorphous material during the volume change on crystallization.
B. Crystallization of PEO/PMMA Blends
Studies of the degree of crystallinity, melting, and growth rates
elucidated the influence of a high molecular weight diluent on the
crystallization of PEO. When PMMA diluted the PEO, the change in melt
viscosity as a result of increasing T was the main factor which deter-
mined the crystallization behavior of the blends. Both optical and
calorimetric growth rate measurements showed decreasing crystallization
rates with increasing PMMA concentration. Little effect on the inter-
facial surface free energies or melting point of the PEO spherulites
was found. This is consistent with a very small interaction parameter
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and mixing entropy for the PEO/PMMA blends. The half-time of isothermal
overall crystallization, which depended on the spherulite growth rate,
also shifted to longer times with increasing PMMA content. These data
supported the contention that above the crystallization temperature the
PEO/PMMA blends were homogeneous, i^e
.
, the two polymers were intimately
mixed or compatible in the melt.
1. The degree of crystal! inity and melting behavior in PEO/PMMA
blends
.
As the concentration of PMMA increased in these blends, the de-
gree of crystallinity of the PEO decreased. Similar results 192 '227 ' 259
have been observed for other compatible blends in which the amorphous
component had the higher glass transition. Because the degree of
crystallinity depended 56 ' 58 on the crystallization temperature and
crystallite perfection as well as blend composition, the blends were
annealed at 45°C for a month or more before determining the degree of
crystallinity. Lamellar thickening and secondary crystallization
occuring during the annealing process increased the crystallite per-
fection. These annealed PEO spherulite crystals had a higher melting
point than unannealed crystals.
Figure 25 is a plot of the percent crystallinity of PEO as a
function of the weight fraction of PEO in annealed blends. Equation (65)
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from Chapter II, which assumes the usual two-phase model, was used to
calculate the percentage of crystallinity from first scans of annealed
blends on the DSC. Subsequent DSC traces indicated lower crystallinity
and melting points, as expected for unannealed samples. Up to JO percent
PEO, the degree of crystallinity of the PEO in annealed blends was almost
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independent of the PMMA content. From 40 to 70 percent PEO, the crystal-
Unity of the PEO in the blend increased very rapidly. Below 40 percent
PEO, less than 10 percent of the total PEO concentration in the blend
was crystalline, and below 20 percent PEO, no crystallinity was
observed. No crystallinity would be expected for compatible blends
having T
g
equal to y For 20/80: PE0/PMMA blends, the T calculated
from equation (44) was 50°C, which is about the melting temperature of
the quenched blends. The lack of crystallinity indicated by DSC measure-
ments is in agreement with the lack of birefringent crystals in the
optical morphology studies in Section A of this chapter.
The melting points of annealed blends were all the same (63°C ±
0.5°C), independent of the blend composition (figure 26). This implied
that the Flory-Huggins interaction parameter must be small. 75 ' 76
Annealed samples always had higher melting points by from 2°C to 15°C
on the first DSC scan than on subsequent scans or scans of unannealed
samples. The difference between the melting point of annealed blends
and unannealed blends depended on the blend composition and thermal
history.
A plot of T
m
versus composition (figure 26) is similar to a phase
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diagram of a compatible blend in which above T
m
the blend is a single
liquid phase and below T
m
both pure crystalline PEO and non-crystalline
melt exist. As the concentration of PMMA increases, the blend glass
transition temperature increases until T is above T . At that point
no crystallites form; thus no melting is observed.
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Crystallization under nonisothermal conditions was also a function
of blend composition. When blends were cooled at 20°C/min in the DSC,
the temperature at which the crystallization exotherms began decreased
with increasing PMMA, as shown in the curve labeled T in figure 26.
The temperature range over which most of the crystallization occurred
broadened, as indicated by the width of the vertical bars in the curve
for the different blends. Below 60 percent PEO, the crystallization
exotherm was very broad and indistinguishable from the baseline even
though a small melting endotherm was observed in samples with up to about
30 percent PEO when these samples were reheated. Notice that the non-
isothermal crystallization exotherm curved labeled T intersected the
c
glass transition curve labeled T at the 50/50 blend composition. This
is the blend composition where the exotherm became indistinguishable
from the baseline. Because the induction time, the time required for the
crystal embro to reach its critical size and begin to grow, is longer for
higher PMMA, these blends are more easily supercooled to a temperature
range at which the crystallization rate is retarded or stopped by the
mixture becoming glassy before well-developed spherulites can grow.
Clearly, both the degree of crystall inity and the rate of spherulite
growth are affected by blend viscosity and glass transition.
2. Spherulite Growth rates in blends of PEO/PMMA . The crystall i-
53-55
zation kinetics of polymer spherulites are nucleation controlled.
This means that the rate determining step in spherulite growth is the
formation of a critical nucleus which is determined by the free energy
difference between the crystal and melt rather than the rate of diffusion
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of heat or polymer across the liquid-crystal interface. The two main
characteristics of nucleation controlled growth are (1) constant growth
rate under isothermal conditions, and (2) negative temperature coeffi-
cients of the growth rate at low supercooling. Diffusion controlled
crystallization kinetics, on the other hand, are dependent on the square
root of time. 56 ' 57,263
Nucleation controlled growth rates of PEO spherulites have been
experimentally verified by optical microscopy, 264 ' 265 dilatometry, 266 ' 267
287 238 i
n
and DSC.
' Low molecular weight diluent, b ' 268 block
copolymers, 143 ' 269 and grafting 146 change the crystallization rate but
not the kinetic mechanism. Microscopic measurements are most amenable
to theoretical interpretation because the rate of advancement of the
spherulite boundary can be determined directly.
Time lapse optical photomicrographs showed that the spherulite
growth rates for blends containing between 60 and 100 percent PEO were
linear with negative temperature coefficients for low supercooling. The
change in spherulite diameter for 90/10: PE0/PMMA blends versus time in
figure 27 was very linear, and the growth rate increased as the tempera-
ture decreased from 45°C to 35°C. Therefore, nucleation controlled
growth rate theories should be applicable in the 60 to 100 percent PEO
composition range.
As the spherulite grows, the untransformed melt is depleted and
ultimately the spherulites impinge on each other. Since higher molecular
weight PEO is preferentially crystallized while low molecular weight and
amorphous polymer is rejected, the composition of the melt at the
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spherulite boundary win change as the spherulites approach each other
if the rate of diffusion of noncrystalline melt is faster than the
advancement of the spherulite fibrils. This causes the growth rate to
decrease just prior to impingement.
For high molecular weight blends containing from 60 to 100 percent
PEO, the spherulite growth rates did not decrease just prior to impinge-
ment. None the less, whenever possible spherulites chosen for study
were separate and data taken just prior to impingement was not used to
determine the growth rate. The lack of change in spherulite growth rate
prior to abutment implied that the diffusion of polymer through the melt
was slower than the rate of spherulite growth. Thus most of the
amorphous material was trapped in the spherulite intersticies
, as was
shown by the scanning electron and optical microscopy in Section A.
Spherulite growth of blends between 40 and 60 percent PMMA was slow
as compared to lower PMMA concentrations but the density of primary
nuclei was very high. It was no longer possible to photograph spherulites
which were well removed from neighboring spherulites. After a few
minutes spherulites had impinged, but were so small and grew so slowly
that differences in each time lapse photograph were small causing
scatter in the data. In figure 28, the growth rates of a 45/55: PE0/PMMA
blend at 45, 40, and 35°C were curved to some extent. These data fit
square root of time or linear time plots with about the same correlation
coefficient.
The growth rates of non-impinging spherulites (40/60: PE0/PMMA) in
figure 29 were also curved, fitted square root of time curves, and were
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not influenced by other spherulites. Whether this implies a diffusion
controlled growth mechanism is not entirely clear since with time the
spherulite growth rate must decrease because there is no more crystal -
lizable polymer and because the melt viscosity has increased. However,
the square root of time dependence seems to indicate that diffusion
controlled the growth at this concentration, and nucleation controlled
growth kinetics may not apply to non-impinging spherulites.
The non-impinging spherulite blends were made from low molecular
weight PEO and polymerized PMMA. Similar nonlinearity was observed in
viscous oligomer/low molecular weight PEO mixtures. 89,268 Although the
growth rates of these blends were not very repeatable from one polymeri-
zation to the next, they had dropped five orders of magnitude as compared
to 90/10: PEO/PMMA blends at similar supercool ings (more than 200 hours
as compared to five minutes' time to impingement). Further, the
induction time for these blends was very long (10 hours as compared to
30 seconds or less). It must be inferred from the very slow crystalliza-
tion rates and long induction times that the viscosity and T have
increased significantly as compared to the blends with linear growth
rates.
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3. The Fischer-Turnbul 1 equation . If the crystallization of the
PEO/PMMA blends is nucleation controlled, the growth rate, G, will depend
on the free energy difference between liquid and crystal and the inter-
facial viscosity. The well-known Fischer-Turnbull equation describes
this type of crystallization. Equation (45) from Chapter I can be
written
75
G = GQ
exp(
-AF*/RT)exp(
-AE/RT) (45)
where the free energy term may be written as
AF*/RT = Yb
Q
ao
e
/AfkT = (1 + yAT) K /fTAT (79)
and
K
g
= Yb
o
aa
e
Tn>Hfk (80)
where Y is either 2 or 4; a is the lateral surface free energy; o
is the fold surface free energy of the PEO lamellae in the spherulites;
b
Q
is the b-axis lattice parameter for the PEO unit cell; AH
f
is the
heat of fusion for 100 percent crystalline PEO; and T 0 is the PEO
m
equilibrium melting point. Table III lists some values of these
variables and constants for PEO from the literature.
At high supercool ings , the driving force for crystallization will
be lower than the simple Af = AHAT/T
m
° by a factor f because of the
decrease in free energy of the supercooled liquid. A good approximation
for f is 2T/(T
m
° + T). Also high supercool ings cause the fold surface
free energy of the crystal to become dependent on aT
60 '^ 5
o
fi
= o
el (1
+ yAT) (81)
where is obtained from lamellar thickness measurements and approaches
the equilibrium fold surface free energy, a , at low AT. This dependence
will cause only small change in K
g
since y should be small (y = 0.014
°K
_1
for polyethylene). However, at high AT when the spherulite growth
rates begin to decrease, these terms become very important and therefore
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have been included in equation (79).
The interfacial diffusion term, AE, for polymer crystallization is
usually written60 ' 65 in the form of the WLF equation [equation (29) in
Chapter I].
AE/RT = B/ £c + (T - T
g )J
= U/R(T - Tj (29)
where T^ = T
g
-30°K, and T^ is determined by blend composition. A
variation in T^ of 10°C causes the growth rate maximum to shift about
2°C, but the maximum is very broad and only the trend is detectable. A
large melting point depression would shift the growth rate maximum also
but not enough to identify the effect for blend compositions above 60
percent PEO (see figure 5 in Chapter I).
4a. Comparison of experimental blend growth rates with theory:
surface free energies and the bulk free energy term
. Spherulite growth
rates for WSR-N-3000 poly(ethylene oxide) and high molecular weight PMMA
blends of from 100 to 50 percent PEO were plotted versus 1/TAT in figure
30. The data used in these plots is tabulated in Appendix II. The plots
were linear at low supercooling. Slower growth rates with decreasing AT
were attributed to the bulk free energy term in the Fischer-Turnbull
equation. Slower growth rates with increasing PMMA in the blends can be
explained if the interfacial diffusion term, T , in the Fischer-Turnbull
equation increases. From the figure it is evident that pure PEO could
not be cooled to a sufficiently low temperature for the interfacial
diffusion or WLF term to decrease the growth rate. With additional PMMA,
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the influence of the diffusion term caused the observed maximum and
subsequent downward swing of blend growth rates.
The scatter in the growth rate data of samples of the same blend
composition was very high. Although this has been observed for other
crystallizable blends, 260 no explanation was given. Three possible
explanations are suggested here. (1) It is possible that a slight
variation in blend composition existed from sample to sample. (2) PEO
degradation, 270-272 especially in acidic medium, 165 tends to decrease
the spherulite growth rate. Degradation at high precrystall ization
temperatures was responsible for lowering the growth rate in low
molecular weight PEO single crystals 165 and in poly (chlorotrifluoro-
ethylene) crystals. 273 (3) PEO can grow along two different crystal
122b 127 274faces
' '
at different rates. It could not be distinguished
from wide angle x-ray patterms of 80/20: PEO/PMMA blends whether the
two forms were present or not. Somewhat arbitrarily, the largest
spherulites and highest growth rates were preferentially selected when
different growth rates were found.
To estimate the effect of supercooling on the surface free energy
of 70, 80, and 90 percent PEO blends, the growth rate data was fitted to
In G + U/R (T - TJ versus (1 + yAT)/fTAT for y values of 0.0, 0.0044,
and 0.014. Based on the correlation coefficient and the standard
deviation in K and In G
Q , y
values of zero produced the best fits for
the three blends. This implies that the presence of high molecular
weight diluent does not cause extreme roughness in the fold surface at
these blend compositions.
78
TABLE III
- Constants for PEO Crystallization Kinetics
CONSTANT VALUE
AH
f 44.96 cal./g. repeat unit
K
g
(PEO) 0.81 X 105 K
2
In G
Q 11.7 cm/sec
REF
102b
60e
47.0 cal./g/ repeat unit 12g
T
m° 348.4°K, 75.4°C 60e , 205
347°K, 74.0°C, 69.0 264, 267
k 1.380 X 10" 16 erg/°K
A 0.214 X 1014 cm
2
t>
0
= & 4.63 A, 4.65 A
p(PEO) 1.2285 g/cc
p(PMMA) 1.17 - 1.19 g/cc
°
e
65 ergs/cm2
, 51 erg/cm
2
, 70 erg/cm2 129, 60e, 266b
cr 11.2 erg/cm 266b
+
U 1500 cal./g. 60e
T, (PEO) 176°K
T ( PMMA ) 332°K
60e
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To estimate the effect of the melting depression, the growth rate
data for the same three blend compositions was fitted to In G + u/R
(T
- TJ versus T
m
°/fTAT for T
m
° values of 348.4°K, 345°K, and 340°K.
In each case the least squares fit became progressively worse as the
equilibrium melting temperature decreased. This implies that the high
molecular weight diluent does not cause a large melting point depression
and is consistent with the melting point measurements in Section Bl.
To evaluate K
g
and aa
e
values of PEO spherulites as functions of
blend composition, plots of In G
p
+ U/R (T - Tj versus 1/fTAT (figure
31) were fitted to straight lines by the least squares technique. 155
The value of T
ro
was estimated as 30 degrees below the glass transition
temperature predicted by Fox's equation (equation 44 in Chapter I). The
slope of this plot,
-K
g
and intercept, In G
Q ,
have been listed in
Table IV. Using values from Table III, the oo values for PEO spherulites
were calculated from equation (80) with Y = 2 and 4. K is almost con-
stant if T^ is adjusted according to Fox's equation as the PMMA concen-
tration in the blend increases. There is a slight decrease followed by
an increase in K as PMMA in the blend increases. Assuming T 0 remains
9 m
constant this leads to a curved behavior for the surface free energies
with a minimum at about 80-percent PEO.
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If Lauritzen's criterion is used to determine whether regime I or
II kinetics should be used to estimate the surface free energies of the
PEO crystals, equation (53) and the K values from Table IV predict
lamellar thicknesses of about 1.5 A at 25 supercooling for regime I.
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Thus regime II should be used to estimate oo
q
values for the PEO crystal-
lites in all blends. Unfortunately, oa
e
values calculated for
% s Kgll k AHf/2b0 Tm° (82)
yielded values of about 1200 erg 2/cm4
, which is too high. Several high
molecular weight polymers are known 60 to have Y values from equation (80)
that are intermediate between 2 and 4. A value of Y in this range pro-
duced oa
e
values which compared well with those reported elsewhere. 60 ' 102
The parabolic curvature of go
q
values was not expected. If, as PMMA
in the blend increases, more entanglements in the PEO fold surface occur,
then the surface free energy should increase. 67 The implication of the
decrease in oo
&
with low PMMA concentration is that the presence of PMMA
near the fold surface of the PEO decreases the surface free energy as
long as the blend viscosity is low enough so that the PEO can easily be
removed from the PEO/PMMA melt. It has been proposed275 for polyethylene
that the density defect is not caused by large, switchboard-like folds of
the crystallized polymer chain but rather by low molecular weight polymer
absorbed on the fold surface. If this is correct, then the preferential
adsorption of PMMA at the fold surface would result in a decrease in a
e
at low PMMA concentrations. At higher PMMA with increasing viscosity,
entanglements would become significant causing a to increase in accord-
c
ance with observed behavior. Because of the standard deviation in K
9
values, these observations cannot be considered conclusive.
4b. Comparison of experimental growth rates with theory: JJie
diffusion term and T^. Plotting equation (49) as -[in (G/GQ )
+ K /fTAT]" 1
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versus temperature should produce straight lines of slope U/R and
x-intercept lm . Using values from Table IV for K
g
and G
Q , figure 32 and
Table V were obtained. The data at high temperatures, especially for
pure PEO and 90/10: PEO/PMMA blends, was so badly scattered that it was
not used. Only the high AT values for 90/10: PEO/PMMA blend were used.
The slopes of these lines increased with PMMA in the blend implying that
U decreased slightly. T,, the x-intercept, increased as PMMA in the
blend increased. The values for T^ are all within ±2°C of the Fox
equation predictions used to estimate K and G .
9 o
Five successive iterations were performed by substituting the K
9
and In G
Q
values calculated from fitting In G + U/R (T - T ) versus
1/fTAT into
-[ln(G/G
Q )
+ Kg/fTAT]" 1 to calculate U and T
ro
and then sub-
stituting these values back into the equation for K and In G . In each
case except for the 60/40: PEO/PMMA blend, the correlation coefficients
of both plots improved very slightly. The coefficients for the 60/40
blend became progessively worse. The initial and final values of the
5 iterations are listed in Table VI. The decrease in U from 1600 cal/mole
to 1400 cal/mole with increasing PMMA was not expected and could be the
result of assuming a
g
values are independent of temperature. Since there
were no accurate lamella thickness measurements available for WSR-N-3000
as a function of supercooling, the actual value of y is not known for
95
PEO crystals. Kovacs and Suzuki have shown that the values of U and
T are extremely sensitive to the value of K chosen for polystyrene
co
g
spherulite growth rates. Thus small errors in this term could be
responsible for the changes in U and T^ with PMMA content.
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TABLE IV - Values of K and oo
9 e
Calculated from Figure 31
[PEO] K
g
X 10
5o
K
2
0c
e
(I) erg
2
/cm4 ca
p (II) ln Gn ™/min
100% 1.23 ± .22 703
90 1.085 ± .08 620
e "o
1406 16.2 ± .8
1241 14.9 ± 0.3
80 1.112 ± .04 636 1272 15.0 ± 0.1
70 1.03 ± 0.1 589 1178 14.0 ± 0.1
60 1-5 * -5 858 1715 16.5 ± 3.0
TABLE V - Values of E and T
0
Calculated from Figure 32
PEO] U X 103cal/mole T °K
OO
T °C
CO
90 1.52 184.5 (186) -88.5
80 1.50 197 (197) -76
70 1.48 209 (208) -64
60* 1.45 224 (222) -49
*Least squares for straight line based on all points for
60/40: PEO/PMMA blend in figure 32.
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TABLE VI - Iterations on L In G
, U, and T
9 0
[PEO]
90
80
70
60
Iteration
1
5
1
5
1
5
1
5
K
9
1.085
1.068
1.117
1.116
1.028
1.059
1.511
1.915
In G
o
14.89
14.74
14.95
14.96
14.00
14.21
16.55
19.81
Correlation Coefficients
-.9940
-.9951
-.9945
-.9945
-.9875
-.9876
-.9635
-.9330
[PEO]
90
80
70
60
Iteration
1
5
1
5
1
5
1
5
U
1500
1622
1500
1505
1500
1403
1500
1104
00
186
178
197
196.8
208
213
222
240
Correlation Coefficients
N.A.
-.9774
N.A.
-.9870
N.A.
-.9606
N.A.
-.9041
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The T^ term for 90/10: PEO/PMMA blends decreased on successive
iterations from the initial value calculated from Fox's equation. The
80/20: PEO/PMMA blend T
to
remained constant and the higher PMMA blend T
values tended to increase probably for similar reasons as proposed for
the variation in U with PMMA. Notice that the 60/40: PEO/PMMA blend
seemed to have a definite change in slope at about 308°K. This would
result if the growth rate mechanism changes and the morphology of 60/40:
PEO/PMMA blends crystallized at high AT are more rod-like than spherulitic.
A similar phenomenon was found in DSC isothermal crystallization curves,
but because of the limited number of data points, the T value for the00
60/40 blend was taken as the x-intercept of the line fitted through all
points. The increase in T^ with PMMA content clearly indicated that these
two polymers are compatible in the melt over this composition range.
5. The Avrami equation and overall crystallization kinetics
. The
overall crystallization kinetics of PEO/PMMA blends were investigated by
studying isothermal DSC crystallization exotherms as a function of time.
The degree of crystal! inity at time t for a crystallizing blend is given
in Chapter II equation (65) as
where Q is the heat per gram of blend released during crystallization.
The overall crystallization rate from isothermal DSC curves at low, con-
stant AT decreased with increasing PMMA concentration in the blend, as
shown in figures 33 and 34. This reinforced the microscopic observations
(65)
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that the spherulite growth rates were inversely proportional to PMMA
content adding further support to the contention of compatibility in
the melt.
The isothermal DSC exotherms for a given blend composition were all
generated from the same sample so that the exotherm areas are independent
of the mass of the sample and can be compared directly with other exo-
therms at different temperatures but the same blend composition. Cycling
the sample also demonstrates the thermodynamic stability of these blends
above their melting point.
If repeated cycling changed the overall growth rates, this would
imply that the melt was changing composition. When sufficient time was
allowed for the blend to redissolve the PEO formed when the spherulites
melted, then repeated crystallization and remelting of any blend would
not affect the overall crystallization kinetics as long as no degradation
occurred. Cycling a metastable blend through the crystalline transition
of one component and then remelting would produce a two-phase mixture with
subsequent crystallization kinetics characteristic of the most thermody-
namically stable composition.
If the amorphous component's glass transition temperature (the T of
9
the PMMA and PEO which did not crystallize) increased as the crystallizing
polymer was removed, the redissolution of the pure crystalline polymer
into the amorphous blend on melting would take longer the higher the T
of the amorphous blend that was rejected from the spherulites. This idea
was confirmed by the precrystall ization time required to get reproducible
exotherms from blends of 60 and 70 percent PEO. These blends had to be
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kept at 100°C for at least 5 minutes to obtain reproducible isotherms
while the 80 to 100 percent PEO blends required only about 2 minutes at
this temperature to give the same isotherm on each cycle.
If the Avrami equation (49) in Chapter I were applicable to the iso-
therms, plots of Inln (0) versus In t should be straight lines. 100 ' 101
As shown in figures 35 through 37, the plots are nearly linear. The
exponent n is slightly higher than 2. The simplest interpretation of an
n value of 2 is that nucleation is heterogeneous and independent of time
and that growth is two dimensional. Care should be taken in attaching
too much significance to this result since other nucleation and growth
mechanisms can predict the same result. 65 This value is certainly con-
sistent with spherulites found to grow as disks in a thin film inside a
DSC pan.
To obtain constant slopes the assumption of random nuclei distribu-
tion must be made in the theory. 100 ' 101 This does not imply that if
varying slopes are observed, the Avrami equation cannot be used. 57 ' 100
According to Avrami, 100 as long as the shape of the isotherms are similar,
the phase transformation is in the "isokinetic range" within which the
data should correlate to a reference time t independent of temperature
and composition.
If the time to 50 percent completion of crystallization, "> s
arbitrarily chosen as the reference time, the inverse of ty^ should be
proportional to G raised to a power. From the Fischer-Turnbul 1 equation
(49), G is exponentially dependent on 1/TAT. Thus a plot of -In t^ 2
versus 1/TAT for different blend composition will be similar to the
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spherulite growth rate plot in figure 30. For 60 to 100 percent PEO
straight lines for low supercooling are observed. These curves in
figure 38 are not exactly the same as the spherulite growth rate curves
since In ty
Z
is proportional to k in equation (65), and k contains both
G, the growth rate, and N, the rate of primary nucleation. 276
As with the optical growth rate measurements at higher PMMA concen-
trations, the overall crystallization rate passed through a maximum,
resulting from the influence of an increased blend glass transition
temperature on G and N. At high supercooling and high PMMA content
there was more scatter in the data. Note that the data for the blend
compositions was not displaced along the 1/TAT axis in the same manner as
in figure 30. In the optical measurements of spherulite growth rate, the
largest shifts along the 1/TAT axis were at the highest PMMA compositions
because the spherulite growth rate depended on T . The overall crystal li
zation rates, however, depended on both the nucleation rate and
spherulite growth rate. As the PMMA concentration increased, the rate
of nucleation increased, causing the overall crystallization rate curves
to come closer together.
A rough estimate of the number of primary nuclei was made from the
value of In k in the Avrami equation. The spherulite growth rate was
calculated from the Fischer-Turnbul 1 equation for a specific blend using
the values in tables IV and V. Assuming that the spherulites are disks
of height h and that no spherulite grows on top of another, the number
of nuclei per unit volume N is given by
2
N ^ k/frG h
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Since the disk height is unknown only Nh can be calculated. This value
should vary approximately as N. A plot of log Nh versus 1/fTAT for the
blend compositions between 60 and 100 percent PEO is shown in figure 39.
At low supercool ings, the number of primary nuclei, as indicated in the
figure, decreased with increasing PMMA concentration until the blend
composition exceeded 30 percent PMMA. Above 30 percent PMMA the number
of nuclei increased with PMMA concentration. This is the reason that
larger spherulites form in the low PMMA blends than in the pure polymer.
At high supercool ings (AT >50), which were only attainable in the
60/40 and 70/30: PEO/PMMA blends, the number of primary nuclei increased
very rapidly. This indicates a different type of primary nucleation
mechanism is involved in the overall crystallization kinetics at high
supercool ings. Price (referred to by Kovacs et al
. in reference 129a)
has shown that large numbers of small crystallites nucleate in pure PEO
at very high supercool ings. Apparently, similar behavior occurs in
highly supercooled blends.
As in the microscopic growth rate measurements, the 60/40: PEO/PMMA
blend overall crystallization rate data scattered excessively. This
result could be caused by instrumental limitations or by a change in
crystallization mechanism. Because of smaller amounts of crystal 1 izable
polymer, the DSC sensitivity must be increased. Because crystal nuclea-
tion and growth behavior was not exactly the same for each cycle, more
scatter in the data is observed. However, this scatter could be the
result of competition between different kinetic mechanism. Heterogeneous
nucleation controlled growth was the kinetic mechanism for blend crystal-
lization at 60 percent or more PEO, but some possible competing mechanisms
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for 60 percent or less PEO include homogeneous nucleation at high super-
coolings, diffusion controlled growth, and growth rate changes as a
result of degradation. To resolve which, if any, of these different
possible mechanisms is correct, further study of the high PMMA composition
crystallization kinetics is necessary.
C. Compatibility
A blend of two polymers is compatible when the mixture is miscible
in all proportions on a molecular scale. Based on the optical clarity
of the melt, the calculated parameters from solution theories, the
behavior of the glass transition, and the decrease in crystal growth
rate, the PEO/PMMA blend is shown to be compatible in the melt. The
term compatibility applies only to the amorphous state. A compatible
mixture of two polymers implies intimate mixing and the absence of
heterogeneous structure in the liquid phase. When one component crystal-
lizes, the definition of compatibility is violated since the blend is no
longer homogeneous, but contains amorphous and crystalline polymer.
Characteristics of a compatible mixture include optical clarity, a
single glass transition intermediate between the transitions of the pure
homopolymers , and effects on the thermodynamic and kinetic properties of
the mixture.
1. Optical clarity . If a blend is homogeneous down to about
1/20 of the wavelength of light, the mixture will be transparent.
Larger inhomogenei ties having refractive index differences of more than
9C
0.002 cause opalescence. At all compositions above the melting point of
the PEO crystals, the PEO/PMMA blends are transparent. Although trans-
parency is not always conclusive evidence of compatibility, 230b
compatible polymer pairs which do not absorb light should be transparent.
Some of the strongest evidence for compatibility of the intermediate
PEO/PMMA blend compositions comes from the redissolution of annealed
samples of these blends on heating discussed in Section A-2 of this
chapter. When the PEO concentration is between 40 and 60 percent,
annealed crystalline blends coalesce very slowly when the temperature is
raised above the melting point, and the dissolution process of the two
viscous liquids can be observed in the optical microscope (figure 19).
Because this phase coalescence did not occur in blends that were
repeatedly crystallized and melted over a short time, the slow perfection
of the crystals after spherulite growth is complete, known as secondary
crystallization, must continue to extract crystall izable PEO from the
amorphous phase during the annealing process. As a result, the glass
transition of the amorphous phase increases during the annealing process.
The higher glass temperature of the amorphous phase is responsible for
slowing down the rate of redissolution of the amorphous regions in the
annealed blends when they are melted. The fact that the two liquid
phases coalesce implies that these intermediate compositions are
compatible.
2. Thermodynamic evidence of compatibility . According to Flory-
Huggins theory, conclusive evidence of compatibility would be to show
that x12
was less than tne critical value for phase separation given by
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equation (9) in Chapter I. Unfortunately, the heat of mixing and
therefore the interaction parameter was very nearly zero. If x were
very large and negative, it could be calculated from melting point
depression measurements. 35 ' 192 However, if ^ approaches zero in high
molecular weight blends, a melting point depression will not occur, as
shown by equation (41) in Chapter I. Since both compatible blends with
X12
of 0 and incompatible polymers have no melting point depression,
the lack of melting point depression implies neither compatibility nor
incompatibil ity.
The theoretical value of the solubility parameters of both polymers
can be calculated from equation (14) and Hoy's 19 values for the molecular
attraction coefficients. Calculated values for PEO and PMMA are 9.252
1 fi
and 9.205, respectively. Krause has shown that the critical solubility
parameter difference for two polymers with a degree polymerization of
1000 is 0.11; therefore, this pair is predicted to be miscible according
to the Flory-Huggins' theory. The more advanced equation of state theory
3 7 ct
of Sanchez and Lacombe a also predicts that if the blend mixing energy
parameter is small, this pair should not have an upper critical solution
temperature.
3. Glass transitions as measured by DSC . Ordinarily the compat-
ibility of two polymers is demonstrated by measuring the glass transition
temperature of the blend. If at any given composition the blend has a
single glass transition, that composition is considered compatible. 10 ' 234
Two glass transitions indicate the presence of two phases and hence an
incompatible blend. However, the temperature at which the glass trans-
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sition occurs is unsubstituted, highly crystalline, linear polymers is a
subject of considerable confusion and controversy. 235 "237
In polyethylene oxide), for example, the glass transition tempera-
ture, as measured by calorimetry, 107 ' 238 ' 239 dynamic mechanical 240 ' 241
and dielectric relaxations, 240 ' 242 ' 243 is a function of both molecular
weight and degree or crystal linity. The glass transition temperature
reaches a maximum at a molecular weight of 10,000 and then decreases with
further molecular weight increase. Above this molecular weight, the
percent crystal 1 inity depends on thermal history; quenching the polymer
thus decreases the glass temperature. Accordingly, the degree of
crystal linity of the PEO causes the glass transition temperature to
deviate from its usual molecular weight dependence.
Measuring the glass transition temperature of a blend, such as PEO/
PMMA, containing a highly crystalline component presents three special
problems not found in completely amorphous blends. (1) Because the
crystal lizable blend is difficult to quench to an entirely amorphous
241
state, the amorphous composition and therefore T
g
depends on how much
PEO has crystallized out. (2) The melting endotherm or recrystall ization
exotherm can obscure the glass transition if T and the crystalline
phenomena are close together. (3) Because the intensity of T
decreases with increasing crystal! inity, it is difficult to identify
this amorphous transition in highly crystalline blends. These three
factors make glass transition measurements on crystal lizable blends
difficult.
Different thermal histories, e.g
. ,
quenching, isothermally crystal-
lizing, or annealing cause crystalline blends to have differing degrees
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of crystallinity. Since the amorphous blend composition changes with
the degree of crystallinity of the PEO, the glass transition temperature
would be expected to increase with increasing crystallinity because T
depends on the amorphous composition. The DSC thermograms in figure 40
illustrate the effect of thermal history on a crystall izable blend and
the difficulties involved in determining an accurate glass transition
temperature.
The calculated glass transition temperature for the 60/40: PEO/PMMA
blend in figure 40 was
-21°C. When a DSC trace (scan a in the figure)
was run on a specimen annealed at 45°C under vacuum for 6 weeks, no
transition was observed (other than melting) through the temperature
range from
-100°C to 170°C. The brackets in scan a indicate a change in
sensitivity from 5 meal/sec to 20 meal/sec. The other scans were run at
5 meal/sec. After this DSC trace was taken, the specimen was crystal-
lized isothermally in the DSC at 22°C and then rescanned (scan b in the
figure) at the same heating rate and sensitivity. In the second scan
an apparent glass transition was found at 40°C, immediately prior to the
recrystallization exotherm between 45°C and 60°C. This same sample was
melted a third time, rapidly quenched to -100°C, and then rescanned
(scan c in the figure). Now the apparent glass transition temperature
occurred at
-43°C and was followed by a broad recrystallization exotherm
beginning at approximately
-20°C.
Although the reasons for this behavior are not entirely clear
(probably several factors contribute), the change in amorphous composi-
tion is primarily responsible for the observed difference in glass
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transition temperature. The glass transition temperature increases
directly with the degree of crystal linity, thus annealed blends should
have the highest T
g
.
If the blends could be quenched completely, the
glass transition temperature should be predicted by equation (92), the
well-known Fox equation. However, because PEO nucleates homogen-
eously at about
-20°C
247
as very small crystallites,, and because of
high nucleation rates in the blends at high supercool ings, it is not
easy to quench this polymer. The apparent glass transition of quenched
PEO/PMMA may be attributed to the onset of motions in the amorphous
blend near the small, imperfect crystals. This transition would not
be indicative of the interstitial amorphous blend composition.
There are two possible explanations for the lower than expected
T
g
(-41°C) in the quenched blend in figure 40c. (1) The homogeneously
nucleated PEO crystals, being very small, would have a very rough fold
surface rich in amorphous PEO which would be responsible for the low T .
249
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Mandelkem has proposed a three-phase model that, with slight
modification, applies here. His model, shown schematically in figure
41a, consists of an interzonal amorphous layer atop a random reentry
interfacial zone of switchboard-like folds on the surface of the lamellar
crystal. At high degrees of supercooling, this interfacial zone or very
rough fold surface (it need not be a switchboard-like fold surface) is
responsible for the low T . The recrystall ization exotherm masks the T
g
of the interzonal amorphous layer, causing the observed T (that due to
the rough fold surface) to be lower than would be expected for the blend.
In this adaptation of Mandel kern's model (figure 41a) the interzonal
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amorphous phase contains a higher PMMA concentration, represented by
dotted chains, than the fold surface.
In well-annealed or isothermally crystallized blends, which would
have a more regularly folded surface (figure 26b), the interfacial zone
is very regular and does not contribute an observable glass transition.
The interzonal phase is now responsible for the glass transition. The
interzonal phase is composed mostly of PMMA and has a glass transition
temperature considerably higher than is predicted by Fox's equation.
Annealed blends differ from quenched blends in that they have tighter,
more regular folds; higher interzonal T ; only a small recrystallization
exotherm (if any); and more perfect crystals. Effectively the three-
phase model has become the more common two-phase model. The interzonal
phase rather than the fold surface is the amorphous phase and the PEO
lamellae, including the fairly regular folds, are the crystalline phase.
The other possible explanation for the observed low T in quenched
9
samples is that the PEO had not completely redissolved into the melt
before the blend was quenched. In the section on crystal linity, it is
found that blends of 30 to 60 percent PMMA require longer remelting times
than pure PEO or the lower diluent concentration blends to obtain
reproducible crystallization kinetics. If the PEO has not completely
redissolved and the blend is rapidly quenched, a lower T would be
expected for the same reason given above but without invoking Mandelkern's
model
.
DSC traces of rapidly quenched samples (figure 42) indicate that
blends of 0 to 20 percent PMMA have glass transition temperatures that
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increase with increasing PMMA content. Since the glass transition
temperature of pure PEO increases with increasing crystal 1 inity239
"243
and because of the high scanning rate, it is not surprising that the
glass transition temperatures of these blends are slightly higher than
the calculated value.
The small apparent transition at about
-75°C in all the blends is
probably the result of some contaminant in the PEO or a baseline anomaly
in the instrument. However, a low temperature transition supposedly
associated with PEO's glass transition has been reported in this region
245
by DSC and at much lower temperatures using a dilatometer. 246
Notice in figure 42 that only the 70/30: PEO/PMMA blend (scanned
in the figure) has a T
g
lower than that predicted by Fox's equation. If
the time in the melt is increased so that isothermal crystallization
kinetics are repeatable (about 5 minutes), the spherulite growth rate
depends on the T
g
predicted by the Fox equation. This implies that the
polymers are compatible in the melt despite the variation in glass
transition temperature observed from DSC and dynamic mechanical measure-
ments. For further discussion on this point, see the section on
crystal 1 inity. Neither the explanation based on Mandel kern's model nor
that of incomplete redissolution can be proven conclusively from DSC
-
results since the problems of homogeneous nucleation of PEO and
recrystal 1 ization of less perfect crystals exist regardless of whether
or not the PEO has completely redissolved.
It is possible to calculate the glass transition temperature of
the interzonal amorphous blend from equation (78) in Chapter II using
97
the weight fraction of amorphous polymers only. Assuming all the
amorphous PEO is in the interzonal layer,
where the subscripts 1 and 2 indicate crystalline and amorphous polymer,
respectively; W is the weight fraction of polymer i; T is the qlass
'•
9-j
transition temperature of polymer i (taken as
-67°C for PEO and 104°C
for PMMA to calculate figure 43); and X is the degree of crystal 1 inity
of the PEO. When PEO crystallizes from the amorphous melt, the glass
transition temperature of the remaining melt increases according to
this equation.
The degree of crystal 1 inity used in figure 43 was calculated by
integrating DSC melting endotherms from annealed and quenched blends.
The upper curve was based on the degree of crystal linity of annealed
blends while the middle curve was from quenched samples. Equation (83)
predicts the lowest T 's for completely amorphous blends. Because of
the complications of recrystall ization and melting, it was impossible
to verify the presence of an interzonal glass transition from DSC or
dynamic mechanical measurements of blends between 30 and 60 percent PMMA.
4. Evidence for PEO/PMMA compatibility from dynamic mechanical
relaxations . The dynamic tensile moduli and loss tangent for PEO/PMMA
blends of from 40 to 100 percent PMMA were measured on a Rheovibron
D.D.V.II. The thin vibron tensile specimens tended to break at spheru-
lite boundaries during testing. Because of the large spherulites in
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blends containing 70 percent or more PEO, these compositions were not
tested. Because of their complexity, modulus curves of the different
blends have been shifted up or down the abscissa, as indicated in the
figure captions to reduce confusion. Samples were taken from a vacuum
oven kept at 80°C; transferred to the instrument; and cooled as rapidly
as possible in the low temperature chamber of the instrument using cold
nitrogen gas.
Three specific difficulties, similar to those found with DSC
measurements, were encountered in determining the glass transition temp-
eratures of blends in which T
g
was less than T
m<
(1) When T
g
approaches
T
m
,
the melting point and alpha relaxations obscured the glass transi-
224 235
tl0n
- (2) Recrystallization, because of the broad temperature
range over which it occurs, complicates the identification of other
relaxations. 1 (3) The broad beta relaxation of the PMMA ester
255
side group may also be responsible for some of the confusion in the
loss modulus curves.
The tensile storage modulus for blends of 40 to 100 percent PMMA
(figure 44) depended (as in DSC measurements) on the degree of crystal
-
linity of the PEO in the blend. Blends in which more than 20 percent
of the PEO had crystallized (50 percent or higher PEO in the blend) all
became rubbery at about 50°C. This was approximately the melting point
of quenched blends, according to DSC measurements. When the glass
transition was nearly equal to the melting point (40 percent or less PEO),
crystallization is very slow, and the precipitous drop in storage modulus
corresponded to the glass transition of the amorphous portion of the blend
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The arrows above the storage modulus curves indicate the glass
transition temperature for each blend calculated from equation (44)
in Chapter I. Taking the glass transition temperature as the tempera-
ture when the storage modulus is 0.9 times the modulus of the glassy
211polymer yields consistently higher values of T than calculated
9
because of a small amount of crystal linity present even in the 20/80:
PEO/PMMA blends and the frequency dependence of the glass transition.
Even though a few degrees higher than predicted, the glass transition
temperatures for blends of 60 percent or more PMMA increase in the
same manner as the equation predicts; therefore, these compositions are
compatible.
The 50/50 blend (figure 44) is the best example of how recrystalli-
zation affected the modulus curves. At about
-100°C there is an
increase in the storage modulus as a result of the perfecting of the PE0
crystallites within the blend. Apparently, the formation of larger,
more perfect crystals by melting and recrystallization or by isothermal
thickening or other mechanisms produces internal stresses in the blend
as the density decreases and the perfected crystalline regions have
better load bearing capabilities. The modulus first decreases slightly
as the poorly crystalline regions rearrange or melt, then increases as
the crystallites thicken and become more perfect, and finally,
decreases when the new crystals approach their melting point and the
internal stresses caused by recrystallization relax. This behavior is
exhibited to a lesser extent in all of the quenched blends which contain
some crystal! inity but occurs at higher temperatures as the PMMA
100
concentration increases.
Loss modulus curves for the five blends had several relaxation
maxima (figure 45). In all cases there was a low temperature relaxation
at about
-130°C which shifted to higher temperatures with increasing
PMMA content. A second relaxation occurred at about
-50°C and also
shifted to higher temperatures with increasing PMMA content. A very
broad relaxation, or probably a combination of relaxations which was
independent of blend composition, was found between -30° and 50°C.
Tentative assignments for these peaks were made from data in the
literature for PE0238
"246
and PMMA. 249
" 251
The low temperature relaxa-
tion was associated with an amorphous backbone rotation in the PEO
occurring at -128°C (Takayanagi, et al
.
252
). These researchers also
found a very low temperature shoulder (-163°C) below the temperature
at which the current measurements were performed. Since the T
g
of pure
PEO depends on the degree of crystal! inity, the relaxation at -50°C was
OAf.
probably caused by motions in the PEO fold surface. The broad
relaxation between -30° and 50°C probably conceals the alpha relaxation
of crystalline PEO (40°C), 240 the broad beta relaxation in PMMA (0°C),
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and the melting transition (50°C). It is also likely that PEO recrystal-
lization contributed to the lack of peak definition in this temperature
range.
The behavior of the loss tangent for these blends (figure 46) was
similar to the storage modulus. Tan delta of the blends having a T
g
lower than T increased dramatically at the melting point. For blends
m —
in which the T should be higher than T, the increase in tan delta
g m
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occurred at about the glass transition temperature of the blend. This
confirmed the compatibility of blends between 60 and 100 percent PMMA.
Unfortunately, there was no maximum in the tan delta curves. Although
this is common with vibron measurements, 258 the T based on the maximum
in tan delta could only be approximated for these samples.
5
-
Conclusion: The PEO/PMMA blend is compatible over its entire
composition range. In summary, from these data and the crystal growth
rates, discussed in Section B, it was concluded that the polymers PEO
and PMMA are compatible above the crystallization temperature of the
PEO. Although most of the data was taken on high molecular weight PEO
(WSR-N-3000) and PMMA, data from low molecular weight Carbowax-6000 and
PMMA also indicated low molecular weight blends were compatible.
6 37
Theory ' predicts that ultra-high molecular weight polymers become
incompatible and equation-of-state theories36,37 predict lower critical
solution temperatures for high molecular weight polymers. Within the
molecular weight range from 400,000 to 6,000, PEO and PMMA form compat-
ible blends over their entire composition range from above the melting
point of the PEO to 300°C. Above 300°C these polymers begin to degrade.
No evidence of LCST behavior was observed. For low molecular weight PEO
the solubility parameter increases considerably because of the increasing
hydroxy! endgroup concentration. No attempt was made to determine if a
lower molecular weight limit to compatibility of these blends existed.
The evidence for compatibility of the PEO/PMMA blends was not
straightforward enough so that a single set of tests would prove
definitive. Therefore, different methods were combined to demonstrate
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blend compatibility over the entire composition range. The optical
clarity of all blends above the melting point implied that refractive
index fluctuations were small. In blends containing between 50 and
100 percent PEO, crystal growth rates were suppressed with increasing
PMMA concentration, indicating that the viscosity of the melt depended
on blend composition. The glass transition by DSC in blends containing
between 80 and 100 percent PEO and by Rheovibron in blends containing
between 60 and 100 percent PMMA showed that the onset of microbrownian
motion (the glass transition) is determined by intimate mixing of both
polymers. Above the melting point, coalescence of well annealed blends
implied that the two liquids were miscible between 40 and 60 percent
PEO. The influence of blend composition on these physical properties
provided conclusive evidence of blend compatibility and lead to the
surprising conclusion that in the liquid state, PEO and PMMA were
homogeneously mixed on the molecular scale.
D. Conclusions
1. Blend compatibility above the melting temperature . Blends of
poly(ethylene oxide) and poly(methyl methacrylate) exhibited unique
morphologies, depression of spherulite growth rates with increasing PMMA
concentration, and a complex transition behavior. The morphology and
crystallization kinetics were functions of the glass transition tempera-
ture of the blend. Based on morphological evidence, the behavior of the
glass transition, and the crystallization kinetics, the PE0/PMMA blend
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was shown to be compatibility at all compositions above the melting
point of the PEO.
Compatibility of the PEO/PMMA mixtures in the melt is responsible
for the lower rates of crystallization found with increasing PMMA in
the blend. Incompatibility in the melt would lead to constant spheru-
lite growth rates, though, of course, primary nucleation could be
affected. Because in all cases in which crystallites were formed, the
growth rates depended on PMMA concentration and for glassy blend compo
sition the T
g
depended on blend composition, it must be concluded that
this blend is compatible in the liquid state.
2
-
The effect of high molecular weight diluent on PEO crystalli-
zation
.
Crystal linity of the PEO is affected mainly by the WLF or
interfacial transport term in the Fischer-Turnbul 1 equation. The
effects of T
g
on spherulite growth rates and overall crystallization
kinetics are consistent with Fox's equation for the dependence of the
glass transition on blend composition. Thus the growth rate is an
exponential function of AT and T .
00
The bulk free energy term in the Fischer-Turnbull equation agreed
with the melting behavior and thermodynamics of mixing predictions in
that no melting point depression was found. K was shown to be almost
9
independent of PMMA concentration which implied that oa and T 0 wereK
e m
independent of the free energy of mixing for a high molecular weight
diluent of nearly zero interaction parameter. There was apparently a
slight dependence of oo on supercooling and on surface adsorption of
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and entanglement with PMMA. Further study is needed to separate and
characterize these effects.
The overall crystallization rate gave n values of about 2 for the
Avrami equation indicating two-dimensional growth in the DSC. It was
shown that there was an "isokinetic range" over which the kinetics of
crystallization were simply related to a characteristic time. When the
half time of crystallization was chosen as the characteristic time, the
mechanism of overall crystallization was consistent with the nucleation
controlled growth of Fischer and Turnbull at least up to blend composi-
tions of 60/40: PEO/PMMA. Above this PMMA concentration, spherulite
growth rates became nonlinear and some modification of the kinetic
mechanism is required. Further work with 50 percent or higher PMMA
blend crystallization kinetics will be necessary before the crystalliza-
tion behavior at high viscosities can be completely understood.
E. Suggestions for Further Work
Before prediction of blend morphologies and of crystallization
behavior of compatible blends is possible, much work is needed. Mor-
phologically at least two areas of ignorance exist. (1) What is the
effect of the second component on the lamella thickness? Preliminary
attempts at small angle x-ray, SAX, measurements produced no maxima
below 300 A for 80/20: PEO/PMMA blends even though wide angle x-ray
patterns indicate high degrees of crystall inity. This may have
resulted from inadequate temperature control of the blend crystallization
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or isothermal thickening of the lamellae to thicknesses beyond the 300 A
limit of the SAX camera. (2) Small angle light scattering measurements
of these blends, expecially V
y
patterns at high PMMA compositions could
be used to study both nonimpinging spherulite and redi ssol ution phenomena
of the 40 to 60 percent annealed PE0 blends.
Studies of the compatibility of these blends in the melt, the
effect of annealing and high PE0 content on dynamic mechanical properties,
and techniques for determining compatibility above and below the glass
transition temperatures of the blends are needed. If blends are
annealed, then recrystall ization should not interfere with the melting
behavior and perhaps the glass transition of the amorphous intersticial
melt could be identified.
There are at least three areas in which blend crystallization
kinetics require further investigation. (1) The effect of depletion
of crystal lizable polymer from the melt on the growth rates is not
understood. Does long range diffusion determine the crystallization
kinetics at high PMMA concentrations or is the variation of T with
oo
removal of PEO from the melt responsible for the curvature of the growth
rate at intermediate PEO concentrations? (2) Are the effects of
adsorption and entanglement really responsible for the oo
Q
variations
with blend composition? (3) What are the pertinent parameters con-
trolling primary nucleation as a function of blend composition? Clearly
from comparision of optical spherulite growth rates and overall kinetics
from DSC measurements, primary nucleation is dependent on composition.
A theoretical basis for this dependence is not currently available in
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the literature.
An old proverb says, "It is the glory of God to conceal a thing;
but the honor of kings to search out the matter." 277 There is much
honor yet to be gained searching out the matter of compatible crystal-
lizable polymer blends.
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APPENDIX I
RHE0VIBR0N PROGRAM
PROGRAM VIBRON( INPUT, OUTPUT, TAPE10)
C LOGIO(EPRIME) AND L0G10( EDOUBLEPRIME) ARE PLOTTED AS FUNCTIONS OF
C THE TEMP. WITH OPTION TO PLOT LOGIO(J) AS WELL
C VARIOUS VALUES (VARIABLES) USED IN THE PROGRAM. THICK
C IS THE THICKNESS (AVERAGE) IN MILS, WIDEO IS THE AVERAGE
C WIDTH IN CM. ALO IS THE LENGTH AT ROOM TEMPERATURE WHICH IS USED
C TEMP(J) IS OBVIOUS, GAGE IS THE INCREMENTAL VALUE OF THE CHANGE
C IN LENGTH FROM WHATEVER THE BASE VALUE IS CHOOSEN AS
C D IS THE DYNAMIC FORCE VALUE, AF IS THE AMPLITUDE FACTOR VALUE
C DELTA IS THE VALUE OF TANGENT DELTA FROM THE VIBRON
C DATA CARD SEQUENCE
C NPLOT, WHERE NPL0T=1 TO PLOT AND 0 TO CALCULATE ONLY
C TMAX ,TMI N , EMAX , EMIN , AJMAX , AJMI N ,TANMAX , PJT- MAX TEMP.-MIN TEMP -
C MAXLOG(E) ETC) -MAX LOSS TAN- PJT=1. TO SKIP J PLOTS, 2 TO INCLUDE
C J PLOT
C IDENT. CARD- TITLE DESIRED ON GRAPH MUST APPEAR IN FIRST 15 COLUMNS
C THICKO, WIDEO, ALO
C DATA CARDS FOR 110 HZ
C BLANK
C IDENT. CARD
C THICKO, WIDEO, ALO
C DATA FOR 11 HZ
C BLANK
C DATA FOR 3.5 HZ
C AT THE END OF FINAL DATA CARD, -1 MUST APPEAR IN COL 22 AND 23
C LAST CARD OF DECK MUST HAVE 6,7,8,9, MULT, PUNCHED IN FIRST COL
DIMENSION DJ(300),PJ(300)
DIMENSION REP(300)
DIMENSION GG(300)
DIMENSION SS(300)
DIMENSION HEADING(8) ,TEMP(300)
,
EPRIME(300) ,ED0UBLE(300) ,AAL(300)
DIMENSION SL0PE(300),DELTA(300)
82 FORMAT ( 1H ,*E PRIME -7 LOSS -7 TAN DELT*,
1* LOG EPRIME LOG EDOUBLE*,
2* TEMP (C) 1/TEMP LOG(J DO) LOG(JP)*)
READ 6000, NPLOT
6000 FORMAT(Il)
READ 1 50, TMAX, TM IN, EMAX, EM IN, AJMAX, AJMI N,TANMAX, PJT
150 F0RMAT(8F5.0)
IF(NPLOT .EQ. 0) GO TO 111
CALL PLOTS(IO)
CALL PLOT(0. ,-11. ,-3)
CALL PL0T(0. ,.5,-3)
111 DO 6001 = 1,200
TEMP(I) = 0.0
GG(I) = 0.0
DJ(I) = 0.0
PJ(I) = 0.0
AAL(I) = 0.0
EPRIME(I) = 0.0
REP(I) = 0.0
SS(I) = 0.0
DELTA(I) = 0.0
SLOPE(I) = 0.0
600 EDOUBLE(I) = 0.0
PRINT 4000
4000 F0RMAT(1H,//)
22 READ 1, (HEADING(I), 1=1,8)
1 F0RMAT(8A10)
6 F0RMAT(1H1,8A10)
PRINT 6, (HEADING(I), 1=1,8)
PRINT 89
89 FORMAT ( 1H ,///)
PRINT 82
J = 0
K = 0
7 READ 5, THICK0,WIDE0,AL0
5 F0RMAT(3F10.2)
AREA = THICK0*WIDE0*0. 00254
VO = THICK0*WIDE0*AL0
2 J = J + 1
READ 10, TEMP(J) ,GAGE,D,DELTA( J) ,AF
10 F0RMAT(5F10.2)
QT=.878*TEMP(J)-1.39
TEMP(J)=QT
IF(D)90,90,1000
C THE VALUE OF -D- WILL BE THE TEST NUMBER
1000 X=ATAN(DELTA(J)
)
I F ( AF - 2.)42,43,42
43 AF=S0RT(10.)
42 Y=COS(X)
AL = ALO +(GAGE* .001)
SS(J) = GAGE
AAL(J) = AL
EPRIME(J) = ((200.*AL*Y)/(AREA*AF*D))
EDOUBLE(J) = EPRIME( J )*DELTA( J)
GG(J)=AL0G10(EPRIME(J)+7.
REP(J) = l./(TEMP(J) + 273.)
DJ(J) = ED0UBLE(J)/((EPRIME(J)**2.)+(ED0UBLE(J)**2.))
PJ(J) = EPRIME(J)/((EPRIME(J)**2.) + (ED0UBLE(J)**2. )
)
PJ(J)=AL0G10()J(J))-7
TF(DELTA(J).LT.l.E-4) GO TO 70
DJ(J)=AL0G10(DJ(J))-7
SL0PE(J)=AL0G10(ED0UBLE(J))+7.
GO TO 78
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70 DJ(J)=1. $ SL0PE(J)=1
78 B=REP(J)
K = K + 1
IF(K - 1)9,100,9
100
X
P
D0(J)^PJ(0>
IME(J)
*
ED0UBLE(J >> DE,LTA < J )» GG (J).SL0PE(J)»TEMP(0)
.8.
18 FORMAT^
9 CONTINUE
1DJ(J) pj ('jf
RIME(J)
'
ED0U^
f GO T0*2
90 CONTINUE
IF(NPLOT.EQ.l) CALL PIC(DELTA,GG, SLOPE, TEMP, DJ,PJ, HEADING, J-l
1 TMAX ,TM IN , FMAX , EM I N ,AJMAX ,AJM I N ,TANMAX , PJT
)
532 IF (D .GE. 0.0) GO TO 22
80 IF (NPLOT.NE.O) CALL PLOT(0
.
,0
.
,999)
STOP
END
APPENDIX II
TABLE OF ISOTHERMAL GROWTH RATES
FOR PEO/PMMA BLENDS
100 percent WSR-N-3000
T°C G mm /m i n
58 7.2 X 10"
5
52 3.5 ± 1 X 10"
3
51 1.4 ± .02 X 10"
50 1.4 ± 1 X 10
49 4.4 ± .5 X 10"
2
48 3.7 ± .2 X 10" 2
46 5.01 ± .01 X 10
45 3.37 X 10"
1
40 5.8 ± .1 X 10" 1
35 1.47
15 2.36
10 2.26
90/10: WSR/HM
T°C G
r
mm/mi
n
58 5.1 ± .1 X 10"
56 5.3 ± .2 X 10"
52 1.3 X 10"
4
50 1.6 ± .4 X 10'
48 3.24 X 10" 2
46 3.85 X 10"
2
45 7.4 X 10"
2
44 5.5 X 10'
2
42 1.64 X 10" 1
40 2.7 ± .5 X 10"
35 4.5 X 10"
1
30 7.8 X 10" 1
25 1.06
22 1.28 ± .05
20 1.34
17 1.40 ± .05
15 1.52
10 1.74
5 1.96
3 1.87
0 1.95
-3 1.80
80/20: WSR/HM
I C 6 mm/mi
n
42 7.71 X 10"
40 1.36 x 10"
38 1.67 x 10"X \J
36 2.03 x 10"-I- vs
35 2.52 x 10"
33 3.27 X 10"
30 3.12 X 10"
25 4.98 X 10"
24 5.22 X 10"
23 5.37 X 10"
21 5.88 X 10"
18 4.83 X 10
16 6.11 X 10"
14 6.78 X 10'
10 6.55 X 10'
6 5.43 X 10"
2 5.13 X 10"
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70/30: WSR/HM 60/40: WSR/HM
T°C G mm/mi
n
T°C G
r
X 10 ^ mm/mi
n
i
45 2.1 ± 1 X 10" 2 45 1.21
40 5.9 X 10" 2 40 3.1
35 1.01 ± .1 X 10" 1 35 3.53
25 1.00 X 10" 1 30 3.78
20 1.41 X 10" 1 25 8.75 ± .05
15 1.40 ± .01 X 10"
1
20 7.9
10 1.3 ± .1 X 10"
1
15 7.3
5 0.64 X 10" 1 10 6.6
0 1.86 ± .03
-5 1.53
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APPENDIX III
TABLES OF AVRAMI CRYSTALLIZATION KINETICS
100 PERCENT AVRAMI CALCULATIONS
T°C n In K C cw^y* rnofi l\ uUl i LUc 1 G
r
cm/mi n N nuclei /cm2
51 2. 23 (2.21) -2.88 (-2.90) .99886 A y in" 4 4.31 X 10
50 2. 10 (2.08) -1.57 (-1.58) .9992 1.09 X 10" 3 5.55 X 104
49 2. 20 (2.16) -0.45 (-0.48) .9985 1.77 X 10' 3 6.46 X 104
48 2. 16 (2.19) 0.33 (.33) .9989 2.77 X 10" 3 5.79 X 104
47 2. 10 (2.09) 1.41 (1.40) .9986 4.17 X 10" 3 7.50 X 104
46 2. 15 (2.14) 2.06 (2.03) .9986 6.09 X 10" 3 6.73 X 104
<n> = 2. 15 ± 0.06
90/10: WSR AVRAMI CALCULATIONS
T°C n In K cm/mi
n
N nuclei /cm'
)
47 2. 07 -1.53 3.97 X 10" 3 4.37 X 103
45 2. 10 -0.61 7.42 X 10" 3 3.14 X 10
3
43 2. 10 0.13 1.26 X 10~
2
2.27 X 10
3
41 2. 11 1.44 2.0 X 10"
2
3.38 X 10
3
39 2. 03 1.93 2.95 X 10'
2
2.51 X 10
3
<n> + 2.08 ± 0.03
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80/20: WSR/HM: AVRAMI CALC U1 ATTDN^
T°C n In K G
r
cm/mi
n
N nuclei/cm
39 2.10
-2.33 1.46 X ID" 2 1.46 X IO2
38 2.19
-1.78 1.73 X io- 2 1.81 X 10
2
37 2.05
-1.40 2.02 X 10 ' 1.93 X IO2
35 2.17
-0.50 2.66 X IO"2 2.73 X IO2
34 2.02 0.43 3.01 X IO"2 5.41 X 10
2
33 1.95 0.25 3.36 X IO"
2
3.62 X IO
2
32 2.40 0.05 3.72 X IO"
2
2.41 X IO
2
31 2.11 0.96 4.08 X IO'2 4.95 X 10
2
30 2.19 1.23 4.44 X IO"
2
5.51 X IO
2
29 2.14 1.73 4.80 X IO"
2
7.81
2
X 10^
28 2.28 1.70 5.14 X IO'
2
6.61 X 10
2
27 2.19 2.10 5.46 X io-
2
9.54 X IO
2
<n> = 2.16 ± 0.12
70/30: WSR/HM: AVRAMI CALCULATIONS
T°C n In K Corr coef G
r
cm/min pN nuclei/cm
32 2.32 -2.56 (-2.58)
.998 1.23 X 10' 2 1.62 X 10
2
31 2.33 -1.68
.985 1.32 X 10" 2 3.43 X 10
2
29 2.23 -1.06 1.46 X 10" 2 5.17 X 102
28 2.45 -1.28 (-1.28) .985 1.52 X 10" 2 3.83 X 102
26 2.17 -0.23 1.61 X 10' 2 9.74 X 102
24 2.08 0.08 1.66 X 10" 2 1.25 X 103
24 2.02 0.10 1.27 X 103
22 2.38 -0.042 (-.05) .998 1.67 X 10" 2 1.10 X 103
21 2.13 0.95 1.66 X 10" 2 3.00 C 103
20 2.24 0.68
.999 1.63 X 10"
2
2.35 X 10
3
19 2.13 1.42 1.60 X 10" 2 5.14 X 103
17 1.98 1.287 (1.37) .992 1.51 X 10" 2 5.05 (5.48) X 103
16 2.19 1.93 1.46 X 10" 2 1.04 X 10
4
15 2.25 2.00 1.39 X 10~ 2 1.21 X 10
4
13 2.17 2.36 1.26 X 10" 2 2.14 X 104
12 2.35 2.73
_2
1 18 X 10 3.49 X 10
4
12 2.21 2.445 (2.40) .993 2 6? X 104
2 2.27 3.24 (3.27) .997 4.65 X 10" 3 3.77 X 105
2 2.24 3.23 .996 3.73 X 10
5
-6 2.30 2.78 1.35 X 10"
3
2.81 X 10
6
-8 2.35 3.00 9.14 X 10"
4
7.64 X 10
6
60/40: WSR/HM: AVRAMI CALCULATIONS
T°C n In K G
r
cm/mi
n
0
N nuclei/cm
32 2.23
-3.42 9.59 X io-4 1.13 X 104
29 2.08
-1.66 1.25 X 10' 3 3.88 X 104
27 2.08
-1.70 1.40 X 10" 3 2.95 X 104
25 2.01 -0.97 1.51 X 10' 3 5.39 X 104
22 2.01 -0.73 1.56 X 10" 3 6.32 4X 10
H
22 2.25 -1.70 2.4 X 104
17 2.01 -0.80 1.35 X
_3
10
J
7.85
4
X IO
15 2.01 -0.66 1.19 X IO"
3
1.16 X IO
5
12 1.87 -0.40 9.21 X IO"
4
2.52 X IO
5
2 1.87 -0.13 1.97 X IO"
4
7.23 X 10
6
-3 2.01 -0.98 5.65 X IO"
5
3.74 X IO
7
-8 1.80 -0.83 1.06 X IO" 5 1.25
9
X io
y
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FIGURE CAPTIONS
Figure 1 The Gibbs' free energy of mixing calculated from
equation (5) with the degree of polymerization,
x
2 =
x
2 ,
taken as 10
5
and allowing x12 to increase
from zero to 5 X 10"
5
exhibits one minimum up until
X12
reaches its critical value. As x12 increases
above its critical value, two mimima develop indi-
cating phase separation. For x12
^ 5 X 10" 5 the
Gibbs' free energy is almost entirely concave up-
ward and positive indicating that two polymers
with this very small positive interaction would be
almost totally immiscible.
Figure 2 A temperature-composition diagram can be calculated
from the equilibrium conditions, equation (8), if
the temperature dependence of x12 is known. Assuming
x
2
= x
2
the binodal equation is x
12
= 1/(1 - 2^)
In (^/l - 4^) and the spinodal equation is l/x
12
x =
2<p^2> For the same conditions as in figure 1, these
equations are plotted as 1/Xl2 versus <j> If the
solubility parameters and the reference volume are
independent of temperature, equation (4) implies an
inverse temperature dependence of x12 « We have
arbitrarily assumed A6 2 = 0.0012 cal/cc and V = 1.
r
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Figure 3 Equation of state theories of mixtures are capable of
predicting both upper (UCST) and lower (LCST) critical
solution temperatures in liquid-liquid phase diagrams
(after reference 37c).
Figure 4 The theoretical melting point depression for PEO
equilibrium crystals in high molecular weight X
2
= 10
5
,
(
) and low molecular weight, X
2
= 1, diluent (—
)
with different interaction parameters calculated from
equation (39). Values of T
m
° and AH
f
were taken from
Table III of Chapter III. When phase separation occurs
in the liquid, the melting point does not increase but
remains constant over the immiscible composition range
as indicated by the dashed lines.
1
Figure 5 The theoretical growth rates for blends with x12
= 0
( ) snd = "3«0 (—.—•—.-) remain experimentally
distinguishable only at high diluent concentrations.
The growth rates for PEO/high molecular weight diluent
mixtures were calculated from equation (45) using the
values in Table III of Chapter III; assuming T^ followed
Fox's equation (44) and replacing T
m
° with T
d
° from
equation (40) when 1S negative. The percent PEO in
the blend is indicated at the upper left of every other
set of G
r
curves.
Figure 6
Figure 7
Figure 8
Figure 9
Figure 10
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The unit cell of PEO based on references 125 and 127.
(a) Schematic of the stages of spherulitic growth:
single crystals become multilayered lamellae which then
flbrlll rte and become sheaf-like and finally close on
themselves to form a spherulite.
(b) Transmission electron micrograph of a surface replica
of a PEO spherulite reveals lamellar fine structure when
the specimen is shadowed with chromium at a 5 degree
angle. The bar length is lu.
Determination of the viscosity average molecular weight
from intrinsic viscosity measurements by extrapolation of
the relative and specific viscosities to zero concentra-
tion of WSR-N-3000 PEO in water at 30°C. [ n ] = 2.98; MoT.
5
wt. = 4.1 X 10 ; concentration in grams per deciliter.
Determination of the viscosity average molecular weight
from intrinsic viscosity measurements of Carbowax 6000 in
water at 30°C. [n] = 0.16; Mol.wt. = 9.63 X 10
3
.
Determination of the viscosity average molecular weight
from intrinsic viscosity measurements of poly (methyl-
methacrylate) obtained from Cellomer Associations in
acetone at 25°C. [n] = 0.575; Mol.wt. = 3.34 X 10
5
.
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Figure 11 A schematic diagram of the polymerization set up for free
radical polmerization of methyl metacrylate monomer mixed
with Carbowax C-6000. The mixture is frozen in liquid
nitrogen, sealed under vacuum, and then heated to 80°C
to activate the free radical initiator and polymerize
the monomer.
The optical microscopic set up used for isothermal spheru-
lite growth rate measurements consisted of: (a) the
Mettler FP-2 hot stage, (b) Zeiss optical microscope,
(c) automatic shutter and motorized film back, (d) "Robot"
35 mm camera, (e) 200 foot film cassette, (f) Mettler FP-2
hot stage controller, (g) Sorvall low temperature control-
ler, (h) liquid nitrogen dewar, and (i) low temperature
sensor position.
Figure 13 Calibration curve for the Mettler FP-2 hot stage. A plot
of melting point of standard birefringent crystals versus
observed loss of birefringence extrapolated to zero
heating rate showed that the observed melting point was
consistently 1 degree below the melting temperature of
the standards.
Figure 14
Figure 15
Figure 16
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Schematic representation of the small angle light
scattering apparatus used in these experiments showing
the scattering angles 0 and u. (After Samuels in
reference 191.)
(a) Schematic representation of the Rheovibron sample
including the stresses and strains involved.
(b) Diagram of Takayanagi's series model for crystalline
and two-phase polymer after references 224 and 225.
(c) Diagram of Takayanagi's parallel model.
(a) The dynamic mechanical properties of different compo-
sitions of two glassy polymers calculated from equations
(73) and (74) allowing T
g
to vary according to equation
(44). This hypothetical case demonstrates the variation
in T
g
with composition for a compatible blend without the
influence of crystallization. (For further discussion,
see text.)
(b) The dynamic mechanical properties of different compo-
sitions of an incompatible blend of two glassy polymers
calculated from Takayanagi's series model (equation 76)
with X = <j> = the weight fraction of lower T polymer
9
(solid lines) or higher T polymer (dotted lines). This
hypothetical case demonstrates that incompatible blends
can be identified by the presence of two glass transition
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temperatures that are independent of composition. (For
further discussion, see text.)
Figure 17 The dynamic mechanical behavior of a compatible blend in
which the low T
g
component is capable of crystallizing.
The degree of crystal linity affects the temperature at
which T
g
occurs and the relaxation strength because of
the change in amorphous composition on crystallization.
Based on DSC data from figures 25 and 43, the T of the
g
amorphous phase in the crystalline blend goes through a
maximum at 60 percent crystal 1 izable polymer then a
minimum at 50 percent then increases steadily with
decreasing concentration of crystal 1 izable material.
The concentration of amorphous blend decreases contin-
uously as the crystal linity increases. Depending on the
percent crystal 1 inity chosen for the 30 percent
crystall izable polymer concentration, the glass transition
shifts over a 35°C temperature range as indicated by the
arrows in the figure. (For further discussion, see text.)
Figure 18 Micrographs of glassy blends of PEO/PMMA 18/82: C6K/MMA.
(a) Transmission electron micrograph (TEM); bar length
lu; (b) scanning electron micrograph (SEM); bar length
lOu. Micrographs of non-impinging spherulites of PEO/PMMA
33/67: C6K/MMA blends; (c) SEM; bar length lOy; (d) opti-
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cal micrograph (OM); bar length lOOy; ( e ) Normarski
interference micrograph showing refractive index or
thickness variation around the spherul ites.
Figure 19 Micrographs of rod-like crystals of PEO/PMMA 45/55:
C6K/MMA. (a) SEM with bar length of lOy crystallized
at 45°C; (b) OM with bar length of lOOy crystallized
at 40°C with a small angle light scattering pattern
inserted in the lower right hand corner. Optical
micrographs of a PEO/PMMA 50/50: WSR/HM blends;
(c) between crossed polars annealed at 45°C for 6
weeks (d-k) using oblique illumination just after
melting of the sample in figure 19c. These micro-
graphs were taken once a minute as the temperature
was increased at 10°C/min. Figure 19d was taken at
approximately 70°C and so on until figure 19k at
140°C where the two polymers had completely coalesced.
Redissolution of the two components is discussed in
the text.
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Figure 20 Micrographs of 100 percent WSR-N-3000
at different temperatures.
T°C Bar Length Magnification
a. 20°C lOOy 100X
b. 15°C lOOy 100X
c. 15°C lOy 600X
d. 10°C lOy 300X
e. 5°C lOOy 120X
f. 0°C lOOy 50X
' Micrograph
SEM
SEM
SEM
SEM
SEM
SEM
Figure 21 Micrographs of PEO/PMMA: 90/10: WSR/HM blends crystal-
lized at different temperatures.
T°C Bar Length Magnification Type Mi
a. 45°C lOOy 30X SEM
b. 30°C lOOy 50X OM
c. 25°C lOOy 60X SEM
d. 20°C lOOy 110X SEM
e. 10°C lOy 800X SEM
f. 5°C lOOy SOX OM
g. 0°C lOy 1200X SEM
h. -5°C lOOy 80X OM
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Figure 22 Micrographs of PEO/PMMA: 80/20: WSR/HM blends crystal-
lized at different temperatures.
o
T°C Bar Lenqth Magnification Type Microqraph
a. 30
U
C lOOy 50X OM
b. 20°C lOy 300X SEM
c. 15°C lOOy 80X OM
d. 10°C lOOy 210X SEM
e. 5°C lOOy 70X SEM
f. 0°C lOOy 80X OM
g. -5°C lOOy 120X SEM
Figure 23 Micrographs of PEO/PMMA: 70/30: WSR/HM blends crystal-
lized at different temperatures.
T°C Bar Length Magnification Type Micrograph
a. 25°C lOOy 50X OM
b. 20°C lOy 100X SEM
c. 15°C lOOy 50X OM
d. 10°C lOOy 210X SEM
e. 5°C lOOy 80X OM
f. 0°C lOOy 50X OM
g. -5°C lOOy 50X OM
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Figure 24 Micrographs of PEO/PMMA: 60/40: WSR/HM blends crystal-
lized at different temperatures.
_A Ba r Lengt h Magnification Type Micrograph
a. 40°C lOOu 15QX SEM
SEM
SEM
SEM
SEM
SEM
" 5°C 100y 80X OM
b. 35°C 100y 80X
c.
+
30°C lOy lOOX
d. 25°C lOOy lOOX
* o
e
-
25 C lOy 300X
f. 5°C lOy 700X
Figure 25 The percent crystal 1 inity of PEO in the blend versus
the weight fraction of PEO. The percent crystal -
1 inity of the PEO was determined from the integral
of the DSC melting endotherms of annealed blends using
equation (66).
Figure 26 Plots of the melting point (T ) of annealed PEO/PMMA
blends, the onset of crystallization (T ) in the DSC
c
at a cooling rate of 20°C/min., and the glass transition
(T ) of the blends as a function of the weight fraction
of PMMA.
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Figure 27
Figure 28
The spherulite growth rate curves for PEO/PMMA: 90/10:
WSR/HM blends at three different temperatures.
The spherulite growth rate curves for PEO/PMMA: 45/55:
C6K/MMA blends at three different temperatures.
Figure 29 Spherulite growth rate curves from several polymerized
samples of PEO/PMMA: 40/60: C6K/MMA blends crystallized
isothermal ly at 40°C and 30°C. Different samples are
indicated by the various shapes of data points.
Figure 30 The spherulite growth rates of blends from 100 to 50
percent PE0 in mm/min. versus 1/TAT X 105o K2 decrease
with increasing high molecular weight diluent concen-
tration.
Figure 31 The determination of K and In G accordinq to equation
g o 3i
(45) from plots of In G + U/R(T-T ) versus 1/TAT for
r oo
blends of (a) 100 percent PEO; (b) PEO/PMMA: 90/10:
WSR/HM; (c) PEO/PMMA: 80/20: WSR/HM; (d) PEO/PMMA: 70/30
WSR/HM; (e) PEO/PMMA: 60/40: WSR/HM. All blends were
solvent cast from warm acetone.
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Figure 32 The determination of U and from plots of
-[ln(G/G
o
) + Kg/TAT]" 1 X 102 versus T. The slope
of the plot is U/R and the x-intercept is T according
to equation (45).
Figure 33 Isothermal crystallization exotherms from DSC traces of
blends of (a) 4.893 mg of 100 percent WSR-N-3000 PEO,
(b) 4.71 mg of PEO/PMMA: 90/10: WSR/HM, and (c) 3.203 mg
of PEO/PMMA: 80/20: WSR/HM at different temperatures.
The crystallization temperature is shown to the right
of the corresponding exotherm.
Figure 34 Isothermal crystallization exotherms from DSC traces
of blends of (a), (b) 5.463 mg of PEO/PMMA: 70/30: WSR/HM
and (c), (d) 9.035 mg of PEO/PMMA: 60/40: WSR/HM at dif-
ferent temperatures. The crystallization temperature
is shown to the right of the corresponding exotherm.
Figure 35 Avrami plots, the double log of the untransformed
fraction of PEO as a function of the log of the time
for blends of (a) 100 percent WSR-N-3000 PEO and (b)
PEO/PMMA: 90/10: WSR/HM calculated from the DSC curves
in figure 33.
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Figure 36 Avrami plots, the double log of the untransformed
fraction of PEO as a function of the log of the time
for blends of (a) PEO/PMMA: 80/20: WSR/HM and (b)
PEO/PMMA: 70/30: WSR/HM from the DSC curves in figures
33 and 34.
Figure 37 Avrami plots, the double log of the untransformed
fraction of PEO as a function of the log of the time
for blends of (a) PEO/PMMA: 70/30: WSR/HM and (b)
PEO/PMMA: 60/40: WSR/HM from the DSC scans in figure 34.
Figure 38 The overall crystallization equivalent to the Fischer-
Turnbull equation (45). The log of the crystallization
half-time versus 1/TAT X 105o K2 .
Figure 39 The apparent number of nuclei calculated from the
Avrami k value and the Fischer-Turnbul 1 growth rate
equation is plotted against 1/TAT X 10 5
. The nuclea-
tion density increased dramatically at high super-
coolings in the 60 and 70 percent PEO blends. (For
further discussion see text.)
Figure 40 DSC traces of the same PEO/PMMA: 60/40: WSR/HM with
various thermal histories: (a) annealed at 45°C for
six weeks; brackets indicate change in sensitivity to
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20 mCal/sec as the blend melting point is approached,
(b) isothermally crystallized at 22°C prior to being
scanned, and (c) quenched at 320°C/min to
-100°C then
scanned. All samples were scanned at 80°C/min and at
a range of 5 mCal/sec.
Figure 41 (a) Model of quenched blends modified from that pro-
posed by Mandelkern in reference 248. The modification
allows atactic PMMA (-0-0-0-0-) to become entangled
in the fold surface but remain mainly in the interzonal
phase between crystals, (b) Model of annealed and
isothermally crystallized blends based on a regular
fold surface. Most PMMA is not entrapped in the folds
but may adsorb on the crystal fold surface.
Figure 42 DSC traces of PEO/PMMA blends quenched at 320°C/min:
(a) 100 percent PEO, (b) 90/10: PEO/PMMA, (c) 80/20:
PEO/PMMA, (d) 70/30:PE0/PMMA. Arrows indicate the
apparent glass transition for each blend. The
heating rate was 80°C/min and sensitivity was
5 mCal/sec.
Figure 43 The variation in the glass transition of the amorphous
phase of the PEO/PMMA blends with different degrees of
crystal 1 inity calculated from equation (78). The solid
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line was calculated from the Fox equation (44) which
is equivalent to equation (78) with X = 0, the
c
~
+
+ - line was calculated using X values from
c
quenched blends, and the -0-0- line using X values
c
for annealed blends.
Figure 44 The tensile storage modulus in dynes/cm2 for six blends
of PEO/PMMA from 40/60 to 100 percent PMMA measured at
3.5 Hz over the temperature range from -150 to 150°C.
Arrows indicate the calculated T for the blends. The
PEO/PMMA 40/60: WSR/HM blend (0) was shifted down 1 unit
on the y axis, the PEO/PMMA: 50/50: WSR/HM blend ()
was shifted down 2 units, and the PEO/PMMA: 60/40: WSR/HM
blend ( > ) down 3 units.
Figure 45 The loss modulus in dynes/cm for five blends from 60
to 20 percent PEO measured at 3.5 Hz over the temper-
ature range from -150 to 100°C. Arrows indicate the
calculated T
g
for the blends. The PEO/PMMA: 20/80:
WSR/HM blend was shifted up 2 units on the y-axis, the
PEO/PMMA: 30/70: WSR/HM blend was shifted up 1 unit, the
PEO/PMMA: 40/60: WSR/HM and PEO/PMMA: 50/50: WSR/HM blends
were not shifted and the PEO/PMMA: 60/40: WSR/HM blend
was shifted down 1 unit.
1S8
Figure 46 The tangent delta behavior for six blends from 40 to
100 percent PMMA measured at 3.5 Hz over the temperature
range from -150 to 150°C.
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