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Abstract. A mean function in reproducing kernel Hilbert space, or a kernel
mean, is an important part of many applications ranging from kernel principal
component analysis to Hilbert-space embedding of distributions. Given finite
samples, an empirical average is the standard estimate for the true kernel mean.
We show that this estimator can be improved via a well-known phenomenon
in statistics called Stein’s phenomenon. After consideration, our theoretical
analysis reveals the existence of a wide class of estimators that are better than
the standard. Focusing on a subset of this class, we propose efficient shrinkage
estimators for the kernel mean. Empirical evaluations on several benchmark
applications clearly demonstrate that the proposed estimators outperform the
standard kernel mean estimator.
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1. Introduction
This paper aims to improve the estimation of the mean function in a reproducing
kernel Hilbert space (RKHS) from a finite number of samples. A kernel mean of a
probability distribution P over a measurable space X is defined by
(1) µP :=
∫
X
k(x, ·) dP(x) ∈ H,
where H is an RKHS associated with a reproducing kernel k : X ×X → R. Condi-
tions ensuring that this expectation exists are given in [1]. Unfortunately, it is not
practical to compute µP directly because the distribution P is usually unknown.
Instead, given an i.i.d sample x1, x2, . . . , xn from P, we can easily compute the
empirical kernel mean by the average
(2) µ̂P :=
1
n
n∑
i=1
k(xi, ·) .
The estimate µ̂P is the most natural and commonly used estimate of the true kernel
mean. Our primary interest here is to investigate whether one can improve upon
this standard estimator.
The mean function in RKHS serves as a foundation to many kernel-based algo-
rithms. For instance, nonlinear component analyses, such as kernel PCA, kernel
FDA, and kernel CCA, rely heavily on mean functions and covariance operators
in RKHS [2]. The kernel K-means algorithm performs clustering in feature space
using mean functions as the representatives of the clusters [3]. All of those employ
(2) as the estimate of the true mean function.
Recently the kernel mean itself has gained attention in the machine learning
community. This is mainly due to the introduction of Hilbert space embedding for
distributions [4, 1]. Representing the distribution as a mean function in the RKHS
has several advantages: 1) the representation with appropriate choice of kernel k
has been shown to preserve all information about the distribution [5, 6, 7]; 2) basic
operations on the distribution can be carried out by means of inner products in
RKHS, e.g., EP[f(x)] = 〈f, µP〉H for all f ∈ H; 3) no intermediate density esti-
mation is required, e.g., when testing for homogeneity from finite samples. As a
result, there have been successful applications that benefit from the kernel mean
representation, namely, a maximum mean discrepancy (MMD) [8], kernel depen-
dency measure [9], kernel two-sample-test [10], Hilbert space embedding of HMMs
[11], and kernel Bayes rule [12].
On the one hand, there are reasons to believe that the sample mean µ̂P should be
optimal for estimation of the population mean µP. For example, it is the minimum-
variance unbiased estimator (MVUE). Several discussions supporting this argument
can be found in [13, 4]. On the other hand, in 1955, Charles Stein [14] showed that
a maximum likelihood estimator (MLE), i.e., the standard empirical mean, for the
mean of the multivariate Gaussian distribution N (θ, σ2I) is inadmissible (see §2
for a formal definition of admissibility). That is, there exists an estimator that
always achieves smaller total mean squared error regardless of the true θ, when
the dimension is at least 3. Perhaps the best known estimator of such kind is
James-Stein’s estimator [15]. Interestingly, the James-Stein’s estimator is itself
inadmissible, and there exists a wide class of estimators that outperform the MLE,
see e.g., [16]. However, they all share a common feature: the mean estimation of
at least one coordinate involves observations from other coordinates. Extensive
research of Stein’s result is available in, e.g., [13] and references therein.
As the kernel mean estimator (2) is similar in form to the MLE, i.e., the estimate
of µP is just the empirical average, one might suspect that it can be improved upon
KERNEL MEAN ESTIMATION AND STEIN’S EFFECT 3
via Stein’s phenomenon.1 Although some attempts have been made to understand
this phenomenon in the infinite-dimensional space [17, 18, 19], this work presents
a key challenge: the true probability distribution of µP is essentially unknown and
is subject to the choice of kernel k and distribution P, whereas all the previous
works construct an estimator that outperforms a specific probability distribution.
Despite this difference it is possible to establish the inadmissibility of the standard
estimator (2) under certain assumptions, and construct better estimators.
The contribution of this paper can be summarised as follows: First, we show
that the standard kernel mean estimator is inadmissible by providing an alternative
estimator that achieves smaller expected loss (§2). This inadmissibility perspective
sheds light on how one could construct better estimators. To this end, we propose a
kernel mean shrinkage estimator (KMSE) which relies on a fundamentally different
framework from what has often been considered in the literature (§3). Moreover, we
propose an efficient leave-one-out cross-validation procedure to select the shrinkage
parameter. Lastly, we demonstrate the benefit of the proposed estimators in several
benchmark applications (§4).
2. Motivation: Standard Kernel Mean Estimator Is Inadmissible
For fixed distribution P, denote by µ and µ̂ the true kernel mean and its empirical
estimate (2) from the sample x1, x2, . . . , xn ∼ P. We consider the loss function
ℓ(µ, µ̂) = ‖µ− µ̂‖2H.
An estimator δ : H → H is a mapping which is measurable w.r.t. the Borel
σ-algebra of H. The estimator δ is evaluated by its risk function R(µ, δ) =
EP[ℓ(µ, δ(φ(x)))]. An estimator δ
′ is as good as δ if R(µ, δ′) ≤ R(µ, δ), and is
better than δ if it is as good as δ and R(µ, δ′) < R(µ, δ) for at least one P. An
estimator is inadmissible if there exists a better estimator, and it is admissible
otherwise.
Let us consider an alternative kernel mean estimator:
µ̂α := αf
∗ + (1− α)µ̂,
where 0 ≤ α < 1 and f∗ ∈ H. It is basically a shrinkage estimator that shrinks the
standard estimator toward a function f∗ by an amount specified by α. If α = 0, µ̂α
reduces to the standard estimator. The following theorem asserts that the standard
estimator µ̂ is inadmissible w.r.t. the shrinkage estimator µ̂α with an appropriate
choice of α, regardless of the function f∗ (more below).
Theorem 1 (Inadmissibility). Given an i.i.d. sample x1, x2, . . . , xn ∼ P and an
arbitrary function f∗ ∈ H, there exists α∗ for which µ̂α∗ is better than µ̂.
Proof of Theorem 1. The risk of standard kernel mean estimator satisfies
E‖µ̂− µ‖2 = 1
n
(E[k(x, x)] − E[k(x, x˜)]) =: ∆
where x˜ is an independent copy of x. Let us define the risk of the proposed shrinkage
estimator by ∆α := E‖µ̂α − µ‖2 where 0 ≤ α < 1. We can then write this in terms
of the standard risk as
∆α = ∆− 2αE 〈µ̂− µ, µ̂− µ+ µ− f∗〉+ α2E‖f∗‖2 − 2α2E[f∗(x)] + α2E‖µ̂‖2.
1Though µP may be viewed as an asymptotic mean of Gaussian measure on RKHS [4, Theorem
108], whether we can regard µ̂P as a true maximum likelihood of some distribution on RKHS is
still an open problem.
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It follows from the reproducing property of H that E[f∗(x)] = 〈f∗, µ〉. Moreover,
using the fact that E‖µ̂‖2 = E‖µ̂ − µ + µ‖2 = ∆ + E[k(x, x˜)], we can simplify the
shrinkage risk by
∆α =
(
∆+ ‖f∗ − µ‖2) (α−∆/(∆ + ‖f∗ − µ‖2))2 +∆− (∆2/(∆ + ‖f∗ − µ‖2).
Then, the shrinkage parameter given by α∗ := ∆/(∆+‖f∗−µ‖2) leads to ∆α∗−∆ =
−∆2/(∆ + ‖f∗ − µ‖2) ≤ 0. The equality occurs only when ∆ = 0. 
Theorem 1 relies on important assumption that the true kernel mean of the
distribution P is required to estimate α∗. In spite of this, the theorem has an
important implication suggesting that the shrinkage estimator µ̂α can improve upon
µ̂ if α is chosen appropriately. In the next section, we will exploit this result in
order to contruct more practical estimators. Moreover, it is striking to see that
the shrinkage estimator always improves upon the standard one regardless of the
direction of shrinkage, as specified by the choice of f∗. In other words, there exists a
wide class of kernel mean estimators that are better than the standard one. Inspired
by James-Stein’s estimator, we will focus on f∗ = 0 in the following sections.
3. Kernel Mean Shrinkage Estimator
Since the choice of α is very crucial, we propose a new formulation of kernel
mean estimator that will allow us to estimate α systematically and efficiently. Let
φ : X → H be a feature map associated with the kernel k and 〈·, ·〉 be an inner
product in the RKHSH such that k(x, x′) = 〈φ(x), φ(x′)〉. The kernel mean µP and
its empirical estimate µ̂P can then be obtained as a minimizer of the loss functionals
E(g) := Ex∼P ‖φ(x) − g‖2H and Ê(g) :=
1
n
n∑
i=1
‖φ(xi)− g‖2H ,
respectively. Let δ(φ(x)) := arg infg∈H Ê(g) = φ(x) be the estimator associated
with the loss functional Ê(g). In the following, we call this standard estimator a
kernel mean estimator (KME).
Note that the loss E(g) is different from the one we use in §2, i.e., ℓ(µ, g) = ‖µ−
g‖2
H
= ‖E[φ(x)]− g‖2
H
. However, by Jensen’s inequality, we have ‖E[φ(x)]− g‖2
H
≤
E‖φ(x) − g‖2
H
=: E(g). Hence, both functionals have a minimum at the same g.
In addition, the new form will give a more tractable leave-one-out cross-validation
computation (§3.1).
To construct the shrinkage estimator, we minimize a modified loss functional
(3) Êλ(g) := Ê(g) + λΩ(‖g‖) = 1
n
n∑
i=1
‖φ(xi)− g‖2H + λΩ(‖g‖),
where Ω(·) denotes a monotonically-increasing shrinkage functional and λ is a non-
negative shrinkage parameter. In what follows, we refer to the shrinkage estimator
δλ(·) associated with Êλ(β) as a kernel mean shrinkage estimator (KMSE). It
follows from the representer theorem that g lies in a subspace spanned by the data,
i.e., g =
∑n
j=1 βjφ(xj) for some β ∈ Rn. Firstly, by considering Ω(‖g‖) = ‖g‖2, we
can rewrite (3) as
Êλ(g) = 1
n
n∑
i=1
∥∥∥∥∥∥φ(xi)−
n∑
j=1
βjφ(xj)
∥∥∥∥∥∥
2
H
+ λ
∥∥∥∥∥∥
n∑
j=1
βjφ(xj)
∥∥∥∥∥∥
2
H
= β⊤Kβ − 2β⊤K1n + λβ⊤Kβ + c,(4)
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where c is a constant term, K is an n× n gram matrix such that Kij = k(xi, xj),
and 1n = [1/n, 1/n, . . . , 1/n]
⊤. Taking a derivative of (4) w.r.t. β and setting it to
zero yield
β = (1/(1 + λ))1n.
By setting α = λ/(1 + λ) the shrinkage estimate can be written as µ̂λ := δλ(µ̂) =
(1−α)µ̂. Since 1−α ≤ 1, the estimator δλ(·) corresponds to a shrinkage estimator
discussed in §2 when f∗ = 0. We will call this estimator a simple kernel mean
shrinkage estimator (S-KMSE).
Another interesting choice of shrinkage functional is Ω(‖g‖) = β⊤β. This leads
to a particularly interesting kernel mean estimator. In this case, the optimal weight
vector is given by
β = (K+ λI)−1K1n
and the shrinkage estimate can be written accordingly as
µ̂λ := δλ(µ̂) =
n∑
j=1
βjφ(xj) = Φ
⊤(K+ λI)−1K1n
where Φ = [φ(x1), φ(x2), . . . , φ(xn)]
⊤. Unlike the S-KMSE, this estimator shrinks
the usual estimate differently in each coordinate (cf. Theorem 2). Hence, we will
call it a flexible kernel mean shrinkage estimator (F-KMSE).
Notice that our formulation differs fundamentally from the standard regulariza-
tion framework. That is, the shrinkage functional Ω(·) is introduced to shrink the
solution g toward certain point, i.e., f∗, rather than to regularize it. As the original
problem is well-posed and its solution can be computed analytically, regularization
is not necessary in this context.
As we can see, both S-KMSE and F-KMSE shrink the kernel mean estimate
towards zero, but the F-KMSE does so in a more flexible way, as shown in the
following theorem.
Theorem 2. For F-KMSE, we can write µ̂λ =
∑n
i=1
γi
γi+λ
〈µ̂,vi〉vi where {γi,vi}
are eigenvalue and eigenvector pairs of the covariance operator Ĉxx in H.
Proof of Theorem 2. Assume that we know the eigendecomposition K = UDU⊤
where U = [u1,u2, . . . ,un] consists of orthogonal eigenvectors of K such that
U⊤U = I and D = diag(γ1, γ2, . . . , γn) consists of corresponding eigenvalues.
Hence, the weights β of the F-KMSE is given by
β = (UDU⊤ + λI)−1K1n = (U(D+ λI)U
⊤)−1K1n = U(D+ λI)
−1U⊤K1n.
Consequently,
(5) β =
n∑
i=1
ui
(
1
γi + λ
)
u⊤i K1n.
Note also that
K1n =
 1
n
n∑
j=1
k(xj , x1), . . . ,
1
n
n∑
j=1
k(xj , xn)
⊤ = [〈µ̂, φ(x1)〉, . . . , 〈µ̂, φ(xn)〉]⊤ .
Thus, we can rewrite (5) as
β =
n∑
i=1
ui
(
1
γi + λ
) n∑
j=1
uij〈µ̂, φ(xj)〉
=
n∑
i=1
ui
( √
γi
γi + λ
)〈
µ̂,
1√
γi
n∑
j=1
uijφ(xj)
〉
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It follows from the correspondance between the eigenvectors of kernel matrix K
and covariance matrix Ĉxx that vi = (1/
√
γi)
∑
j uijφ(xj) where vi is the ith
eigenvector of the covariance matrix. Consequently, we have
(6)
〈
µ̂,
1√
γi
n∑
j=1
uijφ(xj)
〉
= 〈µ̂,vi〉
In words, (6) is a projection of the standard kernel mean embedding onto the
eigenvector vi. Using this representation, the shrinkage estimate of the F-KMSE
given by the weights β becomes
µ̂λ =
n∑
j=1
[
n∑
i=1
ui
( √
γi
γi + λ
)
〈µ̂,vi〉
]
j
φ(xj).
Applying the same trick, we can write the F-KMSE estimate entirely in term of
eigenvectors of the covariance matrix Ĉxx as
µ̂λ =
n∑
j=1
φ(xj)
n∑
i=1
uij
( √
γi
γi + λ
)
〈µ̂,vi〉
=
n∑
i=1
( √
γi
γi + λ
)
〈µ̂,vi〉
n∑
j=1
uijφ(xj)
=
n∑
i=1
(
γi
γi + λ
)
〈µ̂,vi〉vi
Since λ > 0, we have that γi/(γi + λ) < 1. This completes the proof. 
In words, the effect of F-KMSE shrinkage is related to the sample variance in
feature space, which can be viewed as the amount of information available in each
coordinate. To be more precise, the F-KMSE restricts the shrinkage in directions
with high variance and allows more shrinkage in low-variance directions.
Moreover, the squared RKHS norm ‖·‖2
H
can be decomposed as a sum of squared
loss weighted by the eigenvalues γi (cf. [18, Appendix]). By the same reasoning
as Stein’s result in finite-dimensional case, one would suspect that an improvement
of shrinkage estimators in H should also depend on how fast the eigenvalues of k
decay. That is, one would expect greater improvement if the values of γi decay very
slowly. For example, the Gaussian RBF kernel with larger bandwidth gives smaller
improvement when compared to one with smaller bandwidth. Similarly, we should
expect to see more improvement when applying a Laplacian kernel than when using
a Gaussian RBF kernel.
The weight vector β output by our estimators is in general not normalized.
In fact, all elements will be smaller than 1/n as a result of shrinkage. However,
one may impose a constraint that β must sum to one and resort to a quadratic
programming [20]. Unfortunately, this approach has undesirable effect of sparsity
which is unlikely to improve upon the standard estimator. Post-normalizing the
weights often deteriorates the estimation performance.
Recently, attempts have been made to improve the kernel mean estimation in
various contexts. In [21], the loss functional Ê(g) is replaced by a robust loss
function such as the Huber’s loss to reduce the effect of outliers. Regularized version
of MMD was adopted by [22] in the context of kernel-based hypothesis testing.
The resulted formulation resembles our S-KMSE. Furthermore, the F-KMSE is
of a similar form as the conditional mean embedding used in [23], which can be
viewed more generally as a regression problem in RKHS with smooth operators
[24]. Despite this similarity, one should note that in this work we treat the problem
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entirely as estimation problem, and hence it is fundamentally different from the
existing works.
3.1. Cross-validation. As discussed in §2, the amount of shrinkage plays an im-
portant role in our estimators. In this work we propose to select the shrinkage
parameter λ by an automatic leave-one-out cross-validation.
For a given shrinkage parameter λ, let us consider the observation xi as being a
new observation by omitting it from the dataset. Denote by µ̂
(−i)
λ =
∑
j 6=i β
(−i)
j φ(xj)
the kernel mean estimated from the remaining data, using the value λ as a shrinkage
parameter, so that β(−i) is the minimizer of Ê(−i)λ (g). We will measure the quality
of µ̂
(−i)
λ by how well it approximates φ(xi). The overall quality of the estimate is
quantified by the cross-validation score
(7) LOOCV (λ) =
1
n
n∑
i=1
∥∥∥φ(xi)− µ̂(−i)λ ∥∥∥2
H
.
By simple algebra, it is not difficult to show that the optimal shrinkage parameter
of S-KMSE can be calculated analytically, as stated by the following theorem.
Theorem 3. Let ρ := 1
n2
∑n
i,j=1 k(xi, xj) and ̺ :=
1
n
∑n
i=1 k(xi, xi). The shrinkage
parameter λ∗ = (̺ − ρ)/((n − 1)ρ + ̺/n − ̺) of the S-KMSE is the minimizer of
LOOCV (λ).
Proof of Theorem 3. Note that the leave-one-out cross-validation score for the S-
KMSE is
LOOCV (α) :=
1
n
n∑
i=1
∥∥∥(1− α)µ̂(−i)λ − φ(xi)∥∥∥2
H
,
which can be simplified further as
LOOCV (α) =
1
n
n∑
i=1
∥∥∥∥ nn− 1(1− α)µ̂ − 1− αn− 1φ(xi)− φ(xi)
∥∥∥∥2
H
=
∥∥∥∥ nn− 1(1− α)µ̂
∥∥∥∥2
H
− 2
n
〈
n∑
i=1
n− α
n− 1 φ(xi),
n
n− 1(1− α)µ̂
〉
+
1
n
n∑
i=1
∥∥∥∥n− αn− 1 φ(xi)
∥∥∥∥2
H
=
n2(1− α)2
(n− 1)2 ‖µ̂‖
2 −
(
2
n
)(
(n− α)n
n− 1
)(
n(1− α)
n− 1
)
‖µ̂‖2
+
1
n
(
n− α
n− 1
)2 n∑
i=1
k(xi, xi)
=
(
n2(1− α)2
(n− 1)2 −
2n(n− α)(1− α)
(n− 1)2
)
‖µ̂‖2
+
(n− α)2
n(n− 1)2
n∑
i=1
k(xi, xi)
Let ρ := 1
n2
∑n
i,j=1 k(xi, xj) and ̺ :=
1
n
∑n
i=1 k(xi, xi). Then, the leave-one-out
score becomes
LOOCV (α) =
1
(n− 1)2
{
(−n2 + α2n2 + 2αn− 2α2n)ρ+ (n2 − 2αn+ α2)̺}
Taking the derivative of LOOCV (α) with respect to α and setting it to zero yield
α∗ =
̺− ρ
(n− 2)ρ+ ̺/n,
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Since the parameter α is given by α = λ/(1 + λ), it follows that
λ∗ =
̺− ρ
(n− 1)ρ+ ̺/n− ̺
as required. 
However, finding the optimal λ for the F-KMSE is relatively more involved.
Evaluating the score (7) na¨ıvely requires one to solve for µ̂
(−i)
λ explicitly for every
i. Fortunately, we can simplify the score such that it can be evaluated efficiently,
as stated in the following theorem (see the appendix for the detailed proof).
Theorem 4. The LOOCV score of F-KMSE satisfies
LOOCV (λ) =
1
n
n∑
i=1
(β⊤K−Ki)⊤Cλ(β⊤K−Ki)
where β is the weight vector calculated from the full dataset with the shrinkage
parameter λ and Cλ = (K− 1nK(K+ λI)−1K)−1K(K− 1nK(K+ λI)−1K)−1.
Proof of Thorem 4. For fixed λ and i, let µ̂
(−i)
λ be the leave-one-out kernel mean
estimate of F-KMSE and let A := (K + λI)−1. Then, we can write an expression
for the deleted residual as
∆
(−i)
λ := µ̂
(−i)
λ − φ(xi) = µ̂λ − φ(xi) +
1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ − φ(xi)〉φ(xj).
Since ∆
(−i)
λ lies in a subspace spanned by the sample φ(x1), . . . , φ(xn), we have
∆
(−i)
λ =
∑n
k=1 ξkφ(xk) for some ξ ∈ Rn. Substituting ∆(−i)λ back yields
n∑
k=1
ξkφ(xk) = µ̂λ − φ(xi) + 1
n
n∑
j=1
{AKξ}jφ(xj).
By taking the inner product on both sides w.r.t. the sample φ(x1), . . . , φ(xn) and
solving for ξ, we have ξ = (K− 1
n
KAK)−1(β⊤K−K·i) whereK·i is the ith column
of K. Consequently, the leave-one-out score of the sample xi can be computed by
‖∆(−i)λ ‖2 = ξ⊤Kξ
= (β⊤K−K·i)⊤(K− 1
n
KAK)−1K(K− 1
n
KAK)−1(β⊤K−K·i)
= (β⊤K−K·i)⊤Cλ(β⊤K−K·i).
Averaging ‖∆(−i)λ ‖2 over all samples gives
LOOCV (λ) =
1
n
n∑
i=1
‖∆(−i)λ ‖2 =
1
n
n∑
i=1
(β⊤K−K·i)⊤Cλ(β⊤K−K·i),
as required. 
It is interesting to see that the leave-one-out cross-validation score in Theorem
4 depends only on the non-leave-one-out solution βλ, which can be obtained as a
by-product of the algorithm.
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3.1.1. Computational complexity. The S-KMSE requires only O(n) operations to
select shrinkage parameter. For the F-KMSE, there are two steps in cross-validation.
First, we need to compute (K+ λI)−1 repeatedly for different values of λ. Assume
that we know the eigendecompositionK = UDU⊤ whereD is diagonal with dii ≥ 0
and UU⊤ = I. It follows that (K + λI)−1 = U(D + λI)−1U⊤. Consequently,
solving for βλ takes O(n2) operations. Since eigendecomposition requires O(n3)
operations, finding βλ for many λ’s is essentially free. A low-rank approximation
can also be adopted to reduce the computational cost further.
Second, we need to compute the cross-validation score (7). As shown in Theorem
4, we can compute it using only βλ obtained from the previous step. The calculation
of Cλ can be simplified further via the eigendecomposition of K as
Cλ = U(D− 1
n
D(D+ λI)−1D)−1D(D− 1
n
D(D+ λI)−1D)−1U⊤.
Since it only involves the inverse of diagonal matrices, the inversion can be evaluated
in O(n) operations. The overall computational complexity of the cross-validation
requires only O(n2) operations, as opposed to the na¨ıve approach that requires
O(n4) operations. When performed as a by-product of the algorithm, the computa-
tional cost of cross-validation procedure becomes negligible as the dataset becomes
larger. In practice, we use the fminsearch and fminbnd routines of the MATLAB
optimization toolbox to find the best shrinkage parameter.
3.2. Covariance Operators. The covariance operator from HX to HY can be
viewed as a mean function in a product space HX ⊗ HY . Hence, we can also
construct a shrinkage estimator of covariance operator in RKHS. Let (HX , kX) and
(HY , kY ) be the RKHS of functions on measurable space X and Y, respectively,
with p.d. kernel kX and kY (with feature map φ and ϕ). We will consider a
random vector (X,Y ) : Ω → X × Y with distribution PXY , with PX and PY
as marginal distributions. Under some conditions, there exists a unique cross-
covariance operator ΣY X : HX → HY such that
〈g,ΣYXf〉HY = EXY [(f(X)− EX [f(X)])(g(Y )− EY [g(Y )])] = Cov(f(X), g(Y ))
holds for all f ∈ HX and g ∈ HY [5]. If X equals Y , we get the self-adjoint operator
ΣXX called the covariance operator.
Given an i.i.d sample from PXY written as (x1, y1), (x2, y2), . . . , (xn, yn), we can
write the empirical cross-covariance operator as
Σ̂Y X :=
1
n
n∑
i=1
φ(xi)⊗ ϕ(yi)− µ̂X ⊗ µ̂Y ,
where µ̂X =
1
n
∑n
i=1 φ(xi) and µ̂Y =
1
n
∑n
i=1 ϕ(yi). Let φ˜ and ϕ˜ be the centered
feature maps of φ and ϕ, respectively. Then, it can be rewritten as
Σ̂YX :=
1
n
n∑
i=1
φ˜(xi)⊗ ϕ˜(yi) ∈ HX ⊗HY .
It follows from the inner product property in product space that
〈φ˜(x)⊗ ϕ˜(y), φ˜(x′)⊗ ϕ˜(y′)〉HX⊗HY = 〈φ˜(x), φ˜(x′)〉HX 〈ϕ˜(y), ϕ˜(y′)〉HY
= k˜X(x, x
′)k˜Y (y, y
′).
Then, we can obtain the shrinkage estimators for the covariance operator by plug-
ging the kernel k((x, y), (x′, y′)) = k˜X(x, x
′)k˜Y (y, y
′) in our KMSEs. We will call
this estimator a covariance-operator shrinkage estimator (COSE).
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LIN POLY2 POLY3 RBF
(a) λ = 0.01× γ0
LIN POLY2 POLY3 RBF
(b) λ = 0.1× γ0
LIN POLY2 POLY3 RBF
(c) λ = 1× γ0
LIN POLY2 POLY3 RBF
(d) λ = 10× γ0
Figure 1. The average loss of KME, S-KMSE, and F-KMSE es-
timators with different values of shrinkage parameter. We repeat
the experiments over 30 different distributions with n = 10 and
d = 30.
4. Experiments
We focus on the comparison between our shrinkage estimators and the standard
estimator of the kernel mean using both synthetic datasets and real-world datasets.
4.1. Synthetic Data. We evaluate different estimators using the loss function
ℓ(β) :=
∥∥∥∥∥
n∑
i=1
βik(xi, ·)− EP[k(x, ·)]
∥∥∥∥∥
2
H
,
where P is the true data-generating distribution and β is the weight vector as-
sociated with different estimators. To allow for an exact calculation of ℓ(β), we
consider when P is a mixture-of-Gaussians distribution and k is the following
kernel function: 1) linear kernel k(x, x′) = x⊤x′; 2) polynomial degree-2 kernel
k(x, x′) = (x⊤x′ + 1)2; 3) polynomial degree-3 kernel k(x, x′) = (x⊤x′ + 1)3; and
4) Gaussian RBF kernel k(x, x′) = exp
(−‖x− x′‖2/2σ2). In the following, we will
refer to them as LIN, POLY2, POLY3, and RBF, respectively.
4.1.1. Experimental protocol. Data are generated from a d-dimensional mixture of
Gaussians:
x ∼
4∑
i=1
πiN (θi,Σi) + ε, θij ∼ U(−10, 10), Σi ∼ W(2× Id, 7), ε ∼ N (0, 0.2× Id),
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Figure 2. The average loss over 30 different distributions of KME,
S-KMSE, and F-KMSE with varying sample size (n) and dimen-
sion (d). The shrinkage parameter λ is chosen by an automatic
LOOCV.
where U(a, b) andW(Σ0, df) represent the uniform distribution and Wishart distri-
bution, respectively. We set pi = [0.05, 0.3, 0.4, 0.25]. The choice of parameters here
is quite arbritary; we have experimented using various parameter settings and the
results are similar to those presented here. For the Gaussian RBF kernel, we set
the bandwidth parameter to square-root of the median Euclidean distance between
samples in the dataset (i.e., σ2 = median
{‖xi − xj‖2} throughout).
Figure 1 shows the average loss of different estimators using different kernels as
we increase the value of shrinkage parameter. Here we scale the shrinkage parameter
by the minimum non-zero eigenvalue γ0 of kernel matrix K. In general, we find
S-KMSE and F-KMSE tend to outperform KME. However, as λ becomes large,
there are some cases where shrinkage deteriorates the estimation performance, e.g.,
see LIN kernel and some outliers in Figure 1 when λ is large. This suggests that
it is very important to choose the parameter λ appropriately (cf. the discussion in
§2).
Similarly, Figure 2 depicts the average loss as we vary the sample size and dimen-
sion of the data. In this case, the shrinkage parameter is chosen by the proposed
leave-one-out cross-validation score. As we can see, both S-KMSE and F-KMSE
outperform the standard KME. The S-KMSE performs slightly better than the F-
KMSE. Moreover, the improvement is more substantial in the “large d, small n”
paradigm. In the worst cases, the S-KMSE and F-KMSE perform as well as the
KME.
4.2. Real Data. We consider three benchmark applications: density estimation
via kernel mean matching [20], kernel PCA using shrinkage mean and covariance
operator [2], and discriminative learning on distributions [25, 26]. For the first two
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Table 1. Average negative log-likelihood of the model Q on test points over 10 randomizations. The boldface represents the
result whose difference from the baseline, i.e., KME, is statistically significant.
Dataset
LIN POLY2 POLY3 RBF
KME S-KMSE F-KMSE KME S-KMSE F-KMSE KME S-KMSE F-KMSE KME S-KMSE F-KMSE
1. ionosphere 33.2440 33.0325 33.1436 53.1266 53.7067 50.8695 51.6800 49.9149 47.4461 40.8961 40.5578 39.6804
2. sonar 72.6630 72.8770 72.5015 120.3454 108.8246 109.9980 102.4499 90.3920 91.1547 71.3048 70.5721 70.5830
3. australian 18.3703 18.3341 18.3719 18.5928 18.6028 18.4987 41.1563 34.4303 34.5460 17.5138 17.5637 17.4026
4. specft 56.6138 55.7374 55.8667 67.3901 65.9662 65.2056 63.9273 63.5571 62.1480 57.5569 56.1386 55.5808
5. wdbc 30.9778 30.9266 30.4400 93.0541 91.5803 87.5265 58.8235 54.1237 50.3911 30.8227 30.5968 30.2646
6. wine 15.9225 15.8850 16.0431 24.2841 24.1325 23.5163 35.2069 32.9465 32.4702 17.1523 16.9177 16.6312
7. satimage∗ 19.6353 19.8721 19.7943 149.5986 143.2277 146.0648 52.7973 57.2482 45.8946 20.3306 20.5020 20.2226
8. segment 22.9131 22.8219 22.0696 61.2712 59.4387 54.8621 38.7226 38.6226 38.4217 17.6801 16.4149 15.6814
9. vehicle 16.4145 16.2888 16.3210 83.1597 79.7248 79.6679 70.4340 63.4322 48.0177 15.9256 15.8331 15.6516
10. vowel 12.4227 12.4219 12.4264 32.1389 28.0474 29.3492 25.8728 24.0684 23.9747 12.3976 12.3823 12.3677
11. housing 15.5249 15.1618 15.3176 39.9582 37.1360 32.1028 50.8481 49.0884 35.1366 14.5576 14.3810 13.9379
12. bodyfat 17.6426 17.0419 17.2152 44.3295 43.7959 42.3331 27.4339 25.6530 24.7955 16.2725 15.9170 15.8665
13. abalone∗ 4.3348 4.3274 4.3187 14.9166 14.4041 11.4431 20.6071 23.2487 23.6291 4.6928 4.6056 4.6017
14. glass 10.4078 10.4451 10.4067 33.3480 31.6110 30.5075 45.0801 34.9608 25.5677 8.6167 8.4992 8.2469
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tasks we employ 14 datasets from the UCI repositories. We use only real-valued
features, each of which is normalized to have zero mean and unit variance.
4.2.1. Density estimation. We perform density estimation via kernel mean match-
ing [20]. That is, we fit the density Q =
∑m
j=1 πjN (θj , σ2j I) to each dataset by
minimizing ‖µ̂− µQ‖2H s.t.
∑m
j=1 πj = 1. The kernel mean µ̂ is obtained from the
samples using different estimators, whereas µQ is the kernel mean embedding of the
density Q. Unlike experiments in [20], our goal is to compare different estimators
of µP where P is the true data distribution. A better estimate of µP should lead
to better density estimation, as measured by the negative log-likelihood of Q on
the test set. We use 30% of the dataset as a test set. We set m = 10 for each
dataset. The model is initialized by running 50 random initializations using the
k-means algorithm and returning the best. We repeat the experiments 10 times
and perform the paired sign test on the results at the 5% significance level.2
The average negative log-likelihood of the model Q, optimized via different es-
timators, is reported in Table 1. Clearly, both S-KMSE and F-KMSE consistently
achieve smaller negative log-likelihood when compared to KME. There are however
few cases in which KME outperforms the proposed estimators, especially when
the dataset is relatively large, e.g., satimage and abalone. We suspect that in
those cases the standard KME already provides an accurate estimate of the kernel
mean. To get a better estimate, more effort is required to optimize for the shrinkage
parameter.
4.2.2. Kernel PCA. In this experiment, we perform the KPCA using different es-
timates of the mean and covariance operators. We compare the reconstruction
error Eproj(z) = ‖φ(z) − Pφ(z)‖2 on test samples where P is the projection con-
structed from the first 20 principal components. We use a Gaussian RBF kernel
for all datasets. We compare 5 different scenarios: 1) standard KPCA; 2) shrink-
age centering with S-KMSE; 3) shrinkage centering with F-KMSE; 4) KPCA with
S-COSE; and 5) KPCA with F-COSE. To perform KPCA on shrinkage covariance
operator, we solve the generalized eigenvalue problem KcBKcV = KcVD where
B = diag(β) and Kc is the centered gram matrix. The weight vector β is obtained
from our shrinkage estimators using the kernel matrix Kc ◦Kc where ◦ denotes the
Hadamard product. We use 30% of the dataset as a test set.
Figure 3 illustrates the results of KPCA. Clearly, the S-COSE and F-COSE
consistently outperforms all other estimators. Although we observe an improve-
ment of S-KMSE and F-KMSE over KME, it is very small compared to that of
S-COSE and F-COSE. This makes sense intuitively, since changing the mean point
or shifting data does not change the covariance structure considerably, so it will
not significantly effect the reconstruction error.
4.2.3. Discriminative learning on distributions. A positive semi-definite kernel be-
tween distributions can be defined via their kernel mean embeddings. That is, given
a training sample (P̂1, y1), . . . , (P̂m, ym) ∈ P×{−1,+1}where P̂i := 1n
∑n
k=1 δxik and
xik ∼ Pi, the linear kernel between two distributions is approximated by 〈µ̂Pi , µ̂Pj 〉 =
〈∑nk=1 βikφ(xik),∑nl=1 βjl φ(xjl )〉 =∑nk,l=1 βikβjl k(xik, xjl ). The weight vectors βi and
βj come from the kernel mean estimates of µPi and µPj , respectively. The non-linear
kernel can then be defined accordingly, e.g., κ(Pi,Pj) = exp(‖µ̂Pi − µ̂Pj‖2H/2σ2).
Our goal in this experiment is to investigate if the shrinkage estimate of the ker-
nel mean improves the performance of the discriminative learning on distributions.
2The paired sign test is a nonparametric test that can be used to examine whether or not
two paired samples have the same distribution. In our case, we compare S-KMSE and F-KMSE
against KME.
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Figure 3. The average reconstruction error of KPCA on hold-out test samples over 10 repetitions. The KME represents the
standard approach, whereas S-KMSE and F-KMSE use shrinkage means to perform centering. The S-COSE and F-COSE directly
use the shrinkage estimate of the covariance operator.
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Table 2. The classification accuracy of SMM and the area under
ROC curve (AUC) of OCSMM using different kernel mean estima-
tors to construct the kernel on distributions.
Estimator
Linear Non-linear
SMM OCSMM SMM OCSMM
KME 0.5432 0.6955 0.6017 0.9085
S-KMSE 0.5521 0.6970 0.6303 0.9105
F-KMSE 0.5610 0.6970 0.6522 0.9095
To this end, we conduct experiments on natural scene categorization using support
measure machine (SMM) [25] and group anomaly detection on a high-energy physics
dataset using one-class SMM (OCSMM) [26]. We use both linear and non-linear
kernels where the Gaussian RBF kernel is employed as an embedding kernel [25].
All hyper-parameters are chosen by 10-fold cross-validation. For our unsupervised
problem, we repeat the experiments using several parameter settings and report
the best results.
Table 2 reports the classification accuracy of SMM and the area under ROC
curve (AUC) of OCSMM using different kernel mean estimators. Clearly, both
shrinkage estimators lead to better performance on both SMM and OCSMM when
compared to KME.
To summarize, we find sufficient evidence to conclude that both S-KMSE and
F-KMSE outperforms the standard KME, especially when the dataset is small. The
performance of S-KMSE and F-KMSE is very competitive. The difference depends
on the dataset and the kernel function.
5. Conclusions
To conclude, we show that the commonly used kernel mean estimator can be
improved upon via Stein’s phenomenon. Our theoretical result suggests that there
exists a wide class of kernel mean estimators that are better than the standard one.
To demonstrate this, we focus on two efficient shrinkage estimators, namely, simple
and flexible kernel mean shrinkage estimators. Empirical study clearly shows that
the proposed estimators outperform the standard one in various scenarios, especially
in a “large d, small n” paradigm. Most importantly, the shrinkage estimates not
only provide more accurate estimation, but also lead to superior performance on
real-world applications.
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Appendix A. James-Stein’s Estimator
Stein’s result has transformed common belief in statistical world that the max-
imum likelihood estimator, which is in common use for more than a century, is
optimal. Charles Stein showed in 1955 that it is possible to uniformly improve
the maximum likelihood estimator (MLE) for the Gaussian model in terms of total
squared error risk when several parameters are estimated simultaneously from in-
dependent normal observations [14]. James and Stein later proposed a particularly
simple estimator which dominates the usual MLE, given that there are more than
two parameters [15].
The following proposition gives a general form of the James-Stein’s estimator.
Proposition 1. Assuming X ∼ N (θ, σ2I) with dim(X) ≥ 3, the estimator δ(X) =
X for θ is inadmissible under the squared loss function and is dominated by the
following estimator
δJS(X) =
(
1− (d− 2)σ
2
‖X‖2
)
X
where d is the dimension of X.
Although the original works on James-Stein’s estimator were entirely written
from the frequentist point of view, it was shown later that James-Stein’s estima-
tor can be understood as an empirical Bayes estimator [27]. This is a treatment
of James-Stein’s estimator from the Bayesian point of view. There have been a
considerable number of works in this direction, e.g., [28, 29, 30] and later by [31],
[32], [33]. Whether the same Bayesian interpretation is possible in an infinite-
dimensional space such as the RKHS is still an open problem.
The James-Stein’s estimator is a special case of a larger class of estimators known
as shrinkage estimator [34]. In its most general form, the shrinkage estimator
averages two different models: a high-dimensional model with low bias and high
variance, and a lower dimensional model with larger bias but smaller variance. For
example, one might consider the following estimator:
θˆshrink = λθ˜ + (1− λ)θˆML
where λ ∈ [0, 1], θˆML denotes the usual maximum likelihood estimate of θ, and θ˜
is an arbitrary point in the input space. In the case of James-Stein’s estimator, we
have θ˜ = 0. That is, it shrinks the usual estimator toward zero.
Appendix B. Kernel Mean Shrinkage Estimator
We give a detailed derivation of both simple kernel mean shrinkage estimator
(S-KMSE) and flexible kernel mean shrinkage estimator (F-KMSE). Firstly, note
that the loss we define in Section 2 is given by
(8) ℓ(µ, g) := ‖µ− g‖2
H
= ‖E[φ(x)] − g‖2
H
.
By Jensen’s inequality, we can upper bound (8) by the loss functional
(9) ‖E[φ(x)] − g‖2
H
≤ E‖φ(x) − g‖2
H
=: E(g).
Both (8) and (9) have a minimum at the same g. In this paper, we formulate the
problem in term of the loss functional (9) as it simplifies the analysis of leave-one-
out cross-validation score.
Given an i.i.d. sample x1, x2, . . . , xn, the KMSE can be obtained by minimizing
the following loss functional
(10) Êλ(g) := 1
2n
n∑
i=1
‖φ(xi)− g‖2H + λΩ(‖g‖),
Different choices of Ω lead to different estimators, as outlined below.
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B.1. Simple Shrinkage. By representer theorem, the solution of (10) can be
written as g =
∑n
i=1 βiφ(xi) for some β ∈ Rn. Moreover, the S-KMSE uses
Ω(g) = ‖g‖2
H
. Substituting both g =
∑n
i=1 βiφ(xi) and Ω(‖g‖) = ‖g‖2 into (10)
yields
(11) Êλ(β) = 1
2n
n∑
i=1
∥∥∥∥∥∥φ(xi)−
n∑
j=1
βjφ(xj)
∥∥∥∥∥∥
2
H
+
λ
2
∥∥∥∥∥∥
n∑
j=1
βjφ(xj)
∥∥∥∥∥∥
2
H
.
We can write (11) in term of the kernel function as
Êλ(β) = 1
2n
n∑
i=1
k(xi, xi)− 2 n∑
j=1
βjk(xj , xi) +
n∑
j=1
n∑
k=1
βjβkk(xj , xk)
+ λ
2
β⊤Kβ
=
1
2n
n∑
i=1
k(xi, xi)− 1
n
n∑
i,j=1
βjk(xj , xi) +
1
2n
n∑
i,j,k=1
βjβkk(xj , xk) +
λ
2
β⊤Kβ
=
1
2n
trace(K)− β⊤K1n + 1
2
β⊤Kβ +
λ
2
β⊤Kβ
=
1
2n
trace(K)− β⊤K1n + 1
2
β⊤(K+ λK)β
Taking the derivative of Êλ(β) w.r.t. the vector β and setting it to zero yield the
optimal weight vector
β =
(
1
1 + λ
)
1n.
Consequently, the shrinkage estimator of the kernel mean is given by
µ̂λ =
n∑
i=1
βiφ(xi) =
(
1
1 + λ
)
µ̂ = (1− α)µ̂
where α := λ/(1 + λ) < 1 and µ̂ denotes the standard kernel mean estimator.
B.2. Flexible Shrinkage. Similarly, the flexible KMSE is obtained by minimizing
Êλ(β) = 1
2n
n∑
i=1
∥∥∥∥∥∥φ(xi)−
n∑
j=1
βjφ(xj)
∥∥∥∥∥∥
2
H
+
λ
2
β⊤β
with respect to the weight vector β ∈ Rn. It can be rewritten in term of the kernel
function as
Êλ(β) = 1
2n
trace(K)− β⊤K1n + 1
2
β⊤Kβ +
λ
2
β⊤β
=
1
2n
trace(K)− β⊤K1n + 1
2
β⊤(K+ λI)β
Taking the derivative of Êλ(β) with respect to β and setting it to zero yield
∂Êλ
∂β
= 0⇒ −K1n + (K+ λI)β = 0
(K+ λI)β = K1n
β = (K+ λI)−1K1n
where 1n denotes an n× 1 vector whose elements are all 1/n.
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Appendix C. Proof of Theorem 4
In this section we adopt the approach similar to the one presented in [35] for
ridge regression problem. For a given shrinkage parameter λ, let us consider the
observation xi as being a new observation by omitting it from the dataset. Denote
by µ̂
(−i)
λ =
∑
j 6=i β
(−i)
j φ(xj) the kernel mean estimated from the remaining data,
using the value λ as a shrinkage parameter, so that β(−i) is the minimizer of
∑
j 6=i
∥∥∥∥∥∥φ(xj)−
∑
k 6=i
βkφ(xk)
∥∥∥∥∥∥
2
H
+ λ‖β‖2.
We will measure the quality of µ̂
(−i)
λ by how well it approximates φ(xi). The overall
quality of the estimate can be quantified by the cross-validation score function
LOOCV (λ) =
1
n
n∑
i=1
∥∥∥φ(xi)− µ̂(−i)λ ∥∥∥2
H
.
Note that the vector β(−i) has length n−1, whereas the original vector β has length
n. To simplify the following analysis, we will assume that β(−i) has length n with
βi = 0. Note that this representation does not alter the leave-one-out estimate
µ̂
(−i)
λ .
Theorem 4. The LOOCV score of F-KMSE satisfies
LOOCV (λ) =
1
n
n∑
i=1
(β⊤K−K·i)⊤Cλ(β⊤K−K·i)
where β is the weight vector calculated from the full dataset with the shrinkage
parameter λ and Cλ = (K− 1nK(K+ λI)−1K)−1K(K− 1nK(K+ λI)−1K)−1.
Note that the leave-one-out cross-validation score in Theorem 4 does not depend
on the leave-one-out solution β
(−i)
λ , but depends only on the non-leave-one-out
solution βλ. Consequently, the overall score can be computed efficiently.
Proof of Thorem 4. To prove Theorem 4, we first show that the leave-one-out so-
lution β
(−i)
λ can be obtained via the standard formulation with modified target
vector.
Lemma 5. For fixed λ and i, let β(−i) denote the vector with components β
(−i)
j for
j 6= i. Let us define a vector Φ∗ = [φ(x1), . . . , φ(xi−1), µ̂(−i)λ , φ(xi+1), . . . , φ(xn)]⊤
and a matrix B∗ml = 〈φ(xm),Φ∗l 〉H. Then β(−i) = (K+ λI)−1B∗1n.
Proof. For any vector β,
n∑
j=1
∥∥∥∥∥Φ∗j −
n∑
k=1
βkφ(xk)
∥∥∥∥∥
2
H
+ λ‖β‖2 ≥
∑
j 6=i
∥∥∥∥∥Φ∗j −
n∑
k=1
βkφ(xk)
∥∥∥∥∥
2
H
+ λ‖β‖2
≥
∑
j 6=i
∥∥∥∥∥Φ∗j −
n∑
k=1
β
(−i)
k φ(xk)
∥∥∥∥∥
2
H
+ λ‖β(−i)‖2
=
n∑
j=1
∥∥∥∥∥Φ∗j −
n∑
k=1
β
(−i)
k φ(xk)
∥∥∥∥∥
2
H
+ λ‖β(−i)‖2
by the definition of β(−i) and the fact that Φ∗i = µ̂
(−i)
λ . It follows that β
(−i) is the
minimizer of
∑
j ‖Φ∗j −
∑
k βkφ(xk)‖2H + λ‖β‖2 so that β(−i) = (K + λI)−1B∗1n,
as required. 
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As we can see, the resulted formulation of β(−i) in Lemma 5 depends on the leave-
one-out solution µ̂
(−i)
λ which in turn requires a knowledge of β
(−i). As a result, we
cannot use this formulation to compute β(−i) in practice. However, it will be very
useful as an intermediate step in deriving the leave-one-out cross-validation score.
In the following, we will write A for (K+λI)−1 throughout. By virtue of Lemma
5, we can write an expression for the deleted residual φ(xi)− µ̂(−i)λ as
µ̂
(−i)
λ − φ(xi) =
n∑
j=1
β
(−i)
j φ(xj)− φ(xi)
=
1
n
n∑
j=1
n∑
m=1
{AB∗}jm φ(xj)− φ(xi)
=
1
n
n∑
j=1
∑
m 6=i
{AK}jm φ(xj) +
1
n
n∑
j=1
n∑
l=1
AjlB
∗
liφ(xj)− φ(xi)
=
1
n
n∑
j=1
∑
m 6=i
{AK}jm φ(xj) +
1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ 〉φ(xj)− φ(xi)
=
1
n
n∑
j=1
n∑
m=1
{AK}jm φ(xj)− φ(xi)
− 1
n
n∑
j=1
{AK}ji φ(xj) +
1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ 〉φ(xj)
=
1
n
n∑
j=1
n∑
m=1
{AK}jm φ(xj)− φ(xi)
− 1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), φ(xi)〉φ(xj) + 1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ 〉φ(xj)
=
1
n
n∑
j=1
n∑
m=1
{AK}jm φ(xj)− φ(xi) +
1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ − φ(xi)〉φ(xj)
= µ̂λ − φ(xi) + 1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl), µ̂(−i)λ − φ(xi)〉φ(xj)
Denote the deleted residual µ̂
(−i)
λ − φ(xi) by ∆(−i)λ . Then, the above equation
can be rewritten as
(12) ∆
(−i)
λ = µ̂λ − φ(xi) +
1
n
n∑
j=1
n∑
l=1
Ajl〈φ(xl),∆(−i)λ 〉φ(xj).
Since the deleted residual ∆
(−i)
λ lies in the subspace spanned by the samples φ(x1), . . . , φ(xn),
we may write
∆
(−i)
λ =
n∑
k=1
ξkφ(xk)
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for some ξ ∈ Rn. Substituting back into (12) yields
n∑
k=1
ξkφ(xk) = µ̂λ − φ(xi) + 1
n
∑
j,l
Ajl〈φ(xl),
n∑
k=1
ξkφ(xk)〉φ(xj)
= µ̂λ − φ(xi) + 1
n
∑
j,l
Ajl
n∑
k=1
ξk〈φ(xl), φ(xk)〉φ(xj)
= µ̂λ − φ(xi) + 1
n
∑
j,l
Ajl
n∑
k=1
ξkKlkφ(xj)
= µ̂λ − φ(xi) + 1
n
n∑
j=1
n∑
k=1
n∑
l=1
AjlKlkξkφ(xj)
= µ̂λ − φ(xi) + 1
n
n∑
j=1
n∑
k=1
{AK}jk ξkφ(xj)
= µ̂λ − φ(xi) + 1
n
n∑
j=1
{AKξ}j φ(xj)
By taking the inner product on both sides of the equation with respect to the
samples φ(x1), . . . , φ(xn), the optimal ξ can be obtained by solving the system of
equations:
Kξ = β⊤K−K·i + 1
n
KAKξ
(K− 1
n
KAK)ξ = β⊤K−K·i
ξ = (K− 1
n
KAK)−1(β⊤K−K·i),
where K·i denotes the ith column of matrix K. Consequently, the leave-one-out
cross-validation score for the sample xi can be computed by∥∥∥∆(−i)λ ∥∥∥2
H
= ξ⊤Kξ
= (β⊤K−K·i)⊤(K− 1
n
KAK)−1K(K− 1
n
KAK)−1(β⊤K−K·i)
= (β⊤K−K·i)⊤Cλ(β⊤K−K·i)
where Cλ = (K − 1nKAK)−1K(K − 1nKAK)−1. Hence, we have the score over
full dataset
LOOCV (λ) =
1
n
n∑
i=1
∥∥∥∆(−i)λ ∥∥∥2
H
=
1
n
n∑
i=1
(β⊤K−K·i)⊤Cλ(β⊤K−K·i)
as required. 
Appendix D. Shrinkage Centering in Feature Space
In many applications of kernel methods, it is often assumed that the kernel is
centered. That is, the feature map of the data in feature space is given by
φ˜(x) = φ(x) − E[φ(x)].
In practice, the feature mean E[φ(X)] is approximated using the empirical average
1
n
∑n
i=1 φ(xi) such that the centered feature map can be written as
φ˜(x) = φ(x) − 1
n
n∑
i=1
φ(xi).
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However, it is very difficult to explicitly center the data because the feature space
can be high-dimensional, if not infinite. In [2], it is shown that we can compute the
centered kernel in terms of the non-centered kernel alone.
A direct application of our shrinkage estimators is to replace the empirical aver-
age in the above formulation by its shrinkage version, i.e.,
φ˜(x) = φ(x) −
n∑
i=1
βiφ(xi)
and thereby the centered kernel Kc can be written as
Kcij =
(
φ(xi)−
n∑
k=1
βkφ(xk)
)⊤(
φ(xj)−
n∑
k=1
βkφ(xk)
)
= φ(xi)
⊤φ(xj)− φ(xi)⊤
[
n∑
k=1
βkφ(xk)
]
−
[
n∑
l=1
βlφ(xl)
⊤
]
φ(xj)
+
[
n∑
k=1
βkφ(xk)
⊤
][
n∑
l=1
βlφ(xl)
]
= Kij − β⊤K·i −K⊤·jβ + β⊤Kβ,
where β is obtained from the shrinkage estimators. Defining an n × n matrix
B = [β,β, . . . ,β], we can write a compact expression of centering operation as
Kc = K−B⊤K−KB+B⊤KB.
Consider a set of test points x∗1, x
∗
2, . . . , x
∗
m and define anm×n test kernel matrix
by
Lij = 〈φ(x∗i ), φ(xj)〉H.
Thus, the centered test kernel matrix can be similarly obtained as
Lc = L−BtK− LB+BtKB
where Bt = [β,β, . . . ,β]
⊤ denotes an m× n matrix.
Appendix E. Covariance-operator Shrinkage Estimator
We can extend the idea to improving the estimation of cross-covariance operator
on the RKHS. It is a foundation to several kernel-based approaches such as kernel
PCA, kernel Fisher discriminant analysis, and kernel CCA. The covariance operator
can be seen as a mean function in the joint space.
Let (HX , kX) and (HY , kY ) be the RKHS of functions on measurable space X
and Y, respectively, with positive definite kernel kX and kY (with feature map φ
and ϕ). In this section, we will consider a random vector (X,Y ) : Ω→ X ×Y with
distribution PXY . The marginal distributions of X and Y are denoted by PX and
PY , respectively. We assume that EX [kX(X,X)] <∞ and EY [kY (Y, Y )] <∞.
One can show that there exists a unique cross-covariance operator ΣY X : HX →
HY such that
〈g,ΣYXf〉HY = EXY [(f(X)− EX [f(X)])(g(Y )− EY [g(Y )])] = Cov(f(X), g(Y ))
holds for all f ∈ HX and g ∈ HY . If X is equal to Y , we obtain the self-adjoint
operator ΣXX called the covariance operator.
Given an i.i.d sample from PXY written as (x1, y1), (x2, y2), . . . , (xn, yn), we can
write the empirical cross-covariance operator Σ̂YX as
(13) Σ̂YX :=
1
n
n∑
i=1
φ(xi)⊗ ϕ(yi)− µ̂X ⊗ µ̂Y
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where µ̂X =
1
n
∑n
i=1 φ(xi) and µ̂Y =
1
n
∑n
i=1 ϕ(yi). Let assume that φ˜ and ϕ˜ are
the centered version of the feature map φ and ϕ, respectively. Then, the empirical
cross-covariance operator (13) can be rewritten as
Σ̂YX :=
1
n
n∑
i=1
φ˜(xi)⊗ ϕ˜(yi),
which can be obtained as a minimizer of the following loss functional:
(14) Ê(g) := 1
n
n∑
i=1
∥∥∥φ˜(xi)⊗ ϕ˜(yi)− g∥∥∥2
HX⊗HY
, g ∈ HX ⊗HY .
Assume that g lies in the subspace spanned by the data, i.e., g =
∑n
i=1 βiφ˜(xi)⊗
ϕ˜(yi). By the inner product property in product space, we have 〈φ˜(x)⊗ϕ˜(y), φ˜(x′)⊗
ϕ˜(y′)〉HX⊗HY = 〈φ˜(x), φ˜(x′)〉HX 〈 ˜ϕ(y), ˜ϕ(y′)〉HY = kX(x, x′)kY (y, y′).
Note that (14) is of the same form as the kernel mean estimator. As a result, we
can apply the same analysis throughout.
