Abstract-A time-delay switch (TDS) attack on a control system is caused by adversaries that strategically imbed time delays into such systems. TDS attacks can make a control system, or more specifically a distributed power control system, unstable. Time delays can be introduced in the sensing loop (SL) or control lines. This paper describes a novel, simple, and effective method to thwart TDS attacks on SL. The proposed method works by augmenting the controller with a time-delay estimator to estimate any time delays. The modified controller controls the system under TDS attack. Also, the time-delay estimator will track time delays introduced by an adversary using a modified model reference control with an indirect supervisor and a modified least mean square minimization technique.
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State T IME DELAYS are ubiquitous in nature. They occur in a wide variety of natural and man-made control systems. Time delays can impact the stability of a system and degrade its performance. A lot of research effort was carried out to understand this issue to control systems with delays [1] - [8] .
Time delays exist in power systems, specifically in the sensing and control loops. The traditional controller of power systems is designed based on the availability of current information and ignored time delays. However, power grids are being enhanced by introducing new telecommunication technologies for monitoring to improve the efficiency, reliability and sustainability of supply and distribution. For example, the introduction of a wide-area measurement system (WAMS) provides synchronized, near real-time measurements in phase measurement units (PMUs). WAMS are used for stability analysis of power systems and can be used for efficient controller designs. Nevertheless, time delays are present in PMUs measurements in natural transmission lines [8] .
Furthermore, modern power grids rely on computers and multi-purpose networks, which make these type of grids vulnerable to cyber-attacks [1] , [3] , resulting in major negative impacts on lives and the economy. Investigating the methods of attacks on industrial control systems of sensitive 1949-3053 c 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
infrastructures and devising countermeasures and security control protocols have attracted the attention of academia, industries, and governments. Several studies have considered the problem of stability of power systems with time delays [2] - [8] . The impact of time delays on the power system was discussed in [9] - [13] . In [14] authors studied the effects of including delays on the small signal stability of power systems. In [9] and [10] methods to eliminate oscillations that result from time-delayed feedback control were proposed. Authors in [15] presented a wide-area control system for damping generator oscillations. Using phasor measurements with delays, a controller was proposed in [8] , and small signal stability of the power system was considered. A feedback controller designed for power systems with delayed states was proposed in [25] . This controller deals with the combined effects of the instantaneous as well as delayed states using the quadratic Lyapunov function for systems with delays. Additional studies on power systems with delays can be found in [2] - [8] and the references therein. However, most of these studies considered either the construction of controllers that are robust to time delays or controllers that train offline with a time-delay function for estimation. As far as it is known, there are no control methods that perform online estimation of dynamic time delays and real-time control of power systems. Furthermore, few studies [1] , [18] , [19] considered the control of power systems with time delays introduced by adversary. This paper will focus on time delays injected by a hacker in a control system, with purpose of destabilizing the system. This kind of attack has been discussed in [18] in the context of power systems (e.g., load frequency control (LFC)) and was named a "time-delay-switch attack" or "TDS" for short in [1] , [18] , and [19] . To circumvent a TDS attack, system controllers must be redesigned in a way to be robust, or if possible, be able to estimate variable random time delays. This paper will describe a new, easily implementable and effective method to address time-delay switch attacks; that is, a TDS attack on the observed states of a controlled system. The proposed method utilizes a system state estimator, a time-delay estimator, a buffer to store the history of controller commands and a PID or optimal controller to stabilize the plant that tracks a reference signal. For now, only the linear time invariant systems in state feedback will be discussed. This paper is organized as follows. The next section presents the dynamic of LFC under TDS attack. The control problem and time-delay estimation is formulated in Section III. In Section IV, the detailed simulation results of TDS detection are presented and the time delay and control of a singleinput, single-output plant are tracked, as well as the load frequency control for distributed power systems under TDS attack. Finally, some discussion and concluding remarks are presented in Section VI.
II. MODEL OF POWER SYSTEM WITH TDS ATTACK
A two-area power plant with automatic gain control under attack is considered in Figure 1 . The load frequency controller sends control signals to the plant and obtains state Fig. 1 . An adaptive load frequency control for a two-area power system which is robust to the TDS attack using the modified method.
feedback through the communication channels from the turbines and measurements for remote terminal units (RTUs). The communication channels are wireless networks. Attacks can be launched by jamming the communication channels (i.e., DOS attack [16] ), by distorting feedback signals (e.g., FDI attack [17] ), or by injecting delays (i.e., TDS attack [18] , [19] ) in data from telemeter measurements.
LFC is usually designed as an optimal feedback controller, but to operate optimally, it requires power state estimations to be telemetered in real time. If an adversary introduces significant time delays in the telemetered control signals or measured states, the LFC will deviate from its optimality and in most cases, the system will break down. In [18] , an LFC power system under TDS attack was modeled as a hybrid system, specifically in a switch action, "Off/Delay-by-τ ," where τ is some delay time of the sensed system state or the control signals.
The LFC multi-area interlock power system is briefly discussed in [20] and [26] . More details can be found in [27] and [28] . The LFC dynamic model for the i th area is given by
where x ∈ R 5 and u ∈ R 5 are the state and the control vectors, respectively. The model of the i th area is influenced by the j th power area. Matrices A ii and B i are constant matrices with suitable dimensions, and P i l is the power deviation of the load. The initial state vector is denoted by x i 0 for the i th power area. Then the state vector is defined as
where f i , P i g , P i tu , P i pf and i are frequency deviation, power deviation of the generator, position value of the turbine, tie-line power flow and control error on the i th power area, respectively [18] . The control error of the i th power area is expressed as
where β i denotes the frequency bias factor. In the dynamic model of the LFC, A ii , B i , and h(x j (t), P i l ) are represented by
where N is the total number of power areas,
and T tu i are the generator moment of inertia, the speed-droop coefficient, generator damping coefficient, the governor time constant, the turbine time constant in the i th power area, and T ij is the stiffness constant between the i th and the j th power areas, respectively. Also, there is
and
Equation (9) gives the extension of the dynamic model (1) to the multi-area power system with the attack model using Equations (4), (5), (6), (7) and (8) .
where
where B and D are 5N×5N matrices. The optimal feedback controller is given by
where optimal gain K is 5N×5N matrix, and the control and state signals are 5N×1 matrixes. The design of the optimal controller for the LFC system in the normal operation (i.e., with no attack) involves minimizing a cost function described by
where the matrix Q ∈ 5N×5N is positive semi-definite and R ∈ 5N×5N is positive definite. Then, the optimal control problem is to obtain the optimal control signal U(t) that minimizes the performance index (15) , subject to the dynamic of the system with no time delay in its state. The system with the optimal controller is described by the following equation:
With the time-delay attack, the control signal will be modified by
and the new state after the attack can be modeled bỹ
In (18) In this paper, P l is considered constant. This is a reasonable case, because the stability of power system will not be influenced for an appropriate period following a step load change [20] .
In [18] and [19] , it was mathematically proved and visually shown that a TDS attack can sabotage and disable the networked control system, and in particular, the LFC system.
To circumvent the detrimental effect of time-delay attacks, control strategies must be developed that are resistant to time delays, and must be able to detect and track the TDS attack and manage a response strategy. A strategy is proposed with the modified method to estimate time-delay attacks from the history of sensed signals. This method can control the system under TDS attack.
III. METHODOLOGY
The proposed method involves the use of the plant model, a time-delay estimator, and a PID or optimal controller to control a LTI system with natural delays or a system under TDS attack. The control scheme will detect and track time delays introduced by a hacker and guide the plant to track the reference signal to guarantee the stability for the system. There has been much effort put into the study of timedelayed systems [21] - [23] . For example, Tan [21] proposed two different time-varying time-delay estimation methods using a neural network for a class of nonlinear systems with time-varying time delays. The first method is an indirect timedelay estimator procedure using nonlinear programming. The second is a direct time-delay estimation scheme that uses a neural network to construct a time-delay estimator. The author's method is shown to be more general and accurate than simple linear time-delay estimation procedures [34] , [35] for time-varying time-delay signals. However, the methods proposed are complex, and the estimation process takes time to obtain results and work well for periodically reference signals. Chunmao and Jian [22] developed an adaptive control algorithm to guess random time delays in a Networked Control Systems (NCS).
The algorithm updates delay estimation using the gradient descent method, and discovers plant parameters by an improved recursive least square. Authors asserted that the method is superior to the typical networked predictive control. However, the method is complex for even the simplest linear system. Furthermore, the authors did not show results for time-delay control compensation, nor any time tracking of variable delays. Another example of time-delay estimation is the method of variable sampling to compensate for the time delay in a networked control system. A multilayer perceptron (MLP) neural network was used to learn the time delay offline and predict its value during the online control operation [23] . This method assumes that time delay is constant, so it cannot be applied to a system under time-delay attack. All control methods developed in the past to compensate for time delays either rely on a controller that is strong enough to resist a maximum time delay, offline estimates of time delays or approximation of time-delayed signals. This paper proposes a general method for the control of systems under TDS attack. This method was developed for continuous linear time-invariant systems; however, in future work, the result will be extended to a class of nonlinear systems. The models and control strategies to be discussed have been implemented in MATLAB to demonstrate the performance with simulation. Proof of stability will be delegated to another paper and is not in the scope of the current paper.
Suppose the system being dealt with is given by or can be approximated in a region of interest by the LTI systeṁ
and its solution is given by
With time delay τ , due to a time-delay switch attack or any natural delay, the solution becomes
The solution x(t) at the time t as a function of time-delayed signal x(t − τ ); (22) In general, the time delay τ is an unknown variable. The assumption is that τ is a constant value, andτ is the estimate of the time delay τ , then ε =τ − τ is the error. The state estimationx(t) of the system based on the plant model and the estimate of time delayτ can be calculated aŝ
wherex(t −τ ) is the delayed estimate of the state given the estimate of the delayτ (i.e., a simulated signal).
It should be noted that x(t − τ )
is what is actually measured and delivered to the plant model. So, at every instance of time, variablesx(t),x(t −τ ), u(t), A, B and x(t −τ ) are known to the controller and the plant model. On the other hand, the current state x(t) and the time delay τ are unknown. It is essential that the plant model estimates x(t) correctly. Because of the delay, an accurate estimation of x(t) requires a good estimate of the delay τ . The process will be shown how to estimate delay τ , the state x(t) and control a system using a PID controller and extend the method to an optimal controller.
The modeling error signals in states can be described by e m (t) = x(t) −x(t) and
The idea is to estimateτ overtime as quickly as possible to minimize the modelling error e m (t; τ,τ ). To do so, let v = e 2 m 2 . Using the gradient descent method,
where η is the learning parameter. The η is set to guarantee convergence of the time-delay estimate to the appropriate time delay as quickly as possible without causing system instability. There many methods for setting the learning parameter η (more details can be found in [33] ); however, the choice to use η was based on common sense and knowledge of the system's response.
Following are the calculations of the derivatives of Equation (25):
First, let u(0) = 0, which is reasonable for the initial point, then
Equation (27) will be used to estimate the time delay τ . However, there are practical issues that must be considered. Computing machines have finite memory and temporal resolution. Therefore, Equation (27) cannot be implemented without discrete approximation and boundedness assumptions, (see Section IV for details of discrete approximation). To guarantee the stability of calculations and limit memory usage, the following condition must be added; τ < τ max . This condition will allow for the construction of a finite buffer that will store the history of u(t) from t to t − τ max . Also, this will prevent runaway condition onτ . It should be noted if the delay injected by an adversary is more than τ max , a trap condition signal will be sent to the supervisory control and data acquisition (SCADA) center, and the controller will then switch to an open loop control to stabilize the system. This switch is robust since our controller is equipped with a plant model that can predict the next state.
After designing the delay-time estimator, the next step includes the combination of plant model and controller. Let the performance error be e(t) = r(t) − x(t) and the estimate of the performance error beê(t) = r(t) −x(t). The PID controller is defined input in terms of the estimated error as
(s)ds (28) and the optimal feedback controller as
where K P , K D , K I and K are proportional, derivative, integral and optimal gain, respectively. The PID controller and optimal feedback controller gains can be designed in normal operation (with no TDS attacks). More details on designing the PID and optimal controllers can be found at [29] and [30] , respectively.
The controller has been programmed to depend on the error e(t) that results from the estimatex(t). If the estimatex(t) converges to x(t), thenê(t) converges to e(t) and is minimized by the controller such that the system x(t) converges to r(t).
However, this is not enough; couldx(t) be estimated when x(t − τ ) is known? This is an important ingredient in finding a stable controller. To answer this question, the following argument must be considered. The plant model estimation equation is given byẋ
The delayed equation of the state iṡ
where x(t − τ ) andẋ(t − τ ) are measured by the plant model, and u(t − τ ) is unknown since τ is not known. Now, the following equation can be considered:
Elements of Equation (32) are unknown because τ is unknown.
Equation (32) is multiplied by a constant gain matrix C > 0 and the resultant is subtracted Cẋ(t − τ ) fromẋ(t) of Equation (30) . In this way, the following is obtained:
Substituting
Note that, the first τ is the actual delay signal that is associated with the delayed signal x(t-τ ) itself which is read via the communication channel. This τ is hidden and is not accessible to the control system. While the second τ is associated with the plant estimator and estimate of the delay signalτ and delayed statesx, Equation (34) is stated assuming the fact thatτ = τ . Now, we replace e m (t; τ, τ ) by e m (t; τ,τ ) of Equation (24), and obtaiṅ
The above replacement makes the current predicted estimate of the plant statex(t) dependent on the estimate of the time delayτ . In other words, an accurate estimate of the state depends on an accurate estimate of the time delay.
In Equation (35) , only ifė m (t; τ,τ ) − Ae m (t; τ,τ ) equals zero as a result ofτ converging to τ , thenx(t) will converge to x(t). This means that the modeling error e m should be exponentially damped, i.e.,ė m (t; τ,τ ) = Ae m (t; τ,τ ) .
Notice that the method by which the plant estimate is constructed depends on the measured states of the plant, x(t − τ ), and the estimate of the state given the estimated time delay, error signal e m (t; τ,τ ) .
The choice of the gain matrix C in Equation (35) is dictated by balancing the requirements for having the plant model state depend on errors in time-delays estimation and guarantees that the control system remains stable. More details can be found in [31] and [32] .
This method has been implemented in MATLAB, and its performance has been verified using a single input, single output system and an LFC control of two-area distributed power systems. The next section presents and discusses the simulation results.
IV. ALGORITHM OF CONTROLLER DESIGN
Step 1: Initialize time-delay estimateτ , plant model state estimatex and model error e m . Then, set the learning parameter η to a suitable value. Also, set the matrix C.
Step 2: Obtain a plant state measurement (i.e., the sensed states of the plant x(t − τ )), which could be timedelayed by τ (t)
Step 3: Compute the current state estimate,x(t), using Equation (35) . In the discrete form Equation (35) can be approximated as:
where is the sampling period.
Step 4: Compute the delayed plant state estimatex(t −τ ) based on the model equation and the estimate of the performance errorê(t) = r(t) −x(t) and model error e m (t; τ,τ ) = x(t − τ ) −x(t −τ ) Step 5: Compute the time-delay estimateτ , from Equation (27) . The discrete approximation of Equation (27) is described below:
where is the sampling period and ω = round τ (k)/ is the nearest integer toτ (k)/ . Step 6: Compute the control signal u(t). For example, u can be set by using Equation (28 or 29).
Step 7: To prevent runaway conditions, bound the control signal by ±u max , time-delay estimate by τ max and plant model by ±x max Step 8: Repeat steps 2-7 until the estimate of the performance errorê < ε. In the case of time-delay tracking and tracking of a reference trajectory r, continuously repeat 2-7. More details on implementing the steps above on discrete approximation can be found in [36] and [37] .
V. RESULTS

A. Performance Results of Proposed Method for Simple Plant
First, a simple single-input, single-output (SISO) system under variable time-delay attack with a variable reference signal is considered. This test is conceived to demonstrate the usability and efficiency of the proposed method. The simulation model is given bẏ
where the total simulation time T final =500sec. Figure 3(a) shows the state of the plant given in the Equation (32) , tracking the desired trajectory r(t). The tracking is almost perfect, even though the time delay varies by τ (t). Figure 3(b) shows the TDS attack detection and its tracking; the estimated time delayτ (t) tracks the time-varying time delay τ (t) that can either be injected by an adversary or occurs naturally. Note that in the first 80 seconds of simulation. the plant's system operation does not track the reference signal because the time variable t is less than the time delay τ (t). In this plant simulation, a PID controller with the following parameters K P =5, K I =2 and K D =1.5 was used. A Time-delay estimator learning rate η=0.32 was used, as well as a plant model teacher forcing effort parameter, C=2.
The simple modified model based on control and time-delay estimation has shown that it works for simple single-input, single-output systems under a complex variable time-delay attack.
B. Comparison to Other Time-Delay Estimation Methods
The model described in (36) was used for the purpose of comparisons with other methods, with some minor modifications in the sampling time, simulation time and TDS attack model. This modification was made for visualization purposes, as well as to make the attack model simpler. The methods selected were those with better performance.
The new TDS attack can be modeled as
The total simulation time was set to T final =50sec, and the sampling time to 0.01sec.
The direct method time-delay estimation proposed by Tan [21] was applied to the proposed controller to show the performance of the proposed time-delay estimation method. The results in Figure 4(a) show that the proposed method tracks the step function TDS attack accurately in a shorter amount of time when compared with another method.
C. Comparison With Other Time-Delay Control Methods
We applied other control methods to control the system described in Equation (36) under TDS attack model described in Equation (37) . These methods are the model referenced It should be noted that all of the controllers were designed in the most optimal way for possible TDS attacks.
The TPID, MRC and proposed controller were used with the following parameters KP=5, KI=2 and KD=1. 5 .
The TDS attack of 0.1s was applied from the starting time of 28 seconds to the system, and all of the controllers responded appropriately, with some methods responding better than others. Figure 4(b) shows the simulation results. 
D. Performance Result of Proposed Method for LFC System
The distributed power control systems is where the timedelay mitigation strategies are paramount. The LFC system (mentioned in Section II) is where the controller task regulates the state of a power plant network.
Simulation studies were conducted to evaluate the effects of TDS attacks on the dynamics of the system. By solving the Riccati matrix equation, the close loop control can be designed in the form of state feedback. For this simulation, a discrete linear-quadratic regulator design is used from the continuous cost function called the "lqrd" function in MATLAB 2013a. For simplicity of discussion, N = 2, which means a twoarea power system. Table I shows the parameter values used in this process. Since simulation for a certain duration tracks a step load change, both P 1 l and P 2 l zero are also set. Scenario 1: The hacker injects time delays on the second and eighth states, from time 8s to 24s for a delay value of 1.28s and 9s respectively. The LFC system equipped with the time-delay estimator performs well. Power states are being regulated to zero, and a TDS attack has been detected and time-delay tracked. Figure 5(a) shows the detection and tracking of the time delay, and Figure 5 (b) shows all states for the two-area interconnected power system. As clearly shown from the figures, the modified controller was able to control the LFC distributed system under TDS attack.
Scenario 2: In this scenario, a TDS attack is injected at time 1s and 3s for delay values of 5s and 7s for the second and eighth states. Figure 6(a) shows that the tracking scheme works perfectly and could track the TDS attack. Figures 6(b), 6 (c), 6(d) and 6(e) show the simulation results of frequency deviation, power deviation of the generator, value position of the turbine and tie-line power flow of the first power area, respectively with and without the modified control method. It shows that the system will be unstable under a TDS attack if the modified method is not applied. In figures 6(c) and 6(d) TOC and MOC denotes the traditional optimal controller and modified optimal controller, respectively.
Scenario 3: This scenario is exactly the same as the second scenario, except a 15 percent disturbance and noise was added to the system. As shown in Figure 7 (a), the modified control technique could detect, track and control the LFC system under TDS attack, along with some disturbances. 
VI. CONCLUSION
It has been shown that the LTI systems can be controlled with variable time delays, either occurring naturally or as a result of a time-delay attack by a hacker. A TDS attack can also be successfully tracked with the proposed method. One kind of delay was addressed, that is, the delay in the observed state of the controlled system. In this paper, only the LTI system in state feedback was discussed. The method is general, and in the future papers, the method will be shown that it also works for a class of nonlinear systems.
