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Introduction
The World Wide Web contains massive amounts of information of every kind, constantly updated. We can access this information at home or from the office, for any purpose, and have come to rely on it more and more, in place of traditional information sources. For example, when we want to investigate the meaning of a term, we frequently search for pages which describe or explain that term on the Web, instead of looking it up in a dictionary or encyclopedia.
In 2001 this was difficult † . Often the top-ranked pages obtained from search engines did not include any with useful explanations of the query term. Today, in 2006, the situation has improved: it is much easier to find explanatory web pages, perhaps in part due to techniques like those introduced here.
The rest of this paper is structured as follows. Section 2 explains the basic idea of automatic query expansion. Section 3 presents our refinements to the way term weights are computed. Section 4 introduces a "local relevance density" metric for estimating whether a page contains explanatory material about a term. Section 5 describes the implementation. Section 6 describes the evaluation method and Section 7 reports the results, showing that automatic query expansion is valuable in itself, and that our two improvements give further improvements in search quality. Finally Section 8 points out some open questions, Section 9 discusses the significance of these results, and Section 10 summarizes.
The Vector Space Model and Automatic Query Expansion
Fundamental to web search engines is the vector space model. In this model all documents and queries are represented as vectors, with one component in each vector for every distinct term (word) that occurs in the document collection. Typically document vectors are weighted to enhance the effect of distinctive terms, that is, to give more importance to terms common in the document but rare in the collection as a whole. In this model similarity is estimated by the inner product of the document vector and the query vector. Thus a document is similar to a query to the extent that the query terms also appear, frequently and distinctively, in the document. The search engine then presents to the user a list of links to the most similar documents.
The vector space model presupposes that a query contains sufficient information to meaningfully compute the similarity between the query and each document. For singleterm queries this is often not the case. This means that the user may be presented with pages which are mostly only of marginal relevance. The user then has to scan many pages or iteratively refine the query, adding terms to narrow down the retrieval result to the sort of pages he wants.
The basic idea behind automatic query expansion is that this process of query refinement does not necessarily require human input. Specifically, since the top ranked documents of the intial query are likely to include terms relevant to the initial query, those terms can be harvested and used to create a new query. This method is also called "pseudo-feedback" in contrast to the use of real, user-provided feedback on page relevance, and also sometimes "automatic local analysis". This insight dates back to the early years of information retrieval [2, 3] . Automatic query expansion has shown good results on some, but not all, information retrieval problems [2, 4] .
For the Web, the value of automatic query expansion has been explored primarily in the context of the Web Track of the Text Retrieval Competitions (TREC) from 1999 to 2003 [5] . However the conditions of these experiments did not match typical realworld Web search in a number of ways. One difference was that the queries were quite long; even though some work has studied so-called "short" queries, these still averaged over 2 terms [6] . Another difference was that the pages in the collection were all taken from the .gov domain and thus were all of generally high quality. A third difference is that the search tasks were not representative of the real tasks of users on the web; and in particular there was no evaluation with tasks resembling the search for explanatory web pages. (The "topic distillation" task, although similar, involved searching for a collection of web pages useful as background information for a report, rather than just finding information to satisfy one's own curiosity about the meaning of a term.)
Creating the Expanded Query Vector
Although previous work casts no light on the specific focus of this paper, the search for explanatory web pages, we did expect automatic query expansion to work well for this task. Clearly a page with an explanation will contain not just the term of interest but also related terms, which is exactly what an expanded query specifies.
We also expected automated query expansion to solve two specific common problems. The first was occasional high rankings for pages which only incidentally mentioned the query term, but which were highly rated for other reasons. The second was occasional high ratings for pages which were a pinpoint match to the initial query, according to the vector space model, but which had little content. An example was one highly ranked page for the query "IT Revolution" which contained only the text "Howdy. The IT Revolution; it's sweeping the world. So I made a homepage. Bye."
We implemented our own version of query expansion, quite straightforwardly, with only three small refinements.
First, we did not want longer pages to contribute more to the expanded query vector just because they happened to be longer. Thus we do not treat all the retrieved documents as providing one huge bag of terms. Rather we first compute the document vector for each document, then we normalize each of these vectors to have length 1, and only then do we average them together to get the expanded query vector.
Second, we did not wish generally common words to affect the expanded query vector, reasoning that they are just noise. We are only interested in terms which are Figure 1 : The values for R n obtained using as initial query the Japanese word for "foot binding" characteristic of the set of documents in the initial retrieval. There are various ways to formalize this notion [7] ; we chose a simple one, defining R n , the "relevance" of a term to the search term, to be
where D n is the Domain probability, estimated by the average probability of term n in the initial retrieval set, and G n is the General probability, that is, the probability of term n in the Web as a whole, estimated from a fairly random sample of web pages, with smoothing. (If D n is zero then R n is defined to be 0.) The reason for taking the logarithm of the probability ratio is to prevent a few highly frequent terms from excessively dominating the result. Third, we did not want words which occur only in pages from one site (such as company names) to appear in the expanded query: such terms are removed (given 0 weight). Figure 3 illustrates by showing some terms highly relevant to an initial query on foot binding.
The Local Relevance Density
Some pages contain words relating to a term but not actually an explanation of that term. This is sometimes seen in long pages and pages which are on a topic related to the expanded query but not about the queried concept itself, as in news reports. To exclude such pages, we developed a notion of "local relevance density": this is a measure of the extent to which a page contains a specific region (passage) in which query-related terms occur densely.
The first step in the calculation is computing the "co-occurrence relevance" CR k of each sentence. This measures the extent to which a sentence has a number of terms from the expanded query which are occurring together.
where R i is the relevance of term i as computed above, and N k is the number of terms in sentence k. If a term occurs two or more times in a sentence then it is counted only once.
Continuing the foot binding example, Figures 2 and 3 illustrate the computation of the co-occurrence relevance for two sentences from two pages.
The second step is to look for pages containing a clump of sentences which individually have high co-occurrence relevance. Figure 4 illustrates how the co-occurrence relevance might vary across the sentences of a page. In this example, the page is crowded with relevant sentences near the middle. Such a region is likely to be a rich source of explanatory information, and a page containing any such region should be highly rated. Specifically, the Local Relevance Density of a page is defined as: Figure 4 : Example of how the Co-occurrence Relevance might vary within a page
where n i is the number of sentences in page i. Thus we use a moving filter with the shape shown in Figure 5 , which implies that a page with potentially explanatory sentences is scored higher to the extent that the sentences are closer together. The value 10 was chosen because empirically a 10 sentence half-width was found to give good results. The maximum value across the page is used as the value for that page, based on the reasoning an explanatory clump appearing anywhere on the page makes that page valuable. 
Implementation
We developed a protoype search engine, dubbed Perrie, incorporating the above ideas. Figure 6 shows the process flow in Perrie.
To avoid the work associated with crawling and indexing the web, Perrie was implemented as a meta-search engine, parasitic upon Infoseek, which was probably the most popular search engines in Japan when this work was started, in 2000. Given a search Figure 6 : Overview of Processing in Perrie term, Perrie used Infoseek to retrieve a starter set of web pages; the size of this set was 100, the largest number we felt comfortable processing. Infoseek's ranking of these pages was ignored. Perrie then invoked the morphological analyzer "Chasen" [8] on each page to obtain the nouns; only nouns were used as terms. The expanded query vector was then derived as described in Section 3. Note that the initial query was only used for creating the expanded query vector, in contrast to methods where the second retrieval is done using the average of the initial query and the expanded query. Forgetting the initial query was appropriate because our second "retrieval" stage was only a re-ranking, operating only within the set of pages which, thanks to Infoseek, had some relation to the initial query term. Of course, in most cases the initial query term did appear prominently in the expanded query vector.
Since implemented as a meta-search engine, Perrie did this work, including the initial retrieval, on demand. However this is no reason that this could not be precomputed and stored, for faster response times.
The similarity of each of the 100 pages to the expanded query vector was then computed in two ways: using the standard inner product (Section 2) and using our Local Relevance Density Measure (Section 4). For purposes of computing the Local Relevance Density, each page was divided into sentences using HTML tag information [9] followed by morphological analysis using Chasen.
The overall "explanatory value" of each page was then computed as the product of the Local Relevance Density and the inner product score. This was done since we hypothesized that both of the similarity metrics were valuable, since the sort of page users probably want is both highly relevant and has a dense explanatory section.
The 100 pages were then ranked based on this explanatory value, and presented in order to the user.
Evaluation

Evaluation Method
To evaluate system performance we needed first of all a set of queries. While there are standard query testsets, there are none for explanatory web pages, and none for Japanese, so we chose to obtain our own. To do this we recruited subjects and gave them the task: "Please use the Internet in order to acquire the meaning or some information about a word. First think of some word about which you want to learn more." The terms they chose are shown in Figure 7 . Of these terms 8 are historical, 5 medical, 4 relate to current events, and 2 are recent coinages.
Next we needed a measure of how well various pages matched the various queries in terms of meeting users' needs. This was obtained for each of the top 40 pages returned by Infoseek for each query, by having subjects rate each page on a scale from 1 (not at all related or not at all helpful) to 7 (very satisfying). Users were asked to base their scoring on the content of the page itself, not considering the value of pages linked to from that page.
Finally we needed a way to judge the quality of web search: specifically the ranking given by Perrie. Web search quality can be quantified in several ways [4] . Many evaluation metrics are based on the premise that all documents can be divided into two sets, those which are relevant and those which are not. However, this assumption fails for web pages, which are typically relevant or not to a degree. Moreover, unlike traditional information retrieval tasks, where users want all relevant documents, Web searchers typically are happy when they find any one page that has the information they want.
We therefore use a novel evaluation criterion. The basic idea is to consider a search engine's ranking better to the extent that it correlates with the user's ratings. Thus the Raw Ranking Accuracy is defined as
(user-given rating of i th ranked page) log(i + 1) where the denominator is there to reduce the credit given for good pages which are given low ranks by the search engine. Some metrics for judging the quality of rankings use a document's ranking in the denominator, presumably reflecting the idea that the user's overhead in accessing a new document is substantial. In the search engine context, however, users are typically able to detect likely pages from the summaries, so significant credit should still be given if a good page is ranked somewhat below number one. This is why the factor used here is the reciprocal of the log, not the reciprocal itself.
Only the top 20 ranked pages were used in this computation, based on the observation that most users will not examine more than about 20 hits.
The RRA is then normalized to obtain the Ranking Accuracy as follows,
where the "Ideal RRA" is the value that would be obtained if the ranking was perfectly in accordance with the user's rating, and the "Expected RRA" is the expected value for a search engine that ranks the pages of the set at random. Thus a Ranking Accuracy of 0 indicates random performance and 1 indicates perfect performance.
Results
We had several hypotheses: first, that automatic query expansion was of value for the Web itself, second, that our specific little refinements added value, third, that our Local Density Metric was useful, and fourth that the Local Density Metric was not redundant to the usual vector space similarity metric.
To test these hypotheses, we computed the Ranking Accuracy for each of the 19 queries, for each of four methods:
A. A baseline ranking of pages using the vector space model with simple query expansion. Compared to our methods, this baseline differed in that it included none of the three refinements presented in Section 3, and in that it did the second retrieval using a query vector obtained by averaging the initial query vector and the expanded query vector.
B. A ranking of pages using the vector space model and the expanded query computed as described in Section 3.
C. A ranking of pages using the local relevance density and the expanded query computed as described in Section 3.
D. A combination of B and C, namely Perrie.
The ranking accuracies obtained by Infoseek and methods A, B, C, and D are shown in Table 1 , and the average performance for each is illustrated in Figure 8 . Comparing methods B, C, and D, which all use our extended query vector, no significant difference was seen between method B, using the vector space model and C, using local density. However with method D (Perrie), using both, the ranking accuracy is .09 points above methods B and C on average, and these differences are statistically significant (by the matched pairs t-test with 18 degrees of freedom, t=3.0 for BD and 2.4 for CD, p < .02 for both). This shows that these two reranking methods are not mutually redundant but rather complementary. An average difference of 0.22 points was observed between the baseline method, A, and our combined method, D. differences for all pairings, except BC, were also statistically significant. Thus all hypotheses were supported.
Compared with Infoseek, search engine Perrie obtained a higher ranking accuracy for 18 of 19 words, showing an increase of 0.57 points on average. (Interestingly the two cases where Perrie gave little or no benefit were the cases where the initial simple query gave quite good results.) Moreover, at least one of the pages scored highest by the subject was found among top 3 ranked pages for 14 of the 19 words.
Discussion
Analysis of cases where valuable pages were given low scores by Perrie revealed four main causes. The first was bifurcated search results to the initial query. For example, the subject who searched on Yugoslavia wanted information about the political situation, but many of the pages returned by the initial retrieval were in fact about Yugoslavia the soccer team. The pages ranked highly by Perrie thus came from both clusters, resulting in a relatively low match to the ranking given by this subject.
The second cause was query drift, a known problem with automatic query expansion [4, 10] . For example, many of the pages which included the term "swing-by" mentioned it incidentally in the course of arguing that a prophecy of Nostradamus predicted that the Cassini spacecraft would crash into the earth. "Cassini" and "Nostradamus" were accordingly prominent in the expanded query, and thus Perrie's highly-ranked sites included some which were more about the prophecy than about swing-by.
The third cause was the effect of images on web pages on subjects' rankings, which of course Perrie did not model.
The fourth cause was one subject who rated an English language page highly; of course that page was matched poorly by the expanded query vector.
Open Questions
Our results represent merely one datapoint in a vast space of possible methods and experiments in automatic query expansion. One topic to explore is how general these findings are, given that these results were specific to the Web as it was in early 2001, specific to the Japanese language, specific to single-term search, and specific to search for explanatory pages. Another direction for future work is the examination of the various detailed choices used in our method: some were rather ad hoc and need to be reexamined both theoretically and empirically. Another question of interest is how our methods may perform in combination with more recent innovations in automatic query expansion [11, 3, 6, 12, 13, 14, 15] .
Of course, the value of automatic query expansion itself, compared to other methods, is not well understood. For example, a partial alternative to query expansion for finding explanatory pages is the use of syntactic pattern matching to find pages containing definitions [16] . More generally, Hawking and Craswell have observed that "retrieval methods based entirely on document content can be substantially outperformed by others which make use of "web evidence", such as anchortext, link measures, and URL or site structure" [5] . It seems likely that content-based evaluation still has something to add, especially when the aim is finding pages containing meaningful information about a term, but the truth of this is an open question.
Finally, since users probably do not want to have to use a special search engine, or issue a special command, in order to find explanatory web pages, there is the question of whether automatic query expansion improves or hurts [10] the results for other types of queries, and, if the impact is negative, whether it is possible to reliably classify queries as seeking explanations or something else.
Prospects
In 2001, when we completed this work, we thought it was likely that automatic query expansion would be adopted in search engines in the near future. Now in 2006 we are in that future, but we still do not know whether this has been adopted: the techniques used in commercial search engines are trade secrets.
We can say that the task of finding explanatory search pages is much easier today. Feeding our 19 test queries and their English equivalents to Google revealed only two cases where a good explanation existed and was not at or easily accessible from the top search result. (The worst performance was for "swing-by", where the first explanation appeared at rank 12, preceded by a number of pages on specific space probes, a bland dictionary definition, a German language page, a spam page, and a page on the Java Swing toolkit. Incidentally, this failure cannot be taken as evidence that Google is not using automatic query expansion; it has often been noted that this technique is prone to degrade performance on some fraction of the queries [10] , and indeed this particular query was problematic for our method also.) Thus there is still some room for improvement, but not all that much.
We can also note, however, that this good performance has been achieved at a substantial cost. Although part of the performance is due to search engine improvements, much is also due to improvements in the web. Obviously, there is more explanatory content available than there was 5 years ago. Equally important, the web is better organized. Wikipedia is the shining example, but many content providers and organizations have become better at organizing content in ways that help search engines perform better. This improvement in searchability comes at a huge cost in site design and "search engine optimization" efforts by webmasters. In a sense, this is a burden imposed on content providers and aggregators by the limitations of today's search engines. It may be naive to hope for a Web where a content provider can put something valuable almost anywhere, without much planning or negotiation, and the people who want that content will still be able to find it. Nevertheless, it is premature to be satisfied with the current state of web search. The techniques presented here may help.
Automatic query expansion and our Local Relevance Density measure may also have applications for other information retrieval tasks.
Summary
This paper presented experiments with Perrie, a prototype 'term search engine', designed for the purpose of using the Web as an encyclopedia. The results showed that automatic query expansion works well even for single-term search, that automatic query expansion works well on the real Web, that the detailed weightings of the terms in the expanded query are important, and that using the local density of relevant sentence as a measure of explanatory-ness is effective.
This work demonstrated the feasibility, to some extent, of automatically detecting documents which contain explanations, and of doing so based on document content only.
