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1. Introduzione
Nell’ambito della teoria dei gruppi abeliani senza torsione la classe dei
gruppi di Butler nasce in maniera naturale come generalizzazione della clas-
se dei gruppi completamente decomponibili, classificati nel 1937 da R.Baer
([Ba]), la quale viene cos`ı immersa in una classe di gruppi che ha significati-
ve proprieta` di chiusura. Ad esempio la classe dei gruppi di Butler di rango
finito e` la minima classe di gruppi abeliani senza torsione contenente tutti i
gruppi di rango 1, che sia chiusa per sottogruppi puri, immagini omomorfe
(senza torsione) e somme dirette finite. Tale classe di gruppi venne intro-
dotta nel 1965 da M.C.R. Butler ([Bu65]) e successivamente generalizzata,
eliminando la restrizione sul rango finito ([Rich83],[Bu87]).
Tuttavia furono i gruppi di Butler di rango finito che suscitarono un
grande interesse da parte di vari studiosi e continuano tutt’oggi a essere una
tra le piu` attive aree di ricerca nell’ambito della teoria dei gruppi abeliani.
Cio` e` dovuto, tra altri motivi, ad una circostanza rara nella teoria dei gruppi
abeliani: i gruppi di Butler di rango finito presentano sorprendenti aspetti
di carattere computazionale, i quali consentono di approcciare il loro studio
con strumenti lineari-ordinati e combinatorici e pertanto di ottenere per essi
risultati di natura costruttiva.
L’argomento di questa tesi e` lo studio e l’applicazione di tali strumenti;
per come e` definito l’argomento di studio, sara` utile convenire di usare il
termine gruppo per “gruppo abeliano senza torsione, di rango finito”. Inol-
tre, come e` ben noto1, tutte le proprieta` fondamentali dei gruppi abeliani
senza torsione sono invarianti per quasi-isomorfismi, cioe` per isomorfismi tra
sottogruppi di indice finito. Pertanto si adottera` il quasi-isomorfismo come
equivalenza fondamentale e, con abuso di linguaggio, si dira` isomorfo, adden-
do diretto, indecomponibile, etc. invece di “quasi-isomorfo”, “quasi-addendo
diretto”, “quasi-indecomponibile”, etc.
Un gruppo completamente decomponibile e` una somma diretta di gruppi
di rango 1, cioe`, a meno di isomorfismi, di sottogruppi del gruppo additivo
Q(+) del campo Q dei numeri razionali.
Un gruppo di Butler e`, equivalentemente, un’immagine omomorfa senza
torsione di un gruppo completamente decomponibile oppure un sottogruppo
puro di un gruppo completamente decomponibile; l’equivalenza delle due
definizioni e` uno dei teoremi principali provati da Butler ([Bu65]).
In tutta l’esposizione si privilegera` la prima definizione, quella di gruppo
di Butler come immagine omomorfa di un gruppo completamente decompo-
nibile, ovvero come quoziente di un gruppo completamente decomponibile
rispetto ad un suo sottogruppo puro. Secondo questa visione, un gruppo
di Butler e` un gruppo G somma di un numero finito di sottogruppi puri di
rango 1
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
i cui generatori puri g1, . . . , gm sono soggetti a n relazioni indipendenti
(n ≤ m); con tale definizione si parla di B(n)-gruppo di Butler. Indicando
con ti = tG(gi) il tipo in G del generico gi, l’m-pla (t1, . . . , tm) vien detta
la base di tipi di G.
1cfr. ad esempio [A], Cap. 2.
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E` tale punto di vista che ha prodotto i vari strumenti lineari-ordinati e
combinatorici menzionati; prima di introdurli, si osservi quanto segue: per
ogni gruppo G si definisce il typeset T(G) di G come l’insieme dei tipi degli
elementi di G:
T(G) = {tG(g)|g ∈ G}.
E` ben noto (cfr. ad esempio [A], Cap. 3. Lemma 3.1.3) che, se T(G) e`
finito, allora T(G) e` un sotto-∧-semireticolo del reticolo (T,∧,∨) dei tipi.
Ad esso si suole aggiungere un massimo “∞” per il tipo del gruppo nullo e
di conseguenza, se T(G) e` finito, allora esso e` un reticolo (T(G),∧,g), con
il suo sup “g” definito in maniera ovvia. Sotto tale fattispecie ricadono i
gruppi di Butler di rango finito; nel loro typeset particolari tipi, detti ∨-
irriducibili vengono individuati sulla base della discrepanza tra le operazioni
di estremo superiore g nel typeset e ∨ nel reticolo dei tipi.
La tenda di un gruppo di Butler G — che puo` essere, in prima appros-
simazione, descritta come una {0, 1}-tabella con m righe e un numero finito
di colonne, alla quale sia associata una partizione di I := {1, . . . ,m} che
seziona le righe della tabella in accordo con l’insieme delle relazioni della
rappresentazione — e` uno strumento che sintetizza in maniera efficace le
relazioni d’ordine intrattenute, nel typeset, tra i generatori del gruppo e i
∨-irriducibili (vedi Sez. 6 Cap. 1).
A ogni rappresentazione di un gruppo di Butler G = 〈g1〉∗ + · · ·+ 〈gm〉∗
come quoziente di un gruppo completamente decomponibile resta associa-
ta una tenda e due gruppi di Butler che posseggono rappresentazioni alle
quali e` associata la medesima tenda vengono detti isoscenici. Si ottiene
cos`ı una relazione d’equivalenza molto piu` larga dell’isomorfismo; pertanto
e` estremamente significativo che, mentre typeset e rango di un B(n)-gruppo
mostrano avere una influenza limitata sulla struttura del gruppo, cos`ı non e`
per la tenda: la classe di isoscenismo determina, nel caso del B(1)-gruppi, le
decomposizioni dirette, l’indecomponibilita`, e i cambi-base (ovvero i cambi
di rappresentazione), ed ha una significativa influenza sulla struttura anche
nel caso dei B(n)-gruppi, con n ≥ 2 (vedi Cap. 2).
Ai B(1)-gruppi e` dedicata la parte centrale di questa tesi. Essi sono,
come gia` accennato, il luogo in cui con maggiore successo si sono applicate
le suddette tecniche, ad opera di studiosi tra cui C. De Vivo, C. Metelli e
F. Barioli. La loro ricerca si e` mossa a partire da una situazione vantaggio-
sa ed esclusiva per i B(1)-gruppi: lo studio dei loro cambi-base puo` essere
ricondotto dal campo razionale al campo Z2 ([GM],[BDVM]) ed inoltre
l’unica relazione a cui i generatori sono soggetti e` di fatto indipendente dal
B(1)-gruppo scelto. Cio` permette di dispiegare completamente le possi-
bilita` combinatorie insite nella tenda e le trasformazioni originali di cui e`
suscettibile.
Il mio lavoro e` consistito in un ulteriore sviluppo di tali possibilita`. Un
opportuno funtore controvariante ha permesso di ricondurre le problemati-
che dei cambi-base dei B(1)-gruppi dal loro originario ambiente di studio (gli
spazi delle bipartizioni) ad un nuovo contesto (gli spazi delle parti di ordine
pari di un insieme). In questo modo, molte proprieta` combinatorie della
tenda hanno guadagnato una descrizione intrinseca, libera dal riferimento
1. INTRODUZIONE 5
alla dimensione dello spazio ambiente, e si sono rese possibili efficaci inter-
pretazioni della tenda come ipergrafo, e delle proprieta` di indecomponibilita`
gruppale in termini di 2-connessione di grafi e ipergrafi. Cio` ha condotto ad
una caratterizzazione dei cambi-base dei B(1)-gruppi indecomponibili, oltre
che a nuove e piu` agevoli modalita` del loro studio in generale, lontane dalla
complessita` d’uso degli spazi di bipartizioni e del reticolo delle partizioni
(vedi Cap. 3).
I risultati raggiunti sono contenuti nell’articolo “Base changes of B(1)-
Butler groups: a Z2-linear and graph theory approach”, in corso di stampa
sul “Rendiconto dell’Accademia delle Scienze Fisiche e Matematiche”.
Recentemente C. De Vivo e C. Metelli hanno trovato una dimostrazione
costruttiva di una delle implicazioni del teorema di Butler ed e` in fase di
elaborazione una dimostrazione costruttiva dell’altra implicazione. Nel caso
delle immersioni di unB(1)-gruppo, l’interpretazione in termini di ipergrafi e
grafi ospiti e` risultata nuovamente pertinente, e sembra fornire una versione
equivalente — puramente combinatoria, in teoria dei grafi — del problema
algebrico dell’immersione del gruppo in un contenitore puro minimale (vedi
Sezione 2, Cap. 4).
Sfortunatamente, non appena si affronta lo studio dei B(n)-gruppi per
n ≥ 2, il campo razionale “la fa da padrone”: i coefficienti razionali delle re-
lazioni di una rappresentazione di un B(n)-gruppo influiscono quasi sempre
in maniera stringente sulle proprieta` strutturali del gruppo e l’isoscenismo
detta legge solo in alcuni casi particolari. Ad esempio, ci sono B(2)-gruppi
isoscenici, che sono decomponibili o indecomponibili a seconda dei coeffi-
cienti delle due relazioni che li rappresentano; di conseguenza non c’‘e alcun
algoritmo che decomponga un B(n)-gruppo in addendi diretti indecompo-
nibili a partire dalla sua sola tenda, anche se n e` appena 2. Fanno eccezione
alcuni particolari B(2)-gruppi e iB(n)-gruppi cosiddetti “degeneri” cioe` dati
“a priori” come somme dirette di gruppi di Butler.
Ancora, anche quando si trovino condizioni di spezzamento per B(n)-
gruppi con n ≥ 2, queste ultime sono strettamente legate alle loro rappre-
sentazioni: cambiando base (cioe` rappresentazione), le suddette condizioni
cambiano completamente o perdono di significato (cfr. Sezione 1 Cap. 4).
E l’elenco potrebbe continuare.
Nella letteratura ci sono tuttavia vari studi sui B(n)-gruppi, per n ≥
2, che cominciano a gettare un po’ di luce sulle difficili problematiche che
si presentano per essi (cfr. [DVM8], [DVM12], [DVM13], [DVM14],
[GUV], [VWW]). In particolare sembra aprire qualche spiraglio il lavoro
sulla dimostrazione costruttiva del teorema di Butler precedentemente citato
([DVM16]). Nel corso di tutta la tesi ho inserito, con commenti, esempi
di varia natura, nel tentativo di fornire una panoramica, necessariamente
incompleta, dei problemi che si presentano per i B(n)-gruppi di Butler,
quando n ≥ 2.
CAPITOLO 1
Premesse e generalita`
1. Alcune notazioni
Le lettere greche minuscole, con l’eccezione di alcune (τ , σ, υ, pi), deno-
teranno numeri razionali.
Se I e` un insieme finito, si indichera` come di consueto con P(I) l’insieme
delle parti di I; inoltre si indichera` con P∗(I) l’insieme delle parti di ordine
pari di I. Le parti di ordine 2 di I verranno chiamati i 2-elementi di P∗(I)
e l’insieme dei 2-elementi verra` indicato con P2(I).
(P(I),∧,∨) indichera` il reticolo delle partizioni di I, (T,∧,∨) il reticolo
dei tipi, al quale sia stato aggiunto un massimo “∞” per il tipo del gruppo
nullo.
Quando non vi sia luogo a equivoci, e non sia importante il riferimento
all’insieme I di ordine m, si useranno P(m), P∗(m), P(m) invece di P(I),
P∗(I), P(I). Si usera` spesso la notazione E−1 per il complemento I \ E di
un sottoinsieme E di I.
Nel reticolo P(I) si useranno le notazioni seguenti, con E ⊆ I:
bE = bE−1 e` la bipartizione {E,E
−1};
pE e` la partizione {E
−1, {i}|i ∈ E} detta partizione puntata su E ;
pi := p{i} = b{i} e` la partizione puntata sul singleton {i} (i ∈ I).
La partizione massima {∅, I} = b∅ = bI = p∅ sara` denotata con 0 (zero) e
considerata come bipartizione impropria; questo perche´ l’insieme B(I) delle
bipartizioni con l’aggiunta di b∅ e` uno Z2-spazio vettoriale, rispetto alla
somma definita, per ogni bE , bF ∈ B(I) da:
bE + bF = bE+F = {(E ∩ F ) ∪ (E
−1 ∩ F−1), (E ∩ F−1) ∪ (E−1 ∩ F )}.
Rispetto a tale operazione b∅ e` il vettore nullo. Inoltre B(I) puo` essere
identificato in maniera canonica con il quoziente P(I)/〈I〉 dello Z2-spazio
vettoriale sull’algebra di Boole P(I), pertanto la Z2-dimensione di B(I) e`
|I| − 1 = m− 1.
Ogni insieme di m − 1 bipartizioni pi puntate su singleton e` una base
e l’m-pla (p1, . . . , pm) e` una base ridondante di B(I), cioe` un insieme di
generatori dipendente minimale; in particolare
∑m
i=1 pi = 0.
Se E e` un automorfismo di B(I), esso sara` rappresentato con l’m-pla
Z2-ammissibile (bE1 , . . . , bEm) dei vettori immagini bEi := E(pi) con i =
1, . . . ,m, cioe` sara` scritto rispetto la base ridondante (p1, . . . , pm).
2. Introduzione ai gruppi di Butler; regolarita`
Un gruppo G si dice un B(n)-gruppo (di Butler) se G e` isomorfo ad un
quoziente di un gruppo completamente decomponibile
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X = ⊕mi=1Rixi (Ri ≤ Q(+) per ogni i)
rispetto ad un suo sottogruppo puro K di rango n (con n ≤ m). Sicche´
G = X/K.
Non si lede la generalita` assumendo Z ≤ Ri, perche´ ogni sottogruppo di
Q(+) e` isomorfo ad un sottogruppo di Q(+) contenente Z.
Posto gi = xi +K per i = 1, . . . ,m, si ha
G = 〈g1〉∗ + · · · + 〈gm〉∗,
cioe` G si scrive come somma di m sottogruppi puri di rango 1, generati
dagli elementi della sua base (g1, . . . , gm). La rappresentazione di G vie-
ne completata dalle relazioni che si ottengono proiettando in G una scelta
y1, . . . , yn di n generatori puri (e indipendenti) di K:
yl =
m∑
i=1
αl,ixi (l = 1, . . . , n).
In tal modo si ottengono n relazioni indipendenti
al := αl,1g1 + · · · + αl,mgm = 0 (l = 1, . . . , n)
tra i gi.
Se g = x+K e` un elemento di G, il suo tipo in G e` ovviamente l’estremo
superiore dei tipi in X dei suoi rappresentanti x+ y, al variare di y ∈ K:
tG(g) =
∨
{tX(x+ y)|y ∈ K}
e, ovviamente, tG(gi) ≥ t(Ri) = tX(xi) := ti.
Esiste allora un (unico) sottogruppo Si di Q(+) tale che Ri ≤ Si e il cui
tipo e` tG(gi). Ne segue che
X ≤ X := ⊕mi=1Sixi
e, denotato con K il sottogruppo puro di X generato da K (ovvero da
y1, . . . , ym), e` facile verificare che X/K e` quasi isomorfo a X/K = G.
Cos`ı, essendo il quasi-isomorfismo l’equivalenza fondamentale tra i gruppi
oggetto di studio, e` lecito assumere (ridenominando) che
(1) ti = tG(gi) ∀i = 1, . . . ,m.
L’m-pla (t1, . . . , tm) e` detta la base di tipi relativa alla rappresentazione
di G:
G = 〈g1〉∗ + · · · + 〈gm〉∗,
αl,1g1 + · · · + αl,mgm = 0 (l = 1, . . . , n).
La matrice n×m della rappresentazione di G e` la matrice
A =


α1,1 . . . α1,m
. . . . . . . . .
αl,1 . . . αl,m
. . . . . . . . .
αn,1 . . . αn,m


che ha ovviamente rango n. Il rango di G e` pertanto m− n.
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Allo scopo di evitare fastidiose sovrabbondanze, si osservi quanto segue.
Se
K ≤
⊕
i∈J
Rixi,
dove J e` una parte propria di I, allora
G = X/K =
(⊕
i∈J Rixi
)
K
⊕
(⊕
i/∈J
Rixi ⊕K
K
)
'
(⊕
i∈J Rixi
)
K
⊕
(⊕
i/∈J
Rixi
)
ovvero
G =
(
+
i∈J
〈gi〉∗
)
⊕
(⊕
i/∈J
〈gi〉∗
)
e` la somma diretta di un gruppo completamente decomponibile di rango
m− |J | e di un B(n)-gruppo di Butler di rango |J | − n, il quale ha le stesse
relazioni di G (i gi con i /∈ J non intervengono nelle relazioni). Cos`ı per
evitare di “trascinarsi dietro” spezzamenti banali, si conviene di assumere
che g1, . . . , gm compaiono ciascuno in almeno una delle relazioni al = 0 di
G, per un qualche l = 1, . . . , n dipendente da gi. I B(n)-gruppi siffatti e
per i quali, in piu`, valga la (1), insieme con le loro rappresentazioni, sono
detti regolari. Limitare lo studio ad essi non costituisce una restrizione
significativa; infatti ogni B(n)-gruppo e` somma diretta di un gruppo regolare
e di gruppo completamente decomponibile.
In tutto il corso dell’esposizione B(n)-gruppo stara` per B(n)-gruppo
regolare.
E` immediato osservare che l’ipotesi di regolarita` comporta che tra tutte
le relazioni di G, ottenute come combinazioni lineari delle relazioni della
rappresentazione,
λ1a1 + λ2a2 + · · · + λnan = 0 (λl ∈ Q, ∀l = 1, . . . , n)
ce n’e` almeno una che coinvolge tutti i gi, ovvero il cui supporto inX e` uguale
a I = {1, . . . ,m}. Sia essa α1g1 + · · · + αmgm = 0, con αi ∈ Ri \ {0}
(per ogni i = 1, . . . ,m. Allora y1 := α1x1 + · · · + αmxm appartiene a
K, in particolare appartiene ad un insieme di n generatori puri di K, sicche´
e` lecito assumere y1 = y1 (cambiando eventualmente la base y1, . . . , yn di
K). D’altro canto e` ovvio che 〈xi〉∗ = Rixi e 〈αixi〉∗ hanno in X lo stesso
tipo ti, per ogni i = 1, . . . ,m e quindi non si lede la generalita` se si assume
αi = 1 (∀i = 1, . . . ,m), ridenominando eventualmente i generatori puri
degli addendi diretti di X. Quanto precede assicura che non viene meno la
generalita` se si suppone che tra le relazioni di G ci sia la relazione diagonale
g1 + · · · + gm = 0.
In altre parole, nella matrice A delle relazioni di G si puo` assumere, se
conveniente, che una riga — ad esempio la prima — abbia tutte le entrate
uguali ad 1. Si osservi che, con tale convenzione, i B(1)-gruppi (regolari)
sono tutti rappresentati come segue:
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
g1 + · · · + gm = 0.
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A questo punto e` chiaro che, in generale, lavorare con i B(n) gruppi a
partire da una loro rappresentazione come quoziente di un completamente
decomponibile su di un suo sottogruppo puro equivale a lavorare con una
matrice delle relazioni, e con una opportuna base di tipi. Conviene dunque
trasferire alle m-ple di tipi la definizione di regolarita`:
Definizione 1. Una base di tipi (t1, . . . , tm) di un B(n)-gruppo rego-
lare e` detta m-pla di tipi n-regolare se
tG(gi) = tX(xi) = ti (∀i = 1, . . . ,m)
Le condizioni affinche´ unam-pla di tipi (t1, . . . , tm) sia regolare verran-
no analizzate in seguito, usando lo strumento della m-tenda. Per il momento
ci si limita a osservare che (t1, . . . , tm) e` 1-regolare — si dira` semplicemente
regolare — se e solo se
m∧
i=1
ti =
∧
j 6=i
tj ,
per ogni i ∈ I, equivalentemente se e solo se
ti ≥
∧
j 6=i
tj
per ogni i ∈ I. Inoltre, proprio la presenza della relazione diagonale garan-
tisce che una m-pla n-regolare (n ≥ 1) e` regolare.
Tuttavia, la n-regolarita` con n ≥ 2 impone ulteriori restrizioni, le quali
derivano dai coefficienti delle relazioni e, in particolare, dalla partizione-base
su I, che mette in uno stesso blocco i1 e i2 (con i1, i2 ∈ I) se e solo se
αl,i1 = αl,i2 per ogni l ∈ {1, . . . , n}; in altri termini la partizione base
ripartisce le colonne della matrice delle relazioni, mettendo in uno stesso
blocco colonne uguali.
3. Typeset di un B(n)-gruppo
Sia G un B(n)-gruppo. Si e` gia` detto nell’introduzione che il typeset
T(G) di G e` un sotto-∧-semireticolo finito del reticolo (T,∧,∨) dei tipi e
quindi T(G) e` un reticolo (T(G),∧,g), dove e` definito in maniera ovvia
l’operazione di estremo superiore, cioe` per ogni σ′, σ′′ ∈ T(G) e`
σ′ g σ′′ :=
∧
{σ ∈ T(G)|σ ≥ σ′ ∨ σ′′}
(si osservi che l’insieme dei maggioranti e` non vuoto essendo ∞ = t({0}) ∈
T(G)). E` immediato inoltre osservare che σ′ g σ′′ ≥ σ′ ∨ σ′′.
Descriviamo adesso come calcolare il tipo di un elemento di un B(n)-
gruppo, a partire da una sua base di tipi e dalla matrice dei coefficienti
associata nella rappresentazione. Seguendo le notazioni fin qui usate, sia
G = 〈g1〉∗ + · · · + 〈gm〉∗ = X/K
un B(n)-gruppo, con le relazioni
αl,1g1 + · · · + αl,mgm = 0 (l ∈ L := {1, . . . , n})
e (t1, . . . , tm) la sua base di tipi (n-regolare).
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In primo luogo, e` facile provare che nel gruppo completamente decom-
ponibile X i tipi procedono per inf : se x =
∑m
i=1 βixi (con βi ∈ Ri per ogni
i ∈ I), si ha
tX(x) =
∧
{tX (xi)|i ∈ supp(x)},
dove supp(x) := {i ∈ I|βi 6= 0}.
Risulta dunque naturale definire l’applicazione τ : P(I) → T(G) che ad
ogni E ⊆ I associa
τ (E) :=
∧
{ti|i ∈ E},
dove ti = tX(xi) per ogni i ∈ I. Si noti che e` sottinteso nella definizione di
τ il riferimento alla base di tipi (t1, . . . , tm), cosa che in generale non da`
luogo ad equivoci. Ovviamente, per ogni E,F tali che E ⊆ F ⊆ I, si ha
τ (F ) ≤ τ (E).
Con tale definizione, e` tX(x) = τ (supp(x)). Sia poi g = x + K ∈ G
e x =
∑m
i=1 βixi, quindi g =
∑m
i=1 βigi; allora il tipo tG(g) di g in G e`
l’estremo superiore dei tipi in X dei suoi rappresentanti
m∑
i=1
βixi +
n∑
l=1
λlyl =
m∑
i=1
(
βi +
n∑
l=1
αl,iλl
)
xi
e pertanto
tG(g) =
∨{
τ
(
supp
(
m∑
i=1
(
βi +
n∑
l=1
αl,iλl
)
xi
))
|(λl)l∈L
}
.
Si tenga presente che, per ogni l ∈ L, λl appartiene al sottogruppo⋂
{Ri|i ∈ supp(yl)}
di Q(+). Tuttavia, poiche´ tX(xi) = tX(sxi), per ogni s 6= 0, non si influisce
sui supporti supponendo semplicemente λl ∈ Q, ed e` quanto si fara` in seguito
per agilita` di esposizione.
Ora, il calcolo dei supporti dei diversi rappresentanti di g e` ovviamente
equivalente al calcolo dei rispettivi complementi, che vengono chiamati gli
zero-blocchi di g. D’altro canto, poiche´ come osservato E ⊆ F ⊆ I implica
τ (F ) ≤ τ (E), al calcolo di tG(g) basta l’individuazione dei supporti mini-
mali, equivalentemente degli zero-blocchi massimali di g, il cui insieme si
denotera` con maxfam(g). Con MaxfamG viene invece denotato l’insieme
{maxfam(g)|g ∈ G}. Si ha infine
tG(g) =
∨{
τ
(
Z−1
)
|Z ∈ maxfam(g)
}
.
Il calcolo degli zero-blocchi massimali di g =
∑m
i=1 βigi equivale alla
determinazione dei sottosistemi compatibili massimali del sistema lineare
(nelle incognite λ1, . . . , λn):
Sys(g) :
{
n∑
l=1
αl,iλl + βi = 0 (∀i = 1, . . . ,m)
e pertanto alla determinazione dei sottoinsiemi Z di I per i quali il rango
della matrice A[Z], estratta dalla matrice A delle relazioni di G per restri-
zione alle colonne indicizzate in Z, sia uguale al rango della matrice che si
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ottiene da essa aggiungendo la riga (βi)i∈Z , e che siano massimali sotto tale
condizione:
rankA[Z] = rank
[
A[Z]
[βi|i ∈ Z]
]
.
Si illustra quanto sopra con un esempio, che verra` poi ripreso nell’ultimo
capitolo.
Esempio 1.
X =
6⊕
i=1
〈xi〉∗
K = 〈x1 + · · · + x6, α1x1 + · · · + α6x6〉∗
con (α1, . . . , α6) vettore con almeno due componenti distinte; quindi G =
〈g1〉∗ + · · ·+ 〈g6〉∗ e` un B(2)-gruppo con le relazioni
g1 + · · · + g6 = 0 (relazione diagonale)
α1g1 + · · · + α6g6 = 0 (seconda relazione)
e base di tipi (t1, . . . , t6) che sia 2-regolare, cioe` per cui si abbia
tG(gi) = tX(xi) = ti (∀i = 1, . . . , 6).
E` immediato verificare che, in un B(2)-gruppo, non si lede la generalita`
supponendo α1 = 0 ed uno dei rimanenti coefficienti uguale ad 1 (a tale
scopo basta sostituire la seconda relazione con la relazione
α1g1 + · · · + α6g6 − α1(g1 + · · · + g6) = 0
e successivamente con la relazione che si ottiene moltiplicando la predecente
espressione per α−1i , per un i tale che αi 6= 0.
Sia g =
∑6
i=1 βigi; si ha allora
g =
6∑
i=1
βigi + λ1(g1 + · · · + g6) + λ2(α2g2 + · · · α6g6) =
= (λ1 + β1)g1 +
6∑
i=2
(λ1 + αiλ2 + βi)gi
e quindi
Sys(g) :


λ1 + β1 = 0
λ1 + α2λ2 + β2 = 0
λ1 + α3λ2 + β3 = 0
. . . . . . . . .
λ1 + α6λ2 + β6 = 0
Ovviamente i sottosistemi compatibili (e compatibili massimali) dipendono
dalle due relazioni. Allo scopo di non appesantire troppo i calcoli ci si limita
ad esemplificare il caso α1 = α2 = 0, α3, α4, α5, α6 a due a due distinti e
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non nulli1 e si sceglie la seguente base di tipi (ridotti)2:
t1 = ( ∞, ∞, 0, 0, 0, . . . )
t2 = ( 0, 0, ∞, ∞, 0, . . . )
t3 = ( 0, ∞, 0, ∞, 0, . . . )
t4 = ( 0, ∞, ∞, 0, 0, . . . )
t5 = ( ∞, 0, 0, ∞, 0, . . . )
t6 = ( ∞, 0, ∞, 0, 0, . . . ).
Ci si chiede se il tipo σ := (∞,∞,∞,∞, 0, . . . ) = t1∨t2∨t3∨t4 appartiene
o no al typeset di G.
Poiche´ σ = (t1 ∧ t5 ∧ t6) ∨ (t1 ∧ t3 ∧ t4) ∨ (t2 ∧ t4 ∧ t6) ∨ (t2 ∧ t3 ∧ t5),
affinche´ σ appartenga al typeset di G e` necessario e sufficiente che esista
g =
∑6
i=1 βigi 6= 0 tale che
maxfam(g) = {{2, 3, 4}, {2, 5, 6}, {1, 3, 5}, {1, 4, 6}} .
Assumendo, senza ledere la generalita`, β2 = β3 = β4 = 0, da Sys(g) si
ottengono le condizioni seguenti
rank

 1 1 10 α5 α6
0 β5 β6

 = rank

 1 1 10 α3 α5
β1 0 β5

 =
=rank

 1 1 10 α4 α6
β1 0 β6

 = 2(= rank [ 1 1 1
0 αi αj
]
(i 6= j)
)
cioe` i determinanti delle tre matrici devono essere nulli. Facili calcoli mo-
strano che tale condizione e` equivalente alla seguente:
(2) α3α4α5 − α3α4α6 − α3α5α6 + α4α5α6 = 0
e che, sotto tale condizione, si ottiene
β1 = βα3α5, β5 = βα5(α3 − α5), β6 = βα6(α3 − α5)
con β 6= 0.
Cos´ı σ = (∞,∞,∞,∞, 0, . . . ) ∈ T(G) se e solo se vale (2), e si ha
σ = tG(β(α3α5g1 + α5(α3 − α5)g5 + α6(α3 − α5)g6)).
Ad esempio con α3 = 3, α4 = −3, α5 = 6, α6 = −2 si ha
σ = tG(3g1 − 3g5 + g6).
L’esempio mostra che il typeset di un B(n)-gruppo, con n ≥ 2, dipende
in maniera essenziale dai coefficienti delle relazioni.
4. Typeset di un B(1)-gruppo
Sia G = 〈g1〉∗+ · · ·+ 〈gm〉∗, con g1+ · · · + gm = 0 un B(1)-gruppo, con
base di tipi (t1, . . . , tm) regolare. Sia inoltre g =
∑m
i=1 βigi ∈ G.
Definizione 2. Si definisce partizione di g in G (nella data rappresen-
tazione di G) la partizione di I = {1, . . . ,m} che mette in uno stesso blocco
i1 e i2 se e solo se βi1 = βi2 . Tale partizione sara` denotata con partG(g).
1Cio` equivale a fissare la partizione-base uguale a {{1, 2}, {3}, {4}, {5}, {6}}.
2Si vedra` nel seguito che tale 6-pla di tipi e` 2-regolare, rispetto alle relazioni date.
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Essa e` ben definita, nel senso che se si cambia il rappresentante di g:
g =
m∑
i=1
βigi + λ(g1 + · · · + gm) =
m∑
i=1
(λ+ βi)gi (λ ∈ Q)
si ha ovviamente βi1 = βi2 se e solo se βi1 + λ = βi2 + λ.
Proposizione 1. Sia G un B(1)-gruppo e g ∈ G. Si ha maxfam(g) =
{A−1|A ∈ partG(g)}, l’insieme dei co-blocchi di partG(g), e quindi
tG(g) =
∨{
τ
(
A−1
)
|A ∈ partG(g)
}
.
Dimostrazione. Basta osservare che l’unica relazione in unB(1)-gruppo
e` la relazione diagonale, e calcolare i diversi rappresentanti di g nel grup-
po. 
Il fatto che in un B(1)-gruppo G, quale che sia la sua rappresentazione
(ovvero, i suoi generatori puri), il tipo in G di un suo elemento g dipenda
esclusivamente da partG(g), giustifica la seguente definizione:
Definizione 3. Sia (t1, . . . , tm) unam-pla regolare di tipi (cioe`
∧m
i=1 ti =∧
j 6=i tj per ogni i ∈ I = {1, . . . ,m}) e sia A = {A1, . . . , Ah} ∈ P(I). La
posizione
t(A) := τ
(
A−11
)
∨ . . . ∨ τ
(
A−1h
)
definisce un’applicazione
t : A ∈ P(m) 7→ t(A) ∈ T
tale che t(pi) = ti, ∀i = 1, . . . ,m. E` facile verificare che t e` un ∧-
omomorfismo di (P(m),∧,∨) in (T,∧,∨), che vien detto essere un morfismo
di tenda.
Con tali definizioni, se G = 〈g1〉∗ + · · · + 〈gm〉∗ e` un B(1)-gruppo con
base di tipi (t1, . . . , tm), si ha
3 per ogni g ∈ G:
tG(g) = t(partG(g)).
La terminologia di “morfismo di tenda” trova la sua giustificazione nella
definizione di m-tenda, che si dara` nella sezione successiva. Per adesso si
osservi che in generale t non conserva l’estremo superiore di due partizioni;
tuttavia nel caso delle bipartizioni si ha agevolmente che:
Proposizione 2. Sia t un morfismo di m-tenda, ed E ⊆ I. Allora si
ha
(3) t(bE) = t(pE ∨ pE−1) = t(pE) ∨ t(pE−1)
Dimostrazione. Basta osservare che
tE = tE−1 := t(bE) = t(bE−1) = τ (E) ∨ τ
(
E−1
)
= t(pE) ∨ t(pE−1)

3Si osservi che l’uguaglianza e` tra tipi, che sono ovviamente invarianti per rappre-
sentazione; tuttavia l’applicazione t a secondo membro e la partG(g) dipendono dalla
rappresentazione.
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E si noti che, viceversa, se t : P(m)→ T e` un morfismo di tenda, ovvero
un ∧-omomorfismo che verifichi la condizione (3), allora, posto ti = t(pi),
(i ∈ I), l’m-pla (t1, . . . , tm) e` regolare e definisce (a meno di isomorfismi), il
B(1)-gruppo G = 〈g1〉∗+ · · ·+〈gm〉∗, g1+ · · · +gm = 0, tale che tG(gi) = ti,
per ogni i ∈ I.
5. Sulla struttura dei B(1)-gruppi
Nell’ultima sezione si e` mostrato come i tipi degli elementi di un B(1)-
gruppo siano associati a partizioni dell’insieme I = {1, . . . ,m}. Risulteran-
no quindi comode le seguenti notazioni, che peraltro hanno senso nel conte-
sto generale dei B(n)-gruppi, relative a sottogruppi associati a sottoinsiemi
dell’insieme di generatori di una data rappresentazione:
Sia G = 〈g1〉∗+ · · ·+ 〈gm〉∗ un B(n)-gruppo. Se A ⊆ I, indicheremo con
gA l’elemento di G dato da
gA :=
∑
i∈A
gi.
e con GA il sottogruppo puro di G
GA := 〈gi|i ∈ A〉∗.
Se A = {A1, . . . , Ar} ∈ P(I); indicheremo con G(A) il sottogruppo puro di
G dato da
G(A) := 〈gAi |i = 1, . . . , r〉∗.
Si ha ovviamente, per ogni i ∈ I ed ogni A ⊆ I
G{i} = 〈gi〉∗
GI = GI\{i} = G(minP(I)) = G
G∅ = G(maxP(I)) = {0}.
G(pA) = GA
Nel caso dei B(1)-gruppi il sottogruppo associato ad una partizione puo`
essere precisato nella sua struttura e rango.
Proposizione 3. Siano G = 〈g1〉∗ + · · · + 〈gm〉∗ un B(1)-gruppo ed
A = {A1, . . . , Ar} una partizione di I = {1, . . . ,m}. Allora si ha:
i. G(A) = 〈gA1〉∗ + · · ·+ 〈gAr〉∗
ii. rankG(A) = |A| − 1 = r − 1
Dimostrazione. i. L’inclusione 〈gA1〉∗ + · · · + 〈gAr 〉∗ ⊆ G(A) e` ovvia.
Viceversa, sfruttando il fatto che l’unica relazione in G e` la relazione diago-
nale, e` facile provare che il quoziente G/〈gA1〉∗+· · ·+〈gAr〉∗ e` senza torsione,
cioe` che 〈gA1〉∗ + · · · + 〈gAr〉∗ e` puro in G. Vale dunque l’inclusione inver-
sa, essendo G(A) il minimo sottogruppo puro contenente i gAi . ii. Segue
direttamente da i. 
Ragionando come nell’ultima dimostrazione e` possibile ottenere facil-
mente le seguenti proprieta`:
Proposizione 4. Siano A e B partizioni di I. Allora si ha:
i. G(A) ∩G(B) = G(A ∨ B)
ii. G(A) +G(B) ≥ G(A ∧ B)
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iii. A ≤ B ⇔ G(A) ≥ G(B)
Qui osserviamo che tra i sottogruppi del tipo G(A) rientrano i sottogrup-
pi G(σ), classici in letteratura sui gruppi abeliani senza torsione (cfr. [F II],
cap. XIII), pienamente invarianti, costituiti dagli elementi di un gruppo G
aventi tipo maggiore o uguale ad un tipo fissato.
G(σ) = {g ∈ G|tG(g) ≥ σ}.
Infatti, se σ ∈ Im t allora e` non vuoto l’insieme
t(σ) := {A ∈ P(m)|t(A) = σ}
e, poiche´ t e` un ∧-omomorfismo, si ha
t
(∧
{A ∈ P(m)|t(A) = σ}
)
= σ.
Indicata con partt(σ) la partizione
∧
{A ∈ P(m)|t(A) = σ}, detta anche la
partizione minima di σ (rispetto a t), si ha allora
G(σ) = G(partt(σ)).
Si osservi che la struttura dei G(σ) e` di primaria importanza per i
B(1)-gruppi, ed e` pertanto preziosa la proposizione seguente, conseguenza
immediata di quanto detto finora e della Proposizione 3.
Proposizione 5. Siano G = 〈g1〉∗ + · · ·+ 〈gm〉∗ un B(1)-gruppo, e t il
morfismo di tenda associato alla detta rappresentazione. Allora
rankG(σ) = |partt(σ)| − 1
6. Tende
Sia G un B(n)-gruppo. Un tipo pi del typeset di G si dira` tipo primo o,
semplicemente, un Primo di G se pi e` ∨-irriducibile (rispetto all’inclusione
T(G) ↪→ T), se cioe` ∨
{σ ∈ T(G)|σ < pi} < pi.
Sono ovviamente Primi di G i tipi minimali (gli atomi) di T(G), cioe` i
tipi che coprono minT(G) = ∧{σ|σ ∈ T(G)}. Per ragioni che appariranno
chiare tra breve, minT(G) non e` un primo di G, mentre t(0) = ∞ e` un
primo triviale che viene di solito trascurato.
Giova osservare che un Primo di G non e` necessariamente un tipo mini-
male di T(G), come mostra l’esempio seguente.
Esempio 2. Sia G = 〈g1〉∗+ · · ·+〈g4〉∗, g1+ · · · +g4 = 0 il B(1)-gruppo
con base di tipi:
t1 = ( ∞, 0, ∞, 0, 0, 0, . . . )
t2 = ( ∞, 0, 0, ∞, 0, 0, . . . )
t3 = ( 0, ∞, 0, ∞, 0, 0, . . . )
t4 = ( 0, ∞, 0, 0, ∞, 0, . . . ).
I tipi minimali di T(G) sono i seguenti:
pi1 = t1 ∧ t2 = ( ∞, 0, 0, 0, 0, . . . )
pi2 = t3 ∧ t4 = ( 0, ∞, 0, 0, 0, . . . )
pi3 = t2 ∧ t3 = ( 0, 0, 0, ∞, 0, . . . )
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ai quali vanno aggiunti i seguenti due tipi primi non minimali:
pi4 = t1 = ( ∞, 0, ∞, 0, 0, 0, . . . )
pi5 = t4 = ( 0, ∞, 0, 0, ∞, 0, . . . ).
Si osservi inoltre che — proprio come accade in particolare per gli atomi
— un tipo di T(G) che siag-irriducibile e` anche ∨-irriducibile (ed e` quindi un
Primo di G), mentre in generale e` falso il viceversa, come mostra l’esempio
seguente.
Esempio 3. Sia G = 〈g1〉∗+ · · ·+〈g5〉∗, g1+ · · · +g5 = 0 il B(1)-gruppo
con base di tipi:
t1 = ( ∞, ∞, ∞, 0, 0, 0, . . . )
t2 = ( ∞, 0, 0, ∞, 0, 0, . . . )
t3 = ( 0, 0, 0, ∞, ∞, 0, . . . )
t4 = ( 0, ∞, 0, ∞, 0, 0, . . . )
t5 = ( 0, ∞, 0, 0, ∞, 0, . . . ).
I tipi minimali di T(G) sono i seguenti:
pi1 = t1 ∧ t2 = ( ∞, 0, 0, 0, 0, 0, . . . )
pi2 = t1 ∧ t4 ∧ t5 = ( 0, ∞, 0, 0, 0, 0, . . . )
pi3 = t2 ∧ t3 ∧ t4 = ( 0, 0, 0, ∞, 0, 0, . . . )
pi4 = t3 ∧ t5 = ( 0, 0, 0, 0, ∞, 0, . . . )
ai quali va aggiunto il tipo primo non minimale:
pi5 = t1 = ( ∞, ∞, ∞, 0, 0, . . . ) = pi1 g pi2
L’insieme dei Primi di G sara` denotato con Π(G). Ovviamente ogni tipo
σ del typeset di G e` l’estremo superiore (il ∨ in T) dei tipi Primi minori o
uguali di esso:
σ =
∨
{pi ∈ Π(G)|pi ≤ σ} ∀σ ∈ T(G).
Procediamo ora a definire la tenda associata ad una rappresentazione di
G
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
con relazioni
αl,1g1 + · · · + αl,mgm = 0 (l ∈ L = {1, . . . , n})
e base di tipi
(t1, . . . , tm).
Posto (come al solito) I = {1, . . . ,m}, Π(G) = {pi1, . . . , pir}
4 e P :=
{1, . . . , r}, si considera la {0, 1}-tabella[δi,s]i∈I,s∈P , con m righe indicizzate
in I, ed r colonne indicizzate in P , le cui entrate sono definite come segue:
δi,s :=
{
0 se pis  ti
1 se pis ≤ ti.
4Si osservi che la definizione di tenda procede a partire da un ordinamento dell’insieme
dei primi, che non puo` che essere arbitrario. Di tale arbitrarieta` si dovra` tener conto
quando si procedera` alla definizione dei cambi-base di una tenda (vedi Cap. 2).
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Denotata con A = {A1, . . . , Ak} la partizione-base, si definisce tenda
(della rappresentazione) di G la coppia t(G) :=
(
[δi,s]i∈I,s∈P ,A
)
.
Alle righe di t(G) si da il nome di tipi della base, alle colonne il nome di
Primi (della tenda); infine, i blocchi A1, . . . , Ak della partizione-base sono
detti le sezioni della tenda.
Si ottiene cos`ı una {0, 1}-tabella sezionata sulle righe. Se pi e` un Primo
della tenda, si definisce lo zero-blocco Z(pi) di pi come l’insieme degli indici
di riga che hanno 0 sulla colonna di pi:
Z(pi) = {i ∈ I|pi  ti}
e, di conseguenza, il supporto di pi e`
supp(pi) := I \ Z(pi) = {i ∈ I|pi ≤ ti}.
Per agilita` di notazione le entrate uguali a 0 della tenda verrano indicate
come punti (e per questo chiamati a volte “buchi” della tenda), e gli indici
di riga si scriveranno ancora (t1, . . . , tm) con abuso di notazione: e` impor-
tante infatti capire — come sara` piu` chiaro in seguito quando si parlera` di
isoscenismo e realizzazioni concrete — che, quale che sia il modo in cui e`
stata ottenuta la tenda (da una data rappresentazione di un B(n)-gruppo o
definita ad arbitrio, con il solo vincolo delle condizioni di regolarita` per la
base di tipi), essa descrive non un solo gruppo di Butler, bens`ı un’infinita`
di gruppi di Butler, in generale non quasi-isomorfi tra loro, ed i “tipi” e
i “Primi” della tenda sono suscettibili di infinite interpretazioni in T; cia-
scuna di queste interpretazioni concrete definisce di conseguenza un proprio
sotto-∧-semireticolo di T.
Quelle scritte qui di seguito sono le tende dei B(n)-gruppi degli esempi
1, 2 e 3 fatti in precedenza.
Tenda dell’esempio 1 (pag. 11)
t1 = 1 1 • •
t2 = • • 1 1
t3 = • 1 • 1
t4 = • 1 1 •
t5 = 1 • • 1
t6 = 1 • 1 •
Tenda dell’esempio 2 (pag. 15)
t1 = 1 • 1 • •
t2 = 1 • • 1 •
t3 = • 1 • 1 •
t4 = • 1 • • 1
Tenda dell’esempio 3 (pag. 16)
t1 = 1 1 1 • •
t2 = 1 • • 1 •
t3 = • • • 1 1
t4 = • 1 • 1 •
t5 = • 1 • • 1
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Con l’aiuto dell’Esempio 2, introduciamo quanto accennato sull’infinita`
di interpretazioni di cui e` suscettibile la tenda. E` facile verificare che se
in tale esempio si sostituisce la base di tipi (t1, . . . , tm), ad. es., con la
seguente
t′1 = ( 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, . . . )
t′2 = ( 1, 1, 0, 1, 0, 1, 1, 1, 0, 1, 0, 1, . . . )
t′3 = ( 1, 0, 1, 1, 1, 0, 1, 0, 1, 1, 1, 0, . . . )
t′4 = ( 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, . . . ).
si ottiene ancora la stessa tenda
t′1 = 1 • 1 • •
t′2 = 1 • • 1 •
t′3 = • 1 • 1 •
t′4 = • 1 • • 1
dove i primi sono ancora ottenuti allo stesso modo:
pi′1 = t
′
1 ∧ t′2 = ( 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, . . . )
pi′2 = t
′
3 ∧ t
′
4 = ( 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, . . . )
pi′3 = t
′
2 ∧ t
′
3 = ( 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, . . . )
pi′4 = t
′
1 = ( 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, . . . )
pi′5 = t
′
4 = ( 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, 2, 0, . . . ).
E` immediato osservare che i due B(1)-gruppi considerati hanno lo stesso
rango 3, e i loro typeset sono reticoli isomorfi, mentre i gruppi sono ben
lontani dall’essere (quasi-)isomorfi! Non e` difficile constatare che esempi e
situazioni analoghe se ne possono fornire in quantita`. 5
Quanto esemplificato finora giustifica dunque le definizioni seguenti.
Definizione 4. Siano G d G′ B(n)-gruppi dati rispettivamente median-
te le rappresentazioni:
G =〈g1〉∗ + · · · + 〈gm〉∗
relazioni: αl,1g1 + · · · + αl,mgm = 0 (l ∈ L = {1, . . . ,m}),
base di tipi: (t1, . . . , tm),
e
G′ =〈g′1〉∗ + · · ·+ 〈g
′
m〉∗
relazioni: α′l,1g
′
1 + · · · + α
′
l,mg
′
m = 0 (l ∈ L = {1, . . . ,m}),
base di tipi: (t′1, . . . , t
′
m).
Le rappresentazioni di G e G′ si dicono isosceniche se hanno la medesima
tenda.
Definizione 5. Due gruppi di Butler G e G′ si dicono isoscenici se
posseggono rispettive rappresentazioni tra loro isoceniche.
5A tal proposito si osservi che e` necessaria attenzione nella scelta dei tipi contenenti
divisibilita` finite (attenzione che deve essere rivolta proprio al modo in cui i primi si
ottengono dai tipi della base); al contrario, quando ci si limita a tipi contenenti solo
divisibilita` pari a zero o infinito, allora ottenere una nuova classe di isomorfismo di B(n)-
gruppo e` facile quanto scegliere un insieme di numeri primi. Si veda in particolare quanto
detto in seguito a proposito dei tipi ridotti
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Una tenda viene anche definita senza riferimento ad una rappresentazio-
ne di un B(n)-gruppo.
Definizione 6. Siano m,n, r numeri naturali tale che n ≤ m e r ≤
2m(= |Pm|). Una (m,n)-tenda e` una terna t : (n, [δi,s]i∈I,s∈P ,A), dove:
- [δi,s] e` una {0, 1}-tabella, con indici di riga I = {1, . . . ,m}, indici di
colonna P = {1, . . . , r} e con le colonne a due a due distinte
- A = {A1, . . . ,Ak} e` una partizione di I con n ≤ k(≤ m).
L’intero n e` detto il rango di t; le colonne di [δi,s] sono detti i Primi della
tenda e le righe costituiscono la base della (m,n)-tenda.
Se k = 1, cioe` A = maxP(m), allora il rango di t e` n = 1 e si parlera`
semplicemente di m-tenda.
Prima di analizzare in generale le proprieta` delle tende dei gruppi di
Butler, giova premettere le considerazioni seguenti. Si e` gia` accennato che
ad una (m,n)-tenda t corrispondono infinite realizzazioni concrete di t come
tenda di un B(n)-gruppo; questo permette di dare un B(n)-gruppo prescin-
dendo dai tipi concreti della base (e limitandosi dunque ai Primi della tenda)
ovvero dare il gruppo a meno di isoscenismi.
Il vantaggio di tale punto di vista risiede nel fatto che molte proprieta`
strutturali di un B(n)-gruppo sono fortemente influenzate dalla sua classe
di isoscenismo, cioe` dalla (m,n)-tenda di una sua rappresentazione; anzi,
se ci limita ai B(1)-gruppi la tenda determina proprieta` strutturali quali
indecomponibilita`, scomposizione in addendi diretti e rango dei sottogruppi
pienamente invarianti G(σ).
Un problema connesso allo studio dei gruppi di Butler “a meno di iso-
scenismi”, ovvero dati mediante una tenda, e` che in generale un gruppo di
Butler possiede una diversa tenda per ogni sua rappresentazione, cos`ı che
non e` affatto ovvio stabilire se due gruppi di Butler G e G′ siano o no iso-
scenici, quando G e G′ vengano dati mediante loro rappresentazioni: una
soluzione del problema dipende chiaramente dalla individuazione dei cambi-
base (dei cambi di rappresentazioni) di un gruppo di Butler e questa e` una
questione aperta e ben lontana da un qualsivoglia approccio per una sua
soluzione. L’unica eccezione e` costituita dalla classe dei B(1)-gruppi, per
i quali il problema dei cambi-base e` ampiamente risolto, con vari tipi di
approcci, i quali hanno in comune la riduzione della questione in ambito
Z2-lineare. Allo studio dei cambi-base in un nuovo ambito, lo spazio delle
parti pari su un insieme, e` dedicato il Capitolo 3 del presente lavoro (vedi
anche [M]).
7. Calcolo delle partizioni minime mediante i Primi.
Nella Sezione 5 si e` visto come il calcolo del rango dei sottogruppi pie-
namente invarianti G(σ) puo` essere ricondotto al calcolo della partizione
minima partt(σ). In questa sezione mostriamo come la tenda permetta il
calcolo effettivo di tali partizioni.
Allo scopo premettiamo una proposizione di carattere generale.
Proposizione 6. Sia G = 〈g1〉∗ + · · · + 〈gm〉∗ un B(n)-gruppo con le
relazioni
αl,1g1 + · · · + αl,mgm = 0 (l ∈ L = {1, . . . , n})
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e base di tipi (t1, . . . , tm).Se pi e` un Primo (non triviale) di G allora
pi = ∧{ti|pi ≤ ti}
(
= τ
(
Z(pi)−1
))
Dimostrazione. Sia g ∈ G \ {0} tale che tG(g) = pi. Si ha allora
pi = ∨{τ
(
Z−1
)
|Z ∈ maxfam(g)}.
Ne segue, poiche´ pi e` ∨-irriducibile, che ∃Z ∈ maxfam(g) tale che
pi = τ
(
Z−1
)
= ∧{ti|i ∈ Z
−1},
sicche´ e` non vuoto l’insieme {i ∈ I|pi ≤ ti}. Posto ∧{ti|pi ≤ ti} = σ si ha
ovviamente pi ≤ σ e quindi
σ = σ ∨ pi = (∧{ti|pi ≤ ti}) ∨ pi = ∨{ti ∧ pi|pi ≤ ti} = pi.

Corollario 1. Se G e` un B(1)-gruppo, allora la partizione minima di
un primo pi e` la puntata sul supporto di pi:
partt(pi) = pZ(pi)−1
e
rankG(pi) = m− |Z(pi)|
Dimostrazione. Segue subito dalle Proposizioni 6 e 5. 
Come detto nella Sezione 6, ogni tipo del typeset di G e` estremo supe-
riore dei primi minori o uguali di esso. Il passaggio alla partizione minima
conserva l’operazione di estremo superiore.
Proposizione 7. Sia σ ∈ T(G) e sia F = {pi ∈ Π(G)|pi ≤ σ}. Allora e`
partt(σ) =
∨
pi∈F
partt(pi) =
∨
pi∈F
pZ(pi)−1
.
Dimostrazione. La seconda ugualianza segue dal Corollario 1. Indi-
cata allora con A la partizione a secondo membro, si osservi prima che il
morfismo di tenda t associa ad A il tipo σ, e che non associa σ ma un
tipo inferiore ad una qualsiasi partizione che si ottiene da A per ulteriore
suddivisione di qualche suo blocco; quindi non puo` che essere uguale alla
partizione minima partt(σ). 
Giova riportare, mediante una figura tratta da [DVM4], un metodo
grafico con cui e` possibile calcolare la partizione minima associata ad un
prodotto di Primi relativi ad una tenda data: in essa si mostra come si possa
calcolare l’estremo superiore di puntate sui supporti dei primi connettendo
gli zero-blocchi in orizzontale e verticale, secondo una procedura chiamata
Pulling the strings, e considerando singleton gli eventuali elementi di I =
{1, . . . ,m} che non appartengono ad alcuno zero-blocco.
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Nella figura si mostra il calcolo della partizione minima del tipo σ che e`
estremo superiore dei tipi marcati con l’asterisco, che risulta essere
{{2}, {1, 5}, {3, 4, 6, 7, 8}}.
Il rango del G(σ) corrispondente e` dunque 2.
8. Uno strumento per lo studio dei sottospazi coordinati di B(m)
Si e` visto che i sottogruppi pienamente invarianti G(σ) di un B(1)-
gruppo G = 〈g1〉∗ + · · · + 〈gm〉∗ sono associati a particolari partizioni di
{1, . . . ,m}. In questa sezione verra` illustrato uno strumento che mette
in relazione, in un contesto piu` generale, le partizioni di P(m) e particolari
sottospazi coordinati di B(m). Esso tornera` utile nello studio dei cambi-base
dei B(1)-gruppi, nel Capitolo 2.
Ad ogni partizione C = {C1, . . . , Ck} di I resta associato il sottospazio
V (C) di B(m) costituito dalle bipartizioni maggiori o uguali di C:
V (C) := {bE ∈ B(m)|bE ≥ C}.
Essendo per ogni n-pla di bipartizioni bE1 + · · · + bEn ≥ bE1 ∧ · · · ∧ bEn, si
ha che V (C) e` un sottospazio di B(m) e che (bC1 , . . . , bCk) e` una sua base
ridondante:
V (C) = 〈bC1〉+ · · · + 〈bCk〉 e
k∑
j=1
bCj = 0
quindi dimV (C) = |C| − 1.
Proposizione 8. Siano C,D ∈ P(m). Allora:
(i.) V (C ∨ D) = V (C) ∩ V (D)
(ii.) V (C ∧ D) ≥ V (C) + V (D)
(iii.) C ≤ D se e solo se V (D) ≤ V (C)
Le dimostrazioni di (i.),(ii.),(iii.) sono ovvie. Per il punto (ii.) si osservi
che l’inclusione puo` essere stretta. Ad esempio, posto C = b{1,2}, D =
b{1,3} ∈ P(4), si ha
V (C ∧ D) = V (minP(4)) = B(4)
mentre V (C) + V (D) = {0, b{1,2}, b{1,3}, b{1,4}}.
Dalla Proposizione 8 segue subito che l’applicazione
V : C ∈ P(m)→ V (C) ∈ L(B(m))
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e` un ∨-monomorfismo duale del reticolo (P(m),∧,∨) nel reticolo (L(B(m)),∩,+)
dei sottospazi di B(m) (spazio proiettivo di dimensione m− 2 su Z2). Si os-
servi che tale ∨-immersione duale non e` suriettiva (se m ≥ 4); precisamente:
se W e` un sottospazio di B(m) e (bC1 , . . . , bCk) e` una sua base allora
W ∈ ImV se e solo se W = V (bC1 ∧ . . . ∧ bCk).
E` immediato osservare che le immagini mediante V delle partizioni pun-
tate sono i sottospazi coordinati di B(m) rispetto alla sua base ridondante
(p1, . . . , pm); infatti, se pA e` una partizione puntata su A si ha
6
V (pA) = 〈pi|i ∈ A〉
e, se A 6= I allora {pi, bA−1 |i ∈ A} e` una base ridondante di V (pA). Di
conseguenza V (pA) ha dimensione |A|, fatta eccezione per V (pI) = B(m) la
cui dimensione e` |I| − 1.
Si osservi infine che V (pA) e` isomorfo allo spazio delle bipartizioni su
IA := A ∪ {A
−1}. Infatti se bE ∈ V (pA) e` A
−1 ⊆ E o A−1 ⊆ E−1; a meno
di cambiare il rappresentante E di bE , si puo` assumere A
−1 ⊆ E e
bE ∈ V (pA)→ b(E∩A)∪{A−1} ∈ B(IA)
e` un isomorfismo di Z2-spazi vettoriali.
9. Sulla nozione di regolarita`
Definizione 7. Un sottoinsieme F di I = {1, . . . ,m} si dice regolare-
minimale rispetto alle relazioni di G se indicizza un insieme dipendente-
minimale di colonne della matrice A = [αl,i]l∈L,i∈I delle relazioni di G. Un
sottoinsieme regolare di I e` una unione di sottoinsiemi regolari-minimali.
E` immediato verificare che F e` un sottoinsieme regolare-minimale se e
solo se
rankA[F ] = rankA[F \ {i}] = |F | − 1, ∀i ∈ F.
Poiche´ rankA = n e una riga (la prima riga) di A e` (1, . . . , 1) (relazione
diagonale), si ha che, se F e` minimale-regolare, allora 2 ≤ |F | ≤ n+1. In par-
ticolare, se n = 1, cioe` si tratta di un B(1)-gruppo (e dunque A = (1, . . . , 1)
allora i sottoinsiemi regolari-minimali sono tutti e soli i sottoinsiemi di ordine
2.
Proposizione 9. La n-regolarita` della base di tipi (t1, . . . , tm) di
G equivale alla seguente proprieta` della tenda t(G) di G: l’insieme dei
buchi (degli zeri) di ogni colonna di t(G) e` un sottoinsieme regolare (di
I = {1, . . . ,m}) rispetto alle relazioni di G.
Per una dimostrazione dettagliata si rinvia a [DVM11] o [DVM16].
Qui ci si limita ad osservare che essa si ottiene abbastanza facilmente, te-
nendo presente il calcolo dei tipi tG(gi) con i ∈ I, quando si parta da una
qualsiasi m-pla (t1, . . . , tm) di tipi. In particolare, si ha:
tG(gi) = ∨{τ
(
Z−1
)
|Z ∈ maxfam(gi)},
6Si osservi pero` che se |A| = m− 1 allora V (pA) = V (pI).
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dove Z ∈ maxfam(gi) se e solo se Z indicizza le equazioni di un sottosistema
compatibile massimale di
Sys(g) :
{∑n
l=1 αl,jλl = 0 se j ∈ I \ {i}∑n
l=1 αl,iλl + 1 = 0
Definizione 8. Una (m,n)-tenda t = (n, [δi,s],A) si dice regolare se
esiste una matrice A, (n ×m su Q) tale che rankA = n e gli zero-blocchi
delle colonne sono sottoinsiemi di I regolari rispetto ad A.
Ad esempio non e` regolare la (4, 2)-tenda seguente
t1 = • • • 1 1 1
t2 = • 1 1 • • 1
t3 = 1 • 1 • 1 •
t4 = 1 1 • 1 • •
con partizione-base minP(4) e aventi per colonne tutte le possibili colonne
contenenti esattamente due buchi. In particolare, quale che sia una matrice
A =
[
1 1 1 1
α1 α2 α3 α4
]
con gli αi a due a due distinti, nel calcolo della base di tipi di un qualsia-
si B(2)-gruppo, si deve passare dalla tenda data ad una ottenuta da essa
“riempendo i buchi”; ovvero la tenda data non e` tenda di alcun B(2)-gruppo
regolare.
Sono invece regolari le (4, 2)-tende seguenti
t1 = • • • 1
t2 = • • 1 •
t3 = • 1 • •
t4 = 1 • • •
e
t1 = • • • • 1
t2 = • • • 1 •
t3 = 1 • 1 • •
t4 = 1 1 • • •
e ogni altra tenda che si ottiene da esse sopprimendo colonne (come si suol
dire “cancellando primi”).
E` immediato osservare che una m-tenda (cioe` n = 1, A = maxP(m)) e`
regolare se e solo se ogni colonna ha almeno due buchi.
10. La notazione degli interi liberi da quadrati
Una maniera comoda ed efficace di dare una tenda, che sara` usata spesso
in tutta l’esposizione, e` la seguente. Sia (N∗,M.C.D.,m.c.m.) il reticolo degli
interi positivi liberi da quadrati, con l’aggiunta di un massimo “∞”. Data
una (m,n)-tenda t = (n, [δi,s]i∈I,s∈P ,A), si scelgono (ad arbitrio) un insieme
di Π di r numeri primi distinti e una biezione
s ∈ P = {1, . . . , r} 7→ qs ∈ Π
e si indicizzano le colonne (i Primi) di t coerentemente con essa, scrivendo qs
in luogo di 1 nella s-ma colonna. Cos`ı ogni riga ti della tenda viene scritta
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come prodotto di numeri primi distinti. Se t e` regolare, cioe` e` la tenda di un
B(n)-gruppo G, allora la biezione s 7→ qs induce il seguente monomorfismo
σ ∈ T(G) 7→
{
∞ se σ =∞
Π{qs|qs ≤ σ} se σ 6=∞
il quale immerge (T(G),∧,g) in (N∗,M.C.D,m.c.m.), ove si tenga presente
che ogni tipo σ di T(G) e` l’estremo superiore (in T) dei tipi Primi minori o
uguali di esso. Cos`ı ogni tipo del typeset di G viene rappresentato come pro-
dotto di numeri primi (distinti) e, con abuso di notazione e di terminologia,
si scrivera`
σ = Π{qs|qs ≤ σ}
e si dira` che un primo q divide o no il tipo σ, o che q divide o non divide un
elemento g ∈ G, rispettivamente quando q divida o no tG(g).
Giova osservare che tale “divisibilita`” non ha alcun legame con la divi-
sibilita` consueta in un gruppo, ovvero di un elemento g ∈ G per la potenza
di un numero primo, la quale definisce il tipo tG(g) di g in G. Tuttavia,
tra le (infinite) realizzazioni concrete di un B(n)-gruppo dato, a meno di
isoscenismi, mediante una (m,n)-tenda t, ce ne sono alcune standard, legate
alla divisibilita` consueta. Precisamente, data una (m,n)-tenda regolare t,
rappresentata nella maniera appena descritta, ovvero mediante un insieme
Π = {q1, . . . , qs} di numeri primi, si considerano i tipi ridotti (minimali
in T) ρs, che hanno ∞ sulla componente s relativa alla divisibilita` per qs
e 0 altrove (dunque infinita divisibilita` per qs e divisibilita` definitivamente
nulla per tutti gli altri primi)7. Con tale scelta si ottiene un B(n)-gruppo
concreto G, con t(G) = t, il cui typeset e` costituito da tipi ridotti, cioe` tipi
che hanno un numero finito di ∞ e 0 altrove. In particolare la base di tipi
(t1, . . . , tm) = (tG(g1), . . . , tG(gm)) e` costituita dai tipi ridotti
ti = ∨{ρs|qs divide ti} = ∧{ρs|i /∈ Z(qs)}.
Ad esempio, le tende degli Esempi ammettono le seguenti realizzazioni
concrete.
Realizzazione concreta “standard” dell’ Esempio 1,
t1 = q1 q2 • • = (0, . . . , 0, ∞, ∞, 0, 0, 0 . . .)
t2 = • • q3 q4 = (0, . . . , 0, 0, 0, ∞, ∞, 0 . . .)
t3 = • q2 • q4 = (0, . . . , 0, ∞, 0, ∞, 0, 0 . . .)
t4 = • q2 q3 • = (0, . . . , 0, 0, ∞, ∞, 0, 0 . . .)
t5 = q1 • • q4 = (0, . . . , 0, ∞, 0, 0, ∞, 0 . . .)
t6 = q1 • q3 • = (0, . . . , 0, ∞, 0, ∞, 0, 0 . . .)
Realizzazione concreta “standard” dell’ Esempio 2,
t1 = q1 • q3 • • = (0, . . . , 0, ∞, 0, ∞, 0, 0, 0 . . .)
t2 = q1 • • q3 • = (0, . . . , 0, ∞, 0, 0, ∞, 0, 0 . . .)
t3 = • q2 • q3 • = (0, . . . , 0, 0, ∞, 0, 0, 0, 0 . . .)
t4 = • q2 • • q4 = (0, . . . , 0, 0, ∞, 0, 0, ∞, 0 . . .)
7ρs e` il tipo del gruppo additivo dei razionali qs-adici
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Realizzazione concreta “standard” dell’ Esempio 3
t1 = q1 q2 q3 • • = (0, . . . , 0, ∞, ∞, ∞, 0, 0, 0 . . .)
t2 = q1 • • q4 • = (0, . . . , 0, ∞, 0, 0, ∞, 0, 0 . . .)
t3 = • • • q4 q5 = (0, . . . , 0, 0, 0, 0, ∞, ∞, 0 . . .)
t4 = • q2 • q4 • = (0, . . . , 0, 0, ∞, 0, ∞, 0, 0 . . .)
t5 = • q2 • • q5 = (0, . . . , 0, 0, ∞, 0, 0, ∞, 0 . . .)
E’ da notare che tutti i su mostrati esempi di realizzazioni concrete mostrano
solo per comodita` di scrittura tipografica i numeri primi qs “adiacenti”,
cioe` corrispondenti ad un intervallo di indici s ∈ N, essendo come prima
specificato, del tutto arbitraria la corrispondenza s 7→ qs.
CAPITOLO 2
Isomorfismi e cambi-base di gruppi di Butler
La possibilita` di studiare i cambi di base e` alquanto rara nella teoria
dei gruppi abeliani; nella Sezione 2 si introduce l’argomento per i gruppi
di Butler. A quella che — allo stato attuale della ricerca — costituisce la
parte piu` consistente della teoria dei cambi-base, ovvero quella riguardante i
B(1)-gruppi, viene dato spazio nella Sezione 3, principalmente per illustrare
il punto dal quale prende le mosse l’ulteriore sviluppo della teoria, che e`
descritto nel Capitolo 3. Infine, nella Sezione 4 si fa il punto delle proprieta`
conservate dai cambi-base dei B(1)-gruppi e che costituiscono il punto di
forza dello studio dei B(1)-gruppi di Butler a meno di isoscenismi.
Nella seguente Sezione 1 viene illustrato come tale studio non sia, come
potrebbe sembrare, lo studio delle relazioni tra typeset e struttura gruppale,
bens`ı piu` propriamente lo studio delle relazioni d’ordine, nel typeset, tra
gli elementi ∨-irriducibili e i generatori del gruppo (ovvero l’insieme delle
relazioni che sono rappresentate nella tenda del gruppo) e dell’influenza di
tali relazioni sulla struttura gruppale.
1. I rapporti tra typeset e struttura gruppale.
Siano, per un fissato n, G ed H due B(n)-gruppi di Butler; il fatto che
G ed H abbiano ugual rango e stesso typeset non implica che G ed H siano
isomorfi; cio` anche quando si richieda che uno dei due o entrambi siano
indecomponibili.
Tale ultima richiesta nasce dal fatto che e` molto facile esibire due B(1)-
gruppi di Butler decomponibili, aventi stesso rango, stesso typeset e non
isomorfi. Un esempio non troppo banale puo` essere il seguente.
Esempio 4.
G = 〈g1〉∗ + · · ·+ 〈g5〉∗
g1 + · · · + g5 = 0
Tenda:
t1 = q1 • • • = (∞, 0, 0, 0, 0, . . . )
t2 = q1 • q3 • = (∞, 0, ∞, 0, 0, . . . )
t3 = • q2 • q4 = (0, ∞, 0, ∞, 0, . . . )
t4 = • q2 • • = (0, ∞, 0, 0, 0, . . . )
t5 = • q2 q3 • = (0, ∞, ∞, 0, 0, . . . )
e
H = 〈h1〉∗ + · · · + 〈h5〉∗
h1 + · · · + h5 = 0
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Tenda:
u1 = q1 q2 • • = (∞, ∞, 0, 0, 0, . . . )
u2 = q1 • q3 • = (∞, 0, ∞, 0, 0, . . . )
u3 = • q2 • q4 = (0, ∞, 0, ∞, 0, . . . )
u4 = q1 • • • = (∞, 0, 0, 0, 0, . . . )
u5 = • q2 q3 • = (0, ∞, ∞, 0, 0, . . . )
E` immediato verificare che entrambi i gruppi hanno rango 4 e che T(G) =
T(H):
?
???? ??
???? ????????????
?
Tuttavia i due gruppi non sono isomorfi: ad es. G = 〈g2〉∗ ⊕ 〈g3〉∗ ⊕ 〈g5〉∗ ⊕
〈g{1,2}〉∗ e` completamente decomponibile, mentre tale non e` H, che tra i suoi
addendi diretti
H = 〈h1〉∗ ⊕ 〈h3〉∗ ⊕H{3,5}
ha H{3,5} indecomponibile.
Si fornisce qui di seguito un esempio di due B(1)-gruppi non isomorfi,
aventi stesso rango e stesso typeset e dei quali uno solo e` indecomponibile.
Esempio 5. Siano G = 〈g1〉∗+ · · ·+ 〈g9〉∗ e H = 〈h1〉∗+ · · ·+ 〈h9〉∗, rap-
presentazioni di B(1)-gruppi di rango 8, con le rispettive relazioni diagonali
e le seguenti tende:
Tenda
1
di G
tG(g1) = p1 p2 p3 • • • r1 • •
tG(g2) = p1 p2 p3 • • • • r2 •
tG(g3) = p1 p2 p3 • • • • • r3
tG(g4) = • • p3 q1 q2 • • • •
tG(g5) = • p2 • q1 • q3 • • •
tG(g6) = p1 • • • q2 q3 • • •
tG(g7) = p1 • • q1 • • • • •
tG(g8) = • p2 • • q2 • • • •
tG(g9) = • • p3 • • q3 • • •
1In questo e nei successivi esempi, per ragioni di chiarezza espositiva si omettera` di
fornire un esempio di realizzazione concreta standard dei tipi della base, mediante l’espli-
citazione di una successione di divisibilita` ∞ o 0. Cio` proprio a ragione della semplicita` ed
al tempo stesso della arbitrarieta` di tale procedimento. Il lettore puo` comunque supporre,
per comodita`, fissata una siffatta realizzazione, come spiegato nella Sezione 10, Cap. 1
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Tenda di H
tH(h1) = p1 p2 p3 • • • r1 • •
tH(h2) = p1 p2 p3 • • • • r2 •
tH(h3) = p1 p2 p3 • • • • • r3
tH(h4) = • • p3 q1 q2 • • • •
tH(h5) = • p2 • q1 • q3 • • •
tH(h6) = p1 • • • q2 q3 • • •
tH(h7) = p1 p2 p3 • • • • • •
tH(h8) = p1 p2 p3 • • • • • •
tH(h9) = p1 p2 p3 • • • • • •
I due gruppi hanno lo stesso typeset, come si puo` verificare calcolan-
do le partizioni minime dei vari prodotti di primi, a partire dalle seguenti
osservazioni:
ti = ui ∀i = 1, . . . , 6
t7 = p1q1 = u{4,5}
t8 = p2q2 = u{4,6}
t9 = p3q3 = u{5,6}
u7 = u8 = u9 = p1p2p3 = τ{1, 2, 3}
D’altro canto rankG(p1) = 5 e rankH(p1) = 7 e quindi G ed H non sono
isomorfi. Si ha inoltre
partt(ti) = pi, ∀i = 1, . . . ,m
e pertanto G e` indecomponibile; invece H e` decomponibile, essendo
partu(u7) = partu(u8) = partu(u9) = {{1}, {2}, {3}, {4, 5, 6}, {7}, {8}, {9}}.
ed e` quindi
H = 〈h1〉∗ ⊕ 〈h2〉∗ ⊕ 〈h3〉∗ ⊕H{4,5,6} ⊕ 〈h7〉∗ ⊕ 〈h8〉∗
con H{4,5,6} indecomponibile.
Nel costruire esempi di questo tipo bisogna porre attenzione che oltre
agli isoscenismi non “a vista” dettati da cambi-base non banali, ci sono
quelli indotti da permutazioni sull’insieme delle colonne (il cui ordinamento
e` arbitrario) e sull’insieme delle righe (cambi-base banali). Quindi tende
apparentemente diverse possono essere isosceniche in maniera banale, come
mostra l’esempio seguente.
Esempio 6. ([DVM1]) Siano G = 〈g1〉∗+ · · ·+〈g9〉∗ e H = 〈h1〉∗+ · · ·+
〈h9〉∗, rappresentazioni di B(1)-gruppi di rango 8, con le rispettive relazioni
diagonali e le seguenti tende:
Tenda di G
tG(g1) = t1 = p1 p2 p3 q1 • • • • • • s2 s3
tG(g2) = t2 = p1 p2 p3 • q2 • • • • s1 • s3
tG(g3) = t3 = p1 p2 p3 • • q3 • • • s1 s2 •
tG(g4) = t4 = p1 • • q1 q2 q3 • r2 r3 • • •
tG(g5) = t5 = • p2 • q1 q2 q3 r1 • r3 • • •
tG(g6) = t6 = • • p3 q1 q2 q3 r1 r2 • • • •
tG(g7) = t7 = p1 p2 p3 q1 • • • • • s1 • •
tG(g8) = t8 = p1 p2 p3 • q2 • • • • • s2 •
tG(g9) = t9 = p1 p2 p3 • • q3 • • • • • s3
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Tenda di H
tH(h1) = u1 = p1 p2 p3 q1 • • • • • • s2 s3
tH(h2) = u2 = p1 p2 p3 • q2 • • • • s1 • s3
tH(h3) = u3 = p1 p2 p3 • • q3 • • • s1 s2 •
tH(h4) = u4 = p1 • • q1 q2 q3 • r2 r3 • • •
tH(h5) = u5 = • p2 • q1 q2 q3 r1 • r3 • • •
tH(h6) = u6 = • • p3 q1 q2 q3 r1 r2 • • • •
tH(h7) = u7 = p1 • • q1 q2 q3 r1 • • • • •
tH(h8) = u8 = • p2 • q1 q2 q3 • r2 • • • •
tH(h9) = u9 = • • p3 q1 q2 q3 • • r3 • • •
I gruppi hanno lo stesso typeset, come si puo` verificare calcolando le
partizioni minime dei vari prodotti di primi, a partire dalle seguenti osser-
vazioni:
ti = ui ∀i = 1, . . . , 6
t7 = u{2,3}
t8 = u{1,3}
t9 = u{1,2}
u7 = t{5,6}
u8 = t{4,6}
u9 = t{4,5}
Dopodiche´ con calcoli un po’ laboriosi non e` difficile provare che G e H
hanno lo stesso typeset. D’altro canto G ed H non sono isomorfi perche´
rankG(p) 6= rankH(p), per ogni primo p.
I due gruppi risultano indecomponibili, essendo
partt(ti) = partu(ui) = pi, ∀ = 1, . . . , 9.
In realta`, come anticipato, e` questo uno dei casi in cui permutazioni
opportune di righe e di colonne, in particolare
(p1, q1)(p2, q2)(p3, q3)(r1, s1)(r2, s2)(r3, s3)
sulle colonne e
(1, 4)(2, 5)(3, 6)
sulle righe, mostrano che i due gruppi sono in realta` isoscenici.
Da tali osservazioni sorge in maniera naturale il seguente problema a
tutt’oggi aperto
Due B(1)-gruppi indecomponibili, che abbiano stesso rango e stesso ty-
peset, sono di necessita` isoscenici?
Le difficolta` di ricerca di possibili controesempi a tale congettura fanno
propendere per una risposta affermativa, ma il problema resta aperto, ed
interessante: peculiarita` dei B(1)-gruppi sono i legami, di natura combina-
torica, tra tenda e typeset (vedi Pulling the string Sezione 7, Cap. 1) e tra
tenda e decomponibilita` (vedi Sezione 4 di questo capitolo), e la risposta al
quesito potrebbe venire dall’uso degli strumenti sviluppati nel Capitolo 3.
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2. Isomorfismi e cambi-base
Siano G un B(n)-gruppo regolare dato dalla rappresentazione RG se-
guente:
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
Matrice della relazioni: A = [αl,i]1≤l≤n
1≤i≤m
Base di tipi (t1, . . . , tm) e conseguente tenda t
ed H un B(n)-gruppo regolare dello stesso rango di G, con rappresentazione
RH
H = 〈h1〉∗ + · · ·+ 〈hm〉∗
Matrice della relazioni: B = [βl,i]1≤l≤n
1≤i≤m
Base di tipi (u1, . . . ,um) e conseguente tenda u
e siano G ed H isomorfi.
Allora G ed H hanno lo stesso typeset e quindi gli stessi tipi Primi, i
quali permettono di scrivere i tipi del typeset come loro “prodotti” (secondo
la convenzione introdotta in 10, Cap. 1). Sia f : G → H un isomorfismo e
si ponga:
f(gi) = h
′
i f
−1(hi) = g
′
i (i = 1, . . . ,m)
e
g′i =
m∑
j=1
γi,jgj h
′
i =
m∑
j=1
i,jhj (i = 1, . . . ,m)
con le ovvie appartenenze dei coefficienti γ ed  ai sottogruppi di Q che
danno le rispettive basi di tipi.
Allora f da` luogo a un cambio-base tra le rappresentazioni RG e RH ,
nel senso che le matrici
Φ = [γi,j ]1≤i,j≤m
e
Ψ = [i,j]1≤i,j≤m
godono delle proprieta`2
(∗)
{
ΦΨ− Im e` equivalente alla matrice A
ΨΦ− Im e` equivalente alla matrice B
(∗∗)
{
BΦ e` equivalente alla matrice A
AΨ e` equivalente alla matrice B
Si ha inoltre, per ogni i = 1, . . . ,m:
ui = tH(hi) = tG(g
′
i)
e
ti = tG(gi) = tH(h
′
i),
2Due matrici A1 e A2 su uno stesso campo K si dicono equivalenti se le righe di A1
sono combinazioni lineari delle righe di A2 e viceversa
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sicche´, per un Primo q si ha che q divide3 ui se e solo se q divide tG(
∑m
j=1 γi,jgj);
cio` e` equivalente a dire che Zt(q) e` contenuto in qualche insieme apparte-
nente a maxfamG(
∑m
j=1 γi,jgj). Analogamente si ha che q divide ti se e solo
se q divide tH(
∑m
j=1 i,jhj), quindi se e solo se Zu(q) e` contenuto in qualche
insieme appartenente a maxfamH(
∑m
j=1 i,jhj).
Esplicitando tali proprieta` in termini di Φ e Ψ si ha l’ulteriore coppia di
condizioni
(∗∗∗)


i /∈ Zu(q)⇔
Zt(q) e` contenuto in qualche insieme che indicizza un
sottosistema risolubile del sistema
Sys(g′i) =
∑n
l=1 αl,jλl + γi,j j = 1, . . . ,m
i /∈ Zt(q)⇔
Zu(q) e` contenuto in qualche insieme che indicizza un
sottosistema risolubile del sistema
Sys(h′i) =
∑n
l=1 βl,jλl + i,j j = 1, . . . ,m
Le proprieta` (∗), (∗∗) e (∗ ∗ ∗) assicurano che
tG(g) = tH(f(g)), ∀g ∈ G
tH(h) = tG(f
−1(h)), ∀h ∈ H.
Quindi il cambio-base (Φ,Ψ) tra RG e RH da` luogo a due nuove rappresen-
tazioni di G ed H:
R′G


G = 〈g′1〉∗ + · · ·+ 〈g
′
m〉∗
Matrice della relazioni: B = [βl,i]1≤l≤n
1≤i≤m
Base di tipi (u1, . . . ,um) = (tG(g
′
1), . . . , tG(g
′
m))
R′H


H = 〈h′1〉∗ + · · ·+ 〈h
′
m〉∗
Matrice della relazioni: A = [αl,i]1≤l≤n
1≤i≤m
Base di tipi (t1, . . . , tm) = (tH(h
′
1), . . . , tH(h
′
m))
Ovviamente e` valido il viceversa: i B(n)-gruppi G ed H sono isomorfi
qualora essi posseggano ciascuno due rappresentazioni, nel seguente modo:
RG


G = 〈g1〉∗ + · · ·+ 〈gm〉∗
Matrice della relazioni: A = [αl,i]1≤l≤n
1≤i≤m
Base di tipi (t1, . . . , tm)
R′G


G = 〈g′1〉∗ + · · ·+ 〈g
′
m〉∗
Matrice della relazioni: B = [βl,i]1≤l≤n
1≤i≤m
Base di tipi (u1, . . . ,um)
RH


H = 〈h1〉∗ + · · ·+ 〈hm〉∗
Matrice della relazioni: B = [βl,i]1≤l≤n
1≤i≤m
Base di tipi (u1, . . . ,um)
R′H


H = 〈h′1〉∗ + · · ·+ 〈h
′
m〉∗
Matrice della relazioni: A = [αl,i]1≤l≤n
1≤i≤m
Base di tipi (t1, . . . , tm).
3Ricordiamo che secondo la nomenclatura introdotta in 10 Cap. 1, un Primo q divide
un tipo ti di una tenda t se e solo se i appartiene al supporto di q in t
2. ISOMORFISMI E CAMBI-BASE 32
L’isomorfismo e` dato dall’applicazione f : G → H ottenuta prolungando
per linearita` le posizioni f(gi) = h
′
i, per i = 1, . . . ,m. Per verificarlo basta
ripercorrere le considerazioni fatte in precedenza, partendo dalle scritture
dei g′i e degli h
′
i in funzione dei gi e degli hi rispettivamente:
g′i =
m∑
j=1
γi,jgj , h
′
i =
m∑
j=1
i,jhj , i = 1, . . . ,m.
Si ottengono cos`ı le due matrici su Q
Φ = [γi,j ]1≤i,j≤m Ψ = [i,j ]1≤i,j≤m
e le proprieta` (∗), (∗∗) e (∗∗∗) sono assicurate dalle ipotesi fatte sulle coppie
di rappresentazioni di G e H, e cio` basta a garantire, come si voleva,
tG(g) = tH(f(g)), ∀g ∈ G
tH(h) = tG(f
−1(h)), ∀h ∈ H.
E` importante osservare che se G = H, si ha allora RG = R
′
H e RH = R
′
G
e l’isomorfismo f che si ottiene e` nient’altro che l’identita` 1G. Il cambio-base
che allora si ottiene e` semplicemente la riscrittura dei g′i in RG e dei gi in
R′G e questo, insieme alle considerazione fatte sul caso generale, assicura che
il calcolo del tipo in G di un g ∈ G non dipende dalle rappresentazioni RG
o R′G.
Non appare superfluo osservare che il lavorare con un sistema di genera-
tori con delle relazioni permette ad un B(n)-gruppo di avere cambi-base non
banali (ovviamente a meno di permutazioni degli elementi della sua base)
anche nel caso in cui esso ammetta4 solo automorfimi diagonali, dunque del
tipo
gi 7→ ρigi i = 1, . . . ,m
con ρi ∈ Ri \ {0}, Z ≤ Ri ≤ Q e t(Ri) = ti = tG(gi), per ogni i.
Uno dei piu` piccoli esempi di B(1)-gruppo indecomponibile di tal genere
e` il seguente:
Esempio 7. Sia G il B(1)-gruppo dato da
G = 〈g1〉∗ + · · ·+ 〈g4〉∗
g1 + · · ·+ g4 = 0
con tenda seguente
t1 = q1 q2 • •
t2 = • q2 q3 •
t3 = • • q3 q4
t4 = q1 • • q4
4Tale proprieta` e` ad esempio scatenata, insieme all’indecomponibilita`, dall’essere
G(ti) = 〈gi〉∗ ∀i = 1, . . . , m.
Si osservi, inoltre, che tale condizione e` equivalente all’indecomponibilita` nel caso dei
B(1)-gruppi.
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Poiche´ minT(G) = minT = t(Z), ne segue che i suoi unici automorfismi
sono ±1G. Tuttavia G possiede due cambi-base non banali. Il primo dato
da
Φ′ = Ψ′ =


−γ 0 0 0
γ γ 0 0
0 0 γ 0
γ 0 0 γ

 , γ = ±1
che da luogo alle relazioni
h′1 = −γg1, h
′
2 = γ(g1 + g2), h
′
3 = γg3, h
′
4 = γ(g1 + g4)
e alla tenda
t′1 = t(h
′
1) = q1 q2 • •
t′2 = t(h
′
2) = • q2 • q4
t′3 = t(h
′
3) = • • q3 q4
t′4 = t(h
′
4) = q1 • q3 •
e il secondo dato da
Φ′′ = Ψ′′ =


γ γ 0 0
0 −γ 0 0
0 γ γ 0
0 0 0 γ

 , γ = ±1
che da luogo alle relazioni
h′′1 = γ(g1 + g2), h
′′
2 = −γg2, h
′′
3 = γ(g2 + g3), h
′′
4 = γg4
e alla tenda
t′′1 = t1,2 = • q2 • q4
t′′2 = t2 = • q2 q3 •
t′′3 = t2,3 = q1 • q3 •
t′′4 = t4 = q1 • • q4
Basta una breve riflessione per rendersi conto che il problema della de-
terminazione dei cambi-base dei gruppi di Butler e` molto complesso e che e`
difficile individuare un qualche approccio generale. A riprova di cio`, non sono
molti i risultati in letteratura sui cambi-base dei B(n)-gruppi con n ≥ 2. La
situazione tuttavia e` molto diversa per i B(1)-gruppi, come viene mostrato
nella Sezione seguente.
3. Cambi-base di B(1)-gruppi
Lo studio dei cambi-base dei B(1)-gruppi e` reso agevole dalla possibilita`
di ricondurre tutte le problematiche in un ambito Z2-lineare e cio` consen-
te di lavorare solo sulle tende con strumenti essenzialmente combinatorici.
Il merito di tale riduzione del problema va principalmente a H.P.Goeters
e C.Megibben ([GM], 2001), anche se i loro risultati erano gia` presenti in
embrione in [FM] (1991) di L.Fuchs e C.Metelli. Inoltre, nel 2003 F.Barioli,
C.De Vivo e C.Metelli hanno ottenuto in [BDVM] alcuni risultati riguar-
danti le rappresentazioni di spazi vettoriali, i quali possono essere effica-
cemente utilizzati per semplificare le dimostrazioni di alcuni dei teoremi
ottenuti da Goeters e Megibben.
Riportiamo in sintesi il risultato principale di [BDVM], rimandando al
loro lavoro per i dettagli dimostrativi.
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Definizione 9. Sia K un campo e sia V un K-spazio vettoriale. Una
rappresentazione di V e` una coppia (V, (Vr)r∈Π) dove Π e` un insieme che
indicia la famiglia (Vr)r∈Π di sottospazi di V .
Definizione 10. Siano (V, (Vr)r∈Π) e (W, (Wr)r∈Π) due rappresenta-
zioni di K-spazi vettoriali V e W . Esse si dicono isomorfe se esiste un
isomorfismo ϕ : V → W tale che ϕ(Vr) =Wr per ogni r ∈ Π. Con abuso di
linguaggio si dice anche che ϕ e` un isomorfismo tra le due rappresentazioni.
Condizione necessaria affinche´ un tale isomorfismo esista e` ovviamente
la seguente proprieta` dell’intersezione:
(∩) dimV
⋂
r∈pi
Vr = dimW
⋂
r∈pi
Wr ∀pi ⊆ Π
La condizione non e` in nessun modo sufficiente in generale a garantire
l’esistenza di un isomorfismo tra le rappresentazioni, ed in [BDVM] gli
autori analizzano il problema nel caso ristretto, ma significativo, in cui i Vr
e Wr siano spazi coordinati rispetto a fissate basi.
Teorema 1 (Theorem 5.1, [BDVM]). Siano (V, (Vr)r∈Π) e (W, (Wr)r∈Π)
due rappresentazioni di K-spazi vettoriali V e W , e i sottospazi Vr, risp. Wr
siano, per ogni r ∈ Π sottospazi coordinati rispetto a fissate basi ridondanti
di V , risp. di W . Se le famiglie di sottospazi {Vr|r ∈ Π} e {Wr|r ∈ Π}
godono della proprieta` (∩) allora le due rappresentazioni sono isomorfe.
La significativita` del risultato e` legata al fatto che l’ipotesi della base
ridondante fa da spartiacque: se si ipotizza che i sottospazi siano coordinati
rispetto ad una base vera, la tesi segue facilmente, mentre e` possibile esibire
controesempi che mostrano come la tesi non puo` seguire in generale se i
sottospazi sono supposti coordinati rispetto ad un sistema di generatori piu`
ampio di una base ridondante.
Riprendiamo adesso la descrizione dei cambi-base, nel caso particolare
dei B(1)-gruppi. Se G = 〈g1〉∗+· · ·+〈gm〉∗ e` un B(1)-gruppo regolare, allora
l’unica sua relazione e` la relazione diagonale, a cui corrisponde la matrice
delle relazioni ∆m = [1, . . . , 1]. Siano allora RG ed R
′
G due rappresentazioni
di G, con rispettive basi di tipi (t1, . . . , tm) e (u1, . . . ,um).
Per un cambio-base di G tra le dette rappresentazioni, la proprieta` (∗∗)
si specializza5 adesso in:
(∗∗)′
{
Φ e Ψ sono matrici m × m su Q di rango m − 1 a
somma costante e non nulla sulle colonne
e le proprieta` (∗) diventa:
(∗)′
{
ΦΨ = [λj + δi,j ]1≤i,j≤m
ΨΦ = [µj + δi,j ]1≤i,j≤m
(δi,j simbolo di Kronecker)
5Si osservi che, in accordo con la letteratura sui B(1)-gruppi, le matrici delle rela-
zioni si scriveranno per colonne; nel sseguito e` stata dunque operata implicitamente la
trasposizione di matrici.
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dove i λj e i µj sono razionali. Infine, se Φ = [γj,i]1≤i,j≤m e Ψ = [j,i]1≤i,j≤m,
la proprieta` (∗ ∗ ∗) si traduce nella seguente:
(∗∗∗)′


i /∈ Zt(q)⇔
Zu(q) e` contenuto in un blocco di
partH(
∑m
j=1 j,ihj) = partH(gi)
i /∈ Zu(q)⇔
Zt(q) e` contenuto in un blocco di
partG(
∑m
j=1 γj,igj) = partG(hi)
ove si ricordi che maxfamG(g) = partG(g).
L’idea di Goeters e Megibben (e, in parte, di Fuchs e Metelli) consiste
nell’associare a ogni rappresentazione RG di un B(1)-gruppo G di rango
m− 1 una rappresentazione LG dello Z2-spazio vettoriale B(m) delle bipar-
tizioni di I = {1, . . . ,m}, ottenuta indicizzando in un opportuno insieme
Π = {q1, . . . , qm} sottospazi che corrispondano ai sottogruppi pienamente
invarianti G(σ), con σ Primo del gruppo G. In tal modo essi dimostrano che
se G ed H sono B(1)-gruppi di rango m− 1, allora G e H risultano isomorfi
se e solo se sono isomorfe le Z2-rappresentazioni LG e LH , ed in tal caso un
automorfismo tra le rappresentazioni e` dato da un automorfismo E di B(m).
Se E e` scritto rispetto alla base ridondante delle bipartizioni puntate
(p1, . . . , pm), allora e` E = (bE1 , . . . , bEm) m-pla di bipartizioni ammissibi-
le6, che da luogo al seguente cambio-base:
hi = γigEi , gi = ihFi (i = 1, . . . ,m)
dove (bF1 , . . . , bFm) = E
−1, cioe`, indicando con δC la funzione caratteristica
di un qualsiasi C ⊆ I
Φ = [γiδEj (i)]1≤i,j≤m, Ψ = [j , δFj (i)]1≤i,j≤m,
dove i γi e gli i sono razionali non nulli (con le ovvie appartenenze ai
sottogruppi di Q(+) che danno le basi di tipi), e si ha in Qm la somma
costante delle colonne, ovvero:
γ1δE1 + · · ·+ γmδEm = γδI (γ 6= 0)
1δF1 + · · ·+ mδFm = δI ( 6= 0)
e quindi la validita` delle (∗)′.
Tale cambio-base, tradotto sulle tende t e u diventa:{
ui = tEi = t(bEi)
ti = uFi = t(bFi)
(i = 1, . . . ,m).
3.1. Da Q a Z2. Sia G un B(1)-gruppo dato mediante l’usuale rappre-
sentazione che contempla la relazione diagonale, e la base di tipi (t1, . . . , tm);
inoltre secondo le convenzioni adottate nella Sezione 10 Cap. 1, sia Π(G) =
{pi1, . . . , pin} l’insieme dei tipi Primi del typeset T(G) di G e sia Π =
{q1, . . . , qn} un insieme di numeri primi che indicizza le colonne della tenda
t e che consente di scrivere ogni tipo σ ∈ T(G) come prodotto di primi.
6E` la terminologia originaria usata in [FM], e semplicemente indica una m-pla di
bipartizioni dipendente minimale.
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Ricordiamo che in un B(1)-gruppo i tipi σ sono associati a partizioni
partt(σ) e queste, a loro volta, determinano il rango dei sottogruppi piena-
mente invarianti G(σ). In particolare, per ogni tipo primo qr ∈ Π si ha,
denotando con Ar = Zt(qr)
−1 il supporto di qr nella tenda t,
partt(pir) = pAr (la partizione puntata su Ar)
mentre per il generico tipo σ ∈ T(G), σ = ∨{pir|pir ≤ σ}, si ha:
partt(σ) = ∨{pAr |qr divide σ}.
Associando ad ogni partizione la sua immagine mediante il ∨-monomorfismo
duale V : P(m)→ L(B(m)) si ottiene la seguente rappresentazione:
LG = (B(m), (V (pAr))r∈Π)
che e`, come preannunciato, la rappresentazione di B(m) associata alla rap-
presentazione RG di G.
Si osservi che, per ogni tipo σ ∈ T(G) si ha
V (partt(σ)) = ∩{V (pAr)||qr divide σ}
e G(σ) = G(partt(σ)) ha rango
|partt(σ)| − 1 = dimV (partt(σ)) = dim∩{V (pAr)||qr divide σ}
Quindi, un isomorfismo di B(m), che conservi le intersezioni dei sottospazi
coordinati V (pAr) e` sufficiente a garantire la conservazione dei ranghi dei
G(σ).
Siano dunque G e H B(1)-gruppi di rango m− 1 dati mediante le rap-
presentazioni RG e RH , con le rispettive relazione diagonali e basi di tipi
(t1, . . . , tm), (u1, . . . ,um), e siano
LG = (B(m), (V (pAr))r∈Π1)
e
LH = (B(m), (V (pBr))r∈Π2)
le rispettive rappresentazioni di B(m) ad esse associate.
Se G ed H sono isomorfi (in particolare se G = H), allora G ed H
hanno lo stesso typeset e quindi gli stessi tipi Primi pi1, . . . , pin sicche´ lecito
assumere Π1 = Π2 = Π := {q1, . . . , qn}, cioe`{
partt(pir) = pAr
partu(pir) = pBr
∀pir ∈ Π(G) = Π(H).
Si ha allora, per ogni σ ∈ T(G) = T(H):
rankG(σ) = dim∩{V (pAr)||qr divide σ}
rankH(σ) = dim∩{V (pBr)||qr divide σ}.
A questo punto il citato risultato di Barioli, De Vivo e Metelli assicura che
esiste un automorfismo E di B(m) tale che:
(4) E−1(V (pAr)) = V (pBr), ∀r : qr ∈ Π
da cui segue che le due rappresentazioni LG e LH sono isomorfe.
Se si scrivono rispetto alla base ridondante delle puntate E = (bE1 , . . . , bEm),
E−1 = (bF1 , . . . , bFm), e si definisce
E(Ar) := {i ∈ {1, . . . ,m|bEi ≥ pAr}} = {i ∈ {1, . . . ,m}|bEi ∈ V (pAr)}
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allora la (4) e` equivalente a
Br = E(Ar), ∀r : qr ∈ Π
ed e` infine facile verificare che, per ogni i = 1, . . . ,m:
tG(gi) = uEi = tH(hEi).
La dimostrazione fornita da Goeters e Megibben dell’implicazione
G ' H ⇒ LG ' LH
e` alquanto diversa e meno generale di quella contenuta in [BDVM]. Tut-
tavia entrambe le dimostrazioni sono notevolmente lunghe e riportarle ri-
chiederebbe troppo spazio. Pertanto si omettono, rinviando alla bibliografia
citata per i dettagli.
3.2. Da Z2 a Q. Siano ora G e H B(1)-gruppi di rango m− 1 e con lo
stesso typeset, dati mediante le rappresentazioni RG e RH , con le rispettive
relazione diagonali e basi di tipi (t1, . . . , tm), (u1, . . . ,um), e siano LG ed
LH le Z2-rappresentazioni ad esse associate.
Per ipotesi LG e LH siano isomorfe e sia E = (bE1 , . . . , bEm) un au-
tomorfismo di B(m) che sia un isomorfismo da LH a LG, ed il suo inverso
E−1 = (bF1 , . . . , bFm). E` allora lecito assumere
LG = (B(m), V (pAr)r∈Π)
LH = (B(m), V (pBr)r∈Π)
con
E−1(V (pAr)) = V (pBr) r : qr ∈ Π
cioe` Br = E(Ar) per ogni r, dove Π = {q1, . . . , qn} e` un insieme di numeri
primi in corrispondenza biunivoca con i tipi Primi pi1, . . . , pin del typeset
T(G) = T(H), e partt(pir) = pAr e partu(pir) = pBr , per ogni r.
Poiche´ E ed E−1 sono scritti rispetto alla base ridondante (p1, . . . , pm),
si ha
bE1 + . . .+ bEm = 0 = bF1 + . . .+ bFm
e E e E−1 sono rappresentanti da tutte e solo le matrici m × m su Z2 di
rango m− 1 della forma7
E = [δE±1j
(i)]1≤i,j≤m, E
−1 = [δF±1j
(i)]1≤i,j≤m
a somma costante sulle colonne
m∑
j=1
δE±1j
(i) = 0 oppure 1,
m∑
j=1
δF±1j
(i) = 0 oppure 1
per ogni i = 1, . . . ,m.
In particolare E e E−1 possono essere rappresentati con matrici aventi
una fissata riga i-esima nulla8, in genere per comodita` la m-esima.
Le suddette matrici conservano ovviamente il loro rango, pari a m−1, se
si riguardano come matrici su Q; in particolare, se vengono scritte con l’m-
esima riga nulla e si sopprime la j-esima colonna in entrambe, si ottengono
le matrici invertibili Ej , E
−1
j con detZ2Ej = 1 e quindi detQEj e` un intero
7Si osservi che ciascuna colonna e` identificata a meno di scambi di 0 ed 1.
8In pratica rappresentati rispetto ad una base vera (p1, . . . , pi−1, pi+1, . . . , pm)
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dispari. Inoltre la condizione che la somma delle colonne e` costante su Z2
comporta che la somma delle colonne in Q e` un vettore colonna le cui entrate
sono tutte interi pari. Inoltre, nella rappresentazione conm-esima riga nulla,
e` ovviamente
EE−1 =


1 0 . . 0 1
0 1 . . 0 1
. . . . . .
0 0 . . 1 1
0 0 . . 0 0

 = E−1E .
A questo punto non e` difficile dimostrare che esistono due m-ple di
moltiplicatori non nulli razionali
(γ1, . . . , γm), (1, . . . , m)
tali che in Q si abbia
γ1δE±11
+ · · ·+ γmδE±1m = γδI
1δF±11
+ · · · + mδF±1m = δI
per un opportuna scelta degli esponenti di E±1j e F
±1
j e che, per ogni scelta
siffatta, si ha
[γ1δE±11
, . . . , γmδE±1m ] · [1δF±11
, . . . , mδF±1m ] = [λj + δi,j ]1≤i,j≤m
e
[1δF±11
, . . . , mδF±1m ] · [γ1δE±11
, . . . , γmδE±1m ] = [µj + δi,j ]1≤i,j≤m
con λi, µi ∈ Q. Per i dettagli dimostrativi si rinvia a [GM] o [DVM3].
Cos`ı la coppia di matrici m×m su Q:
Φ := [γ1δE±11
, . . . , γmδE±1m ] Ψ := [1δF±11
, . . . , mδF±1m ]
verificano le proprieta` (∗)′ e (∗∗)′, necessarie affinche´ (Φ,Ψ) sia un cambio-
base tra G ed H. D’altro canto le ipotesi
E−1(V (pAr)) = V (pBr) r : qr ∈ Π
comportano ovviamente che per ogni i = 1, . . . ,m si ha:
E−1 (∩{V (pAr)|qr divide ti}) = ∩{E
−1 (V (pAr)) |qr divide ti} =
= ∩{V (pBr)|qr divide ti} = V (∨{pBr |qr divide ti})
e quindi ti = uFi = u(bFi), ove si osservi che
qr|ti ⇔ pi ∈ V (pAr)⇔ bFi = E
−1(pi) ∈ E
−1(V (pAr)) = V (pBr)⇔ qr|uFi .
Analogamente si ottiene l’altra relazione ui = tEi = t(bEi); cio` garantisce
che la coppia di matrici [Φ,Ψ] e` un cambio-base tra G ed H, che risultano
quindi isomorfi.
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4. Proprieta` strutturali di B(1)-gruppo determinate dalla tenda
Come mostrato nella Sezione 1, il typeset di un B(1)-gruppo ha un
influenza molto debole sulle proprieta` strutturari del gruppo, le quali al
contrario sono — insieme al typeset — determinate dalla tenda; esse vengono
qui riassunte per comodita` di riferimento.
Proposizione 10. Sia t una tenda regolare con base di tipi (t1, . . . , tm),
e insieme di primi Π(G) = {pi1, . . . , pir}. Sono invarianti, rispetto ad una
qualsiasi interpretazione concreta dei primi della tenda come tipi in T, e
dunque risultano proprieta` comuni a tutti i B(1)-gruppi G aventi t come
tenda:
i. il typeset (a meno di isomorfismi)
ii. il rango dei sottogruppi G(σ) per ogni σ ∈ T(G)
iii. le proprieta` di indecomponibilita` o decomponibilita` di G
iv. l’insieme dei cambi di rappresentazioni su Z2
La proprieta` i. segue da quanto detto in Sezione 7 Cap. 1, osservando che
i candidati σ ∈ T(G) sono i “prodotti di primi” e che un siffatto prodotto
appartiene al typeset se e solo se la partizione suppi≤σ partt(pi) e` diversa
dalla partizione massima {∅, I}. Tale proprieta` dipende solo dalla tenda e
non dall’interpretazione dei primi in tipi di T.
Ne segue subito la proprieta` ii., tenendo conto delle Proposizioni 5 e 7.
Le prossime sottosezioni prendono in esame le proprieta` iii. e iv.
Indecomponibilita` e algoritmo di decomposizione per B(1)-gruppi.
Come introdotto all’inizio di questa sezione, le proprieta` in esame saranno
studiate per un gruppo G dato a meno di isoscenismi, ovvero prescindendo
dalla corrispondenda dei Primi di Π(G) in T.
A tale scopo, descriviamo la tenda dei sottogruppi GE associati a parti-
zioni puntate pE. Si consideri innanzitutto la seguente trasformazione sulle
partizioni in P(I): se X ⊂ I e si identificano gli elementi di X, allora la
generica partizione A ∈ P(I) viene trasformata nella partizione che si ot-
tiene sostituendo, nei blocchi di A = {A1, . . . , Ar} un fissato simbolo (ad
es. “X”) al posto di ogni x ∈ X; con questo procedimento tutti gli insiemi
aventi intersezione non vuota in con X vengono sostituiti da un unico bloc-
co
⋃
{Ai|X ∩ Ai 6= ∅} in cui gli elementi x ∈ X sono posti tra loro uguali.
Coerentemente con cio`, quando si quozienta rispetto ad un certo X si puo`
allora dire che che la partizione A viene trasformata in A∨ pX−1 pensata in
X−1 ∪ {X}.
Ad esempio, se si identificano in I = {1, . . . , 6} gli elementi di X =
{4, 6} la partizione A = {{1, 2}, {3, 4}, {5, 6}} diventa {{1, 2}, {3, 5,X}}.
Proposizione 11. Sia G = 〈g1〉∗+· · ·+〈gm〉∗ un B(1)-gruppo con la re-
lazione diagonale e sia E ⊂ I. Allora la tenda di GE nella rappresentazione
indotta
GE = 〈gi, gE−1 |i ∈ E〉∗ = +
i∈E
〈gi〉∗ + 〈gE−1〉∗
si ottiene dalla tenda di G estraendo le righe indiciate in E ed aggiugendo
a queste il tipo tE. In tale tenda t
′ e` partt′(σ) = partt(σ) ∨ pE pensata in
E ∪ {E−1}.
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Dimostrazione. La prima parte della proposizione e` ovvia. Si tenga
poi presente che tE = τ (E) ∪ τ
(
E−1
)
e che dunque nella riga tE , in corri-
spondenza di un primo pi compare 0 se e solo se pZ(pi)−1 ≤ bE . Sulla base di
cio` si osservi semplicemente che, quando si calcola la partizione minima di
un σ nella nuova tenda, tutti e soli gli zero-blocchi nelle righe indiciate in
E che si connettevano attraverso zeri nelle righe indiciate in E−1 adesso si
connettono mediante zeri sulla riga tE . 
Coerentemente con la definizione di partizione minima si introduce la
seguente locuzione:
Definizione 11. In un B(1)-gruppo si dira` che un tipo σ e` unicamente
ottenuto se e solo se la sua partizione minima e` una bipartizione.
Proposizione 12. Sia G un B(1)-gruppo regolare. Per ogni tipo della
base ti sono equivalenti
i. ti e` unicamente ottenuto
ii. partt(ti) = pi
iii. rankG(ti) = 1
iv. G(ti) = 〈gi〉∗
Dimostrazione. Dalla condizione di regolarita` (Sezione 9 Cap. 1) se-
gue la relazione t(pi) = ti e quindi in generale partt(ti) ≤ pi; dopo cio`, tutte
le equivalenze sono ovvie tendendo conto di quanto detto in Sezione 5. 
Teorema 2. Sia
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
g1 + · · ·+ gm
un B(1)-gruppo regolare con base di tipi t1, . . . , tm. Allora G e` indecom-
ponibile se e solo se ogni ti e` unicamente ottenuto.
Dimostrazione. Sia G decomponibile nella somma diretta G = G′ ⊕
G′′, con G′, G′′ 6= 0. Se per ogni i ∈ I si ha gi ∈ G
′ ∪ G′′ si ottiene la
contraddizione G′ ∩ G′′ 6= 0 poiche´ g1 + . . . + gm = 0. Allora esiste i ∈ I
tale che gi /∈ G
′∪G′′, ed e` quindi gi = g
′+g′′ con g′ ∈ G′ e g′′ ∈ G′′ elementi
non nulli. Allora ti = tG(gi) = tG′(g
′) ∧ tG′′(g
′′) = tG(g
′) ∧ tG(g
′′). D’altra
parte g′ e g′′ sono ovviamente indipendenti ed, essendo G(ti) ≤ 〈g
′, g′′〉∗,
segue rankG(ti) ≥ 2, ovvero la tesi per la Proposizione 12.
Viceversa, si supponga (senza ledere la generalita`) che sia partt(t1) < p1.
Allora esiste una tripartizione {{1}, E, F} tale che partt(t1) ≤ {{1}, E, F},
e quindi
t1 = t(partt(t1)) ≤ t({{1}, E, F}) =
= (t1 ∧ τ (E)) ∨ (t1 ∧ τ (F )) ≤
≤ (τ (E) ∨ (t1 ∧ τ (F ))) ∧ ((t1 ∧ τ (E)) ∨ τ (F )) =
= (τE ∨ τ
(
E−1
)
) ∧ (τF ∨ τ
(
F−1
)
) = tE ∧ tF =
= t(bE) ∧ t(bF ) = tG(gE) ∧ tG(gF )
Ne segue che, essendo g1 = −gE − gF , si ha tG(g1) = tGE⊕GF (g1); conser-
vandosi il tipo allora GE ⊕GF e` puro in G, cioe` G = GE ⊕GF . 
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Per decomporre GE basta procedere come su G, tenendo presente che
con riferimento alla tenda t′ di GE si ha
partt′(ti) = partt(ti) ∨ pE , ∀i ∈ E
e
partt′(tE) = partt(tE) ∨ pE
usando l’abuso di notazione IE = E ∪ {E
−1}.
Esempio 8. Sia G = 〈g1〉∗+ · · ·+ 〈g6〉∗ il B(1)-gruppo avente per tenda
t1 = q1 q2 q3 • • • • •
t2 = • q2 q3 s1 s2 • • s
t3 = • q2 q3 • s2 s3 • s
t4 = q1 • q3 • • s3 s4 s
t5 = q1 • q3 s1 • • s4 s
t6 = q1 q2 • s1 • • • •
t7 = q1 q2 • • s2 • • •
si ha allora che partt(t1) = (1)(23)(45)(67), mentre partt(ti) = pi, per ogni
i = 2, . . . ,m.
Da partt(t1) si ottengono le seguenti decomposizioni dirette di G
(1) G = G{2,3,4,5} ⊕G{6,7};
(2) G = G{2,3,6,7} ⊕G{4,5};
(3) G = G{2,3} ⊕G{4,5,6,7}
Nella decomposizione (1), posto G′ = G{2,3,4,5} e G
′′ = G{6,7}, si hanno le
tende
t′2 = t2 = • q2 q3 s1 s2 • • s
t′3 = t3 = • q2 q3 • s2 s3 • s
t′4 = t4 = q1 • q3 • • s3 s4 s
t′5 = t5 = q1 • q3 s1 • • s4 s
t′{1,6,7} = t{1,6,7} = q1 q2 q3 • • • • s
e
t′′6 = t6 = q1 q2 • s1 • •
t′′7 = t7 = q1 q2 • • s2 •
t′′{1,2,3,4,5} = t{1,2,3,4,5} = q1 q2 q3 • • s
Cos`ı mentre G′′ e` indecomponibile, per G′ si ha
partt′(t
′
i) = partt′(ti) = pi ∀i = 2, 3, 4, 5
ma
partt′(t
′
{1,6,7}) = partt(t{1,6,7}) ∨ p{2,3,4,5} = {{A}, {2, 3}, {4, 5}}
con A = {1, 6, 7} e quindi G′ = G{2,3} ⊕G{4,5}, decomposizione in addendi
diretti indecomponibili. Quindi la decomposizione finale e`
G = G{2,3} ⊕G{4,5} ⊕G{6,7}
Partendo dalle decomposizioni (2) e (3) si perviene alla stessa conclusione.
In effetti l’algoritmo suggerito dalla dimostrazione del Teorema 2, ed
illustrato nel precedente esempio, richiede piu` passi di quanto sia necessario,
valendo il seguente Teorema:
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Teorema 3. Sia G = 〈g1〉∗ + · · · + 〈gm〉∗, B(1)-gruppo regolare, con
g1 + · · · + gm = 0 e base di tipi (t1, . . . , tm). Se, per un certo i ∈ I e`
partt(ti) = {{i}, C1, . . . , Ch}, allora
G = GC1 ⊕ · · · ⊕GCh
Dimostrazione. Basta usare il Teorema 2 e ragionare per induzione
su h. 
Essendo l’indecomponibilita` legata alle partizioni minime dei tipi della
base, allora l’indecomponibilita` (risp. la decomponibilita`) e` una proprieta`
conservata dai cambi-base e dunque studiabile a meno di isoscenismi.
5. Il dominio di un automorfismo E di B(m)
Sia E un automorfismo di B(m). Si pone il problema di determinare
quali siano i B(1)-gruppi a cui E cambia base.
Data una tenda t ed un suo cambio-base E = (bE1 , . . . , bEm) scritto
rispetto alla base delle bipartizioni puntate, l’equazione 4 nella Sezione 3
traduce il requisito di portare i sottospazi coordinati V (pAr) in sottospazi
coordinati V (pBr), per ogni Ar che sia complemento dello zero blocco di un
Primo della tenda.
Si pone il problema di determinare l’insieme, detto dominio di E , dei
sottospazi coordinati9 mandati da E in sottospazi coordinati. Detto in altri
termini, partendo dalla tenda t vuota (cioe` priva di colonne e che ammette
ogni E come cambio-base), ci si chiede quali sono i Primi che e` consentito
aggiungere a t affinche´ essa continui ad ammettere E come cambio-base.
Per porre la definizione di dominio in accordo con la letteratura, si
consideri per ogni A ⊂ I, con |A| 6= m− 1 la posizione
E(A) := {i ∈ {1, . . . ,m}|bEi ≥ pA} = {i ∈ {1, . . . ,m}|bEi ∈ V (pA)}.
Allora, e` evidente che E−1(V (pA)) = V (pB) per un opportuno B necessaria-
mente equipotente ad A, se e solo se |E(A)| = |A|. Cio` giustifica le seguente
definizione
Definizione 12 ([DVM5], Definizione 7.4). Sia E un automorfismo di
B(m). Si definisce dominio di E l’insieme degli A ⊆ I tali che |A| 6= m− 1
e |E(A)| = |A|.
Si noti che l’insieme dei cambi-base ammessi da un B(1)-gruppo e` an-
ch’esso determinato dalla sua tenda. Nella Sezione 6 Cap.3 si fara` cenno alle
proprieta` che una tenda deve avere per ammettere cambi-base non banali,
ovvero distinti dalle permutazioni.
9Sempre con riferimento alla base ridondante (p1, . . . , pm)
CAPITOLO 3
Teoremi nello spazio delle parti pari su un insieme
Nel seguente capitolo si mostrera` come un funtore controvariante e in-
vertibile permette di trasformare lo studio degli automorfismi E di B(m) in
quello degli automorfismi SE di P
∗(m), l’iperpiano di P(m) costituito dagli
insiemi di ordine pari. In particolare, la categoria concreta B degli spazi di
bipartizioni e quella P∗ degli spazi di parti pari risultano isomorfe, come
mostrato nella Sezione 4.
Questa trasformazione comporta diversi vantaggi, che verranno illustrati
via via all’interno del capitolo. Un primo vantaggio viene qui descritto, al
fine di motivare la Sezione seguente. Si consideri il ∨-monomorfismo duale
V : C ∈ P(m) 7→ V (C) ∈ L(B(m))
definito in Sezione 8 Cap. 1, tra il reticolo delle partizioni su un insie-
me di ordine m ed il reticolo dei sottospazi di B(m), usato in letteratura
contestualmente allo studio degli automorfismi
B(m)
E
−→ B(m).
Gran parte del tecnicismo e delle difficolta` dimostrative in tale ambito sono
causate dal fatto che gli aspetti algebrici e quelli combinatorici rimangono
confinati in ambienti diversi (spazi vettoriali da un lato e reticoli di partizioni
dall’altro), e che e` duale l’azione dell’applicazione V che li collega. Tramite
il funtore S• che verra` in seguito descritto, tutto verra` ricondotto allo studio
di automorfismi
P∗(I)
SE−→ P∗(I)
tra gli spazi delle parti di cardinalita` pari di I: in questo modo, nello stesso
ambiente potranno dialogare agevolmente le proprieta` algebriche (la diffe-
renza simmetrica di insiemi, che SE conserva) e quelle combinatorie (l’unione
ed intersezione di insiemi, al posto delle operazioni di ∧ e ∨ nel reticolo delle
partizioni).
Si vedra` inoltre che, oltre la somma diretta, gli automorfismi SE con-
servano una parte delle proprieta` combinatorie, parte che viene ad essere
agevolmente descritta con gli strumenti della Teoria dei Grafi. Pertanto, si
premette alla Sezione 2 in cui si descrivono gli strumenti a disposizione negli
spazi P∗(I), la seguente Sezione, in cui si fa il punto dei rudimenti della
Teoria dei Grafi di cui avremo bisogno nel seguito.
1. Elementi di teoria dei grafi
Per i dettagli di questa Sezione si rinvia alla bibliografia (cfr. [D], [VW],
[W]).
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Definizione 13. Un grafo G e` una coppia G = (I,X ) dove I e` un insieme
finito (non vuoto), detto insieme dei vertici, ed X e` un sottoinsieme di parti
di ordine 2 di I, detto insieme degli spigoli.
La ben nota definizione e` stata riportata solo per osservare che gli spi-
goli di un grafo (non orientato) sono semplicemente parti di ordine 2 di un
insieme I; con le notazioni introdotte nel Sezione 1 Cap. 1, e` X ⊆ P2(I).
Nella definizione, inoltre, e` contemplata la possibilita` di punti isolati, ovvero
che non appartengono a nessuno spigolo; essi sono gli eventuali elementi di
I \ (
⋃
v∈X v).
Essendo fissato I, spesso ci capitera` di identificare (o definire) un grafo
con il suo insieme di spigoli X ⊆ P2(I); allora di volta in volta diremo se si
considera X come grafo in I (contemplando la possibilita` di punti isolati),
oppure se ci limiteremo a considerare i vertici effettivamente toccati dagli
spigoli di X
Vert(X ) :=
⋃
{v|v ∈ X} ⊆ I
Diremo che X e` un grafo su I se non ci sono punti isolati, I = Vert(X ).
Definizione 14. Siano a, b ∈ I, diciamo che X ⊆ P2(I) contiene un
cammino (di lunghezza n) che collega a e b se esiste una successione di
spigoli (v1, . . . ,vn) di X tale che
v1 = {x0, x1},v2 = {x1, x2}, . . . ,vn = {xn−1, xn}.
con x0 = a, xn = b.
I vi sono gli spigoli del cammino, ed gli xi sono i vertici toccati dal
cammino.
A volte potra` essere utile dare un cammino mediante una sequenza di
vertici (x0, . . . , xn), e sara` opportuno tener presente che, mentre in generale
ci possono essere ripetizioni tra gli xi (e in tal caso il cammino contiene
un ciclo), tuttavia sono necessariamente distinti due vertici successivi della
sequenza: la presenza di “loop” della forma (x, x) e` infatti esclusa dal fatto
che gli l’insieme di spigoli e` X ⊆ P2(I)).
Definizione 15. Un cammino (x0, . . . , xn) e` detto un ciclo se n ≥ 3,
x0 = xn e per ogni i ∈ {1, . . . , n− 1} e j ∈ {0, . . . , n} e` xi 6= xj. L’intero
n sara` detto lunghezza del ciclo.
Nella definizione rientrano dunque solo le sequenze di vertici tutti di-
stinti, eccezion fatta per per il primo e l’ultimo. Equivalentemente, si puo`
osservare che un ciclo e` un cammino (x0, . . . , xn−1, x0) in cui ogni vertice
appartenga a due e solo due spigoli.
Altre definizioni intuitive ma meno usuali, vengono qui riportate per
convenienza:
Definizione 16. Un grafo che non contiene cicli vien detto aciclico e
vien anche detto essere una foresta. Si chiama albero una foresta connessa.
In altri termini, un albero e` un grafo “semplicemente connesso”, mentre
una foresta puo` contenere piu` “componenti connesse”.
La nozione immediatamente seguente la “connessione semplice” e` noto-
riamente la 2-connessione. Per quanto ben nota, sara` opportuno precisarla,
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al fine di comprendere la generalizzazione che si opera quando si passa agli
ipergrafi.
Definizione 17. Sia (I,X ) un grafo. Un a ∈ I e` detto punto di taglio
per (I,X ) se esiste una bipartizione {Y,Z} di X , tale che
Vert(Y) ∩Vert(Z) = {a}.
Si osservi che la seguente definizione e`, limitatamente al caso dei grafi,
equivalente alla seguente
Definizione 18. Sia (I,X ) un grafo. Un a ∈ I e` detto punto di taglio
per (I,X ) se, indicando con Va l’insieme degli spigoli che hanno a per vertice
Va = {v ∈ X |a ∈ v},
si ha che (I \ {a},X \ Va) ha piu` componenti connesse di (I,X )
Si osservi che un grafo, per poter avere punti di taglio, deve avere piu` di
uno spigolo.
Definizione 19. Si chiama grafo 2-connesso un grafo connesso privo di
punti di taglio.
A volte in letteratura (ad es. in [D]) si utilizza una definizione leg-
germente diversa; tuttavia e` questa che si generalizza naturalmente al caso
degli ipergrafi. In pratica con questa definizione si aggiungono alla classe
dei 2-connessi “propriamente detti” (che vengono caratterizzati come i ci-
cli e i grafi ottenuti da essi aggiungendo induttivamente cammini, vedi [D],
Proposizione 3.1.1) i grafi costituiti da un punto isolato o da un solo spigolo.
In un grafo esistono le componenti 2-connesse massimali; due siffatte
componenti possono intersecarsi, per la loro massimalita`, in al piu` un ver-
tice. Inoltre i cicli di un grafo sono esclusivamente quelli inclusi in una sua
componente 2-connessa massimale (cfr. [D], Sezione 3.1). Ne segue che la
struttura di un grafo viene ad essere scomposta in spigoli che appartengono
a componenti 2-connesse massimali propriamente dette (contenenti cicli), e
nei i restanti spigoli che insieme formano necessariamente una foresta, ov-
vero un grafo aciclico. (Vedi costruzione del “block graph” in [D], sezione
citata).
Illustriamo adesso come si estendono le nozioni considerate al caso degli
ipergrafi.
Definizione 20. Un ipergrafo T e` una coppia T = (I,X ) dove I e` un
insieme finito (non vuoto), detto insieme dei vertici, ed X e` un sottoinsie-
me di parti non vuote (di cardinalita` qualsiasi) di I, detto insieme degli
iperspigoli.
I grafi sono dunque particolari ipergrafi, esattamente quelli aventi la
cardinalita` degli iperspigoli costante e pari a 2. Ancora una volta, se I e`
fissato, daremo un ipergrafo mediante l’insieme dei suoi iperspigoli X ⊆
P(I) \ {∅}. In particolare:
Definizione 21. Siano a, b ∈ I, diciamo che X ∈ P(I) \ {∅} contie-
ne un cammino che collega a e b se esiste una successione di iperspigoli
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(C0, . . . , Cn) di X tale che, per un opportuno ordinamento dei suoi elementi,
si ha a ∈ C0, b ∈ Cn e
Ci ∩ Ci+1 6= ∅, ∀i = 0, . . . , n− 1.
Inoltre, come locuzione, diremo che il cammino collega a e b fuori di {k} se
k /∈ Ci per ogni i = 1, . . . n.
Agli ipergrafi si estende direttamente la Definizione 17 di punto di taglio,
e non la Definizione 18. Ad esempio, l’ipergrafo connesso su I = {1, . . . , 6}
C1 = {1, 2}, C2 = {2, 3, 4}, C3 = {3, 4, 5}, C6 = {5, 6}
ha 2 e 5 come punti di taglio, ma non 3 ne´ 4. Se si usasse invece la Defini-
zione 18, si avrebbe la conseguenza scomoda che 3 sarebbe di taglio perche´
“togliendolo” la Definizione mi impone di togliere anche gli iperspigoli ad
essi adiacenti: una cosa senza senso, visto che erano connessi anche tramite
il 4!
Una simile diversita` di comportamento riguarda anche la Definizione 19
di 2-connessione (=connesso e privo di punti di taglio). Essa si estende
direttamente agli ipergrafi, ma sara` importante considerare il seguente caso
particolare:
Definizione 22. Un ipergrafo si dice fortemente 2-connesso se per ogni
a, b, k ∈ I, esiste un cammino (C0, . . . , Cn) che collega a e b fuori di k.
L’ipergrafo su I = {1, 2, 3, 4} dato dagli spigoli C1 = {1, 2, 3} e C2 =
{2, 3, 4} risulta 2-connesso, ma non fortemente 2-connesso. Mentre al con-
trario:
Proposizione 13. Sia (I,X ) un ipergrafo. Se X e` fortemente 2-connesso,
allora e` 2-connesso.
Dimostrazione. Ovvia. 
Per i grafi, tuttavia, le nozioni di 2-connessione e forte 2-connessione si
provano facilmente essere equivalenti.
Da adesso nel seguito, la tenda t di un B(1)-gruppo G = 〈g1〉∗ + · · · +
〈gm〉∗ verra` riguardata come ipergrafo, considerando come iperspigoli gli
Z(pir) con pir primo di G. Tenendo presente il calcolo delle partizioni
minime con Pulling the strings tramite la tenda, allora il Teorema 2 di
indecomponibilita` di un B(1)-gruppo si traduce subito nel seguente:
Teorema 4. Un B(1)-gruppo e` indecomponibile se e solo la sua tenda
e` un ipergrafo fortemente 2-connesso.
2. Lo spazio delle parti pari
Sia I = {1, . . . ,m} e (P(I),+, ·) lo Z2-spazio vettoriale delle parti di
I, con + differenza simmetrica. Non e` difficile verificare che, per come e`
definita l’operazione di differenza simmetrica in P(I), se A,B ∈ P(I) sono
insiemi di ordine pari, allora A+B e` di ordine pari; ugualmente immediato
e` osservare che {{1, 2}, . . . , {1,m}} e` un insieme indipendente di ordine
m− 1. Pertanto l’insieme P∗(I) delle parti di ordine pari e` un iperpiano di
P(I).
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L’insieme P2(I) e` ovviamente un sistema di generatori di P
∗(I). Le no-
zioni elementari di Teoria dei Grafi permettono di caratterizzare le proprieta`
di indipendenza lineare in P∗(I).
Proposizione 14. Sia X ⊆ P2(I). Allora:
i) X genera P∗(I) se e solo se X e` un grafo connesso su I.
ii) X e` una base di P∗(I) se e solo se X e` albero su I
Dimostrazione. i) Se X e` connesso su I, allora X genera P2(I) e quindi
P∗(I); infatti per ogni a, b ∈ I, {a, b} e` la somma di un cammino che collega
a and b. Se X e` non connesso, allora esso ha due o piu` componenti connesse
C,D, . . . , mentre se X non e` su I, allora Vert(X ) ⊂ I, e ci sono punti isolati
(gli elementi di I \Vert(X )) ciascuno dei quali e` esso stesso una componente
connessa. In tutti questi casi, non e` difficile verificare che X non genera
tutti gli A ∈ P∗(I), in particolare non genera quegli A tali che A ∩Vert(C)
ha ordine dispari.
ii) Per quanto mostrato in i), X genera P∗(I) se e solo se e` un grafo
connesso su I. In questo caso, se X e` una base allora non contiene cicli e
quindi e` semplicemente connesso, dunque e` un albero su I. Viceversa, se X
e` semplicemente connesso allora per ogni v ∈ X si ha che X \ {v} e` non
connesso , e quindi X e` un insieme di generatori minimale di P∗(I). 
Corollario 2. Tra tutte le sequenze di vertici (x0, x1, . . . , xn−1, x0)
di lunghezza fissata n, i cicli sono tutti e soli quelli che generano sottospazi
di dimensione massimale n− 1.
Dimostrazione. Immediata osservando che se in un cammino
(x0, . . . , xn−1, x0)
esiste un xi che appartiene ad almeno 3 spigoli, allora nella sequenza di verti-
ci ci sono ulteriori ripetizioni. Pertanto e` minore il numero di vertici toccati
dal cammino, ed e` piu` piccolo il sottospazio generato, per la Proposizione
14. 
Nota. Quanto detto chiarisce un fatto importante: quando si lavora
con i 2-elementi dello spazio delle parti parti su un insieme P∗(I), c’e` cor-
rispondenza diretta tra proprieta` di natura lineare e proprieta` di natura
combinatorica, ovvero legate a fatti di connessione e semplice connessione di
grafi.
E` naturale osservare che considerare solo basi costituite da 2-elementi,
ovvero solo gli alberi su I, impone una restrizione significativa alla varieta` di
rappresentazioni di cui P∗(I) e` suscettibile; tuttavia si vedra` in seguito che
esse sono ampiamente sufficienti a studiare (e caratterizzare) i B(1)-gruppi
indecomponibili (vedi Sezione 6 di questo Cap. ed anche Sottosezione 2.3
del Cap. 4).
Inoltre, il rapporto tra proprieta` lineari e combinatoriche di P∗(I) si
estende anche al livello degli ipergrafi. Si osservi che se C1, C2 sono parti di
I, e |C1 ∩ C2| ≤ 1, allora si ha la somma diretta P
∗(C1) ⊕ P
∗(C2) essendo
P∗(C1) ∩ P
∗(C2) = P
∗(C1 ∩ C2) = {0}. Piu` in generale si ha:
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Proposizione 15. Sia X = {C1, . . . , Cn} un ipergrafo di I, e sia
|Ci ∩Cj | ≤ 1, per ogni i 6= j = 1, . . . , n. Allora si ha
〈P∗(Ci)|i = 1, . . . , n〉 =
n⊕
i=1
P∗(Ci)
se e solo se X e` aciclico.
Dimostrazione. Supponiamo che X contenga un ciclo. Sia allora r ≥ 3
ed esista una sequenza (x0, x1, . . . , xr, xr+1 = x0) di punti di I e per ogni
i = 0, . . . , r esista un iperspigolo di X che include {xi, xi+1}; rinominando
gli iperspigoli, possiamo supporre che {xi, xi+1} ∈ Ci, per ogni i = 0, . . . , r.
Allora
(5) 〈{x0, x1}〉 ≤ P
∗(C0) ∩ 〈P
∗(Ci)|i = 1, . . . , r〉
e la somma non e` diretta.
Viceversa, per induzione su n e` immediato provare che in assenza di cicli,
e per le ipotesi fatte sulle intersezioni dei Ci, la somma e` diretta. 
2.1. Automorfismi di P∗(I). La Proposizione 14 permette di costrui-
re graficamente con facilita` numerosi automorfismi di P∗(I): e` sufficiente
considerare due alberi su I, scelti ad arbitrio e che proprio per la Pro-
posizione 14 avranno lo stesso numero di elementi, quindi imporre una
corrispondenza biunivoca tra i rispettivi insiemi di spigoli.
Ad esempio, considerati gli alberi su I = {1, . . . , 6}
?
?
?
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una applicazione biettiva S, scelta ad arbitrio, dagli spigoli del grafo a
sinistra agli spigoli del grafo a destra, ad esempio
S({1, 2}) = {1, 2}, S({2, 3}) = {3, 4}
S({3, 4}) = {5, 6}, S({4, 5}) = {2, 3}, S({4, 6}) = {2, 5}
si estende ovviamente in un uno ed un solo automorfismo di P∗(I).
Un modo di descrivere tale corrispondenza biunivoca e` illustrato nella
immagine seguente: si aggiunge allo spigolo {h, k} l’etichetta corrispondente
allo spigolo scelto come immagine.
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Il vantaggio di tale rappresentazione e` quella di poter leggere la somma in
S (o S-somma) di un cammino. Ad. la somma in S del cammino (3, 4, 6)
e` S({3, 6}) = S({3, 4}) + S({4, 6}) = {5, 6} + {2, 5} = {2, 6}. In tal caso
si ha dunque una nuova associazione tra 2-elementi, che puo` essere segnata
sulla figura del grafo; verificando la S-somma di altri cammini, si possono
cos`ı scoprire agevolmente — per esempi non troppo complessi — le eventuali
altre associazioni tra 2-elementi che S determina. Nel nostro caso, il grafo
diventa
?
?
?
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Questo piccolo espediente grafico e` molto utile anche nella produzione di
esempi di automorfismi, che soddisfino a requisiti scelti circa le associazio-
ni tra 2-elementi. Tuttavia le possibilita` di definire automorfimi mediante
associazioni tra 2-elementi non si limitano al caso della corrispondenza tra
due alberi.
Proposizione 16. Siano X e Y grafi 2-connessi su I e sia S : X → Y
una biezione tale che S ed S−1 portano cicli in cicli. Allora S si estende (in
un unico modo) in un automorfismo di P∗(I).
Dimostrazione. Si osservi che in un grafo 2-connesso una foresta mas-
simale P e` certamente un albero, cioe` e` connesso. Infatti se P non fosse con-
nesso, si potrebbe aggiungere un cammino che collega due sue componenti
connesse e non forma cicli, contro l’ipotesi di massimalita`.
Ne segue che in un grafo 2 connesso, i concetti di foresta massimale e
albero massimale si equivalgono. Si consideri un albero massimale P in X .
Ovviamente S(P ) e` aciclico, ed inoltre una foresta massimale: se infatti,
p. a., non e` massimale allora esiste P ′ aciclico che contiene propriamente
S(P ). Ma allora S−1(P ′) e` aciclico e contiene propriamente P , contro la
sua massimalita`. Quindi S(P ) e` una foresta massimale, dunque un albero
massimale.
2. LO SPAZIO DELLE PARTI PARI 50
La S|P : P → S(P ) si estende in un automorfismo S di P
∗(I) per la
Proposizione 14. Resta da verificare che l’azione di S e` compatibile con le
posizioni restanti di S su X \ P . Sia dunque v ∈ X \ P , allora {v} ∪ P
contiene un ciclo C; inoltre anche S(C) e` un ciclo, per ipotesi. E` allora
immediato osservare che come
v =
∑
w∈C
w 6=v
w
anche
S(v) =
∑
S(w)∈S(C)
S(w)6=S(v)
S(w).
Ma tali sommatorie sono le scritture di v (risp. S(v)) nella base P (risp.
S(P )), ed e` dunque S(v) = S(v). 
2.2. Rappresentazioni tabellari di isomorfismi. Descriviamo l’uso
di una rappresentazione tabellare che risulta molto comoda nello studio di
isomorfismi e nella costruzione di nuovi esempi.
Sia |I| = m. Come osservato prima, P2(I) genera P
∗(I), cos`ı possiamo
descrivere completamente l’azione di un automorfismo S : P∗(I) → P∗(J)
rappresentando le immagini S({h, k}) di tutti i 2-insiemi {h, k} al variare
di h 6= k ∈ I, in corrispondenza delle entrate di posto (h, k) di una tabella
m × m. Si osservi che {h} + {k} = {h, k} se h 6= k, mentre e` uguale
a ∅ se h = k; di conseguenza si condereranno uguali a ∅ le entrate della
diagonale principale della tabella. Per il resto, la tabella e` simmetrica per
ovvie ragioni e questo consente di limitare la nostra rappresentazione al
triangolo superiore della tabella.
Nel caso dell’automorfismo descritto nella precedente Sezione 2.1, otte-
niamo la seguente tabella di S:
1 2 3 4 5 6
1 1,2 3,4 3,4,5,6 2,4,5,6 2,3,4,6
2 1,2,3,4 1,2,3,4,5,6 1,4,5,6 1,3,4,6
3 5,6 2,3,5,6 2,6
4 2,3 2,5
5 3,5
E` facile lavorare con questo tipo di rappresentazione: il fatto che un
isomorfismo conserva la somma si traduce nel fatto che, caselle disposte come
agli estremi di un rettangolo con il vertice in basso a sinistra sulla diagonale
principale (ad es. le caselle {1, 3}, {1, 6}, {3, 6}) hanno i loro contenuti che
soddisfano l’operazione di differenza simmetrica (S({1, 3}) + S({1, 6}) =
S({3, 6})).
Inoltre, tabelle di questo tipo possono essere incollate (eventualmente
ridenominando) ottenendo isomorfismi di somme dirette. Ad esempio, si
voglia incollare il suddetto automorfismo di P∗(6) con l’automorfismo di
P∗(3), dato dalla seguente tabella:
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1 2 3
1 1,3 2,3
2 1,2
Si vuole dunque lavorare in P∗(8) = P∗({1, 2, 3, 4, 5, 6})⊕P∗({6, 7, 8}), iden-
tificando il secondo addendo diretto con una copia di P∗({1, 2, 3}) rideno-
minando 1 → 6, 2 → 7, 3 → 8. Non resta dunque che incollare le due
tabelle
1 2 3 4 5 6 7 8
1 1,2 3,4 3,4,5,6 2,4,5,6 2,3,4,6
2 1,2,3,4 1,2,3,4,5,6 1,4,5,6 1,3,4,6
3 5,6 2,3,5,6 2,6
4 2,3 2,5
5 3,5
6 6,8 7,8
7 6,7
da completare con la regola della somma.
E` sono un espediente grafico, ma illustra un aspetto vantaggioso della
teoria degli automorfismi di B(m) letti tramite il funtore in P∗(I): mentre
le bipartizioni bE lavorano in dimensione fissata pari a |E∪E
−1|, negli spazi
di parti pari si possono considerare insiemi Ai via via naturalmente inclusi
in ambienti piu` grandi, tramite la semplice inclusione insiemistica.
E` stato gia` osservato che, dati A1, A2 insiemi tali che |A1 ∩ A2| ≤ 1,
la somma P∗(A1) ⊕ P
∗(A2) e` diretta. Solo nel caso in cui |A1 ∩ A2| = 1
allora P∗(A1) ⊕ P
∗(A2) = P
∗(A1 ∪A2); altrimenti e` P
∗(A1) ⊕ P
∗(A2) ⊕
〈{a1, a2}〉 = P
∗(A1 ∪A2) per ogni a1 ∈ A1, a2 ∈ A2. Questo lascia un
ampio margine di arbitrarieta` quando si vogliano definire automorfismi di
P∗(A1 ∪A2) incollando automorfismi di P
∗(Ai) se A1 ∩A2 = ∅.
Altro aspetto che risulta evidente dalla tabella e` l’operazione opposta
a quella di incollare tabelle: trovare sottotabelle “autonome”. Nell’esem-
pio precedente le caselle aventi indici in {4, 5, 6} hanno contenuti inclusi in
{2, 3, 5}. Ne segue che l’automorfismo S ammette una restrizione
S|P
∗({4, 5, 6})→ P∗({2, 3, 5}).
In realta` anche ogni casella che abbia per contenuto un 2-elemento costituisce
una sottotabella “autonoma”; ad es. S ammette anche la restrizione
S|P
∗({4, 5})→ P∗({2, 3}).
Tali sottotabelle autonome costituiscono una parte cospicua della teoria degli
spazi di parti pari, e verranno discusse nella prossima Sezione.
3. Grafo e dominio di un isomorfismo S : P∗(I)→ P∗(J)
Definiremo il grafo di un automorfismo, poi il suo ipergrafo detto domi-
nio. Servira` dare le definizioni nel caso generale di un isomorfismo P∗(I)→
P∗(J), con I insieme necessariamente equipotente a J (|I|, |J | ≥ 2); si os-
serva esplicitamente che nelle definizioni e` essenziale poter disporre della
rappresentazione concreta di spazi vettoriali come spazi di parti pari.
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Definizione 23. Siano I, J insiemi equipotenti e S : P∗(I)→ P∗(J) un
isomorfismo. Il grafo di S e`
GS := P2(I) ∩ S
−1(P2(J))
Il grafo di S e` dunque l’insieme dei 2-elementi che vengono mandati in
2-elementi. Si osservi che il grafo di S puo` essere vuoto.
Proposizione 17. Sia S un isomorfismo come nella Definizione 23.
Allora si ha:
S(GS) = GS−1
Dimostrazione. Basta osservare che per definizione si ha
GS−1 = P2(J) ∩ S(P2(I)) = S
[
S−1(P2(J))) ∩ P2(I)
]
= S(GS)

In pratica, un isomorfismo S determina una corrispondenza biunivoca
tra gli spigoli del suo grafo e quelli del grafo dell’isomorfismo inverso. E`
quindi naturale, considerando quanto detto nella Proposizione 14, il seguente
risultato.
Proposizione 18. Se X e` un ciclo in GS, allora S(X ) e` un ciclo in
GS−1.
Dimostrazione. Segue dal Corollario 2, tenendo conto che S e` un
isomorfismo. 
Ad esempio, si puo` osservare, confrontando il grafo di S con il seguente
grafo di S−1 (illustrato facendo a meno delle etichette):
?
?
?
?
?
?
che entrambi posseggono due cicli di lunghezza 3 ed un 4-ciclo.
L’immediata generalizzazione del grafo di S e` la seguente definizione di
dominio di S, che costituisce un ipergrafo.
Definizione 24. Siano I, J insiemi equipotenti e S : P∗(I) → P∗(J)
un isomorfismo. Il dominio di S e` l’insieme degli A ⊆ I, con |A| 6= 1, per i
quali esiste un A tale che
(6) S(P∗(A)) = P∗(A)
Ovviamente, se A e` nel dominio di S, allora A e` equipotente ad A.
Inoltre il dominio di S include il suo grafo, ed e` in generale non vuoto,
appartenendovi almeno I.
Come accennato nella Sezione precedente, si puo` controllare l’equazione
S(P∗(A)) = P∗(A) semplicemente guardando all’azione di S su una base
di P∗(A) (ad esempio, se i ∈ A, allora A =
⋃
j∈A\{i} S({i, j})), quindi
guardando alle caselle S({i, j}) della tabella di S con {i, j} ⊆ A. Queste
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caselle descrivono l’azione della restrizione S|P∗(A) di S a P
∗(A), e si ha che
se S(P∗(A)) = P∗(A), allora S|P∗(A) : P
∗(A)→ P∗(A) e` un isomorfismo.
Ovviamente si ha:
Proposizione 19. Per ogni A ⊆ I e` A ∈ D(S) se e solo se A ∈ D(S−1).
Dimostrazione. Ovvia dalla definizione di D(S). 
Riguarderemo al dominio di S come ad un ipergrafo. La Proposizione
seguente mostra che se A,B sono elementi connessi del dominio, cioe` A∩B 6=
∅, allora si puo` considerare “forte” la loro connessione se |A∩B| ≥ 2: infatti
in tal caso sara` |A ∩ B| = |A ∩ B| e molto si potra` dire anche su A ∪ B.
Invece la connessione |A ∩ B| = 1 potra` essere considerata “debole” ovvero
non necessariamente conservata, nel passaggio a A ∩B.
Cio` deriva dal fatto che se A ⊆ I, la dimensione dimP∗(A), se diversa
da zero, da` la relazione |A| = 1 + dimP∗(A), mentre il caso dimP∗(A) = 0
implica |A| = 1 o A = ∅.
Proposizione 20. Siano A,B ∈ D(S). Allora:
i) Se |A ∩B| ≥ 2, allora A ∩B ∈ D(S) e A ∪B ∈ D(S).
ii) Se |A ∩B| = 1 allora A ∪B ∈ D(S) se e solo se |A ∩B| = 1.
iii) Se |A ∩ B| = |A ∩ B| = 0, allora A ∪ B ∈ D(S) se e solo se
S({a, b}) ⊆ A ∪B per una scelta arbitraria di a ∈ A e b ∈ B.
iv) Se |A ∩ B| = 0 e |A ∩ B| = 1 , allora A ∪ B ∈ D(S) se e solo se
esiste k /∈ A ∪ B tale che S({a, b}) ⊆ A ∪ B ∪ {k} per una scelta
arbitraria di a ∈ A e b ∈ B.
Dimostrazione. In generale, P∗(A ∩B) = P∗(A) ∩ P∗(B), mentre
P∗(A ∪B) = P∗(A)+P∗(B) se e solo se |A∩B| ≥ 1. Sia A,B ∈ D(A) e |A∩
B| ≥ 1. Allora S(P∗(A ∩B)) = S(P∗(A)) ∩ S(P∗(B)) = P∗(A) ∩ P∗(B) =
P∗(A ∩B)); d’altra parte S(P∗(A ∪B)) = S(P∗(A))+S(P∗(B)) = P∗(A)+
P∗(B) ≤ P∗(A ∪B). Poiche´ A ∪ B ∈ D(S), deve valere l’uguaglianza. In
questo modo otteniamo i) e ii). Dopo di cio`, iii) e iv) sono ovvie. 
Come esempio di applicazione della Proposizione 20, si controlli il se-
guente esempio1.
Esempio 9.
1 2 3 4 5 6 7 8 9 10 11
1 1,2 2,3 1,2 4,5 4,6 3,4 3,4,5 3,4,5,6 3,4,5 3,4,6
3,4 6,7 6,7 6,7,10 7,8,9,10 6,7,8 7,9,11
per la i) si controlli A = {1, 2, 3}, B = {2, 3, 4}, A = {1, 2, 3}, B =
{1, 3, 4}; per ii) A = {3, 8, 10}, B = {3, 5}, A = {5, 8, 10}, B = {3, 5};
per iii) A = {3, 5, 7} = A, B = {8, 9, 10} = B; per iv) A = {1, 2, 3, 4},
B = {6, 7}, A = {1, 2, 3, 4}, B = {3, 7}.
Si osservi che in realta` il dominio di S puo` essere in generale molto vasto,
e la ricerca dei suoi elementi non agevole, comportando di fatto la verifica
dell’azione di S sul generico A ⊂ I. In tal senso la Proposizione 20 e` di
aiuto, nel determinare nuovi elementi del dominio a partire da quelli gia`
1Nel dare esempi di automorfismi S, ci limiteremo alla prima riga della sua tabella,
che rappresenta ovviamente l’azione di S sulla base {{1, 2}, . . . {1, m}}
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noti. Tuttavia esistono elementi del dominio che sfuggono ad una analisi
cos`ı immediata e sono un po’ piu` riposti, anche se limitati proprio dalla
Proposizione 20 al caso di connessioni “deboli”. Ancora si osservi che dalla
Proposizione 15 segue che nulla si puo` dire se il dominio e` aciclico, e resta
da analizzare il caso dei cicli nel dominio.
Servira` il seguente Lemma. In esso, per alleggerire le notazioni, diremo
che y occorre in un cammino X ⊆ P2(I) ogni qual volta y ∈ S(v), con v ∈ X
e il suo numero delle occorrenze sara` il numero di tali v (in tale notazione e`
omesso il riferimento ad S, poiche´ nel seguito si lavorera` con un isomorfismo
fissato).
Lemma 1. Sia S un isomorfismo di P∗(I) in P∗(J), X un cammino
aciclico X = {v1 = {x0, x1}, . . . ,vn = {xn−1, xn}} in P2(I), con S-somma∣∣∣∣∣
n∑
i=1
S(vi)
∣∣∣∣∣ = |S({x0, xn})| ≥ 4
Allora esistono sottoinsiemi di ordine pari Bi of S(vi), i = 1, . . . , n, non
tutti vuoti e di cui almeno uno proprio, tali che B1+ · · · +Bn e` contenuto
nella S-somma di X .
Dimostrazione. Ponendo Bi = ∅ per ogni i = {1, . . . , n}, procediamo
ridefinendo ad ogni passo un Bi, aggiungendovi due elementi, e lasciando
inalterati gli altri Bj con j 6= i. Per ipotesi, ogni y ∈ S({x0, xn}) ha un
numero dispari di occorrenze in X . Sia y1 ∈ S({x0, xn}), scegliamo i1 ∈
{1, . . . , n} tale che y1 ∈ S(vi1) \ Bi1 . Quindi scegliamo y2 ∈ S(vi1) \ Bi1 ,
con y2 6= y1 e ridefiniamo Bi1 = Bi1 ∪ {y1, y2}; gli altri Bj , con j 6= i1
rimangano invariati.
Se y2 ∈ S({x0, xn}), l’algoritmo di ferma. Altrimenti, poiche´ y2 ha
un numero dispari di occorrenze in X , esiste i2 ∈ {1, . . . , n}, tale che
y2 ∈ S(vi2) \ Bi2 . Scegliamo y3 ∈ S(vi2) \ Bi2 , con y3 6= y2 e ridefiniamo
come prima Bi2 = Bi2 ∪ {y2, y3}.
Se yi3 ∈ S({x0, xn}), l’algoritmo si ferma. Altrimenti, procediamo
cercando un’altra occorrenza di yi3 in X .
L’algoritmo terminera` ad un passo n′ < n tale che yn′+1 ∈ S({x0, xn}).
Gli interi ij non sono necessariamente tutti distinti, ma l’algoritmo deve
fermarsi perche´ ad ogni passo l’ordine dei Bi non diminuisce, e l’ordine di
un certo Bj ⊂ S(vj) aumenta di 2. In piu`, all’ultimo passo, B1+ · · · +Bn =
{y1, yn′+1} ⊂ S({x0, xn}), cos`ı che i Bj non sono tutti vuoti, ed almeno uno
di essi e` un sottinsieme proprio del rispettivo S(vj). 
Il risultato seguente verra` ottenuto nell’ipotesi di avere particolari cicli
nel dominio.
Definizione 25. Un ipergrafo X ⊆ P(I), di n ≥ 3 iperspigoli, e` detto
un ciclo minimale se, per un opportuno ordinamento {C0, C1, . . . , Cn} dei
suoi iperspigoli si ha (posto Cn+1 = C0):
i. |Ci ∩Ci+1| = 1 per ogni i = 0, . . . , n e tali intersezioni sono tutte
distinte
ii. Ci ∩ Cj = ∅ per ogni i = 0, . . . , n e per ogni j 6= ±i.
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Per comprendere le ragioni di tale Definizione, si osservi l’equazione 5
nella Proposizione 15: se si fosse aggiunta l’ipotesi che il ciclo era minimale,
avremmo avuto l’uguaglianza.
Proposizione 21. Sia S : P∗(I)→ P∗(J) un isomorfismo e
{C0, C1, . . . , Cn}
un ciclo minimale con Ci ∈ D(S) per ogni i = 0, 1 . . . , n. Allora anche
gli Ci formano un ciclo minimale, per un opportuno loro riordinamento
Ci1 , . . . , Cin . Inoltre esiste un ciclo di lunghezza n nel grafo di S.
Dimostrazione. In generale le intersezioni Ck ∩ Ch non possono che
essere singleton o vuote (vedi Prop. 20).
Non si lede la generalita` se si suppone che le intersezioni non vuote siano
nell’ordine C0∩C1 = {x1}, . . . , Cn−1∩Cn = {xn}, Cn∩C0 = {x0} e dunque
usiamo la nomenclatura vi = {xi−1, xi} ⊆ Ci. Cominciamo con il dimostrare
che per ogni i = 0, . . . , n e` |S{xi, xi+1}| = 2. Non si lede la generalita` nel
supporre che, per assurdo, sia |S{x0, xn}| ≥ 4. Allora siamo nelle ipotesi del
Lemma 1: troviamo insiemi Bi ⊆ S({vi}) non tutti vuoti e di cui almeno uno
proprio, la cui somma e` contenuta propriamente in S({x0, xn}) ∈ P
∗(C0);
poiche´ C0, C1, . . . , Cn ∈ D(S), allora S−1(P∗(Ci)) = P∗(Ci) per ogni
i = 0, 1, . . . , n, ed e`
v := S−1(B1+ . . .+Bn) = S
−1(B1)+ . . .+S
−1(Bn) ∈ P
∗(C0)∩
(
n⊕
i=1
P∗(Ci)
)
.
Ma d’altra parte, in virtu` delle ipotesi sulle intersezioni degli Ci, e` anche
P∗(C0) ∩
(
n⊕
i=1
P∗(Ci)
)
= 〈{x0, xn}〉
e per quanto stabilito con il Lemma 1, e` anche v 6= {x0, xn}, una contrad-
dizione. Quindi l’unica possibilita` e` che non vi sia vi tale che |S(vi)| ≥
4.
Allora (x0, x1, . . . , xn, xn+1 = x0) e` un ciclo nel grafo di S, e la sua
immagine mediante S e` un ciclo, per la proposizione 18. Ricordiamo che
S porta cicli in cicli ma non conserva necessariamente le adiacenze degli
spigoli; in ogni caso, a meno di un riordinamento, si ottiene la proprieta` i.
per i Ci. Tale proprieta` e` quindi dimostrata per il generico isomorfismo S
Da cio` la ii. segue subito. Infatti si supponga p. a. che sia Cjk ∩ Cjh =
{z} con k < h interi non consecutivi; ovviamente e` possibile sceglierli in
maniera da minimizzare la differenza h− k ≥ 2. Allora Cik , Cik+1 , . . . , Cih
formano un ciclo, che e` necessariamente minimale per le ipotesi fatte sugli
indici k ed h. Allora la i. applicata a tale ciclo e ad S−1 porta a contraddire
la minimalita` del ciclo Ci. 
Il procedimento usato nell’ultima parte della dimostrazione permette
di osservare una cosa: se n + 1 iperspigoli C0, C1, . . . , Cn, Cn+1 = C0
formano nell’ordine un ciclo, e tutte le intersezioni Ch ∩ Ck sono al piu`
singleton, e` possibile scomporre il ciclo in cicli minimali, passando a cicli piu`
piccoli (eventualmente i cicli di lunghezza 3 sono necessariamente minimali).
Tuttavia tale scomposizione non e` necessariamente unica.
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4. Il funtore S• : B→ P∗
Dimostreremo che la categoria concreta B degli spazi delle bipartizioni
B(I) su un insieme finito I e quella P∗ degli spazi di parti pari P∗(I) sono
isomorfe. Il primo passo sara` quello di definire l’immagine del generico
morfismo della categoria B.
Siano I, J insiemi di ordine rispettivamente m e n. Sia E un omomor-
fismo di B(I) in B(J), quindi E = (bE1 , . . . , bEm), dove bEi = E(pi) e` una
bipartizione su J , per ogni i ∈ I.
Definiamo un omomorfismo SE di P
∗(J) in P∗(I) ponendo
SE(A) := {i ∈ I|A ∩ Ei ha ordine dispari} per ogni A ∈ P
∗(J)
Ovviamente, la definizione e` indipendente dalla scelta del rappresentante
Ei o E
−1
i di una bipartizione bEi , semplicemente perche´ A ha ordine pari e
quindi A ∩Ei e` di ordine dispari se e solo se tale e` A ∩Ei
−1.
Si ha che SE(A) ∈ P
∗(I) e SE e` un omomorfismo, e cio` segue dalla
Proposizione seguente:
Proposizione 22. Siano A,B,E,E1, . . . , Er ∈ P(J); allora
i) E ∩ (A+B) ha ordine dispari se e solo se uno e solo uno tra E ∩A
and E ∩B ha ordine dispari;
ii) A∩(E1+ . . . +Er) ha ordine dispari se e solo se {j|j = 1, . . . r, |A∩
Ej | e` dispari} ha ordine dispari;
Sia poi E = (bE1 , . . . , bEm) un omomorfismo di B(I) in B(J),
allora
iii) se A,B ∈ P∗(J) e i ∈ I, allora i ∈ SE(A + B) se e solo se i ∈
SE(A) + SE(B)
iv) se A ∈ P∗(J), allora SE(A) ∈ P
∗(I).
Dimostrazione. i) Segue immediatamente dall’osservare che E ∩ (A+
B) = [E ∩ (A∩B−1)]∪ [E ∩ (B ∩A−1)], analizzando singolarmente i casi di
|E ∩ (A ∩B)| dispari o pari.
ii) Se r ≤ 2 vedi i). Se r ≥ 3, si arriva alla tesi mediante un ovvio procedi-
mento induttivo.
iii) Segue facilmente da i).
iv) Si osservi che E1+ · · · +Em ∈ {∅, J}, e poiche´ ovviamente |A∩J | = |A∩∅|
e` pari, dev’essere allora SE(A) in P
∗(I), a causa della ii). 
Definizione 26. Definiamo un funtore controvariante S• dalla categoria
concreta B alla categoria concreta P∗, associando, per ogni insieme finito I,
all’oggetto B(I) ovviamente P∗(I), e ad ogni morfismo E : B(I) → B(J) il
morfismo SE : P
∗(J)→ P∗(I).
Al fine di mostrare che la Definizione e` corretta, si verificano adesso le
proprieta` funtoriali.
Proposizione 23. L’applicazione S• : Hom(B(I),B(J))→ Hom(P∗(J),P∗(I))
gode delle proprieta`:
i) 1B(I)
S•7→ 1P∗(I), per ogni B(I) oggetto di B;
ii) per ogni E ,F tali che
B(I)
E
−→ B(J)
F
−→ B(L)
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si ha SE ◦ SF = SF◦E .
Dimostrazione. i) Se E = 1B(I), allora E = (p1, . . . , pm) ed essendo
SE(A) = {i ∈ I|A ∩ {i} e` di ordine dispari}, si ha SE(A) = A per ogni
A ∈ P∗(I), e SE = 1P∗(I).
ii) Siano adesso E ,F come da ipotesi, con |I| = m, |J | = n, |L| = r e si
abbiano le rappresentazioni E = (bE1 , . . . , bEm) come m-pla di bipartizioni
su J , F = (bF1 , . . . , bFn) come n-pla di bipartizioni su L.
Poiche´ F◦E e` un omomorfismo di B(I) in B(L), denotiamo con (bH1 , . . . , bHm)
una sua rappresentazione come m-pla di bipartizioni su L. Allora, per ogni
i ∈ I, abbiamo per definizione
bHi = (F ◦ E)(pi) = F(bEi) = F

∑
j∈Ei
pj

 = ∑
j∈Ei
bFj
e, considerando i due rappresentanti di ogni bipartizione, dev’essere∑
j∈Ei
Fj ∈ {Hi,Hi
−1}
Per ogni A ∈ P∗(L) e i ∈ I, abbiamo allora i ∈ SF◦E(A) se e solo se
A∩
∑
j∈Ei
Fj ha ordine dispari, quindi (per la Proposizione 22, iii.) se e solo
se e` dispari l’ordine dell’insieme
{j ∈ Ei|A ∩ Fj ha ordine dispari} = Ei ∩ {j ∈ J |A ∩ Fj ha ordine dispari}.
Consideriamo adesso
(SE ◦ SF )(A) = SE (SF (A)) = SE ({j ∈ J |A ∩ Fj ha ordine dispari}) .
Per ogni i ∈ I, per definizione e` i ∈ SE (SF(A)) se e solo se e` dispari l’ordine
dell’insieme Ei ∩ {j ∈ J |A ∩ Fj ha ordine dispari}. Si ha quindi per ogni A
SE ◦ SF (A) = SF◦E(A) e la tesi. 
Le proprieta` funtoriali garantiscono che se E e` un automorfismo di B(I),
allora SE e` un automorfismo di P
∗(I).
4.1. Il funtore inverso E• : P
∗ → B. Di fatto, lo studio degli au-
tomorfismi di B(I) e` del tutto equivalente a quello degli automorfismi di
P∗(I). Cio` viene mostrato osservando che il funtore S• ha inverso, cioe` che
e` possibile associare ad ogni omomorfismo S : P∗(J)→ P∗(I) un opportuno
omomorfismo ES : B(I)→ B(J), tale che S(ES) = S e E(SE ) = E .
Al fine di poter descrivere l’azione del funtore inverso servira` la seguente
Proposizione.
Proposizione 24. Ad ogni iperpiano H di P∗(I) puo` essere associata ad
una bipartizione bE(H) di I, con E(H) 6= ∅, I, tale che H = {A ∈ P
∗(I)|A∩
E(H) ha ordine pari}; in particolare H = P∗(E(H))⊕P∗(E(H)−1) (si noti
che P∗(E(H)) = ∅ se E(H) e` un singleton).
Dimostrazione. Si considerino dapprima i 2-elementi {1, 2}, . . . , {1,m}
di P2(I); si riordini e separi tale collezione in due parti (una delle quali puo`
essere vuota): {1, i2}, . . . , {1, ir} ∈ H e {1, ir+i}, . . . , {1, im} /∈ H. Poiche´
stiamo lavorando sul campo Z2, H ha indice 2 in P∗(I), e per ogni scelta di
h, k ∈ {r+1, r+2, . . . ,m} distinti abbiamo {ih, ik} = {1, ih}+{1, ik} ∈ H.
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Allora {1, i2}, . . . {1, ir}, {ir+1, ir+2}, . . . , {ir+1, im} formano un insie-
me di m − 2 vettori di H, che non contiene cicli, e dunque genera un
sottospazio di dimensione m − 2, necessariamente uguale ad H. Quindi
E(H) = {1, i2, . . . , ir}. 
Sia ora S un omomorfismo P∗(J) → P∗(I) con |I| = m, |J | = n. Per
ogni i ∈ I, denotiamo con H|i l’iperpiano P
∗(I \ {i}) di P∗(I); abbiamo
che H|i ∩ S(P
∗(J)) e` S(P∗(J)) o un iperpiano; nel primo caso si ponga
bEi = {∅, J}; in caso contrario, guardando alla tabella di S, e` facile scoprire
qual e` la bEi tale che P
∗(Ei)⊕P∗(Ei
−1) = S−1(H|i): ad es. basta controllare
la presenza dell’indice i sull’r-esima riga; sia quindi Eri l’insieme {j ∈ I|i ∈
S({r, j})}; e` facile provare che bEri (= bEi) e` invariante rispetto ad r e che
bEi e` la bipartizione desiderata.
Ora mostriamo che E = (bE1 , . . . , bEm) e` un omomorfismo, cioe` che
bE1+ · · · +bEm = 0. Sia i, j ∈ I; si osservi che, per ogni k ∈ I, k /∈ S(∅) = ∅,
quindi, per definizione di bEk , k ∈ S({i, j}) se e solo se bEk separa i, j. Ma
|S({i, j})| e` pari, quindi dalla Proposizione 22 iii) segue che bE1 + · · · + bEm
tiene uniti i, j, per ogni i, j. Quindi bE1 + · · · + bEm e` zero.
Infine e` facile vedere che S(ES) = S e E(SE ) = E . Per esempio, al fine di
controllare la prima identita`, basta richiamare la precedente osservazione,
cioe` che k ∈ S({i, j}) se e solo se bEk separa i, j, per ottenere che k ∈
S(ES)({i, j}) se e solo se k ∈ S({i, j}).
Questo completa la dimostrazione dell’isomorfismo tra le categorie B e
P∗.
4.2. Relazione tra i domini di E e di SE . Ricordiamo che (vedi
Sezione 5 Cap. 2), il dominio di un automorfismo E e` l’insieme dei sottospazi
coordinati di B(I) che vengono mandati da E in sottospazi coordinati di B(I).
Cio` equivale a dire che se A ⊆ I{1, . . . ,m}, |A| 6= 1 e E = (bE1 , . . . , bEm)
allora A−1 ∈ D(E) se e solo se
(7) |{i|bEi ≥ pA−1}| = dimV (A
−1) = m− |A|
Cio` ovviamente equivale anche a richiedere che l’insieme complementare
di quello a primo membro, A := {i|bEi  pA−1} abbia cardinalita` |A| = |A|.
Ma k ∈ A se e solo se bEk separa lo zero-blocco A di pA−1 , e cio` accade se
solo se esistono i, j ∈ A distinti tali che bEk separa i, j, infine se e solo se
k ∈ S({i, j}), con {i, j} ∈ P∗(A). Ne segue subito che
Proposizione 25. Per ogni A ⊆ I, A ∈ D(S) se e solo se A−1 ∈ D(ES).
Dunque, con riferimento alle tende ed in particolare al loro lettura “per
colonne”, la teoria degli spazi delle bipartizioni riguarda agli insiemi degli
1 come elementi del dominio, mentre la teoria degli spazi delle parti pari
considera i loro complementi, gli insiemi degli 0. Prima di passare alle
applicazioni di quanto detto, facciamo alcuni commenti sul percorso gia`
svolto.
5. Commenti alla costruzione funtoriale
Nel precedente Capitolo 2 si e` illustrato come due B(1)-gruppi isoscenici
siano legati — quale che siano le loro rappresentazioni date — da un cambio-
base su Z2 che porta una tenda nell’altra e che questo cambio-base e` un
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automorfismo E dello spazio vettoriale delle bipartizioni B(I) su un insieme
I = {1, . . . ,m}.
Rispetto ad una base ridondante l’automorfismo E e` rappresentabile
come m-pla ammissibile delle bipartizioni immagini dei vettori della base,
ovvero una (bE1 , . . . , bEm) insieme dipendente minimale di B(m).
Volendo scrivere la Z2-matrice m×m di tale automorfismo rispetto alla
base ridondante delle puntate (p1, . . . , pm) otteniamo una matrice che ha:
(1) determinante zero, ma che possiede minori non nulli di ordinem−1;
(2) le colonne identificate a meno di scambi di “zeri ed uni”;
(3) come somma delle colonne, il vettore costante ad entrate tutte nulle
(o tutte 1).
. Il punto (2) deriva dal fatto che nella base ridondante ogni bipartizio-
ne e` generabile in due modi, mediante due sommatorie aventi supporto
complementare
bE =
∑
i∈E
pi =
∑
i∈E
pi +
∑
i∈I
pi =
∑
i/∈E
pi.
Il punto (3) traduce numericamente il fatto che la somma
∑m
i=1 bEi e` zero,
ovvero la bipartizione {∅, I} che tiene uniti tutti gli elementi di I.
Come esempio, si consideri l’automorfismo
E = (b1238, b156, b1278, b246, b1458, b1247, b678, b258)
di B(I) con I = {1, . . . , 8}. Allora e` una sua matrice, rispetto alla base
ridondante delle puntate,

1 1 1 0 1 1 0 0
1 0 1 1 0 1 0 1
1 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0
0 1 0 0 1 0 0 1
0 1 0 1 0 0 1 0
0 0 1 0 0 1 1 0
1 0 1 0 1 0 1 1


ma anche qualsiasi altra matrice che si ottiene da essa aggiungendo (1, 1, . . . , 1)
ad alcuni suoi vettori colonna. Ad es. se scegliamo di cambiare le prime
quattro colonne, otteniamo

0 0 0 1 1 1 0 0
0 1 0 0 0 1 0 1
0 1 1 1 0 0 0 0
1 1 1 0 1 1 0 0
1 0 1 1 1 0 0 1
1 0 1 0 0 0 1 0
1 1 0 1 0 1 1 0
0 1 0 1 1 0 1 1


ancora una matrice dello stesso automorfismo.
Tuttavia e` possibile osservare che, poiche´ i nuovi rappresentanti sono
stati ottenuti aggiungendo alle colonne (quali che esse siano) una quantita`
costante, ovvero 1, le differenze tra le coordinate di ciascuna colonna sono
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rimaste invariate. Ad es. le colonne che danno differenza 1 tra la loro prima
e seconda coordinata sono le colonne di indice 2, 4, 5 e 8.
Passare a queste differenze costituisce l’essenza della costruzione fun-
toriale. Poiche´ la costruzione funtoriale “mima” il passaggio alla matrice
trasposta (ma non considera le righe bens`ı le somme di coppie di righe),
non fa meraviglia che conservi il rango della matrice e che, in particolare, il
funtore porti automorfismi in automorfismi.
Qui si vuol osservare che, come per le differenze {2, 4, 5, 8} tra prima e
seconda riga, in generale tali differenze sono in numero pari perche´ stiamo
lavorando con una base ridondante. Cos`ı lo spazio di arrivo e` l’iperpiano
P∗(8) ≤ P(8) delle parti pari su 8 elementi. Si ha dunque un ulteriore ri-
prova della pertinenza dell’idea originaria di lavorare nella base ridondante:
se avessimo applicato la costruzione funtoriale ad un automorfismo rappre-
sentato su una base vera, lo spazio di arrivo sarebbe stato l’intero spazio
P(7). Ma in tale spazio, che ovviamente ha parti di ordine pari e dispari,
sarebbe venuta a cadere tutta l’interpretazione in termini di grafi che rende
possibile ottenere i risultati in maniera agevole.
Al passaggio da una base vera ad una ridondante corrisponde l’immer-
sione di P(7) come iperpiano di parti pari in P(8): ogni parte pari rimane
tale, mentre ad ogni parte X di ordine dispari va in X ∪ {8}. In questo
modo tutte le basi di parti di ordine 1 o 2 (eventualmente non connesse co-
me grafi) vengono mandate in basi di 2 elementi che, per quanto si e` visto,
risultano essere alberi. E` un procedimento che un po’ ricorda l’aggiunta dei
punti impropri alle rette del piano, per far si che ogni coppia di rette abbia
un intersezione.
Altro commento merita la scelta di lavorare sugli 0 della tabella, e non
sugli 1. E` facilmente verificabile che e` impossibile un cambio-base tra le due
tende
A1 A2 A3 B1 B2 B3
t1 = 0 1 0 u1 = 0 1 1
t2 = 0 0 1 u2 = 0 0 1
t3 = 1 0 0 u3 = 1 0 0
t4 = 1 1 1 u4 = 1 1 0
Se si interpretano le colonne come partizioni puntate sui loro supporti (gli
1) cio` viene giustificato dal fatto che
dimV (pA1) ∩ V (pA2) ∩ V (pA3) = 1, dimV (pB1) ∩ V (pB2) ∩ V (pB3) = 0
dunque non si conservano le dimensioni delle intersezioni. Ma questa descri-
zione cambia se si “immergono” le tende in dimensione maggiore:
A1 A2 A3 B1 B2 B3
t1 = 0 1 0 u1 = 0 1 1
t2 = 0 0 1 u2 = 0 0 1
t3 = 1 0 0 u3 = 1 0 0
t4 = 1 1 1 u4 = 1 1 0
t5 = 1 1 1 u4 = 1 1 1
t6 = 1 1 1 u4 = 1 1 1
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Il cambio-base e` sempre impossibile, stavolta pero` perche´
dimV (pA1)∩ V (pA2) ∩ V (pA3) = 3, dimV (pB1)∩ V (pB2) ∩ V (pB3) = 2.
Come gia` osservato in precedenza, lavorare con le bipartizioni e le partizioni
puntate obbliga a riferirsi sempre alla dimensione dello spazio ambiente.
In entrambi i casi, invece, ragionando con gli spazi di parti pari ed identi-
ficando le colonne con i rispettivi zero-blocchi A1 = {1, 2}, A2 = {2, 3} ecc.,
la descrizione rimane la stessa: dal punto di vista combinatorio non esiste
un automorfismo di P∗(I) che porta il ciclo (1, 2, 3) della prima tenda nel
cammino aciclico (1, 2, 3, 4) della seconda tenda; dal punto di vista algebri-
co, non esiste automorfismo che possa portare il P∗({1, 2, 3}) di dimensione
2 in P∗({1, 2, 3, 4}) di dimensione 3. Tutto questo senza nessun riferimento
alla dimensione dell’ambiente I.
6. Cambi-base di B(1)-gruppi indecomponibili.
I risultati di questa Sezione sono contenuti in Base changes of B(1)-
groups: a Z2-linear and graph theory approach [M], in pubblicazione sul
Rendiconto dell’Accademia delle Scienze Fisiche e Matematiche di Napoli.
Per il Teorema 4, l’indecomponibilita` di B(1)-gruppo G equivale alla
forte 2-connessione della sua tenda t. Un suo cambio-base E di G deve
avere nel proprio dominio le colonne di t, da cui anche D(SE) e` fortemente
2-connesso come ipergrafo.
Ne segue che i cambi-base dei gruppi indecomponibili sono tutti e soli
quelli aventi dominio fortemente 2-connesso. Tuttavia, la Proposizione 21
mostra come un ciclo minimale nel dominio di un automorfismo S sotten-
da sempre un ciclo nel grafo di S. Quindi non soprende che la forte 2-
connessione del dominio implichi (ed equivalga) alla 2-connessione del grafo
di S.
Tale teorema di caratterizzazione ha anche un risvolto computazionale:
mentre la verifica della forte 2-connessione del dominio prevede la complessa
costruzione effettiva del dominio (praticamente la verifica dei 2m sottoinsie-
mi di I), la verifica della 2-connessione del grafo necessita solo della verifica
dei possibili
(m
2
)
spigoli di I.
Si ricordi la Definizione 21 di un cammino di un ipergrafo che collega
a, b fuori di {k}.
Osserviamo che, fissato k, la relazione a ∼ b definita in I dall’esistenza
di una sequenza che collega a, b fuori di {k} e` di equivalenza; indichiamo
allora con [a] la classe di equivalenza di a. In piu`, esiste una sequenza che
collega a, b fuori di {k} se e solo se esiste una siffatta sequenza che collega
c ∈ [a] e d ∈ [b] (fuori di {k}); alla luce di cio`, e` giustificata e chiara nel
significato la locuzione “la sequenza C1, . . . , Cn collega [a], [b] fuori di {k}”.
Il teorema principale di questa sezione e` il seguente.
Teorema 5. Sia S un isomorfismo di P∗(I) in P∗(J). Se D(S) e` for-
temente 2-connesso e A ∈ D(S), allora D(S|P∗(A)) e` fortemente 2-connesso.
Dimostrazione. E` sufficiente provare l’asserto quando A e` massimale
in D(S). Sia D(S) fortemente 2-connesso e supponiamo, per assurdo, che
D(S|P∗(A)) non sia fortemente 2-connesso. Allora, esistono a, b, k ∈ A ed una
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sequenza C1, . . . , Cn in D(S) che collega [a] e [b] fuori {k}, ma non esista
una tale sequenza in D(S|P∗(A)).
Quindi, non possiamo avere |Ci ∩ A| ≥ 2 per tutti gli i, altrimenti in
questo caso C1∩A, . . . , Cn∩A sarebbe, per la Proposizione 20, una sequenza
in D(S|P∗(A)) che collega [a], [b] fuori di {k}.
Possiamo scegliere una tal sequenza di lunghezza minimale n; come
conseguenza di tale scelta ed ancora della Proposizione 20 si ha che:
(1) |Ci ∩ Ci+1| = 1 per ogni i = 1, . . . , n − 1. Infatti, tali interse-
zioni sono non vuote per ipotesi; d’altra parte, se |Ci ∩ Ci+1| ≥ 2,
potremmo considerare la sequenza
C1, . . . , Ci−1, Ci ∪ Ci+1, Ci+2, . . . , Cn
di lunghezza n− 1;
(2) da (1) abbiamo che Ci ∩ Ci+1 = ∅ per ogni i = 1, . . . , n − 1.
Altrimenti, Ci ∪ Ci+1 e` nel D(S),e la lunghezza della sequenza
diminuirebbe di nuovo;
(3) se i + 1 < j allora |Ci ∩ Cj | = 0; altrimenti avremmo ancora una
sequenza piu` piccola
C1, . . . , Ci−1, Ci, Cj , Cj+1, . . . , Cn;
(4) n ≥ 2. Se infatti fosse n = 1, C1 collegherebbe [a], [b], quindi
|C1 ∩A| ≥ 2 e C1 ∩A ∈ D(S|P∗(A)) collega [a], [b];
(5) la massimalita` di A proibisce anche che, per qualche i, sia |A∩Ci| ≥
2 e A ∪ Ci ⊂ I
(6) un po’ piu` di attenzione e` richiesta per vedere che, per ogni i,
|A ∩ Ci| ≥ 2 e A ∪ Ci = I non puo` verificarsi. Infatti, per un tal
Ci, avremmo Ci ∩ Cj 6= ∅ per ogni j 6= i, e la sequenza avrebbe
lunghezza 2. Ma da cio` seguirebbe che, detti Ci = C e D i due
elementi della sequenza, allora |C ∩D| = 1 e quindi |D| = 2. Ora,
S(P∗(I)) = S(P∗(C ∪A)) = P∗(I), quindi C∪A = I; d’altra parte
P∗(D)∩P∗(A) = P∗(D)∩P∗(C) = 0, quindi |D∩A| = |D∩C| = 1.
Infine C∪D ∈ D(S), e avremmo come contraddizione una sequenza
di lunghezza 1.
Sia allora r il minimo i > 1 tale che |A ∩ Ci| = 1 (eventualmente r = n);
sia C1 ∩ A = {x1}, Ci ∩ Ci+1 = {xi+1} for i = 1, . . . , r − 1, Cr ∩ A =
{xr+1}, mentre |Ci ∩ A| = 0 per ogni 1 < i < r. Allora {x1, xr+1} ⊆ A; se
|S({x1, xr+1})| = 2, allora {x1, xr+1} ∈ [a] e, se r < n, possiamo considerare
la sequenza Cr+1, . . . , Cn e la lunghezza decresce ancora, altrimenti r = n,
{x1, xn+1} ∈ D(S|P∗(A)) collega [a] e [b].
Questo assicura che |S({x1, xr+1})| ≥ 4, e questa e` una contraddizione
alla luce della Proposizione 21, osservando che A,C1, . . . , Cn e` un ciclo
minimale nel dominio di S.

Il Teorema ha un immediata ricaduta sui B(1)-gruppi di Butler. In ge-
nerale e` ovvio che la indecomponibilita` non e` una proprieta` gruppale che
viene ereditata per quozienti; tuttavia se un B(1)-gruppo G ha una ten-
da sufficientemente complessa — pari alla tenda di un cambio-base di un
6. CAMBI-BASE DI B(1)-GRUPPI INDECOMPONIBILI. 63
indecomponibile — allora ci sono particolari sezioni di G che sono indecom-
ponibili.
Corollario 3. Sia E un cambio-base di un gruppo indecomponibile e
G un B(1)-gruppo rappresentanto dalla tenda D(E). Allora per ogni A ∈
D(SE), il B(1)-gruppo GA/〈gA〉∗ e` indecomponibile.
Dimostrazione. Osservare che la tenda di GA/〈gA〉∗ e` ottenuta dalla
tenda di E cancellando le righe ti, con i /∈ A, e coincide con la tenda di
SE|P∗(A). Quindi il risultato segue dal Teorema 5. 
Il teorema di caratterizzazione dei cambi-base degli indecomponibili e`
una immediata conseguenza del Teorema 5
Teorema 6. Sia S un isomorfismo di P∗(I) in P∗(J). D(S) e` forte-
mente 2-connesso se e solo se GS e` un grafo 2-connesso su I.
Dimostrazione. Ricordiamo che ogni spigolo di GS e` nel D(S). Quindi
se GS e` un grafo 2 connesso su I, allora la condizione di forte 2-connessione
di D(S) e` verificata per ogni a, b, k, con C1, . . . , Cn dati da un cammino X
che connette a e b e che non tocca k.
Viceversa, sia D(S) fortemente 2-connesso. Procediamo per induzione
su |I|.Se |I| = 2, allora l’asserto e` ovvio. Sia quindi |I| ≥ 3 e k ∈ I. Per ogni
a, b ∈ I \ {k}, esiste per ipotesi una sequenza C1, . . . , Cn di elementi del
D(S), che collega a e b, con k /∈ Ci for i = 1, . . . , n. Per il Teorema 5, per
i = 1, . . . , n, D(S|P∗(Ci)) e` fortemente 2-connesso e, per ipotesi induttiva, il
grafo di S|P∗(Ci) e` 2-connesso su Ci; poiche´ Ci ∩Ci+1 6= ∅, l’unione di questi
grafi e` il cercato cammino che contiene a, b ma non k. 
Se il grafo di S e` 2-connesso, la ricerca degli elementi del dominio risulta
facilitata. Per ogni grafo G in I, ed A ⊆ I, definiamo il grafo di G sotteso da
A come G(A) = P2(A) ∩ G (ovvero l’insieme degli spigoli di G tra elementi
di A).
Corollario 4. Sia GS 2-connesso, A ⊆ I (|A| 6= 1). Allora A ∈ D(S)
se e solo se il grafo GS(A) e` 2-connesso.
Dimostrazione. Conseguenza immediata dei Teoremi 5 e 6. 
Anche quando GS e` solamente connesso si puo` dire qualcosa sugli ele-
menti del dominio D(S): essi sono dati dai sottografi connessi di GS che S
manda in sottografi connessi.
Corollario 5. Sia GS connesso, A ⊆ I (|A| 6= 1). Allora:
i) se A ∈ D(S), allora GS|P∗(A) e` connesso;
ii) A ∈ D(S) se e solo se GS|P∗(A) e S(GS|P∗(A)) sono connessi.
Dimostrazione. i) Supponiamo che esistono a, b ∈ A tali che ogni
cammino semplicemente connesso GS , che collega a e b, non e` contenuto
in P∗(A). Sia X uno di questi cammini; guardando alla seguenza dei suoi
vertici, si possono scegliere c, d ∈ A ∩ Vert(X ) tali che {c, d} /∈ GS|P∗(A) e il
cammino X ′ ⊆ X che collega c e d e` tutto fuori di P∗(A). Allora, otteniamo
nuovamente una contraddizione, osservando che gli elementi di X ′ sono in
D(S) e siamo dunque nuovamente nell’ipotesi della la Proposizione 21.
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ii) Se A ∈ D(S), allora GS|P∗(A) e` connesso per i), e S(GS|P∗(A)) = GS−1
|P∗(A)
e` connesso ancora per i), per la Definizione all’inizio della Sezione 2.1 e
la Proposizione 19. Viceversa, sia X = GS|P∗(A) connesso. Allora, per la
Proposizione 14 i), X e` una base di P∗(A), quindi S(X ) = S(GS|P∗(A)) e` una
base di S(P∗(A)). Posto A = Vert(S(X )): allora, ancora per la proposizione
14 i), S(X ) e` una base di P∗(A), quindi S(P∗(A)) = P∗(A) e A ∈ D(S). 
Ulteriore conseguenza sui grafi di domini e` che non ogni grafo 2-connesso
puo` essere il grafo di un automorfismo.
Corollario 6. Se GS e` grafo di un automorfismo S, e X ,Y sono sot-
tografi 2-connessi tali che |Vert(X ) ∩ Vert(Y)| ≥ 2, allora GS(Vert(X ) ∩
Vert(Y)) e` 2-connesso.
Dimostrazione. Immediata, osservando che per le ipotesi Vert(X ) ∩
Vert(Y) ∈ D(S). 
6.1. Il dominio di un scambio. A titolo di illustrazione, applichiamo
i risultati della sezione precedente al calcolo del dominio di uno scambio.
Come si e` gia` accennato, uno dei problemi risolti nella Teoria dei B(1)-
gruppi e` quello di stabilire se un B(1)-gruppo ammette cambi-base non
banali (ovvero distinti dalle permutazioni dei generatori).
La risposta e` stata fornita in [DVM6] e [DVM7], nei quali gli autori
sviluppano un algoritmo di decomposizione di E = (bE1 , . . . , bEm) in tran-
svezioni. L’algoritmo di risulta essere piu` veloce del classico algoritmo di
decomposizione di Gauss: la natura concreta dello spazio B(m) (ed in defi-
nitiva il campo Z2) permettono di indirizzare l’algoritmo riducendo via via
il numero delle coppie di bipartizioni bEi , bEj tali che |bEi ∧ bEj | = 4. Inoltre
le transvezioni considerate sono gli scambi, ovvero le trasvezioni che fissano
un iperpiano coordinato.
Uno scambio si descrive nel seguente modo: siano scelti i1, i2 ∈ I pivot
della rappresentazione, e sia {{i1, i2},X,X} una tripartizione di {1, . . . ,m};
allora lo scambio che fissa l’iperpiano coordinato
Hi1,i2 = 〈pi|i ∈ X ∪X〉
e` l’automorfismo S = (bF1 , . . . , bFm) dato da
bFi =
{
pi se i ∈ X ∪X
pi + bX se i ∈ {i1, i2}.
Una qualsiasi scelta di X da luogo ad uno scambio, che in particolare e` una
permutazione se e solo se uno tra X e X e` vuoto.
Conseguenza importante dell’algoritmo di decomposizione in scambi e`
la seguente: se
E = S1 · · · Sr
e` decomposto in scambi, allora D(E) ⊆ D(S1) (vedi Proposizione 1, [DVM6]).
Da cio` si deduce che gli scambi hanno dominio massimale, ed un B(1)-
gruppo ammette un cambio-base non banale se e solo se la sua tenda e`
inclusa nel dominio di uno scambio.
Il dominio di uno scambio, per quanto vasto, puo` essere calcolato age-
volmente a partire dal suo grafo. Sia S lo scambio avente i1, i2 come pivot e
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dato dalla tripartizione {{i1, i2},X,X}; se e` una permutazione, allora il suo
grafo e` il grafo totale. Supponiamo che S non sia una permutazione, allora
si ha
SS({h, k}) =


{h, k} se {h, k} ⊆ X oppure {h, k} ⊆ X
{i1, i2, h, k} se h ∈ X, k ∈ X
{i2, k} se h = i1
{i1, k} se h = i2
Ne segue che il grafo di SS e` descritto come il grafo totale su X e su X,
completato con l’aggiunta dei pivot che sono conessi tra loro e a qualunque
altro vertice.
Proposizione 26. Il dominio di uno scambio S avente i1, i2 come pivot
e tripartizione {{i1, i2},X,X}, con X,X non vuoti e` costituito dai seguenti
insiemi (|A| 6= 1):
A ∈ D(S)⇔


A ⊆ X ∪ {i1, i2} oppure
A ⊆ X ∪ {i1, i2} oppure
{i1, i2} ⊆ A
Dimostrazione. Il grafo di uno scambio e` evidentemente 2-connesso.
Basta usare la Proposizione 4, osservando che quelli indicati sono gli unici
insiemi di vertici che sottendono un grafo 2-connesso nel grafo di S. In
particolare, gli insiemi che hanno vertici sia di X che di X e contengono al
piu` un pivot, o sono sconnessi o hanno il pivot come punto di taglio. 
6.2. Altri esempi di cambi-base e loro grafi. Come osservato in
precedenza, il grafo di un cambio-base puo` essere vuoto (ovvero privo di
spigoli e costituito da soli punti isolati). In particolare si osservi il cambio-
base E rappresentato in forma matriciale nella Sezione 5, e qui riportato
come SE :
1 2 3 4 5 6 7 8
1 2,4,5,8 2,3,5,6 1,2,3,4 1,3,6,8 1,3,4,5,6,7 1,2,5,7 2,6,7,8
Esso ha dominio banale, costituito dal solo A = I = {1, . . . , 8}. E` dunque
evidente che i grafi non possono essere lo strumento generale di ricerca degli
elementi del dominio. Ad es. incollando l’automorfismo SE di P
∗(8) ora
descritto, con l’automorfismo S di P∗({8, . . . , 14}) descritto dalla seguente
corrispondenza:
?
? ?
?
?
?
?
??
??
??
?
??? ??
??
?
???
??
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otteniamo un automorfismo di P∗(14) = P∗(8) ⊕ P∗({8, . . . , 14}) il cui
grafo e` ancora quello descritto in figura. Inoltre nel dominio abbiamo, ol-
tre gli elementi del dominio di SE e di S, anche gli insiemi {1, . . . , 9},
{1, . . . , 8, 14}, e la loro unione.
Si consideri adesso l’automorfismo S descritto nella Sottosezione 2.1: e`
un esempio di un automorfismo avente grafo connesso ma non 2-connesso.
Nella tenda del dominio di S
t1 = 0 0 1 1 1 1 1 1 1 1 1 1
t2 = 0 1 1 1 1 1 1 1 1 1 1 0
t3 = 1 0 0 0 1 1 1 1 0 1 0 0
t4 = 1 1 1 0 0 0 0 1 1 0 0 0
t5 = 1 1 1 1 1 0 1 0 0 0 0 0
t6 = 1 1 0 1 0 1 0 0 0 0 0 0
si puo` osservare che
partt(t2) = {{1}, {2}, {3, 4, 5, 6}}
partt(t3) = {{1, 2}, {3}, {4, 5, 6}}.
Un qualunqueB(1)-gruppoG che ammette S come cambio-base, e la cui ten-
da e` dunque ottenuta da quella di S cancellando colonne, e` decomponibile.
In particolare, gli elementi g2, g3 su cui sicuramente G spezza corrispondono
ai punti di taglio 2 e 3 del grafo di S−1.
Un ulteriore osservazione merita il caso dei grafi 2-connessi. Si consi-
deri l’automorfismo S di P∗(7) che agisce come l’identita` su P∗({1, 2, 6}),
e completato su P∗(7) = P∗({1, 2, 6}) ⊕ P∗({3, 4, 7}) ⊕ P∗({1, 4, 5}) (vedi
Proposizione 15) con le posizioni S({3, 4}) = {2, 3} e S({3, 7}) = {2, 7},
S({1, 5}) = {3, 4} e S({4, 5}) = {1, 5}.
Allora i grafi di S e di S−1 sono:
?
?
?
?
?
?
?
?
?
?
?
?
?
?
Ovviamente S manda cicli in cicli, e tali associazioni tra cicli (spigolo per
spigolo) definiscono l’autormorfismo, poiche´ i grafi sono 2-connessi su I. I
due grafi non sono isomorfi, tuttavia si osservi quanto segue: nel primo grafo
a sinistra G i punti 2 e 4 sono esattamente i due punti di connessione tra
i sottografi G1 := G({2, 3, 4, 7}) e G2 := G({1, 2, 4, 5, 6}), la cui unione e`
tutto G; inoltre i punti 2 e 4 sono connessi in entrambi i sottografi G1 e G2.
Sotto queste ipotesi effettuiamo l’operazione (]) di ruotare G1 rispetto a G2:
otterremo, a meno di ridenominare i vertici, il secondo grafo a destra.
Ebbene, tale evenienza non e` casuale. Come provato da H. Whitney in
uno dei suoi lavori giovanili ([W], 1933), due grafi tra i cui spigoli vi sia una
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corrispondenza biunivoca che porta cicli in cicli sono ottenibili l’uno dal-
l’altro mediante successione di operazione tipo (]) (ovvero sono 2-isomorfi).
Sarebbe interessante investigare la relazione che c’e` tra le operazioni alge-
briche in P∗(I) e le operazioni grafiche (]) quando la corrispondenza che
manda cicli in cicli e` dettata da S sul suo grafo.
Bisogna, comunque, tener presente che i grafi degli automorfismi di P∗(I)
sono una sottoclasse propria della classe dei grafi 2-connessi. Ad illustrazione
di cio`, si consideri quanto detto nel Corollario 6, ponendo X = {1, 2, 4, 5} e
Y = {1, 2, 3, 4}:
?
?
?
?
?
Per il Corollario, il grafo non puo` essere grafo di alcun automorfismo. Al-
tra limitazione evidente, non esistono automorfismi di P∗(4) il cui grafo e`
semplicemente connesso.
7. Un ipotesi di approccio al teorema di [BDVM]
Gli strumenti a disposizione in P∗(I) si sono dimostrati efficaci nel pro-
blema di caratterizzazione dei cambi-base degli indecomponibili, e nel fornire
dimostrazioni di semplici risultati gia` noti sul dominio di un automorfismo
di B(m).
E` naturale allora chiedersi se essi sono validi nel sostituire gli spazi di
bipartizioni, in generale, come strumento di studio delle rappresentazioni
degli spazi vettoriali rispetto ad una base ridondante. Quanto visto fin’ora
farebbe propendere per una risposta affermativa.
Esponiamo i risultati parziali e le difficolta` incontrate nell’ottenere nel
nuovo ambito il risultato principale di [BDVM] (Teorema 5.1). Esso e` il
seguente:
Teorema 7 (BDVM). Siano m ≥ 1, n ≥ 0 interi, V eW spazi vettoriali
su un campo K di dimensione m − 1, e famiglie di sottospazi coordinati,
rispetto a fissate basi ridondanti, V1, . . . , Vn di V , W1, . . . ,Wn di W ,
godenti della proprieta` dell’intersezione:
(8) dim(∩{Vr|r ∈ pi}) = dim(∩{Wr|r ∈ pi})
per ogni pi ⊂ {1, . . . , n}. Allora esiste un isomorfimo ϕ : V → W tale che
ϕ(Vi) =Wi, per ogni i = 1, . . . , n.
La dimostrazione viene affrontata in [BDVM] usando le tende come
tabelle di incidenza tra sottospazi: ogni colonna rappresenta un sottospa-
zio coordinato, essendo 1 in corrispondenza di una riga ti se e solo se il
sottospazio contiene il vettore i-esimo della fissata base ridondante. La cor-
rispondenza tra sottospazi e` dunque una corrispondenza biunivoca qi 7→ q
′
i
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tra i Primi di due tende t e u; questa determina immediatamente una cor-
rispondenza biunivoca tra i generici σ “prodotti di Primi” di t e i prodotti
σ′ dei Primi corrispondenti di u.
L’intersezione di sottospazi e` di fatto un “prodotto di Primi” σ, la cui
dimensione e` la dimensione del sottospazio V (partt(σ)), pari a |partt(σ)|−1;
questo numero e` riconducibile a proprieta` dell’ipergrafo degli zero-blocchi.
Per un ipergrafo H useremo le seguenti notazioni: indicheremo con | ∪H| il
numero dei punti toccati da H, e con c.c.H il numero delle sue componenti
connesse.
Proposizione 27. Sia σ = p1 . . . pr un prodotto di Primi di una m-
tenda t, ed Hσ l’ipergrafo determinato dagli zero-blocchi Z(pi) dei suoi primi.
Allora
|partt(σ)| − 1 = m− | ∪Hσ|+ c.c.Hσ − 1.
Dimostrazione. Immediata, tendendo conto di come si calcola partt(σ)
sulla tenda, mediante Pulling the Strings. 
Proposizione 28. Siano t e u due m-tende regolari ed esista una cor-
rispondenza biunivoca qi
ϕ
7→ q′i tra i loro Primi. Sia inoltre, per il generico
σ prodotto di Primi di t, σ′ il prodotto dei primi corrispondenti. Allora ϕ
gode della proprieta` dell’intersezione se e solo se, per ogni σ e`
| ∪Hσ| − c.c.Hσ = | ∪Hσ′ | − c.c.Hσ′
Dimostrazione. Immediata per la Proposizione 27, essendo la dimen-
sione dello spazio ambiente m costante. 
Osserviamo che per un ipegrafo H in I la quantita` | ∪H| − c.c.H ha un
significato algebrico: se si indicano con C1, . . . , Cr le componenti connesse
di H, allora
| ∪H| − c.c.H = dim(P∗(C1)⊕ · · · ⊕ P
∗(Cr)).
Chiameremo dunque |∪H|−c.c.H la dimensione di H in P∗(I), e la indiche-
remo semplicemente con dimH, quando sara` chiaro che H e` un ipergrafo in
I e la sua dimensione algebrica vada calcolata su P∗(I) nel modo indicato.
Quindi il Teorema 7 puo` essere equivalentemente enunciato nel modo
seguente.
Teorema 8. Siano X e Y due ipergrafi su I, con iperspigoli non sin-
gleton2. Se esiste una corrispondenza biunivoca ϕ : X → Y tale che
(9) dimH = dimϕ(H), ∀H ⊆ X
allora esiste un automorfismo S di P∗(I) che ha X nel suo dominio e tale
che, per ogni A ∈ X ⊆ D(S), e`3
A = ϕ(A).
Esiste una dimostrazione diretta e, soprattutto, significativa del Teorema
in questa formulazione? Una strada potrebbe essere la seguente:
2Questa ipotesi traduce la regolarita` delle tenda, e cioe` il fatto che gli zero-blocchi
hanno almeno ordine 2.
3Si ricordi la notazione per gli elementi A del dominio: A e` l’insieme equipotente a A
tale che S(P∗(A)) = P∗(A)
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1. la proprieta` (9) implica che se Ci e` una 2-connessa massimale di
X , allora ϕ(Ci) e` una componente 2-connessa massimale dell’iper-
grafo Y. Poiche´ i cicli di un ipergrafo esattamente quelli inclusi
in una Ci, tali componenti connesse non possono che intersecarsi
in singleton e tali connessioni non formano cicli. Ne segue che se
e` possibile costruire automorfismi S di P∗(Ci) per ogni Ci, questi
possono poi essere incollati per la Proposizione 15. Rimane dunque
da analizzare il caso degli ipergrafi X 2-connessi.
2. Nel caso in cui X e` un ipergrafo 2-connesso e | ∩A∈X A| ≤ 2 allora
si prova agevolmente che la proprieta` (9) equivale a
(10) | ∩A∈H A| = | ∩A′∈H′ A
′| ∀H ⊆ X
Questo permette di definire un automorfismo per induzione sul nu-
mero n = |X | degli elementi di A1, . . . , An di X ; l’automorfismo
puo` essere dapprima definito (arbitrariamente) sull’intersezione di
tutti gli Ai, poi esteso alle intersezioni di n−1 elementi, e via via su
tutta la loro unione. Ad ogni passo, l’estensione e` definita arbitra-
riamente, e la proprieta` (10) serve solo a garantire che le estensioni
sono lecite.
3. Sia ancora X un ipergrafo 2-connesso, e sia |A ∩ B| ≤ 1 per ogni
A,B ∈ X . Allora una difficolta` nasce dal fatto che le intersezio-
ni singleton non vengono necessariamente conservate. Tuttavia in
queste ipotesi la (9) equivale al fatto che ϕ e la sua inversa porta-
no cicli in cicli. Quindi e` possibile passare ad una scomposizione
di ciclo in cicli minimali piu` piccoli (eventualmente i triangoli), e
definire una applicazione tra 2-elementi di I, sulla falsariga di cio`
che accade nella Proposizione 25; rispettare la Proposizione citata e`
infatti condizione necessaria per qualsiasi automorfismo S cercato.
D’altra parte in questo modo si risolve il problema delle intersezio-
ni singleton (poiche´ le rimanenti intersezioni non coinvolte in cicli
legano parti in somma diretta) e le associazioni tra i 2-elementi
considerate mandano cicli in cicli, quindi per la Proposizione 16
possono essere estese in un automorfismo S.
Le difficolta` di formalizzare il punto (3) nascono dal fatto che un ciclo
non ha un unica scomposizione in cicli minimali, e resta da dimostrare che le
associazioni tra 2-elementi che si ottengono attraverso diverse scomposizioni
sono compatibili tra loro. D’altra parte sono state, con questo approccio,
non superabili le difficolta` di trattare situazioni miste, in cui una compo-
nente connessa ha intersezioni di qualsiasi ordine. Ulteriori sviluppi sono
necessari per capire se una opportuna induzione permettera` di risolvere co-
struttivamente il problema, o se e` necessaria una ulteriore chiarificazione
degli strumenti a disposizione nell’ambiente P∗(I).
CAPITOLO 4
Una panoramica sui B(n)-gruppi, n ≥ 2
Come gia` detto nell’Introduzione, tutti gli strumenti Z2-lineari ordinati
e combinatorici usati per lo studio dei B(1)-gruppi sono solo parzialmente di
aiuto nell’affrontare lo studio dei B(n)-gruppi, con n ≥ 2; per essi la parte
Q-lineare gioca un ruolo determinante. Tra le difficolta` che si incontrano
quando si cerca di ripercorrere per i B(n)-gruppi, n ≥ 2, il percorso di
ricerca che e` stato cos`ı di successo per i B(1)-gruppi, quella piu` rilevante e`
l’individuazione di un qualsivoglia approccio efficace allo studio dei cambi-
base dei B(n) gruppi in generale.
In questo capitolo si forniranno esempi volti ad illustrare le differenze
di comportamento tra i B(n)-gruppi e i B(1)-gruppi, nella Sezione 1 con
riferimento agli spezzamenti dei B(n)-gruppi, nella Sezione 2 con riferimen-
to al Teorema di Butler ([Bu65], [DVM16]). Inoltre, si mostrera` come
l’interpretazione della tenda come ipergrafo sia ancora di aiuto nel costruire
immersioni in un B(1)-gruppo completamente decomponibile.
1. Spezzamenti dei B(n)-gruppi, n ≥ 2
Come visto nella Sezione 4 del Cap. 2, il problema delle decomposizioni
dirette dei B(1)-gruppi e` ampiamente risolto, ed in maniera costruttiva.
Quale che sia la sua rappresentazione, e` facile decidere se un B(1)-gruppo
e` indecomponibile; se invece e` decomponibile esso — secondo la locuzione
precedentemente introdotta — spezza su un elemento della base, in due
addendi diretti che sono a loro volta B(1)-gruppi. Una decomposizione
in addendi diretti indecomponibili si ottiene con un algoritmo che itera il
procedimento.
La situazione e` ben diversa per i B(n)-gruppi, con n ≥ 2: stabilire in
generale se un B(n)-gruppo e` indecomponibile e` un problema aperto. Rari
sono in letteratura i risultati riguardanti spezzamenti o indecomponibilita`
di B(n)-gruppi anche solo per n = 2, che siano invarianti per isoscenismo,
ed ancora piu` rari sono analoghi risultati per i B(n)-gruppi con n ≥ 3.
Sono note solo alcune condizioni sufficienti all’indecomponibilita` deiB(2)-
gruppi, tuttavia legate alle loro rappresentazioni. Come pure dalle rappre-
sentazioni dipendono alcuni teoremi di spezzamento relativi ai B(2)-gruppi
ottenuti da De Vivo e Metelli. Tra questi ultimi si riporta solo un interes-
sante teorema sui B(2)-gruppi che spezzano su due elementi della base (cfr.
[DVM13]). Per altri risultati si rinvia alla Bibliografia (cfr. [DVM10],
[DVM12]).
1.1. Un teorema di spezzamento. Il preannunciato risultato di De
Vivo e Metelli e` il seguente:
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Teorema 9. Sia G un B(2)-gruppo dato, a meno di isoscenismi, da
una (m, 2)-tenda t:
G = 〈g1〉∗ + · · ·+ 〈gm〉∗
gA1 + · · · + gAk = 0
α1gA1 + · · · + αkgAk = 0
con 2 ≤ k ≤ m e α1, . . . , αk a due a due distinti. Allora G spezza su due
elementi gi1 , gi2 della base appartententi a sezioni distinte — e senza ledere
la generalita` si puo` supporre i1 ∈ A1, i2 ∈ Ak — in una somma diretta
G = GE ⊕GF
se e solo se esiste una tripartizione {{i1, i2}, E, F} di I = {1, . . . ,m} che
verifica le proprieta` seguenti, in relazione alla tenda di G:
i. p e` un primo di ti1 se e solo se per lo zero-blocco Z(p) di p vale
una delle inclusioni seguenti
- Z(p) ⊆ E ∪Ak
- Z(p) ⊆ F ∪Ak
- Z(p) ⊆ (E ∩Aj) ∪ (F ∩Aj′), con j 6= j
′ e j, j′ 6= k
ii. p e` un primo di tik se e solo se per lo zero-blocco Z(p) di p vale
una delle inclusioni seguenti
- Z(p) ⊆ E ∪A1
- Z(p) ⊆ F ∪A1
- Z(p) ⊆ (E ∩Aj) ∪ (F ∩Aj′), con j 6= j
′ e j, j′ 6= 1
Per la dimostrazione, non difficile ma piuttosto articolata, si rinvia al
citato articolo. Qui ci si limita ad illustrare la situazione con due esempi si-
gnificativi, che mettono in luce il ruolo fondamentale che gioca la partizione-
base.
Esempio 10. Sia m = 6 e partizione base A = {{1, 2}, {3, 4}, {5, 6}}.
Senza ledere la generalita` si puo` supporre che sia
G = 〈g1〉∗ + · · ·+ 〈g6〉∗
g1 + · · · + g6 = 0
g3,4 − g5,6 = 0.
La matrice delle relazioni e` allora[
1 1 1 1 1 1
0 0 1 1 −1 −1
]
quindi gli zero-blocchi consentiti per la tenda di G sono gli insiemi della
partizione base,
{1, 2}, {3, 4}, {5, 6},
gli 8 insiemi che si ottengono da questi scegliendo un elemento in ogni par-
tizione, ed infine tutti quelli che si ottengono per operazione di unione dai
precedenti.
Si impone che G spezzi su g1 e g6 nella somma diretta
G = G{2,3} ⊕G{4,5}
scegliendo cioe` E = {2, 3}, F = {4, 5}. Il Teorema 9 fornisce le seguenti
restrizioni per gli zero-blocchi dei primi che non contengono 1 e che non
contengono 6:
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- se 1 /∈ Z(p) allora dev’essere Z(p) ⊆ {2, 3, 5, 6};
- se 6 /∈ Z(p) allora dev’essere Z(p) ⊆ {1, 2, 4, 5}.
Si ottiene cos`ı la seguente (6, 2)-tenda
t1 = p1 q1 r1 • • • • . . . . . . . . . •
t2 = • • r1 • q6 •
t3 = • • r1 p6 q6 r6
t4 = p1 q1 r1 • • r6
t5 = • q1 • • • r6
t6 = • • • p6 q6 r6 • . . . . . . . . . •
dove sono consentiti tutti i primi p con {1, 6} ⊆ Z(p) e Z(p) regolare. Ta-
le tenda e` quella con il massimo numero di primi avente partizione base
{{1, 2}, {3, 4}, {5, 6}} e che spezza su g1, g6; ogni altro gruppo di questo tipo
si ottiene da questo cancellando primi.
In realta` si puo` osservare che con le condizioni imposte, GE e GF si
decompongono ulteriormente, ed il gruppo G risulta completamente decom-
ponibile:
G = 〈g2〉∗ ⊕ 〈g3〉∗ ⊕ 〈g4〉∗ ⊕ 〈g5〉∗
Esempio 11. Siam = 8 e partizione baseA = {{1, 2}, {3}, {4}, {5}, {6}, {7, 8}, }
cioe`, senza ledere la generalita`,
G = 〈g1〉∗ + · · ·+ 〈g8〉∗
g1 + · · · + g8 = 0
α1g1,2 + α3g3 + α4g4 + α5g5 + α6g6 + α7g7,8+ = 0.
con gli αi a due a due distinti, e matrice delle relazioni[
1 1 1 1 1 1 1 1
α1 α1 α3 α4 α5 α6 α7 α7
]
.
Se si impone che G spezzi su g1 e g8 nella somma diretta
G = G{2,3,4} ⊕G{5,6,7},
gli zero blocchi Z(p) consentiti per i primi della tenda sono tutti e soli i
seguenti:
{2, 3, 4}, {5, 6, 7}, {7, 8}, {5, 6, 8}, {3, 4, 8}, {2, 3, 8},
{2, 4, 8}, {1, 2}, {1, 3, 4}, {1, 5, 6}, {1, 5, 7}, {1, 6, 7},
e tutti gli insiemi regolari contententi {1, 8}.
Cos`ı la tenda di G con il massimo numero di primi e` la seguente
t1 = p q p1 p2 p3 p4 p5 • • • • • • • . . . •
t2 = • q p1 p2 p3 • • • p7 p8 p9 p10 •
t3 = • q p1 p2 • p4 • p6 • p8 p9 p10 r
t4 = • q p1 p2 • • p5 p6 • p8 p9 p10 r
t5 = p • p1 • p3 p4 p5 p6 p7 • • p10 r
t6 = p • p1 • p3 p4 p5 p6 p7 • p9 • r
t7 = p • • p2 p3 p4 p5 p6 p7 p8 • • •
t8 = p q • • • • • p6 p7 p8 p9 p10 • • . . . •
dove sono consentiti tutti i primi p con {1, 8} ⊆ Z(p) e Z(p) regolare.
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Gli addendi diretti, a loro volta, sono:
G{2,3,4} = 〈g2〉∗ + 〈g3〉∗ + 〈g4〉∗ + 〈−g2,3,4〉∗
con tenda
t2 = • q p1 p2 p3 • • • p7 p8 p9 p10 • . . .
t3 = • q p1 p2 • p4 • p6 • p8 p9 p10 r
t4 = • q p1 p2 • • p5 p6 • p8 p9 p10 r
tG(g2,3,4) = p q p1 p2 • • • • • p8 p9 p10 • . . .
e
G{5,6,7} = 〈g5〉∗ + 〈g6〉∗ + 〈g7〉∗ + 〈−g5,6,7〉∗
con tenda
t5 = p • p1 • p3 p4 p5 p6 p7 • • p10 r . . .
t6 = p • p1 • p3 p4 p5 p6 p7 • p9 • r
t7 = p • • p2 p3 p4 p5 p6 p7 p8 • • •
tG(g5,6,7) = p q • • p3 p4 p5 p6 p7 • • • • . . .
Si osservi che i due addendi diretti G{2,3,4} e G{5,6,7} risultano indecompo-
nibili con le tende su mostrate, dunque non e` possibile ulteriormente de-
comporre il gruppo. D’altra parte se si cancellano opportunamente primi e`
possibile ottenere gruppi G = G{2,3,4} ⊕ G{5,6,7} i cui addendi diretti sono
(ciascuno o entrambi) ulteriormente decomponibili, o anche completamente
decomponibili.
1.2. Ruolo della matrice delle relazioni. Una delle maggiori dif-
ficolta` alla soluzione dei problemi di spezzamento risiede nel fatto che un
B(n)-gruppo dato mediante una (m,n)-tenda a meno di isoscenismi puo`
essere indecomponibile o decomponibile a seconda delle entrate della matri-
ce delle relazioni che lo rappresenta, indipendentemente dalle sue (infinite)
realizzazioni concrete.
Infatti la matrice delle relazioni da un lato influenza la tenda, ovvero i
primi ammissibili, tramite i suoi insiemi dipendenti minimali di colonne che
intervengono nelle condizioni di n-regolarita`; e d’altra parte influisce diret-
tamente sul typeset del B(n)-gruppo, consentendo o vietando la presenza
in esso di particolari tipi, circostanza che a sua volta puo` determinare la
decomponibilia` o l’indecomponibilia` del gruppo.
Tale situazione puo` presentarsi anche solo per n = 2, come mostra
l’esempio seguente.
Esempio 12. Sia
G = 〈g1〉∗ + · · ·+ 〈g6〉∗
un B(2)-gruppo con matrice delle relazioni[
1 1 1 1 1 1
0 0 α3 α4 α5 α6
]
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con gli αi a due a due distinti e non nulli, e tenda
t1 = q1 q2 • •
t2 = • • q3 q4
t3 = • q2 • q4
t4 = • q2 q3 •
t5 = q1 • • q4
t6 = q1 • q3 •
Si e` visto (cfr. Esempio 1) che il tipo σ = q1q2q3q4 appartiene al typeset
se e solo se
(11) α3α4α5 − α3α4α6 − α3α5α6 + α4α5α6 = 0
e che, se vale la (11), allora
σ = tG(g0)
dove
g0 = β(α3α5α1 + α5(α3 − α5)g5 + α6(α3 − α5)g6) (β 6= 0).
D’altro canto e` immediato osservare che, a meno di quasi isomorfismi, si ha
G{3,4,5,6} = 〈α3g3〉∗ + 〈α4g4〉∗ + 〈α5g5〉∗ + 〈α6g6〉∗,
che e` un B(1)-gruppo indecomponibile, come si evince dalla sua tenda, che
si ottiene da quella di G sopprimendo le prime due righe:
t3 = • q2 • q4
t4 = • q2 q3 •
t5 = q1 • • q4
t6 = q1 • q3 •
.
Cos`ı , se vale la (11), e` facile verificare che
G = 〈g0〉∗ ⊕G{3,4,5,6}
spezza “su g1 e g2” nella somma diretta di un gruppo di rango 1 e di un
B(1)-gruppo indecomponibile di rango 3.
Se invece non vale la (11), allora G e` indecomponibile, perche´ G(ti) =
〈gi〉∗, per ogni i = 3, . . . , 6; il typeset di G e` allora:
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?
?? ?? ?? ??
???? ???? ???? ???? ???? ????
?
Giova osservare che, come mostra l’esempio, quando n ≥ 2 il reticolo
(T(G),∨,g) e di conseguenza le proprieta` strutturali di un B(1)-gruppo
G non sono in generale invarianti per isoscenismi, perche´ possono essere
legati ad ipersuperfici dello spazio proiettivo PS(m − 1,R), in particolare
all’appartenenza o meno a tali ipersuperfici dei punti (a coordinate razio-
nali) [αl,1, . . . , αl,m] con l = 1, . . . , n, righe della matriche delle relazioni
che rappresentano G. Nell’esempio interviene l’ipersuperficie in PS(5,R) di
equazioni: {
ξ1 − ξ2 = 0
ξ3ξ4ξ5 − ξ3ξ4ξ6 − ξ3ξ5ξ6 + ξ4ξ5ξ6 = 0.
Tale circostanza evidenzia alcune delle difficolta` che si presentano nello
studio dei B(n)-gruppi, per n ≥ 2. Nella letteratura ci sono alcuni risultati
parziali sul typeset dei B(n)-gruppi e in particolare su quello dei B(2)-
gruppi. La loro trattazione richiederebbe lunghe e laboriose premesse e,
d’altra parte, esula dagli scopi di queste note. Per tali risultati si rinvia
pertanto alla Bibliografia (cfr [DVM11], [DVM14]).
1.3. Numero degli elementi su cui un B(n)-gruppo spezza. Una
ulteriore differenza di comportamento dei gruppi di Butler di grado n ≥ 2
rispetto ai B(1)-gruppi consiste nel fatto che non e` detto che un B(n)-
gruppo decomponibile spezzi su al piu` n elementi di una sua base, come
invece accade nel caso dei B(1)-gruppi. Tale circostanza mostra pertanto
che il Teorema 9 descrive un tipo di comportamento molto particolare nella
classe dei B(2)-gruppi.
In generale il numero di elementi della base, su cui spezza un gruppo
di Butler decomponibile di grado n ≥ 2 dipende dalle sue rappresentazioni
come B(n)-gruppo. Fornisco qui di seguito alcuni esempi che mettono in
luce tale circostanza.
Esempio 13. Sia G = 〈g1〉∗+ · · ·+ 〈g6〉∗ un B(2)-gruppo con le relazioni
g1 + g2 + g3 + g4 + g5 + g6 = 0
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g3 + g4 − g5 − g6 = 0
e tenda
t1 = p1 • • • • •
t2 = p1 • • q2 • •
t3 = • p2 • • • •
t4 = • p2 • • q4 •
t5 = • • p3 • • •
t6 = • • p3 • • q6
Si ha
g1,2 = −2g3,4 = −2g5,6
e quindi
tG(g1,2) = p1p2p3.
Ne segue, ovviamente:
G = 〈g1,2〉∗ ⊕G{2,4,6}
sicche´ G spezza sui 3 elementi della base g1, g3, g5. D’altra parte e` immediato
verificare che
G(p1p2p3) = 〈g1,2〉∗
e che G(ti) = 〈gi〉∗ per i = 2, 4, 6 e che
G = 〈g2, g4, g6, gj 〉∗ per ogni j = 1, 3, 5.
Ne segue che
G = 〈g1,2〉∗ ⊕ 〈g2〉∗ ⊕ 〈g4〉∗ ⊕ 〈g6〉∗
e` completamente decomponibile e non possiede alcun altra rappresentazione
non triviale come B(2)-gruppo regolare distinta da quella originaria (a meno
di permutazione degli indici {1, . . . , 6}).
Giova osservare che, come ogni gruppo completamente decomponibile
(B(0)-gruppo), G possiede le seguenti rappresentazioni triviali come B(1)-
gruppo e come B(n)-gruppo, per ogni n ≥ 2, le quali danno spezzamenti su
esattamente n elementi della base. Posto
h1 = g1,2, h2 = g2, h3 = g4, h4 = g6, h5 = −(h1 + h2 + h3 + h4),
si ottiene la seguente rappresentazione di G come B(1)-gruppo:
G = 〈h1〉∗ + · · ·+ 〈h5〉∗
h1 + · · · + h5 = 0
e tenda:
t(h1) = p1 p2 p3 • • •
t(h2) = p1 • • q2 • •
t(h3) = • p2 • • q4 •
t(h4) = • • p3 • • q6
t(h5) = • • • • • •
la quale da spezzamento su h5.
Per n ≥ 2 si ponga per ogni i = 1, . . . , n:
hi+4 =
4∑
j=1
βi,jhj
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con la condizione
∑n
i=1 βi,j = −1, ∀j = 1, 2, 3, 4 (che fornisce la relazione
diagonale
∑n
j=1 hj = 0).
Si ha, ovviamente:
G = 〈h1〉∗ + · · ·+ 〈h4〉∗ + 〈h5〉∗ + · · · + 〈h4+n〉∗
con le relazioni indipendenti
4∑
j=1
βi,jhj − h4+i = 0, ∀i = 1, . . . , n;
cos`ı G e` rappresentato come B(n)-gruppo regolare, che spezza sugli n ele-
menti h5, . . . , h4+n della base. La tenda di tale rappresentazione dipende
dalla scelta dei βi,j.
Ad esempio, per n = 2, scegliendo
h5 = 2h1 − h2, h6 = −3h1 − h3 − h4,
si ottiene la seguente rappresentazione di G (come B(2)-gruppo):
G = 〈h1〉∗ + · · ·+ 〈h6〉∗
con le relazioni
h1 + · · · + h6 = 0
2h1 − h2 − h5 = 0
e tenda
t(h1) = p1 p2 p3 • • •
t(h2) = p1 • • q2 • •
t(h3) = p1 • • • • •
t(h4) = • p2 • • q4 •
t(h5) = • • p3 • • q6
t(h6) = • • • • • •
Esempio 14. L’ultimo esempio riguarda un B(2)-gruppo che spezza su
3 elementi della base e che non possiede alcuna rappresentazione in cui il
gruppo spezzi su 2 elementi della base.
Sia
G = 〈g1〉∗ + · · ·+ 〈g9〉∗
un B(2)-gruppo con le relazioni
g1 + · · ·+ g9 = 0
g4,5,6 − g7,8,9 = 0
e tenda
t1 = p1 • s1 • • q4 • q7 • • • • • •
t2 = p1 p2 s1 • • q4 • q7 • s2 • • • •
t3 = • • • q1 • q4 • q7 s3 • • • • •
t4 = p1 • • q1 s4 • • q7 • • • • • •
t5 = p1 p2 • q1 s4 • • q7 • • s5 • • •
t6 = • • • q1 • q4 • q7 • • • s6 • •
t7 = p1 • • q1 • q4 s7 • • • • • • •
t8 = p1 p2 • q1 • q4 s7 • • • • • s8 •
t9 = • • • q1 • q4 • q7 • • • • • s9
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E` immediato osservare che G spezza sui tre elementi della base g1, g4, g7
nella somma diretta
G = G′ ⊕G′′
dove G′ = 〈g2, g5, g8〉∗ = 〈g2〉∗ ⊕ 〈g5〉∗ ⊕ 〈g8〉∗ e` completamente decom-
ponibile e G′′ e` il B(2)-gruppo di rango 4 ed indecomponibile avente per
rappresentazione:
G′′ = 〈g1,2〉∗ + 〈g3〉∗ + 〈g4,5〉∗ + 〈g6〉∗ + 〈g7,8〉∗ + 〈g9〉∗
relazioni
g1,2 + g3 + g4,5 + g6 + g7,8 + g9 = 0
g4,5 + g6 − g7,8 − g9 = 0
e tenda:
t(g1,2) = p1 s1 q1 • q4 • q7 • • •
t(g3) = • • q1 • q4 • q7 s3 • •
t(g4,5) = p1 • q1 s4 q4 • q7 • • •
t(g6) = • • q1 • q4 • q7 • s6 •
t(g7,8) = p1 • q1 • q4 s7 q7 • • •
t(g9) = • • q1 • q4 • q7 • • s9
E` altres`ı facile verificare che G non spezza ne´ su uno ne´ su due elementi
della base.
D’altro canto tutti i tipi della base di G sono tipi Primi, precisamente
ti e` relativo al Primo si, per i = 1, . . . , 9 e
G(ti) = 〈gi〉∗, ∀i 6= 1, 4, 7
G(t1) = 〈g1, g2〉∗
G(t4) = 〈g4, g5〉∗
G(t7) = 〈g7, g8〉∗
E` infine facile verificare che tale circostanza comporta che ogni altra
rappresentazione di G come B(2)-gruppo non comporta un cambio di tenda,
da cui segue che G non possiede alcuna rappresentazione con B(2)-gruppo
che spezzi su al piu` due elementi della base.
Tuttavia e` possibile fornire rappresentazioni di G come B(3)-gruppo che
spezza su al piu` 3 elementi della base; in particolare quando si ponga
hi = gi ∀i 6= 1, 4, 7, 10
h1 = g1,2, h4 = g4,5, h7 = g7,8 h10 = −(g2 + g5 + g8)
si otteniene la seguente rappresentazione di G. Si osservi che la seconda
relazione e` semplicemente quella di partenza, riscritta in termini dei nuovi
generatori hi:
G = 〈h1〉∗ + · · ·+ 〈h10〉∗
h1 + · · · + h10 = 0
h4 + h6 − h7 − h9 = 0
h2 + h5 + h8 + h10 = 0
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con tenda
t(h1) = p1 • s1 q1 • q4 • q7 • • • • • •
t(h3) = • • • q1 • q4 • q7 s3 • • • • •
t(h2) = p1 p2 s1 • • q4 • q7 • s2 • • • •
t(h5) = p1 p2 • q1 s4 • • q7 • • s5 • • •
t(h8) = p1 p2 • q1 • q4 s7 • • • • s8 • •
t(h10) = p1 p2 • • • • • • • • • • • •
t(h4) = p1 • • q1 s4 q4 • q7 • • • • • •
t(h6) = • • • q1 • q4 • q7 • • • • s6 •
t(h7) = p1 • • q1 • q4 s7 q7 • • • • • •
t(h9) = • • • q1 • q4 • q7 • • • • • s9
In questo modo, G spezza sull’elemento h10 della base:
G = (〈h2〉∗⊕〈h5〉∗⊕〈h8〉∗)⊕ (〈h1〉∗+ 〈h3〉∗+ 〈h4〉∗+ 〈h6〉∗+ 〈h7〉∗+ 〈h9〉∗).
E` chiaro che la possibilita` di rappresentare un B(2)-gruppo come B(n)-
gruppo per n ≥ 3 rende difficili i problemi di caratterizzazione dell’indecom-
ponibilita` dei B(2)-gruppi e delle loro modalita` di spezzamento su n o meno
elementi; al punto degli studi, pertanto, mentre lo studio dei cambi-base
dei B(1)-gruppi e` stato portato a compimento con successo e con varieta` di
strumenti e tecniche, il corrispettivo studio per i B(n)-gruppi sembra ancora
sfuggire a qualsiasi tipo di approccio.
2. Il teorema di Butler
Come si e` detto nell’Introduzione, i gruppi di Butler possono essere
definiti anche come sottogruppi puri di completamente decomponibili:
Teorema 10 (Teorema di Butler ([Bu65], 1965)). Per un gruppo G
sono equivalenti le affermazioni seguenti:
(1) G e` immagine omomorfa di un gruppo completamente decomponi-
bile;
(2) G e` isomorfo a un sottogruppo puro di un gruppo completamente
decomponibile.
La dimostrazione fornita da Butler non e` costruttiva; per ottenerla si usa
infatti una terza definizione di gruppi di Butler, che si colloca in un ambito
di algebra universale.
Successivamente sono state fornite varie dimostrazioni del teorema di
Butler con approcci abbastanza simili tra loro, che sono essenzialmente quel-
li esposti in [A] (Sez. 3.2, Theorem 3.2.2). Tali dimostrazioni si basano sulla
esistenza di opportuni supporti minimali o cosupporti massimali di elementi
di un gruppo di Butler G, a seconda che G sia considerato come sottogruppo
puro o come immagine omomorfa di un gruppo completamente decomponi-
bile; le tecniche dimostrative sono abbastanza complesse. Tuttavia anche
tali dimostrazioni non sono costruttive, perche´ in esse non viene indicato
alcun procedimento che consenta un calcolo effettivo di siffatti (co)supporti.
Recentemente una dimostrazione costruttiva del teorema di Butler e`
stata fornita da C. De Vivo e C. Metelli, con particolare riguardo all’im-
plicazione (1) ⇒ (2) ([DVM16]). Qui di seguito si riporta il risultato a
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grandi linee, corredandolo con alcuni esempi, rimandando all’articolo per la
dimostrazione, che e` notevolmente articolata.
Come contributo personale fissero` l’attenzione sul caso dei B(1)-gruppi,
mostrando come il problema della loro immersione possa essere approcciato
mediante la teoria dei grafi.
2.1. Immersioni di un gruppo di Butler in un gruppo comple-
tamente decomponibile. Sia A = [αl,i]1≤l≤n
1≤i≤m
una matrice n × m su Q,
con n ≤ m e di rango (massimo) n. Sia A = {A1, . . . , Ah} la partizione
I = {1, . . . ,m} detta “partizione-base” e definita dal mettere in uno stesso
blocco gli indici a cui corrispondono colonne uguali. Con le notazioni e le
convenzioni fin qui adottate (cfr. Cap. 1) i sottoinsiemi regolari di I so-
no detti insiemi “Primi” e sono tutte e sole le unioni degli insiemi regolari
minimali — determinati mediante (e, con abuso di linguaggio, identificati
con) gli insiemi di colonne di A che siano dipendenti minimali. Siano es-
si F1, . . . , Fr e siano F1, . . . , Fr, Fr+1, . . . , Fk le loro unioni distinte e
distinte1 da I: essi sono detti i sottoinsiemi regolari di I rispetto ad A.
Scelto un insieme {qF1 , . . . , qFr , qFr+1 , . . . , qFk} di numeri primi, si
consideri la (m,n)-tenda t := t[A] le cui sezioni sono i blocchi di A e le cui
colonne sono le funzioni caratteristiche degli F−1j (j ∈ J = {1, . . . , k}) cioe`
lo zero-blocco del primo qFj e` Fj :
Zt(qFj) = Fj (j ∈ J),
cos`ı che la i-ma riga ti di t puo` essere identificata con il prodotto dei primi
qFj tali che i /∈ Fj :
ti = Π{qFj |i /∈ Fj} (i ∈ I = {1, . . . ,m}).
E` chiaro che la (m,n)-tenda t[A] rappresenta, a meno di isoscenismi, il
B(n)-gruppo regolare2 G[A] = 〈g1〉∗ + · · · + 〈gm〉∗ di rango m − n, la cui
matrice delle relazioni e` A (o una equivalente ad A)
m∑
i=1
αl,igi = 0 (l = 1, . . . , n)
e la cui base di tipi e` (t1, . . . , tm):
tG[A](gi) = ti (i = 1, . . . ,m).
D’altro canto, se dalla tenda t[A] si cancellano primi (si elimina un insie-
me di colonne), si ottengono tutte e sole le (m,n)-tende che rappresentano
(a meno di isoscenismi) un B(n)-gruppo di rango m−n, la cui matrice delle
relazioni e` A (o una equivalente ad A), ove si ricordi che i primi “consentiti”
da A sono tutti e soli i sottoinsiemi di I regolari rispetto ad A.
Per maggiore chiarezza di esposizione si danno alcuni esempi.
Esempio 15. Sia
A =
[
1 1 1 1 1
0 0 1 α4 α5
]
1L’insieme regolare I viene di solito omesso.
2N.B.: in [DVM16]G[A] viene denotato conWtot (B(n)-gruppo totale), sopprimendo
l’indicazione di A e usando W invece di G.
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con α4, α5 distinti e distinti da 0 e 1; la partizione base e`A = {{1, 2}, {3}, {4}, {5}}.
Gli insiemi di colonne dipendenti minimali di A sono:
F1 = {1, 2}, F2 = {1, 3, 4}, F3 = {1, 3, 5},
F4 = {1, 4, 5}, F5 = {2, 3, 4}, F6 = {2, 3, 5},
F7 = {2, 4, 5}, F8 = {3, 4, 5}
La tenda t[A] e` la seguente3.
t1 = • • • • q5 q6 q7 q8 • • • • q13
t2 = • q{1,3,4} q3 q4 • • • q8 • • • q12 •
t3 = q{1,2} • • q4 • • q7 • • • q11 • •
t4 = q{1,2} • q3 • • q6 • • • q10 • • •
t5 = q{1,2} q{1,3,4} • • q5 • • • q9 • • • •
e rappresenta, a meno di isoscenismi, il B(2)-gruppo G[A] = 〈g1〉∗ + · · · +
〈g5〉∗, con le relazioni
g1 + · · · + g5 = 0
g3 + α4g4 + α5g5 = 0
e base di tipi (t1, . . . , t5).
Se dalla tenda t[A] si eliminano tutti i primi salvo q{1,2}, q8 = q{3,4,5} si
ottiene la tenda t′:
t′1 = • q{3,4,5}
t′2 = • q{3,4,5}
t′3 = q{1,2} •
t′4 = q{1,2} •
t′5 = q{1,2} •
che rappresenta un altro B(2)-gruppo G′ = 〈g′1〉+ · · · +〈g
′
5〉 con base di tipi
(t′1, . . . , t
′
5) e matrice delle relazioni A. Non appare superfluo osservare che
G′ possiede anche rappresentazioni come B(1)-gruppo, ad es. la seguente:
G′ = 〈h1〉+ 〈h2〉+ 〈h3〉+ 〈h4〉
h1 + · · · + h4 = 0
e tenda
t(h1) = t
′
1
t(h2) = t
′
2
t(h3) = t
′
4
t(h4) = t
′
5
che si ottiene da t′ sopprimendo la terza riga e eliminando le sezioni. Basta
infatti porre:
h1 = g
′
1, h2 = g
′
2, h3 = (1− α4)g
′
4, h4 = (1 − α5)g
′
5
per osservare subito che il tipo mancante t′3 e` presente in quanto
t′3 = tG′(g
′
3) = q{1,2} = tG′(−α4g
′
4 − α5g
′
5) = t
′
4 ∧ t
′
5 = t(h3) ∧ t(h4).
3In [DVM16] i primi vengono indiciati nel loro zero-blocco. Qui solo per ragioni
tipografiche e` stato fatto solo per le prime due colonne. La linea verticale e` solo per
indicare l’insieme dei Primi corrispondenti ai F1, . . . , , F8, alla sua sinistra, e le loro
unioni sulla destra
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Si badi bene che, a differenza di quanto accade per G′, la presenza in t[A]
di tutti i primi consentiti da A non permette di rappresentare G[A] come
B(1)-gruppo.
Esempio 16. Sia A = ∆m = [1, . . . , 1]. In questo caso gli insiemi rego-
lari minimali sono tutti e soli i sottoinsiemi di ordine 2 di I = {1, . . . ,m} e
quindi i primi di t[∆m] sono
4 tutti i qX con X generico sottoinsieme proprio
di ordine ≥ 2.
A G[∆m] si dara` il nome di B(1)-gruppo totale: esso e` rappresentato,
a meno di isoscenismi, da t[∆m], e ogni B(1)-gruppo di rango m − 1 e`
rappresentato mediante una tenda che si ottiene da t[∆m] cancellando primi.
2.2. Immersioni di un G[A] in un completamente decomponi-
bile. Si illustra ora il procedimento usato da De Vivo, Metelli [DVM16]
che consente di immergere puramente un G[A] in un gruppo completamente
decomponibile.
Sia dunque A = [αl,j]1≤l≤n
1≤i≤m
una matrice n × m su Q di rango n ≤
m. Siano F1, . . . , Fr gli insiemi regolari minimali rispetto a A (cioe` gli
insiemi di colonne dipendenti minimali di A) e sia Y [A] il seguente gruppo
completamente decomponibile:
Y [A] := ⊕rj=1LjyFj (Z ≤ Lj ≤ Q; j = 1, . . . , r)
dove il tipo uFj := uj di Lj e` il prodotto dei primi qF di t[A] tali che, se
F = ∪{Fj′ |j
′ ∈ J ′} con J ′ ⊆ J = {1, . . . , r} allora j /∈ J ′:
uj = t(Lj) = t(yFj) =
∏
{q∪j′∈J′Fj′ |j /∈ J
′} (j ∈ J = {1, . . . , r}).
In altri termini, nella tenda5 di Y [A] lo zero-blocco di un generico primo
e`:
ZY [A](q∪j′∈J′Fj′ ) = {Fj′ |j
′ ∈ J ′}.
Descriviamo ora come costruire una matrice Ω[A] = [ωi,j]1≤i≤m
1≤j≤r
m × r
su Q che immerge G[A] in Y [A] come sottogruppo puro.
Per ogni Fj = F insieme regolare minimale, il sistema lineare omogeneo
nelle incognite (ξi|i ∈ Fj):
Sys(Fj) =
{∑
i∈Fj
αl,iξi = 0 l = 1, . . . , n
ha ovviamente rango |Fj | − 1 e quindi possiede ∞
1 soluzioni (ρωi,j |i ∈ Fj)
dove ρ 6= 0 e ωi,j 6= 0, per ogni i ∈ Fj .
La matrice Ω[A] e` definita come segue:
ωi,j =
{
ωi,j se i ∈ Fj
0 se i /∈ Fj
Il risultato di De Vivo e Metelli e` il seguente
4Con la solita esclusione di I .
5Si osservi che Y [A] e` un completamente decomponibile, quindi nella sua tenda sono
consentiti tutti gli zero blocchi, anche quelli singleton.
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Teorema 11. L’applicazione
gi ∈ G[A]→
r∑
j=1
ωi,jyFj ∈ Y [A]
prolungata per linearita` e` un monomorfismo G[A] Y [A] la cui immagine
e` un sottogruppo puro di Y [A].
Inoltre se G e` un B(n)-gruppo la cui tenda si ottiene da quella di G[A]
cancellando primi (e la matrice delle relazioni di G e` A) allora Ω[A] immerge
puramente G nel gruppo completamente decomponibile Y che si ottiene da
Y [A] cancellando i primi eliminati.
Riportiamo, a titolo di illustrazione, la matrice Ω[A] del precedente
Esempio 15; essa va intesa modulo moltiplicatori non nulli sulle colonne.


F1 F2 F3 F4 F5 F6 F7 F8
1 1 α4 − 1 α5 − 1 α5 − α4 0 0 0 0
2 −1 0 0 0 α4 − 1 α5 − 1 α5 − α4 0
3 0 −α4 −α5 0 −α4 −α5 0 α5 − α4
4 0 1 0 −α5 1 0 −α5 1− α5
5 0 0 1 α4 0 1 α4 α4 − 1


In generale la matrice Ω[A] che immerge puramente un B(n)-gruppo
G in un gruppo completamente decomponibile Y lascia inalterato il rango
rankY [A] e quest’ultimo e` spesso molto grande rispetto a quello che potreb-
be bastare per una immersione di G in un completamente decomponibile
(mentre ovviamente rankY [A] e` necessario per immergere G[A]).
Quello di individuare un gruppo completamente decomponibile di ran-
go minimo sotto la condizione di possedere un sottogruppo puro isomorfo
ad un assegnato B(n)-gruppo appare un problema abbastanza difficile da
affrontare in generale e non ci sono in letteratura risultati in questo senso.
Nella sezione seguente viene descritto un approccio al problema ristretto al
caso dei B(1)-gruppi, ancora con l’ausilio della teoria dei grafi.
2.3. Immersioni di un B(1)-gruppo di Butler in un gruppo com-
pletamente decomponibile. Sia G = 〈g1〉∗+· · ·+〈gm〉∗, g1+ · · · +gm = 0
un B(1)-gruppo. La matrice delle relazioni e` ∆m := [1, . . . , 1]. Allora G si
immerge in Y [∆m] mediante la matrice m×
(
m
2
)
Ω[∆m] = [ωi,j]1≤i≤m
1≤j≤(m2 )
dove, con j = {i1, i2} ∈ P2(I) e i1 ≤ i2:
ωi,j =


0 se i /∈ j (i 6= i1, i2)
1 se i = i1
−1 se i = i2
dove, senza ledere la generalita`, si e` sostituita la generica soluzione (ρ,−ρ),
ρ 6= 0 di Sys({i1, i2}) con (1,−1).
Ovviamente la tenda t[∆m] di G[∆m] e` la “tenda totale” le cui colonne
hanno come zero-blocchi tutti i sottoinsiemi di I aventi ordine compreso
tra 2 ed |I| (come sempre tra questi si omette I); analogamente, la tenda
di Y [∆m] e` la tenda totale di un gruppo completamente decomponibile di
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rango
(m
2
)
, i cui zero-blocchi sono tutti i sottoinsiemi propri e non vuoti di
I = {1, . . . ,m}.
La teoria dei grafi viene anche qui in soccorso, nel fornire un contesto
alternativo in cui cercare matrici Ω che immergano un B(1)-gruppo regolare
in un completamente decomponibile di rango piccolo.
Definizione 27. Dato un ipergrafo connesso t su un insieme di vertici
I, si chiama grafo ospite di t un qualunque grafo G sullo stesso insieme di
vertici I e che goda della proprieta` di avere il grafo indotto G(C) connesso
per ogni iperspigolo C di t.
Ovviamente G e` connesso, per l’ipotesi di connessione6 di t. Al solito,
la tenda di un B(1)-gruppo sara` riguardata come ipergrafo su I, i suoi
iperspigoli essendo gli zero-blocchi della tenda. Si ha allora un teorema di
immersione, che esprimiamo con l’ausilio della seguente definizione.
Definizione 28. Sia G un B(1)-gruppo regolare dato da una tenda t, e
sia G un grafo ospite di t. Definiamo la matrice ΩG associata al grafo ospite
G come la restrizione di Ω[∆m] alle colonne di indice j = {i1, i2} ∈ P2(I)
con {i1, i2} spigolo di G.
Si osservi che se si considera la matrice ΩG quozientata su Z2 (nel senso
di leggere le sue entrate sul campo Z2), allora le sue colonne altro non sono
che tutti e soli gli spigoli {h, k} ∈ G, rappresentati come m-ple: ad ogni
{h, k} ∈ G corrisponde la colonna che ha 1 come coordinate di posto h e
k e zero altrove. La connessione tra le proprieta` grafiche e Z2-lineari in
P2(I) ⊂ P
∗(I) valgono parimenti per le colonne di ΩG .
Teorema 12. Sia G un B(1)-gruppo regolare di rango m − 1, dato da
una tenda t che sia un ipergrafo connesso su I = {1, . . . ,m}. Se G e` un
grafo ospite di t, allora ΩG determina un’immersione “pura” di G in un
gruppo completamente decomponibile YG.
Dimostrazione. Il gruppo YG , codominio dell’immersione, e` il sotto-
gruppo puro di
Y [∆m] = ⊕{L{i1,i2}y{i1,i2}|{i1, i2} ∈ P2(I)}
ottenuto restringendo la somma diretta agli spigoli di G:
YG = ⊕{L{i1,i2}y{i1,i2}|{i1, i2} ∈ G}.
Ovviamente, il rango di YG e` il numero di colonne di ΩG , dunque il
numero di spigoli di G, che e` almeno m− 1 colonne per la connessione di G.
Il rango di ΩG e` m− 1. Questo deriva dalla Proposizione 14 del Cap.
3. In particolare, essendo G connesso su I, esso genera P∗(I) e contiene
una base, ovvero un albero (necessariamente con m− 1 spigoli); l’insieme di
colonne che corrispondono a tale albero sono indipendenti su Z2, ed e` quindi
possibile trovare un minore non nullo di ΩG in corrispondenza di tale scelta
di m − 1 colonne, ed opportune m − 1 righe. La stessa scelta di colonne e
righe per ΩG da` allora una sottomatrice necessariamente invertibile su Q di
6La definizione di grafo ospite puo` essere data anche per ipergrafi non connessi, ma
nel seguito non ne avremo bisogno.
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rango m − 1 (se fosse zero il suo determinante, sarebbe nullo anche il suo
determinante su Z2).
Rango di ΩG(G(σ)). Sia σ ∈ T(G) il prodotto di primi q1, . . . , qr con
partt(σ) = {A1, . . . , Al} e rankG(σ) = l − 1 (vedi Sez. 5 e 7, Cap. 1).
Allora per ogni i = 1, . . . , r lo zero-blocco Zt(qi) e` incluso in un blocco
di partt(σ) e, anzi, i q1, . . . , qr sono tutti e soli i primi godenti di tale
proprieta`7. Calcoliamo rango e tipo dell’immagine di G(σ) mediante ΩG.
Poiche´ G(σ) = 〈gA1 , . . . , gAl 〉∗ e per ogni s = 1, . . . , l e` gAs :=∑
k∈As
gk. Tenendo conto che per ogni i ∈ I,
ΩG(gi) =
∑
{i,j}∈G
ωi,jy{i,j},
si ha che
(12) ΩG(gAs) =
∑
i∈As,j /∈As
{i,j}∈G
ωi,jy{i,j}.
In pratica, l’immagine di gAs corrisponde alla totalita` degli spigoli ponte
{i, j} in G tra As e gli altri blocchi di partt(σ). Per convincersene, basta
osservare che nel sommare tutte le immagini dei singoli addendi di gAs :=∑
k∈As
gk, compaiono esattamente due volte, e con coefficienti opposti 1 e
−1, i generatori y{i,j} con i, j ∈ As.
E` altres`ı facile, con tale descrizione, rendersi conto che le immagini
{ΩG(gAs)|s = 1, . . . , l} costituiscono un insieme dipendente minimale in
YG . Innanzitutto la loro somma e` zero. Si scelga un suo sottoinsieme
proprio massimale, e non si lede la generalita` se si suppone di prendere
ΩG(gA2), . . . ,ΩG(gAl). Si supponga per assurdo dipendente tale insieme di
elementi di YG . Allora esiste una somma
(13)
l∑
s=2
αsΩG(gAs) = 0
con coefficienti non tutti nulli.
Tuttavia esiste, per l’ipotesi di connessione della tenda t e, dunque,
di G, almeno uno spigolo {h1, h2} che e` ponte tra A1 ed uno dei restanti
As; ancora non si lede la generalita` se si suppone h1 ∈ A1, h2 ∈ A2; per
come sono definite le immagini nel completamente decomponibile, y{h1,h2}
compare come addendo solo nell’immagine di gA2 . Ne segue che (13) non
e` nulla se α2 6= 0; allora, in accordo con le ipotesi per assurdo, dev’essere
α2 = 0 e
(14)
l∑
s=3
αsΩG(gAs) = 0,
somma zero con coefficienti non tutti nulli. Quindi abbiamo per ipotesi una
parte dipendente di ordine l − 2.
7La cosa puo` essere precisata nella maniera seguente: se σ′ = q1 · · · qr′ e A =
partt(σ
′) 6= {I, ∅}, allora e` in T (G) non necessariamente σ′ ma in generale σ =
q1 · · · qr′ · · · qr che si ottiene moltiplicando σ
′ per gli eventuali altri primi detti ancillari e
definiti dall’avere zero-blocco incluso in un blocco di A; ovviamente e` anche A = partt(σ).
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Tuttavia, si puo` continuare ragionando come prima: per le ipotesi fatte
sulla connessione di t, esiste un blocco di partt(σ) distinto da A1,A2 — che
senza ledere la generalita` si puo` supporre essere A3 — che ha un ponte con
almeno uno dei precendenti A1, A2. Come prima, si ottiene che (14) non
puo` essere nulla se α3 6= 0 e si ottiene allora α3 = 0, ed una parte dipendente
di ordine l − 3.
Il procedimento prosegue fino all’ultimo Al, la cui immagine e` ovviamen-
te indipendente. Cio` porta ad una contraddizione, che e` seguita dall’aver
supposto {ΩG(gAs)|s = 1, . . . , l} dipendente ma non dipendente minimale.
Con cio` segue che rankG(σ) = l − 1 = rankΩG(G(σ)).
Tipo delle immagini dei generatori di G(σ). Infine si calcoli il
tipo di ogni ΩG(gAs); con riferimento alla (12), ogni y{i,j} e` indiciato in un
ponte di As con un altro blocco di partt(σ), quindi sulla riga u{i,j} di YG
corrisponde 1 in ogni colonna relativa ai primi q1, . . . , qs (in quanto gli zero-
blocchi in t di tali primi, Zt(q1), . . . , Zt(qr), sono invece inclusi nei blocchi
di partt(σ)). Questo garantisce che il tipo di ΩG(gAs) in YG e` maggiore o
uguale di σ.
Se p e` un primo p  σ, allora Zt(p) non e` incluso8 nei blocchi di partt(σ).
Poiche´ il grafo indotto G(Zt(p)) e` connesso, esiste un {i, j} ∈ G(Zt(p)) non
incluso in un blocco di partt(σ): allora e` y{i,j} un ponte tra blocchi As, As′
di partt(σ), che compare come addendo nelle immagini di gAs , gAs′ . D’altra
parte u{i,j} e` un tipo avente 0 in corrispondenza della colonna p, e questo
garantisce che esiste in ΩG(G(σ)) un elemento il cui tipo e` non maggiore di
p. Ripetendo il ragionamento per ogni p  σ, si ha infine che in ΩG(G(σ))
c’e` il tipo σ. In particolare, non e` difficile vedere che
tG(gi) = tYG (ΩG(gi)) ∀i = 1, . . . ,m.
Questo assicura anche che ΩG(G) e` un sottogruppo puro di YG 
Si osservi che, mentre l’ipotesi di connessione di t e G e` stata piu` volte
usata, l’ipotesi che il generico zero-blocco Zt(q) induca un grafo connes-
so su G e` stata usata solo nell’ultimo punto; senza tale ipotesi l’immagine
ΩG(G(σ)) potrebbe avere solo tipi strettamente maggiori di σ.
Non stupirebbe che il teorema si inverta, ovvero che ogni immersione
di G come sottogruppo puro di un completamente decomponibile mediante
una matrice Ω dia un grafo GΩ ospite per t, quando si leggano le colonne di
Ω come spigoli. In verita`, la parte riguardante il rango di Ω si inverte, dando
come conseguenza che GΩ e` connesso; e similmente si inverte la parte riguar-
dante il rango dei G(σ), dando come conseguenza che per ogni partt(σ),
G fornisce un numero sufficiente di ponti (ovvero spigoli) che connettono i
blocchi di partt(σ) in un unica componente connessa. Resta quindi da in-
vertire solo l’ultima parte, mostrando che la connessione di GΩ(Zt(p)) per
ogni primo p di t sia necessaria per ritrovare i tipi σ in Ω(G(σ)).
Il seguente corollario offre una condizione sufficiente alla completa de-
componibilita` di G in termini di grafi ospiti.
8Si veda la nota precedente sui primi ancillari
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Corollario 7. Sia G un B(1)-gruppo la cui tenda t e` connessa ed
ammette un grafo ospite semplicemente connesso. Allora G e` completamente
decomponibile.
Dimostrazione. Segue subito dal Teorema precedente, che descrive
l’immersione diG in un completamente decomponibile di rango pari al nume-
ro di spigoli di G. Ma dalle ipotesi segue che tale rango e` proprio rankG−1,
quindi e` G stesso completamente decomponibile. 
Anche questo corollario diventerebbe una caratterizzazione, qualora si
riesca ad invertire il teorema. In ogni caso si osservi che in tal modo il
problema risulta solamente spostato di ambito, non essendo evidente — ed
essendo anzi la sua ricerca un problema aperto — un algoritmo che fornisca,
per un dato ipergrafo, un grafo ospite con minimo numero di spigoli. E` ba-
nale che la soluzione non puo` venire da una semplice sottrazione progressiva
di spigoli, essendo facile trovare esempi di ipergrafi con grafi ospiti “mini-
mali” (cioe` tali che ogni sottoinsieme proprio dell’insieme degli spigoli non
ospiti l’ipergrafo), ma che non hanno il minimo numero di spigoli possibile.
Si osservi ad esempio la seguente tenda:
t1 = • • • p4 p5 • p7 p8
t2 = • • p3 • p5 p6 • p8
t3 = • p2 • • p5 p6 p7 •
t4 = p1 • p3 p4 • • • p8
t5 = p1 p2 • p4 • • p7 •
t6 = p1 p2 p3 • • p6 • •
ed i suoi grafi ospiti minimali
?
?
?
?
?
?
e
?
?
? ?
?
?
di cui solo il secondo ha numero minimo di spigoli. Un algoritmo, comunque,
potrebbe venire dall’osservazione che in realta` solo il secondo miniminizza
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il massimo numero di cicli indipendenti su Z2 (3 nel secondo esempio, 4 nel
primo esempio).
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