Применение методов топологического анализа данных при балансировке нагрузки в вычислительных сетях by Шевелев Александр Александрович & Shevelev Aleksandr
САНКТ-ПЕТЕРБУРГСКИЙ ГОСУДАРСТВЕННЫЙ УНИВЕРСИТЕТ
ФАКУЛЬТЕТ ПРИКЛАДНОЙ МАТЕМАТИКИ — ПРОЦЕССОВ УПРАВЛЕНИЯ
Шевелев Александр Александрович
Магистерская диссертация
Применение методов топологического анализа
данных при балансировке нагрузки в
вычислительных сетях
Направление 010300
«Фундаментальная информатика и информационные технологии»
Магистерская программа «Технологии баз данных»
Руководитель магистерской программы,
кандидат физ.-мат. наук,
доцент Сергеев С. Л.
Научный руководитель,
ст. преподаватель      Мозжерина Е. С.
Рецензент,
ведущий разработчик,









































За  довольно  непродолжительное  время  количество  данных,  генерируемых
человечеством   в   единицу   времени,   невероятно   возросло.   Буквально   каждую
минуту   генерируется   информация   сравнимая   по   объёму   с   информацией,   на
создание  которой  в  прошлом  требовались  десятки  лет.  Одной  из  причин  такого
роста   является   развитие   технологий,   в   частности,   развитие   интернета   и
вычислительных сетей.
Интернет   можно   рассматривать   как   совокупностью   информационных
систем, каждая из которых осуществляет обработку информации. При увеличении
объёма   данных,   которые   обрабатывает   информационная   система,
производительности,   которую  может   обеспечить   одна   вычислительная  машина
становится недостаточно, что послужило причиной объединения вычислительных
машин в вычислительные сети, обеспечивающие работу информационных систем.
Становление   вычислительных   сетей   в   качестве   основы   для   работы
информационных  систем  привело  к  увеличению  вычислительных  возможностей,
доступных к использованию в рамках информационной системы. Однако переход
к  распределенной  архитектуре  сопровождается  рядом  новых  проблем  и  задач,  с
которыми  не приходится сталкиваться в рамках нераспределённой архитектуры.
К таким  задачам  можно  отнести: обеспечение  согласованности  данных  в  рамках
вычислительной   сети,   обнаружение   завершения   выполнения   задачи,
необходимость   коммутации   пакетов   в   рамках   вычислительной   сети   и
балансировка нагрузки в рамках информационной системы.
Есть основания полагать, что в будущем количество данных, генерируемых
человечеством,  будет  продолжать  быстро  расти.  Этому  будут  способствовать  и
многие  нововведения  из  мира  информационных  технологий,  в  качестве  примера
можно указать набирающие всё большую популярность устройства, относящиеся к
4
классу   интернета   вещей.   Очевидно,   что   при   увеличении   количества   таких
устройств,  информационная  нагрузка,  как  на  частные  локальные  сети,  так  и  на
вычислительные   сети   информационных   систем,   обеспечивающие   работу   таких
устройств,   будет   возрастать.   В   условиях   увеличивающейся   нагрузки   работа
информационных систем, в том числе и алгоритмы обеспечивающие внутреннюю
работу   вычислительной   сети,   должны   совершенствоваться   и   работать   более
эффективно.
Одним из аспектов требующих наиболее эффективной работы программного
комплекса  вычислительной  сети  является  пост­обработка  и  анализ  результатов
выполнения  вычислительной  сетью  входящих  задач.  Данная  работа  нацелена  на
решение  именно  этой  задачи,  а  именно  на  анализ  набора  данных,  описывающих






эффективные  стратегии  балансировки  нагрузки  в  вычислительной  сети   за  счёт
выявления   дополнительных   особенностей,   не   выявляемых   традиционными
методами анализа данных.
Для   проверки   этой   гипотезы   необходимо   осуществить   сравнение
результатов,  полученных   с  помощью  традиционных  и   топологических  методов
анализа данных.




анализа   данных   для   осуществления   разделения   типов   исполняемых
вычислительной сетью задач.
В   качестве   базового   набора   данных   для   анализа   будет   использован
информационный   след,   записанный   вычислительными   кластерами   компании





Вычислительной   сетью   называется   взаимосвязанная   совокупность
территориально   рассредоточенных   систем   обработки   данных,   средств   и/или
систем связи и передачи данных, обеспечивающая пользователям дистанционный
доступ   к   её   ресурсам   и   коллективное   использование   этих   ресурсов   [2].  Для
большей   конкретики   приведённое   определение   необходимо   уточнить.   Стоит
отметить, что под территориально распределенными системами обработки данных
понимаются   как   физические   вычислительные   системы,   так   и   виртуальные,
представляющие   собой   части  публичных,  приватных  или   гибридных  облачных
структур   типа   инфраструктура   как   сервис.   При   этом   под   вычислительной
системой в данной работе подразумевается  одна или несколько вычислительных
машин,   физических   или   виртуальных,   гомогенной   природы,   таким   образом,
вычислительная   система,   в   приведённом   понимании,   является   наименьшей
вычислительной единицей, рассматриваемой в данной работе. 
Под  балансировкой  нагрузки  в  данной  работе  понимается  распределение
требуемых  к  исполнению  вычислительной  сетью  задач  между  вычислительными
системами так, чтобы задачи были выполнены наиболее оптимальным образом. 
Каждая   вычислительная   сеть,   гетерогенной   или   гомогенной   природы,
строится   с   целью   выполнения   некоторых   вычислительных   задач,   например
обеспечение   работы   пользовательских   сервисов   или   обработка   данных.   Для
наиболее   полного   и   эффективного   использования   вычислительных   ресурсов
необходимо использовать некоторую стратегию балансировки поступающих задач.
Предполагается,   что   стратегия   балансировки   нагрузки   в   рамках
вычислительной   сети   строится   на   основе   автоматического   анализа   собранных
данных.  В  данной  работе  планируется  применить  традиционные  методы  анализа
7
данных,   а   затем   сравнить  их  результаты   с  результатами   выполнения     анализа
данных топологическими методами.
1.1 Балансировка нагрузки
Проблема  балансировки  нагрузки,  в  настоящее  время,  представляет  собой
достаточно   актуальную  и  нетривиальную   задачу   в   связи   с  непрекращающимся
увеличением вычислительной нагрузки и потоков данных как в рамках глобальной
сети интернет, так и в рамках исследовательских сетей. Ярким примером могут
послужить   колоссальные   потоки   данных   генерируемые   большим   адронным
коллайдером. Вопросы балансировки нагрузки серьёзно обострились и с развитием
технологий,   в   частности   с   появлением   и   развитием   облачных   вычислений.
Подтверждение этому можно найти в работах [3], [4] и [5]. Рассмотрим подробно
определения, проблемы и классификации приведённые в этих работах.
Балансировка  нагрузки  — одна  из  ключевых  составляющих  эффективного
использования распределенных вычислительных сетей [3].
В статье [3] приведена подробная классификация проблем возникающих во
время  решения   задачи  балансировки  нагрузки  в  вычислительной  сети,  помимо
этого   статья   содержит  описание  и  классификацию   существующих  на  текущий
момент алгоритмов балансировки нагрузки.











2. Динамические   алгоритмы   балансировки   нагрузки   учитывающие   иные
параметры (загруженность узла, пропускную способность сети и т. д. ).
В  отличие  от   [3],  в   [4]  приведено  подробное  определение  балансировки
нагрузки в вычислительной сети. 
Балансировка   нагрузки   —   процесс   перераспределения   полной   нагрузки
между узлами вычислительной сети таким образом, чтобы минимизировать время
решения  входящих   задач  и  максимально  использовать  ресурсы  вычислительной
сети [4].
Помимо   более   подробного   определения   в   [4]   приведена   классификация






4. Балансировка   нагрузки   в   больших   многопользовательских   виртуальных
окружениях.
5. Балансировка нагрузки в динамических структурированных P2P системах.
Кроме   классификации   в   [4]   приведено   подробное   описание   параметров,
учитываемых каждой из методик и их преимущества и недостатки.
В   [5]  приведено  несколько  отличное  определение  балансировки  нагрузки,
сделано   это   с   целью   определения   чуть   более   узкого   класса   алгоритмов
балансировки   нагрузки,   а   именно   балансировки   нагрузки   в   среде   облачных
вычислений.
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Балансировка   нагрузки   —   методика,   позволяющая   распределить
избыточную   динамическую   нагрузку   равномерно   по   всем   узлам   входящим   в
облачную   вычислительную   сеть.  Эта   методика   используется   для   достижения
наилучшей   производительности   и   наиболее   эффективного   использования
доступных вычислительных ресурсов [5].
В   [5]  приведены   задачи  и  цели  осуществления  балансировки  нагрузки   в























В   [5],   как   и   в   [3]   приводится   классификация   методов   балансировки
нагрузки,   но   по   сравнению   с   [3]   она   имеет   более   расширенный   характер   и









В   данной   работе   в   качестве   целевого   метода   балансировки   нагрузки
предполагается   использовать   метод   балансировки   нагрузки   основанный   на
исторической  информации,  полученной  из  информационного  следа  выполнения
задач вычислительной сетью. Предполагается, что этот алгоритм будет учитывать





Топологические   методы   анализа   данных   —   достаточно   новая   ветвь
статистического   анализа,   цель   которой   состоит   в   приложении   топологии   к
разработке   инструментов   изучения   независимых   от   выбранного   масштаба,
глобальных, нелинейных, геометрических свойств данных. [6]
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Комплекс   существующих   на   сегодняшний   день   способов   осуществления
топологического   анализа   данных   состоит   из   растущего   множества   методов,
которые  позволяют  получить  представление  о  «форме» анализируемых  данных.
Эти   инструменты   могут   быть   наиболее   эффективно   использованы   с   целью
извлечения   глобальных   свойств   анализируемых   данных   высокой   размерности,
которые зачастую недоступны иными способами. [7]
Как справедливо отмечается в [8] методы топологического анализа данных,
как   и   многие   классические   методы   анализа   данных   решают   следующие
фундаментальные задачи.
1. Представление   многомерного   объекта   с   использованием   меньшего
количества измерений.
2. Представление   глобальной  структуры  из  разрозненного  множества  точек,
которые представляют собой реальные данные.
Одной   из   наиболее   исчерпывающих   работ   в   области   топологических
методов   анализа   данных  и   их   применения  можно   считать   [9].  В   этой   статье
приведено подробное описание существующих и применяющихся техник анализа
данных   с   точки   зрения   их   практического   применения   в   задачах   машинного
обучения. Рассмотрим наиболее интересные методы, которые нашли применение в
этой и других работах.
Кластеризация  в  классическом  понимании  представляет  собой  разделение
большого   набора   данных   на   некоторое   количество   подмножеств   на   основе
геометрии   облака   точек,   соответствующего   изначальному   набору   данных.
Конечная цель кластеризации — разделить облако точек на подмножества таким
образом,   чтобы   каждая  из   точек   была   ближе   к   точкам   своего   подмножества
нежели  к   точкам  какого  либо  иного  подмножества.   [9]  В  рамках   статьи   [10]





время   является   анализ   данных   путём   восстановления   их   структуры   как
комбинации вероятностных  распределений. [9] Наиболее используемым  методом
из этого направления является метод восстановления структуры данных как смеси
нормальных распределений  или смеси гауссиан. В  работе [12] приводится  обзор
методов  реализации  и  описания  смеси  гауссиан,  а  также  приводится  описание
собственной   методики   восстановления   структуры   анализируемых   данных   с
помощью смеси нормальных распределений высокой размерности.
Некоторые   методы   топологического   анализа   данных   направлены   на
избавление   от   так   называемого   и   хорошо   определённого   в   [13]   «проклятия
размерности».  Проблема   проклятия   размерности   заключается   в   том,   что   при
наличии  большого  количества  параметров   в   анализируемых  данных  некоторые
алгоритмы  машинного  обучения  начинают  существенно  терять  в  качестве  из­за
слишком   большого   количества   размерностей   вектора   данных   [13].   Довольно
нетривиальным   является   и   решение   данной   проблемы,   а   именно   выбор
подмножества   параметров   вектора   данных,   которые   позволят,   при   условии
исключения  остальных  параметров  из  вектора  данных,  не  потерять  в  качестве
анализа.  Иными   словами   решение   проблемы   высокой   размерности   данных  —
выделение подмножества наиболее значимых параметров в данных.
Топологические методы анализа данных предлагают новый взгляд на методы
уменьшения   размерности   данных.   Так,   например,   в   работе   [14]   приводится
алгоритм   отображения  шумных   данных   высокой   размерности   в   пространство
меньшей   размерности   с   помощью   выпуклого   растяжения.   Помимо   этого
приводится  доказательство  устойчивости  работы  метода   главных  компонент   в
условиях выпуклого растяжения описанного в [14].
13
Приведённые   выше  методы   топологического   анализа   данных   достаточно
близко перекликаются с классическими методами анализа данных, далее в данном
обзоре  будут  рассмотрены  методы  топологического  анализа  данных,  которые  в
большей степени соответствуют ранее предложенному определению.
Один   из   наиболее   интересных   топологических  методов   решения   задачи
уменьшения  размерности   был  предложен   в   [8]   и   был   назван  штрихкодами.  В
данной работе он используется в совокупности с теорией устойчивых гомологий,
описанной  в   [15].  Более  подробное  описание  применяемого  метод  приведено  в
главе 2.
Топологический  анализ  данных  и  его  методы  представляют  относительно
новое направление как в области математики, так и в области компьютерных наук,
однако   за   тот   относительно   небольшой   период,   на   протяжении   которого   они
применяются   с   их   помощью   были   получены   довольно   значимые   научные
результаты в самых различных областях.
Существуют   опубликованные   научные   результаты   применения
топологических  методов   анализа  данных  например  для  построения   сенсорных








Различные  методы   анализа   прочно   вошли   в   сферу   обеспечения   работы
вычислительных сетей. С их помощью разрешаются многие вопросы и проблемы в
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широком  спектре   задач,  связанных  с  работой  вычислительных  сетей.  В  данной
работе  будут  рассмотрены  результаты  применения  методов  анализа  данных  для
решения задач, связанных с балансировкой нагрузки в вычислительных сетях.
В   статье   [18]   приведено   описание   программного   комплекса
осуществляющего   балансировку   нагрузки   в   рамках   вычислительной   сети   с
применением  генетических  алгоритмов.  Одной  из  отличительных  особенностей
данной статьи является то, что описываемый балансировщик нагрузки на основе




структуры   вычислительной   сети   без   необходимости   внесения   изменений   в
балансировщик нагрузки.
В  статье   [19] рассматривается  подход  к  балансировке  нагрузки  на  основе
генетических   алгоритмов,   использующих   в   качестве   тренировочных   данных
исторический   лог   выполнения   задач   вычислительной   сетью.   В   целом
предложенный комплекс балансировщика представляет собой вариацию алгоритма
Route   [20],   подкреплённого   генетическими   алгоритмами,   обученными   на
историческом   логе   выполнения   задач   вычислительной   сетью.   Результаты
экспериментов,   приведённых   в   статье,   показали,   что   подкрепление   решения
стандартного  алгоритма  балансировки  Route  классификатором  входящих   задач




входящих   задач   на   основе  методов   машинного   обучения.  При   этом   сначала
обучение, параллелизация и балансировка проходят в рамках одной многоядерной
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вычислительной   машины,   а   затем   обобщаются   для   работы   в   рамках
вычислительной   сети.   Обучаемыми   структурами   в   рамках   [21]   являются
нейронные сети.
Выводы по главе
Разнообразие  методов   анализа   данных,   применённых  и   рассмотренных   в
рамках   задачи   эффективной   балансировки   нагрузки   в   вычислительной   сети,
достаточно велико. Наибольший прирост в эффективности и производительности
вычислительной   сети   достигается   в   случаях,   когда   в   качестве   системы
балансировки   нагрузки   используется   сочетание   из   эффективного   алгоритма
балансировки нагрузки и некоторого алгоритма анализа данных, подкрепляющего
решения  принимаемые  балансировщиком  нагрузки  через  набранное   в  процессе
анализа   исторических   данных   о   выполненных   вычислительной   сетью   задачах
«понимание» о природе входящих задач.
Топологические   методы   анализа   данных   являются   перспективным
направлением исследований в области извлечения скрытых особенностей и связей
из   данных.   Рассмотренные   в   этой   главе   научные   результаты   показывают
состоятельность   топологических   методов   анализа   данных   в   тех   областях,   в










В  качестве  данных  для  проведения  анализа  в  данной  работе  используется
информационный   след   задач,   выполненных   вычислительной   сетью   компании










В   рамках   данной   работы   наибольший   интерес   представляет   данные
принадлежащие   к   классу   4   (использованные   ресурсы).   Стоит   отметить,   что
данные, представленные в этом классе являются агрегированными данными класса
2. Именно данные об использованных ресурсах, согласно описанию приведённому
в   [1],   содержат   наиболее   полную   и   неизбыточную   информацию   о   природе
исполняемых   вычислительным   кластером   задач,   для   осуществления   анализа
данных   в   рамках   данной   работы   используются   именно   они.  Помимо   этого   в
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процессе анализа данных не будет учитываться информация о глобальных задачах,
так   как   они   представляют   собой   набор   вычислительных   подзадач,   которые  и
являются исполняемыми единицами. При этом информация о глобальных задачах
обязательна к использованию в рамках алгоритма балансировки нагрузки, так как
некоторые  глобальные  задачи  могут  иметь  приоритет.  В  виду  того,  что  анализ
данных будет проводится с использованием данных о вычислительных подзадачах,
далее в работе именно они будут именоваться задачами.
Рассмотрим   доступные   в   информационном   следе   данные   о   ресурсах,
использованных   задачами.   Все   доступные   агрегированные   данные   о   ресурсах
(принадлежащие   к   классу   4)   разделены   на   500   примерно   одинаковых   частей,
представляющих  собой наборы из  примерно  2,5 миллионов  20­мерных  векторов,





















18.Отношение   собранных   по   задаче   измерений   к   ожидаемому   количеству
измерений по задаче.
19.Тип применённой агрегации.
20.Глобальное   среднее  использование   CPU   (среднее  использование   CPU   во
время случайного отрезка времени длиной 1 секунда, выбранного из периода
проведения замеров)
В  Таблице   1  приведён  пример  данных,   анализируемых   в  рамках  данной
работы. 
Очевидно,   что   в   рамках   анализа   данных   об   использованных   ресурсах,
некоторые   из   этих   данных   не   будут   рассматриваться.   В   частности   перед
осуществлением анализа данных будут удалены следующие параметры, не несущие
смысловой  нагрузки   с   точки   зрения   анализа   входящих   задач:   время  начала  и
окончания  периода   замеров,   ID глобальной   задачи,  индекс   задачи,   ID машины,
отношение собранных по задаче измерений к ожидаемому количеству измерений
по   задаче,   тип   агрегации   и     глобальное   среднее   использование   CPU.  Таким
образом при анализе каждая из задач будет представлена 12 мерным вектором.
В   случае,   если   данные   для   некоторых   задач   окажутся   неполными   —
отсутствующие значения будут заменены нулями. 
Помимо  этого,  несложно  отметить,  что  многие  доступные  данные  в  своих
значениях   отличаются   на   порядки,   поэтому   проведём   их   нормализацию.
Нормализация   проводится   с   помощью   класса  MinMaxScaler  пакета
scikit.preprocessing, который приводит каждый столбец данных к виду более или
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менее  похожему  на   стандартное  нормальное  распределение   с  математическим
ожиданием равным нулю и дисперсией равной единице.
Полный  набор  данных  для  анализа  достаточно  велик  и  занимает  около  40
гигабайтов  в   сжатом  виде.  Представление  о   структуре   анализируемых  данных







частей   составляющих   полный   набор   данных   для   каждой   из   упомянутых   20
выборок были выбраны 0,1% и 1% данных. Попадание каждой задачи из каждой
1/500 части  полного  объёма  данных  в  одну  из  финальных  выборок  совпадает  с
вероятностью  попадания  в  одну из  финальных  выборок  всех  остальных  задач  из
соответствующей 1/500.
Полученные   таким   образом   выборки   с   большой   вероятностью
репрезентативны. Над каждой из этих выборок будут проведены операции анализа
данных,  а  полученные  результаты  будут  усреднены  для  выборок  составляющих
0.1% и 1%, а затем будет проведено их сравнение между собой. 
2.2 Кластеризация методом k­средних
В   качестве   методологии   анализа   данных   традиционными   способами
воспользуемся методологией описанной в статье [24]. В ней анализируется старая,




0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
0 600000000 900000000 3418309 0 4155527081 0.001562 0.06787 0.07568 0.001156 0.001503 0.06787 2.861e­06 0.0001869 0.03967 0.0003567 2.445 0.007243 0 1 0.0
1 600000000 900000000 3418309 1 329150663 0.001568 0.06787 0.07556 0.0003195 0.0007 0.06787 5.722e­06 0.0001879 0.03302 0.0009289 2.1 0.005791 0 1 0.0
2 600000000 900000000 3418314 0 3938719206 0.0003071 0.08044 0.09521 0.0002823 0.0006704 0.08044 4.768e­06 0.0001841 0.02377 0.0007858 5.588 0.0208 0 1 0.0
3 600000000 900000000 3418314 1 351618647 0.0003004 0.08044 0.09521 0.0005369 0.0008698 0.08044 9.537e­06 0.0001831 0.007919 0.002285 5.198 0.02038 0 1 0.0
4 600000000 900000000 3418319 0 431052910 0.0004606 0.07715 0.0874 0.0006247 0.0008516 0.07715 1.907e­06 0.0002041 0.005112 0.0002146 2.937 0.009449 0 1 0.0
5 600000000 900000000 3418319 1 257348783 0.0005188 0.07678 0.0874 0.0003376 0.000721 0.07678 6.676e­06 0.0002041 0.01508 0.0009289 3.055 0.01007 0 1 0.0
6 600000000 900000000 3418324 0 5655258253 0.0003805 0.08118 0.08936 0.0004072 0.0007315 0.08118 5.722e­06 0.0001974 0.01624 0.0006428 3.88 0.01376 0 1 0.0
7 600000000 900000000 3418324 1 3550322224 0.0003271 0.08057 0.08936 0.0002928 0.0005913 0.08069 1.907e­06 0.0001974 0.01599 7.153e­05 4.088 0.01569 0 1 0.0
8 600000000 900000000 3418329 0 1303745 0.002518 0.09106 0.1011 0.0004482 0.0007792 0.09106 2.861e­06 0.0003576 0.02121 0.0002146 2.074 0.005869 0 1 0.0
9 600000000 900000000 3418329 1 3894543095 0.002705 0.09082 0.1001 0.0004292 0.0007105 0.09094 6.676e­06 0.0003576 0.01489 0.0009995 2.215 0.006107 0 1 0.0
10 600000000 900000000 3418329 2 336025676 0.002533 0.09094 0.1008 0.0003891 0.0008554 0.09106 2.861e­06 0.0003576 0.02972 0.0003567 2.077 0.00604 0 1 0.0
11 600000000 900000000 3418334 0 3405236527 0.001171 0.08496 0.09521 0.0003309 0.0006666 0.08496 4.768e­06 0.0002155 0.02145 0.0004997 2.489 0.007298 0 1 0.0
12 600000000 900000000 3418334 1 431081448 0.00119 0.08472 0.09521 0.0002127 0.0004034 0.08484 2.861e­06 0.0002165 0.02258 0.0004282 2.257 0.006691 0 1 0.0
13 600000000 900000000 3418339 0 84899647 0.03418 0.08752 0.09839 0.001888 0.002773 0.08887 0.0002737 0.0002117 0.103 0.05786 1.859 0.003949 0 1 0.0
14 600000000 900000000 3418339 1 1268205 0.03528 0.0874 0.099 0.0006256 0.001501 0.08862 0.0002241 0.0002146 0.1229 0.02271 1.976 0.004837 0 1 0.0
15 600000000 900000000 3418339 2 7753127 0.03644 0.08704 0.09912 0.0007992 0.001247 0.08862 0.0002422 0.0003519 0.1141 0.03036 1.947 0.004163 0 1 0.0
16 600000000 900000000 3418339 3 351621284 0.03845 0.08728 0.09912 0.0007133 0.001493 0.0885 0.0001917 0.0002146 0.1082 0.02972 1.913 0.004048 0 1 0.0
17 600000000 900000000 3418339 4 317488701 0.0379 0.08716 0.09912 0.0008802 0.00149 0.08838 7.725e­05 0.0003586 0.1155 0.004997 2.047 0.004314 0 1 0.0
18 600000000 900000000 3418339 5 2595183881 0.03406 0.08704 0.09912 0.001905 0.002449 0.08838 7.629e­05 0.000349 0.1353 0.01401 1.82 0.003891 0 1 0.0
19 600000000 900000000 3418339 6 621588868 0.03699 0.08704 0.09912 0.0008173 0.001331 0.0885 0.0001936 0.0003576 0.1348 0.0354 1.894 0.003909 0 1 0.0
Таблица 1: Пример анализируемых данных.
Так  же   как   и   в   [24],   в   данной   работе   для   кластеризации   задач   будет
использован  известный  алгоритм  k­средних,  а  именно  его  реализация  из  пакета
scikit­learn. Эта реализация использует классический алгоритм k­means описанный
Ллойдом в 1957 году, а затем опубликованный в [25].
Данный алгоритм  будет запускаться  для возрастающих  от 1 значений   ki
(количество кластеров). Продолжать увеличение количества кластеров будем до
тех пор, пока при переходе от некоторого значения   kn к следующему значению
kn+1 не   начнёт   проявляться   значительное   смешение   элементов
непересекающихся   до   этого   кластеров.   Таким   образом,   получим   иерархию
кластеров.  Примерно  такая  же  методика  была  применена  и  в   [24].  Найденное
таким   образом   число   kn будет   представлять   собой   количество   хорошо
разделимых типов задач выполняемых кластером Google. После выполнения этой
операции   можно   перейти   к   рассмотрению   свойств   задач,   принадлежащих   к




иным  методом,  будем  использовать  методом  смеси   гауссиан.  В  отличие  от   k­
средних  метод   кластеризации   с   помощью   смеси   гауссиан   не   требует   задания
количества кластеров.
Для  реализации  данного  метода  воспользуемся  классификатором  DPGMM
из пакета sklearn.mixture. Данный классификатор реализует модель смеси гауссиан
с использованием иерархического процесса Дирихле. [25]
Согласно  документации  sklearn  о  классификаторах  реализующих  модели
смеси гауссиан [26], классификатор DPGMM не требует от пользователя входных
параметров  кроме  примерной  верхней   границы  количества  компонентов   смеси
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гауссиан ( n ) и параметра α , представляющий параметр концетрации процесса
Дирихле.  При  этом,  в  отличие  от  классической  реализации  смеси  гауссиан  на
основе   EM­алгоритма   [27],  модель   смеси   гауссиан   с  использованием  процесса
Дирихле   способна   автоматически   ограничивать   количество   гауссиан
используемых в смеси и, за счёт этого, более точно определять кластеры.
Постепенно увеличивая параметры принимаемые на вход классификатором
DPGMM добьёмся  такого  сочетания  параметров   n и   α ,  при  котором  верно,






Не   так   давно   появившаяся   теория   устойчивых   гомологий   строится   на
представлении   облака   точек   данных   как   некоторого   набора   симплициальных
комплексов.  Определение   устойчивой   гомологии   дано   в   статье   [28]   и   звучит




такого   алгоритма.  Рассмотрим  основные  идеи,  на  которых   строится   алгоритм
кластеризации с использованием устойчивых гомологий.
1. Должно   существовать   разбиение   облака   точек   P   на   кластеры,
ρ={ρ1,ρ2,. ..ρm }   такое,   что   точки,   принадлежащие   ρi   примерно
соответствуют выпуклому  d ­ мерному политопу.
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2. Пересечение одного из этих политопов с многообразием   M , из которого
было  выбрано  облако  точек  данных   P ,  либо  будет  представлять  собой
простую гомотопию, либо быть пустым. Если такое множество оказывается
пустым,   то   это   может   означать,   что   точки   данных   в   кластере,
соответствующем   рассматриваемому   политопу,   являются   шумом,   и
соответствующее  ρi  может быть удалено из разбиения  ρ  без потерь. 
3. Остающиеся   политопы   находятся   очень   близко   друг   к   другу   и
соответствуют сильно связанным частям рассматриваемого многообразия.
4. Немного  раздувая  политопы  и  рассматривая  их  объединения  мы  получим
некоторое   многообразие   M'   которое   гомотопически   эквивалентно
рассматриваемому ранее многообразию M .
Основываясь   на   этих   принципах   возможно   выделить   сильно   связанные
компоненты  облака  точек  изначальных  данных,  применив  методику  построения
штрихкодов,  описанную  в   [8].  Принцип  построения  штрихкодов   заключается  в
визуализации  процесса  раздувания  политопов  и  чисел  Бетти,  соответствующих
рассматриваемому   многообразию,   таким   образом,   чтобы   наиболее   длинный
непустой  интервал  соответствовал  некоторому k ­тому  числу  Бетти,  при  этом
k представит   собой   количество   связных   компонент   в   рассматриваемом
многообразии. Каждая из связных компонент в таком случае будет представлять
отдельный тип задач из рассматриваемого набора данных.
В   качестве   практического   инструмента   будем   использовать   пакет   TDA,
входящий в публичный репозиторий пакетов языка R и позволяющий выполнить
описанные операции.
После  нахождения  параметра   k рассмотрим  получившиеся  типы  задач  и





данными   —   алгоритм   Mapper,   описанный   в   статье   [29].     В   данной   работе
применяется его статистическая реализация, которая основана на идее о том, что
кластеризация   может   быть   быть   представлена   как   статистическая   версия
геометрического   представления   о   разделении   пространства   на   связные
компоненты. [29]
По сути, алгоритм Mapper предоставляет инструментарий для визуализации




В   качестве   практического   инструмента   рассмотрим   библиотеку
KeplerMapper,  строящую  проекции  с  помощью  применения  алгоритма  mapper  и
выявляющую   компоненты   сильной   связности   в   облаке   данных   с   помощью
алгоритма DBSCAN из пакета sklearn.clustering.
Выводы по главе
После  получения  результатов  работы  алгоритмов,  описанных  в  этой  главе
проводится   сравнение  результатов  их  работы.  Целью  данной  работы   является
определение  применимости  топологических  методов  анализа  данных  в  области
балансировки  нагрузки  в  вычислительных  сетях,  соответственно  при  сравнении
результатов работы описанных алгоритмов будут разрешены следующие аспекты
полученных результатов.
1. Качество   выделения   типов   задач,   сколько   типов   задач   было   выделено
каждым  из   алгоритмов,  насколько   эти   типы  действительно  разделимы  и
какими свойствами они обладают.
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2. Эффективность  работы  каждого  из  алгоритмов,  затраченное  на  обработку
данных время и ресурсы.
3. Удобство   использования   результатов   работы   описанных   алгоритмов.





После   рассмотрения   полученных   результатов   согласно   этим   критериям
определим   применимость   топологических  методов   анализа   данных   в   области







приведено  описание  процесса  и  результатов  подбора   входных  параметров  для
требующих этого алгоритмов.
3.1 Подготовка данных




отброшены  некоторые  данные  не  представляющие  интереса  в  процессе  анализа,




признаков  данных  масштабируется  таким  образом,  чтобы  все  присутствующие  в
изначальных данных значения этого признака попадали в отрезок [0, 1].
После   того,   как   было   выполнено   масштабирование,   данные   были
визуализированы  на  попарных   графиках  с  целью  построения  предположений  о
наличии некоторых зависимостей между парами признаков данных и дальнейшей
фильтрации.  Полная   визуализация   не   будет   приведена   в   силу   её   огромных
размеров,   приведём   лишь   некоторые   графики   представляющие   наибольший
интерес.
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На рисунке 1 явно прослеживается  попарная  линейная зависимость  между
признаками, отвечающими за использование ОЗУ. Некоторое облако вертикальных
точек   в   графиках   второго   столбца,   как   оказалось,   является   не   более   чем






Как видно  из рисунка  3, признаки  отвечающие за среднее и максимальное
использование  CPU — не  являются  линейно   зависимыми,  это  же  относится  к
среднему  времени  использования  дисковой  памяти   (рисунок  4).  В  случае  же  со
средним и максимальным временем использования дисковой памяти (рисунок 5),





Как   видно   из   приведённых   графиков,   между   некоторыми   признаками
рассматриваемого  набора  данных  прослеживаются  явные  линейные  зависимости.
Такие  признаки  при  дальнейшем   анализе  не  представляют  интереса   в  полном




















В   качестве   базового   алгоритма   кластеризации   был   выбран   алгоритм
k­средних,   а   именно   его   реализация   в   пакете  sklearn.clustering.   В   качестве
входного параметра этот алгоритм принимает количество кластеров, на которые
необходимо разделить входные данные.






качества   получившихся   кластеров   на   основе   схожести   содержащихся   в   них
элементов.
Кластеризация   методом   k­средних   проводилась   для   разного   количества





Наиболее   хорошие   результаты   кластеризации   достигаются   при   двух
значениях   количества   кластеров:   2   и   4,   ниже   приведены   графики   силуэтов
кластеров при этих значениях.
При  таких   значениях  входного  параметра  каждый  из  кластеров  получает
коэффициент силуэта превосходящий среднее значение коэффициента силуэта по




количества   кластеров,   равного   четырём,   кластер,   представленный   на   графике
цифрой   2   отделяется   неявно   и   при   нескольких   повторениях   процедуры
кластеризации элементы из него перемешиваются с элементами из кластеров 3 и 1,




Если  рассматривать  случай  разделения  набора  данных  на  три  кластера,  то
видно, что при отделении трёх кластеров и последующем анализе получившихся
кластеров методом силуэтов, явно разделёнными всегда оказывались два кластера,











В   качестве   реализации  модели   смеси   гауссиан   с   процессом  Дирихле   в
данной  работе  используется  модуль  DPGMM  из  пакета  sklearn.mixture.  Данный
модуль   обладает   существенным   недостатком,   из­за   ошибки   в   исходном   коде
модель   смеси   гауссиан   с   использованием   процесса   Дирихле   не   может   быть
использована   для   поиска   кластеров   в   хорошо   масштабированных   данных.
Результатом работы модели в таком случае всегда будет один кластер. Поэтому
для работы с этой моделью используем немасштабированный набор данных.
Входным   параметром   влияющим   на   количество   найденных   моделью
кластеров   является   параметр   α ,   представляющий   собой   величину,




В   процессе   поиска   оптимального   значения   параметра   α   будем
присваивать  ему  значения  из  набора  [ 0.01, 0.1, 1, 10, 100] и  искать  кластеры  в
рассматриваемом наборе данных. Качество кластеризации будем оценивать, как и
в случае с k­средних с помощью метода силуэтов. Значение параметра   α , при
котором найденные кластеры будут наилучшими, будем считать оптимальным.




Результаты   поиска   силуэтов   для   различного   количества   кластеров
приведены на рисунках. Не сложно заметить важную особенность: модель смеси
















В   этот   пакет   входит   широкий   инструментарий   для   анализа   данных
топологическими   методами,   полное   описаний   всех   доступных   пакетов   этого
репозитория можно найти в статье [32]. 
В   данной   работе   из   этого   пакета   используются   функции   фильтрации
Вьеториса­Рипса   и   построение   штрихкода   для   поиска   чисел   Бетти,




На  рисунке  12 представлена  диаграмма  результатов  фильтрации  данных  с
помощью  фильтра  Вьеториса­Рипса,  можно  заметить,  что  ярко  выделяются  два
типа   задач   из   рассматриваемых   данных,   они   и   представляют   устойчивые
компоненты  связности  в  данных,  которые  отражены  на  приведённой  диаграмме
разными цветами.
42
Рисунок  13:   Штрихкод   отражающий   работу   фильтра
Вьеториса­Рипса.
Помимо этого,  разделение  с помощью  фильтра  Вьеториса­Рипса  позволяет
выделить  гомологии  существующие  в  рассматриваемых данных  и  неизменные на
протяжении  всего  времени  применения  фильтра.  Время  жизни  таких  гомологий
как раз и отражает штрихкод.
Представленный   на   рисунке   13   штрихкод   показывает   время   жизни
различных гомологий в рассматриваемых данных в процессе применения фильтра
Вьеториса­Рипса, не сложно отметить, что лишь гомологии соответствующие лишь




В   качестве   реализации   алгоритма   Mapper   была   выбрана   библиотека
KeplerMapper для языка  python, реализующая алгоритм Mapper на основе модели
кластеризации DBSCAN из пакета sklearn.clustering.
Основная  идея   алгоритма  Mapper   заключается   в  проекции  облака   точек
высокой размерности в пространство меньшей размерности путём «схлопывания»
близко   расположенных   точек   в   неразделимые   кластеры,   с   последующим
выявлением компонент сильной связности в облаке получившихся кластеров.
Каждому   из   получившихся   элементарных   кластеров   присваивается
некоторое  значение   (в  данной  работе  отображается  цветом)  на  основе  свойств,
входящих в него элементов.








Большинство   проекций   независимо   от   степени   пересечения   гиперкубов
выглядели  примерно   как   проекция  представленная   на  рисунке   14.  Такой   вид
проекции   означает,   что   использованные   в   этой   проекции   измерения   не
представляют характеристики способные хорошо разделить данные на категории. 
Был   проведён   подробный   анализ   составленных   проекций.   Наиболее
качественными  получились  проекции  содержащие  одновременно  характеристики
отвечающие за затраченные ресурсы процессора, использование ОЗУ или дисковой
памяти и CPI.
На  рисунке  15 представлена  проекция  относительно  использования  CPU и
ОЗУ.  Явно   видны   две   компоненты   сильной   связности   отличающиеся   цветом
(красный и жёлтый).
44
Рисунок  14:   Пример   "плохой"
проекции алгоритма mapper.
На  рисунке  16 представлена  проекция  относительно  использования  CPU и
дисковой памяти, как и в предыдущем случае явно видны две компоненты сильной
связности отмеченные разными цветами.









Рисунок  16:  Проекция  относительно   использования   CPU   и  дисковой
памяти.




рассматриваемыми  алгоритмами  кластеров  (компонент  сильной  связности) были
выявлены   особенности   присущие   задачам,   размещённым   в   этих   кластерах
(компонентах связности).
В  трёх  из  рассмотренных  четырёх  случаев  с  помощью  алгоритмов  анализа
данных  были  выявлены  два  типа  задач,  встречающихся  в  логе  кластера  Google.
После рассмотрения типов задач, выделенных каждым из «успешных» алгоритмов





как   дисковой,   так   и   ОЗУ,   более   высоким   показателем   CPI.   Второй   класс
характеризуется более высокой нагрузкой на CPU.
Помимо   этого,   были   произведены   замеры   времени   работы   каждого   из
предложенных  алгоритмов  и затребованная  ими  память. Существенно  быстрее  и
намного   менее   требовательным   оказался   алгоритм   кластеризации   методом
k­means.  По  этим  показателям  он  уступил  только  алгоритму  смеси  гауссиан  с
процессом Дирихле, однако результаты последнего оказались некачественными.
Алгоритм   поиска   устойчивых   гомологий   и   Mapper   показали   себя   как









Таким   образом   топологические   методы   анализа   данных   применимы   в
задачах балансировки нагрузки в вычислительной сети, однако не в качестве части
работающего балансировщика нагрузки, а лишь в качестве инструмента анализа и




Целью   данной   работы   была   проверка   гипотезы   о   том,   что   применение
топологических  методов  анализа  данных позволит  выбирать  более  эффективные
стратегии   балансировки   нагрузки   в   вычислительной   сети,   за   счёт   выявления
дополнительных особенностей, не выявляемых традиционными методами анализа
данных.
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     plt.savefig('results/dpgmm/dist_data/alpha_%i_%i_clusters_sil_small.png'  %  (num,
n_clusters))
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