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Re´sume´
Nous avons e´tudie´ le me´lange de fluides visqueux dans des e´coulements
2-D ouverts et ferme´s ou` des agitateurs cre´ent de l’advection chaotique,
i.e. des trajectoires lagrangiennes complexes. Notre e´tude, expe´rimentale,
nume´rique et the´orique, s’appuie sur deux types d’expe´riences de me´lange
chaotique, en domaine ferme´ et dans un canal ouvert. En syste`me ferme´,
nous avons d’abord propose´ une caracte´risation topologique du me´lange
reposant sur l’encheveˆtrement des trajectoires de points pe´riodiques – les
“tiges fantoˆmes”. D’autre part, l’e´tude expe´rimentale du champ de concen-
tration d’un colorant nous a permis de de´crire le roˆle des murs du domaine
ou` se fait le me´lange, pour les e´coulements ferme´s comme ouverts. En ferme´,
la nature chaotique ou re´gulie`re des trajectoires initialise´es pre`s des bords
de´termine l’e´volution du champ de concentration, meˆme loin des bords.
Nous avons ainsi observe´ une dynamique lente (alge´brique) de l’homoge´ne´i-
sation quand la re´gion chaotique s’e´tend jusqu’a` des murs non-glissants. En
ouvert, nous avons de´crit l’e´volution du champ de concentration dans, et en
aval de la re´gion de me´lange, re´sultant de l’injection d’un blob de colorant.
Nous avons de´crit les e´le´ments mal me´lange´s qui s’e´chappent aux temps
courts, et l’apparition d’un motif permanent (auto-similaire) aux temps
longs, de´termine´ par les orbites pe´riodiques de la re´gion de me´lange. Des
modifications de ce sce´nario apparaissent quand la re´gion de me´lange va
jusqu’aux murs. Enfin, une mode´lisation a` base de transformation du bou-
langer ge´ne´ralise´e nous a permis de comprendre l’essentiel des me´canismes
rencontre´s.
Mots-cle´s : me´lange chaotique, me´langeur industriel, fluides visqueux,
strange eigenmode, syste`mes ouverts, selle chaotique, transformation du
boulanger, me´lange topologique, orbites pe´riodiques.
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Abstract
We have studied the mixing of viscous fluids in 2-D closed and open flows,
where stirring rods create chaotic advection, i.e. complex Lagrangian tra-
jectories. Our study, experimental, numerical and theoretical, is based on
two types of chaotic mixing experiments, in a closed vat and in an open
channel. For closed flows, we have first proposed a topological descrip-
tion of mixing by the entanglement of periodic orbits that we called ”ghost
rods”. The experimental study of the concentration field of a dye has then
revealed the role of the walls of the domain where mixing takes place, in
closed and open flows as well. For closed flows, the chaotic or regular nature
of trajectories initialized close to the wall determines the evolution of the
concentration field, even far from the walls. In particular, we have observed
slow (algebraic) dynamics of homogenization when the chaotic region ex-
tends to no-slip walls. In open flows, we have reported on the evolution
of the concentration field in the mixing and downstream regions, resulting
from the injection of a dye blob. We have described the poorly mixed ele-
ments that escape quickly, as well as the asymptotic onset of a permanent
(self-similar) pattern determined by the periodic orbits inside the mixing
region. Finally, various models derived from the baker’s map have allowed
us to understand most observed mechanisms.
Keywords : chaotic mixing, industrial mixers, viscous fluids, strange
eigenmode, open flows, chaotic saddle, baker’s map, topological mixing,
periodic orbits.
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Chapter 1
Mixing viscous fluids: a
general introduction
The work presented in this thesis is an attempt to describe and classify
some generic features of mixing mechanisms leading to homogenization of
fluids. We will mostly consider homogenization realized by two-dimensional
laminar (non-turbulent) closed and open flows. Despite the apparent variety
of industrial mixing processes, we wish to draw here universal characteristics
that may help the engineer in designing new mixers and assessing their
efficiency.
1.1 Industrial motivation for studying fluid
mixing
Many industrial applications would benefit greatly from further insight into
the mixing mechanisms of viscous fluids. Fields as diverse as chemical en-
gineering, polymer processing , the pharmaceutical and cosmetics industry,
pulp and paper industry, or food processing rely on processes where ini-
tially heterogeneous fluids are stirred together to obtain a product with a
sufficient degree of “mixedness”, a generic property that might stand for
chemical and/or thermal homogeneity, mechanical properties (e.g. stiff-
ness) spatial homogeneity, etc., depending on the desired qualities of the
final product.
Depending on processes, mixing operations are realized in closed vats
or open-flow continuous mixers (see Fig. 1.1). Most devices rely on moving
stirrers (e.g. whisks in eggbeater-like devices) and mobile boundaries, or
constrained mixer geometries (e.g. food processing screw extruders). There
is a vast engineering literature dealing with the extensive study of mixing
13
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(a) (b) (c)
Figure 1.1: Some examples of fluid mixers, from everyday life to industrial
applications. (a) Egg beater. (b) Batch planetary mixer used in food processing.
(c) Throughflow SMX mixer.
devices; for a review see e.g. the handbook [84]. However, what we aim
to do here is in a sense the opposite approach to a handbook: instead of
characterizing the difference and uses of a variety of devices, we wish to find
general characteristics of fluid mixers.
For the engineer as for the physicist, two main issues arise immediately
when considering mixing.
• First, it is of crucial importance to gain sufficient insight into physical
mixing mechanisms to predict the rate of mixing that can be achieved
by mixers. Common wisdom suggests that “the harder and faster you
stir, the more you mix”. Yet, precise knowledge of homogenization is
necessary to achieve mixing at lowest cost, or while designing mixing
installations. Also, the same mixing device may be used successively
in various situations where different mixing qualities are required. A
priori knowledge of generic mixing characteristics spares the time and
money consuming process of repeated trial and error for tuning pa-
rameters such as flow rate, stirrer size and velocity, process duration,
etc. Another requirement is to find laws that are valid for different
initial conditions.
Consider for example the simple mixer shown in Fig. 1.2. A cylindrical
rod stirs repeatedly viscous sugar syrup on a figure-eight path – which
is basically how you would stir chocolate with other cake ingredients
in a cooking bowl. No chocolate is used here, instead we initially
mark a small patch of fluid with ink. The filamentary pattern created
by the rod movement evolves with time and progressively fills a large
domain (see different stages of this evolution in Fig. 1.2). At each
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(a) (b)
(c) (d)
Figure 1.2: Homogenization of a viscous flow with a simple stirring device
(experiments described later in the thesis). A cylindrical rod stirs viscous sugar
syrup by moving periodically on a figure-eight (∞) path. We visualize the
mixing of an initial blob of dye after 2 (b), 4 (c) and 8 (d) periods of the
stirring protocol. To characterize our mixer, we need to understand “how fast
it mixes”, that is how the mixing pattern develops and what is the degree of
homogeneity of such a pattern.
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instant, this pattern is fully characterized by the dye concentration
field C(x, t), which evolves towards homogeneity as time progresses.
One of the first tasks is therefore to describe this mixing pattern, e.g.
by studying the concentration field statistical properties, in order to
give a first answer to the question: How fast does it mix ? As we will
see in Chapter 4, the answer is far from obvious.
• On the other hand, if one stirs the fluid with a different protocol than
the figure-eight, we expect to see a different dye pattern. Another
challenge in mixing processes is therefore to have at hand a collec-
tion of criteria for evaluating the mixing quality achieved by various
mixers. One could naively conclude that evaluating mixing efficiency
amounts to comparing mixed products qualities. Such an approach is
in practice not sustainable. For example, an open-flow mixer might be
composed of successive stirring parts that have to be compared inde-
pendently, regardless of the final product. Also, complete information
about the partly mixed state (that is C(x, t)) is not always avail-
able, and mixers must be evaluated from partial information, such as
pictures of the mixing pattern (Fig. 1.2). Also, nonintrusive mixing
measures might be required in situations where one wishes to follow
the mixing evolution without disturbing the system.
These two problems are of course intimately linked, and deciding which
one to study first is quite a chicken and egg dilemma. The study of mixing
mechanisms may reveal features of the partly mixed system – such as the
spatial structure of the mixed pattern, or the amplitude of worst hetero-
geneities – from which extensive information about the mixedness of the
system can be gained. If easily measurable, these quantities will be relevant
candidates for characterizing mixing. On the other hand, describing the
speed of mixing supposes a proper evaluation of the mixing state achieved
at each time.
1.2 Basic mixing mechanisms in viscous
fluid flows
We briefly present here a few common-wisdom elements aiming at answering
the first question we suggested: how fast does it mix ? This paragraph was
partly inspired by the introductory chapter of Ottino’s reference textbook
on mixing [82].
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1.2.1 A simple picture
Although we have defined the aim of fluid mixing, that is homogenization,
we have not yet characterized how mixing takes place. The successive pic-
tures of Fig. 1.2 can help us to draw some building blocks of fluid mixing.
Let us consider viscous fluid inside a mixer, initially seeded with some in-
homogeneity, e.g. a blob of dye.
• Mobile parts of the device – such as the stirring rod in Fig. 1.2 (a) –, or
geometry changes for continuous mixers, create a flow that is spatially
heterogeneous. Velocity gradients, that is shears, deform locally fluid
elements along preferred directions. The stirring rod in Fig. 1.2 (b)
stretches for example the dye blob in its wake.
• Stretching of fluid elements causes the blob frontier to grow and the
blob to be dispersed in a larger domain than it occupied at first –
although its area remains constant in incompressible flows. This shuf-
fling of fluid elements is the first ingredient of mixing: fluid elements
initially close do not stay together but are instead dispersed over the
fluid domain.
• However, this purely geometric rearrangement does not account for
the whole mixing process. The mixing pattern on Fig. 1.2 (d) is not
just a zebra-like juxtaposition of black and white fluid elements; in-
termediate gray levels are visible instead. This is due to molecular
diffusion that blurs material contours and allows initially separated
regions to interpenetrate each other. The action of diffusion is more
spectacular on thin filaments, as it is then faster for the unmarked
fluid particles to contaminate the dye filament to its core through
random walking – a process responsible for the fading of black and
white contrast. The stirring of fluid elements in thin filaments – a
purely kinematics mechanism – facilitates intimate mixing realized
by diffusion at the molecular scale. Also note that different gray lev-
els along the elongated blob result from different stretching histories
experienced by the particles.
One of the requirements for an efficient stirring velocity field is there-
fore to create small scales at which diffusion can act within a reasonable
timescale. This might seem a challenge for laminar flows: unlike turbulent
ones, low-Reynolds-number velocity fields have significant energy only at
the integral scale of the flow (such as the scale of the flow domain, or the
stirrer’s size). They do not benefit from the short-correlated velocity fluctu-
ations – and hence stretching – that act at various scales and lead to efficient
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Figure 1.3: Turbulent mixing, experiments by Villermaux and Duplat [125]. In
this turbulent flow, small-scale velocity fluctuations create random shears that
stretch fluid in random directions and homogenize fluid uniformly across the
domain. Note that the dye pattern is very different from the pattern in viscous
fluid (Fig. 1.2).
mixing in turbulent flows, as can be observed in Fig. 1.3. On the contrary,
we consider from now on smooth large-scale stirring flows with simple time
dependence (stationary or time-periodic). Flow Reynolds numbers, defined
by Re = Uℓ/ν, where U is a typical flow velocity, ℓ the typical flow scale
and ν the fluid kinematical viscosity, will be small, typically Re ∼ 1 . The
mixing pattern created in very viscous sugar syrup by the rod in Fig. 1.2
is very different from the turbulent one in Fig. 1.3; filaments are nicely
packed in parallel structures, and not randomly pointing in rapidly varying
directions, as in the turbulent case. One can also note that some parts of
the domain are not contaminated by the dye expansion. One of the mech-
anisms we wish to describe is how a large-scale flow can create these thin
filamentary structures.
1.2. BASIC MIXING MECHANISMS IN VISCOUS FLUID FLOWS 19
1.2.2 Open flows: a transient stretching
We also aim at understanding and characterizing mixing in open flows. By
open-flow mixers, we mean devices where a main flow crosses a mixing
region where fluid particles are stretched as in the closed flow case. An
example is shown on Fig. 1.4: viscous sugar syrup flows through a long
shallow channel; constant flow rate imposes a stationary flow in the far
upstream and downstream of the “mixing region”, where two rods stir fluid
in an egg-beater-like fashion. Another class of open-flow mixers, that will
not be studied here, consists of the space-periodic juxtaposition of successive
passive mixing elements such as bends or bas-relief structures along the main
flow direction (these mixers are e.g. frequently used in microfluidics).
Mixing in open flows also relies on stretching and diffusion , with a
crucial difference: the main flow that forces fluid particles to be carried
away downstream. As a blob of inhomogeneity flows from upstream, a
fraction is caught by the rods, stretched and folded in a complicated pattern
(Fig. 1.4 (b) and (c)) as in closed flows. Note that the filamentary pattern
around the rods in Fig. 1.4 (c) has some similarities with the one in Fig. 1.2
(d); the same combination of stretching and diffusion create intermediate
grey levels with fading contrast. Nevertheless, contrary to closed flows,
some dye particles are never caught inside the mixing region, but escape
downstream without having experienced much stretching (the black lobes
on top of Fig. 1.4 (b)). Also, because of the main flow that pushes fluid
downstream, fluid leaks continuously from the mixing region, resulting in
the “flower” pattern with partly mixed lobes shown in Fig. 1.4 (c)). This
is due to the main flow: fluid particles that come from upstream must
eventually escape downstream. However, fluid particles initially in the same
small blob of dye (Fig. 1.4 (c)) can experience very different stretching and
mixing history, depending on the time they spend in the mixing region. In
closed flows, all particles spend the same time in the mixer; this is not the
case in open flows where the chance to be stretched depends strongly on
the initial condition. The escape process is irreversible: once a fluid particle
leaves the mixing region, it cannot experience much more stretching – of
course, diffusion continues to homogenize the filaments, and some additional
stretching might be caused by a spatially nonuniform downstream flow, such
as a Poiseuille flow, but for the cases we consider, the latter effect is weaker
compared to the stretching realized by our rods. Thus, the fate of a fluid
particle depends strongly on the particle residence time inside the mixing
region. This explains the success of residence time distribution analyses
used in the chemical engineering field since Danckwerts [30] to characterize
mixing in open flows.
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(a) (b)
(c)
Figure 1.4: Mixing in open flows: a transient process. (experiments
described later in the thesis) (a) Viscous fluid (sugar syrup) flows in a long
shallow channel at a constant flow rate. Two rods stir the passing fluid in an
egg-beater-like fashion (the two rods move on intersecting circles in opposite
senses). A blob of incoming fluid is marked with dye. (b) A fraction of the
blob is caught by the rods inside the mixing region where it is stretched and
folded in many filaments. However, other parts of the blob escape from the
mixing region barely stretched. These are the thick black structures on top of
the snapshot: they are very poorly-mixed and will not get any other chance to
experience more mixing. (c) As time goes on, dyed fluid keeps leaking from the
mixing region. The longer marked particles stay in the mixing region, the more
stretching they experience: escaping lobes in the near downstream region look
therefore more and more mixed – in a sense that has yet to be specified.
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A necessary condition for good mixing in open flows is therefore to keep
fluid particles inside the mixing region as long as possible so that they
experience enough stretching. One could naively conclude that the right
solution is then to increase the stirrers velocity, or equivalently to decrease
the average flow rate, so that a particle spends on average more stirring
periods inside the mixing region. However, flowrate directly controls the
productivity in continuous open-flow mixing systems and decreasing it too
much is usually undesirable. Conversely, the energetic cost of moving the
stirrers faster might be prohibitive; fragile polymers might also forbid the
use of hight stirring velocities . Besides, this tuning only changes the aver-
age residence time of particles inside the mixing region, and typical open-
flow mixers create a broad residence-time distribution for fluid particles (cf.
Fig. 1.4). Particles that escape faster than the mean residence time, like
the thick black lines on Fig. 1.4 (b), are especially problematic. More in-
sight into the range of histories of fluid particles in open flows is therefore
necessary to characterize mixing.
1.2.3 The framework of chaotic advection: a study
of Lagrangian dynamics
Now that we have introduced that homogenization results from the com-
bination of stretching through stirring, and diffusion , we wish to relate
quantitatively this process to an evaluation of the evolving mixing state of,
say, a blob of dye. A first attempt in this direction may be to write directly
the advection-diffusion equation
∂C
∂t
+ v · ∇C = κ∆C, (1.1)
which determines completely the evolution of the dye concentration field
C(x, t), given suitable initial conditions. v is the stirring velocity field and
κ the diffusion coefficient. However, this partial differential equation cannot
be solved analytically in most cases. Only numerical integration of (1.1) can
usually solve for C. Spectral methods allow to obtain the concentration field
with a very good accuracy, yet other methods that suffer from numerical
diffusion must somtimes be used for complicated geometries.
Generally, the Eulerian field v gives little information about the devel-
opment of the mixing pattern. As we described in the previous paragraph,
a natural description of mixing rather comes from following the stretching
of elementary elements, or fluid particles – a Lagrangian description. Fortu-
nately, such a description can be made in the rich framework of dynamical
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systems, as we will describe throughout this paragraph. Indeed, if we con-
sider the motion of a passive fluid element in a given velocity field v, the
trajectory of the fluid particle will be given by integrating the equation:
x˙(t) = vparticle(x, t) = vfluid(x, t), (1.2)
that is
x˙(t) = u(x, y, z, t) (1.3)
y˙(t) = v(x, y, z, t) (1.4)
z˙(t) = w(x, y, z, t) (1.5)
in 3-D flows, or
x˙(t) = u(x, y, t) (1.6)
y˙(t) = v(x, y, t) (1.7)
in 2-D flows, on which we will mostly focus throughout this thesis.
The particle therefore evolves in a phase space whose dimension is given
by the dimension n of the flow (n = 2 or 3 for physical fluid flows), plus an
optional additional degree of freedom if the velocity field is time-dependent.
Even for simple regular flows, the components of v are generically nonlinear
functions of the coordinates. A three-dimensional phase space is enough
for a nonlinear dynamical system to exhibit chaotic trajectories, that is
extreme sensitivity to initial conditions (for a general introduction to dy-
namical systems, chaos and its applications, see the textbooks [67] and [14],
or the more technical monographs [79] and [3].). A famous example is the
three-dimensional system proposed by Lorenz to model convection [66] (it is
a dissipative system, however). Two-dimensional time-dependent flows or
three-dimensional stationary flows can therefore create chaotic trajectories.
This situation is most beneficial for mixing, as two fluid particles initially
close to each other (e.g. two marked particles inside the initial blob of dye)
separate very fast – in fact, exponentially with time as predicted by the
Lyapunov exponent of the flow (see Fig. 1.5) – and won’t stay segregated
in the same small area. For finite systems, this is only true until the sep-
aration is on the order of the system size. Another way to understand the
advantages of chaos for mixing is to realize that points on the blob frontier
will separate exponentially, hence the frontier will grow exponentially with
time. In incompressible flows, mass conservation imposes in return that the
size of the blob in the direction transverse to stretching decreases exponen-
tially, thus facilitating the action of diffusion as we saw. Unlike many other
domains, fluid mixing hence benefits from chaos!
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The alert reader may now ask which suitable velocity fields (in Eq. (1.2))
might create such chaotic trajectories. As a general rule of thumb, flows can
create chaotic trajectories, or equivalently exponential stretching, if fluid
particles experience successively shears in transverse directions. Fig. 1.6
illustrates this condition. Fig. 1.6 (a) shows the mixing of a blob by a
vortex-flow realized by Meunier and Villermaux [70]. In this stationary
radial-shear flow, fluid particles align with flow streamlines on a spiral and
are always stretched along the same direction. No chaotic trajectories can be
created by this flow, where adjoining particles separate linearly with time,
as in a classical shear flow. On the other hand, we can see on Fig. 1.6 (b) the
deformation of a blob by the figure-eight protocol. Because of the figure-
eight ∞ shape, the rod can cross the origin in two transverse directions,
ւ and ց. On Fig. 1.6 (b), the passing rod has first stretched the blob
and aligned some part of it along the ւ direction. However, half a period
later the rod will stretch the blob, yet in the ց direction this time. One
can easily check that such a succession of stretching in different directions
causes the distance between two particles to grow exponentially with time
– a distinctive feature of chaos. Such mechanisms have been successfully
studied of the linked twist map framework [130, 106]
0
t
l0
l(t) = l0e
λt
Figure 1.5: Sensitivity to initial conditions: in a chaotic flow, two neigh-
boring particles separate exponentially with time and their distance grows as
l(t) = l0e
λt during time t. λ is referred to as the stretching coefficient for the
corresponding fluid particles, or finite-time Lyapunov exponent. As a conse-
quence, material blobs are exponentially stretched along the separating direc-
tion. Note that particles at different locations may experience different finite-
time stretching coefficients.
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The ability for simple flows to create complicated – chaotic – trajectories
was named chaotic advection by Aref in a seminal paper [8]. For the first
time, Aref linked the familiar Lagrangian approach in fluids, and the then-
recent discovery than dynamical systems could exhibit chaos. In this paper,
Aref considered in particular the case of two-dimensional incompressible
time-dependent flows, for which the equations of motion have a Hamiltonian
form , due to the existence of the stream function Ψ:
x˙(t) = u(x, y, t) = −∂Ψ
∂y
(1.8)
y˙(t) = v(x, y, t) =
∂Ψ
∂x
. (1.9)
The coordinates x and y are conjugated Hamiltonian variables, and the
phase space is also the real physical space (x, y) of the experiment ! This
property allows visualization of the beautifully elongated structures of chaos
directly in dye spreading experiments as on Fig. 1.2, and explains partly all
(a) (b)
Figure 1.6: Two possible stretching scenarios: simple-shear or chaotic flows.
(a) Experiments by Meunier and Villermaux [70]. A vortex creates a radial
shear flow that stretches a blob of dye linearly with time along a smooth spiral.
No chaotic trajectories can be created by such a protocol, as in a stationary
flow, particles trajectories coincide with streamlines. (b) In the figure-eight
(∞) protocol, the self-crossing trajectory of the rod imposes that particles are
successively stretched along transverse directions. This multiplicative stretching
process imposes that neighboring particles separate exponentially with time on
chaotic trajectories.
1.2. BASIC MIXING MECHANISMS IN VISCOUS FLUID FLOWS 25
the enthusiasm generated by chaotic advection since 20 years (for a review
see [82]).
However, a generic phase space is rarely entirely chaotic; usually, chaotic
regions coexist with regular regions where stretching is not exponential, but
at most algebraic with time. Fig. 1.7 (b) illustrates this coexistence. We
have computed a so-called Poincare´ section for two variants of our now-
familiar figure-eight stirring-rod protocol. A Poincare´ section consists in
representing the regions that are visited by trajectories of single fluid par-
ticles, stroboscoped at each period of the stirring protocol. For obtaining
Fig. 1.7 (b), we have integrated numerically the trajectory of a few initial
conditions during a large number of periods of the protocol and we have
represented the stroboscoped position of the particles at each period. The
integration was realized using the Stokes flow described in [40] for the rod
motion. For the protocol represented on Fig. 1.7 (a), a single particle tra-
jectory fills the entire domain: we conclude that almost all trajectories are
chaotic (there could be tiny islands not visible on the section). However,
for a protocol with a smaller rod, Fig. 1.7 (b) reveals the presence of two
small islands where the stroboscoped positions of particles (red points) are
confined to elliptical paths . These two islands, and the large chaotic sea
surrounding them, are an example of mixed phase space. In a caricatural
way, the chaotic region is associated in the mixing literature to good mixing,
because it causes exponential stretching, contrary to elliptical islands which
have been stigmatized as regions with low stretching. Another disadvan-
tage of elliptical islands is that they are invariant regions, hence particles
from outside cannot cross their frontier. Islands are in this way barriers to
transport, which can be seen on the dye spreading experiments shown in
Fig. 1.7 (c) and (d). In Fig. 1.7 (c), an initial blob has spread over a large
central part of the chaotic region. However, the blob in Fig. 1.7 (d) is ini-
tialized inside the chaotic region and cannot penetrate the elliptical islands,
therefore visible as two big holes in the mixing pattern. Only diffusion can
allow dye to cross the frontier between the chaotic region and an elliptical
island – however, this is a quite inefficient mechanism.
Since the early work of Aref [8], many studies have therefore concen-
trated on determining the size of the chaotic regions in various 2-D time-
dependent flows [22, 26, 61, 108, 50, 82], and characterizing how subtle
changes in flow parameters modify the phase space portrait– the underly-
ing goal being to design protocols with elliptical islands as small as possible,
if any. This dualistic approach – chaotic is good, regular is bad – is still
employed in many studies: a recent review article by Aref [9] focuses on
this single aspect to characterize chaotic advection. However, we will see
that even in the absence of elliptical islands, homogenization by chaotic
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(a) (b)
(c) (d)
Figure 1.7: (a), (b): Poincare´ sections for two versions of the figure-eight
protocol. These sections are obtained by integrating numerically the trajectory
of a few particles with a velocity field in the Stokes flow regime. The chaotic
region spans the entire domain in (a), whereas two small small islands are visible
for a protocol with a smaller rod (b). (c) and (d): Dye spreading experiments
for protocols with the same geometry thean (resp.) (a) and (b). (b) and (d)
A blob of dye initialized inside the chaotic region cannot cross the frontier of
regular islands, which therefore act as transport barriers. Note that the holes
in the dye filamentary pattern are bigger than the extent of the islands visible
in the Poincare´ section: this is due to the “stickiness” of the islands, that trap
fluid around them for long times before their neighbourhood can be visited by
new particles (the Poincare` section was obtained after 20000 periods.).
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mixers can exhibit surprising dynamics, depending on hydrodynamics, and
stretching inhomogeneities.
Several other features of dynamical systems have been studied in 2-D
incompressible flows, such as periodic points and their manifolds, presence
of homoclinic or heteroclinic points, of which the quantitative connection
with mixing properties and efficiency is sometimes far from obvious. Many
studies have focused on determining the spatial distribution of stretching,
which was done numerically [75, 2, 4], or experimentally [128, 11], which
is more of a challenge. In a nutshell, two particles initialized at different
positions – e.g. one close to the rod, the other close to the tank wall –
experience different instantaneous stretching. This non-uniform stretching
accounts for the variable widths and contrasts of filaments on Fig. 1.2 (c):
low-stretching histories will correspond to high-contrast filaments. This ob-
servation has motivated numerous studies based on stretching distributions
[75], or related criteria such as interface growth [2, 73], or filaments widths
distributions [4]. Another recent promising approach, called topological mix-
ing [18] relies on using topological invariants of rod-stirring protocols to
determine lower bounds of interface stretching – the basic idea being that
rods stretch material lines at least as much as an elastic band pulled tight
on the rods.
In open flows Lagrangian dynamics are slightly different. We may of
course operate stirrers in the open-flow channel (Fig. 1.4) with a protocol
known to create chaotic trajectories in a closed tank, and follow the motion
of Lagrangian tracers. Inside the mixing region, the velocity field created by
stirring rods is close to its closed flow version, with a perturbation respon-
sible for the downstream leak: one therefore expects comparable stretching
properties as in closed flows. However, particles can only experience “finite-
time chaos”: two adjoining particles that enter the mixing region separate
fast – approximately exponentially with time – while they stay in the mix-
ing region. Nevertheless, they always end up escaping downstream where
their separation grows much more slowly, if at all. We already see one of
the differences between closed and open flows: in open flows, most rele-
vant quantities will be based on finite-time definitions, e.g. stretching rates
experienced by particles while inside the mixing region. However, there
exists also a fractal set of unstable periodic orbits , called the chaotic sad-
dle [31, 87, 111], that stay forever inside the mixing region (e.g. points on
the stirrers boundary). These orbits determine the structure of the mixing
pattern and the stretching experienced by particles, as particles that enter
the mixing region typically follow closely one or more of these orbits be-
fore escaping downstream. Most studies of chaotic advection in open flows
[87, 104, 76, 53, 111] have therefore focused on studying the fractal proper-
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ties of this set, which have been shown to be related to particles residence
times and global stretching. However, a coherent vision of mixing in open
flows is still lacking, as these purely kinematical studies do not describe
quantitatively the response function of a mixer to an impurity, e.g. the
blob of dye in Fig. 1.4. To our knowledge, no systematic study of stretching
coefficients or filaments widths, or other parameters that might characterize
the mixed state, has ever been carried out in open flows.
1.2.4 Homogenization dynamics
However, kinematical quantities based on Lagrangian point-like measures,
such as stretching distributions, do not provide a completely satisfactory
characterization of mixing, as they do not account directly for the homog-
enization of a scalar field such as dye concentration. It is of paramount
importance for a more complete vision of mixing, as for applications, to
understand how a scalar concentration field C(x, t) relaxes towards homo-
geneity under the action of chaotic stirring.
Passive scalar studies are classical in turbulence (for a review see [33]),
where the effects of intermittency have been characterized by the statistical
properties, or spatial structure, of passive scalar concentration fields [101,
102, 92, 99, 20]. Statistical methods are particularly adapted for turbulent
flows, especially random flows (e.g. Kraichnan flows [57]) where ensemble
averages over realizations can be performed.
Such an approach seems less suited for deterministic chaotic advection.
Nevertheless, stretching distributions in chaotic mixing share some generic
statistical properties, that have been used to characterize the power spec-
trum of a scalar field, where chaotic stretching creates smaller and smaller
scales [80, 6, 7, 121, 122]. Homogenization dynamics are obtained by consid-
ering the fate a single dye filament under the combined action of stretching
and diffusion. It is relatively easy to predict the evolution of the concentra-
tion field for a single blob subject to diffusion, and a constant stretching rate
[115, 125], as the advection-diffusion equation (1.1) has then a simple form
in a suitable comoving frame. Taking into account all different stretching
histories, together with the fact that elementary filaments might overlap
because of diffusion [125], is then more of a challenge. Several attempts
have nevertheless been made in this direction [80, 6, 7, 121, 122, 115, 125],
which all lead to an exponential relaxation of the concentration field – e.g.
characterized by its variance – towards homogeneity.
Further insight into homogenization dynamics was gained when Pier-
rehumbert noticed in a 1994 paper [88] that under general assumptions,
the concentration field converges asymptotically to an eigenvector of the
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advection-diffusion operator. After a transient phase, the concentration
field settles in a time-periodic pattern corresponding to this eigenvector,
also called strange eigenmode by Pierrehumbert. Homogenization is con-
trolled by the corresponding eigenvalue, and the decay of fluctuation is
exponential. Experiments [95, 52] as well as numerical simulations [36, 48]
have evidenced the onset of such persistent patterns. However, all these
studies were conducted in model systems – e.g. in periodic domains without
walls, or multi-cellular domains – far from the reality of industrial mixers
that we wish to consider here. Moreover, the quantitative connection of the
eigenmode decay rate with stretching properties of the underlying remains
unclear for generic situations [48].
Finally, the problem of homogenization has hardly been addressed in
open flows, where efforts have been preferentially devoted to determining
fractal properties of chaotic orbits (for a review see [111]). This open prob-
lem will be one of our major concerns throughout this thesis.
1.3 Outline of the thesis
When I started the work presented in this thesis, the main goal for the
three years to come was to adapt existing knowledge on mixing in closed
flows, in order to characterize transient mixing in open flows. However,
while revisiting the literature of mixing in closed flows, with its application
to open flows in mind, several points remained unclear to us – such as the
speed of homogenization in a basic mixing device like the one shown on
Fig. 1.2. In parallel to our study of open flows, we carried complementary
investigations in closed flows as a guide on the less-trodden path of open
flows. As we have found, the two problems – homogenization in closed and
open flows – are closely related, e.g as far as the importance of periodic
orbits or the role of solid walls go. Throughout this manuscript, we will
try to highlight analogies between the closed and open flows, rather than
presenting them in an unrelated fashion. In the same way, we will present
together results of numerical simulations, that yield Lagrangian trajectories
of fluid particles, and dye experiments that give access to dye concentration
fields. When possible, we will also use simple 1-D models derived from
the classical baker’s map, that allow us to test various situations and draw
generic mechanisms.
This thesis is organized as follows. In Chapter 2, I present the various
mixing devices we have studied experimentally and numerically. Detailed
information about experimental set-ups in closed and open flows are given
in this chapter. Chapter 3 focuses on the characterization of mixing by
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tools from dynamical systems and topology, that is a purely kinematical
approach to mixing (we do not consider diffusion in particular). Periodic
points are shown to determine the structure of the mixing pattern, both
in closed and open flows. In closed flows, a topological study of the en-
tanglement of periodic points trajectories gives accurate information about
interface stretching. Periodic orbits are of additional importance in open
flows: transport phenomenon in open flows are accounted for by relating
residence-time distributions to the set of periodic orbits inside the mixing
regions – the chaotic saddle, and its manifolds. Chapters 4 and 5 address
the experimental study of the concentration field resulting from the evo-
lution of a blob of diffusive dye, in respectively closed and open flows.
Chapter 4 takes on the study of homogenization speed in bounded stirring
devices. For a first experiment with a fully chaotic Poincare´ section, our
results for homogenization dynamics are in contradiction with commonly
accepted wisdom: we find an algebraic decay for the concentration vari-
ance, rather than the expected exponential decay. We relate this behavior
to the role of no-slip hydrodynamics close to the fixed outer wall, on which
a parabolic point controls the reinjection of poorly mixed fluid inside the
bulk. In a second configuration, a regular region encircling the wall shields
the chaotic region from the effect of the wall, and we recover exponential
mixing dynamics. Insight gained in Chapter 4 is transposed to open sys-
tems in Chapter 5, where we study scalar homogenization by open flows
achieved in a long shallow channel, where mixing is restricted to a limited
region. Once again, no-slip walls are shown to be of paramount importance.
In the case where the chaotic mixing region is shielded from the channel
side walls, we observe the onset of a permanent concentration field which
decays exponentially with time. Departure from this behavior is observed
when the mixing region extends to the side walls. Chapter 6 is devoted to
some possible measures of mixing in open flows. Finally, Chapter 7 offers
some conclusions.
Chapter 2
The mixing systems
The choice of a model system is always difficult. It is an especially tricky
problem for studying mixing, as there exists a huge variety of industrial
mixing devices, as well as an extensive literature on mixing where different
model systems have been proposed. In this chapter, we first discuss the
reasons for choosing the different mixing systems studied in this work. A
detailed description of the experimental set-up for a closed flow protocol and
an open-flow protocol is then presented. Numerical simulations of Stokes
flows allow us to explore a broader range of flow parameters and to access
complementary measures: numerical protocols and methods are presented
in Sec. 2.3.
2.1 Selection of the mixing protocols
2.1.1 Requirements for suitable mixing protocols
Our motivation is two-fold in selecting mixing protocols.
First, our systems must be close enough to feasible industrial devices.
Mechanical stirring devices that can be operated with a reduced set of mo-
tors, gears and pulleys will be preferred. However, we wish to study simple
systems from wish universal mechanisms of mixing can be derived, and
we will limit ourselves to geometries as simple as possible, such as circu-
lar tanks, cylindrical stirrers or channels of constant rectangular section.
Mixing mechanisms might be more difficult to understand in more refined
systems, e.g. with sophisticated blades or impellers [12, 132].
Second, we want to study the impact of chaotic advection on fluid ho-
mogenization. We have seen in the previous chapter that chaotic trajecto-
ries could be created in flows with three or more degrees of freedom, that
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is 2-D time-dependent flows or 3-D stationary flows. For the sake of sim-
plicity, we will restrict our investigation to 2-D flows, where experimental
flow visualization and numerical simulations are easier to perform than for
full 3-D flows. For that matter, most previous studies of chaotic advection
have been carried out in 2-D flows (see [82] for a review). We therefore need
to use 2-D time-dependent protocols that create chaotic trajectories. The
latter point is not such of a challenge: in fact most time-dependent 2-D
flows will create chaotic trajectories in at least some part of the domain.
We pointed out in the previous chapter some general tips which are useful
– but not guaranteed – to cause chaos: break symmetries and shear fluid in
successive transverse directions. This condition thus does not restrict too
much the class of interesting protocols: stirrers moving on intersecting or
self-intersecting paths will generically create chaotic advection. The inter-
ested reader is referred to the papers [41, 83] for a detailed discussion on
conditions for a trajectory to be chaotic.
2.1.2 Historical 2-D stirring protocols
Many stirring protocols extensively studied in the literature actually meet
the requirements defined in the previous paragraph. We describe below a
few representative protocols and their specificities.
Blinking vortex flow
From a historical perspective, the blinking vortex flow is the first chaotic
mixer ever studied. It was introduced by Aref in 1984 [8] and has received
considerable attention since then [50, 69, 77]. Inside a circular domain, two
point vortices are alternately switched on and off at each half-period of the
stirring protocol (Fig. 2.3). The two vortices can be co- or counter- rota-
tive. The flow time-dependency results from the alternation between the
two stationary vortex flows. Trajectories during each half-period coincide
with streamlines, which are simply circles enclosing the active vortex (see
Fig. 2.1). However, trajectories jump from one streamline (corresponding
to the former active vortex) to an intersecting streamline, this time corre-
sponding to the new active vortex. This streamline-crossing is responsible
for chaotic advection [106]. Consider for example two particles on the same
streamline during one half-period: at the next blinking, they will jump to
two different streamlines corresponding to different velocities, and hence
separate.
Many reasons motivate the attention received by the blinking vortex
flow. First, the piecewise-stationary nature of the flow provides insight into
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0 ≤ t < T/2 T/2 ≤ t < T
Figure 2.1: Blinking vortex flow: two point vortices are alternately switched on
and off. This alternation between two different stationary flows enables particles
to jump between intersecting streamlines, a mechanism responsible here for fast
trajectories separation, i.e. chaotic advection.
mechanisms responsible for chaotic advection, using a very simple flow: the
flow complexity results only from the switching between two otherwise sim-
ple stationary flows, and the consequent streamline jump. The circular
nature of streamlines in the vortices’ vicinity also allows instructive ana-
lytical calculation [8, 130]. Second, it is possible to derive an analytical
expression for the flow created by a vortex inside a circle: this was first
done by Aref [8] in a potential flow, using Milne-Thomson’s [71] circle the-
orem, and extended to the Stokes flow case by Meleshko and Aref [69], who
modeled the vortices by rotlets singularities. Such expressions have allowed
extensive studies of particles advection in numerical simulations, such as
Poincare´ sections, analysis of streamlines patterns, computation of stretch-
ing coefficients, etc. Experimental realizations of the blinking vortex flow
have also been carried out, using two fixed rotating rods as vortices [50] or
magnet-driven vortices in a viscous conductive fluid [77]. The evolution of
the area covered by dye has in particular been investigated in this flow [50].
However, there is a price to pay for the remarkable simplicity of the
blinking vortex flow: particles initially close to one of the vortices will not
much feel the effect of the other vortex, from which they are quite far
(the velocity field amplitude decreases with the distance from the vortex):
for a long time, these particles will effectively experience only the rotation
due to one of the vortices, resulting in very poor stretching. On the other
hand, particles initialized in a central region between the two vortices can
easily switch between parts of the domain, because they feel the influence of
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both vortices. As a result, stretching is very inhomogeneous in the blinking
vortex flow.
Journal bearing flow
The journal bearing flow is also a piecewise-stationary flow. We consider
the time-periodic viscous flow between two eccentric cylinders rotated al-
ternately (Fig. 2.3 (d)). This flow has been much studied in the lubrication
literature for the case of a thin gap between cylinders, but its first appari-
tion in the chaotic advection literature goes back to 1986 [10, 22]. Once
again, streamline crossing between the two streamline patterns created by
the rotating cylinders is responsible for trajectories separation and chaotic
advection. In the Stokes-flow regime, trajectories are uniquely determined
by the boundary displacements: journal bearing flows are therefore charac-
terized by a small number of parameters, that is, cylinders radii, (positive or
negative) angular displacements, and eccentricity. Numerous studies have
considered different variants of this protocol [10, 22, 108, 75, 74], both nu-
merically and experimentally. The existence of an analytical expression
for the corresponding Stokes flow is one of the reasons accounting for the
popularity of the journal bearing flow, and abundant numerical simulations
aiming at characterizing phase portraits or stretching distributions have
been conducted in this flow.
However, this protocol suffers from the same limitation as the blinking
vortex flow: trajectories initialized close to one of the boundaries will feel
only the effect of the corresponding cylinder for a long time – they may
escape from this region eventually – and experience simple shear due to
rotation instead of immediate exponential stretching.
Cavity flows
Another class of interesting protocols concerns cavity flows, i.e. flows inside
a rectangular cavity where the top and bottom boundary are alternately
horizontally driven. This well-studied [26, 61, 74] protocol has the same ad-
vantages and limitations as the previously described boundary-driven pro-
tocols: simple experimental realizations and analytical expression available
for Stokes flow simulations, but inhomogeneous stretching.
2.1.3 Mobile boundaries vs. rod-stirring protocols
The reader might have noticed that all protocols described so far – the his-
torical stirring protocols – take place in a fixed geometry, where moving
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(a) (b)
Figure 2.2: Poincare´ sections for a realization of the journal bearing flow (taken
from the work of Chaiken et al. [22]) (a) and figure-eight protocol (b). Many
regular regions are visible in (a), whereas the chaotic region spans the entire
domain in (b). As the journal bearing flow is created only by the motion of the
fixed boundaries, it is in practice difficult to avoid the presence of poor-stretch
regions, among which regular islands.
boundaries drag along fluid, but stay at the same position. This would be
a quite non-intuitive manner to stir cake ingredients in a bowl... Every kid
knows instead how to stir a cake by moving a spoon in the mixture and vis-
iting every part of the bowl for a faster result. Protocols with moving rods
– hence with changing geometry – are therefore good candidates for study-
ing mixing. Two reasons explain why boundary-driven protocols have been
favored instead until recently. First, considering piecewise stationary pro-
tocols provides an elegant representation by streamline crossing for chaotic
advection, and allows for simple calculations. Moreover, closed expressions
for the stirring velocity field are highly desirable for numerical simulations
of particle trajectories, but the Stokes flow velocity field for one or more
moving stirring rods has only been derived recently [40, 38].
However, moving rods protocols are of high interest to us, as rods can
explore a large part of the fluid domain on their path, hence create more uni-
form stretching. Fig. 2.2 illustrates this phenomenon: whereas a Poincare´
section of the journal bearing flow (taken from [22]) reveals a complicated
structures with many elliptical islands, the chaotic region spans the entire
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domain for the figure-eight protocol. Recent studies [18, 40, 38, 39, 114],
on the other hand, have shown that lower boundaries on stretching could
be derived from topological invariants based on the various rods crossings.
Finally, keeping in mind the comparison between closed and open flows, we
advocate the use of stirring-rod protocols which can be performed in closed
(e.g. circular) domains as well as in open-flow channels.
2.1.4 Selected protocols
In the spirit of the previously exposed argumentation, we have mostly con-
sidered rod-stirring protocols, but we have also studied historical stirring
protocols such as the blinking vortex flow in numerical simulations, to bet-
ter link our work to the existing literature. The two stirring rods protocols
studied here are show in Fig. 2.3 (a) and (b). The first protocol is the
figure-eight protocol, where a single rod is moving on a figure-eight path.
We have already used this protocol many times to demonstrate useful con-
cepts in mixing. We use this protocol in a closed flow. The second protocol,
used in an open-flow channel, is the eggbeater flow, consisting of two rods
moving in a contrarotative fashion on two intersecting circles. Note that
both protocols share certain similarities, as can be seen in Fig. 2.3 (a) and
(b): the movement of the rod(s) imposes in both cases that fluid is sucked
into a central region from the upper part of the domain, while it is pushed
downwards to the sides in the lower part. These similarities will allow us
to find comparable effects in closed and open flows, although we do not use
exactly the same protocol.
2.2 Experimental realizations of stirring
protocols
We have built two experimental apparatus for studying mixing in closed
and open flows. In both devices, we aim at measuring the concentration
field resulting from the injection of a blob of dye, and its stirring and mixing
by chaotic advection. Hence, we use comparable experimental methods for
closed and open flows.
2.2.1 Set-up for a closed flow mixing experiment
I present here the setup of a closed-flow experiment designed to study ho-
mogenization by chaotic stirring. This experimental set-up has been devised
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(a) (b)
(c) (d)
Figure 2.3: Selected protocols: the figure-eight protocol (a) and the eggbeater
protocol (b) are extensively studied in experiments and numerical computations.
Comparisons are made with historical stirring protocols, that is the blinking
vortex flow (c) and the journal bearing flow (d).
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and built in collaboration with Natalia Kuncio during her Master’s degree
internship.
The schematic drawing in Fig. 2.4 illustrates the different parts of the
experiment described below.
Stirring apparatus
The viscous fluid used here is cane sugar syrup, aka “Canadou”, a beverage
usually designed for the nobler use of lime rhum cocktails (see Fig. 2.5
(a)). For the physicist however, it has the additional advantage of being
a cheap viscous Newtonian fluid. Its good optical transparency makes it
also an ideal candidate for flow visualizations. Canadou viscosity measures
made by Fre´de´ric Da Cruz are shown on Fig. 2.5 (b): at room temperature
(controlled at 19◦ ± 0.5◦ in our laboratory), Canadou kinematic viscosity ν
is about 250 times higher than for water.
Canadou fills a cylindrical tank (see Fig. 2.4) of 20 cm inner diameter
and 10 cm height. The height of Canadou inside the tank is 9.5 cm. As the
mixing pattern is visualized through the bottom of the tank, the tank is
built up of a transparent plastic cylinder glued on a flat 4mm glass plate,
in order to avoid planarity defects that one can find in the bottom of a
commercial glass vat. Nylon screws press the tank firmly at a fixed position
against a metal frame fixed to the laboratory floor, but can also be easily
removed between experiments in order to empty and clean the tank.
Canadou is stirred by a cylindrical rod plunged inside the fluid down to
1 cm of the glass plate, in order to create an approximatively 2-D flow close
to the free surface 1. Different rod diameters (ℓ = 4, 8, 10, 12 and 16mm)
were used in our experiments. However, we will mostly concentrate in this
manuscript on results obtained for ℓ = 16mm. The rod is driven on a figure-
eight path by an Arricks Robotics XY table that allows to control the
rod movement. For each rod diameter, we performed experiments at two
different linear speeds U – 1 cm · s−1 and 2 cm · s−1 – to test the influence
of stirring speed 2. Depending on rod diameter and speed, we explore
1By visual inspection through the transparent side-wall of the vessel, we observed
that dyed fluid stays in a thin layer - typically 1 or 2 mm – below the free surface. We
concluded that 3-D effects are negligible for the duration of an experiment, that is about
30 stirring periods.
2For these low velocities, the motion of the rod is slightly jerky. However, we have
checked that the rod always comes back to the same position at the end of a cycle (up
to a precision of one pixel). Moreover, in the low-Reynolds-number regime, Lagrangian
trajectories depend only on the path travelled by the rod, and not of the speed at which
it is travelled.
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Figure 2.4: Closed-flow experimental setup. A cylindrical rod moved by a XY
table stirs viscous sugar syrup inside a closed vat. At the beginning of the
experiment, a spot of dye is injected just below the fluid surface. The mixing
pattern is illuminated by the reflexion of a neon tube by a white plate moving
with the rod, and we visualize mixing through the transparent bottom of the
vat with a high-resolution digital camera.
Reynolds numbers Re = Uℓ/ν ranging from 0.16 to 1.6 . The figure-eight
path is made of two adjacent circles of 6 cm diameter.
Dye injection and homogenization
Our experiments consist in visualizing the homogenization of a small blob
of dyed fluid that is injected just below the fluid surface, before the rod
motion starts. The dye blob is made of Indian ink (Lefranc-Bourgeois
brand) diluted in Canadou (we use a 2% by volume Indian ink dilution
in all experiments described in this thesis). The blob is injected at 1mm
below the surface through a syringe needle. A controllable syringe pump
allows smooth injection of a fixed volume of dye (2mL) in a reproducible
fashion. Again for the sake of repeatability, two perpendicular sliding tracks
(see Fig. 2.4) allow to inject the blob always at the same place. Indian ink,
hence dye, is lighter than Canadou: the buoyancy force thus lifts the blob
40 CHAPTER 2. THE MIXING SYSTEMS
(a)
(b)
Figure 2.5: (a) Cane sugar syrup, aka Canadou, is cheap and easily commercially
available. Its basic fabrication principle consists in slowly incorporating cane
sugar in warm water. (b) Canadou kinematical viscosity (measures by Fre´de´ric
da Cruz) vs. temperature. At 19◦C, Canadou is about 250 times more viscous
than water.
to the free surface, ensuring that the initial condition is two-dimensional,
with dye confined to a thin upper layer.
The choice of Indian ink was motivated by its great dyeing intensity:
little dye is required to color a great quantity of Canadou, so that we might
hope that dyed fluid has the same hydrodynamical properties as unmarked
fluid. However, commercial Indian ink is made of an aqueous suspension
of black carbon particles, stabilized by a binder, usually polymers which
are responsible for the ink’s very low surface tension. As a result, blobs
with a high ink concentration tend to break up as they reach the surface,
to minimize the surface tension. We therefore limit ourselves to a highly
diluted ink solution, where this effect is not visible on the experiment’s
timescale.
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(a) (b)
Figure 2.6: (a) Initial condition: a small blob of marked fluid is released just
under the free surface. (b) We follow the evolution of the mixing pattern
imposed by the stirring rod.
Data acquisition
Our primary goal is to follow the evolution of the dye concentration field as
the mixing process goes on. To do so, we need to access the concentration
field through the greyscale intensity of pictures of the mixing pattern, in
order to have an unambiguous relation between greyscale intensity and dye
concentration. It is important to note that this condition imposes the use
of transmission lighting. Since we observe the mixing pattern from below,
all light rays must therefore come from above. Because of the XY table
mechanical device, there is no room left for a light source above the fluid
tank. Our light source is therefore an indirect one: a large plastic plate
coated with white paint is fixed between the rod and the XY table carriage.
The white plate is illuminated by a circular neon tube around the cylindrical
tank (see Fig. 2.4). The inner tank border is coated with matted black film
to ensure that only light reflected by the white plate can illuminate the
fluid. A digital Canon EOS Mark II 1-D color camera is used to take 12
bit, 3504×2336 pictures at a fixed rate. Depending on rod velocity, we take
3 (U = 2 cm · s−1) or 6 (U = 1 cm · s−1) pictures per stirring period. We also
wrap the camera in a black-cloth dark room fixed to the tank glass plate
and the metallic frame to avoid any unwanted lighting of the apparatus.
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Data processing
A first step for processing pictures such as Fig. 2.6 (b) consists in carefully
calibrating the digital camera to obtain its response to dye concentration,
i.e. the law I(x) = f(C(x), I0(x)), where I(x) is the measured light inten-
sity (pixel grey level), and I0(x) the light intensity coming from the white
plate, that can be accessed by taking pictures without any dye. To do so, we
fill a small transparent dish with dye dilutions of known dye concentrations
(see Fig. 2.7). We take pictures of the “grey dish” at different positions, as
well as reference pictures of the white plate alone. We take into account
the small variation (∼ 5%) of incoming light intensity with time – due to
the 50Hz oscillations of the neon tube – by rescaling the mean intensity
of the reference picture with respect to a white region without dye in dish
pictures. Results of this calibration are plotted in Fig. 2.8 for 12 different
dilutions (dilution factors: 1, 2, 3, 4, 5, 8, 10, 12, 16, 25, 32, 125, ∞) and
at 12 different spatial positions, in order to test the influence of the slightly
inhomogeneous lighting. We can see that we have indeed an unambiguous
relation between I/I0, that is the amount of light dispersion due to dye
particles, and dye concentration C. For small dye concentrations, there is a
linear relation between C and log(I/I0), as predicted by the Beer-Lambert
law of simple diffusion. The saturation observed at higher concentrations is
probably caused by a saturation of the CCD captor sensitivity. We therefore
fit the relation between C and I/I0 by:
log(I(x)/I0(x)) = α tanh
(
C(x)
β
)
, with α = 4.90, β = 0.32. (2.1)
This law enables to calculate at each pixel the dye concentration of the
pixel from the intensity of the pixel, using the reference light intensity of
the same pixel in the absence of dye.
Pictures recorded in Canon 12-bit Raw format are first transformed into
standard PPM (portable pixmap) format using Dave Coffin’s open source
library dcraw (http://cybercom.net/~dcoffin/dcraw). PPM pictures
are then read with standard scientific libraries written in the python pro-
gramming language (http://www.python.org, http://www.scipy.org).
All our data processing scripts are also written in python. The concentra-
tion field is directly accessed thanks to the calibration relation (2.1), where
I0 is obtained by taking pictures of the white plate alone.
Let us finally mention that calibrating the camera was a difficult step;
this explains partly why very few previous mixing experiments have mea-
sured quantitatively the concentration field. To our knowledge, the only pre-
ceding experiments to have performed such direct concentration measures
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Figure 2.7: Example of picture used to calibrate the camera. A small transparent
dish filled with a 1mm-thick dye layer of known concentration value floats on
the fluid surface. The layer thickness was chosen to approximate the thickness
of the initial dye blob in experiments (Fig. 2.6).
Figure 2.8: Canon camera response to the light fraction transmitted through
dye (I/I0), vs. dye concentration. Data points are fitted by a log(I/I0) =
α tanh(C/β) law (α = 4.90, β = 0.32), which amounts to the Beer-Lambert
law for low concentrations.
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have been conducted in devices where the flow scale was much smaller than
the domain scale, such as conductive fluids stirred by large arrays of magnets
[95, 52]. Other notable concentration measures have been carried out in tur-
bulent mixing experiments [125]. Although beautiful dye spreading experi-
ments were realized in pioneering chaotic mixing experiments ([22, 61, 50]),
their main purpose was do determine the size of different regions of the
space phase. In contrast, our apparatus has been specially designed to
obtain precise concentration measures, with an appropriate lighting and a
careful calibration of the camera response to dye.
Steps of a typical experiment
To sum up, a representative experiment proceeds as follows.
• The tank is fixed to the apparatus frame and then filled with Canadou.
• A 2mL dye blob is injected by the syringe pump just under the fluid’s
free surface.
• We start the rod’s periodic motion together with the pictures acqui-
sition.
Typical experiments are conducted for about 25 − 35 periods of the
stirring protocol. Weak 3-D effects in weakly stretched regions, that is close
to the boundary or in non-chaotic regions, prevented us from following the
mixing pattern for longer times (see Fig. 2.9). These three-dimensional
effects might be due to small thermal or solutal convection movements.
2.2.2 An open-flow mixing experiment
We have built an open-flow channel, where chaotic stirring is confined in
a small region of the channel. We consider here open flows stationary at
infinity, where mixing is restricted to a single region of the flow, contrary
to other open-flow mixing devices where fluid flows through successive mix-
ing elements, as in serpentine channels [19, 62], grooved micromixers [105],
or 3-D Kenics-like or partioned-pipe mixers [126]. In the latter case, fluid
particles are stretched along different directions in successive mixing ele-
ments, and mixing is a multiplicative process, which is not the case in our
open-flow experiments.
We describe the experimental setup below.
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Figure 2.9: 3-D effects – In weakly stretched regions, such as the no-slip bound-
ary or non-chaotic regions, small convection movements induce three-D effects
that start spoiling the mixing pattern after about 30 periods of the stirring
pattern. This is especially marked for particles close to the boundary, which are
slowly advected to other parts of the domain (because of the chaotic nature of
their trajectory) and contaminate the whole pattern.
Stirring device
The viscous fluid is again Canadou (see the previous section for details
about this fluid). Canadou flows through a long glass channel of 2m length
(x direction), 36 cm width (y direction), and 10 cm height (z direction).
Canadou fills the channel to a 5 cm height. The mixing region is situated at
channel mid-length, where two rods stir fluid with the egg-beater protocol
(Fig. 2.3(b)). To do so, two Yaksawa SGDH Servo motors are fixed ver-
tically above Canadou to a rail perpendicular to the channel direction (see
Fig. 2.11). On each motor shaft, a perpendicular arm allows the rotation of a
45mm diameter (d) nylon rod on a 140mm diameter (D) circular path. The
distance between the two motors axis is 105mm so that the two rod paths
intersect. The two rods travel at the same speed, but in opposite directions
on the two circles. The motors are controlled in speed with a home-made
software written by Ce´cile Gasquet. We have explored angular velocities Ω
ranging from 1 to 8 rpm, hence Reynolds numbers Re = 2πΩdD/ν range
from 2.6 to 21 . For greater velocities, surface waves start to appear.
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Figure 2.10: Open-flow channel experiment – Viscous fluid (Canadou) is
pumped at constant rate into a long shallow channel (2m long, 36 cm wide
and 5 cm deep). Fluid flows through a mixing region where rods stir fluid in an
egg-beater-like fashion. Typical experiments consist in injecting a small blob of
dye upstream of the mixing region, and visualizing the mixing pattern that is
created by the stirrers inside the mixing region and downstream (see Fig. 1.4).
A CCD camera (not shown) records the mixing pattern through the transparent
bottom of the channel. The lighting device (not represented) consists in a large
light table (see Fig. 2.11).
Channel flow
Main flow (far upstream and downstream) - Canadou flows down
the channel from an inflow tank (see Fig. 2.10), and flows over the 5 cm-
high end of the channel into a large outflow tank that can contain all the
Canadou necessary for an experiment (30 L). The glass channel and inflow
tank are glued on a 1-m-high thin metallic frame, while the outflow tank lies
on a lower frame (Fig. 2.10). A Pollard pump designed for very viscous
fluids closes the Canadou loop by pumping fluid from the outflow tank to
the inflow tank. At such a low flowrate, no oscillations due to the pump
are visible inside the inflow tank. The flowrate in the channel is therefore
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Figure 2.11: Cross-section view of the channel: schematic drawing of the stirring
and lighting apparatus.
controlled by the pumping rate, which is fixed at Q = 1L · min−1 in all
experiments described here. The mean velocity in the channel (averaged
on a channel cross-section) is then U = Q/hl ≃ 1mm · s−1. Analytical
calculations as well as numerical simulations (not included here) achieved
by Franck Pigeonneau at Saint-Gobain Recherche showed that for a
shallow channel, as it is the case in our device, the flow profile at the
free surface (U(y, z = h) is much flatter than a Poiseuille flow because of
bottom effects: in a large central fraction of the channel, U(y, z = h) is
well approximated by a plug flow. On both sides, a boundary layer where
the velocity decreases fast with the distance to the wall matches the no-
slip boundary conditions on solid walls. In the absence of stirrers, we can
consider that the low-Reynolds-number flow is stationary, and x−invariant
in a region λ < x < L− λ, with λ ∼ Uh2/ν ∼ 1 cm – that is along almost
the whole channel length. 3
Flow in the mixing region - The stirring motion perturbs the up-
stream stationary and x−invariant velocity field. Stirrers indeed force fluid
to flow preferentially through some parts of a cross-section. As can be
seen in Fig. 2.12, we can distinguish two cases depending on the rod rota-
3λ is the length travelled during the viscous time-scale h2/ν by a particle of velocity
U .
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tion sense with respect to main flow direction. If the rods travel “with the
flow” near the channel sides, and “against the flow” in the channel central
region, upstream fluid reaches the downstream region by flowing preferen-
tially along the channel sides (Fig. 2.12 (c)). Fluid can only enter the mixing
region (say, the area swept by the rods) close to the intersection point of the
upper rods’ paths. Because of mass conservation, fluid conversely leaves the
region through this point, thus forming the flower-shaped downstream pat-
tern in Fig. 2.12 (a). However, if rods move against the flow on the sides,
and with the flow in the center (Fig. 2.12 (d)), fluid flows preferentially
through a funnel-shaped channel, whose width shrinks as fluid enters the
mixing region (fluid is then accelerated), and widens again as fluid leaves
region, since the rods move towards the side walls in the upper part of the
mixing region. This results in the elongated downstream structures, and
the funnel-shaped lower cusp in the mixing region visible in Fig. 2.12 (b).
In an analogy between swimming styles and rods movements, we will from
now on refer to the first case (Fig. 2.12 (a) and (c)) as the butterfly (BF)
protocol, and to the second case (Fig. 2.12 (b) and (d)) as the breaststroke
(BS) protocol. We can already see that mixing patterns are very different
for the butterfly and breaststroke protocols.
Dye injection
We use the same 2% by volume Indian ink Canadou solution as in the
closed-flow experiment. In a preparatory version of the experiment, we
injected continuously (with a syringe pump) a dye streakline from a central
injection upstream point. A resulting picture can be seen on Fig. 2.14. This
kind of experiment models for instance the mixing of different fluids that
are continuously fed in an open-flow mixer, a standard situation e.g. in food
processing. However, we have mostly concentrated on decay experiments
that consist in injecting an upstream dye blob, which is advected by the flow
into the mixing region, and then into the downstream region (see Fig. 1.4
where a few steps of this process are represented). This case corresponds
to a localized inhomogeneity. As we will describe later in the experimental
analysis, a continuous line can be modeled by a successive chain of adjoining
blobs. The analysis of the “blob case” will therefore also yield information
about the “streakline case”. As the dye blob is advected, some part is
caught inside the mixing region by the rod’s movement. However, mass
conservation imposes that fluid also leaks continuously from the mixing
region, so that less and less dye can be seen in the mixing region and the
near downstream. This decay of dye intensity fixes the duration of an
experiment: we stop the picture acquisition when the contrast starts being
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Figure 2.12: Butterfly ((a) and (c)) and breaststroke ((b) and (d)) protocols.
Depending on the rod motion orientation with respect to the main flow direc-
tion, fluid chooses very different routes to cross the mixing region. If the rods
travel against the flow in the center and with the flow on the channel sides,
fluid flows preferentially along the sides (c). Conversely, the other orientation
forces fluid to flow preferentially through a central funnel (d). Note that the
resulting downstream mixing patterns are very different ((a) and (b)).
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Figure 2.13: The explosion of
a high-concentration downstream
part of the dye blob perturbs the
whole mixing pattern.
too weak.
We use new unspoiled Canadou for each experiment, and discard partly
dyed fluid. Each experiment requires about 30 L of Canadou, which explains
why we chose a cheap, water-based viscous fluid instead of more classical
viscous fluids such as glycerol or silicone oil.
Surface tension effects responsible for frequent “explosions” of the dye
blob are even more problematic than for the closed-flow experiment (see the
previous section for a description), as there is a long (∼ 3min) period during
which the blob travels the distance (∼ 20 cm) between its injection point
and the entrance of the mixing region, where it is caught and stretched by
the rods. During this initial stage, the high-concentration dye blob explodes
(i.e. spreads very rapidly over the surface) whenever a surface perturbation
occurs, such as the blowing up of a tiny air bubble or the landing of a dust
grain on the free surface. As soon as blob parts are stretched by the rods,
diffusion causes the concentration levels to decay, and therefore dye to be
more and more diluted, so that explosions are much less frequent. However,
contrary to the closed-flow experiment, some parts of the initial blob can
escape downstream almost untouched (the black stripes in Fig. 1.4 (b)) and
keep a high concentration during all the duration of the experiment: they
might therefore explode at any time, and perturb the whole concentration
pattern, even in the mixing region (see Fig. 2.13).
To limit this effect, we use a highly diluted ink solution. This has
the disadvantage of reducing the experiment duration. The pump flowrate
is also fixed to a low enough value to remove cavitation bubbles. Also,
Canadou slides from the channel exit inside the outflow tank on a gentle
slope so that it forms a continuous film, instead of a jet that might imprison
air bubbles in outflowing Canadou. An early attempt to depose a tiny
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Figure 2.14: Continuous dye feeding vs. decay experiment.
drop of surfactant (liquid commercial soap) on the fluid surface reduced the
explosions, yet we abandoned this method after noticing that the surfactant
perturbed the surface flow.
Lighting and data acquisition
As in our closed-flow experiment (see the previous section), we aim at mea-
suring precisely the dye concentration field. As we saw, this requires an
adapted backlighting and a precise calibration of the camera response to
dye. Our lighting apparatus is slightly more sophisticated than for the
closed-flow experiment: we use a Just Normlicht photographic light ta-
ble (originally designed for viewing photographic proofs) with a 35×51 cm2
lighted area. The light table is clipped upside-down to the channel side
walls and lights the Canadou directly (see Fig. 2.11). Two holes are drilled
through the light table to allow the motors axis through. This configura-
tion allows a large workable area in the pictures, as only the rods and the
arms linking them to the axis are visible (see Fig. 2.12). In the same spirit
as the closed-flow experiment, channel side walls are coated with matted
black film, and large black cloth panels fall from the channel to the ground,
thereby wrapping the camera in a dark room. For convenience, the camera
is fixed to a horizontal Newport Microcontrol optical rail and views
the image of the channel reflected by a 45◦ mirror. The visible field can
be seen on Fig. 2.12: we select a region of interest that encompasses com-
pletely the area swept by the rods – the mixing region – as well as a large
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downstream strip and a smaller upstream region. This permits us to view
both the arrival of the still untouched dye blob from upstream (Fig. 1.4),
as well as the downstream mixed pattern, which is the final product we
wish to characterize. It is also crucial to visualize what happens in the
mixing region in order to understand which mechanisms give birth to the
downstream mixed pattern.
We use a 12-bit 2048×2048 monochromeRedlakeMegaPlus II ES4020
camera to acquire pictures at a 0.5Hz rate. To do so, the camera is triggered
by a signal generator in TTL mode. The acquisition time is fixed at 40ms,
that is, two full 50Hz periods, to avoid mean lighting variations between
two pictures. Camera pictures are transferred on the fly to a computer and
saved in 16-bit PNG (Portable Network Graphics) format, using a Labview
interface.
Data processing
As for the figure-eight experiment, all data processing is realized using
Python scripting and programming language.
We calibrated the camera response to dye concentration using the same
technique as in the figure-eight experiment, by measuring the light inten-
sity attenuation due to samples of known concentration value. Results are
shown on Fig. 2.15: we observe the same Beer-Lambert behavior for weak
concentrations as for the Canon camera, as well as a saturation for higher
concentration values. We therefore have an unambiguous relation between
C and I/I0 that is successfully fitted by the same law expression as for the
Canon camera (see Fig. 2.15) :
log(I/I0) = α tanh
(
C
β
)
, with α = 17.09, β = 0.239. (2.2)
2.3 Numerical simulations of Stokes flows
Whereas we have access to concentration field measurements through our
dye mixing experiments, numerical simulations can provide complemen-
tary information. The usual Lagrangian description of chaotic advection
(Sec. 1.2.3) calls naturally for following fluid particles trajectories, which is
more easily realized in numerical simulations than in experiments.
The basic principle of all computations conducted here is given by the
integration of a pointlike particle trajectory in a prescribed flow: x˙(t) =
vfluid(x, t). This requires to have the expression of the velocity field vfluid(x, t)
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Figure 2.15: Redlake cam-
era response to the light frac-
tion transmitted through dye
(I/I0), vs. dye concentra-
tion. Data points are fitted
by a log(I/I0) = α tanh(C/β)
law (α = 17.09, β = 0.239),
which amounts to the Beer-
Lambert law for low concentra-
tions.
at hand, which is given by the Navier-Stokes equations :
∂v
∂t
+ v · ∇v = −1
ρ
∇p+ ν∆v, ∇ · v = 0. (2.3)
Suitable boundary conditions (imposed by moving rods or no-slip bound-
aries, etc.) must be used in the resolution of Eq. (2.3). For vanishingly
small Reynolds numbers, that is in the Stokes flow regime, the inertia forces
can be assumed to be negligible compared to viscous forces in Eq. (2.3),
which simplifies to:
−∇p+ µ∆v = 0, ∇ · v = 0, (2.4)
usually referred to as Stokes equations. Stokes flow is a considerable simplifi-
cation of Navier-Stokes equations, with many remarkable properties. First,
a Stokes flow has no time-dependency other than prescribed by time-
dependent boundary conditions (e.g. moving rods or boundaries). This
means that a Stokes flow is entirely determined by the motion of bound-
aries and can be found at any instant without knowledge of the flow at
any other time: in a Stokes flow, time is only a parameter. Stokes flow is
also time-reversible. Moreover, Stokes equation is linear, which allows
for superposition of solutions, a useful principle while searching for the flow
expression.
Flow expressions in 2D domains can be searched for using streamfunc-
tions methods. It can indeed be shown that the streamfunction Ψ for a
Stokes flow satisfies the biharmonic equation [71]
∇4Ψ = 0. (2.5)
The challenge is then to find a suitable streamfunction satisfying both Eq.
(2.5) as well as no-slip on the – fixed or moving – boundaries. This is usually
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done by decomposing different elements inside the fluid domain (such as
fixed or moving rods) in Stokes flow singularities such as stokeslets or rotlets
[91, 40], together with an images system that satisfies the no-slip condition
on the outer domain. However, such subtle methods require special care and
closed-form expressions are not always available. In a circular domain, the
flow due to an rotating inner cylinder was first obtained by [51]. The case
of a translating cylinder was only derived recently by Finn and Cox [40].
The same authors extended their work to the case of an arbitrary number
of moving rods in [38]. For more than one rod there is no closed expression
for the Stokes flow: it is nevertheless possible to write the flow as a rapidly
converging series with unknown coefficients, which are determined with a
least-squares method on the boundaries [38]. We will make extensive use of
the corresponding velocity fields for simulating rods-driven protocols. For
open flows, the situation is unfortunately more complicated, as boundary
conditions must be satisfied on both sides of the channel. We have therefore
been unable to conduct numerical simulations for open flows.
Lagrangian trajectories are obtained by integrating the previously de-
termined Stokes flow with a fourth-order Runge-Kutta scheme in a C++
implementation. Many routines used here have been written by Matt Finn
and Jean-Luc Thiffeault; others were developed during this thesis for im-
plementing specific stirring protocols.
Many useful information can be gained from integrating Lagrangian tra-
jectories. Poincare´ sections e.g. can be determined by integrating a small
number of initial conditions during a large number of periods. A coarse-
grained concentration field can also be studied by integrating a large number
of trajectories initialized inside a small area – a dye blob – and dividing the
fluid domain in boxes, which contain variable numbers of points. Interfaces
lengths can also be obtained by points-insertion algorithms.
2.4 Conclusion
In this Chapter, we have presented the various apparatus that we have used.
We have built two experiments aiming at recording the concentration field
of a low-diffusivity, in a circular closed tank and in an open-flow channel.
Chaotic advection is realized in these mixers by the motion of stirring rods.
We have also described numerical simulations that will allow us to follow
the motion of Lagrangian point-like particles.
The next chapter is concerned with the study of chaotic mixing from a
dynamical systems and topological point of view. Starting from the basis
of chaotic advection [8], that is stretching and folding, we will propose an
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alternative view of mixing that relies on the topological complexity of the
flow.

Chapter 3
Mixing structures from a
topological and dynamical
systems viewpoint
Classical tools of dynamical systems theory help to provide considerable
insight into the mechanisms of mixing, as well as useful hints for a relevant
characterization of the mixed state. We have already introduced Poincare´
sections that characterize flows in a crude binarized way, by evidencing
chaotic and regular regions. More refined characterizations, as well as hints
of mixing mechanisms, are of course desirable. This chapter starts by a
review of some useful concepts of dynamical systems, exemplified in our
experiments and applied in simple maps for clarity. An original topological
characterization of stretching through the entanglement of periodic points
trajectories is then presented, together with implications for a simple de-
scription of the global mixing pattern. Periodic points are also highly rel-
evant for describing mixing in open flows: we explain in the last section
of this chapter how a set of bounded periodic orbits, also called chaotic
saddle, and its manifolds, determine the mixing pattern and the residence
time distribution inside our channel mixer.
3.1 Dynamical systems concepts in mixing
3.1.1 Stretching
It is now commonplace to say that chaotic mixing is a combination of expo-
nential stretching and diffusion. In this paragraph, we describe the stretch-
ing route for typical fluid particles in a 2-D incompressible velocity field v.
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Let us consider a Lagrangian trajectory x(t) determined by v. An infinites-
imal vector dx(t) pointing from x evolves as
dx(t) = F(t) · dX (3.1)
where dX = dx(t = 0) is the initial vector and F(t) is the deformation ten-
sor. F can be computed from the velocity field and the integrated trajectory
x(t) as
dF
dt
=
(
∇v(x(t))
)T
· F ; F(t = 0) = I (3.2)
where I is the identity tensor. Although no analytical expression is usually
available for the deformation tensor F, Eqs. (3.1) and (3.2) can be directly
integrated in numerical simulations to compute the stretching factor
λ(t; 0) =
||dx(t)||
||dX|| , (3.3)
that is the length stretch magnitude for the fluid particle X during time t.
Stretching is a multiplicative process, as one can decompose the deformation
in n successive steps between intermediate times ti:
λ(t; 0) = λ(t = tn; tn−1) · · ·λ(ti+1; ti) · · ·λ(t1; t0 = 0). (3.4)
If one considers a long time interval t, a typical chaotic trajectory visits
different phase space regions and experiences different successive intensi-
ties λ(ti+1; ti). For a time-periodic flow, a classical formulation consists in
choosing a stirring period T for the elementary timestep ti+1− ti = T . The
particle x then samples different stretching values λ of the first-return map
defined by
M : x(t)→ x(t+ T ). (3.5)
If we further assume that successive stretching values λi = λ(ti+1 = ti+T ; ti)
are statistically independent, log(λ(t = nT )) =
∑
i log(λi) is obtained from
the addition of independent variables. We conclude that log(λ)/t converges
to a single value for all chaotic trajectories, called the Lyapunov exponent
Λ¯ of the region visited by the particle [78]:
Λ¯ = lim
t→+∞
1
t
log(λ(t)). (3.6)
This definition also holds for a non-periodic flow, if the limit exists. The
Lyapunov exponent is simply the mean rate of stretching of a fluid particle.
It is characteristic of a single phase space region (e.g. an ergodic compo-
nent). Note that the above definition Eq. (3.6) also encompasses the case
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of an elliptical island (a non-chaotic region), where stretching is at most
algebraic, therefore Λ¯ = 0.
Another quantity of interest is the material line growth rate, also called
topological entropy h: if we parametrize an initially small material line by
n equally spaced points xi (||xi+1(0)−xi(0)|| = l0), the line length grows as
l(t) =
n−1∑
i=0
||xi+1(t)− xi(t)|| =
n−1∑
i=0
l0λi(t) (3.7)
so that for large t,
l(t)
l(0)
∼ exp(log(λ(t))) ∼ exp(ht), (3.8)
with
h ≡ lim
+∞
1
t
log λ(t). (3.9)
h is therefore the exponential growth rate of the arithmetic mean stretching,
whereas Λ represents the growth rate of the geometric mean stretching. This
implies
Λ ≤ h. (3.10)
Moreover, by virtue of large-deviation theory [32], the additivity of
log(λ(t = nT )) =
∑
i log(λi) allows us to write the probability distribu-
tion function of Λ = log(λ)/t, also called finite-time Lyapunov exponent ,
as
P (Λ, t) =
√
tS ′′(0)
2π
e−tS(Λ−Λ¯) (3.11)
where S is known as the Cramer or large-deviation function and has a global
maximum at Λ = Λ¯. This implies in particular that the distribution P (Λ, t)
is Gaussian in a vicinity of Λ¯ for large t under the general assumptions of
the central limit theorem.
In the remainder of this paragraph, we briefly illustrate these concepts
by use of one of the paradigms of chaotic mixing, that is the area-preserving
baker’s map. Unlike time-continuous flows, the baker’s map is a time-
discrete map that transforms the unit square by
1. cutting it in two horizontal parts of heights γ and 1 − γ, where 0 <
γ < 1,
2. stretching the two pieces with respective strains 1/γ and 1/(1− γ) to
a unit height,
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Figure 3.1: (a) Principle of the area-preserving inhomogeneous baker’s map:
“cut, stretch and stack”. A square domain is cut in two unequal horizontal
parts of (resp.) height γ and 1− γ, which are then stretched along the vertical
direction by (resp.) 1/γ and 1/(1 − γ). The two elongated pieces are finally
stacked together in the original square. (b) Flipped variant. The flip is evidenced
by the x-dependent shading of the two parts.
3. and finally stacking together the two unit pieces in the original unit
square.
The map is therefore written:
(
xn
yn
)
→


(
γxn
1/γ × yn
)
, yn ∈ [0, γ](
γ + (1− γ)xn
1/(1− γ)× (yn − γ)
)
, yn ∈ [γ, 1],
(3.12)
for a point (xn, yn). Despite its simplicity, this map is a useful model for
stretching created by a 2-D physical flow, e.g. by a moving rod that stretches
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fluid inhomogeneously. The main difference is that stretched filaments are
necessarily folded to fit into the finite mixing domain, whereas we sim-
ply cut and stack them again in the discontinuous map. Throughout this
manuscript, we will make extensive use of this map and several variants for
illustrative purpose.
The stretching distribution is trivially computed in this simple map. A
fraction γ of particles experiences a stretching 1/γ, whereas the remaining
1 − γ fraction is stretched by a factor 1/(1 − γ). This yields immediately
the Lyapunov exponent
Λ¯ = log(λ) = −[γ log(γ) + (1− γ) log(1− γ)]. (3.13)
In the same way, the stretching distribution is derived easily by noticing that
after n iterations of the map, a fluid particle has experienced a stretching
γ−k(1− γ)k−n with probability Ckn/2n, 0 ≤ k ≤ n. The topological entropy
is given by
h = log(λ) = log(γ × 1/γ + (1− γ)× 1/(1− γ)) = log(2) (3.14)
Each iteration of the map indeed transforms a vertical material line into
two images of same length as the original line, hence the total length doubles
at each step.
3.1.2 Periodic points
Periodic orbits of the first-return map of a stirring flow are highly patho-
logical objects: whereas typical chaotic trajectories visit the whole chaotic
region and experience different successive stretching factors, a periodic orbit
is confined to a measure-zero set and does not sample the whole stretching
distribution of the chaotic region. Consider for examples the two period-1
points of the Baker’s map, that is x0 = (0, 0) and x1 = (1, 1) (the bottom-
left corner of the red rectangle and the top-right corner of the blue rectangle
in Fig. 3.1). A particle initialized at x = x0 always stays at the same place,
hence always sees the same stretching rate γ, whereas particles initialized
at non-periodic points visit alternately regions of stretching γ and 1− γ, so
that their stretching rate converges to the Lyapunov exponent .
Nevertheless, periodic orbits are the only simple trajectories that can be
characterized by a finite number of values, e.g. n successive positions for
a period-n orbit. Chaotic orbits on the contrary can only be characterized
by asymptotic values such as the Lyapunov exponent, or through a sta-
tistical description, such as the finite-time Lyapunov exponent distribution
(Eq. (3.11)). Periodic orbits are therefore convenient tools for a finite-time
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Figure 3.2: (a) Hyperbolic (unstable) point (b) Elliptical (stable) point.
description of a flow [13, 27]. There are three different kinds of periodic or-
bits, depending on the flow structure around the periodic point: hyperbolic,
elliptic, and parabolic points. The nature of the periodic point P can be
determined by linearizing the first-return (or n−return for an n−periodic
point) map around this point, which transforms a point (xn, yn) in the
vicinity of P to (
xn+1
yn+1
)
=M
(
xn
yn
)
, (3.15)
whereM is a 2×2 matrix of unit determinant because of area preservation.
The eigenvalues of M are obtained by solving
X2 − Tr(M)X + 1 = 0, (3.16)
where Tr(M) is the trace of M.
Three cases arise:
• If Tr(M) > 2, M has two positive eigenvalues λ and 1/λ, and is
diagonal in appropriate coordinates (x˜, y˜):(
x˜n+1
y˜n+1
)
=
(
1/λ 0
0 λ
)(
x˜n
y˜n
)
. (3.17)
An infinitesimal volume is compressed along the x˜ direction, and
stretched along the y˜ direction at rate λ, as represented in Fig. 3.2.
The periodic point P is called hyperbolic in this case. All periodic
points of the Baker’s map belong to this class.
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• If Tr(M) < 2,M has two conjugate complex eigenvalues. In suitable
coordinates: (
x˜n+1
y˜n+1
)
=
(
eiθ 0
0 e−iθ
)(
x˜n
y˜n
)
, (3.18)
so that fluid elements loop around P without being stretched. P is
therefore a stable point and is called elliptic. Periodic elliptic points
can be found in the center of elliptic islands (two islands are visible
in Fig. 1.7).
• If Tr(M) = 2, M is either the identity, or has doubly-degenerate
eigenvalue 1 and can be written in the Jordan canonical form
M =
(
1 α
0 1
)
. (3.19)
In both cases, the linearization is not sufficient to determine the flow
structure near P , and non-linear terms must be taken into account.
Points belonging to this marginal case are called parabolic.
3.2 A topological characterization of
mixing in closed flows
We have seen that periodic points are good candidates for characterizing
mixing with few quantities. In particular, we show in the following section
that the topological study of periodic orbits in closed flows is well suited to
describe the complexity of a 2-D flow.
3.2.1 The development of topological mixing
The early 2000’s have seen the dawn of a new topological approach to mixing
[18] that relies on powerful tools from the study of surface diffeomorphisms
to describe 2-D stirring protocols. The founding work on topological mix-
ing is presented in a 2000 paper by Boyland, Aref and Stremler, where
the authors analyze elegant rod-stirring experiments in light of topological
constraints induced by the rods movements. Two different time-periodic
protocols with three stirring rods were used (Fig. 3.3). In both cases, the
stirring period starts by exchanging the two leftmost rods during a first
half-period, by moving them clockwise on semi-circles centered halfway be-
tween them. The difference between the two protocols comes in during the
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second half-period: in the first protocol, the two rightmost rods are also
exchanged clockwise; in the second protocol however, rods are exchanged in
an anti-clockwise fashion. The total length traveled by rods is the same in
both cases, which might seem very similar. Nevertheless, obvious discrepan-
cies are visible in simple dye mixing experiments performed by Boyland et
al. [18] (Fig. 3.3). After nine iterations of the stirring protocol, dye streaks
initially attached to the wall and the three rods have experienced little
stretching in the first case (Fig. 3.3 (d)) and seem to have mostly wound up
around a core region where the rods move. Because of this poor stretching,
diffusion has not yet blurred dye filaments, so that black and white strips
retain a high contrast. On the contrary, the second protocol leads to very
efficient mixing after the same number of stirring periods, as can be seen
in Fig. 3.3 (e) where a large gray kidney-shaped central region is very well
homogenized.
One may therefore ask what difference between these two protocols
causes this striking dissimilarity. A first answer is obtained by plotting the
rods’ trajectories in a space-time diagram, as in Fig. 3.4. The trajectory
of a material point forms a strand, and strands corresponding to different
rods can braid together, leading to a more or less tangled weaving. This is
precisely where the difference between the two protocols appears: the first
protocol creates a topologically trivial braid with the three strands, which
are simply twisted together in a global rotation by the rods’ movement.
This braid can be completely untangled by rotating its extremities and ex-
hibits little complexity. The braid corresponding to the second protocol
(Fig. 3.4), on the other hand, cannot be untangled by just fiddling with its
extremities, and is therefore topologically complex. A closer look reveals
that this braid is in fact quite familiar: it consists in crossing two adjacent
strands clockwise, then crossing the two other anticlockwise – this is just
the pigtail braid commonly used in hairdressing. The construction of such a
braid is shown in Fig. 3.5, which roughly mimics the trajectories of stirring
rods.
But how are these braids related to mixing ? Imagine a material line
initially attached to two adjacent rods like the pink line in Fig. 3.4. As
the rods move and braid together, the line gets also caught by the third
rod but stays attached to the two other due to continuity. Our line must
then follow the tangling of the three rods, so that after one stirring period,
its length is much greater (Fig. 3.4). Furthermore, this stretching will take
place again at the next period for each new line element extending between
two rods: this stretching process is multiplicative, therefore we expect the
line growth to be exponential with time. For the first protocol, though, a
line that initially links two rods is not necessarily even caught by the third
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Figure 3.3: Experiments by Boyland et al. [18]. Three rods stir fluid in a periodic
fashion. Elementary stirring steps consist in smoothly transposing two adjacent
rods by moving them on semi-circles centered halfway between them. In a first
protocol (a), the two rods on the left are moved in a clockwise fashion, then the
two rods on the right are also exchanged on a clockwise fashion. In a second
protocol (b) however, the first step still exchanges the two left rods clockwise,
but then exchanges the two right rods anti-clockwise. Mixing properties of these
two flows are strikingly different: if the system is prepared with three streaks of
dye attached to the wall and the three rods (c), the dye pattern after 9 iterations
shows little stretch for the first protocol (d), whereas the second protocol (e)
has created a kidney-shaped very homogeneous mixing region. ((c), (d) and
(e) were taken from [18])
rod, and no predictions can be made about its growth. Remember now that
we have previously introduced the topological entropy of a flow hflow as the
exponential growth rate of a material line in the flow. In the same way,
it is possible to define the topological entropy of a braid hbraid, which is a
measure of its entanglement and basically measures the exponential rate of
a material line pulled tight on the braid strands, as the pink line in Fig. 3.4.
The catch is that a material line in the flow must grow at least as fast as a
line pulled tight on the rods, which reads
hbraid ≤ hflow. (3.20)
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Figure 3.4: Trajectories of the rods in a space-time diagram for the protocol
σ1σ−2 pictured on the right (σi refers to the exchange of rods i and i+ 1 in a
clockwise fashion, whereas the interchange occurs in an anticlockwise fashion
for σ−i). Rods trajectories are entangled in a topologically complex braid,
which forces material lines to be repeatedly stretched between the rods. Rods
are indeed topological obstacles to material lines, which cannot cross them.
We now begin to glimpse the power of topological mixing: moving the
rods with a protocol that has a tangled braid (i.e. hbraid > 0) ensures that a
material line is stretched exponentially with time by this flow (which is just
a way to say that the flow is chaotic), and moreover we have a lower bound
hbraid for the growth rate ! Note that our crude explanations, mostly based
on braids and stretching drawings, have none the less a solid mathematical
basis with the Thurston-Nielsen theory of surface diffeomorphisms [118, 17].
Although the topology of surface diffeomorphisms is a well-developed field
of mathematics, the true novelty of topological mixing lies in applying these
ideas to physical fluid flows where, as we briefly saw, they are strikingly use-
ful – especially for viscous flows where fluid is simply dragged, and therefore
braided by the rods. This has leaded Boyland and co-authors to assert [18]
that “all the configurations investigated to date have been ‘too simple”’ in
the sense that mobile-boundaries stirring protocols studied before, such as
the blinking vortex or journal-bearing flows, were too simple and less inter-
esting than topologically complex moving rods protocols, where you know
that the flow is chaotic regardless of all other parameters.
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Figure 3.5: Principle of the pigtail braid. This braid is built with three strands,
which is the minimal number to achieve topological complexity. The strands
are braided by repeatedly (i) exchanging the two left-most strands by putting
the left strand over the central one, (ii) then exchanging the two right-most
strands by putting the right strand over the central one. Intuitively, this is the
simplest way to braid the strands ; it has also been proved in [28] that it is the
most efficient protocol (that maximizes the topological entropy per operation).
This Wikipedia and Wikimedia Commons image is freely available at http://commons.
wikimedia.org/wiki/Image:Braid_StepBystep.jpg under the creative commons cc-
by-sa 2.5 license.
3.2.2 Topogical mixing with ghost rods
The paper inserted below presents another aspect of topological fluid dy-
namics. It has been published in Physical Review E 73, 036311 (2006).
Inspired by the work of Boyland et al. [18], we show that the flow com-
plexity as measured by its topological entropy can in fact be described
completely by the braiding of periodic structures, that is, stirring rods but
also periodic points of the flow. This accounts for the positive topologi-
cal entropy of one-rod stirring protocols, which can form complex braids
with, for example, elliptical islands of the flow. Further complexity – i.e. a
greater stretching rate – can be accounted for by considering the braiding
of unstable periodic orbits.
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Topological Mixing with Ghost Rods
Emmanuelle Gouillart, Jean-Luc Thiffeault,∗ and Matthew D. Finn
Department of Mathematics, Imperial College London, SW7 2AZ, United Kingdom
(Dated: May 22, 2006)
Topological chaos relies on the periodic motion of obstacles in a two-dimensional flow in
order to form nontrivial braids. This motion generates exponential stretching of material
lines, and hence efficient mixing. Boyland et al. [P. L. Boyland, H. Aref, and M. A. Stremler,
J. Fluid Mech. 403, 277 (2000)] have studied a specific periodic motion of rods that exhibits
topological chaos in a viscous fluid. We show that it is possible to extend their work to cases
where the motion of the stirring rods is topologically trivial by considering the dynamics of
special periodic points that we call ghost rods, because they play a similar role to stirring
rods. The ghost rods framework provides a new technique for quantifying chaos and gives
insight into the mechanisms that produce chaos and mixing. Numerical simulations for
Stokes flow support our results.
PACS numbers: 47.52.+j, 05.45.-a
Keywords: chaotic mixing, topological chaos
I. INTRODUCTION
Low-Reynolds-number mixing devices are widely used in many industrial applications, such as
food engineering and polymer processing. The study of chaotic mixing has therefore been an issue
of high visibility during the last two decades. A first step was taken by Aref [1], who introduced
the notion of chaotic advection, meaning that passively advected particles in a flow with simple
Eulerian time-dependence can nonetheless exhibit very complicated Lagrangian dynamics due to
chaos. Chaotic advection has been demonstrated in many systems since: for a review see [2] or [3].
However, all the systems considered had a fixed geometry: even if the boundaries were allowed
to move, as for instance in the journal bearing flow [4], the topology of the fluid region remained
fixed.
A new aspect was recently investigated by Boyland et al. [5]. In an elegant combination of
experimentation and mathematics, the authors introduced to fluid mechanics the concept of topo-
logical chaos. They studied two different periodic motions of three stirrers in a two-dimensional
circular domain filled with a viscous fluid. They then used Thurston–Nielsen (TN) theory [6, 7] to
classify the diffeomorphisms corresponding to the different stirring protocols. (The diffeomorphism
is a smooth map that moves the fluid elements forward by one period.) As the stirrers moved,
the geometry changed in time. The authors labelled the protocols using the braid formed by the
space-time trajectories of the stirrers. In Figure 1 we show a space-time plot that illustrates how
the trajectory of the rods can be regarded as a braid, for the same “efficient” braid presented in [5].
Boyland et al. then used TN theory to determine which stirring protocols generate pseudo-
Anosov (pA) diffeomorphisms: a pA diffeomorphism corresponds roughly to exponential stretching
in one direction at every point, and is thus a good candidate for efficient mixing. A relevant measure
of the chaoticity of the flow is the maximum rate of stretching of material lines. In two dimensions
this is equivalent to the topological entropy of the flow [8]. In the pA case the braid formed by
the stirrer trajectories gives a lower bound on the topological entropy of the flow regardless of
∗Electronic address: jeanluc@imperial.ac.uk
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2flow details (e.g. Reynolds number, compressibility, . . . )—hence the term topological chaos. A pA
braid can only be formed with three or more rods, since two rods cannot braid around each other
nontrivially, and one rod has nothing to braid with. In stirring protocols with pA braids it is thus
possible to predict a minimum complexity of the flow, as opposed to systems that require tuning
of parameters to observe chaos. Such universality is of course desirable for mixing applications.
In this article we present another aspect of what was described as topological kinematics by
Boyland et al. [9]. We study flows with only one stirring rod that have positive topological entropy,
even though the braid traced by the stirrer is trivial. We apply the topological theory to these
systems by considering the braid formed by periodic orbits of the flow as well as the stirrer itself.
This allows us to account for the non-zero topological entropy of the flow. The periodic orbits
(which can be stable or unstable) are created by the movement of the rods, but they are not the
same as the rod trajectories, and in general will have different periodicity than the rod motions. We
call the periodic points ghost rods because in the context of topological chaos they play the same
role as rods, even though they are just regular fluid particles. Rather, they are kinematic rods that
act as obstacles to material lines in the flow because of determinism—a material line cannot cross
a fluid trajectory, otherwise the fluid trajectory must belong to the material line for all times. In
fact, any fluid trajectory is such a topological obstacle [10], but for time-periodic systems periodic
orbits are the appropriate trajectories to focus on. The idea of using periodic orbits to characterise
chaos in two-dimensional systems comes from the study of surface diffeomorphisms [7]. In a related
vein, periodic orbit expansions are also used to compute the average of quantities on attractors of
chaotic systems [11, 12].
The study of ghost rods is important because it helps identify the source of the chaos (and hence
good mixing) in a given mixer. We will show that the main contribution to the topological entropy
in a system usually comes from a relatively small number of periodic orbits. This represents a
tremendous reduction in the effective dimensionality of the system, and by focusing on this reduced
set of orbits it will be easier to study and improve mixing devices. The ghost rods framework thus
provides new tools for diagnosing and measuring mixing [10]. In addition, it also gives a new
understanding of the mixing mechanisms as we can consider the mixing to arise from the braiding
of material lines around the ghost rods.
The outline of the paper is as follows. In Section II we introduce the mathematical theory for
braids and topological chaos. In Section III we study examples with one rod moving on different
paths. We show that some periodic orbits braid with the stirrer. In Section IV we show that we
can account for an arbitrary percentage of the observed topological entropy of the flow with such
a braid. The main conclusions and an outlook on future research are presented in Section V.
II. BRAIDS AND DYNAMICAL SYSTEMS
A. Overview of Thurston–Nielsen (TN) Theory
The mathematical setting for studying braiding in fluids mechanics is centered on the N -
punctured disk in two dimensions, RN . The N punctures, located somewhere in the interior
of the disk, represent the stirring rods. If the stirrers undergo a prescribed periodic motion, they
return to their initial position at the end of a full cycle. Naturally, the rods have dragged along
the fluid, which obeys some as yet unspecified equations (e.g., Stokes, Navier–Stokes, Euler, non-
Newtonian equations, assumption of incompressibility, . . . ). The position of fluid elements is thus
determined by some function Φ(x, t). Since the flow is periodic with period T , Φ(x, T ) is a map
from RN to itself, and we define
f : RN → RN , f(x) = Φ(x, T ). (1)
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FIG. 1: The trajectories of the N stirrers define a braid on N strands in a space-time diagram (here N = 3),
with time flowing from bottom to top. The periodic movement of the stirrers for the protocol is represented
in the two pictures on the right: first (bottom) the two rods on the left are interchanged clockwise (we
call this operation σ1), then (top) the two rods on the right are interchanged anti-clockwise (σ−2). Two
sequences of this protocol are drawn on the 3D braid. This protocol is the pseudo-Anosov protocol described
in [5].
For any realizable fluid motion, f will be an orientation-preserving diffeomorphism of RN . The
map f takes every fluid element to its position after a complete cycle. It is a diffeomorphism
because the physical fluid flows we consider are differentiable and have a differentiable inverse.
The map f embodies everything about the fluid movement, and it is thus the main object to be
studied.
But in some sense f contains too much information: it amounts to a complete solution of the
problem, and there are interesting things we can say about the general character of f without
necessarily solving for it. We are also interested in knowing what characteristics of the stirrer
motion must be reflected in f . This is where the concept of an isotopy class comes in: two
diffeomorphisms are isotopic if they can be continuously deformed into each other. This is a
strong requirement: continuity means that two nearby fluid elements must remain close during
the deformation, and so they are not allowed to “go through” a rod during the deformation,
otherwise they would cease to be neighbours. In that sense, isotopy is a topological concept, since
it is sensitive to obstacles in the domain (the rods). The isotopy class of f is then the set of all
diffeomorphisms that are isotopic to f . In fact, an entire class can be represented by just one of its
members, appropriately called the representative. Of course, the important point here is that that
not all diffeomorphisms are isotopic to the identity map. Note that the overwhelming majority of f
are not allowable fluid motions (i.e., they cannot arise from the dynamical equations governing the
fluid motion), but any allowable fluid motion must belong to some isotopy class.
The problem now is to decide what isotopy classes are possible, and what this means for fluid
motion. Thurston–Nielsen (TN) theory [6, 7] guarantees the existence in the isotopy class of f of
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1. finite-order : if f ′ is repeated enough times, the resulting diffeomorphism is isotopic to the
identity (i.e., f ′m is isotopic to the identity for some positive integer m);
2. pseudo-Anosov (pA): f ′ stretches fluid elements by a factor λ > 1, so that repeated applica-
tion gives exponential stretching;
3. reducible: f ′ can be decomposed into components acting on smaller regions of the previous
two types.
A famous example of an Anosov map is Arnold’s cat map [13]. A pA map is an Anosov map with
a finite number of singularities. The TN theory also states that the dynamics of a diffeomorphism in
a pA isotopy class are at least as complicated as the dynamics of its pA TN representative, meaning
it has a greater or equal topological entropy. For a diffeomorphism, the topological entropy h gives
a measure of the complexity, i.e. the amount of information which we lose at each iteration of the
map [8]. It also describes the exponential growth rate of the number of periodic points as a function
of their period. Newhouse and Pignataro [8] noticed that h also gives the exponential growth rate
for the length of a suitably chosen material line. In the numerical simulations described below, we
use this fact to compute the topological entropy of a flow: we consider a small blob in the chaotic
region of the flow and we calculate the growth rate of its contour length.
TN theory tells us about the possible classes of diffeomorphisms that can arise from the periodic
motion of the stirrers. But one can also consider the trajectories of the punctures (here the stirrers)
in a 3D space-time plot (Fig. 1), where the vertical is the time axis. These trajectories loop around
each other and form a physical braid. The crucial point is that such a braid constructed from the rod
trajectories specifies the isotopy class of f , no matter the details of the flow. (See Refs. [5, 7, 9, 14]
for further details.) As a consequence of the TN theory, the topological entropy of this braid is a
lower bound on the topological entropy of the flow.
Hence, determining the isotopy class of the diffeomorphism f is equivalent to studying the
braid traced by the stirrer trajectories. This is a drastic reduction in complexity, because we
are free to impose relatively simple braiding on the stirrers by means of a short sequence of rods
exchanges, whereas the resulting diffeomorphism obtained by solving the fluid equations can be
quite complicated. In the next section we introduce the machinery needed to characterize braids.
B. Artin’s Braid Group
Let us introduce now the notation for braids. The generators of the Artin braid group on N
strands are written σi and σ
−1
i =: σ−i, which represent the interchange of two adjacent strands at
position i and i+ 1. The interchange occurs in a clockwise fashion for σi (i goes over i+ 1 along,
say, the y-axis) and anti-clockwise for σ−i (i goes under i + 1). For N strands, there are N − 1
generators, so i ∈ {1, . . . , N − 1}. It is thus possible to keep track of how N rods are permuted
and of the way they cross by writing a braid word with the “letters” σi. We read braid words
from left to right (that is, in σ1σ3 σ−2 the generator σ1 precedes σ3 temporally). For example, the
pA stirring protocol described by Boyland et al. [5] and shown in Fig. 1 corresponds to σ1σ−2:
it consists of first interchanging the two rods on the left clockwise (σ1) and then interchanging
the two rods on the right anti-clockwise (σ−2). Note that the i index on σi refers to the relative
position of a rod (e.g., second from the left along the x-axis) and does not always label the same
rod.
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σiσjσi = σjσiσj if |i− j| = 1, (2a)
σiσj = σjσi if |i− j| ≥ 2, (2b)
that is, the relations (2) must be obeyed by the generators of physical braids, and no other nontrivial
relations exist in the group [14]. The relation (2a) corresponds physically to the “sliding” of adjacent
crossings past each other, and (2b) to the commutation of nonadjacent crossings.
The braid group on N strands has a simple representation in terms of (N−1)×(N−1) matrices,
called the Burau representation [15]. For three strands (N = 3), the topological entropy of the
braid is obtained from the magnitude of the largest eigenvalue of the Burau matrix representation
of the braid word. This is the technique used in Refs. [5, 9, 16, 17] to compute topological
entropies. For N > 3 the Burau representation only gives a lower bound on the topological
entropy of the braid [18], so a more powerful algorithm must be used to obtain accurate values.
Here we use the train-tracks code written by T. Hall [19], an implementation of the Bestvina–
Handel algorithm [20]. The train-tracks algorithm works by computing a graph of the evolution of
edges between rods under the braid operations. It suffices for our purposes to say that train-tracks
determine the shortest possible length of an “elastic band” that remains hooked to the rods during
their motion—the minimum stretching of material lines [21].
III. EVIDENCE FOR GHOST RODS
A. Motivation
We consider here the advection of a passive scalar in a two-dimensional batch stirring de-
vice containing a viscous fluid that obeys Stokes’ equation. The batch stirrer includes circular
cylinders—the stirring rods—that undergo periodic motion. The exact velocity field for one circu-
lar rod in a Stokes flow was derived in Ref. [22]. For more than one rod there is no exact expression
available for the velocity field, so we use instead a series expansion suggested by Finn et al. [17].
We use an adaptive fourth-order Runge–Kutta integrator for the time-stepping.
We study first a configuration of the translating rotating mixer (TRM) defined by Finn et al. [22].
The system consists of a two-dimensional disk stirred by a circular rod that moves around in the
disk. The center of the rod moves on an epicyclic path (in a time period T ) given by
x(t) = r1 cos 2πmt/T + r2 cos 2πnt/T ,
y(t) = r1 sin 2πmt/T + r2 sin 2πnt/T ,
(3)
as shown in Fig. 2. Note that such a path can be implemented in a real mixing device using
straightforward gearing. It is possible to choose very complicated trajectories by changing m and
n, however we limit ourselves to the comparatively simple case m = 1 and n = 2. The other
parameter values used here are r1 = 0.2, r2 = 0.5. The radius of the outer disk is 1 and we tested
configurations with different values for the rod radius ain.
There is only one rod so the one-strand braid formed by the stirrer is trivial. Topologically, the
motion of this single rod does not imply a positive lower bound on the topological entropy of the
flow. This does not mean that material lines cannot grow exponentially for this flow. We have
plotted in Fig. 3(a) the image of a small blob, i.e. a circle enclosing the rod at t = 0, after just four
periods of the flow with ain = 0.05. The small blob has been tremendously stretched, suggesting
exponential growth.
Furthermore, note some similarities with another stirring protocol, where the rod is moving
on the same path but we have added two fixed rods in the regions enclosed by the moving rod’s
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6FIG. 2: A rod traveling on a epicyclic path. The trajectory of the rod encloses two different regions, a loop
and a crescent.
trajectory (Fig. 3(b)). For this protocol the braid formed with the stirrers is σ−2σ−1σ−1σ−1σ−1σ−2
[17] with topological entropy hbraid = 1.76. (From now on, we shall use hbraid to denote the
topological entropy of a braid, which is a lower bound on the corresponding flow’s topological
entropy, hflow: hbraid ≤ hflow.) Thus we expect the efficient stretching displayed in Fig. 3(b). The
braid’s entropy is a lower bound for the entropy of the flow, and we indeed measure hflow = 2.38.
(We recall that we compute hflow by calculating the exponential rate of growth of material lines in
the chaotic region.)
There is thus a discrepancy in that the motion of the rod in Fig. 3(a) does not account for the
observed exponential stretching of material lines, at a rate given by hflow = 2.32. An indication of
the source of the missing topological entropy is that this rate is comparable to the one observed
in the protocol of Fig. 3(b), hflow = 2.38, where extra obstacles are present. We shall see in
the following sections that the “missing” topological entropy can be accounted for by looking at
periodic orbits in the flow and their topological effect on material lines.
B. Elliptic Islands as Ghost Rods
In Section IIIA we saw that much of the topological entropy in a one-rod protocol could be
accounted for by adding two fixed rods to the flow. These fixed rods modify the flow, but they do
not significantly modify the topology of advected material lines compared to the single-rod case
(Fig. 3). Hence, for the TRM with only one rod we observe that material lines grow as if rods
were present inside the loops traced by the physical rod’s trajectory. This justifies introducing the
notion of “ghost rods”: something inside the physical rod’s trajectory is playing the role of a real
rod, and we shall soon see that in this case elliptical islands are the culprits. These islands braid
with the physical rod, and taken together they give a positive topological entropy. In general, we
refer to periodic structures of the flow (islands or isolated points) as ghost rods when they play a
role in determining the topological entropy. These are topological obstacles and are thus candidates
for forming nontrivial braids. The topological approach puts all periodic structures—orbits and
rods—on the same footing.
The introduction of ghost rods becomes even more relevant if one considers the one-rod protocol
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FIG. 3: (a) The stretching of a small blob initially surrounding the moving rod; (b) Same as in (a), except
two extra fixed rods are inserted in the flow. The patterns made by the blob in (a) and (b) look similar,
suggesting that there are invisible topological obstacles in (a) as the fixed rods in (b). Note in particular the
similarity between the fixed rod inside the loop in (b) and the way the line wraps itself around an invisible
obstacle inside the loop in (a).
pictured in Fig. 4. The rod is moving on a figure-eight path, traveling clockwise on the left
circle of the eight and anticlockwise on the right circle. A Poincare´ section reveals two small
islands inside both circles (see Fig. 4). Initial conditions inside these islands remain there forever
and are thus topologically equivalent to a fixed rod inside each circle of the figure-eight. By
studying the motion of the rod closely, it is easy to show that the braid formed by the rod and
the islands is σ1σ−2σ−2σ1, which has a topological entropy hbraid = 1.76. Indeed, we measure a
topological entropy hflow = 2.25, which is greater than 1.76. (We shall account for the difference
with the measured topological entropy of the flow later.) Hence, although elliptic islands are
usually considered barriers to mixing, they can also yield a lower bound on the topological entropy
of the region exterior to them. All the results presented here for the figure-eight protocol are for
the parameters a = 0.35 (radius of the circles forming the eight), ain = 0.04 (radius of the rod)
and aout = 1 (radius of the outer circle).
So far we have only considered period-1 islands that stay into the regions bounded by the
rod’s trajectory, but this is not always possible. In general we have to consider more complicated
orbits. For instance, the two islands inside the eight (Fig. 4) are not present for protocols with
a larger rod radius ain: in that case we have not found any points that remain forever inside one
of the circles. Similarly, for the epicyclic path (Fig. 2) there is an island inside the loop part of
the trajectory; however any point will leave the crescent region after a finite time because of the
ascending movement induced by the rod, so there are no fixed ghosts rods in that region. The
Poincare´ section shown in Fig. 5 suggests however other candidates for ghost rods. First, as we
noted before, there is a period 1 island that remains inside the loop forever. Second, the Poincare´
section reveals three islands that are part of the same period-3 structure. Two “images” of this
period-3 island are inside the crescent. The braid formed by the rod and these four islands is shown
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8FIG. 4: Poincare´ section for a protocol with one rod traveling on a figure-eight path (dashed line). Two
regular islands are present inside each loop of the rod’s path. They are topological obstacles that form a
non-trivial braid with the rod.
FIG. 5: Poincare´ section for the TRM protocol, showing different kinds of topological obstacles. The physical
rod is moving on an epicyclic path whereas a regular island stays inside the loop and three islands of period
three are permuted each period. The braid formed with the rod and these islands is shown in Fig. 6
in Fig. 6.
We now have a first method of computing a lower bound on the topological entropy of a flow:
look for elliptic islands and calculate the braid formed by the physical rod(s) (if any) and the
islands (the ghost rods). Its entropy hbraid will be a lower bound on the topological entropy of the
flow hflow. However, this lower bound is often not a very good one: we show in the next section
that it is possible to improve it by considering not only islands, but also more general (unstable)
periodic orbits.
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FIG. 6: (a) Trajectories of the topological obstacles (the physical rod and two periodic islands) shown
in Fig. 5. (b) The same trajectories in a space-time diagram form a braid with positive topological en-
tropy hbraid = 1.72.
C. Unstable Periodic Orbits as Ghost Rods
A positive topological entropy implies a horseshoe structure [23] and thus an infinite number
of unstable periodic orbits (UPO’s) in the flow. These periodic points are topological obstacles
as well as the physical rods (though they have zero size), and hence are ghost rods. However,
most periodic points are unstable and therefore difficult to detect: a trajectory initialized near an
unstable periodic point will diverge from the periodic orbit (exponentially for a hyperbolic orbit).
We use the method of Schmelcher and Diakonos [24] to detect periodic orbits numerically. The
method relies on finding the periodic orbits of a modified version of the flow that has the same
periodic orbits, except that they are stable in the modified flow. Diakonos et al. [25] point out that
this method selects the least unstable orbits, that is, the least unstable orbits are found first and
one has to change a parameter in the algorithm and therefore increase the computing time to find
more unstable orbits. Furthermore, we are dealing with systems with high topological entropy: as
asymptotically the flow has roughly exp (hflown) periodic points of period n, systematic detection
of periodic points is impossible for orbits of high order. We choose rather to detect only the least
unstable orbits: we show in the next section that it is possible to derive an accurate value of the
topological entropy of a flow from these orbits.
IV. CALCULATING THE TOPOLOGICAL ENTROPY WITH GHOST RODS
Boyland [7], using results by Katok [23], proved that for an orientation-preserving diffeomor-
phism of the disk there exists a sequence of orbits whose entropies converge to the topological
entropy of the flow. The topological entropy can thus be obtained from the periodic-orbit struc-
ture of the flow. It should therefore be possible to find a periodic orbit whose braid has a topological
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FIG. 7: (a) Some periodic orbits are self-braiding, that is, the entropy of the braid formed by all the points
of the orbit is strictly positive. The entropy of the self-braiding orbits is plotted here vs their period. (b)
The positive entropy of braids formed by the rod’s trajectory and pairs of periodic orbits vs the number of
strands in the braid. In both plots, the solid line is the measured topological entropy of the flow, hflow = 2.25.
entropy arbitrarily close to the topological entropy of the flow. We investigate this before consid-
ering multiple periodic orbits.
A periodic orbit is self-braiding if the points in the orbit form a nontrivial braid when taken
together. Figure 7(a) shows the topological entropy of self-braiding orbits as a function of their
period for the figure-eight protocol. Some orbits indeed have a positive topological entropy, but
their entropy is far from the one computed with the line-growth algorithm (hflow = 2.25), solid
horizontal line in Fig. 7(a). Furthermore very few orbits self-braid, i.e. have a positive entropy.
Hence, it appears that looking at the topological entropy of individual orbits is not very useful:
obtaining a reasonable approximation to the topological entropy requires orbits of prohibitively
high order or instability.
As self-braiding orbits do not seem very convenient to approach hflow we choose rather to
combine several orbits together to form more complex braids. We first combine each periodic
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orbit with the rod and we obtain higher values for hbraid, although still far from hflow. We also
consider the braids formed by the rod and pairs of periodic orbits, which are also invariant sets
of the first return map. We consider pairs of orbits because this is the minimal number of orbits
that can capture the topology determined by the rod’s trajectory. As is shown in Fig. 7(b), we
obtain braid entropies far closer to the value measured for the flow: some braids approximate the
measured entropy to within numerical error. It is thus more efficient to consider combinations of
orbits rather than only self-braiding orbits: one would surely need orbits of very high order, or
very unstable, to get as close to the measured value hflow. For this example we used a set of 52
periodic orbits whose positive Floquet exponent is smaller than 3/T , where T is the period of the
orbit. Note that although we did not detect all or even a large number of periodic orbits (there is
an infinity of them), our combination of ghost rods provides us with a very good approximation of
the topological entropy of the flow. For a given system the entropy lower bound must increase as
more orbits are added to a given braid; nevertheless we see that for the system we consider, only
a small number of orbits is needed to obtain a satisfactory lower bound on hflow. We therefore
suggest an alternative method for calculating the topological entropy of a flow: (i) detect some
periodic orbits; (ii) calculate the maximum entropy of all the braids one can create with these
points and the rod(s); and (iii) see if this maximum entropy converges when one increases the
number of periodic orbits.
V. DISCUSSION
To summarize, we have characterized chaos in two-dimensional time-periodic flows by consid-
ering the braids formed by periodic points and calculating their topological entropy for different
stirring protocols. We have demonstrated the role of periodic points in fluid mixing, and called these
periodic points ghost rods because their movement stretches material lines as real stirring rods do.
This work is an extension of the topological kinematics theory introduced by Boyland et al. [5, 7, 9],
since it characterizes the mixing in a flow by studying the topological constraint induced by the
ghost rods and not only stirrers. We expect this approach to develop further in the near future,
and to yield new insight on efficient mixing devices.
The idea of characterizing dynamics of homeomorphisms of surfaces by puncturing at periodic
orbits dates back to Bowen [30], and the study of braids formed with periodic points had already
been suggested by Boyland for the general study of diffeomorphisms of the disk [7]. In addition, this
technique is used in other fields such as the study of optical parametric oscillators [26]. However,
the present work is to our knowledge the first study of ghost rods in fluid mechanics.
In contrast to other applications, in our systems the ghost rods are created by the movement
of the physical rod, so we may hope to derive some information about ghost rods from the motion
of that physical rod. For instance, let us consider the period-3 orbit for the figure-eight protocol
shown in Fig. 8 (this orbit is more unstable than the ones we used in the previous section). One
point of the orbit is located very close to the physical rod at t = 0. Its trajectory will thus be
very close to the rod’s trajectory at the beginning of the period. Later the rod leaves the periodic
point in its trail after a time equal to about T/3. One period later the rod drags this point again
on its trajectory as it comes close to it. This accounts for the topological similarity between the
trajectory of the rod and the periodic orbit. The braid formed by these period-3 orbits is σ−1σ2,
which is also the braid studied by Boyland et al. in [5]. It is actually the braid with the maximal
hbraid that we can form with points moving on a trajectory strictly equivalent to the rod’s path.
Indeed we cannot form a braid with fewer than three points, and periodic points with a higher
period on such a path move slower as they take longer to cover the whole path, so they have a
less efficient braiding (fewer exchanges per period). We conjecture that this type of figure-eight
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FIG. 8: The trajectory of the rod (dashed line) and three period-3 points belonging to the same orbit (solid
line). The position of the rod (filled circle) and the periodic points (filled squares) at t = 0 is also shown.
trajectory is characteristic of all mixing protocols with a rod moving on a figure-eight path.
We have indeed found such a braid—formed by a period-3 orbit equivalent to the rod’s
trajectory—for all the figure-eight protocols we have tested. We have tried the protocol plotted in
Fig. 4 with different radii for the rod, as well as a protocol with one rod moving on a lemniscate
(a lemniscate is the more natural “figure-eight” shape [27]), and we have detected this figure-eight
periodic orbit associated with the σ−1σ2 braid for each protocol. It is thus very tempting to con-
jecture that for all the Stokes flows created by the movement of a rod on a figure-eight path, the
topological entropy of the flow is greater than the entropy of the braid σ−1σ2, that is, 0.96. If this
conjecture holds, then ghost rods can be used not only for diagnosing chaos and calculating the
entropy of a flow, but also topological arguments can be used to predict a minimum entropy just
from the path of the physical rod with ghost rods in its trail. This is a generalization to ghost
rods of the arguments used by Boyland et al. [5] to predict a universal minimum entropy from the
movements of the rods for three or more physical rods. A further natural question then is which
ghost rods have the best braid, that is, the braid giving the topological entropy of the flow, and
could we relate these “most efficient” ghost rods to the physical properties of the flow? This will
be the topic of future research.
The ghost rods approach should also be compared with recent work on nonperiodic points.
Thiffeault [10] noticed that every fluid particle in a two-dimensional flow is a topological obstacle,
much like a stirrer, and calculated entropies of braids formed by arbitrary chaotic orbits. As these
points were not periodic points these entropies may not give a lower bound on the entropy of
the flow for short times; however, they can yield finite-time information about the stretching rate
of material lines. Furthermore, if one considers long time series, a randomly chosen point in an
ergodic chaotic region will repeatedly come very close to periodic orbits. It should thus be possible
to observe braids with similar properties as the ones formed by ghost rods.
Finally, the study of ghost rods can be used to prove that a map is chaotic in the case where
some periodic points can be calculated analytically, as for the sine flow map [21, 28] or the closely-
related standard map [29]. Finn et al. [21], for example, have shown that the sine flow map has
chaotic trajectories for some parameter values.
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3.2.3 Topological structure of the mixing pattern
3.2.3.1 Ghost rods and shape of a material line
In the previous section and the paper therein, we have described how the
chaotic complexity of a flow can be accounted for by considering the braiding
of periodic orbits – ghost rods – which stretch material lines around their
trajectories. Ghost rods are indeed allowed to braid fluid like real stirrers,
as they are topological obstacles to material lines. We have seen that all
periodic structures are useful to provide a measure of chaos by computing
lower bounds on the flow topological entropy, which can moreover be very
accurate with a small number of orbits. However, the reader might ask how
far this analogy can go, that is, if ghost rods play a role as important as
real rods in the mixing process.
Physical stirrers deform material lines in an obvious way by forcing lines
to fold around them. Fig. 3.6 shows how a small material line (initialized as
a circle wrapped around the central rod) has been stretched after 5 stirring
periods of the pigtail braid protocol introduced by Boyland et al. [18]. It
is easy to describe the line pattern, as rods uniquely determine it: lines
are strongly folded around the rods, and they have very weak curvature
between rods. We will introduce later on train tracks, which are a simple
way to encode the line pattern around rods.
However, ghost or even real rods do not all determine the pattern in
such a direct way. Fig. 3.6 (b) shows how a line has been stretched by a rod
moving on a figure-eight path (the central rod in the picture) around two
fixed rods each located inside a loop of the figure-eight. The braid formed
by the rods’ trajectory is σ22σ
2
−1, which has a positive topological entropy.
Yet line patterns in Figs. 3.6 (a) and (b), and their relation to rods, are very
different. Fixed rods in Fig. 3.6 (b) do not fold the line pattern as moving
rods do. One could indeed remove the fixed rods and squash the line pattern
on both sides of their location, without changing much the general structure
of the pattern. Moreover, the pattern looks more complicated: additional
folds are visible in the upper part of the pattern, for example, yet they are
not “hooked” on real rods.
Elliptical islands are not better candidates to describe the global struc-
ture of the pattern: Fig. 3.6 (c) shows a line stretched by a single rod moved
again on a figure-eight, that creates two small elliptical islands (superim-
posed here on the line pattern). Islands seem to play a similar role as real
rods: they create a void in the line pattern, yet they do not change its
topological structure by folding the line in any way. Complex folds are also
visible in the upper part of the pattern but are not easily accounted for.
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Finally, we have plotted in Fig. 3.6 (d) many hyperbolic periodic orbits
(our numerical scheme to detect periodic orbits, described in the previous
section, can only detect hyperbolic orbits). They braid in a very complicated
fashion, yet the structure of the pattern in Fig. 3.6 (c) cannot be related to
their position.
Except for special cases such as Boyland’s braiding protocol, it is there-
fore difficult to describe the mixing pattern (that is, its spatial structure and
not only its exponential growth coefficient) with ghost or real rods. Fig. 3.8
shows a different example where rods completely determine the line stretch-
ing and pattern. Taffy (candy) is stretched and folded by four pulling arms.
However, there is no hydrodynamical flow in this taffy machine, but taffy
is just stretched and pulled tight on its prongs. However, we would like to
answer some questions about rods and the mixing pattern they create:
• in which situations do rods completely determine the mixing pattern
as in Fig. 3.6 (a) ?
• How can we describe the line pattern created by the rods as in Fig. 3.6
(a) ? The line pattern is indeed similar in a stroboscopic map: new
line segments are added by a new stretching period, yet the shape of
the pattern stays the same.
• Can we find a small number of “efficient” ghost rods that determine
the mixing pattern as the rods in Fig. 3.6 (a) ?
In the next paragraph, we attempt to give some hints about the answers:
we show that parabolic periodic points are good candidates for efficient
ghost rods, as they fold lines around them.
3.2.3.2 Parabolic points and folds
A more detailed version of this paragraph can be found in our paper [117].
Results by Katok and Boyland cited in the paper included in the pre-
vious section state that there exist a sequence of orbits whose topological
entropy converges to the entropy of the flow. However, our method to mea-
sure the entropy of the flow combined different orbits to approach efficiently
the entropy of the flow. After the submission of the paper [44], we started
to use an algorithm written by Moussafir [72], which allowed us to compute
rapidly the entropy of long braids an arbitrary precision. Of course, we
detected only a finite number of periodic orbits (there exists an infinity of
them). We found that the topological entropy of these hyperbolic orbits –
that is the entropy of the braid built with the n points of period-n orbit –
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(a) (b)
(c) (d)
Figure 3.6: Numerical simulations of 2-D rod stirring protocols in the Stokes
flow regime. (a) Shape of a material line stretched by the rods movement in the
Boyland protocol (the two leftmost rods are exchanged clockwise, then the two
rightmost rods are exchanged anticlockwise). The line pattern can be easily
described: lines are loosely pulled tight between rods (i.e. they are parallel and
have little curvature), but they are strongly folded around rods (i.e. they have
a high curvature close to the rods). In a topological sense, the line pattern is
therefore uniquely determined by the braiding rods. (b) Line pattern created
by a rod travelling on a figure-eight path and braiding around two fixed rods
inside the two loops of the figure-eight. Although the braid of the three rods
is non trivial, the three rods do not completely determine the pattern as in (a)
: additional folds are visible, moreover the fixed rods do not fold the pattern
around them. (c) Line pattern for a single rod moving on a figure-eight path,
that creates two elliptical islands around which it braids non-trivially. As for fixed
rods, islands do not deform much the and additional folds are visible elsewhere
in the domain. (d) Periodic hyperbolic trajectories detected numerically for the
same protocol as (c). Hyperbolic points do not deform the line pattern either.
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Figure 3.7: (a) Line pattern for a version of the figure-eight protocol. Nested
folds are visible in the upper part of the pattern. (b) Parallel lines are iterated
by the map 3.24 for the case γ = 1. Lines are folded in a nested way on the
unstable manifold (red dashed line) of the parabolic point at (0, 0). Curvature
increases near the parabolic point under successive iterations of the map. The
resulting pattern is a big nested fold that can also be found in real flows as in
(a). (This plot is taken from [117])
did not provide such a good estimate for the entropy of the flow compared
to the entropy obtained with combinations of different orbits. Nevertheless,
we know from the study of circle diffeomorphisms that orbits with entropies
as close to the flow entropy as desired do exist – we just did not detect them.
Once again, the special case of Boyland’s braiding protocol is an illustrative
one, as for this protocol the flow entropy measured by the line stretching
rate equals (up to numerical precision) the entropy of the pigtail braid built
with the three rods. We therefore expect that efficient ghost rods, i.e. or-
bits with a high entropy, are characteristic of the mixing pattern structure
as the real rods of the pigtail protocol are. We have already mentioned
that hyperbolic or elliptic periodic points are poor candidates, since mate-
rial lines align with the unstable direction of hyperbolic points and avoid
elliptical islands.
We are only left with the degenerate case, that is parabolic points. The
linear part of the first-return map near a parabolic point has at least one
eigenvalue equal to ±1, leaving only two possibilities: M is the identity
transformation, or is equal to the identity plus a nilpotent term as in Eq.
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(3.19). The first case corresponds, for example, to escape points on no-slip
walls and will be discussed in detail in Chapter 4. We’re interested here in
the second case, as we will see that such points indeed fold material lines
around them as real rods do.
The linear part of the first-return map does not describe how material
lines are deformed by the flow (this linearization leaves invariant horizontal
lines y = C). The first non-linear terms must be taken into account, so that
a general form of the first-return map reads
Xn+1 = Xn + αYn + aX
2
n + bXnYn + cY
2
n (3.21)
Yn+1 = Yn + dX
2
n + eXnYn + fY
2
n . (3.22)
It is explained in [117] how this general expression can be transformed
into the following simpler one by a linear transformation and a near-identity
area-preserving quadratic transformation:
Xn+1 = Xn + Yn + γXnYn (3.23)
Yn+1 = Yn + γ
(
1
2
X2n +XnYn
)
(3.24)
The map transforms a short horizontal segment passing through the pe-
riodic point (i.e., of equation Y = 0) into an arc of parabola defined by
Y = γ/2X2 – hence the term parabolic point. The map therefore causes
a straight line to fold. Moreover, a set of parallel straight lines are packed
together in a set of nested folds by the map, as shown in Fig. 3.7 (b). These
folds look exactly like the more complex parts of the mixing pattern in stir-
ring protocols, such as the figure-eight protocol shown in Fig. 3.7 (a). The
recurrent nested structure of the folds in mixing patterns of experiments
or simulations advocates the presence of a periodic point inside the folds.
We are not able to detect numerically such marginally stable points. Nev-
ertheless, parabolic points and folds are important structures: a promising
direction towards a topological description of the flow would be to under-
stand how different folded parts of the mixing pattern are swapped by the
flow – and consequently braid.
In the next section, we will again consider periodic points, this time in
open flows. Instead of considering their motion from a topological point of
view, we will describe how periodic orbits determine transport to and from
the mixing region.
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Figure 3.8: Four-pronged taffy
puller. In this candy machine, the
four rods braid in a non-trivial way
and hence stretch taffy exponen-
tially. As taffy is pulled tight on the
rods – contrary to material lines in
fluid flows –, the interface growth
rate is exactly the topological en-
tropy of the rods braid.
3.3 Open flows: the chaotic saddle and its
manifolds
The topological approach of mixing presented in the previous section pro-
vides (i) an original way to compute the topological entropy of a flow, and
(ii) new insights for understanding mixing processes: in chaotic mixing, the
complexity of a flow arises from the braiding of periodic orbits – ghost rods
– which subsequently stretch material lines. In this section, we describe
how periodic points are key ingredients for mixing also in open flows [111].
We relate the residence-time distribution of fluid particles inside the mixing
region to a set of bounded periodic orbits that stay forever inside the mix-
ing region. This set is called the chaotic saddle, as such orbits are highly
unstable due to the main flow. A dynamical systems analysis allows us to
describe transport properties in our mixer in terms of such periodic points
and their invariant manifolds.
3.3.1 Chaotic saddles in open flows
While there exists a huge literature about mixing in closed flows, open
flows have received comparatively less attention, and understanding of open-
flow mixing processes clearly lags behind its closed-flow counterpart. This
situation might stem from an intrinsic difficulty of describing mixing in
open flows, where fluid particles initialized upstream of the mixing region
might well experience some stretching and mixing while they stay inside
the mixing region, yet they are doomed to leave it eventually to ensure flow
conservation. Time-asymptotic quantities cannot be used to characterize
the transient stretching process experienced by fluid particles before they
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are swept away by the main flow, and additional framework is required. For
instance, stretching experienced by fluid particles during their stay inside
the mixing region do not correspond to a mean Lyapunov exponent as in
closed flows.
Once again, periodic orbits of the flow are useful objects to qualify
mixing. For open flows, such orbits indeed allow a description of particle
histories. Chaotic advection in open flows has been associated to the set of
unstable periodic orbits trapped inside the mixing region that goes under
the name of chaotic saddle [45, 54, 109]. This zero-measure set consists
of orbits that never leave the mixing region and strongly influences most
Lagrangian trajectories, insofar as a fluid particle enters the mixing region
along the stable manifold of the chaotic saddle (i.e. the set of trajectories
converging to the chaotic saddle as time goes to infinity), shadows periodic
trajectories for some time while in the mixing region, and finally leaves it
along the unstable manifold of the chaotic saddle (the set of trajectories
escaping from the chaotic saddle). It might seem conceptually difficult to
imagine bounded orbits surviving to the main flow: the reader might try
to picture the chaotic saddle as permanent whirlpools in the meanders of
a river. A trivial example of never-escaping orbits consists e.g. in rods
boundaries. Such orbits are found on a multifractal set of zero-measure
[111]. For chaotic advection, some orbits braid in a non-trivial braid: points
are topological obstacles to lines as in closed flows, thus the chaotic saddle
is composed of ghost rods. Stretching imposed by braiding results in a
complex dye filamentary pattern that can be seen in Fig. 3.9 (c)-(d).
Neighboring fluid particles in the far upstream might leave the mixing
region at different exit times and locations – a phenomenon called chaotic
scattering [31, 81] that has applications in many other domains such as
nuclear physics. In the study of open-flow fluid mixing, much attention
has been paid to the multifractal properties of the chaotic saddle and its
manifolds in order to characterize the filamentary mixing patterns resulting
from the stretching of an initially localized impurity [53, 87, 104, 85, 111].
In particular, the celebrated Kaplan-Yorke formula [55] conjectures the
following relation between the information dimension of the unstable man-
ifold D1, the Lyapunov exponent λ characterizing stretching close to the
periodic orbits, and the escape rate α from the mixing region:
D1 = 2− α
λ
. (3.25)
A naive interpretation of this formula is easily available: the more you
stretch (hence the bigger λ), the more filaments are created that fill the
domain. On the contrary, particles escape this stretching process at a rate α,
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hence the pattern density decreases with α. Such insights have permitted to
understand the complicated shape of biological patterns, e.g. phytoplankton
structures in the Gulf stream [133, 98]. Reaction rates of active advected
particles can also be related to the fractal structure of the chaotic saddle
[119, 111, 97, 110].
Still, quantitative description of homogenization for a diffusive passive
scalar impurity, that might be of interest e.g. for industrial open mixers, is
still lacking. Most previous studies have instead concentrated on numerical
integration of pointlike particles trajectories [53, 87, 85, 111]. As a notable
exception, Sommerer et al. [104] have realized the only – to the best of our
knowledge – experimental study of chaotic mixing in an open flow. The
authors have observed the fractal filamentary structure created from an
initial dye blob advected in the Von-Karman alley wake of a cylinder– yet
more to the purpose of proving chaotic scattering than of characterizing
homogenization processes.
Here, we study the channel flow mixer described in Chapter 2: our stir-
ring device is designed to model a realistic industrial active mixer (in e.g.
food or chemical engineering), contrary to most previously studied open-
flow systems [53, 104, 85, 111]. A noteworthy exception concerns mobile
point vortices studied by Neufeld and Te´l [76], which share similarities with
our moving rods. We compare dye advection experiments for different stir-
ring frequencies of the butterfly version of our channel mixer (experimental
details are given in Chapter 2), that is, rods travel with the flow near the
channel sides, and against the flow in the channel central region (Fig. 3.9).
Changing the stirring frequency allows to tune the lifetime of chaos, that is
the mean number of stirring periods spent by a particle inside the mixing
region:
α =
d
UT
(3.26)
(U is the mean velocity at the channel surface, d approximates the length of
the mixing region along the flow direction and T is the stirring period). We
report here results for 1/T = 1.5 to 8 rpm, yielding values of α between 3.5
and 18.7 We do not increase further the stirring frequency for two reasons:
for high frequencies, (i) unwanted 3-D effects caused by waves emanating
from the rods start to perturb the mixing pattern; (ii) moreover two ellipti-
cal islands are then visible inside the mixing pattern (see Fig. 3.10), as the
main current is not strong enough to destabilize them. We limit ourselves
here to parameters where the chaotic region is fully hyperbolic, as elliptic
regions might induce more complicated effects.
Our aim in this section is to propose a mixing scenario to describe the
response of an open-flow mixer to an impurity. We show that the evolution
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Figure 3.9: Mixing experiments conducted in an open-flow channel. (a) Flow
schematic representation. Viscous fluid flows at a constant rate in a long chan-
nel. The flow is stationary far from a central mixing region where an“eggbeater
flow” is realized by two cylindrical rods travelling at a constant linear speed on
opposite directions on two intersecting circles. Rods travel against the flow in
the central region of the channel and with the flow along its sides, so that in
the rods vicinity, fluid flows preferentially along the channel sides and enters
the mixing region through an injection point at its top. This results in a heart-
shaped mixing region with a cusp at its top corresponding to the path along
which fluid enters and leaves the mixing region ((b)-(d)). A small blob of dye is
injected upstream of the mixing region; a typical evolution is shown in (b)-(d).
(b) Dye pattern 5 stirring periods after dye injection. A fraction of the blob
has not entered the mixing region at all, and forms thick black strips that can
be seen downstream. The remainder of the blob has been caught inside the
mixing region where it is stretched and folded. (c) and (d) Dye pattern after
(resp.) 8 and 11 stirring periods. As time goes on, lobes of partly mixed fluid
are torn away from mixing region, while new white fluid is incorporated inside
the mixing pattern. Global dye intensity therefore decreases, yet a permanent
mixing pattern sets in.
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(a) (b)
Figure 3.10: (a) Asymptotic pattern for a stirring frequency 1/T = 3 rpm. No
elliptical islands are visible inside the mixing region. (b) Asymptotic pattern for
1/T = 8 rpm: two small islands are visible inside the mixing region.
of a dye blob can be decomposed into two phases: an initial transient where
dye particles escape downstream without experiencing much stretching, and
an asymptotic regime when the dye pattern has converged to an invariant
function with exponentially decreasing amplitude. We describe a method
for determining a chart of upstream fluid particles contributing to either
regime. This section is organized as follows. Residence-time distributions
(RTD) obtained from dye concentration fields are presented in the next
subsection. Short and long residence times are related to the structure of
the chaotic saddle and its manifolds. Finally, lobe dynamics allows us to
describe precisely transport mechanisms.
3.3.2 Residence-time distributions
We follow the response of the mixer to the initial blob during a large number
of stirring periods (during about 15min, corresponding to 40 to 100 periods,
depending on stirring frequency). As the blob is advected by the main flow
to the mixing region, a fraction of the blob is caught by the rods inside the
mixing region, where it stretched and folded (see the filaments interwoven
on the rods in Fig. 3.9 (b)). However, an important fraction does not
enter at all the heart of the mixing region (basically the area swept by the
rods), but escapes instead immediately downstream without experiencing
much stretching, resulting in thick high-contrast structures that can be
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(a) (b)
Figure 3.11: (a) Fraction of the initial blob N (t) remaining inside the mixing
region after time t, for different stirring frequencies (solid line: 2 rpm, bold
solid line and dashed line: 3 rpm, dotted line: 4 rpm, bold dashed line: 8rpm).
All experiments exhibit a short transient characterized by a high peak, followed
by an asymptotic exponential regime. (b) N (n) plotted against the number of
stirring periods n. More periods could be explored fore high stirring frequencies
as dye contrast then decays slower with n.
seen in the downstream region in Fig. 3.9 (b). It is of high importance
to characterize those elements, which contribute to the worst mixed (i.e.
with highest dye contrast) state than can be measured downstream. At
longer times, new pure fluid is continuously incorporated into the mixing
region to be homogenized with the remaining dye, while at each period
a lobe [94, 16] of the partly mixed pattern is conversely torn away from
the mixing region by the main flow, resulting in the flower shape that can
be seen downstream in Fig. 3.9 (c)-(d). Despite this dye mass loss, chaotic
mixing inside the mixing region rearranges dye filaments on a similar pattern
(consider the striking likeness of patterns in Fig. 3.9 (c) and (d)) – yet with
a weaker contrast. In this chapter, we concentrate on accounting for the
RTDs: a more refined description of the dye pattern, and of underlying
homogenization mechanisms, will be provided in Chapter 5.
The latter typical scenario describing the history of a blob can be quan-
tified by computing residence-time distributions (RTDs) inside the mixing
region for dye particles, or equivalently the fraction N (t) of the initial blob
remaining inside the central region after time t – which is the integral of
the RTD (in his seminal work about residence-time distributions in chem-
ical engineering, Danckwerts [30] considers both quantities). Results for
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Figure 3.12: A picture of the initial dye blob (dark black spot) is superposed with
the asymptotic mixing pattern. Intersections of the initial blob with mirrored
images of downstream lobes along the axis x = 0 are eventually caught inside
the mixing region, while parts between such lobes are directly advected down-
stream without being stretched. Indeed, the asymptotic downstream pattern
traces out the unstable manifold of the chaotic saddle Wu, which is mirrored
into the stable manifold Ws because of flow symmetries. More precise trans-
port properties can be predicted from the heteroclinic tangle originating from
the separation point P (that separates trajectories going left or right) and its
mirror reattachment point Q (see text).
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Table 3.1: Decay rates and predictions
1/T (rpm) βexp UT/d ηUT/d
2 0.098 0.167 0.093
3 0.042 0.111 0.046
3 0.046 0.111 0.046
4 0.029 0.083 0.031
8 0.013 0.042 0.010
four different stirring frequencies (1/T = 2, 3, 4 and 8 rpm, corresponding
to α = 4.7, 7, 9.3 and 18.7) are shown in Fig. 3.11. N is plotted both against
time t and the number of stirring periods n = t/T . For each experiment,
two phases are visible on these plots: a high peak for early times, corre-
sponding to fluid that escapes very rapidly, resulting in the poorly mixed
strips in Fig. 3.9 (b), and an exponential tail N (t) ∼ N0 exp(−t/τ) from a
few periods after dye arrival in the mixing region. This exponential regime
supports the above observation based on the mixing pattern: the main flow
periodically tears away a fixed area of the mixing pattern, while the stirring
protocol rearranges dye filaments back on the persisting pattern. We might
have therefore expected that a constant fraction β goes away with the flow
at each period, resulting in an exponential RTD:
N = N0(1− β)n = N0 exp[t/T × log(1− β)]. (3.27)
A naive estimate of β can be gained from noticing that the fraction of the
mixing region that goes away at each period is controlled by the flowrate.
We may indeed consider that the main flow translates the mixing pattern by
a distance UT at each period, so that the cut fraction is β ∼ UT/d = α−1
where d is the length of the mixing region along the flow direction. This
expected scaling leads to
N = N0 exp[t/T × log(1− UT/d)] ∼ N0 exp[−Ut/d] (3.28)
for large α, that is a decay rate independent of the stirring frequency. In-
deed, the log-linear plot of N (t) in Fig. 3.11 shows comparable slopes for
different stirring frequencies. However, measured values βexp for five differ-
ent experimental runs are given in Table 3.1, together with the expected
value UT/d: it is obvious that UT/d systematically overestimates the mea-
sured β. How can we explain this trend ? Flowrate actually only determines
the flux of fluid across a channel crosssection. Mass transfer from upstream
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to downstream regions does not occur only through the mixing region, but
also from fluid accelerated on the sides by the rods passing. This set of
escaping particles, if marked with dye, contributes to short residence times
and ill-stretched structures. For long times, only unmarked fluid flows in
such a way along the sides, so that the downstream lobes occupy only a
fraction of the channel width. In our shallow channel, the velocity profile is
almost flat at the free surface (e.g. much flatter than a Poiseuille flow). We
therefore approximate that fluid flowing out the mixing region contributes
a fraction η = ℓeff/ℓ to the flowrate, where ℓ is the channel width and ℓeff
the width of the downstream mixing pattern. We measure ℓeff as the length
between the tips of escaping dye lobes, which is constant for asymptotic
times. Values of the corrected prediction for the escape rate ηUT/d are
given in Table 3.1 and approximate well βexp (to within ∼ 10%). The worst
matching occurs for 1/T = 8 rpm, as in this case the lobes pattern does not
reach its asymptotic width within the picture field. Note that ℓeff decreases
with increasing stirring frequency, as can be seen in Fig. 3.10.
Our crude above analysis provides a satisfactory approximation for the
RTD decay rate in terms of mean flow parameters (U , T , d) and geometry
of the dye pattern (ℓeff). Additional insight about the RTD and trajectories
contributing to either regime can yet be gained by considering the chaotic
saddle and its manifolds.
3.3.3 Towards a chart of residence times
As already stated, fluid particles enter the mixing region along the stable
manifold of the chaotic saddle Ws, follow a periodic orbit during some
time, jump to another orbit, and leave the chaotic saddle along its unstable
manifoldWu after a few iterations of this shadowing process. In particular,
a fluid particle with no intersection with Ws never enter the mixing region,
but are instead directly swept away by the flow. Characterizing these ill-
mixed particles requires to determine the overlap between the initial dye
blob and Ws. Ws is not directly visible in our experiments ; however many
previous studies [111] have pointed out that after a long time, downstream
lobes come from fluid elements that have spent a long time inside the mixing
region – and hence were initially close toWs; so that they trace out directly
Wu. Up to diffusion, pictures of the dye pattern for long times such as
Fig. 3.9 provide a picture of Wu. We now make use of symmetries in our
flow: Ws is formally defined as the union of trajectories converging to the
chaotic saddle when time goes to infinity, andWu as the union of trajectories
converging to the chaotic saddle when time goes backwards to minus infinity.
We therefore obtain Ws from Wu by switching to backward time t → −t.
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What does it mean in our flow ? Actually, changing t to −t reverts the
direction of the main flow, as well as the direction of the rods on their paths
– that is, exactly the same flow, yet mirrored along the x = 0 axis! We can
thus picture Ws by “flipping” the downstream pattern along the x = 0 axis
and searching for overlaps between the initial blob picture and the flipped
lobes, i.e. Ws. The principle is shown in Fig. 3.12, where E(2) and E(3) are
the respective flipped pictures of the latest separated lobes contours D(1)
and D(2) (this terminology borrowed from lobe dynamics theory [94, 16] is
explained later on). We have superposed a picture of the initial blob (the
black spot at the bottom) and a picture of the asymptotic pattern that
allows us to determine the location of the flipped lobes. The intersection of
the blob with E(3) and E(4) will enter the mixing region and contribute to
the exponential part of the RTD; on the contrary, parts between two lobes
are far from the stable manifold and contribute to the short-time peak of the
RTD. The flipped image of the asymptotic pattern therefore gives a chart
of initial conditions that will be well or ill mixed, whether they intersectWu
or not. This can be of high importance for possible applications, e.g. if one
wishes to dissolve a pollutant into the main flow . Injection of the pollutant
at the heart of one of the flipped lobes will lead to a far better dispersion
than at a location that would only intersect partly a lobe, if at all. In
particular, an initial condition located on the sides of the channel, that is
for |y| > ℓeff/2 is not caught at all inside the mixing region: Fig. 3.13 shows
the pattern obtained from an initial condition with no such intersection.
No part of the blob has been caught by the rods, and the resulting pattern
is very badly mixed. Our chart of initial conditions sheds a new light on
our previous assertion that a fraction η = ℓeff/ℓ flows through the mixing
region and contributes to the exponential part of the RTD: these particles
come from the set of particles overlapping with the flipped lobe pattern of
width ℓeff.
3.3.4 Lobe dynamics
We can describe transport mechanisms in our mixer more precisely using
lobes dynamics theory [94, 16]. Two periodic points play a special role
inside the chaotic saddle: a period-1 separation point which we call P at
the bottom of the mixing pattern – its stable manifold corresponds to the
separation between trajectories going left or right – and the symmetric reat-
tachment point Q (see Fig. 3.12). P determines the lowest frontier of the
mixing region. The unstable manifold of P, Wu(P) is materialized by the
border of the mixing pattern, as dye leaves P by being stretched along the
filament at the border. Because of symmetry, Ws(Q) is obtained by taking
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the mirror image ofWu(P) along the axis x = 0. Both curves (represented in
Fig. 3.12) intersect on the y axis. However, manifolds are invariant curves,
hence the iterates of the intersection point by the Poincare´ mapM and its
time-inverse M−1 still belong to both curves, resulting in a double infinite
series of intersections betweenWu(P) andWs(Q) (we call primary intersec-
tion point the first intersection lying on the x = 0 axis). As a result, both
curves are intricated in a very complicated way: the first intersections have
been sketched in Fig. 3.12. A single intersection point therefore gives rise
to a so-called heteroclinic tangle. This interwoven structure completely de-
termines transport in and out the mixing region: we know how arcs of both
manifolds are mapped one to another, but because of flow continuity, lobes
bounded by a portion of Wu and another of Ws are also mapped one to
another by the Poincare´ map (see [16] or [49] for more details). As a result,
an entrained lobe (using the terminology of [16]) E(n) is mapped to E(n−1)
by M. The portion of fluid E(3) is transformed into E(2), etc. However,
as M preserves phase space orientation, the last lobe before the primary
intersection point, E(1), is mapped into E(0) inside the mixing region this
time. Conversely, lobes extracted from the mixing region are obtained by
considering M−1, i.e. the mirror image of entrained lobes along x = 0, so
that D(−1) (see Fig. 3.12) is mapped to D(1), outside the mixing region,
D(1) is mapped to D(2). As iterated lobes D(n) come closer to Q, their
intersection with Ws(Q) gets smaller: to ensure mass conservation, they
have greater extension in the transverse direction, resulting in high stretch-
ing. We can now provide a more rigorous definition of the mixing region,
which we choose to be bounded by Wu(P) and Ws(Q) up to the primary
intersection point: indeed, fluid out of this region in the upper half-plane
x > 0 never enters the mixing region again, but is advected downstream,
whereas outside fluid in the lower half-plane is advected upstream byM−1.
A measure of transport in our mixer is given by the area of one elementary
lobe, which can be determined by drawing the construction of Wu(P) and
Ws(Q) show in Fig. 3.12. This method proceeds along the same lines as
our previous criteria relying on the width of the mixing pattern – the latter
method being perhaps easier to implement.
Complicated lobe-shaped mixing patterns resulting from a heteroclinic
tangle in an open flow have already been observed in simulations [86] and
experiments [49], yet it is instructive to see how important features of the
Poincare´ map as periodic points, manifolds and transported lobes can be
directly determined from the asymptotic mixing pattern. All these infor-
mation can be obtained from a single picture of the pattern at long times,
following a few successive steps (see Fig. 3.12):
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Figure 3.13: A dye blob initial-
ized with no intersection with Ws
has been carried away downstream
without being caught by the rods.
Mixing is very inefficient for this
initial condition.
• We trace the unstable manifold Wu(P) by following the border of the
mixing pattern from its lower part.
• We trace its mirrored image Ws(Q).
• Q is obtained as the intersection between Ws(Q) and the central vein
on which all downstream lobes accumulate. P is then obtained as the
mirror image of Q.
• The intersections betweenWu(P) andWs(Q) unveil elementary trans-
ported lobes E(n) and D(n).
Simple geometric considerations based on the asymptotic mixing pattern
allow us to determine a “chart” of initial conditions leading to: (i) particles
that escape immediately downstream, if they do not intersect the stable
manifold Ws, (ii) or particles caught inside the mixing region. Note that
a single blob that intersects Ws yields the whole asymptotic pattern and
therefore provides a chart that can be used to predict the history of any
other blob. Here, we have concentrated on elements with short residence
times that lead to bad mixing; we will study in more details the asymptotic
mixing pattern in Chapter 5.
In the language of chemical engineering, our device consists of a perfect
mixer – the chaotic saddle contributing to the exponential part of the RTD
– in parallel with a plug flow on the sides of the channel. To pursue further
the analogy between chemical engineering analysis of RTDs [30, 60] and
dynamical systems, elliptical islands observable inside the mixing region for
high-frequency stirring are equivalent to dead zones.
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It is important to note that our mixing system in its butterfly version
shows a pure hyperbolic behavior that has rarely been observed before in
open-flow systems: for example, the well-studied Van Karman alley takes
place in the wake of a fixed cylinder whose surface is a degenerate parabolic
fixed point, resulting in an asymptotic algebraic RTD (after a short expo-
nential phase) [53, 104]. In the same way, leapfrogging vortex pairs studied
by Pe´ntek et al [86] also lead to asymptotic algebraic RTD, due to sticki-
ness on KAM tori. On the contrary, we are able in our mixer to observe
an exponential regime during up to 70 stirring periods. We will address in
Chapter 5 non-hyperbolic phenomenons that can be observed in the breast-
stroke protocol, because of parabolic stagnation points on the channel sides.
3.4 Conclusion
In this chapter, we have first introduced the dynamical systems approach
to fluid mixing, that relies in particular on characterizing the stretching ex-
perienced by fluid particles. In particular, finite-time stretching exponents
converge asymptotically to the Lyapunov exponent of the flow. We have
also introduced different kinds of periodic structures, that can be hyper-
bolic, elliptic, or parabolic. We have then proposed an alternative charac-
terization of the flow complexity, that consists in computing the braiding of
periodic orbits, whose topological entropy provides a lower bound for the
growth rate of a material lines, that is the topological entropy of the flow.
We have found that few orbits still permit to obtain good estimates for the
topological entropy of the flow. This method provides an original descrip-
tion of chaotic advection, where mixing is described in terms of topological
entanglement, contrary to the usual view based on stretching – a metric
description.
Periodic orbits are also paramount in open flows: even in the case of
a global advection, an infinity of unstable periodic orbits survive in the
vicinity of the stirring rods, forming the so-called chaotic saddle. Fluid
enters the mixing region along the stable manifold of the chaotic saddle,
and leaves it along its unstable manifold. In particular, particles initial-
ized regions not covered by the stable manifold escape directly downstream
without being caught by the rods. Using the symmetries of the flow, we
have described a simple geometric method that allows to predict whether
particles in the upstream region will escape directly, or be caught in the
mixing region. This partition into two sets of initial conditions also allows
to estimate independently the mean residence time.
Up to now, we have only considered point-like particles that are not
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submitted to diffusion . There is a major change of tack in the next two
chapters, when we consider this time the homogenization of a diffusive scalar
field by our mixing systems, both in closed and open flows. Nevertheless, we
will again pay close attention to periodic structures, be them hyperbolic,
parabolic or elliptic points, or manifolds of the chaotic saddle, that will
be shown to have a strong influence of homogenization dynamics of the
concentration field.
Chapter 4
Homogenization in closed flows
This chapter concerns the mixing of passive scalars, such as dye blobs ho-
mogenized by chaotic advection protocols described in Chapter 2. We take
on here one of the most natural questions in mixing, that is: How fast does
it mix ? Various approaches ranging from functional analysis [88, 64] to
large-deviation analysis of the stretching distribution [5, 7], or multifractal
formalism [80, 6] have provided insights into the structure of the mixing pat-
tern and the decay rate of inhomogeneity, yet mostly for ideal systems, e.g.
with random-time dependency (thereby avoiding transport barriers) or pe-
riodic boundary conditions. In particular, time-persistent spatial patterns
have been observed in numerical simulations [88] as well as in dye homog-
enization experiments [95, 52], and these permanent structures have been
related to the slowest decaying eigenmode of the advection-diffusion oper-
ator – hence the term strange eigenmode used to describe these structures,
which was originally coined by Pierrehumbert in 1994 [88]. Eigenmodes
amplitude decay exponentially with time at a rate determined by the cor-
responding eigenvalue, and an exponential decay of inhomogeneity variance
has indeed been observed in various systems.
Our aim in this chapter is to illustrate the appearance of recurrent pat-
terns for different time-periodic mixing protocols (that is, concentration
fields at successive periods are strongly correlated). We show that such
permanent fields have strong values (i.e. high departure from mean value)
in regions where stretching is smallest. This occurs close to “least unsta-
ble” periodic structures where recurrent small stretching causes the inho-
mogeneity to decay slower. Persistent patterns are therefore identified with
the unstable manifold of least unstable periodic structures, which can have
different natures, e.g. hyperbolic, elliptic or parabolic points. While in-
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homogeneity decays exponentially in a purely hyperbolic phase space, we
show that non-hyperbolic structures lead to more complicated (and slower)
dynamics, although recurrent patterns are still visible.
The chapter is structured as follows. In a first section, we describe
how homogenization takes place through the combined action of stretching
and diffusion, and we briefly review different approaches that have been
employed in the literature to quantify the evolution of a scalar field ho-
mogenized by chaotic advection. Section 4.2 tackles the widely studied
case of a fully hyperbolic baker’s map. For this ideal system, we relate the
structure of the strange eigenmode to the unstable manifold of the least
unstable periodic point. Spatial stretching correlations are also shown to
have a high impact on the speed of mixing. Section 4.3 contains the core
of this chapter. We report on homogenization experiments conducted with
the figure-eight protocol described in Chapter 2. We observe anomalously
slow mixing, that is an algebraic – instead of exponential – decay of con-
centration variance. This behavior is shown to be generic for 2-D mixers
where the chaotic region extends to fixed no-slip walls. In such systems,
poorly stretched fluid escapes the wall at a slow rate (controlled by no-slip
hydrodynamics) through the unstable manifold of parabolic points on the
wall. These ill-mixed elements contaminate the whole mixing pattern, up to
the core of the domain where stretching is bigger. A modified version of the
baker’s map that includes such a parabolic point on the boundary is shown
to yield similar results as in the experiments and allows us to derive analyti-
cally the observed scalings for the concentration variance and distributions.
Having understood the importance of boundaries for mixing dynamics, we
briefly consider in Sec. 4.4 the case where a central chaotic region is pro-
tected from the wall by an annular elliptic region near the boundary. We
retrieve exponential dynamics in this case. A final section offers concluding
discussion.
4.1 Homogenization mechanisms
In this section, we shortly sketch how the concentration field of a passive
scalar (e.g. dye) evolves from an initially segregated state towards homo-
geneity. For illustrative purposes, we will consider the example of a dye
blob of initial scale lblob smaller than the velocity field scale lv, which is of
the same order as the domain size L.
The evolution of the concentration field C(x, t) obeys to the advection-
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diffusion equation.
∂C
∂t
+ v · ∇C = κ∆C, (4.1)
that is, the concentration field evolves through the combined effect of the
velocity field that rearranges dye particles, and of diffusion that smoothes
concentration gradient . A classical transformation of Eq. (4.1) consists
in multiplying both sides by C and integrating it over the whole domain,
which results after an integration by parts in the following equation for the
evolution of the concentration variance σ2(C):
∂σ2
∂t
= −2κ〈|∇C|2〉 ≤ 0. (4.2)
Eq. (4.2) implies that the concentration variance decreases monotoni-
cally, showing that diffusion is an irreversible process. The above expression
is also instructive to understand how homogenization takes place: the in-
stantaneous variance decay rate is given by the mean square amplitude of
the concentration gradients, weighted by the diffusivity κ. In an efficient
stirring protocol, velocity fields are characterized by important shears that
create large concentration gradients, resulting in fast homogenization.
In most cases, Eqs. (4.1) or (4.2) cannot be solved analytically, and
the numerical integration of the PDE Eq. (4.1) is usually complicated by
numerical diffusion. However, different approaches can be used to character-
ize homogenization, that are valid at different stages of the mixing process.
These different steps are visible on the successive pictures of Fig. 4.1, which
we had already described in Ch. 1. An initial blob (Fig. 4.1 (a)) is quickly
deformed by the stirring velocity field (Fig. 4.1 (b)). At early times, the
concentration spectrum evolves as finer scales are created, yet the variance
is almost unchanged as the spatial scales are still too large for diffusion to
be efficient (Fig. 4.1 (b)).
During a second stage (Fig. 4.1 (c)), elongated filaments are thin enough
so that diffusion is efficient on the scale of a filament width . Diffusion causes
the contrast of a dye filament to weaken, as can be seen in Fig. 4.1 (c) where
intermediate gray levels are visible, whereas the mixing patter of (Fig. 4.1
(b)) is completely black and white. Different gray levels correspond to
different stretching histories along the elongated image of the initial blob.
At this stage, a successful approach consists in dividing the elongated blob in
small Lagrangian chunks, and following the decay of each part in a comoving
frame (see for example Refs. [23, 15] and references therein. A detailed
derivation is also given in Ref. [115]. Finally, a complete experimental study
and the corresponding analytical derivation for a vortex flow is performed
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(a) (b)
(c) (d)
Figure 4.1: Successive homogenization steps of a dye blob by a time-periodic
chaotic advection protocol. An initial blob (a) is deformed by shears in the
velocity field (b). For early times, stretched filaments are still too broad for
diffusion to be noticeable (b), and the concentration variance is constant. As
time increases, filaments are thin enough (c) so that diffusion starts to act
and dye strip fade away. Different gray levels correspond to different stretching
histories. At this stage, concentration PDFs are successfully related to the dis-
tribution of stretching [7]. Later, different dye filaments start interpenetrating
(d), so that the concentration field results from the averaging of concentration
values coming from neighboring strips. Stretching correlations must then be
taken into account.
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in [125]). Very briefly, this approach consists in linearizing the velocity field
v in the comoving frame, writing
v = σ · x (4.3)
where σ is the local strain tensor. A following step consists in neglect-
ing the concentration variance along the stretching direction, and reducing
the advection-diffusion equation to a 1-D equation where the concentration
varies along the perpendicular direction to stretching x. Finally, introducing
new dimensionless coordinates
ξ = x/s(t) (4.4)
τ =
∫ t
0
κdt′
s2(t′)
(4.5)
where s(t) is the cumulated compression, yields the simple heat equation in
the reduced coordinates
∂C
∂τ
=
∂2C
∂ξ2
. (4.6)
Given an initial condition, i.e. a concentration “step”, it is easy to solve
Eq. (4.6) and to obtain how the concentration profile is smoothened by
diffusion . Of course, homogenization dynamics are entirely hidden in the
evolution of the Jacobian of the coordinates transformation. The proba-
bility distribution of the scalar is therefore obtained from the distribution
of stretching. In particular, Antonsen et al. [7] proposed a relation for the
decay of variance in terms of the probability density function for finite-time
Lyapunov exponents , which leads to an exponential decay for long times.
Numerical studies have also shown that a good estimate of the decay rate
can be derived using the global Lyapunov, in the case of a very homogeneous
stretching [121].
However, the above reasoning is valid only as long as different filaments
do not interact with each other. Yet, filaments are stretched, but also
folded, so that many filaments are close to each other, and their diffusive
boundaries interpenetrate ((Fig. 4.1 (d))). Let us precise this effect in the
case of chaotic mixing. The width of a dye filament stretched at a constant
rate stabilizes at the so-called Batchelor length wB =
√
κ/λ , where the
effects of compression and diffusion balance (this is obtained by equating the
width reduction of the mean square width due to stretching w2λdt, and the
broadening due to diffusion κdt during an infinitesimal time interval dt). In
a realistic flow, stretching is not constant, but the width of a filament quickly
adapts to the local stretching rate λ(x). wB is the smallest lengthscale that
can be observed inside the concentration pattern: an initial blob has usually
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Figure 4.2: Due to the combined effect of stretching and diffusion, concen-
tration profiles have a typical variation scale of wB =
√
κ/λ, where κ is the
diffusion coefficient and λ a typical stretching rate. Stretched strips of dye
(black) are smeared out by diffusion on a scale wB (gray). The concentration
C of a pixel x is then given by adding the concentrations coming from strips
inside a box of size wB around x.
a scale greater than wB, so that it is stretched into many filaments that are
compressed up to the diffusive scale wB. After a strip has stabilized at the
width wB, the amplitude of the concentration profile decreases according to
the further stretching experienced by the strip, to ensure mass conservation.
As more and more filaments are created by chaotic stretching, the centers
of neighboring dye filaments become closer and closer due to compression,
so that the diffusive profiles of such filaments interpenetrate (see Fig. 4.2).
Ultimately, homogenization takes place inside a box”of size wB through the
averaging of many strips that have experienced different stretching histories
and have therefore different amplitudes.
Villermaux and Duplat [125], followed by Venaille and Sommeria [124],
have proposed that the concentration field evolves by random addition of
dye strips of different amplitude. Given this assumption, the concentration
probability density function (PDF) evolves by self-convolution [125, 124],
and the concentration variance is inversely proportional to the number of
filaments averaged inside a box wB (which we expect to be exponential in
chaotic mixing). This approach has proved to be successful for turbulent
flows [125]. However, this theory relies on the assumptions that (i) stretch-
ing is homogeneous, and (ii) neighboring strips have uncorrelated stretching
histories, that are certainly not verified in physical chaotic mixing flows.
So far, the most satisfying explanation for the decay of inhomogeneity in
chaotic mixing has been the strange eigenmode theory, initially proposed by
Pierrehumbert in a 1994 paper [88]. The strange eigenmode is the second
slowest decaying eigenmode of the advection-diffusion operator (the first
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Figure 4.3: Experimental pictures of dye homogenization by a magnets array,
taken from [95]. The three pictures correspond to the same experiment, as
different stirring periods. The appearance of a permanent spatial pattern is
clearly visible, consistently with the onset of a strange eigenmode.
trivial mode corresponds to a uniform concentration). We consider in the
following the case of periodic velocity fields, where the strange eigenmode
is an eigenvector of the Floquet operator . It decays at an exponential rate
fixed by the corresponding eigenvalue. The projection of the initial con-
centration field on this eigenmode decays slower than the contributions to
other eigenmodes, so that one expects the concentration field to converge
rapidly to a permanent spatial pattern determined by the strange eigen-
mode, whose contrast decays exponentially. A simple physical picture of
the strange eigenmode is given by noticing that as soon as many filaments
are put in contact inside a box of width wB, the filaments have visited
a large part of the domain where they have experienced different values of
stretching, therefore the decay rate is controlled by a global mode that varies
on the scale of the domain and accounts for the spatial inhomogeneities of
stretching [36, 48].
Since the seminal paper of Pierrehumbert, strange eigenmodes have been
observed in many numerical studies [37, 131, 107, 89, 36]. The proposed
evidence for strange eigenmode were (i) the onset of permanent spatial
concentration patterns and (ii) an exponential decay for the concentration
variance, whose rate depended only weakly on the diffusion . Recurrent
spatial patterns have also been observed in experiments where a viscous
fluid is stirred by an array of magnets [95, 52, 127](see also Fig. 4.3), yet
the concentration decay seemed somewhat slower than exponential. In the
following section, we briefly show how a strange eigenmode appears in a one-
dimensional baker’s map, and relate the spatial structure of the eigenmode
to the regions of lowest stretching. Experimental evidence of a strange
eigenmode is also provided in Sec. 4.4.
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Let us note, however, that the existence of a strange eigenmode is
not mathematically proved for general conditions. Indeed, the advection-
diffusion operator acts in a Banach space of infinite dimension, and the exis-
tence of a weakest non-degenerated Floquet solution is not insured (for a rig-
orous discussion of this problem see Refs. [107, 64] and references therein).
More precisely, for smooth velocity fields and non-zero diffusivities, it has
been shown that the operator spectrum is discrete, yet eigenvalues might be
degenerated (see [107]). It has also been suggested [25, 24, 59] that mixing
dynamics might be slower than exponential in a domain bounded by no-
slip walls. This has been recently observed in numerical simulations [96].
A detailed experimental and analytical study of this case is provided in
Sec. 4.3.
4.2 Mixing in fully hyperbolic systems: the
onset of strange eigenmodes
In this section, we describe how periodic points of a fully chaotic map affect
the concentration field C(x, t) of a low-diffusivity scalar, insofar as they
determine the spatial structure of the observed strange eigenmode.
For simplicity, we will use one of the most-studied paradigms of fluid
chaotic mixing, that is the inhomogeneous incompressible baker’s map [35,
80, 6]. We will consider transformations of one-dimensional concentration
profiles defined on the unit interval [0, 1] by two different variants of the
map:
• the “classical” discontinuous baker’s map g, which reads
g(x) =
{
g1(x) = γx
g2(x) = γ + (1− γ)x (4.7)
• and its “flipped” continuous variant f
f(x) =
{
f1(x) = γx
f2(x) = 1− (1− γ)x (4.8)
(represented in Fig. 4.4(a)).
The concentration profile evolves as
C(x, t+ 1) = C
(
M−1(x), t
)
, (4.9)
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where the map M stands for f or g. Both maps therefore transform the
concentration profile C(x, t) at time t into two images “compressed” by
respective factors γ and 1 − γ (0 < γ < 1). However, f “flips” the “right”
image before stacking it again with the ‘left” image.
Two main ideas are presented here: we first show that the concentration
pattern obtained from an initial segregated condition after successive iter-
ations of the map is determined by the least unstable periodic point of the
map, and its multifractal unstable manifold. We remark in a second subsec-
tion that the decay rate of concentration fluctuations depends on stretching
spatial correlations and cannot be explained by the sole stretching distribu-
tion. This work is strongly inspired by the very rich literature on chaotic
map and scalar mixing, yet the simplicity of the baker’s map allows us to
describe mixing processes in a plain and pedagogical way which might help
the reader to develop an intuition about such mechanisms.
4.2.1 Strange eigenmodes trace out unstable
manifolds of least unstable periodic points
First, we compute numerically the evolution of an initial “blob” under the
action of f : we choose an initial concentration profile such that C(x) = 1
for 0 < xa ≤ x ≤ xb < 1 and C = 0 elsewhere. Diffusion is mimicked by
letting the concentration evolve during a unit-time-interval diffusive step,
where C evolves according to the heat equation with diffusivity κ. We
use periodic boundary conditions. Fig. 4.4 (b) shows the concentration
profile after 17 iterations of f and corresponding diffusive steps for a typical
simulation with γ = 0.4. We see that the system is quite well mixed,
insofar as fluctuations of C around its mean value 〈C〉 (which is conserved
by the map) are very weak compared to the initial segregated blob. A
closer inspection reveals that fluctuations of C have more important values
at some points, so that the concentration pattern has a distinctive “spike
shape”. Remarkably, we have observed that the spatial pattern visible in
Fig. 4.4 seems permanent, i.e. further iterations of the map do not change
the form of C. Despite the global decay of fluctuations amplitude, high
spikes or low-amplitude fluctuation regions indeed“stay”at the same places.
Our example is therefore an illustration of a strange eigenmode, i.e., a
spatial pattern converging very rapidly to an eigenfunction of the advection-
diffusion operator. Strange eigenmodes in baker’s map have been studied in
detail in Refs. [37, 131, 42]. Our approach here is to provide a simple way
to characterize the spatial organization of the strange eigenmode, that has
not been proposed before to the best our knowledge. We describe below
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how the strange eigenmode pattern traces out the unstable manifold of the
lowest stretching periodic point of the map.
The map g has two period-1 points at the origin and xf = 1/(2−γ). For
γ < 0.5 (γ = 0.4 in Fig. 4.4), the second fixed point is “least unstable” than
the first one, as the compression factor at this point is smaller. We notice
on Fig. 4.4 that the highest spike in the concentration pattern is located at
x = xf , whereas spikes of decreasing height are located at iterates of xf :
f1(xf ), f2(f1(xf )), . . . : the unstable manifold of xf represents the backbone
of the concentration pattern.
A closer look at the mechanisms leading to the concentration pattern
can provide a first explanation for this structure. After n iterations of f ,
the initial blob has been transformed into 2n strips compressed by factors
γn, γn−1(1 − γ), . . . , (1 − γ)n. However, diffusion imposes that the width
of an elementary strip saturates at the Batchelor width wB where diffusion
balances stretching √
κ
1− γ2 ≤ wB ≤
√
κ
1− (1− γ)2
(We therefore approximate wB ∼
√
κ/(1− Γ2), where
log Γ =
1
2
[
log(γ) + log(1− γ)
]
is the Lyapunov exponent.) As a result, the concentration profile of Fig. 4.4
has a typical variation scale of wB. Under repeated compression and dif-
fusion steps, each elementary strip takes the shape of a Gaussian of width
wB (and amplitude ∼ 1/(wBλ) to satisfy mass conservation, where λ is the
multiplicative compression experienced by the strip), centered on iterates of
the initial blob center xc. The concentration C measured at a point x there-
fore results from the addition of slightly shifted strips whose centers are all
iterates of xc that fit into a “box” of size wB centered on x (Fig. 4.2). As the
concentration mean is locally conserved, fluctuations of C(x) around 〈C〉
are inversely proportional to the number of Gaussians in the box. There-
fore, high spikes in the pattern will correspond to “boxes” with relatively
few contributing strips – i.e. images of the initial domain that have experi-
enced relatively low compression. One can easily convince oneself that the
iterate closest to xf is the strip that has experienced the lowest compression
factor, (1−γ)n: this particular strip contributes most significantly to fluctu-
ations. However, neighboring iterates must also be considered, as for large
n the contribution to C(x) results from the addition of a very large num-
ber of strips. On average, these iterates have also experienced compressions
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(a) (b)
Figure 4.4: (a) “Flipped”1-D baker’s map f . f has two fixed points at x = 0
and x = 1/(2−γ). For γ < 1/2 the most stable fixed point is xf = 1/(2−γ).
(b) Concentration profile obtained for an initial blob transfomed by 17 iterations
of f (γ = 0.4, κ = 10−5). Important “spikes” of the profile are located at xf
and (with decreasing amplitude) around its iterates (of decreasing stability).
smaller than the mean compression Γn. This is where the periodic nature of
xf comes in: iterates present around xf have in fact only experienced 1− γ
factors during the last steps of the process while converging to the attractive
point xf . This explains why the sharpest fluctuations are visible around xf ,
with decreasing amplitude around iterates of xf of decreasing stability. For
example, all iterates around f1(xf ) have experienced a large number N of
successive 1− γ compressions, and an additional γ compression during the
latest iteration. In contrast, iterates around xb have experienced (N + 1)
(1− γ) compression steps, and fluctuations are greater. A further descrip-
tion would require to define a “super-stretching” factor that characterizes
a point x by dealing with all different stretching factors for iterates inside
a box of size wB centered around x, i.e. an “integrated” stretching factor.
However, one encounters several difficulties while attempting such a defini-
tion, mostly because boxes of size wB do not coincide with compressions of
the whole mixing pattern at an earlier time.
We have illustrated how the strange eigenmode of a chaotic map traces
out the multifractal unstable manifold of its least unstable periodic point.
Regions of low stretching control the structure of the concentration pattern.
This behavior has already been illustrated for the case of mixed phase (with
elliptical islands or weakly connected chaotic domains) [89, 90], but also
holds for purely hyperbolic domains with uneven stretching.
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4.2.2 Decay rate of strange eigenmodes: the
importance of stretching spatial correlations
Now that we have described how fluctuations of the spatial pattern evolve
with time, we analyze the mixing pattern more quantitatively. A quantity
of interest for strange eigenmodes is the decay rate of the concentration
variance. Strange eigenmode theory indeed predicts that the concentration
profile converges to an eigenfunction C∞ of the advection-diffusion operator
κ∆− v · ∇, that is
C(x, t) = exp(−αt)C∞(x). (4.10)
Predicting the decay rate α is a recurring topic in the chaotic advection
literature. Some studies have tried to relate α to the stretching distribu-
tion in the flow [7, 115]. As we mentioned earlier, fluctuations are inversely
proportional to the number of compressed “strips” that overlap because of
diffusion, and it seems natural to connect this number with the stretching
distribution. However, it has been shown that this prediction often provides
poor estimates for the decay rate observed in experiments [127] or simula-
tions [37]. For the case of a specific torus map, it has even been proven
[116] analytically that both quantities were different.This discrepancy has
been attributed to large-scale patterns causing the failure of a“local theory”
relying on statistics of finite-time Lyapunov exponents [115].
We briefly demonstrate in this section that stretching statistics cannot
provide an accurate estimate for α, which is shown to depend strongly on
stretching spatial correlations. For this purpose, we consider the mixing
rate for the two versions of the baker’s map, that is the “classical” and the
“flip case” (Eqs. (4.7) and (4.8)) with γ = 0.4. We perform numerical
simulations for the same diffusivity κ = 10−8. The evolution of the con-
centration variance for both cases is shown in Fig. 4.5 (c). Three phases
are visible on this plot: (i) at early times, diffusion has not yet started to
blur compressed dye strips and variance is constant; (ii) when compressed
strips reach the diffusion scale wB, the concentration variance decays su-
perexponentially during a transitory phase; (iii) when different strips start
overlapping, the concentration profile approximates the strange eigenmode
and variance decays exponentially. We note that both maps have the same
variance evolution during the two first phases; however, the two curves di-
verge strongly during the exponential asymptotic phase. A least-squares
fit yields α = −0.59 for the classical baker’s map g, and α = −0.90 for
the flip map f . The flip map therefore mixes nearly two times faster than
its variant without flip ! Yet, both maps have exactly the same stretching
distributions...
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We have shown in the previous section that highest fluctuations of the
concentration profile are located around the least unstable periodic point
of the map, that is xf = 1/(2 − γ) for f and xf = 1 for g. For permanent
patterns, it is equivalent to study the rate of decay for the peak around xf
to characterize α. We notice in Fig. 4.5 that concentration patterns of g
and f are remarkably dissimilar. Whereas the pattern seems organized in
a roughly symmetric fashion around xf for f , the pattern for g is highly
assymetric. In the neighborhood of xf = 1 and its iterates, concentration
gently rises from the left side of the periodic point, yet the profile brutally
decreases on its right side, forming abrupt“cliffs”. This discrepancy is easily
traced back to the map principle itself: at each iteration, f “pushes” strips
with highest compression factors (that yield weak fluctuations) to both ends
of the domain, whereas xf is an attractive point at which the slope of the
map is negative, therefore strips weakly compressed by successive (1 − γ)
factors converge to xf while jumping from one side of the point to the other,
yielding this more symmetric pattern. However, in the absence of flip, g
“puts together” strips having experienced weak compression (on the left side
of xf iterates) and points having experienced tremendous compression (on
the right side of such points). This is illustrated on the schematic drawings
of Fig.4.6 which zoom into a neighborhood of xf or one of its iterates for
both cases. For the classical baker’s map g, the right side of the greater peak
at xf is very flat, contrary to its left side. However, fluctuations decrease at
each iteration because neighboring concentration values are averaged at each
compression and diffusion step, which forces neighboring peaks to overlap.
Roughly, a positive (resp. negative) fluctuation peak of size wB (Fig. 4.6)
is dampened by its two neighboring negative (resp. positive) peaks on both
sides at each iterations. If one of the neighboring peaks is almost zero, like
the right one in Fig. 4.6 (b), the cancellation is smaller than for important
peaks on both sides, as in Fig. 4.6 (a). This explains why fluctuations decay
at a smaller rate in the classical baker’s map than in the flip map.
We conclude that spatial stretching correlations play a very important
role for predicting the variance decay rate. This idea was already hinted
at in a study by Wonhas and Vassilicos [131], as well as in recent work
[116, 112], nevertheless our example allows to “see” how these correlations
step in. The importance of correlations is a distinctive feature of chaotic
mixing, compared to turbulence: it seems therefore questionable to us to
use turbulence models such as Kraichnan flows to predict mixing dynamics
of chaotic mixing.
Our basic example has provided a first example of concentration patterns
dominated by the periodic structures of least stretching. In the remainder
of this chapter, we will see how different phase portraits lead to similar
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(a) (b)
(c)
Figure 4.5: Concentration patterns for two realizations of the baker’s map with
same stretching distribution but different stretching spatial dispersions. (a)
“Flipped” baker’s map f with γ = 0.4 (κ = 10−8). (b) “Stacked” baker’s map
g, γ = 0.4 (κ = 10−8. Both patterns trace out the unstable manifold of the
most stable periodic point, that is x(0) = 0.625 for the flipped map and x(0) = 1
for the stacked map. ((a) + (b): patterns are described inside the text.) (c)
Evolution of the concentration variance for two blobs respectively evolved with f
and g (log-lin coordinates). Although both maps show an exponential variance
decay after an initial transient, the flip map produces surprisingly faster decay
than its variant without flip.
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(a) (b)
Figure 4.6: Typical concentration pattern around xf (and its iterates) for the
baker’s map with (a) and without (b) flip. Description in the text.
conclusions. The next section concerns the experimental and analytical
study of mixers where the structure with weakest stretching is a parabolic
point on a no-slip boundary.
4.3 Mixing in bounded domains fully
covered by a chaotic region
4.3.1 Algebraic mixing observed in experiments
In this section, we report results of dye homogenization experiments con-
ducted in a closed mixer where a single rod stirs fluid with the figure-eight
protocol described in Chapter 2. In this physical system, the phase portrait
is not purely hyperbolic as it was in the baker’s map: we describe how
parabolic points on the walls appear due to no-slip hydrodynamics. These
low stretching regions are shown to slow down mixing and to contaminate
the whole mixing pattern up to its core, far from the wall.
Let us first shortly describe a typical experiment. An initial blob of
black dye is transformed into a complicated filamentary pattern after a
few iterations of the periodic 2-D stirring protocol (see Fig. 4.7). Each
loop of the rod on its figure-eight path transforms the mixing pattern as
follows: the rod catches a whole bunch of packed parallel strips (Fig. 4.7
(c)), stretches them and folds a part of the mixing pattern back on itself.
Also, each time the rod comes back to its central position at the end of
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a loop, it traps some white fluid from outside the mixing region, that is
inserted between the newly folded parts of the mixing pattern (see Fig. 4.7
(b) and (c)). Since fluid keeps being added to the mixing pattern, the heart-
shaped pattern grows slowly towards the domain wall as time increases. The
annular unmixed white region near the wall shrinks conversely.
We measure the concentration field inside a large rectangle (shown in
Fig. 4.8) that belongs completely to the partly mixed pattern after a few
iterations of the protocol. The resulting variance and concentration prob-
ability distributions functions (PDF) are plotted in Fig. 4.9. We observe
an algebraic evolution of the concentration variance σ2(C) ∼ t−m, where
we measure m ∼ 3.2. These results are quite counter-intuitive and not
consistent with the exponential evolution of an eigenmode of the advection-
diffusion operator. This behavior persists until the end of the experiment
(35 periods), by which time the variance has decayed by more than three
orders of magnitude. We also note that concentration PDFs have a sur-
prisingly wide shape, with power-law tails on both sides of the maximum
(see Fig. 4.9 (b)). Moreover, concentration PDFs are highly asymmetrical.
A persistent white peak at zero-concentration values slowly transform into
a large shoulder at weak concentration values. This implies that the light-
gray wing of the peak, corresponding to concentration values smaller than
the most probable value, is more important than the dark-gray wing on the
other side of the peak. Finally, the most probable value decreases slowly
with time.
4.3.2 Transport mechanisms
In order to understand these surprising scalings, let us first consider the
various mechanisms at play during the mixing process. We describe in this
paragraph how the observed slow mixing appears from a subtle combina-
tion of the phase portrait nature, and hydrodynamics. A Poincare´ section
obtained numerically for a Stokes flow of the same stirring protocol is shown
in Fig. 4.8. The chaotic region spans the whole domain, and no transport
barriers are visible for this protocol (elliptical islands might appear inside
both loops of the figure-eight for a smaller rod, but for large enough rods
we did not detect such islands at all). In particular, trajectories initialized
close to the wall boundary also belong to the chaotic region. Thus they
end up escaping from this peripheral region to visit the remainder of the
phase space, yet after a long time as trajectories stick to the zero-velocity
non-slip wall. This escape process takes place along the white cusp of the
heart-shaped mixing region, as can be seen in Fig. 4.7. Since stretching is
very low close to the wall, fluid sucked into the heart of the chaotic region
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(c) (d)
Figure 4.7: Successive step dye homogenization in the figure-eight mixer. The
rod catches the dye blob (a), stretches and folds it repeatedly in a baker’s map
fashion, while it also inserts periodically a strip of white fluid coming from the
boundary at the core of the mixing pattern (b-d). As a result of this mass
injection, the filamentary pattern grows slowly towards the boundary with time.
White fluid is injected along the unstable manifold of a parabolic point in the
upper part of the wall – this manifold is traced by the thin white filament in
(d).
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(a) (b)
Figure 4.8: (a) Dye pattern, and region of interest (red rectangle) where we
measure the statistical properties of the concentration field. No elliptical islands
are visible from the dye pattern in (a) (also see Fig. 4.7). Although there
remains an annular unmixed region in the vicinity of the boundary, the partly
mixed pattern grows towards the boundary with time (see Fig. 4.7). This purely
chaotic phase portrait is confirmed by the Poincare´ section in (b), where a single
trajectory fills the entire domain. Two parabolic points can be inferred from
the small cusps on top and bottom of the boundary. They correspond to the
separation point along whose unstable manifold fluid gets injected in the bulk,
and to the symmetric reattachment fluid towards which dye filaments slowly
converge.
from the wall keeps a high variance at the time when it is injected, contrary
to fluid that has spent some period in the heart of the mixing region. As
we inject the initial dye blob far from the boundary, poorly stretched fluid
injected from the boundary to the heart of the chaotic region consists of
zero-concentration white strips that are inserted between folded parts of the
mixing pattern (see Fig. 4.7).
Hydrodynamics near the no-slip wall allow us to describe more precisely
such white strips. To this aim, consider the velocity field v near the vessel
boundary. The wall can be considered locally flat and we define local coor-
dinates x‖ and x⊥ that denote respectively the distance along the wall and
to the wall. No-slip boundary conditions impose vx‖ = 0 for x⊥ = 0 (on the
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Figure 4.9: Statistical properties of the concentration field measured in a central
(i.e. partly mixed) area for the figure-eight mixer. (a) The concentration
variance (plotted here in a log-log diagram) has a power-law-like evolution. A
t−3 law has been represented as a guide for the eye. The variance behavior is
much slower than an exponential behavior characteristic of a strange eigenmode.
(b) Concentration PDFs after 13, 17 and 31 stirring periods, plotted in log-lin
coordinates. Both sides of the peak can be fitted by power laws (Cmax−C)−2
(red and blue plots). Inset: left (light-gray) tail of the peak, P (C) against
|Cmax(t) − C| in a log-log plot. Also note the persistence of a white peak at
C = 0, that transforms into a remarkably high shoulder fat weak concentration
values for larger times.
Figure 4.10: Distance d(t) be-
tween the dye pattern and the
wall (measured in experiments
of the figure-eight protocol on
a vertical diameter, as the dis-
tance between the boundary
and the farthermost dye fila-
ment). d(t) agrees well with
a t−1 law predicted by no-slip
hydrodynamics on the wall.
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wall) and the corresponding first-order linear scaling for small x⊥:
vx‖ ∝ x⊥. (4.11)
Incompressibility writes in such coordinates:
vx‖,x‖ + vx⊥,x⊥ = 0. (4.12)
Combining Eqs. (4.11) and (4.12) yields
vx⊥ ∝ x2⊥. (4.13)
A positive prefactor corresponds to regions where fluid particles come closer
to the wall (e.g. the lower part of the domain, see Fig. 4.7), and a negative
one to regions where fluid escapes from the boundary (i.e. in the upper part
of the domain). Mass conservation imposes that the net flux of v⊥ through
a concentric circle is zero. We obtain the evolution of a passive particle near
the wall by integrating Eq. 4.13, which reads
x˙⊥ = vx⊥ = Ax
2
⊥, (4.14)
hence
x⊥ =
x0
1− Atx0 . (4.15)
Note that Eqs. (4.14) and (4.15) are somehow inexact, as they neglect the
variation of v⊥ with v‖. However, we’re mostly interested in determining a
mean evolution in the wall region and not in individual trajectories details.
Eq. (4.15) predicts that the distance between the wall and a particle in
the lower part of the domain (where vx⊥ < 0) shrinks as d(t) ∼ 1/t for
large t. Fig. 4.10 shows the evolution of the distance between the wall
and the mixing pattern, measured by the position of the farthermost dye
strip: d(t) is indeed well approximated by a power law scaling d(t) ∼ 1/t.
To ensure mass conversation, a quantity of unmixed white fluid scaling as
d˙(t) ∼ t−2 is injected periodically in the mixing pattern. As each newly
injected white strip has approximately the same length (determined by the
extent of the rod path), the width of a strip injected at time t must scale
as d˙(t) ∼ t−2 also. We now start to grasp the origin of our slow scaling: the
mixing pattern may well be stretched and folded at each half-cycle of the
rod movement in a baker’s map like fashion – yet the folded parts are not
stacked directly onto each other but separated by the newest injected white
strip. As this white strip has a large width – that evolves algebraically with
time –, we might expect that the concentration variance evolution is slowed
down by this variance injection. We also note that the folded part of the
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mixing pattern attached to the rod has experienced more stretching than
the one left behind. Dominant transport and stirring effects can be summed
up as follows: (i) chaotic stretching imposes that the typical width of a dye
filament in the bulk shrinks down exponentially down to the diffusion or
measurement scale, yet (ii) wide strips of unmixed fluid of width d˙(t) ∼ t−2
are periodically inserted between these fine structures.
We will flesh out later this simple phenomenological description with a
more quantitative analysis; to confirm first that we have drawn the relevant
effects, we perform numerical simulations of “dye homogenization” for a dif-
ferent stirring protocol with similar transport mechanisms. We consider a
viscous version of the blinking vortex flow [8, 50], that is two contra-rotative
vortices alternatively switched on and off. Following Jana et al. [50], we
study below a realistic version of this protocol consisting of two fixed rods
placed on a diameter of a circular domain (see Fig. 4.11). To mimic the
blinking vortices, the two rods are rotated one after the other in a contraro-
tative fashion. This mixer bears some resemblance with the figure-eight
one, as the counter-rotating movement of the vortices imposes that fluid is
sucked from the boundary in some part of the domain (v⊥ > 0), whereas it
is pushed towards the boundary in the other part (v⊥ < 0). The flow pa-
rameters are θ = 270◦ (angular displacement of one rod at each half period),
a = 0.7 (distance between the rods), ain = 0.2 (radius of the rods), aout = 1
(radius of the outer cylinder). A Poincare´ section shows (see Fig. 4.11 (b))
that the chaotic region spans the entire domain for this protocol as well.
We compute the positions of 106 particles – initialized inside a small area
in the center of the domain – during 75 periods. The heart-shaped mixing
pattern shown in Fig. 4.11 (b) is very similar to the figure-eight one. We can
indeed observe the injection of white strips inside the bulk, which causes
the mixing region to grow. We checked that the distance of the blob to the
boundary decreases as 1/t as expected from hydrodynamics at the no-slip
wall. We compute a coarse-grained concentration field in a large area far
from the boundary (the red rectangle in Fig. 4.11). The coarse-graining
scale plays the role of the diffusive cut-off scale wB. Again, we observe an
algebraic evolution of the concentration variance (shown in Fig. 4.11 (c))
that is well fitted by a t−2.9 law from period 15.
Both protocols have in common a chaotic region that spans the entire
domain, which imposes the presence of one (or possibly more) parabolic
point on the boundary [50, 46]. Indeed, because of incompressibility the
radial component of the velocity field is much smaller than the component
parallel to the wall (we have seen that vx⊥ ∝ x2⊥ whereas vx‖ ∝ x⊥). Fluid
therefore escapes from the boundary only in the vicinity of the separation
profiles attached to the boundary at points where the sign of vx‖ changes
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(see Fig. 4.13 (b)). Recently, such separation profiles have been investigated
in great detail in Ref. [46]. A Taylor expansion of the velocity field near a
separation point reads:
vx‖ = −αx‖x⊥ (4.16)
vx⊥ =
1
2
αx2⊥. (4.17)
The linear part of the flow vanishes at such a point, which is therefore
parabolic. Parabolic points inside the bulk considered in Chapter 3 had a
non-zero nilpotent linear part, and therefore different resulting dynamics
in their vicinity: here dynamics are controlled by no-slip boundary condi-
tions. The signature of a parabolic separation point (α > 0) and of the
corresponding reattachment point (α < 0) can be seen in the cusps on the
boundary in the Poincare´ sections for both the figure-eight and the blinking
vortex protocols (see Fig. 4.8 (b) and Fig. 4.11 (b)). Rod paths with more
intersections could possibly yield phase portraits with many separation and
reattachment parabolic points.
4.3.3 Simplified 1-D model
We now wish to derive quantitative predictions to explain the observed al-
gebraic scaling for the concentration variance. To this purpose, we simplify
the 2-D problem by characterizing only 1-D concentration profiles C(x, t)
along a secant to the stretching direction with which dye filaments align
– the dashed segments in Fig. 4.13. This basically amounts to neglecting
the variation of the concentration while following a dye filament until it
folds – that is on a scale comparable to the vessel size. The effect of the
figure-eight mixer during a half-period boils down to the action of a one-
dimensional discrete-time map, that transforms concentration profiles by
inserting an unmixed strip of fluid scaling as d˙(t) from a parabolic point
on the boundary at the heart of the mixing pattern. This strip is injected
between two inhomogeneously compressed images of the mixing pattern at
the previous timestep. We therefore feel entitled to mimick the behavior
of our mixer with a one-dimensional map f , in the spirit of Sec. 4.2. The
map f is defined on [0, 1] for simplicity; it evolves concentration profiles as
C(x, t + 1) = C(f−1(x), t) and meets the following requirements: (i) it is
a continuous double-valued function to account for the stretching/folding
process; (ii) x = 0 is a marginally unstable (i.e. parabolic) point of f−1;
the correct dynamics close to the wall are then reproduced by imposing
f−1(x) ≃ x + ax2 + · · · , a > 0 for small x; (iii) because of mass conser-
vation, at each x, the local slopes of the two branches add up to 1. Other
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Figure 4.11: Numerical simulations of a contra-rotative viscous blinking vortex
protocol [8, 50]. Two fixed rods are alternately rotated contra-rotatively while
the other is kept at rest. Flow parameters are as follows: θ = 270◦ (angular
displacement of one rod at each half period), a = 0.7 (distance between the
rods), ain = 0.2 (radius of the rods), aout = 1 (radius of the outer cylinder).
(a)“Dye”filamentary pattern obtained from an initial small square blob formed
by 106 points. We measure the concentration field inside the large red rectangle
for successive iterations of the protocol. The dye pattern bears a strong resem-
blance with the figure-eight-one: the upper cusp corresponds to a parabolic
injection point on the boundary, while in the lower part of the pattern filaments
are nicely packed in a parallel fashion. (b) Poincare´ section of the flow: as for
the figure-eight protocol, the chaotic region spans the entire domain. Again,
the upper and lower cusps are fingerprints of parabolic points on the wall.
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Figure 4.12: Concentration
variance measured in a cen-
tral region in simulations of the
blinking vortex protocol. A
power-law evolution σ2(c) ∝
t−2.9 fits well the data from pe-
riod 15.
t t +
1
2
d(t)
(a)
(a) (b)
Figure 4.13: (a) Transport mechanisms in the figure-eight protocol. Each loop
of the rod on its path stretches and folds the dye pattern like a baker’s map,
yet new unmixed fluid from the boundary is periodically inserted between the
two folded parts. This fluid injection in the bulk is due to the ”up/down”
asymmetry of the rod movement on its path, as it sucks fluid inside the mixing
region in the upper part of the domain, while it stretches and pushes fluid
downwards in the lower part. This enables a particle to wander through the
whole domain, including the wall vicinity, and therefore the chaotic region to
span the entire domain. (b) Fluid from the boundary is then reinjected along
the unstable manifold of a marginally unstable (parabolic) point, where the
velocity component along the wall cancels.
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Figure 4.14: Illustration of the one-dimensional baker’s map (a), and a modified
version with a parabolic point at x = 0. Both maps transform the unit interval
into two unevenly compressed images, f1([0, 1]) and a flipped image f2([0, 1]).
While the baker’s map is purely hyperbolic, the parabolic point at x = 0 in the
second map has a strong influence on mixing dynamics. In particular, a point
x close to zero is transformed by f1(x) ≃ x − ax2, so that its distance to the
wall decreases with the number of iterations n as 1/n (it would decrease expo-
nentially in the classical baker’s map). This reproduces no-slip hydrodynamics
in the vicinity of a wall in a real physical mixer. The second map is there-
fore a good candidate to model two-dimensional protocols displaying chaotic
advection, where the chaotic region extends to a no-slip wall.
details of f are unessential for our discussion. Diffusion is mimicked by
letting the concentration profile diffuse between successive iterations of the
map (with no-flux boundary conditions). This model is a modified baker’s
map [35], with a parabolic point at x = 0, whereas the dynamics are purely
hyperbolic in a classical baker’s map.
We perform numerical simulations by evolving concentration profiles for
the specific choice for f :
f1(x) = x− ax2 + (γ − 1 + a)x3 (4.18)
f2(x) = 1− ax2 + (γ − 1 + a)x3, (4.19)
with γ = 0.55 and a = 0.9. We fix κ = 10−7. A plot of f is shown in
Fig. 4.14, where we compare the map with a plot of the classical baker’s
map with uneven stretching γ and (1 − γ). In our map f(1) = γ, hence
γ represents the mean stretching realized by f1 as in the baker’s map, and
(1 − γ) the mean stretching realized by f2 – although stretching is not
constant along the two branches. Our initial condition is a concentration
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step of width δ
C(x) =
{
1 for x ∈ [1/2− δ/2, 1/2 + δ/2]
0 outside.
(4.20)
Concentration profiles obtained after several iterations of the map are
shown in Fig. 4.15. Strong similarities are observable between concentra-
tion profiles obtained in the experiment (Fig. 4.15 (a)) and from the map
(Fig. 4.15 (b) and (c)). In both cases a thin layer of ”white fluid” (C = 0) is
present at x = 0. Its width decreases as 1/t due to the parabolic point on
the boundary. In the experiment, the concentration pattern in the bulk (far
from x = 0) is characterized by sharp spikes at zero or low concentration
values, whereas fluctuations seem quite weak elsewhere. Sharp spikes corre-
spond to white strips recently injected from the boundary into the bulk. For
the map also, the bulk pattern is clearly dominated by a set of thin spikes,
which are recently injected white strips – that is images of the boundary
region at x = 0 by f2, then successive iterates by f1 of f2.
The validity of our model is also strengthened by statistical properties of
the obtained concentration field, which follow closely the behavior observed
in the experiment. We have represented the concentration variance (mea-
sured in a central region) in Fig. 4.16 (b), superimposed with experimental
data for the concentration variance : again we find a power-law evolution.
Moreover, there is a strong resemblance between the concentration PDFs
depicted in Fig. 4.16 (b) and the experimental ones shown in Fig. 4.9 (b),
as they share in particular power-law tails.
The simplicity of our model now allows us to derive analytical predic-
tions for statistical properties of the concentration field. We first consider
the simple case of an initial uniform blob, for which we characterize the
concentration pattern by plainly counting iterates of injected white strips
which have been shown to dominate the concentration pattern. In a further
paragraph, we will envisage more general initial conditions and discuss the
possible onset of a strange eigenmode for very long times.
4.3.4 Analytical derivation of the concentration
PDF and variance
We concentrate here on characterizing the concentration pattern inside a
central region where the concentration profile seems at least partly mixed –
that is far from x = 0. Concentration PDFs and variance presented above
have for example been measured in the range [0.2, 0.9].A finer description
that includes in particular the concentration field near x = 0 will be pro-
vided in the next subsection.
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Figure 4.15: Concentration profiles obtained in the figure-eight experiment after
13 stirring periods (a) and using the 1-D model ((b) and (c), after respectively
25 and 50 iterations of the map).
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Figure 4.16: Variance and PDFs of the concentration field measured in a cen-
tral region for a blob of dye transformed by the modified baker’s map. (a) The
concentration variance (circle symbols) displays a power-law evolution compa-
rable to results obtained in experiments of the figure-eight experiments (square
symbols). (b) Concentration PDFs have wide power-law tails on both sides of
the peak. Nevertheless, the dark-gray tail corresponding to high concentration
values decays much faster than the light-gray one, that is weak concentration
values, which is continuously feeded by the injection of white fluid from the
boundary.
The map transforms an initial blob of dye of width s0 into an increasing
number of strips with widths s0λ1 · · ·λt, resulting from different stretching
histories inside the mixed region, where λt is the compression experienced at
time t. White strips also experience this multiplicative stretching from their
injection time. Because of diffusion , a strip of dye or white fluid is only
compressed down to the diffusive Batchelor scale wB , that is, a strip stabi-
lizes at a width wB =
√
κ/(1− λ(x)2) parametrized by the local stretching
rate λ(x). We choose in the following to neglect the weak variation of wB
with x for λ(x) sufficiently far from 1, that is far from the boundary region.
We estimate the diffusive scale as
wB =
√
κ
1− Γ2 , (4.21)
where
Γ = exp
(〈
− log
(∣∣∣∣∂f−1(x)∂x
∣∣∣∣
)〉)
(4.22)
and the mean is taken over the measure region. Γ is the geometric mean of
the compression, which makes log(Γ) the equivalent to a Lyapunov exponent
4.3. MIXING IN BOUNDED DOMAINS FULLY COVERED BY A
CHAOTIC REGION 129
. For a moderate stretching inhomogeneity in the bulk, we expect Γ to be
close to 0.5. wB is the smallest observable scale in the mixing pattern. In
experiments as in simulations, we probe the concentration field on a pixel,
or box size, which is smaller than wB. For long times, the concentration
measured at a pixel x might be the average of many overlapping dye and
white strips that have been compressed down to wB and whose profiles have
therefore superimposed in a box of size wB (see Fig. 4.2).
Different measured values of C correspond to a different combination of
superimposed white or dye strips. We characterize P (C) by considering the
different combinations of strip widths that one might find in a box of size
wB. We will distinguish between three generic cases corresponding to three
different regions of the histogram P (C) (see Fig. 4.9 (b) and Fig. 4.16) (b):
a white (W) peak at C = 0 corresponding to recently injected white strips
still wider than wB, light gray (LG) and dark gray (DG) tails corresponding
to respectively smaller and larger concentrations than the peak (mean) con-
centration. Once we have quantified the proportion of boxes contributing
to these different values of C, the variance will be readily obtained as
σ2(C) =
∫
(C − 〈C〉)2P (C)dC = σ2W + σ2LG + σ2DG. (4.23)
4.3.4.1 White pixels
Let us start with white (zero) concentration measures that come from the
stretched images of white strips injected before t. White strips injected at
an early time have been stretched and wiped out by diffusion , that is their
width has become smaller than wB. A white strip injected at time t0 has
been compressed to a width d˙t0λt0+1..λt at time t (for convenience we write
the positive strip width d˙t = |d˙(t)|). We neglect the spatial variation of
λ(x) and approximate λt0+1..λt ∼ Γt−t0 . The oldest white strips that can
be observed have been injected at the time ti(t) such that
d˙tiΓ
t−ti = wB. (4.24)
Note that from twhite defined by
d˙twhite = wB, (4.25)
the injected white strip is smaller than wB and no white pixels can be
observed. Before twhite, we can observe all white strips that are images
from strips injected between ti(t) and t, and the number of white pixels is
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proportional to
nW =
t∑
n=ti(t)
d˙n = dti(t) − dt. (4.26)
We now use the expression of d(t) determined by no-slip hydrodynamics
dt ∼ 1/at, which yields for large t
nW ≃ (t− ti)(atit)−1. (4.27)
From the definition of ti(t),
t− ti ≃ (2 log at+ logwB)/ log Γ (4.28)
for large t, therefore
nW ≃ (2 log at+ logwB)/(log Γ× t2). (4.29)
The fraction of white pixels nW is plotted versus time in Fig. 4.17. We find
excellent agreement between the data and the expression Eq. (4.29) for
nW , up to twhite. Note that during the first iterations nW is constant: this
correspond to the initial phase when dye strips are still wider than wB and
diffusion is almost ineffective (i.e. up to t such that δ × Γt = wB). During
this phase, the concentration variance is also almost constant, so we will
not worry about this initial phase. We deduce the contribution of the white
pixels to the concentration variance for t < twhite
σ2W = nW 〈C〉2 ≃ δ2 ×
2 log at+ logwB
log Γ× t2 (4.30)
Of course σ2W = 0 after twhite.
4.3.4.2 Light-gray tail
We now concentrate on the distribution of light gray values corresponding
to white strips that have just been compressed below the cut-off scale wB.
At its injection time, a white strip is injected between images of the mixing
pattern where fluctuations are lower (see Fig. 4.15). Fluctuations measured
in a pixel are therefore mostly due to a recently injected white strip that
is superimposed with low-fluctuation profiles. We propose to approximate
the measured value C as the average of the biggest white strip with width
λ < wB, and mixed ”gray” fluid whose concentration is close to the most
probable concentration Cg. A box with a white strip of scale λ thus bears
a concentration
Cλ = Cg(1− λ/wB), (4.31)
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Figure 4.17: Simulations of dye homogenization by the map. Fraction of white
pixels (where C = 0) nW as a function of time-iteration (full circle symbols).
For early times diffusion has not started yet to broaden dye filaments and nW
remains approximatively constant. When nW starts to decay, it closely follows
the law nW = (2 log t + logwB)/(t
2 × log Γ) (solid line plot) obtained by
counting the images of injected white strips that have not yet been compressed
down to the diffusion scale wB. Inset: the distance between the dye pattern
and the wall (measured by the position of the first peak in Fig. 4.15) evolves
as d(t) = 1/at (solid line plot).
and we can relate P (C) to the distribution of widths of the images of the
injected white strips Q(λ) in the following way:
P (C) = Q
(
λ = wB(1− C/Cg)
)∣∣∣∣ dλdC
∣∣∣∣
=
wB
Cg
Q
(
λ = wB(1− C/Cg)
)
. (4.32)
Q(λ) is easily retrieved from standard combinatorial arguments. A white
strip injected at t0 is transformed into 2
t−t0 images with scales d˙t0Γ
t−t0
(once again we consider only the mean stretching Γ, which amounts to
matching a given concentration to a unique injection time). In a “quasi-
static” approximation, we neglect the algebraic dependence of λ (hence C)
with t0 in the factor dt0 , compared to the exponential dependence in Γ
t−t0 .
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Figure 4.18: Probability of a light-gray concentration level with a given distance
to the peak, i.e. probability that ∆ − ǫ ≤ Cg − C ≤ ∆ + ǫ (Cg ∼ 0.1,
∆ = 3 × 10−2, ǫ = 10−3, as a function of time. P (Cg − C) agrees well with
the t−2 evolution predicted by Eq. (4.35), that has been also plotted as a guide
to the eye.
Therefore
Q(λ) = (λ/d˙t0)
log(2)/ log(Γ) × (1/λ log Γ), (4.33)
resulting in
P (C) = d˙
log 2/ log (Γ−1)
t
wB
Cg(t)
[
wB(1− C
Cg
)
] log 2
log Γ
−1
= g(t)
[
Cg − C
](log 2/ log Γ)−1
. (4.34)
P (C) thus has a power-law tail in the light gray levels whose expo-
nent depends on the mean stretching Γ. We observe satisfactory agreement
between this prediction and both experimental data and numerical 1-D sim-
ulations (see Fig. 4.9 (b) and Fig. 4.16 (b)). For this tail indeed we measure
P (C) ∝ (C − Cg)−α with α . 2, consistent with Γ . 0.5, a rather ho-
mogeneous stretching. Also note that the amplitude of the light-gray tail
decreases with time as a power law
g(t) ∝ d˙ log 2/ log(1/Γ)t ∝ t−2(log 2/ log(1/Γ)). (4.35)
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We have plotted in Fig. 4.18 the probability of a concentration value with
constant distance from the maximum. The observed evolution scales as a
power-law t−2 as expected from our calculation. We deduce the contribution
of light-gray pixels to the concentration variance
σ2LG = g(t)
∫ Cg
Cmin
(Cg − C)2−α(Γ)dC (4.36)
where α(Γ) = 1 − log 2/ log Γ, and Cmin is the smallest concentration ob-
served (Cmin = 0 for t < twhite and Cmin = Cg(1− d˙t/wB) for t > twhite). For
t < twhite the integral is constant and σ
2
LG ∝ g(t) ∝ d˙t ∝ t−2. On the other
hand, for t ≥ twhite,
σ2LG =
g(t)
2 + α(Γ)
[Cg − Cmin] 3−α(Γ) ∝ t−(6+2
log 2
log Γ
) . (4.37)
For α(Γ) ∼ 2 as we observed, the exponent in the above power law is about
−4.
4.3.4.3 Dark-gray tail
Let us now turn to the dark-gray part of the PDF. In our case, high con-
centration values correspond to black dye strips that have not experienced
much compression, so that they have not been canceled out by being super-
imposed with many other strips. This time, it is not sufficient to consider
only the mean stretching Γ to characterize such strips as we did before, since
stretching histories far from the mean are involved. Looking at the concen-
tration profiles in Fig. 4.15, we observe that highest concentration values
come from the reinjection of black strips pushed to the pattern boundary
where they have experienced lower stretching than inside the pattern core.
Such a positive concentration fluctuation is then mixed with the remainder
of the pattern as successive images are compressed by a factor of order Γ, in
the same way as injected white strips. Many images of the initial blob may
have aggregated inside a box of size wB. If the decay of this highest concen-
tration “cliff” is slower than Γt – the decay of an injected fluctuation inside
the bulk –, we may apply the same method for computing the shape of the
dark-gray tail as we did for white strips and the light-gray tail. Writing
Cλ = Cg(1 + λ/wB), (4.38)
and relating the width λ to the injection time t0 as we did before, leads
again to a power-law shape (C − Cg)−2, for the dark-gray tail also. This
is in good agreement with the observed scalings for both experimental and
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numerical PDFs (see Fig. 4.16). We now turn to evaluating the amplitude
of the highest concentration fluctuation on the pattern boundary, which
determines the tail global decay. Note that the contribution of the dark
gray tail is very small compared to the light gray one, as after a few periods,
only a few boxes of size wB on the border of the pattern have an amplitude
noticeably greater than the mean (see Fig. 4.15 (b) and (c)), whereas the
width of the remaining white pool is much larger. Moreover, we show below
that this amplitude decays faster than the contribution of white strips.
We have plotted in Fig. 4.19 the decaying amplitude of the greatest
fluctuation in the pattern, that is of the leftmost box in the mixing pattern
(Fig. 4.15 (b) and (c)). The evolution during 200 periods reveals a first
exponential decay, whose rate increases with the diffusivity, followed by a
power-law phase with an exponent of order 3. Let us perform a simple anal-
ysis to understand this evolution. The number of images of the initial dye
blob that superpose inside a box of side wB at the pattern boundary is given
by wB/Λ, where Λ ≃
∏t
i=1 f
′
1(f
i
1(1)) is the compression factor experienced
after t periods at the pattern boundary (i.e. by the leftmost blob image)
(This is true until the distance between the pattern and the wall is greater
than the diffusion scale at the boundary. We will discuss this final phase
later). For early times dye strips do not feel yet the effect of the wall, and
the stretching factor Λ can be approximated by γt (we use γ instead of Γ for
evaluating the compression by repeated iterations of f1), and we expect the
decay to be exponential with a rate log γ. This behavior is indeed observed
for large enough diffusivities (Fig. 4.19 (a)). For small diffusivities, few dye
strips are homogenized before the mixing pattern borders reaches the re-
gion where no-slip hydrodynamics dominate. For long times f i1(1) ≃ (ai)−1,
f ′1(f
i
1(1)) ≃ 1− 2/i. The compression Λ can be approximated by
Λ ≃ γn0
t∏
n0+1
(1− 2/i). (4.39)
The two terms in the equation above account for (i) the exponential com-
pression by successive factors of order γ inside the bulk, and (ii) a weaker
compression by factors converging slowly to 1 as the pattern frontier gets
close to the boundary and experiences a compression determined by no-
slip hydrodynamics. The product
∏t
n0+1
(1− 2/i) converges to a power-law
∝ t−2 for long times. The observed exponent is greater; this might come
from a crossover between an exponential phase and the t−2 phase that we
predict.
From the above analysis, we see that the contribution of the dark gray
tail to the concentration variance is very small compared to the light gray
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tail, therefore we neglect it in the following computation of the variance.
In our experiments, additional contributions to the dark-gray tail come
from dye particles trapped during some time in folds of the pattern where
stretching is weak (notice the dark folds in Fig.4.7 (b) and (c)). This 2-
D effect is not present in our map. The dark gray tail is therefore built
by contributions from the border of the pattern, but also from these folds.
Nevertheless, we have checked that this contribution is small compared to
the light-gray tail, and decays rapidly with time.
4.3.4.4 Concentration variance
We finally sum all contributions from different parts of the PDF to obtain
σ2(C). In the experiment, the crossover twhite is estimated as 30 periods.
However, 3-D effects inside the fluid prevented us from conducting experi-
ments for more than 35 periods. For this early regime, fitting the data with
σ2W ∝ (2 log t + logwB)/t2 (black line on Fig. 4.9 (a)) gives good results,
except close to twhite where the contribution of the light gray tail starts to
dominate. In contrast, in numerical simulations we observe (Fig. 4.16 (b))
both the (2 log t+logwB)/t
2 behavior (black line) , which can be interpreted
as in the experiment, and the t−4 decay after twhite (100 periods for the case
studied) given by σ2LG. For long times, the observed power-law arises from
the specific way of incorporating white strips whose width scales as t−2
inside the mixing pattern.
4.3.4.5 Longer times: the appearance of a strange eigenmode
We now consider the asymptotic regime, when it is not valid any more to
approximate the injected variance by the contribution of a white strip of
width 1/at2, as the mixing pattern is close enough to the wall x = 0 so
that diffusion blurs the white layer at the boundary. For such large times,
the mixing pattern can be described as an inverted half-Gaussian centered
on x = 0 (see Fig. 4.20 (b)) that decays with time as fluid keeps being
reinjected in the bulk. At this time, fluctuations are very small in the rest
of the pattern, and they are only controlled by the amplitude of the half-
Gaussian. The width of the half-Gaussian w0 is determined by the point
where stretching and diffusion balance:
w0 =
√
κ
1− f ′1(w0)
. (4.40)
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(a)
(b)
Figure 4.19: Amplitude Cmax of the maximum positive concentration fluctua-
tion, in log-linear (a) and log-log (b) coordinates, for different diffusivities. This
corresponds to the amplitude of the leftmost spike of the concentration pattern,
that has experienced weaker stretching than images of the initial blob in the
core of the pattern. An exponential decay followed by a power-law evolution are
observable on these plots. A line of slope −2 corresponding to the asymptotic
expected evolution has been drawn for comparison.
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Thus, with f ′1(w0) = 1− 2aw0, we obtain for a small diffusivity
w0 =
(
κ
4a
)1/3
. (4.41)
Once the concentration at x = 0 starts rising, which occurs for d(t) =
1/at ∼ w0 (i.e. 350 periods for a diffusivity κ = 10−7!), the stabilized
half-Gaussian decays exponentially at a rate − log(f ′1(w0)) = 2aw0, which
scales as κ1/3. We have verified this scaling in numerical simulations of the
model (see the inset of Fig. 4.20 (a)). Note that this is one of the very
few examples where one can predict analytically the decay of a strange
eigenmode (another noteworthy situation is the torus map considered in
Ref. [116]). However, this strange eigenmode is somehow frustrating, as we
only observe it when fluctuations are completely negligible in the bulk. Its
structure is also quite trivial: it consists of the half-Gaussian at x = 0, and
of very small spikes centered on the iterates of x = 0 in the bulk.
4.3.5 Other initial conditions
For the sake of completeness, we have realized numerical simulations for dif-
ferent initial conditions than a blob of dye. In particular, we have simulated
two different situations:
• a cosine profile, corresponding to an initial condition
C(x, t = 0) = 1 + cos(4πx), (4.42)
• and a random profile where we attribute to each pixel a random value
between 0 and 1. This rapidly varying profile is rapidly smoothened
everywhere on the local Batchelor scale.
The main difference between the two protocols may be assessed as fol-
lows: for the cosine profile, the initial scale of variation for the scalar field
is much greater than the Batchelor scale at the boundary w0, whereas for
the random initial condition, the scalar field varies already on the smallest
possible scales.
In the first case, as for the dye blob, the scale of variation of the profile
close to the boundary is large, of order f t1(1) ∼ 1/(at) (see inset of Fig. 4.21
(a)). This case is therefore analogous to the dye blob case. After a short
time, most important fluctuations are concentrated in the leftmost image
of the initial unit interval, that was iterated only by f1. Other iterates
have wandered in the bulk where stretching is much more efficient, so that
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(a)
(b)
Figure 4.20: (a) Concentration variance measured in the whole unit interval
[0, 1] for different diffusivities (the thick solid, dashed, solid, dot-dashed and
dotted lines correspond respectively to the following values of κ: 5.4 × 10−9,
1.3×10−8, 4.3×10−8 1.2×10−7 and 3×10−7.). For long times, the evolution of
the variance is exponential, corresponding to the onset of a strange eigenmode:
σ2(C, t) = σ20 exp(−αt). As expected from Eq. (4.41), α scales as κ1/3 (inset).
(b) Structure of the strange eigenmode: an inverted half-Gaussian of width w0
decays exponentially at a rate − log(f ′1(w0)) = 2aw0.
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(a)
(b)
Figure 4.21: Homogenization for two different initial conditions: (a) C(x, t =
0) = 1+cos(4πx), (b) random initial profile. The scale of variation of the initial
profile is much greater than w0 in the first case, whereas it is of order w0 close
to the boundary in the random case. Main axes: concentration profile after
30 iterations of the map. Note that all variance is contained in the leftmost
image of the unit interval (always transformed by f1), and around the iterates
of x = 1. Inset: zoom on the border region for periods 30 (dark blue) to 180
(red), represented every fifth period.
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all fluctuations have died out – except for newly reinjected iterates (whose
history can be coded as a sequence F ◦ f1 ◦ f2 ◦ fk1 where F stands for the
last few iterations), which correspond to the reinjection inside the bulk of
fluctuations at the left boundary. Even the leftmost iterate feels the spa-
tial heterogeneity of stretching (see inset in Fig. 4.21 (a)), as fluctuations
initially close to x = 1 have been more compressed, and they have over-
lapped and averaged. After some time, the profile at the boundary (inset
in Fig. 4.21 (a))) has a value significantly different from the mean concen-
tration only at one or two “oscillations”, which is exactly what we observe
for the dye blob case (see Fig. 4.15). As for the dye blob case, we observe
a power-law decay for the variance evolution, which can be accounted for
with the same reasoning.
For the random profile case, the concentration profile at the boundary
(inset in Fig. 4.21 (a))) is much less coherent over successive periods. Indeed,
the scale of variation of the concentration profile saturates immediately at
the local Batchelor scale in the whole domain. The strips reinjected in the
bulk result from the averaging of many strips at the boundary, and their
amplitude is more difficult to predict. We measured a non-monotonous
decay of variance in this case, as the averaging of strips close to the wall
depends on the instantaneous height of many neighboring strips (Fig. 4.21
(b)). Yet, the strange eigenmode regime is only reached once fluctuations
have died out everywhere, except for the leftmost box of size w0 and around
the iterates of x = 0, so that there is a long transient phase also in this
case.
However, many features seem to persist for all initial conditions we
checked:
• the spatial organization of the bulk profile is dominated by the unsta-
ble manifold of the parabolic point at x = 0, where fluctuations sub-
sist for longer times. As can be seen in Fig. 4.22, the cross-correlation
coefficient of the bulk profile at successive periods is very high.
• as stretching is lower close to the boundary, the reinjected fluctuations
are almost similar over successive periods. The same reasoning as for
the dye blob case yields concentration PDFs with power-law |C −
〈C〉|−2 tails, which are indeed observed in all cases.
Finally, let us briefly consider as a gedanken-experiment an experimental
initial condition where half of the circular region is black, and the other
is white, so that a half-black/half-white sandwich is reinjected inside the
filamentary pattern at each period, instead of a purely white strip as in
our experiments. This time the concentration mean in a central region may
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Figure 4.22: Inset: time cross-correlation of the concentration pattern r(t) =
Cov (C(t), C(t+ 1)) / (σ(t)σ(t+ 1)), measured in a central region (initial dye
blob case). The cross-correlation coefficient approaches 1 very rapidly. Main
axes: deviation from the asymptotic value 1−r in log-log coordinates. Although
the concentration profile has not yet converged to an eigenmode, the correla-
tion between profiles at different times is very high: indeed, the concentration
pattern is completely dominated by the unstable manifold of the parabolic point
at x = 0, which forms the backbone of the profiles.
be constant in time, contrary to our experiments, yet the injection of the
poorly-mixed sandwich would slow down mixing dynamics as well. It is
important to notice that the slow dynamics of the variance observed in our
experiments do not result only from the algebraic injection of white fluid
(that changes the mean concentration in a central region), but from the
injection of variance that is afterwards transported to smaller scales by the
subtle combination of stretching and folding, and diffusion.
4.3.6 Discussion
Using a 1-D baker’s map with a parabolic point on the boundary, we have
explained how the concentration pattern is completely dominated by the
parabolic point, which ”stores”high-variance fluid, and its unstable manifold
along which unmixed fluid is slowly reinjected. To sum up, our study has
highlighted the importance of a set of different scales, that is
• the Batchelor scale in the bulk wB, which characterizes the smallest
scale of the concentration profile inside the bulk .
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Figure 4.23: Decay of vari-
ance measured in a central re-
gion for a large value of a
(a = 200). We observe two
exponential stages: the first
one corresponds to the decay
of fluctuations due to stretch-
ing inside the bulk, while the
second is the signature of a
strange eigenmode dominated
by the parabolic point.
• the size of the leftmost image of the initial profile, d(t) ≃ 1/(at). For
an initial dye blob, this corresponds to the size of the remaining white
pool. Variance is stored in this slowly shrinking region.
• the Batchelor scale at the wall w0 =
√
κ/(1− f ′1(w0)), which controls
the asymptotic strange eigenmode.
• the size of the wall region compressed to a box of size wB when it is
reinjected in the bulk W =
√
wB/(γa). All fluctuations inside W are
averaged when they are reinjected.
Our analysis shows that the only way to reduce the effect of the wall is
to increase the coefficient a so that the distance between the mixing pat-
tern and the wall d(t) = 1/at decreases faster. This can be achieved in an
experiment by taking a stirring rod closer to the wall (this corresponds to
“scraping the bowl” while making a cake!). If fluctuations corresponding to
strips injected from the boundary are smaller than concentration fluctua-
tions coming from the averaging of dye strips, the effect of the wall will not
be visible during a first phase.
Results of a simulation realized for a = 200 are plotted in Fig. 4.23.
(We have used a modified version of the model, that is f1(x) = x − ax2
for x < (1 − γ)/a and f1(x) = γx for x ≥ (1 − γ)/a in this simulation.)
After a short superexponential decay of variance, we observe two distinct
exponential regimes. The first one correspond to the decay of fluctuations
due to stretching inside the bulk, while the second phase of smaller slope is
the signature of the strange eigenmode dominated by the boundary. Notice
that increasing a also increases the decay rate α = 1 − 2a(κ/4a)1/3 of this
strange eigenmode. No power-law decay is visible in this case, as fluctua-
tions due to stretching in the bulk are higher than fluctuations coming from
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injected white strips during the phase where such strips have a power-law
scaling – that is before the onset of the strange eigenmode.
In the course of writing this manuscript, we became aware of another
recent independent approach to characterize the effect of no-slip hydrody-
namics on mixing. Salman and Haynes [96], using theoretical arguments
initially developed by Chertkov and Lebedev [25, 24, 59], wrote an effective
diffusion equation for the concentration field of a passive scalar, averaged
on many realizations of a short-correlation flow. Using the structure of the
effective diffusion tensor close to a no-slip wall, combined with an order-of-
magnitude analysis of the effective advection-equation equation, the authors
distinguished 4 stages of homogenization in the whole domain:
• a first stage during which filaments are compressed down to the bulk
Batchelor scale wB (using the notations we defined),
• a second mixing step where strips of scale wB average until the bulk
field is completely smooth. Salman and Haynes suggest an exponential
decay of concentration variance during the phase.
• a power-law decay of the variance in the whole domain, as a shrinking
pool of unmixed fluid remains in the boundary region.
• eventually, an exponential decay once the width of the unmixed pool
is of the order of magnitude of the diffusive length. This final step is
discussed in details in the following paragraph.
Although our analysis shares some features with the scenario of Salman
and Haynes, we disagree on a central point: because of the reinjection of
unmixed fluid along the unstable manifold of the parabolic point, variance
is not exponentially exhausted in the bulk. We indeed measure a power-law
decay of the variance in the whole domain scaling as t−1, as fluctuations
are trivially dominated by the remaining unmixed pool, which scales as 1/t.
However, we have also shown that the concentration field inside the bulk
– where exponential stretching is at play – also has non-trivial power-law
dynamics, a distinctive spatial structure born by the unstable manifold of
the parabolic point, and resulting typical concentration distributions. This
behavior in the bulk is of particular interest, e.g. for industrial applications:
the effect of no-slip boundaries is not felt only in a boundary layer that could
be discarded while manufacturing the final mixed product; walls rather
contaminate the whole mixing domain up to its high-stretching core because
of the reinjection process.
The asymptotic appearance of a strange eigenmode is also mentioned
in the study of Salman and Haynes [96]; however, our model permits an
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explicit analytical calculation for the decay rate of the eigenmode, and its
scaling with the Pe´clet number κ, which are new results as far as we know.
4.4 Bounded domains where the chaotic
region is ”protected” by an elliptic
region encircling the wall
We have seen in the previous section that the influence of no-slip walls is
spectacular as long as the chaotic region extends to the wall, since (i) no-slip
hydrodynamics impose that homogenization is very slow close to the wall,
moreover (ii) ill-mixed fluid is continuously reinjected inside the bulk and
contaminates the mixing pattern even in the high-stretching region.
We have looked for a way to “protect” the chaotic region from being
infected by the no-slip wall. To this purpose, we have used our closed-
flow mixing apparatus to study another type of mixing protocol , which
is depicted in Fig. 4.24 (a). This time, the cylindrical rod is moved on a
epitrochoid, that is a circle with an inward loop. The rod path equation is
given by
z = x+ iy = ri exp(2πit) + ro exp(4πit) (4.43)
with ri = 0.19 and ro = 0.48. Some topological mixing aspects of this
protocol are studied in [38, 44].
The Poincare´ section in Fig. 4.24 (a) shows that the resulting phase
portrait is separated in two regions: a large central chaotic region, and an
annular regular region encircling the wall, where trajectories are roughly
circular. As a rule of thumb, such a topology of the Poincare´ section arises
when particles close to the wall ”see” a global rotation, either when the
wall itself is moving, or as in our case when the rod travels always with a
continuous direction on the outer envelope of its path. As a result of the
nature of the Poincare´ section, fluid particles initially close to the wall never
go inside the central chaotic region, notwithstanding diffusion between the
two regions, which is negligible for the duration of an experiment. We
therefore expect different homogenization dynamics.
The dye pattern of Fig. 4.24 (b-d) confirms the nature of the Poincare´
section obtained from numerical simulations. Indeed, a blob of dye is
stretched and folded in many filaments under successive iterations of the
protocol, yet it is only dispersed up to the frontier of the chaotic region.
We measure the concentration field inside a large square inside the chaotic
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(a) (b)
(c) (d)
Figure 4.24: (a) Poincare´ section of the epitrochoid protocol (i.e. a rod is moved
periodically on an inwards looping path). The phase portrait is separated into a
central circular chaotic region, and a regular region around the wall. The radius
of the chaotic region is broadly determined by the greatest distance between
the rod and the domain center. (b)-(d) Successive homogenization steps. Note
the resemblance between the observed concentration patterns.
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Figure 4.25: Concentration
variance measured inside the
chaotic region for the epitro-
choid protocol. We measure an
exponential decay σ2(C, t) ≃
σ20 exp(−αt), with α ≃ 0.31.
region. This time, the variance decays exponentially as
σ2(C, t) ≃ σ20 exp(−αt) (4.44)
with α = 0.31. Moreover, concentration PDFs have a very different shape
than for the figure-eight case (see Fig. 4.26(a)): PDFs are much more sym-
metric, have a Gaussian core around the maximum value and exponential
tails. White concentrations have a negligible value after a few periods,
as no white fluid source is present in this case. The appearance of expo-
nential rather than Gaussian tails indicates the importance of stretching
correlations, which permit rare events (high fluctuations from the mean)
to survive. After 10 periods, the shape of the PDF becomes approxima-
tively self-similar, as can be seen on Fig. 4.26(b), consistently with the
onset of a strange eigenmode. We indeed observe a permanent spatial pat-
tern after a few periods (Note that this does not prove the existence of a
strange eigenmode: a protocol with a parabolic point on its boundary also
yields a recurrent spatial pattern, dominated by the unstable manifold of
the parabolic point).
Let us note that there have been very few observations, be they experi-
mental or numerical, of a strange eigenmode in a physical flow (by physical
flow we mean a deterministic flow that can be obtained in an experiment).
Precise measures of concentration fields have been performed in dye ho-
mogenization by magnets arrays [95, 52, 127], yet no exponential decay
was clearly evidenced (plots of the variance evolution in [95], [127] and [52]
on a linear scale seem slower than exponential). We therefore believe our
protocol is a good candidate to study strange eigenmodes.
Our results are consistent with the simulations of Salman and Haynes [96],
where an exponential decay was obtained with solid slip boundaries. Fur-
ther understanding of our experiment would require to relate the mixing
rate α to dynamical or topological properties of our flow. Finding such
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(a)
(b)
Figure 4.26: Concentration PDFs for the epitrochoid protocol from periods 7
to 23, in log-linear plots. (a) P (C). (b) PDF of the rescaled concentration
X = (C − 〈C〉)/σ(C). These experimental PDFs display a Gaussian core as
well as approximatively exponential tails on both sides, and are broadly self-
similar. Note the striking difference between the rescaled shape and the PDFs
for the figure-eight-case (Fig. 4.9 (b)).
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relations has the subject of much recent research about strange eigenmodes
[37, 131, 116, 112, 48], but no general theory for physical flows exists yet.
In the following paragraph, we shortly sketch some hints to understand the
structure of the observed eigenmode. No rigorous proof is provided here,
and this discussion shouldn’t be regarded as more than a bit of science-
fiction. Yet, we hope these suggestions might fuel some future develop-
ments.
We have seen in Sec. 4.2 how the concentration eigenmode is dominated
by the periodic point of weakest compression in the case of a fully hyper-
bolic baker’s map. However, the inhomogeneity decay rate results from
a subtle averaging of neighboring dye strips that is highly dependent on
stretching correlations, and finding the expression of the decay rate is prob-
lematic. In our protocol, we believe the equivalent of this periodic point
is played by the periodic structures with lowest stretching, that is some
periodic parabolic points inside the chaotic region. Such parabolic points
give rise to “fat” folds visible in the mixing pattern (see Fig. 4.24 (b)). In
Chapter 3, we have suggested that parabolic points play a special role in
the mixing pattern, as they allow bunches of dye filaments to be folded. We
have therefore proposed that efficient ghost rods must be searched among
periodic parabolic points. Moreover, there is a trade-off between stretching
and curvature in incompressible flows [63, 21, 113], therefore folded strips
keep a larger width than elongated parallel ones. More precisely, a scaling
law Λ ∝ k−1/3 between the cumulated stretching Λ of a filament, and the
curvature of the line k, has been evidenced in Ref. [113]. Material lines
therefore experience little stretching close to parabolic points, where they
are repeatedly folded. It has been shown recently [115] that the maximal
curvature of a material line attached to a periodic parabolic point grows
linearly with time, as
k = an, (4.45)
where the strength of the parabolic point a is related to the importance of
non-linear terms in the Poincare´ map. The width of a dye filament close
to a periodic parabolic point then decreases very slowly (as t−1/3 asymp-
totically). We therefore expect the mixing pattern to be determined by a
specific orbit of periodic parabolic points and their unstable manifold. This
is confirmed by the experimental pictures (see Fig. 4.24), yet quantifying
this assertion will require further understanding of stretching dynamics close
to a parabolic point. Fortunately, the singularity of parabolic points might
allow to make crude simplifications as we did for the figure-eight protocol,
whereas the hyperbolicity of the baker’s map imposes to take into account
complicated spatial correlations for stretching. The holy grail, of course,
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Figure 4.27: Dye homogenization
experiment in a co-rotative blink-
ing vortex, taken from Jana et al.
[50]. Two cusps at the border
the dye pattern reveal the pres-
ence of two parabolic points on
the boundary. This is a variant
of the figure-eight protocol where
there is only one parabolic point
on the wall.
would be to relate the concentration decay rate to topological properties
of a braid formed with parabolic points. This will be the subject of future
research.
4.5 Discussion
The results of this chapter can be summarized as follows. First, we have
demonstrated the importance of the phase portrait in the vicinity of a no-
slip wall for homogenization dynamics in a closed flow. We have described
a universal mixing scenario for mixers where the chaotic region extends to
the solid wall. No-slip hydrodynamics in the wall region impose that poorly
mixed fluid is slowly reinjected in the bulk along the unstable manifold of
a parabolic point. (Note that phase portraits with many injection points
are also possible, as can be seen in Fig. 4.27. This shouldn’t affect the
validity of our arguments.) Mixing dynamics are then controlled by the
slow stretching at the wall, which contaminates the whole mixing pattern
up to its core. A second universality class correspond to a phase portrait
separated into a central chaotic region, and a regular region encircling the
wall. This is a trick to retrieve “slip” boundary conditions for the chaotic
region, and experiments realized for this class indeed yield an exponential
decay of fluctuations, consistent with the observation of a strange eigen-
mode. Predicting the topology of the phase portrait for a given stirring
protocol is therefore of high importance. As can be seen in Fig. 4.28, the
topology of stirring rods trajectories does not suffice for this purpose. It is
our hope that the braiding of ghost rods [44] might provide more relevant
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Figure 4.28: The topology of a rod trajectory does not determine the phase
portrait close to the wall. We show here two Poincare´ sections for two versions of
a protocol characterized by three-loop trajectory of the stirring rod. In the first
protocol, both sides loops are small enough so that the wall sees only a global
rotation corresponding to the central bigger loop. This gives a Poincare´ section
with a regular region encircling the wall. However, the same path topology with
three loops of equal size produces a chaotic region that extends to the wall,
with two parabolic injection points (the corresponding reattachment points are
also visible in the section).
information – the basic idea being to distinguish between protocols which
induce a global rotation or not.
Also, our study has highlighted the role of periodic structures with lowest
stretching in the construction of a time-coherent mixing pattern, dominated
by their unstable manifold. This applies to the least unstable periodic point
in the baker’s map (thus a hyperbolic point), to the wall parabolic point
for the figure-eight case, and probably to the bulk parabolic points for
the epitrochoid case. The importance of elliptic region for limiting mixing
dynamics has been emphasized in other studies [89, 90].
Chapter 5
Homogenization in open flows
Throughout the previous chapter, we have focused on mixing mechanisms
in bounded systems, where homogenization arises through the averaging of
different filaments which are stretched as they wander through the chaotic
region. We have proposed different mixing scenarios, depending on the
nature of the Poincare´ section, and we have highlighted the crucial role of
no-slip walls for homogenization dynamics.
Here, we address the question of scalar mixing in open flows. We wish in
particular to relate statistical properties of the scalar concentration field to
specific Lagrangian transport resulting from open-flow dynamics. For that
purpose, we analyze homogenization experiments in the open-flow channel
mixing device, where a concentration fluctuation – a blob of dye – injected
upstream of the mixing region is advected by the main flow, and then
stretched and folded into a complex mixing pattern, both in the mixing
and downstream regions as it is gradually washed away by the main current.
We focus here on generic mechanisms governing homogenization dynamics;
relevant measures to characterize this mixing processes, and the mixers
themselves, will be discussed in the next chapter. It turns out that the
approach developed for closed flows can be adapted efficiently to open flows,
and we will make extensive use of the knowledge gained in the previous
chapter to describe mixing in our channel flow. It should be kept in mind
that by“open flows”, we refer to throughflow systems where the velocity field
is stationary far from a spatially limited mixing region. Such terminology
is also employed for successive mixing elements as in micromixers e.g., but
that is not what we aim at describing here.
In a first section, we briefly sketch distinctive features of fluid transport
realized by butterfly and breaststroke protocols. We show that regarding the
role of no-slip side walls, the former can be mapped to the closed-flow figure-
eight protocol, while the latter is the open-flow equivalent to the epitrochoid
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Figure 5.1: Phase portrait for a butterfly open-flow protocol. The extent of
the mixing region can be determined from the first crossings of the stable and
unstable manifold of the separation point P – the furthermost upstream point
of the chaotic saddle. See Fig. 3.12 in Ch. 3 for more details. Note that the
mixing region is well separated from the side walls.
protocol. Section 5.2 addresses the butterfly case, where free trajectories
shield the mixing region from the effect of the walls. We illustrate the
appearance of an open-flow strange eigenmode, that is a recurrent spatial
pattern of decaying contrast. A simple 1-D model is introduced to flesh
out this scenario. In section 5.3, we study the breaststroke case where
parabolic stagnation points on no-slip side walls store poorly stretched fluid
for long times, and result in modified residence time distributions, and
mixing dynamics.
5.1 Introduction – similarities with
homogenization in closed flows
In open flows, efficient mixing – that is repeated stretching and folding –
takes place in the vicinity of the bounded unstable orbits of the chaotic
saddle [109]. As in closed flows, these periodic orbits braid forever in a non-
trivial way and stretch significantly dye particles in their vicinity: topologi-
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Figure 5.2: Plot of the mixing region for a breaststroke protocol. The mixing
region is delimited by the manifolds of two parabolic stagnation points on the
side walls, that arise from the competition between the main flow and the rods
motion near the walls.
cal chaos exists in open flows as well. However, from a Lagrangian point of
view, mixing only occurs during the limited time a point-like particle spends
inside the mixing region. One should first wonder about the geometry and
extent of the mixing region. Since particles eventually escape downstream,
Poincare´ sections are not relevant tools to characterize the phase space for
transient chaos. As chaotic bounded orbits fill a dense bounded set [109], it
is yet possible to define a “chaotic region” as the closure of such orbits, to
which we refer as mixing region in the following. One illustrative example
has been drawn in Fig. 5.1 for a butterfly protocol. Using flow symmetries,
we have described in Chapter 3 how to obtain the extent of the chaotic sad-
dle from the intersection of its stable and unstable manifolds – the latter
being traced out by dye particles that have spent a long time inside the
mixing region. Such a definition allows to distinguish as well an upstream
region where fluid particles have never entered yet the mixing region, and
a downstream region where fluid particles will never enter again the mixing
region. Such a definition is not unique as some particles might never enter
the mixing region at all; the cartoon in Fig. 5.1 corresponds to the most
symmetric solution.
Butterfly and breaststroke protocols yield different topologies of the mix-
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(a) (b)
Figure 5.3: Transport properties of the butterfly and breaststroke protocols. (a)
In the butterfly case, rods travel with the main flow along the channel sides, so
that they help fluid to cross from upstream to downstream. The induced phase
portrait consists a thin layer of free trajectories parallel to the wall, where no
bounded orbits of the chaotic saddle can exist. and of the mixing region – the
closure of the chaotic saddle –, which is here well separated from the side walls.
(b) In the breaststroke case, rods travel with the main flow in the center, yet
against the flow along the channel sides. This results in a phase portrait with
two stagnation points on each side, which are parabolic for no-slip boundary
conditions. Here the mixing region extends over the whole channel width, and
fluid enters the mixing region along the unstable manifold of the stagnation
points (in red).
ing region, as can be seen in Figs. 5.1 and 5.2. For the butterfly version, the
chaotic region is well separated from the channel sides, where free trajecto-
ries are allowed to follow the side walls, and never visit the mixing region.
Basic transport features of the flow account for this situation: along the
channel sides, rods travel in the same direction as the main flow, so that
they help fluid to reach the upstream region (Fig. 5.3 (a)). This favors the
existence of free trajectories that shield the mixing region from the side
walls. This situation appears to be quite similar to the epitrochoid closed-
flow protocol studied in the previous chapter, where a central chaotic region
is shielded from the wall by an annular regular region. Here, the mixing
region plays the role of the chaotic ergodic region, and the free trajectories
layer corresponds to the regular region.
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Fig. 5.2 shows the approximate location of the mixing region for the
breaststroke protocol, which is again obtained by following the lower bound-
ary of the dye pattern for long times, and joining it with its symmetric image
with respect to the x = 0 axis (see Section 3.3 for more details about this
method). This time, the mixing region extends to the side walls, and new
fluid enters the mixing region only through the funnel-shaped cusp that
separates the two left and right parts of the mixing region (Fig. 5.2). Once
again, this can be traced back to the motion of the rods with respect to
the main flow. Along the channel walls, rods travel against the main flow.
Two stagnation points, one on each side wall of the channel, stem from
this competition (red circles in Fig. 5.2). The unstable manifolds of these
points are transport barriers and delineate the lower frontier of the mixing
region (see Fig. 5.3 (b)). As in the closed-flow case, these stagnation points
are parabolic, and we expect the same scalings for the velocity field near
the parabolic point to hold (Eqs. (4.11), (4.13) and (4.15)), as they ensue
directly from no-slip hydrodynamics on the wall. Thus, there is on each side
of the channel a parabolic injection point, from which fluid is transported
to the core of the mixing region, and a symmetric parabolic reattachment
point at the frontier with the downstream region, where parallel filaments
pile up (see Fig. 5.2). This phase portrait is strongly reminiscent of the
figure-eight closed-flow protocol, and more generally of closed flows where
the chaotic region goes to the wall. We expect these parabolic points to
store for long times poorly stretched fluid, as they do in closed flows [43].
Taking advantage of this strong analogy between closed and open flows,
we will first study the butterfly case, which we expect to be more ideal as
stretching is more homogeneous in the mixing region, and then we will take
on the breaststroke case and examine the role of no-slip walls. Note that
by “ideal”, we refer to the nature of the phase portrait rather than to the
efficiency of mixing. The breaststroke case should be a better candidate for
most industrial applications than the butterfly one, as the dye pattern covers
the whole channel width; yet its effects are more difficult to understand
because of the presence of stagnation points on the walls.
5.2 Butterfly case: bulk-only chaotic saddle
and open-flow strange eigenmodes
5.2.1 Phenomenological description
Over the three first chapters of this manuscript, we have described many
times the typical advection scenario for a dye blob injected upstream of
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the mixing region. As the blob arrives is advected towards the mixing and
downstream region, some part of it escapes immediately downstream and
therefore stays “unmixed”, while the remainder is caught by the rods inside
the mixing region (see Figs. 1.4 or 3.9 for illustration of this process). In
Chapter 3 (Sec. 3.3), we have concentrated on quantifying the fraction of
fluid escaping rapidly, and we have shown how this quantity could be eval-
uated geometrically, using an asymptotic image of the downstream pattern
which shadows the unstable manifold of the chaotic saddle. Here, we aim
at describing the evolution of the concentration field after this short initial
transient.
From visual inspection, the evolution of the concentration field inside
the mixing region can be decomposed in two steps.
• As dye enters the mixing region in the wake of a rod, fluid particles
are repeatedly stretched and folded by the rods into thinner and thin-
ner filaments. Dye filaments are dispersed all over the mixing region
as fluid particles visit the vicinity of different orbits of the chaotic
saddle (as such orbits are unstable, point-like particles jump from one
orbit to another. This results in a complex network of elongated dye
filaments between such orbits.) Very quickly (typically, after two or
three periods), the frontier of the mixing region seems invariant – this
means that some dye particles have come close to the separation point
P (see Fig. 5.1) and are elongated along its unstable manifold.
• As in closed flows, diffusion limits the thinning process at a typical
Batchelor scale where diffusion and stretching balance. Once filaments
have reached this diffusion scale, they fill out an invariant domain
where many filaments overlap. This domain is the intersection with
the mixing region of the unstable manifold of the chaotic saddle, that
is, dye can be found close to periodic orbits and along their unstable
manifolds, as such orbits are unstable. It has been shown that the
unstable manifold of the chaotic saddle is a fractal set [111]. The
fractal structure of the pattern is apparent in Fig. 5.1 or 5.4. Large
white holes in the pattern correspond to the incorporation of unmixed
fluid from upstream, at places where no periodic orbits can survive.
This white patches are then stretched and folded, so that they are
squeezed between also elongated dye filaments: the stretching process
in responsible for the scale-invariance characteristic of fractal objects.
Here the unstable manifold is fattened up by diffusion, so that the
pattern has a finite measure, contrary to the fractal set.
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The permanent coverage of the fattened unstable manifold by dye is
easily understood, yet quantitative dynamics of the concentration field are
more difficult to predict. In the following, we show that the concentration
field converges to a permanent self-similar field with exponentially decaying
contrast, as could be guessed from visual inspection. We give a phenomeno-
logical description of this pattern, and describe its variations with stirring
frequency.
5.2.2 Pattern description
Asymptotic concentration patterns are shown in Fig. 5.4 for different stir-
ring frequencies (f = 1.5, 2, 3, 4, and 8 rpm). As bounded trajectories
trapped in the mixing region can survive further from the rods for a rela-
tively weaker global advection, the size of the mixing region increases with
the stirring rate. The total size of the mixing region (defined as the size of
the blue-shaded area in Fig. 5.1) is plotted in Fig. 5.5. The growth of the
area with stirring frequency saturates for high frequencies, as radial growth
is limited by the channel side walls for high frequencies.
Significant evolution with increasing stirring frequency is also visible for
the geometry of the downstream concentration pattern. The spatial peri-
odicity of the pattern is entirely governed by the stirring period (remember
that we fix the global flowrate), so that more lobes are visible in the region
of interest for higher stirring frequencies. The balance between the main
flow, that takes away fluid downstreamward, and the flow created by the
rods, which brings fluid back in the center of the channel, is responsible
for the lateral extent of the lobes, which decreases with f . In Chapter 3,
we have related the typical residence time inside the mixing region to this
lateral extent.
Beyond geometry, it is also interesting to characterize the concentration
distribution inside the mixing region or in the downstream lobes. Global
contrast variations may decay with time, as less and less dye remains inside
the mixing region, yet fluctuations normalized by the remaining amount of
dye seem to be stable in the Poincare´ map (this will be confirmed later by
quantitative measures of the concentration field). Large fluctuations are of
two natures.
• White strips correspond to holes in the fractal dye pattern, which
are images of newly injected upstream fluid, and are therefore always
observed at the same locations in the Poincare´ map. Thinner strips
have been injected earlier and then stretched and folded.
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(For caption see opposite.)
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Figure 5.4: (Previous page) Asymptotic concentration pattern for different stir-
ring frequencies: f = 1.5 (a), 2 (b), 3 (c) and (d), 4 (e) and 8 (f) rpm.
Beyond the global flower-shaped aspect, obvious differences and trends are vis-
ible on these pictures. First, the size of the mixing region increases notably
with the stirring rate. Also, the lateral extent of downstream lobes globally
decreases with stirring frequency. Homogeneity inside the filamentary mixing
pattern varies with f in the following way: (i) a larger fraction of white holes
is visible for smaller stirring rates (this corresponds to a smaller fractal dimen-
sion of the unstable manifold Wu), (ii) the mixing pattern seems globally more
homogeneous for higher stirring frequencies, except for f = 8 rpm where two
elliptical islands might perturb homogenization processes. For all frequencies,
high contrast black zones are visible in the vicinity of folds, i.e. bulk parabolic
points where stretching is low.
.
Figure 5.5: Mixing region area
vs. stirring frequency. As
can also be seen in Fig. 5.4,
the size of the mixing region
increases noticeably with stir-
ring frequency. However, this
growth saturates for f = 8, as
side walls limit the radial growth
at play for small stirring fre-
quencies.
• Dark filaments that bear a concentration greater than the mean value
are visible near large folds inside the pattern, where stretching is small
and bulk parabolic points are nested. The separation point P (see
Fig. 5.1) is also one of the structures where stretching is smallest, as
it is far from the rods. This results in a darker boundary region for
both the mixing region and the lobes torn away.
Finally, we note the appearance of two small elliptical islands for f = 8
rpm (Fig. 5.4 (f)). Three darker “branches” emanating from each island
determine partly the structure of the mixing pattern, and the paths along
which these low-stretching regions contaminate the remainder of the field.
We have observed that these islands survive and even get bigger for higher
stirring frequencies (however, 3-D effects become apparent at such high
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stirring rates, so we did not measure the concentration field for these fre-
quencies).
All in all, the mixing pattern inside the mixing region seems to become
more homogeneous while increasing the stirring rate up to 4 rpm, but is
less homogeneous at f = 8 rpm (and presumably for f > 8 rpm), where
elliptical islands may be responsible for larger concentration fluctuations
that are observed. It is interesting to note that there seems to be an optimal
stirring rate for mixing quality. In order to characterize the homogeneity
of the downstream pattern, one must take into account the homogeneity
inside the lobes, but also the relative area occupied by the lobes. Once
again, a better homogeneity is achieved for higher stirring rates, except for
f = 8 rpm. We quantify this evolution in the next section.
5.2.3 Statistical properties of the concentration field
Measures – We measure and analyze the statistical properties of the
concentration field in two different regions: a large rectangle that extends
over the channel width and encloses the lower part of the mixing region,
up to the lower part of the rods, and a downstream rectangle determined
by the channel width and the spatial period of the pattern – it therefore
contains one lobe on each half of the channel. We will refer to the former as
the mixing region concentration field, and to the latter as the downstream
concentration field.
We present below results for the evolution of the concentration mean,
variance and PDFs with time. Such quantities are obtained using the re-
lation between light intensity as recorded by the camera, background light
intensity, and dye concentration as determined by the calibration of the
camera. Pictures taken with the camera used for open-flow experiments
suffer from a weak but noticeable Gaussian white noise, delta correlated
in space and time. This results in a statistical error of σnoise = 10
−4C0
for the concentration field, where C0 is the dye concentration of the initial
blob. Linear quantities such as the concentration mean are not affected
by this noise, contrary to the variance. However, cumulants of uncorre-
lated signals simply add, so that we retrieve the concentration variance as
σ2(C) = σ2measured−σ2noise. In the same way, we use a Wiener filter to reduce
the amount of noise while computing concentration PDFs.
Results – We have plotted in Fig. 5.6 the evolution of the concentration
mean and standard deviation in the mixing and downstream regions for
different stirring frequencies. For f ∈ {1.5, 2, 3, 4}, all quantities display
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an asymptotic exponential evolution. Remarkably, the mean and standard
deviation share the same characteristic time 1/α:
〈C〉R ≃ CR exp(−αn) (5.1)
σR(C) ≃ σR exp(−αn), (5.2)
where R stands for the mixing or downstream region and n is the number of
stirring periods. 1/α, as determined by the mean concentration evolution,
represents the mean number of periods spent by a particle inside the mixing
region. We have studied in Chapter 3 its evolution with stirring rate, and
we have shown that α scales as 1/f to conserve flowrate, with a geometric
correction that accounts for the partial coverage of the channel width by the
stable manifold of the chaotic saddle. The observed parallel evolution of the
first moments hints at the onset of a self-similar concentration field, that
is of an open-flow strange eigenmode. This will be confirmed and justified
later on.
Figure 5.6: Concentration mean and standard deviation in the mixing and down-
stream regions, plotted against the number of stirring periods n for stirring fre-
quencies f = 1.5 rpm a), 2 rpm b), 3 rpm c) and 4 rpm). For all experiments,
mean and standard deviation in the two regions show an asymptotic exponential
evolution with the same characteristic time. The relative position of the curves
representing the mean and standard deviation measures the homogeneity of the
pattern.
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Figure 5.7: Concentration mean and
standard deviation in the mixing and
downstream regions, for f = 8 rpm.
After a long exponential regime, we
observe for long times a second phase
where the evolution of the mean and
standard deviation are not parallel any
more. This may be attributed to ellip-
tical islands.
A first evaluation of mixing efficiency is given by the relative intensity
of fluctuations normalized by the concentration mean I = σR(C)/〈C〉R =
σR/CR, which can also be read from the relative positions of the mean
and standard deviation plots in Figs. 5.6 and 5.7. In accord with the
above visual observation, we notice that concentration patterns are more
homogeneous for higher stirring frequencies, and that downstream fields are
less homogeneous than in the mixing region, because of the limited lateral
extent of the lobes.
For f = 8 (Fig. 5.7), the evolution of concentration mean and standard
deviation are still exponential and parallel during the first 70 periods, but for
longer times the mean concentration decays slower than the variance. This
crossover might be due to elliptical islands, and the hierarchy of KAM tori
surrounding them where fluid can be trapped for times much longer than the
mean residence time. It is still possible to define an instantaneous relative
importance of fluctuations: using the definition I(t) = σR(C)/〈C〉R, we
see that despite a good homogeneity inside the mixing region, mixedness
is poor in the downstream region because of the small lateral size of the
lobes. Other studies have evidenced an asymptotic power-law residence
time distribution for chaotic saddles with elliptical islands [58, 103] that is
not observed here. We speculate that this power-law regime might be seen
only for very long times in our experiments, as our blobs are initialized far
from the islands.
For a complementary analysis, we have plotted in Figs. 5.8 concentra-
tion distributions measured in the mixing region for different stirring rates.
We have also represented PDFs of the concentration normalized by the
instantaneous mean value 〈C〉(t). We observe that the concentration his-
tograms converge to an invariant self-similar shape for long times: PDFs
of the renormalized concentration C/〈C〉 collapse on a single curve. This
curve characterizes the asymptotic partly homogenized state: it is wider for
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Figure 5.8: From left to right and top to bottom. (a) and (b) f = 1.5 –
Concentration PDFs at periods 9 to 20, and PDFs of the renormalized concen-
tration C/〈C〉 at periods 13 to 20, showing the onset of a strange eigenmode.
Renormalized histograms have a wide shape, with an approximately exponential
right tail. (c) and (d) f = 2 – PDFs at periods 7 to 23, every 2nd period,
and P (C/〈C〉) at periods 13 to 23. The asymptotic histogram is narrower
than for f = 1.5, which denotes a better homogenization. An exponential right
tail on about two decades is also visible. (e) f = 3 P (C/〈C〉) at periods 9
to 31, every 2nd period. The asymptotic curve is narrower than for f = 1.5
and f = 2, which is the fingerprint of a more efficient homogenization. An
approximately exponential right tail is also visible. Inset: we have plotted the
cross-correlation coefficient r between images of the concentration pattern at
successive periods. r converges quickly to values close to 1, which also hints
at the onset of a strange eigenmode (although non self-similar concentration
fields could also yield strongly correlated patterns). (f) f = 8 P (C/〈C〉) at
periods 39 to 60, every 2nd period. We observe a very wide strange eigenmode
with a humpy shape that can be traced back to the complicated structure of
the concentration pattern in Fig. 5.4 (f). The last iterates shown here do not
collapse very well on the master curve, especially for high-concentration values.
This departure from the strange eigenmode regime is probably due to elliptical
islands inside the mixing region (Fig. 5.4 (f)), and was also visible from the
moments evolution in Fig. 5.7.
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more heterogeneous patterns (here fore small stirring rates, and also f = 8).
A roughly exponential tail for values greater than the mean indicates the
persistence of rare events, i.e. important concentration values in the vicin-
ity of periodic structures with low stretching (e.g. parabolic points). Note
that for very long times, noise amplitude cannot be neglected any longer
compared to the mean concentration, and the measured PDF results from
a convolution between the real concentration PDF and the Gaussian noise
PDF. Collapse on the characteristic curve is then poorer compared to ear-
lier times. It is important to note that the asymptotic PDF shape appears
to depend on the stirring frequency, and no universal shape can be ex-
tracted from our experiments. We might have expected such observation,
as the strange eigenmode strongly depends on the structure of the unstable
manifold of the chaotic saddle and on the stretching distribution inside the
mixing region.
For f = 8, we observe an apparent strange eigenmode in the time inter-
val where standard deviation and mean value are parallel, but later PDFs
diverge from this strange eigenmode, probably as a result from the action
of elliptical islands.
We now have clear evidence for an open-flow strange eigenmode, i.e. a
self-similar field whose relative fluctuations are permanent despite a global
exponential decay. This work is to our knowledge the first observation of a
strange eigenmode in open-flow chaotic mixing. Recurrent structures have
been observed in many experimental [104] or numerical studies [53], and
they have been linked to the unstable manifold of the chaotic saddle, yet
quantitative evolution nonlinear moments or PDFs of the concentration field
of a scalar to mix has never been described before. In the remainder of this
section, we justify the appearance of such an eigenmode, using a simplified
1-D map as we did for closed flows.
5.2.4 1-D model: an open-flow baker’s map
Model – We now wish to derive a simple model that reproduces the
principal mechanisms responsible for homogenization in our mixer, that is
(i) a main flow that feeds continuously new fluid into a mixing region, and
conversely tears away a fraction of the mixing region, (ii) a stretching and
folding process inside the mixing region, and (iii) molecular diffusion that
determines the smallest scale of stretched filaments.
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Figure 5.9: Open-flow 1-D baker’s map f . Outside the unit interval (not shown
on the plot), f translates fluid particles by a distance U at each iteration and
thus mimicks the far upstream and downstream channel flow with flowrate U .
Inside the unit interval, f acts as an inhomogeneous baker’s map with two
branches of respective stretching γ and 1 − γ, and a shift by U . A fraction
1−γ of fluid particles in the interval [xc, 1], where f2(xc) = 1 will be taken away
downstream at the next iteration. Note that f has a fixed point xf = U/(1−γ).
We propose the following 1-D map of the real-axis:

f(x) = x+ U for x ∈]−∞, 0] ∪ [1,∞[
f(x) =
{
f1(x) = U + γx
f2(x) = U + γ + (1− γ)x for x ∈ [0, 1]
(5.3)
where U > 0 is the flowrate, and 0 < γ < 1 and 1 − γ the two stretching
coefficients undergone by the two images of the unit interval (A plot of
f is shown in Fig. 5.9). The map f evolves 1-D concentration profiles as
C(x, t + 1) = C(f−1(x), t). The relation |f ′1(x)| + |f ′2(x)| = 1 insures mass
conservation, or, in other words, incompressibility. At each iteration of the
map, a strip of width U of upstream fluid (i.e. contained in the negative
part of the real axis) arrives in the unit interval. On the other hand, the
interval [xc, 1], where
xc = 1− U/(1− γ) (5.4)
is mapped downstream under the action of f2, so that a fraction 1 − γ of
the mass inside this interval disappears at each iteration. Fluid remaining
in the mixing region is stretched by factors γ and (1− γ).
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Figure 5.10: Typical evolution of the concentration profile in the interval [0, 1]
for the injection of a blob (left). The blob is stretched into a growing number of
filaments, which are wider than the diffusive scale wB during a first stage (sec-
ond picture). As filaments reach wB, neighboring filaments superimpose. Since
fluid keeps leaving the interval, the global amplitude of the profile decreases.
As in the channel flow experiments, we inject a blob of dye of width δ
in the upstream region, that is we choose an initial profile:
C(x, 0) =
{
1 for x ∈ [x0 − δ/2, x0 + δ/2]
0 outside,
(5.5)
where x0 + δ/2 < 0. The blob is translated until it reaches the mixing
region, where it is stretched and folded into many filaments, whereas some
fraction of the blob is advected downstream at each period. After each
iteration of the map, we perform a diffusive step by letting the concentration
profile evolve according to the diffusion equation with diffusivity κ and free
boundary conditions.
A typical evolution of the concentration profile inside [0, 1] is shown
in Fig. 5.10. As the blob enters the mixing region, it is transformed by
iterations of the map into a growing number of thinner filaments. In a
closed-flow baker’s map, 2n images of the initial blob would be present in
the mixing region after n iterations. However, some iterates escape down-
stream at each iteration in the case of a positive flowrate U , and are no
further replicated, so that fewer filaments are present in the mixing region.
Once compressed filaments reach the diffusive Bachelor scale wB, diffusion
smoothes the profile and neighboring filaments start to superimpose and
maximal concentration values decay. Meanwhile, new white upstream fluid
keeps being injected in the mixing region; iterates of these white slices are
visible as white holes inside the filamentary dye pattern. As time progresses
further, more fluid escapes from the mixing region; we observe a self-similar
profile, yet with decreasing amplitude.
Chaotic saddle – Our simple model allows to shed some more light on
somewhat abstract concepts such as the chaotic saddle and its manifolds.
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First note that the map f has one fixed point xf such that
xf =
U
1− γ . (5.6)
xf is an attractive point of f1, so that dye strips compressed by f1 converge
to xf . Fig. 5.11 shows a typical profile obtained after 20 iterations of the
map for an initial dye blob: the support of the dye pattern starts only at
x = xf , as all strips initially in the range [0, xf ] have converged to xf .
Because of diffusion, all these strips eventually aggregate inside a box of
size wB, where wB is the Batchelor scale at which diffusion and compression
balance. Since the fixed point is the upstreammost periodic orbit that can
survive inside the mixing region, that is the upstreammost point of the
chaotic saddle, it plays a role equivalent to the separation point P in the
butterfly experiments, at the lower end of the mixing region. The end of
the pattern is also located at a periodic point xe of higher period; xe is
2-periodic in the case of Fig. 5.11. However, all periodic points are highly
unstable. Iterates of a periodic point by cycles different from the one that
stabilizes them – e.g. f1 for xf – are non-periodic points that eventually
vanish downstream. These iterates form precisely the unstable manifold of
the periodic points.
Concentration field: onset of an open-flow strange eigenmode –
The qualitative evolution of the concentration field by the map reproduces
closely our experimental results. We observe an exponential evolution for
the decay of the mean concentration measured in the unit interval (shown
in Fig. 5.12),
〈C〉 ≃ C0 exp(−αt), (5.7)
showing an exponential residence time distribution (RTD) inside the mixing
region. Remarkably, higher moments of the concentration field have also an
exponential evolution with the same exponent α, as shown in Fig. 5.12:
Mi(t) =
∣∣∣∣
∫ 1
0
(C(x)− 〈C〉)idx
∣∣∣∣
1/i
≃ Ai exp(−αt). (5.8)
This scaling of moments is consistent with the observation of self-similar
concentration PDFs P (C, t) = Pˆ (C/〈C〉) (Fig. 5.13) and of a permanent
spatial pattern. An example of such a permanent pattern is plotted in
Fig. 5.11.
All the above results support the claim that an open-flow strange eigen-
mode sets in after a few periods. We now wish to provide convincing evi-
dence that the concentration profile must become self-similar rapidly, and
to explain the structure of this eigenmode in our simple map.
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Figure 5.11: Asymptotic permanent concentration profile for the open-flow
baker’s map with parameters U = 0.1, γ = 0.6, κ = 10−7. The support of the
eigenmode starts at the fixed attractive point xf , which is also the leftmost point
of the chaotic saddle. The fraction of the profile after xc so that f2(xc) = 1
will be advected downstream by f2 by the next iteration of the map.
Figure 5.12: Mean concentration
(solid line), and first moments of
the concentration field Mi(t) =∣∣∣∫ 10 (C(x)− 〈C〉)idx∣∣∣1/i (dashed line:
i = 2, dash-dot line: i = 3, dotted line:
i = 4), in a log-linear plot. The concen-
tration field was obtained by simulating
the 1-D baker’s map with parameters
U = 0.1, γ = 0.6, κ = 10−7.
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Figure 5.13: Probability distribu-
tion function of the concentration
normalized by its mean, from peri-
ods 20 to 100, every 10th period.
All curves superimpose very well;
this self-similarity is the fingerprint
of a strange eigenmode. Parame-
ters used for this simulation: U =
0.1, γ = 0.6, κ = 10−9.
Evidence for a strange eigenmode – For simplicity, we will first focus
on a particular realization of the map (5.3), with U = 0.1 and γ = 0.6. The
resulting concentration pattern is shown in Fig. 5.11. We have chosen the
parameters U and γ in a range where f1(1) < xc and f2(xf ) > xf . Under
this condition, the concentration profile can be divided into two main blocks
(shaded in blue and mauve in Fig. 5.11), which will allow us to build a simple
description of the action of the map, irrespective of its details. We call the
two blocks in Fig. 5.11 L (left) and R right. We also call Lt and Rt the
amount of dye contained respectively in L and R at time t:
Lt =
∫ xc
0
C(x, t)dx (5.9)
Rt =
∫ 1
xc
C(x, t)dx. (5.10)
The condition f1(1) < xc imposes that an iteration of f1 compresses L and
R into the interval [0, xc], whereas, since f2(xf ) > xc, f2 advects R away
downstream and compresses L into an interval on the right of xc. This
yields the following symbolic dynamics
Lt+1 = γ [Lt +Rt] (5.11)
Rt+1 = (1− γ)Lt. (5.12)
Here, the endpoint xe of the concentration profile is a 2-periodic point.
Noting Dt = Lt + Rt the amount of dye remaining in the mixing region at
time t, we obtain the following evolution law
Dt+1 = γDt + γ(1− γ)Dt−1. (5.13)
This gives the asymptotic scaling
Dt ∼ D0rt (5.14)
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for t→∞, with
r =
γ +
√
γ2 + 4γ(1− γ)
2
. (5.15)
(Note that r is half the golden ratio for γ = 0.5.) Symbolic dynamics
therefore determine the exact value of the decay rate α of the concentration
mean
α = − log
(
γ +
√
γ2 + 4γ(1− γ)
2
)
. (5.16)
Note that the value of α results only from simple geometrical considerations
yielding the symbolic dynamics Eq. (5.12); in particular, α does not depend
on the diffusivity κ. Also note that the symbolic dynamics (5.12), hence
the value of α (5.16), are observed for a finite-measure range of flowrates U
where f1(1) < xc and f2(xf ) > xf , that is
(1− γ)2
3− 2γ < U <
(1− γ)2
2− γ . (5.17)
This condition is dictated by the definition of the map, and has no direct
equivalent in the experiments. Other symbolic dynamics can be observed
for the map; another example with three symbols is given in the following.
Formally, we know from the study of 2-D diffeomorphisms [18] that it is
possible to define symbolic dynamics also in the experiments (in the absence
of elliptical islands, though), that is to decompose the mixing region into
a finite number “blocks”, where each block mapped onto a finite number
of blocks by the Poincare´ map of the flow. Such a partition into blocks is
called theMarkov partition of the flow [56, 1, 18]. However, it might be very
difficult to guess the Markov partition from experimental pictures, whereas
it is more easily found in the map, where the partition is determined by the
relative positions of the iterates of xf and xe.
The exponential regime for the decay of concentration mean is attained
as soon as the ratio between Lt and Rt is close to its asymptotic value,
that is when the “right proportion” is found in each block; this convergence
depends only on the large-scale evolution of the profile. Conversely, local
fluctuations of the profile inside the blocks contribute to higher moments
of the concentration field. This explains why the exponential regime sets
in earlier for the mean concentration than for higher moments in Fig. 5.12
(as a rule of thumb, for higher moments, the exponential regime is attained
when filaments reach the diffusion scale wB).
We now proceed to link the large-scale evolution of the concentration
field, that we have characterized using symbolic dynamics, to the small-scale
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evolution. As we already noticed for closed flows, the typical scale of varia-
tion of the concentration profile is the Batchelor scale wB ∼
√
κ/(1− Γ2),
with the mean stretching Γ =
√
γ(1− γ), at which diffusion balances
stretching. Let us consider a box of size wB. After a typical time t ∼
log(wB)/ log(Γ), many images of the unit interval have been compressed
into the box. Suppose for example that our box contains at time t the
image of the whole unit interval U at time t − n. This iterate contains an
amount of dye Ct = Dt−nΛ
(n), where Λ(n) is the compression factor un-
dergone by U during n periods to fit into the box. However, at the next
iteration of the map, the box will contain this time the image of U at time
(t−n+1) iterated n times, which contributes to the measured concentration
by an amount
Ct+1 = Dt−n+1Λ
(n) = r × Ct. (5.18)
We therefore expect the concentration measured in the box, and hence the
whole concentration profile, to decay by a multiplicative factor r at each
iteration of the map. Thus, the origin of the strange eigenmode can be
traced back to the global geometrical decay which cascades down to the
smallest scale wB because of the stretching and folding process.
The structure of the strange eigenmode can also be interpreted as fol-
lows: let us consider at time t a box of size wB, and the largest image of
the unit interval that fits into the box (for sufficiently long times). Hence,
there exists n < t such that
Λ(n) ∼ wB, (5.19)
where Λ(n) = λt−n+1..λt (λi = γ or 1 − γ) is the cumulative stretching
experienced by the image of U that has just collapsed into the box. Suppose
now that γ > 0.5 > 1 − γ. (5.19) implies that stretching histories with
mostly γ factors will need more symbols than a more efficient compression
sequence with mostly (1− γ) factors. The image of U for a low stretching
history (mostly γ) will thus correspond to the concentration pattern at an
earlier time t− n, and it will contain more dye, as the total amount of dye
decays with time. We therefore expect the concentration pattern to have
higher values at the least unstable periodic points, as for concentration
fluctuations in a closed flow. The highest values of the concentration profile
depicted in Fig. 5.11 are indeed found around the periodic point xf (which
is the least unstable periodic point for γ > 0.5) and its next iterates.
We have demonstrated the existence of an open-flow strange eigenmode
in a simple case where symbolic dynamics on only two symbols L and R are
available. However, we expect our reasoning to extend to more complicated
cases. We have computed the decay rate r = − log(α) for γ = 0.5 and 240
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Figure 5.14: Decay rate r = − log(α) of the concentration mean: 〈C〉(t) ≃
C0r
t, for γ = 0.5. Also shown in dashed plots are the naive guesses for the
remaining fraction 1− (1− γ)xc and 1− (1− γ)xc/(1− xf ). The shaded area
corresponds to the range of U determined by Eq. (5.17), where the symbolics
dynamics (5.12) are valid and yield a decay rate r = (1 +
√
5)/4 independent
of U .
values of U ranging from 10−2 to 0.25. The evolution of r with U is plotted
in Fig. 5.14. A first observation shows that the remaining fraction of dye r is
correctly approximated by the naive guesses (represented as dashed curves
in Fig. 5.14), corresponding (i) to a purely geometric evaluation of the
fraction of the unit interval U advected away, irrespective of the repartition
of dye in U , or (ii) with a correction which takes into account that the
concentration support start only at xf . This reads
r = 1− (1− γ)(1− xc) = 1− U, (5.20)
or for the more precise guess
r = 1− (1− γ) 1− xc
1− xf = 1−
U(1− γ)
1− γ − U . (5.21)
However, the evolution of r(U) is quite complicated and has a Devil-staircase
behavior , that is, it is a continuous, monotonically decreasing function
that is constant almost everywhere. In Fig. 5.14, we have shaded in blue
the range of U where Eq. (5.17) is verified, and hence symbolic dynamics
(5.12) are observed. Increasing U in such a range translates the 2-periodic
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to the right, but the same 2-block structure is observed for the concentra-
tion profile. As the escape rate 1− r depends only on the form of symbolic
dynamics, we observe a plateau of constant r in this range of U . In the same
way, each plateau visible in Fig. 5.14 corresponds to some specific symbolic
dynamics that are observed as long as an n-periodic point xe marks the end
of the chaotic saddle. As far as we know, there is no general rule for finding
the partition into blocks; our method consists in following the n iterates of
the last periodic point xe, on the period-n orbit that stabilizes xe. We have
represented in Fig. 5.15 another type of symbolic dynamics, this time on
three symbols with the following evolution rules
Lt+1 = γ [Lt +Mt] (5.22)
Mt+1 = γRt (5.23)
Rt+1 = (1− γ)Lt. (5.24)
The decay rate r is given by the largest eigenvalue of the transition matrix
 γ γ 00 0 γ
(1− γ) 0 0

 , (5.25)
that is 0.73 for γ = 0.5, which is indeed the height of the second largest
plateau in Fig. 5.14. For all symbolic dynamics, we can adapt the above
reasoning to prove (i) a global exponential decay of the mass inside the unit
interval, governed by the largest eigenvalue of the transition matrix between
symbols, and (ii) a permanent profile that sets in as small scale concentra-
tion values come from the compression of the whole interval profile, which
has an exponential decay.
We have evidenced the apparition of an open-flow strange eigenmode
in butterfly protocols, and we have illustrated this phenomenon using a
fully hyperbolic model. In the next section, we investigate whether non-
hyperbolic structures such as parabolic points on no-slip walls modify this
evolution.
5.3 Breaststroke case: the importance of
no-slip side walls
We now turn to the description of mixing mechanisms in the breaststroke
case, where the mixing region extends over the whole width of the channel,
and is limited by the manifolds of parabolic stagnation points on the side
walls.
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Figure 5.15: Asymptotic permanent concentration profile for the open-flow
baker’s map with parameters U = 0.2, γ = 0.5, κ = 10−8. (See text for a
description of symbolic dynamics evolving the three blocks L, M and R.)
5.3.1 Pattern description
Fig. 5.16 shows the asymptotic concentration patterns obtained for long
times from an initial dye blob injected upstream. It is important to note
that this invariant coverage of the surface by dye filaments and white holes
is reached much more slowly than in the butterfly case. This is due to the
presence of parabolic points on the walls: the lower frontier of the mixing
region traces approximately the unstable manifold of the lower parabolic
points, that is dye must first come close to the parabolic points before it
can reach the frontier. We expect such dynamics to be governed by no-slip
boundary conditions, and thus to be algebraic as in the closed-flow case.
This means that the funnel-shaped cone at the lower end of the mixing
region slowly collapses on an asymptotic shape. However, a remarkable
difference between the closed an open cases is that, here, the asymptotic
cone has a finite size to let upstream fluid enter the mixing region, whereas
it shrank to zero in the figure-eight experiments.
The motion of the rods in the upper part of the mixing region creates
parallel elongated filaments that can be seen in Fig. 5.16. These filaments
stay parallel as they are further advected by the main flow in the upstream
region. However, the ends of the filaments stay attached inside the mixing
region, where they are compressed along the side walls as they collapse
5.3. BREASTSTROKE CASE 175
(For caption see next page.)
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Figure 5.16: Asymptotic concentration patterns for breaststroke experiments
realized at different stirring frequencies: f = 1.5 (a), 2 (b), 3 ((c) and (d)), 4
(e) and 8 (f) rpm. Contrary to the butterfly protocol, the downstream pattern
extends over the whole width of the channel. It consists of parallel filaments
that are transverse to the channel axis in the middle of the channel, but bend
in the walls vicinity to be almost parallel to the walls. This is due to no-
slip hydrodynamics, and to the presence of a parabolic reattachment point (see
Fig. 5.2) at the upper frontier of the mixing region, where filaments pile up to be
parallel to the wall (the unstable manifold of this parabolic point). As a result,
the downstream pattern is not completely periodic, as it is more deformed along
the walls. As expected, the spatial period of the downstream pattern (measured
e.g. along the channel axis) decreases with stirring frequency. White holes
also become thinner, so that the pattern looks more homogeneous for greater
stirring frequencies: white holes even disappear completely for f = 8, as they
are smaller than the diffusive cut-off scale. Note that two small elliptical islands
are visible for f = 8, as in the butterfly case. High-contrast dark concentration
values are visible on the frontier of the white holes: they correspond to the
unstable manifold of the lower parabolic points on side walls (see Fig. 5.2),
where dye is stored and slowly reinjected as in closed flows.
Figure 5.17: Size of the mix-
ing region (blue-shaded area
in Fig. 5.2) as a function of
stirring frequency. Note that
the size of the mixing region
is smaller than in the butterfly
case.
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along the stable manifold of the upper parabolic points. The downstream
pattern is therefore bent in a vicinity of the walls, and it not strictly spatially
periodic. Anyhow, an upstream pattern that extends over the whole width
of the channel cannot be space-periodic, as particles move faster in the
center of the channel than close to the walls. The resulting pattern displays
thinner filaments near the walls than in the channel center, as filaments
experience further shear near the walls even after their departure from the
mixing region. Also, the vicinity of the walls is filled very slowly with the
dye pattern in the downstream region because of the very-low velocity close
to the walls.
Increasing the stirring frequency results in a more densely striated pat-
tern, as a smaller white area then enters the mixing region at each period,
to be “sandwiched”between dye filaments whose width is of the order of the
Bachelor scale. Higher frequencies therefore correspond to a concentration
pattern with thinner strips, and a smaller fraction of white holes.
We have plotted in Fig. 5.17 the evolution of the mixing region size
(i.e. the area of the blue-shaded zone in Fig. 5.2) with stirring frequency.
We notice that the mixing region is smaller than for the butterfly protocol
(Fig. 5.5), at all frequencies. For higher frequencies, the relative importance
of the rod velocities, as compared to the main flow velocity, allows the
stagnation points to be pushed back further, hence to increase the size of
the mixing region.
Qualitative information about the pattern contrast can also be gained
from the pictures in Fig. 5.16. High contrast regions correspond to (i):
empty white regions that are iterates of white upstream fluid still wider
than the diffusion scale wB, and (ii) dark filaments emanating from the
vicinity of the side walls where stretching is slow (as in closed flows).
These observations are investigated in more details in the next para-
graph, where we study statistical properties of the concentration field for
different stirring frequencies.
5.3.2 Statistical properties of the concentration field
As for butterfly protocols, we measure the statistical properties of the con-
centration field in two different rectangular regions: a large rectangle that
extends over the channel width and encloses the lower part of the mixing
region, up to the lower part of the rods, and a downstream rectangle de-
termined by the channel width and the spatial period of the pattern, as
measured along the channel central axis.
We have represented in Fig 5.18 the evolution of the mean concentra-
tion and of its standard deviation, measured both in the mixing and down-
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stream region. For all experiments, the evolution of the mean concentration
is roughly exponential after a short transient, although a slight downward
curvature can be observed in Fig. 5.18(b). This exponential regime is con-
sistent with the following purely geometric interpretation: because of the
time-periodicity of the flow, the same subarea of the mixing region is taken
away at each period, whereas remaining dye is reshuﬄed by the rods in the
whole mixing region. Neglecting the spatial distribution of dye in this area,
we might expect an exponential evolution. For early times, it is instruc-
tive to note that the transient “bump” for the concentration mean that can
be observed during the first periods is much smaller than in the butterfly
experiments (see Fig. 5.6). This bump corresponds to dye particles that
escape downstream very rapidly. Its importance is related to the structure
of the manifolds of the chaotic saddle. In the butterfly case, fluid that flows
along the sides of the channel (more precisely, in the fraction of the channel
width not occupied by the mirror image of the downstream lobes) crosses
the mixing region rapidly and accounts for the importance of the transient
bump. For breaststroke experiments, the unstable (and stable) manifold
goes over the channel width. The only elements of the initial blob that may
escape quickly correspond to the intersection of the blob with the mirror
image of the filamentary white “holes” in the downstream pattern for long
times (remember that the area covered with dye converges slowly to its
asymptotic shape because of the parabolic points).
However, contrary to the butterfly experiments, the evolution of the
standard deviation does not always follow the mean concentration decay
for small stirring frequencies. We do not have yet a convincing modeling
of this behavior, as the one derived in the previous chapter for mixing
dynamics inside the figure-eight mixer. Nevertheless, many elements can
contribute to this complicated behavior.
• The white area inside the mixing region decreases slowly with time –
yet to a fixed value, contrary to the close-flow case. This shrinkage
corresponds to the convergence of dye filaments to the side walls,
from which they escape along the unstable manifolds of the parabolic
points. As the spatial distribution of dye changes under this process,
one might expect a different evolution for the mean and standard
deviation of the concentration field.
• Also, parts of the original blob that are pushed quickly to the side
walls undergo few stretching, because of no-slip hydrodynamics close
to the wall. These dye elements stay inside the mixing region much
longer than the average residence time. As a result, the frontier of the
mixing region, along which they are reinjected, looks comparatively
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Figure 5.18: Concentration field mean and standard deviation as a function of
the number of stirring periods n, measured in the mixing and downstream region
for different stirring frequencies. (From left to right, and top to bottom)a)
f = 2 – The first moments of the concentration field display an exponential
evolution, yet with slightly different exponents for 〈C〉 and σ(C). This shows
that the evolution of the concentration field is not completely self-similar. b)
f = 3 – Although the mean concentration evolution looks exponential, σ(C)
is slightly curved here. c) f = 4 and d) f = 8 – For higher frequencies, we
retrieve a parallel exponential evolution for the mean and standard deviation of
the concentration.
darker and darker. This storage of dark fluid causes the pattern to
look more and more heterogeneous (if normalized by the decreasing
mean concentration), whereas the former point – the collapse of the
white cone – favors a better relative homogenization. There might be
a competition between the two effects, that should be investigated in
more details.
It is important to note that in open flows, the effect of wall parabolic
points – that has yet to be elucidated – seems less dramatic than in closed
flows. Despite the complicated structure of the mixing pattern, that may
be strongly influenced by the slow stretching dynamics close to the wall, the
main flow imposes that the same subarea is advected away at each period.
Although the normalized concentration distribution might vary with time
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inside this area, there is a “first-order” geometric term that explains why
we may have observed decay of variance slower than exponential (Fig. 5.18
(b)), but always faster than power laws.
Most surprisingly, results from different experiments conducted at the
same stirring frequency do not always yield the same behavior for different
initial locations of the dye blob. For all experiments, we have injected the
initial blob in the central part of the channel, except for one case described
below. Figs. 5.19 (c) and 5.19 (d) correspond respectively to an injection of
the blob in the central region of the channel (y ≃ 0), and near the channel
walls, as shown in Fig. 5.19 (a) and (b). However, fluid is injected much
more slowly along the wall than in the center – this means than in the second
case, there is still some dye outside the mixing region a long time after the
first entrance of dye particles inside the mixing regions. We have chosen
to inject the same dye volume – hence the same area – for all experiments.
As all dye particles do not enter the mixing region at the same period,
the concentration field results from the superposition of filaments with very
different stretching histories. In particular, the residence time distribution
results from the convolution of the residence time distribution for a tiny
blob that would be sucked into the mixing region in one period, with the
entrance time distribution. That might explain why the concentration mean
looks more exponential for an injection along the wall than for an injection
in the central region, as more entrance times contribute to the evolution in
the former case.
This “convolution” of blobs with different entrance times might also be
responsible for the more exponential behavior for greater stirring frequen-
cies. The initial blob can be sliced in different parts that will enter the
mixing region at successive periods (this can be effectively done by flip-
ping the asymptotic image of the downstream pattern. Filaments are more
packed close to the wall, so this confirms our intuition that a given area
of fluid will have a broader distribution of entrance times along the wall
than in the center). As the blob area does not change, greater frequencies
correspond to more slices, hence more convolution.
Concentration histograms are shown in Fig. 5.20. Many features of the
PDFs complete our above observation. Although PDFs are quasi self-similar
for long times, collapse on a single curve is not as good as for butterfly
experiments. We observe wide power-law tails that reveal the persistence
of dark concentration values. This hints again at the storage of poorly
stretched fluid near the walls.
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(a) (b)
(c) (d)
Figure 5.19: We have tested the influence of the location of the initial dye blob
by realizing two distinct experiments at the same stirring frequency (f = 3),
yet with a blob injected close to the channel axis in the first case (a), and close
to the wall in the second experiment (b). Resulting concentration fields display
important differences, as can be seen from the evolution of mean and standard
deviation displayed in (c) and (d).
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(a) (b)
(c) (d)
Figure 5.20: f = 2, (a) Concentration PDFs at periods 8 to 28, every second
period. (b) PDFs of the renormalized concentration at periods 14 to 28. PDFs
have a very wide shape and display in particular a power-law tail for dark values,
that might be linked to the persistence of dark fluid in the wall region. As time
increases, values close to the mean concentration are more important (the
camera noise might be partially responsible for this phenomenon, but cannot
account completely for this widening around the main peak, when compared to
other experiments). This may be attributed to the convergence of the white
cone to its asymptotic shape: less white fluid is then injected at each iteration
than for earlier periods. This collapse of white fluid contribution might explain
why σ(C) decays faster than 〈C〉 for this experiment (Fig.5.18 (a)). c) f =
3, P (C/〈C〉) at periods 13 to 30. For this experiment, PDFs a very wide
shape (compared to butterfly experiments, in particular). Collapse on a single
curve is poor for relative high concentration values: as time progresses, high-
concentration relative fluctuations seem to become more and more important.
This might be attributed to parabolic points on the side walls, where fluid is
stored for longer times than the average residence time in the whole mixing
region.
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5.4 Conclusion
In this chapter, we have analyzed homogenization experiments conducted in
the open-flow channel, where a dye blob is released in the upstream region
and gives birth to a complicated filamentary pattern observable for long
times, both in the mixing and downstream regions – although dye keeps
being swept away by the main flow. Whereas we had studied in Ch. 3 the
fraction of the blob that escapes fast downstream without being caught by
the rods – and is therefore poorly mixed – we have concentrated here on
the long-time concentration field.
We have first focused on the butterfly protocol, where stirring rods help
the global advection along the channel sides, but travel in the opposite
sense in the center. In this case, the chaotic saddle, i.e. the union of all
periodic orbits, that determine the extent of the asymptotic dye support,
is well shielded from the side walls by a layer of free trajectories. Butterfly
protocols are therefore the open-flow equivalent of the epitrochoid proto-
col studied in the preceding chapter. For all stirring frequencies where no
elliptical islands where visible, we have observed an open-flow strange eigen-
mode, that is a permanent concentration field which repeats self-similarly
every period, although its amplitude decays exponentially. The parallel
evolution of the mean and standard deviation of the concentration, as well
as the self-similarity of the PDFs, confirmed our visual inspection. We have
observed that the relative homogeneity of the pattern increases for greater
stirring frequencies, where thinner slices of upstream fluid are injected in-
side the mixing region at each period (so that less periods inside the mixer
are necessary to compress them to the diffusion scale). However, for the
greatest stirring frequency studied, that is f = 8 rpm (and presumably for
higher frequencies as well), two elliptical islands modify the concentration
pattern, which is less homogeneous; we have also observed a departure from
the self-similar evolution of the concentration field for long times.
We have then took on the analysis of breaststroke protocols, where
the rods accelerate the main flow in the center, and conversely go against
it along the channel sides. Due to the latter competition, a stagnation
parabolic point is located on each side wall, at the frontier between the
upstream region and the chaotic saddle. As in the closed-flow figure eight
protocol, the chaotic region – i.e. the chaotic saddle – goes to the no-slip
walls, where poorly stretched fluid is stored for long times, and then escapes
along the unstable manifolds of the parabolic points. This phenomenon is
clearly visible on the mixture pictures, where darker filaments emanate from
the walls. We have observed some departure from an exponential evolution
of the moments, and self-similarity of the PDFs, that we have attributed to
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the wall parabolic points. However, the global advection imposes a dom-
inant evolution, as the same subarea of the mixing region is taken away
downstream at each period, and we have found the effect of the walls to be
less dramatic than in closed flows. Also, for higher frequencies the mixing
pattern was formed by the convolution of slices of the initial blob injected
at different times: this might explain why a strange-eigenmode behavior
was observed for high stirring frequencies. Nevertheless, a satisfying mod-
eling of homogenization dynamics is still lacking. Further research should
concentrate on this aspect.
Now that we have gained some insights into the mechanisms governing
mixing in open flows, we will consider in the next chapter some characteri-
zations of mixing quality, that appear to be relevant from our understanding
of open-flow mixing processes.
Chapter 6
Measures of mixing in open
flows
In the previous chapter, we have described some mechanisms of transport
and resulting mixing in our open-flow channel. We now investigate how to
characterize such an open-flow mixer, in order to evaluate the quality of
the mixing achieved by the mixer. Designing new mixing devices requires
indeed to have at hand a way to compare different realizations – the goal
being to optimize the mixing criterion, under some practical constraints
that might vary from one application to another. Many measures of mixing
quality have been proposed in closed flows; for that matter, their variety
reflects the difficulty of proposing a single relevant measure of mixedness.
However, such issues have been seldom mentioned, and much less addressed
in open flows. Traditionally, the study of open-flow mixing, and underlying
structures such as the chaotic saddle, has been motivated by the understand-
ing of puzzling phenomenons in marine ecosystems [65, 133, 110], such as
plankton bloom. In environmental systems, flow parameters are imposed,
so that more emphasis has been laid on describing general mechanisms, than
on deriving precise mixing criteria that are yet of paramount importance
for industrial applications.
In a first section, we review some traditional measures of mixing that can
be found in the mixing literature (mostly for closed flows, though). After
mentioning some specificities of open flows, we then take on the derivation
of quantitative mixing criteria for open flows: starting from an open-flow
version of the intensity of segregation introduced by Danckwerts [29] for
closed flows, we discuss the variation of this measure with diffusivity, and
the upstream scale of heterogeneity. Related alternative measures are then
discussed. We also consider spatial characterizations of mixing that aim
at determining a typical scale for inhomogeneity. A brief discussion ends
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Figure 6.1: Concentration patterns obtained in experiments (a-b) or simulations
(c), involving the figure-eight mixer (a), the butterfly open-flow mixer (b), and
an inhomogeneous baker’s map (c). These concentration patterns may be used
to (i) extract an instantaneous information about the level of homogeneity, (ii)
predict the further evolution of fluctuations, and, if possible (iii) characterize
the efficiency of the mixer itself, independently of the realization of a specific
mixing experiment.
this chapter. The reader should be warned that our description is far from
exhaustive; there exists a huge variety of mixing measures in closed flows,
but we have only described a few here, in the hope that they could be
adapted to open flows. Concerning open flows, we have focused on simple
measures that follow directly from our understanding of mixing mechanisms.
6.1 Usual strategies for characterizing
mixing
6.1.1 What is a good measure of mixing ?
For the engineer as for the physicist, measuring mixing may aim at different
goals, involving different levels of ambition. . . and difficulty. Consider for
example the pictures shown in Fig. 6.1, that all represent the concentration
field of a passive scalar to homogenize, obtained for a given initial condition
at a given time. From such pictures, one may want to extract different
information about mixing properties of the systems.
• A first obvious characterization of mixing consists in quantifying the
degree of inhomogeneity of the represented field – that is, an instan-
taneous measure of mixing for a specific initial condition. This end-
product characterization is necessary for industrial applications where
one has some specific requirements for the degree of homogeneity of
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the finished product. However, it does not provide any other informa-
tion about how the quality of mixing would change if one e.g. stirred
the mixture a little longer.
• Further characterization implies to describe the evolution of homo-
geneity for a given initial condition. One may record the state of
mixedness at different instants and derive therefrom empirical laws,
as we did for the variance of the concentration field for the figure-eight
and epitrochoid mixers. Also, our understanding of mixing processes
can enable us to extrapolate the evolution of mixing quality without
actually measuring it. For example, we know that once the concen-
tration profile of Fig. 6.1 (c) has converged to the strange eigenmode
shape – which can be observed from noticing that no structure larger
than the diffusion scale is visible, or that an exponential phase for the
decay of variance has set in –, the evolution of the concentration field
is completely self-similar, with a global exponential decay of fluctua-
tions amplitude. This explains the emphasis put during the previous
chapters on the description of mixing mechanisms.
• Finally, one may want to evaluate the mixer itself, independently of
the initial condition chosen. An industrial mixing device might be
used for different spatial repartitions of the initial inhomogeneity. For
example, we have seen that in the channel flow mixer, the fraction of
a dye blob that escapes immediately downstream depends of its inter-
section with the stable manifold of the chaotic saddle. Yet, we would
like to have at hand a characterization of the mixer that accounts for
all possible such intersections patterns, and not only one that corre-
sponds to a specific experiment. Also, the same mixing device can
be used with different fluids that have e.g. different diffusivities – we
have seen that homogenization dynamics depend on the amplitude of
diffusion. As far as spatial scales are concerned, it is also possible
that different applications impose different requirements for the scale
at which inhomogeneity is present in the end product. This must also
be characterized. Of course, there is no way we can test all initial
conditions, diffusivities or observation scales for a given device. Once
again, we have to make extensive use of our knowledge on mixing
processes to extrapolate the limited amount of information at hand.
In all cases, a measure of mixing involves reducing the dimensionality of
the available information – e.g. extract numbers from a field. The under-
lying goal is to compare different mixing devices, that is, define a (global,
if possible) order relation for mixing systems.
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Figure 6.2: (Taken from the
work of Tucker [123]) A con-
centration field can be charac-
terized by the intensity of the
inhomogeneity, and the typical
scale of homogeneity. The two
measures are independent for a
non-diffusive scalar field.
Since the pioneering work of Danckwerts [29], it has become tradi-
tional to analyze the concentration field of a mixture using two distinct
approaches. Their combination amounts to characterizing the intensity of
the homogeneity, and the scale at which it is present: a schematic illustra-
tion is given in Fig. 6.2. A first set of mixing measures describes statistical
properties of the field: classical examples include the variance of the con-
centration field, or its probability density function. Second, the spatial
distribution of inhomogeneity is of paramount importance: the first column
of Fig. 6.2 “looks” better mixed than the last one, regardless of the black
and white contrast. Smaller scales therefore correspond to a better mix-
ing quality. In the next paragraphs, we review classical mixing measures
associated to statistical, and then spatial measures.
6.1.2 Statistical measures
Concentration variance – In closed flows, the mean concentration of a
scalar field is conserved in the absence of sources or sinks. The first non-
trivial moment of the concentration field is therefore its second moment or
equivalently its variance σ2(C) = 〈(C−〈C〉)2〉, which characterizes directly
the inhomogeneity.
In order to characterize the mixing device itself, and not only one mixing
history, it seems natural to normalize the variance of the field by its initial
variance and consider σ2(C, t)/σ20. One of the most commonly used mixing
measures, the intensity of segregation introduced by Danckwerts in 1952
6.1. USUAL STRATEGIES FOR CHARACTERIZING MIXING 189
[29], is defined in a similar way as:
IC =
σ2(C, t)
〈C〉(1− 〈C〉) . (6.1)
It corresponds to the variance normalized by the variance of a black and
white initial condition like the upper row of Fig. 6.2, where the maximal
(resp. minimal) value of the concentration is 1 (resp. 0). Many practical
situations correspond to such an initial condition, yet the definition
IC =
σ2(C, t)
σ20
(6.2)
seems preferable to us, as it is more general.
The concentration variance has many noticeable advantages: first, it
is a direct global measure of inhomogeneity; second, it can be extracted
from the concentration field with reasonable precision (contrary to higher
order moments). In the absence of sources or sinks, the variance decreases
monotonously with time in closed flows, so that a measure of variance at a
given time provides a lower bound on mixing quality for all future instants.
Finally, the simplicity of its definition may allow in some cases to derive
its evolution easily from a given modeling of mixing processes. One of the
first tests of a mixing model consists often in checking the behavior of the
concentration variance against reality [7, 95, 96, 125, 112, 43]. Throughout
this manuscript, we have concentrated on this quantity to describe the
evolution of mixing, and assess its quality.
Concentration PDFs – If available, concentration probability distribu-
tions (PDFs), or nonlinear moments, provide additional information com-
pared to the variance. PDFs describe how all levels of inhomogeneity are
populated. For instance, a purely black and white concentration field of
variance σ2 might be considered as less mixed than a concentration field
with a Gaussian histogram of width σ. Some applications might e.g. require
concentration fluctuations smaller than a given value: contrary to variance,
PDFs allow to check whether the quality of mixing is satisfying using this
criterion. Also, concentration PDFs provide some information about the
mixing processes at play. For example, wide tails of the histogram such as
the power-law tails in the figure-eight mixer (Fig. 4.9 (b) in Chapter 4) or
exponential tails in the epitrochoid mixer (Fig. 4.26 in Chapter 4), suggest
the persistence of rare fluctuations that might be associated with strong
time-correlations of stretching.
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However, in most cases it is difficult to obtain concentration PDFs with
a satisfying accuracy, be it in experiments or simulations. PDFs have there-
fore been less described than low moments of the concentration, with some
notable exceptions [107, 125, 124].
Re´nyi entropies – Re´nyi entropies [93] provide an alternative set of
statistical measures that allow to put different weights on different levels of
fluctuations. They are defined for α ≥ 0 by
Sα =
1
1− α log
(
N∑
i
pαi
)
, (6.3)
where
pi =
Ci∑
j Cj
(6.4)
is the fraction of the total concentration present in the box or pixel i. N
is the total number of pixels. For a perfectly mixed system, pi = 1/N
and Sα = logN , otherwise Sα < logN . On the contrary, if all scalar is
concentrated in a single box, Sα = 0. For characterizing mixing, one often
considers the reduced entropy [129]
S˜α =
1
logN
Sα, (6.5)
which is a number between 0 and 1, 1 denoting a perfect mixing. Entropies
corresponding to different values of α provide different information about
the concentration field. S˜0 gives the fraction of boxes where the scalar
is present, and provides a binary measure of mixing. When the support
of dye is a fractal set, as it is the case for an open flow with a hyperbolic
chaotic saddle [111], S˜0 is the fractal dimension of the set, normalized by the
Euclidean dimension of the embedding space. S˜1 is the classical Shannon
information entropy, defined by
S˜1 = −
∑
i
pi log pi (6.6)
(the limit of Eq. (6.3) for α → 1) and S2 is called the correlation entropy.
For a given field, Sα is a – possibly slowly – decreasing function of α.
Generally, higher values of α give more importance to higher fluctuations
from the mean: depending on the application, one may choose to use an
entropy with high α to eliminate mixers where high fluctuations subsist.
However, for higher values of α, Sα is also more sensitive to statistical
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(a) (b)
Figure 6.3: (Taken from the work of Danckwerts [29]). (a) Mixture pattern,
and (b) associated correlogram R(r).
errors for rare events, so that one should not expect measures of entropies
for very high α to be of much relevance.
Re´nyi entropies have been used in particular to characterize mixing in
polymers processing [129].
6.1.3 Spatial measures
Another set of mixing measures is related to the spatial distribution of
inhomogeneity: one would like to know which scales are present in the
mixture. We briefly review some measures here; some long-used measures
can be applied to a wide class of systems, while other are more closely
connected to specific properties of chaotic mixing.
Scale of segregation – This measure of the typical scale in a mixing
pattern was introduced by Danckwerts in 1952 [29]. Let us first consider
the correlation function
R(r) =
〈(C(x)− 〈C〉) (C(x+ r)− 〈C〉)
〈(C(x)− 〈C〉)2 (6.7)
that describes the correlation of the pattern at scale r. R(0) = 1 (the
mixture is very correlated at small scales), and because of Cauchy-Schwartz
inequality, R(r) ≤ 1. Values of R(r) close to 1 mean that pixels separated
by a distance r have on average the same concentration value, while values
close to 0 correspond to uncorrelated values. R(r) can also take negative
values, especially if the pattern displays some kind of coherent structure.
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The evolution of R(r) for a simple “clumped” pattern is shown in Fig. 6.3
(b). The scale of segregation is traditionally defined by
s =
∫ ∞
0
R(r)dr, (6.8)
or
s =
∫ r∗
0
R(r)dr, (6.9)
where r∗ is the first value where R(r) cancels (this avoids cancellations
by negative –anti-correlated – parts of the integral). s gives the typical
scale of unmixed clumps in the pattern. s is particularly suited to describe
simple patterns such as the one shown in Fig. 6.3, where the mixture is
clearly segregated with a typical length scale. However, we do not expect
this measure to be as relevant for a pattern with a complicated hierarchical
structure, as is often the case for chaotic mixing.
Power spectrum
Fourier power spectra have often been used [6, 7, 95, 52] to characterize
the evolution of a scalar fields in terms of spatial scales. For example, the
signature of the stretching process associated to chaotic mixing is visible in
the power spectra, where it corresponds to a rise of the high-frequency tail
during the first iterations of the stirring process. The shape of the high-
frequency tail – power-law or not – also provides a diagnosis for the stirring
mechanisms at play.
Nevertheless, Fourier spectra do not account completely for the spatial
structure of the concentration field.
Stretching distributions
In an attempt to describe the transverse scale of the dye filaments that
can be seen in typical chaotic mixing pictures, numerous studies [75, 2, 73,
127] have considered the distribution of finite-time Lyapunov exponents,
as well as associated statistical quantities such as the Lyapunov exponent
or the topological entropy (these quantities have been introduced in Chap-
ter 3). The basic idea behind this measure is that a strip that has experi-
enced a cumulated stretching λ has a typical width of w0/λ, where w0 is the
original width of the blob. This method is quite successful for describing the
first stages of mixing, that is before strips reach the diffusive scale and start
to interpenetrate. However, it fails to account for the strange eigenmode
phase where many strips with different stretching histories accumulate in-
side a single visible structure.
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(a) (b)
Figure 6.4: Continuous dye feeding vs. decay experiment.
It is important to note that these kinematic quantities are more easily
derived in numerical simulations. However, stretching distributions have
also been determined in experiments where special care was taken to control
the periodicity of the flow with very good accuracy [127].
6.2 Quantifying mixing in open flows
6.2.1 Typical mixing experiments
One conceptual difficulty that arises when characterizing mixing in open
flows is to choose a set of relevant injection histories. Indeed, we have seen
that the chaotic saddle inside the mixing region is responsible for a broad
– exponential – distribution of residence times, so that a small patch of
downstream partly mixed fluid results from the addition of fluid particles
that have entered the mixing region at very different times – with a typically
exponential distribution. The situation is somewhat simpler in closed flows,
where one chooses an initial condition once and for all (characterized e.g. by
a spatial repartition of inhomogeneity). For open flows, two relevant classes
of experiments can be considered.
• Decay experiments, that correspond to the injection of a limited
blob of inhomogeneity. This type of experiments allows to study the
percussional response of the mixing device to an initial inhomogeneity.
It also gives directly access to important structures as the manifolds
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MR ?
(b)
MR ?
(c)
Figure 6.5: Different upstream fields to be homogenized inside the mixing region
(MR). (a) and (b): for many industrial applications, the upstream concentration
field is inhomogeneous and varies with time, but possesses some stationary
properties, such as the auto-correlation function of the field, or equivalently its
typical variation scale. In some cases, one even injects a stationary upstream
field, like in (a). Picture (c) corresponds to a decay experiment, where one
studies the response of the mixer to a localized inhomogeneity.
of the chaotic saddle, whose fractal properties can be extracted from
the mixing patterns. Such experiments have permitted us to shed
some light on transport and homogenization mechanisms, such as the
onset of a permanent open-flow strange eigenmode, or the correc-
tions due to parabolic points located on walls. Important quantities
such as residence time distributions inside the mixer are directly ex-
tracted from this kind of experiments. As far as mixing applications
are concerned, this situation corresponds to the dispersion of patches
of pollutant that have to be dispersed as much as possible to be less
harmful.
• Continuous injection experiments –We can also consider station-
ary mixing experiments, where the open-flow mixer is continuously fed
with inhomogeneous fluid – a classical situation in food engineering,
e.g. In this case, the upstream concentration field is inhomogeneous
and varies at all times. However, it is reasonable to assume station-
ary statistical properties of the field, that can be defined by its auto-
correlation function, or equivalently by its typical length scale. A
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relevant characterization of mixing amounts to finding the transfer
function of the device, that is to determine the downstream proper-
ties of the field (characterized e.g. by the auto-correlation function,
which measures both the intensity and the scale of inhomogeneity),
as a function of the upstream ones.
It is important to note that both cases are linked: the upstream field can
be decomposed in successive slices of width UT , where U is the flow mean
velocity and T is the stirring period. Using the linearity of the advection-
diffusion equation, the concentration measured at some point inside the
mixing or downstream regions is the addition from the contributions of all
slices that have previously entered the mixing region. For example, a decay
experiment for the homogenization of a single blob, that is an upstream
field:
C(x, t = 0)
{
C0(x) for − x1 ≤ x ≤ −x2
0 elsewhere,
(6.10)
yields directly the stationary downstream field corresponding to a continu-
ous injection of the field C0, repeated with a spatial period UT . In particu-
lar, we obtain the stationary downstream field corresponding to a succession
of blobs by adding all successive concentration fields stroboscoped a each
period for the injection of a single blob, as in our experiments. (In theory,
this requires to add an infinite number of periods. However, as the mean
concentration decays exponentially inside the mixing region, the error made
by truncating the series can be made very small.) In the following, we will
make extensive use of this relation to switch from one paradigm to the
other: although we are perhaps more interested in the continuous case that
models more closely industrial applications, the decay case is more simple,
as its properties are strongly influenced by the chaotic saddle. We note Ψ
the decay strange eigenmode that was evidenced in Chapter 1, and φ the
steady-state concentration field resulting from a continuous injection.
In the remainder of this section, we study some statistical and spatial
characterizations of φ and Ψ. For pedagogical reasons, we will mostly con-
centrate on the simplified one 1-D model, where analytical calculations can
be performed to test the relevancy of our characterization.
6.2.2 Statistical characterizations
Variance – intensity of segregation
We first characterize the inhomogeneity of the downstream concentra-
tion field by considering its variance. For decay experiments, the variance
of the strange eigenmode can be normalized by the mean concentration as
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Figure 6.6: Decay strange eigenmode Ψ (left column), and steady-state contin-
uous field φ (right column), for a version of the 1-D model (a-d), the butterfly
protocol (b-e) and the breaststroke protocol (c-f). There is an obvious link
between Ψ and φ, as parts of the φ-pattern with highest variance (or contrast)
are precisely located in the holes of the support of the strange eigenmode Ψ.
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Figure 6.7: (a) Variance of the decay eigenmode I(Ψ) = σ(Ψ)/〈Ψ〉 as a
function of the continuous eigenmode variance I(φ) = σ(φ)/σ0. Square and
circle correspond to respective diffusivities κ = 10−9 and 10−7. We have varied
U between 0.05 and 0.2, and γ between 0.4 and 0.6. For the κ = 10−7 set of
results (circle symbols), the colormap codes increasing values of U for lighter
colors, while for the κ = 10−9 group, blue (resp. red) symbols correspond to
lower (resp. higher) values of γ. For a given value of κ, there is clearly a
relation between I(Ψ) and I(φ), despite some dispersion. However, changing κ
also changes the master curve describing the relation between I(φ) and I(Ψ).
follows:
I(Ψ) =
σ(Ψ)
〈Ψ〉 . (6.11)
For a continuous injection, it is preferable to normalize the downstream
variance by the upstream one: defining
I(φ) =
σ(φ)
σ0
(6.12)
gives a measure of how much inhomogeneity disappears under the action of
the mixer.
One may first wonder if the two quantities are related. As can be seen
in Fig. 6.6, largest strips of the steady-state pattern φ are located in the
holes of the decay eigenmode Ψ, that is in the largest holes of the fractal
unstable manifold of the chaotic saddle , up to the diffusion or measure-
ment scale. This corresponds to fluid particles that have recently entered
the mixing region and have been less compressed. Older iterates of the
upstream pattern compressed under the diffusion scale wB add up with all
older iterates and almost do not contribute to the variance. This specific
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Figure 6.8: 1-D model, same set of parameters as in Fig. 6.7, with κ = 10−9.
Fraction of white holes in the strange eigenmode pattern ηW, plotted against
the continuous pattern variance I(φ). A straight line y = x has been traced
for comparison. As expected, both quantities are strongly correlated, although
ηW slightly overestimates I(φ). This further reinforces the picture that high-
variance regions of φ are found in the holes of the multifractal decay pattern.
structure is also visible in the experimental pictures in Fig. 6.6. The strange
eigenmode Ψ corresponds to the asymptotic dye pattern, and we have arti-
ficially computed φ by adding all stroboscoped iterates of the initial blob.
φ is composed of the superposition of an almost uniform “background” sit-
uated on the fattened unstable manifold (that is, the support of Ψ), and of
higher variance strips that have been hardly compressed.
We have plotted in Fig. 6.7 I(Ψ) against I(φ). Both quantities have
been computed for different realizations of the open-flow map where the
parameters U and γ are varied. We have also used two different values of
the diffusivity κ. For each value of κ, all data collapse on a master curve,
despite some dispersion. Measuring the variance of Ψ therefore allows to
classify the efficiency of different mixers as measured in the continuous
injection sense by I(φ). However, different values of κ yield distinct master
curves, which means that I(φ) and I(Ψ) evolve differently with κ (this is
discussed further below). As expected, I(φ) and I(Ψ) increase with U , as for
larger flowrates larger slices of upstream fluid are incorporated in the mixing
region at each period, which creates bigger holes in the chaotic saddle. The
effect of γ is less obvious, although I(φ) and I(Ψ) slightly increase with γ
on average. In our model, the size of the hole on the left of the chaotic
saddle is determined by the position of the fixed point xfU/(1− γ), which
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increases with γ. We do not expect this effect of γ to be generic for real
flows.
Another quantity correlated to the intensity of segregation I(φ) is given
by the fraction of holes in the Ψ-pattern, ηW. We obtain ηW by binarizing
the profile of φ. A rough guess of I(φ) is given by saying that the original
variance of the upstream field is conserved in all the holes of the decay
pattern larger than the diffusion scale, and vanishes for smaller scales. This
reads I2(φ) ≃ ηW. Note that this reasoning is only valid for an initial profile
with only large-scale variations (small-scale fluctuations will be annihilated
quicker as the iterates are compressed). The dependence of I(φ) with the
length scale of the initial profile is examined later. We have plotted in
Fig. 6.8 ηW and I
2(φ) for the same set of simulations as in Fig. 6.7. One
can see that ηW slightly overestimates I
2(φ) (this comes from the fact that
white holes in the Ψ pattern do not correspond to a single image of the
upstream slice, but to a juxtaposition of images of slices injected at different
times – some may be thinner than wB). However, the correlation between
both quantities is clear, and ηW is a relevant alternative for characterizing
mixing efficiency. In addition, ηW does not require a high-quality sampling
of concentration values, as it can be computed from binarized black and
white data.
We do not expect the correlation between I(φ) and I(ψ), or I(φ) and
ηW to be so good in the limit of small U or large κ, that is when holes
in the strange eigenmode pattern are very small, if visible at all. How-
ever, this corresponds to the very good mixing limit, where a very precise
characterization is maybe not that important.
Variation of I(φ) with the measurement and initial scales
It is important to know how the statistical properties of Ψ and φ vary
with the pixel size at which the fields are probed, or equivalently with the
diffusivity which determines the Batchelor scale. Statistical measures of
mixing are often criticized for depending on the scale at which they are
probed. As a remedy, multi-scale measures of mixing have been proposed
[68, 100], that average e.g. the coarse-grained variance of the concentra-
tion field at different scales. Here, we advocate instead to determine the
evolution of I(Ψ) and I(φ) with the measure scale.
We have plotted in Fig. 6.9 the profile of the steady-state pattern φ for
four different diffusivities, while keeping the other parameters (U and γ)
constant. When the diffusivity is increased, the smallest visible holes of
the decay pattern Ψ are filled by strips overlapping on a larger scale wB(κ).
There is then less space for high-variance patches in the steady-state pattern
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Figure 6.9: 1-D model with parameters γ = 0.6 and U = 0.1. Continuous per-
manent profiles Ψ are plotted for increasing values of the diffusivity (κ = 10−9,
2 × 10−8, 3 × 10−7, and 4 × 10−6). Increasing κ amounts to reducing the
number and width of holes in the unstable manifold fattened by diffusion. As
high-variance concentration are mostly observable in such holes, where strips
have experienced few stretching, it globally decreases the concentration fluctu-
ations.
φ, which shows less fluctuations.
We first concentrate on the simple case γ = 1/2, where I(φ) can be
analytically calculated. In the absence of diffusion or coarse-graining, the
concentration profile of φ is the juxtaposition of compressed images of the
upstream profile that have entered the mixing region at all prior iterations,
and have stayed therein despite the global advection. For an upstream
profile with a large correlation scale (as the crenel profile in Fig. 6.10), we
can decompose the interval [0, 1] into two complementary subsets, which
contribute in a different way to the global variance. We first introduce
the critical number of iterations N necessary to compress the slice of fluid
injected at each period up to wB:
UγN = wB. (6.13)
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Figure 6.10: A slice of width U of the upstream profile is compressed by suc-
cessive iterations of the map. Iterates that have experienced few compression
steps (upper row) are much wider than the diffusion scale wB. Boxes on the
support of such iterates sample values from the initial profile. However, for it-
erates smaller than wB (lower row), the measured value is the average of many
iterates so that fluctuations are typically smaller than in the initial profile.
The first subset corresponds to boxes where the concentration value comes
from an iterate “younger” than N , that is still larger than the width of the
box where we measure the concentration (upper row in Fig. 6.10), whereas
the second set is the union of boxes that contain many iterates of the up-
stream (lower row in Fig. 6.10) profile, which are thus “older” than N . In
the first subset, we sample the same concentration values as in the upstream
profile (e.g. 0 and 1 for the crenel profile in Fig. 6.10), as diffusion has not
started yet to smooth the profile. The variance measured on this set is the
initial variance σ20.
For the second set, the concentration C measured inside a box comes
from the averaging of all iterates compressed inside the box, and the squared
difference from the mean is given by
(C(x, t)− 〈C〉)2 =
(
1
wB
∫ x+wB/2
x−wB/2
C˜dx
)2
− 〈C〉2, (6.14)
where C˜ is the diffusionless profile before the coarsening operation (repre-
sented inside the boxes in the lower row of Fig. 6.10). The only iterates
inside the box that contribute to the difference from the mean are the ones
cut by the box frontier, as in general there is not an integer number of it-
erates inside the box (in Fig. 6.10, only the area shaded in gray contributes
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to the integral above). One can therefore approximate
(C(x, t)− 〈C〉)2 = A× σ20
(
δ
wB
)2
, (6.15)
where δ is the width of the compressed iterate cut by the frontier, and A
is a geometrical factor of order 1 that depends on the initial profile. For
simplicity we fix A = 1 in the following. Fluctuations measured in the
second set are therefore typically smaller than σ0.
We now have to estimate the contribution of each set, that is, determine
their measure by counting the respective widths of all iterates of the up-
stream profile that belong to either set. A slice of width U that enters the
mixing region is transformed into hn iterates of width Uγn after n periods,
where h is the topological entropy (Remember that in Ch. 3, we introduced
h as the growth rate of the length of a material line, measured in a fixed re-
gion. For a 1-D map, the length of the line is simply given by the number of
iterates.). For a closed-flow baker’s map, h = 2 as all iterates stay inside the
mixing region. Here h < 2, since some iterates escape downstream and are
not further replicated in more images. It turns out that h can be calculated
using the symbolic dynamics that encode transport by the map, which were
introduced in the previous chapter. As the replication of the blocks dictates
the increase of the number of filaments, the number of iterates remaining
inside the mixing region can be calculated recursively as
Nn+1 =MNn, (6.16)
where M is the p × p (for dynamics on p symbols) that code the mapping
of the symbols by an iteration of the map. For example, the dynamics on
two symbols of Fig. 5.11 have a transfer matrix(
1 1
1 0
)
The topological entropy is given by the largest eigenvalue of M 1. (For
the dynamics on two symbols, the topological entropy is the golden ratio
h = (1 +
√
5)/2.)
We can now derive the contribution of the first set to the variance, which
is given by the initial variance weighted by the measure of the set. We write
1From Eq. (6.16), h can also be interpreted on the growth rate of the allowed words
on p symbols coding the trajectory of a particle. This is in fact the original definition
of the topological entropy: h codes the mean amount of information carried by each
symbol.
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this measure as the complementary to one of the measure of the second set,
so that
σ21 = σ
2
0
(
1−
∞∑
N+1
Uhnγn
)
. (6.17)
The contribution of the second set is
σ22 = σ
2
0
∫ (
δ
wB
)2
dµ(δ) (6.18)
where µ(δ) is the probability of cutting an iterate of width δ with the frontier
of a gliding box of size wB (see Fig. 6.10) – there is less chance of cutting a
small crenel than a bigger one. We obtain
σ22 = σ
2
0
∞∑
N+1
Uγnhn
(
Uγn
wB
)2
. (6.19)
Computing the geometric series and adding the two contributions yields the
final expression:
σ2(φ) = σ20
{
1− U
[
hγ
1− hγ −
hγ3
1− hγ3
](wB
U
)1+ log h
log γ
}
(6.20)
where we have used the expression of N (6.13).
This relation is easily generalized to any momentMm =
∫ 1
0
|C(x)− 〈C〉|m dx
as follows:
Mm = M
0
m
{
1− U
[
hγ
1− hγ −
hγm+1
1− hγm+1
](wB
U
)1+ log h
log γ
}
. (6.21)
Eq. (6.20) shows that the fraction of the variance lost in the mixer, 1−I(φ)2,
increases as a power-law of exponent 1+log h/ log γ with the scale at which
the concentration is probed. As represented in Fig. 6.11, simulations for
γ = 0.5 confirm our results as the exponent is in good agreement with the
value of h calculated from symbolic dynamics. Departure from the power-
law regime occurs only for very small values of κ, when the coarse-graining
scale in the simulations is bigger than wB, and for very large values of κ
or wB where the first iterates are smaller than the diffusion scale (N = 0)–
again, this regime is not very interesting, because mixing is almost perfect.
Note that the two terms inside the square brackets in Eq. (6.20) repre-
sent the contributions to the variance of the two sets that we have previously
defined. The first set corresponds broadly to the largest holes of the un-
stable manifold, whose total measure gives ηW. In our first attempts to
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Figure 6.11: Evolution of 1 −
I2(φ) with the diffusion scale λ,
for a realization of the 1-D map
with parameters γ = 1/2 and
U = 0.14. The fraction of the
variance lost in the mixer varies
as a power law with λ, whose
exponent agrees very well with
1 + log(h)/ log(γ).
compute I(φ), we have neglected the contribution of images smaller than
wB. For the example shown in Fig. 6.11, the second term in the square
brackets is almost 17 times smaller than the first one, which justifies this
approximation (and in any case, the ratio between the two terms is bounded
from above by γ2).
The calculation performed above is trickier for a general value of γ.
Results of simulations conducted for a set of values of U and γ yielding the
same symbolic dynamics on two symbols (this ensures that all protocols
have the same topological entropy) are presented in Fig. 6.12. Again, we
observe power laws for the evolution of 1 − I(φ)2 with the measurement
scale, but the exponent is a function of γ (plotted in the inset of Fig. 6.12).
We observe that the exponent of the power law decreases for γ farther from
1/2: this means that diffusion is less efficient to fill the holes for a large
distribution of hole widths.
This power-law behavior is of course very interesting for evaluating mix-
ing: measuring 1− I(φ)2 for two scales or two diffusivities allows to predict
the value of 1− I(φ)2 for all other scales.
Furthermore, the same above reasoning can be extended to predict the
evolution of 1 − I(φ)2 with the initial variation scale of the profile – say
that each newly injected slice consists of a series crenels of width λi. This
is confirmed by results shown in Fig. 6.13, where we observe a power-law
with the same exponent for the evolution of the initial scale as for the
measurement scale: 1− I(φ)2 ∝ λ−(1+log h/ log γ)i .
Note that the scalings derived above are only valid if the variance is
measured in a domain where stretching and folding applies everywhere. For
a phase portrait separated in distinct regions, as in butterfly experiments
where we have a free region on each side of the channel, and a central mixing
region from which fluid escape on the unstable manifold of the chaotic
saddle, we expect these scalings to hold only in the central region.
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Figure 6.12: 1-D model – Evolution of 1−I(φ)2 as function of the measurement
scale λ. We have used 16 values of γ regularly spaced between 0.65 (blue) and
0.5(red), and corresponding values of U regularly spaced between 0.08 and
0.14. All these maps can be described by the same symbolic dynamics on two
symbols. For all cases, we observe a power law, whose exponent decreases for
γ further from 0.5.
Figure 6.13: 1-D model with pa-
rameters U = 0.14, γ = 0.5.
Evolution of 1− I(φ)2 as a func-
tion of the initial profile length
scale λ, for a fixed measure scale.
The upstream profile chosen here
is a series of crenels of width λi.
Figure 6.14: 1-D model with pa-
rameters U = 0.14, γ = 0.5,
κ = 10−10. Normalized variance
of the decay strange eigenmode
Ψ as a function of the measure-
ment scale. The exponent of the
observed power-law is given by
the correlation dimension D2 of
Ψ.
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Variation of I(Ψ) with the measurement scale – multifractal spec-
trum
We now turn to characterizing the relative variance of the decay strange
eigenmode I(Ψ) = σ(Ψ)/〈Ψ〉. The support of Ψ is the multifractal unstable
manifold of the chaotic saddle (constituted by all iterates of the periodic
points of the chaotic saddle), fattened by diffusion to a minimal scale wB.
Ψ therefore shadows the multifractal set, up to the scale wB below which
multifractal properties are no longer observed [120]. Note that fractality
of Ψ follows directly from the symbolic dynamics described in the previous
chapter, which ensure that the same structure is observed on every scale.
In particular, it is easy to show that I(Ψ)2 is closely related to the
correlation dimension D2 of the set. Assuming that the concentration is
measured at a scale λ, we may write
I(Ψ)2 = −1 + 〈C
2〉
〈C〉2 (6.22)
= −1 +
∑
N(λ)C
2
i(∑
N(λ)Ci
)2 (6.23)
where the sums are performed on all boxes of size λ. The correlation di-
mension is defined as
D2 = lim
λ→0
log
(∑
N(λ) p
2
i
)
log λ
, (6.24)
where pi = Ci/
∑
Ci is the fraction of the total mass in the box i. For small
λ, we have
1 + I(Ψ)2 ≃ AλD2 . (6.25)
One can see in Fig 6.14 that this prediction is in good agreement with the
observed variation of 1 + I(Ψ)2 with the measurement scale (this was ex-
pected, as we have used the very definition of the correlation dimension. . . ).
It is important to note that Re´nyi entropies are more relevant for the
characterization of Ψ than for φ, as Ψ is a scale-invariant (multifractal)
object. For a small probing scale, Re´nyi entropies amount to the spectrum
of multifractal dimensions [47]:
Dq = lim
λ→0
1
q − 1
log
∑
pqi
log λ
. (6.26)
Dq is a decreasing function of q, so that in particular D0 ' D1 ' D2.
Depending on the available data, one should preferably compute one of
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these three dimensions: D0 gives the fractal dimension of the covered set
for binarized black and white data, while D1 is easily obtained from a
continuous concentration profile (as the experiments e.g.). Finally, D2 is
well suited to compute the dimension of a set covered by points (that can
be obtained in numerical simulations).
6.2.3 Spatial measures
Now that we have established that the intensity of segregation I(φ) is a
robust criterion for evaluating mixing quality, we wish to account for the
complicated spatial structure of φ (see for example Figs. 6.6 or 6.9). This
task might seem especially difficult in open flows, where the pattern of φ
results from the juxtaposition of strips with very different residence times
– and consequently different numbers of stretching steps. Strips that spend
few periods inside the mixing region are hardly compressed – these are of
course the worst structures that must be characterized. Strips that have
aggregated on the unstable manifold, on the other hand, have reached a
scale of order wB and are less problematic. We must therefore find a relevant
way to process our concentration field, that accounts for this very wide
distribution of scales. We start by considering an ideal case where the
distribution of scales can be derived analytically; several measures are then
tested against this exact prediction.
Length scale distributions for an ideal case
Let us first consider the 1-D open-flow map with even stretching (γ =
1/2). Using the notations of the previous paragraph, an injected slice of
width U is transformed into iterates of widths Uγi, up to some critical
iteration N defined by UγN ∼ wB. All further iterates contribute to the
scale wB. We define the energy of a scale l by the total contribution of all
structures (e.g. crenels) of width l to the variance of the profile. For l > wB,
the energy is simply given by the measure of all iterates of the upstream
slice with width l, whereas for l ≤ wB, one must also consider that such
structures yield smaller fluctuations (as many iterates are averaged inside
a box of size wB), and contribute less to the variance. We therefore obtain
the following “energy spectrum”E(l):
{
E(Uγn) = U(γh)n for n ≤ N
E(wB) =
∑∞
N+1
(
Uγn
wB
)2
U(γh)n
. (6.27)
Eq. (6.27) allows in particular to compute a typical scale as 〈l〉 =∑E(l)×l.
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Fourier spectrum and scale of segregation
We have represented in Fig. 6.15 a correlogram (Fig. 6.15 (a)) and a
Fourier spectrum (Fig. 6.15 (b)) for the steady-state concentration field φ,
obtained by iterating the 1-D map with parameters γ = 0.6 and U = 0.1
(correlogram), and γ = 0.5 and U = 0.125 for the power spectrum. We
can see that the correlogram has a very complicated evolution; this is due
to the multi-scale structure of the pattern. Anti-correlations impose to use
the second definition of the segregation scale Eq. (6.9). However, this is
dangerous, as scales greater than r∗ are not considered in the computation
of the typical scale s. We find actually a value of s (2× 10−3) much smaller
than the mean scale based on the distribution Eq. (6.27) (〈l〉 ∼ 7× 10−2):
this discrepancy can be attributed to the non-physical cut-off performed on
the length scales when computing s.
The Fourier power spectrum in Fig. 6.15 (b) indicates a broad distri-
bution of scales, as is indeed the case. Small wave numbers contribute
significantly to the energy, hinting at the presence of large-scale structures.
However, Fourier power spectra might not be the best tool to describe pre-
cisely the width distribution for elementary dye strips, as we wish to do.
The Fourier transform develops the field on a basis of periodic functions,
and is therefore inherently non-local. It does not seem very natural to
consider our concentration profile as a sum of sinusoidal functions, that
interfere in a non-intuitive way to construct the particular crenel-shaped
profile of φ. It seems therefore preferable to use a local analysis, such as
wavelet transforms which are used in the following paragraph. Also note
that the nonsmoothness of the profile is responsible for a very noisy Fourier
spectrum.
Wavelets – We do not provide here a comprehensive introduction to
wavelets; the reader is referred to the exhaustive literature on the subject
(a 1992 article by M. Farge [34] on wavelets in turbulence might be of special
interest for the fluid dynamics physicist).
Suffice it to say that wavelets are a space and scale analysis, where the
signal is decomposed on a basis of functions that are localized in space
(contrary to the space-filling sinusoidal functions). This basis relies on a
mother wavelet, that is compressed (scale analysis) and translated (space
analysis) to construct the whole basis. An example is shown in Fig. 6.16.
The mother wavelet here is called the Haar wavelet , which is a simple
crenel: {
H(x) = 1 for 0 ≤ x ≤ 1/2,
H(x) = 0 elsewhere.
(6.28)
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(a) (b)
Figure 6.15: (a) Correlogram R(r) of φ for the 1-D map with parameters
U = 0.1 and γ = 0.6. (b) Fourier energy spectrum of φ for the 1-D map with
parameters U = 0.125 and γ = 0.5.
Figure 6.16: Construction of the Haar wavelet basis by rescaling and translation
of the original crenel profile H.
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We consider here the discrete wavelet transform (DWT, as opposed to the
continuous wavelet transform), where a discretized field C(xi) is decom-
posed as
C(xi) =
∑
l,m
h˜lmHlm(xi). (6.29)
The basis Hlm is generated from the mother wavelet as
Hlm(x) = H(2
lx−m), (6.30)
where l ∈ N and m ∈ [0, 2l − 1]. Plots of Hlm are shown in Fig. 6.16 for
l =0, 1, 2. The sum of Hlm functions is an orthogonal basis, and the h˜lm
coefficients are simply obtained from a scalar product:
h˜lm =
1
A
∑
i
C(xi)Hlm(xi), (6.31)
where A is a normalization constant. The physical interpretation of the
wavelet coefficients h˜lm is particularly interesting for characterizing the
concentration profile: h˜lm tells us if the concentration profile around the
position m/2l is locally correlated with a crenel of width 2−l: this is pre-
cisely the kind of structures we wish to detect. Moreover, the logarithmic
hierarchy of scales λ = 2−l seems well suited to describe a multiplicative
stretching process.
The wavelet spectrum h˜lm is traditionally represented in a space-scale
plot, where the amplitude of h˜lm is color-coded. Here, we will consider a
scale-only information averaged over space. Due to the orthogonality of the
wavelet basis, the conservation of energy writes:
σ2(C) =
∑
l
∑
m
|hlm|2. (6.32)
Defining the wavelet power spectrum at scale 2−l, E(l) =
∑
m |hlm|2, we
obtain the “Parseval formula”
σ2(C) =
∑
l
E(l). (6.33)
This is analogous to the Parseval formula for the Fourier transform; it is
yet important to note that both spectra are not distributed in the same
way – only their sums are equal. We expect E(l) to account for the energy
of the strips of widths between 2−l and 2−(l+1). We have represented E(l)
in Fig. 6.17 for the 1-D map with parameters γ = 0.5 and U = 0.125, and
different diffusivities. For these simulations we have used an initial profile
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Figure 6.17: Wavelet power spec-
trum for different realizations of
the 1 − D map with parameters
γ = 0.5, U = 0.125 and diffusiv-
ities 10−10, 2× 10−10, 4× 10−10
and 4× 10−10.
that consists of successive crenels of width U . We observe that E(l) has
significant values only for scales smaller or equal than the largest strip U ,
which is a desirable feature. As can be seen in Fig. 6.17, the power-law
decay of the energy spectrum for smaller scales (greater l) is in very good
agreement with the power-law E(l) = U(γh)l derived in Eq. (6.27): as
expected, the wavelet spectrum counts the number strips of widths in the
range [2−l, 2−(l+1)]. The rapid decay for even smaller scales is due to the
diffusive cut-off: no structures smaller than wB are visible in the pattern.
Increasing the diffusivity does not change the wavelet spectrum for large
scales, but shifts the diffusive cut-off to larger scales (see Fig. 6.17). We
have also observed (results not shown here) that changing the typical scale of
the initial pattern changes only the large scale (right) part of the spectrum.
Finally, the typical length scale λ =
∑
E(l)2−l agrees very well with the
mean scale that can be computed analytically.
The reader might have noticed that the value of γ = 1/2 might seem
artificially chosen to fit with the wavelet crenels of width 2−l. For an in-
homogeneous stretching, the width of a strip falls typically between two
values 2−l and 2−(l+1). The wavelet power spectrum shown in Fig. 6.18 for
a simulation with γ = 0.65 is indeed less regular – yet it has a global power-
law evolution on a wide range of scales, accounting for the multiplicative
stretching process, and it provides a coarse-grained distribution of length
scales, of variable coarse-graining size 2−(l+1) − 2−l. Further developments
could consider a continuous version of the wavelet transform which would
avoid this coarse-graining and provide more precise measures.
In conclusion, we are quite confident that wavelets are a relevant tool to
characterize the distribution of strips widths. For the 1-D model, wavelet
analysis has permitted us to derive a spatial transfer function of the mixer,
that is the answer of the map to a profile of typical length scale λ in terms
of scales present in the mixing region profile. Such an analysis is very
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Figure 6.18: Wavelet power spec-
trum for a realization of the 1−D
map with parameters γ = 0.65,
U = 0.08 and diffusivity 10−10.
important if one would envisage e.g. to consider a series of successive mixing
elements.
6.3 Conclusion
In this final chapter, we have considered different measures of mixing in
open flows. Our selection of mixing criteria follows directly from our un-
derstanding of mixing processes, as we wish to choose measures that are
robust to a change of initial condition, or measurement scale. After a short
review of usual mixing criteria in closed flows, we have revisited the clas-
sical intensity of segregation I(φ) in the case of a continuous injection of
inhomogeneity. Using our open-flow 1-D model, we have first showed that,
for a fixed measurement scale, I(φ) is strongly correlated to the relative
variance I(Ψ) of the decay strange eigenmode Ψ, observed for long times
for the injection of a single dye blob. This is due to the specific structure
of the mixture patterns in open-flows, that are strongly determined by the
chaotic saddle and its unstable manifolds: Ψ traces out the fractal unsta-
ble manifold of the chaotic saddle, fattened to the diffusion scale wB, while
large (i.e. high-variance) structures of φ are locate precisely in the holes of
the unstable manifold, as they have experienced little stretching and are
therefore far from the unstable manifold. A good approximation of I2(φ)
is thus given by counting the measure of the holes of the decay pattern
Ψ. This has been checked for a large set of simulations of the model, for
different flowrates and stretching inhomogeneity.
We have then proposed a more refined description of the φ profile, by
distinguishing between images of the upstream profile wider or smaller than
the diffusion scale wB. We have demonstrated that the fraction of the
initial variance lost in the mixer, 1 − I2(φ), evolves as a power law with
the scale λ at which the concentration is measured. This reasoning carries
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over to the initial scale of the profile. Conversely, the relative variance of
the decay profile is related to the correlation dimension of the multifractal
unstable manifold, so that 1 + I2(Ψ) = λD2 – a different evolution with the
measurement scale.
Next, we have wondered how to describe the spatial distribution of the
concentration profile φ, which is specific to open flows, as newly injected
large structures live amongst older images, some of which have reached the
Batchelor scale: a wide distribution of lengthscales stems from to the wide
(exponential) distribution of residence time (or stretching times) inside the
mixing region. We have suggested that wavelets may be efficient tools to
describe these structures and emphasized the need for a local scale analysis.
Mainly because of lack of time, no attempt has yet been made to test
these measures in the open-flow experiments and we have instead focused
on the 1-D model. The next step for future developments will be of course
to validate our measures for experimental fields, and to adapt them for 2-D
fields (e.g. construct adapted 2-D wavelet bases). In real flows, care must
also be taken to detect the phase space organization, as different mixing is
expected in different regions. For butterfly protocols e.g., the chaotic saddle
is not responsible for the concentration field in the layers of free trajectories
along the channel sides, and the scalings derived here for the intensity of
segregation I(φ) may hold only in the central region. The total variance is
readily obtained as the sum of the variances in the different regions, which
have however different scalings with the measurement scale.

Chapter 7
Conclusions
In this last chapter, we start by summarizing our goals, and the approach
used in this work. We proceed to summing up the results presented in
the thesis. A few important points that can be drawn from our work are
highlighted in a third section. Finally, we suggest some possible directions
for future work.
7.1 Summary of approach
We have carried out a study of mixing mechanisms in various rod-stirring
devices, both in closed and open low-Reynolds-number 2-D flows. With
industrial applications in mind, our primary goals were to understand the
mechanisms at play during the homogenization process, to derive generic
laws accounting for the dynamics of mixing, and to have at hand criteria to
evaluate the degree of mixing. When choosing the mixing devices, our con-
cern lay in studying systems that could be used for industrial applications,
while being generic enough.
Our approach has combined different ways used in the literature to ex-
plore laminar mixing. 2-D incompressible laminar flows achieved in our
experiments and simulations are well captured in the standard framework
of chaotic advection [82], and it is common to relate characteristics of the
phase space – which is also the real physical space – such as elliptical islands
or chaotic regions, periodic points and their manifolds, to the stretching of
Lagrangian fluid particles and to the resulting mixing. We have also ex-
plored another classical – at least for closed flows – direction, which concen-
trates on describing the evolution of a scalar (e.g. dye) concentration field
towards a coherent pattern [88].
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With regard to the literature on chaotic mixing, which consists mostly in
theoretical or numerical studies, we have invested much experimental effort
on obtaining quantitative data for the concentration field of a scalar field, in
various closed- and open-flow systems; of course such experimental methods
have already been employed in other studies (see e.g. [95, 52, 127, 125]), but
we have made systematic use of this approach here. Although our approach
is in the first place experimental and numerical, we have made extensive use
of the formalism of Hamiltonian dynamics or 2-D diffeomorphisms, which
provide powerful tools. Moreover, we have found that the phenomenons
observed in the experiments could often easily be transposed in simple 1-D
models, all based on modifications of the baker’s map, which provide toy
models where a wider range of situations can be explored.
7.2 Summary of results
Our work has contributed to the identification of several mixing mecha-
nisms, and has shed a different light on some classical situations.
7.2.1 Topological and kinematical description of
mixing
In the context of topological mixing, an approach developed recently [18],
we have first proposed in Chapter 3 to consider 2-D chaotic mixing as
the braiding of periodic points, that we have called ghost rods. All peri-
odic structures, be they regular elliptical islands or unstable hyperbolic or
parabolic points, are topological obstacles to material lines and stretch them
as real rods do, at a rate (called the topological entropy of the flow) greater
or equal than the complexity of the entanglement created by the motion
of a set chosen among these points, that is the topological entropy of the
corresponding braid. Using Stokes-flow numerical simulations of realistic
rod-stirring protocols, we have shown that detecting a limited number of
orbits (60 in our study) allows to compute efficiently the topological en-
tropy of the flow, i.e. to determine the growth rate of an interface in the
flow. We have suggested that parabolic points might be the most “efficient”
ghost rods, i.e. the ones that account best for the topological complexity of
the flow, as they are nested inside the folds that are characteristic features
of a given mixing pattern.
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7.2.2 Dye homogenization in closed and open flows
Besides this kinematical description of mixing, we have also carried out
dye mixing experiments, where we have studied the homogenization of the
concentration field under the combined action of stretching and diffusion.
Although this is a well-established approach in closed flows, open flows
where mixing results from the action of a chaotic saddle had never been
studied before with the homogenization of a scalar field in mind: numerous
studies have instead related the multifractal properties of the chaotic saddle,
and its manifolds, to the scattering of point-like passive tracers [53, 104]
or the filamentary structure of the tracers pattern observed for long times.
Others have concentrated on extracting flow structures such as the unstable
manifold of the chaotic saddle from Lagrangian data, with the application
to environmental flows in mind [98, 110].
Although our primary interest was more focused on open flows, we have
shown that mechanisms leading to the homogenization of a concentration
field, or the dispersion of an initial blob of inhomogeneity, have striking
similarities in closed and open flows. A long-lived view describes stirring
as the combination of complex stretching and folding of scalar filaments,
whereas diffusion completes the mixing process at finer scales. In the course
of this thesis, we have come to a related conception of mixing, where the
inhomogeneity of such patterns comes from the periodic structures of the
phase space with lowest stretching, i.e. where homogenization is slowest,
and is visible mostly along their unstable manifold, that is on the paths
along which low-stretching structures contaminate the whole space.
In particular, we have demonstrated in two different closed-flow experi-
ments the importance of the phase portrait in the vicinity of a no-slip wall.
In the figure-eight mixer, where the chaotic region extends to the no-slip
wall, we have observed a slow – algebraic – decay of the concentration vari-
ance, even in the core of the filamentary pattern. As we have shown, no-slip
hydrodynamics near the wall impose that poorly mixed fluid is stored for
long times in the vicinity of the wall, but it is later reinjected in the bulk
along the unstable manifold of a parabolic point. This imposes that mixing
dynamics are slowed everywhere by the wall, up to the core of the pat-
tern. We expect such mechanisms to be valid for any 2-D mixer with a
chaotic region that extends to a solid wall, in the case of no-slip boundary
conditions.
Using the epitrochoid protocol, we have then evidenced a second“univer-
sality class” where the chaotic region is shielded from the wall by a regular
region. In this experiment, we have retrieved an exponential evolution of
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the concentration variance and observed the onset of a strange eigenmode
[88], i.e. a self-similar concentration field where fluctuations decay exponen-
tially with time. Greatest fluctuations of the pattern are observed in the
folds of the pattern, presumably at the locations of parabolic points and
their unstable manifolds.
We have pointed out that the nature of the phase portrait near the
side walls is of paramount importance in open flows as well. We have dis-
tinguished between butterfly and breaststroke versions of the egg-beater
motion of the rods. In the butterfly case, the chaotic saddle and its man-
ifolds are confined to a finite portion of the channel width, as the chaotic
saddle is shielded from the no-slip walls by a layer of free trajectories. This
more ideal case is close to some other open flows studied before, such as
leap-frogging pairs [87], yet it is the first time that homogenization of a
concentration field performed by this kind of open-flow mixers has been
investigated in details. Following the evolution of the concentration field
generated by the release of a dye blob in the upstream region, we have ev-
idenced the onset of an open-flow strange eigenmode, that is a self-similar
concentration field recurrent in the Poincare´ map, yet with an amplitude
decaying exponentially. Using a simplified 1-D model, we have described
how the strange eigenmode arises as a result of the global advection and the
stretching process, which compresses the whole mixing region to a width
comparable to the diffusive scale, so that the global decay of concentration
is transported to small scales. The support of this decay strange eigenmode
is the unstable manifold of the chaotic saddle, fattened to the diffusion
scale. Holes inside the pattern correspond to images of slices of upstream
fluid that are injected inside the mixing region. As could be expected, we
have found that decreasing the stirring period compared to the timescale of
the global advection yields thinner white holes, and hence a more homoge-
neous pattern inside the mixing region (as measured by its relative variance,
normalized by the concentration mean). However, the homogeneity of the
downstream pattern is poorer than inside the mixing region, as it is seg-
regated in two layers of free trajectories, where no dye is visible for long
times, and a lobe pattern emanating from the mixing region. Also, we have
observed that the saying “the faster you stir, the better you mix” failed to
be true in this case. For high frequencies, two effects reduce the efficiency
of mixing in the butterfly case: (i) lobes occupy only a small fraction of
the channel width, and (ii) two elliptical islands appear inside the mixing
region and store poorly mixed fluid in their vicinity, so that the mixing
region pattern is also less homogeneous.
For breaststroke protocols, the chaotic saddle extends to the side walls
of the channel, where we have observed stagnation points that appear be-
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cause of the competition between the main flow, and the action of the
stirring rods. These breaststroke experiments are to the best of our knowl-
edge the first study where the chaotic saddle and its manifolds cover such
a large part of the flow domain. This is important for industrial applica-
tions, to ensure that no large-scale fluid pieces can escape to the stretching
process. However, this desirable good coverage has some side-effects. As
in the closed-flow figure-eight protocol, poorly stretched fluid is stored for
long times near the walls, and then escapes in the form of darker filaments
along the unstable manifolds of the stagnation points, which are parabolic.
We have observed some departure from an exponential evolution of the mo-
ments, and self-similarity of the PDFs, that we have attributed to the wall
parabolic points. However, the global advection, combined to the shuﬄing
of the pattern by the rods, imposes a “first-order” evolution, which is close
to exponential. The effect of the walls is therefore less dramatic than in
closed flows. It is instructive to note that although we have always ob-
served stagnations points on the side walls, using the breaststroke sense
of rotation with smaller rods, or a smaller lateral extent of the rods’ tra-
jectories, should eliminate the stagnation points and permit fluid to leak
along the channel sides. We would then retrieve a situation comparable to
the butterfly case, yet with parallel filaments and a free layer as thin as
wanted, if one fiddles with parameters such as the trajectories of the rods.
One should be aware that the topology of the phase space, i.e. the extent
of the chaotic region relative to the walls, cannot be predicted for sure be-
forehand, without explicitly computing the Poincare´ section of the flow, or
looking at the dye pattern; this is true both in closed and open flows.
With respect to preceding open-flow studies which have mostly concen-
trated on the long-time evolution of a blob, we have tried to consider in
parallel the short-time and the asymptotic evolution of a blob, or equiv-
alently the decay case and the continuous injection case. Because of the
specific structure of the chaotic saddle and its manifolds, worst-mixed parts
of the short-time (in the decay case) or continuous patterns are found in the
holes of the asymptotic decay pattern. In the butterfly case, we have pro-
posed a geometric method that allows to determine a chart of elements that
will escape the mixing region. We have also studied in the 1-D model how
the respective measure of each set – the fattened unstable manifold, and its
complementary set where large high-variance strips can nest – evolves when
the measurement scale, or the initial scale of the pattern are changed.
7.2.3 Characterization of mixing efficiency
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Beyond the study of mixing processes, we have also asked how mixing
can be characterized, the underlying goal being to compare the efficiency of
different mixing devices. Throughout this manuscript, we have concentrated
on the first moments of the concentration field, that is its mean (which is not
conserved in open flows, in particular for decay experiments) and above all,
its variance which measures directly the inhomogeneity of the concentration
field.
In open flows, we have used the intensity of segregation I(φ2), which
evaluates the rate of the downstream variance with respect to the initial up-
stream variance, for a continuous injection of inhomogeneity. As mentioned
above, we have shown for the 1-D map that the intensity of segregation
is correlated with the variance of the decay pattern, and that 1 − I(φ)2,
i.e. the amount of variance lost in the mixer, scales as a power-law with the
measurement scale, or the typical length scale of the upstream pattern.
We have also insisted on the importance of characterizing the distri-
bution of length scales in the case of a continuous injection. We have
underlined that open-flow mixing is a very “unfair” process, as some ele-
ments leave the mixer very rapidly and do not experience much stretching,
while other parts are compressed up to the Batchelor scale – this wide range
of stretching histories cannot be avoided. We have suggested that a local
analysis such as wavelets analysis might be necessary to measure the spatial
distribution of inhomogeneity in a relevant fashion.
7.3 A few take-home messages
7.3.1 Can you read the speed of mixing ?
We have studied several quantitative characterizations of mixing in this
thesis, and we have evidenced different evolutions of the concentration vari-
ance, depending on the phase portrait of the flow. Yet, precise measures
of the concentration field are not always available when testing a mixing
device, and less refined measures might be necessary. To this respect, it
is important to note that some low-hanging fruits can be picked directly
from our understanding of mixing mechanisms. Some important informa-
tion about the mixing scenario at play are readily available in the pictures
of dye patterns, and the speed of mixing may sometimes be deciphered
directly from the images.
For instance, in the case of a closed-flow mixer in the figure-eight class,
the cusped shape of the pattern betrays the presence of a parabolic point
on the wall. The distance of the filamentary pattern to the wall, if mea-
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sured at two different times, provides an estimation of the strength of the
parabolic point (which we have called a), that is the rate at which the
pattern converges to the wall. The knowledge of a gives the width of the
reinjected white filaments, and therefore the speed of mixing, as we derived
in chapter 4. Conversely, in the case of a mixing region of limited extent,
and with a smooth boundary, we might expect homogenization dynamics to
be exponential if no elliptical islands are visible. However, elliptical islands
allow us to reconstruct a braid formed with the islands and the rods, that
provides directly a lower bound on the stretching rate of a material line. . .
This “image-reading”method applies to open flows as well: for example,
pictures of the decay pattern at long times may be simply binarized in order
to count the area of the holes, where large high-variance large filaments
will be nested in the case of a continuous injection of inhomogeneity. The
measure of this area provides a good first-order measure of mixing efficiency.
7.3.2 Specficities of open-flow mixing
One could naively expect close similarities between open-flow mixing and
finite-time closed-flow mixing. Yet, homogenization mechanisms in both
systems are very different, as mixing in open flows is limited by elements
that spend much less time than the average residence time inside the mix-
ing region. Evaluating the mixing efficiency of an open-flow system must
therefore take into account the fraction of fluid that escapes quickly, and
measures of the stretching experienced by fluid particles that spend a long
time inside the mixing region, such as the Lyapunov exponent of the flow,
are not directly related to the efficiency of a mixer. We have suggested in-
stead to count the fraction of holes in the asymptotic decay pattern, which
should provide a satisfying approximation of the efficiency of mixing (mea-
sured e.g. by the intensity of segregation) when the fraction of holes is
significant.
7.3.3 The importance of solid walls
The role of fixed solid walls cannot be disregarded when designing an in-
dustrial mixer. For closed flows in the figure-eight class, we have suggested
that“scraping the bowl”as close as possible can reduce the limiting effect of
the walls. On the other hand, the central part of a mixer in the epitrochoid
class is mixed exponentially fast. If one can afford to discard the annular
regular region, such mixers might be a good choice.
We do not yet understand completely the influence of walls on mixing
efficiency in open flows. In the butterfly case, high variance elements escape
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freely along the layers of free trajectories on both sides of the channel, which
is disastrous for mixing – except if one is interested only in the central part
of the pattern, which is very well mixed. This could be the case for some
applications. In the breaststroke case, parabolic points on the walls store for
long times poorly stretched fluid. This is in any case non-optimal, as fluid
particles spend a long time in the mixer without being stretched. We yet
have to understand the effect of such parabolic points on e.g the intensity
of segregation.
7.4 Perspectives - outlook on future work
Future research could proceed in different directions. First, we advocate
that the topological description of mixing processes should be developed
further, in order to derive a minimal characterization of mixers, in terms of
a limited set of braiding orbits. Understanding the role of bulk parabolic
points, in particular, seems of prime importance to us.
Second, the departure from the strange eigenmode observed in some
breaststroke experiments needs further clarification, as we have not yet
understood quantitatively the effect of the wall parabolic points.
Regarding mixing measures, our experimental pictures could be ana-
lyzed to test the mixing measures introduced for the 1-D map. This study
should start with the more ideal butterfly case, where one could measure
the fractal dimension of the decay pattern, compare the variance of the
decay and the – artificially obtained – continuous patterns, and observe
their evolution with the coarse-graining scale. For the breaststroke case,
one should first investigate if the decay pattern shows some departure from
multifractality due to the injection of darker filaments from the walls, or
not. Either the same mixing criteria, or modified measures could then be
performed on breaststroke concentration fields. Measures of the spatial dis-
tribution of the concentration field, such as wavelets analysis, should also
be adapted to 2-D flows and tested on our experimental pictures.
Finally, the characterization of 3-D flows clearly lags behind the under-
standing of 2-D flows. It is our hope that some mechanisms evidenced here,
such as the importance of no-slip walls, could be adapted to 3-D flows. This
will be the subject of future research.
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hyperbolic, 105
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