We develop a theory of curved A ∞ -categories around equivalences of their module categories. This allows for a uniform treatment of curved and uncurved A ∞ -categories which generalizes the classical theory of uncurved A ∞ -algebras. Furthermore, the theory is sufficiently general to treat both Fukaya categories and categories of matrix factorizations, as well as to provide a context in which unitification and categorification of pre-categories can be carried out.
Introduction.
The theory here treats curved and uncurved A ∞ -algebras on equal footing and all our constructions are valid over an arbitrary unital commutative ring S. At the heart, we have found a notion of homotopy equivalence for curved strictly unital A ∞ -algebras. This notion agrees with the classical notion of A ∞ -homotopy equivalence when the algebras are uncurved and S is a field (Theorem 6.8).
Our approach is to focus on the category of modules Mod ∞ (A) rather than on the A ∞ -algebra A itself. We treat H 0 (Mod ∞ (A)) as the object that should be preserved. Thus a morphism A → A ′ is defined to be an equivalence if it results in an equivalence of the categories H 0 (Mod ∞ (A)) and H 0 (Mod ∞ (A ′ )).
In order to approach the question of when categories of the form H 0 (Mod ∞ (A)) are equivalent, we develop homotopy theory which behaves functorialy with respect to morphisms A → A ′ . To do this we restrict attention to the subcategory of strict morphisms Mod st ∞ (A) (defined in Corollary 2.17) of a curved strictly unital A ∞ -algebra (Definition 2.11). There is then a functor and the adjunction of a composition is the composition of the adjunctions. Our focus is primarily on two amazing constructions that make the homotopy theory above possible. The first is in Section 3 which treats an auxiliary curved dg-algebra U e (A) (defined in Proposition 3.3) called the adjoint algebra whose usefulness begins with an equivalence 1 of categories (Theorem 3.4). In addition, the assignment A → U e (A) is functorial, and U e is left adjoint to the inclusion Alg * dg → Alg ∞ . In other words, U e (A) is universal in the sense that there is a natural isomorphism The second construction appears in Section 4 is the basis of the Quillen model category structure on Mod st ∞ (A). It begins with the fact that U e (A) can be given the structure of an A − A-bimodule (Lemma 4.1). This defines the functor Finally, Q A and the identity functor on Mod ∞ (A) are quasi-equivalent functors on Mod ∞ (A) (i.e. naturally isomorphic on H 0 (Mod ∞ (A))), and we show this by constructing an explicit homotopy bounded by their difference (Theorem 4.3).
To see how a model structure can be built around Q A , consider an alternative viewpoint on the bar resolution. Given a dga A there is an inclusion of dg-categories and the bar resolution is left-adjoint to this inclusion:
Hom dg (Bar(M), N) = Hom ∞ (M, N).
Our Q A plays a similar role, but now A is any curved A ∞ -algebra and the inclusion is i : Mod dg (U e (A)) → Mod ∞ (A).
The last two sections address some lingering questions. It is in Section 6 that we prove this new notion of equivalence agrees with the classical one (Theorem 6.8). Section 5 considers issues surrounding the vanishing of the category H 0 (Mod ∞ (A)), such as those raised by Keller-Lowen-Nicolas [KLN10] and Positselski [Pos11] . This is crucial to verify that the theory here is not vacuous. Specifically, Proposition 5.3 gives a criterion for non-vanishing using base-change, Theorem 5.4 spells out explicitly when the Kontsevich-Positselski vanishing argument can (and cannot) be applied, and Theorem 5.6 gives an Orlov-type result [Orl04] which focus attention on the critical values of the Maurer-Cartan function.
Two appendices appear after the main body of the paper. Appendix A has some needed homological algebra. The most interesting results here are the homotopy inversion theorem for A ∞ -modules (Theorem A.13) and the fact that if a morphism of differential graded algebras is a homotopy equivalence then the associated adjunction morphisms are too (Theorem A.1). Appendix B provides the details of the homotopical treatment of H 0 (Mod ∞ (A)).
In addition to listing explicitly all relevant details, there is the notable fact that when the A ∞ -algebra is a curved dg-algebra, our homotopy is "compatible" with the "usual" one in the appropriate sense. This is spelled out and we refer the reader to Armstrong [Arm15] for more details.
Several relevant aspects of the theory of curved A ∞ -algebras are not address, or only mentioned in passing. For instance, all our constructions are compatible with deformations by weak bounding cochains [FOOO09] . Making sure that our formulas "commute" with such deformations was a condition we imposed on ourselves from the beginning of the project. Furthermore, the theory has all the features needed to treat both Fukaya categories [FOOO09] and categories of matrix factorizations [Eis80] . In fact, the apparent paradox that there are non-zero categories of matrix factorizations when it seems one can apply the Kontsevich-Postiselski vanishing argument is resolved here (see Example 5.5). Another feature not mentioned is that our theory provides a framework within which one can compare (in an algebraically satisfying way) the many definitions of the Fukaya category. For example, the natural way to attempt to turn an arbitrary curved A ∞ -precategory F [KS01] into a curved strictly unital A ∞ -category is by looking for a homotopy-initial category among categories A under F where the functor F → A is an inclusion. The FOOO strict unitification procedure [FOOO09] can be shown to be an example of this.
Finally, there remain vast unexplored areas. For instance, it is natural to attempt to develop a transfer theory analogous to that of Kadeishvili [Kad80] in the uncurved case (see also Merkulov [Mer99] ), and a Hochschild cohomology governing deformations in a manner similar to that described in Gerstenhaber [Ger63] (see also Penkava-Schwarz [PS95] ). Given our point of view, deformations would presumably run along the lines of Lowen-Van den Bergh [LVdB06] . Also, further research is required to see how Positselski's Koszul duality for weakly curved algebras [Pos12] and the application to discrete Morse theory by Nikolov-Zahariev [NZ13] fit in with our picture.
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Notational conventions.

S-modules, tensors and signs.
We fix a commutative ring S with identity 1, and our constructions are in terms of Γ-graded S-modules for Γ = Z or Z/2nZ. Apart from a compact notation for certain "geometric series" of modules and morphisms (Definition 2.4), we follow the usual conventions for graded modules over a ring. The most noteworthy point among these is that tensors of morphisms are understood to be taken with Koszul signs.
Definition 2.1. (modules) Usual conventions for modules include:
• as a module, S is concentrated in degree 0,
• the degree of a homogeneous element m is written |m| ∈ Γ,
• a homogeneous element m has a sign
(when it is unambiguous, simply (−1) m ),
• a shift functor
• and an S-module isomorphism
and whose inverse is denoted ω.
Definition 2.2. (morphisms) Morphisms are graded
Definition 2.3. (tensors) As usual, we have the graded S-module M ⊗ N for any graded S-modules M and N. Morphisms can be tensored:
This map is taken with Koszul signs; that is to say, for a tensor of homogeneous morphisms evaluated on a tensor of homogeneous elements, we have
Definition 2.4. (geometric series)
We make the notation
for the tensor space where
. A similar notation is used for morphisms. Given φ • : M ⊗ → N, we write the geometric series as
We also make use of the "extension by zero" convention for direct sums: for a map ψ on a summand of a direct sum, we extend it to the entire direct sum by first projecting onto the summand in question. 
Remark 2.6. (tensors of tensors)
At times we will need to take tensors of tensors, etc. Such an object is multi-graded by the resulting tensor degrees. To reflect this structure, we will sometimes use the notations ⊠, ⊙, ⋄, and ⊘ for additional tensors.
All formulas involving tensors should be understood to be relative to some base tensor symbol in the formula. This is because the practice of taking tensors of tensors, while seemingly innocuous, is subtle. For example, there is a map V⊠W → V ⊗ W which switches the ⊠ to ⊗. This is usually an isomorphism. However if the symbols are not interpreted in a relative way, then it may not be. Indeed, for U = 0 and V = W = U ⊗ this map has a kernel.
Remark 2.7. (signs)
In the interest of clarity, we have left most sign checking out of our proofs. The job of keeping track of signs can be quite formidable, and can obscure the content of a proof. For those interested in checking signs, we recommend drawing string diagrams between steps in a computation and counting crossings 3 .
Checking a sign from the proof of Lemma 4.1 by counting crossings.
Strictly unital A ∞ -algebras.
We define and verify the category Alg ∞ of strictly unital A ∞ -algebras. This allows us to establish some notational conventions and touch upon typical arguments made when doing A ∞ computations: the cross-cancel argument and the codifferential property. We primarily use the b-notation, and capital letters for the operators on coalgebras. The more traditional m notation is introduced in Subsection 2.4.
Definition 2.8. (strictly unital A ∞ -algebra) An A ∞ -algebra is an S-module A and a map
such that
is called a strict unit if sequence of S-modules
is split exact, and for η = σ(e) 3 We first saw this trick in Dan Abramovich's notes from Maxim Kontsevich's deformation theory course.
• b 2 (η ⊗ 1) = −b 2 (1 ⊗ η) = 1, and
Such an element is unique if it exists.
Proposition 2.9. (A ∞ -equations on b • ) The condition
Proof. (cross-cancel argument) The argument here is typical for these types of statements. The composition B 2 expands into a sum of three terms. Two of these terms are identical, but with opposite signs which arise from whether or not the two b • crossed each other. The remaining term is a map sandwiched between two 1 ⊗ 's, so the result is zero if and only if the sandwiched map is zero. Explicitly
Remark 2.10. (comultiplication and codifferential) In the language of coalgebras, the operator B is a codifferential on (A[1]) ⊗ considered as a coalgebra with usual tensor comultiplication
which sends
This means that in addition to B 2 = 0, we have
Definition 2.11. (morphism of strictly unital A ∞ -algebras) A morphism of strictly unital
, and Proof. (composition of geometric series) The identity H = GF follows from the fact that
. This equality reflects the term-wise equality
which holds when all maps are even (and with appropriate signs when they are not). The condition that H "commutes" with the B's follows:
Finally, on strict units:
Strictly unital right modules.
Strictly unital right modules over an A ∞ -algebra A form a dg-category Mod ∞ (A). Within this category is a subcategory of strict morphisms Mod st ∞ (A). The strict morphism category plays a central role later when it is identified with the module category of the curved dg-algebra U e (A) (Theorem 3.4). Definition 2.13. (strictly unital right module) A strictly unital right module over a strictly unital A ∞ -algebra is an S-module M and a map
Proposition 2.14. (A ∞ -module equations on b M
• ) The condition
Proof. This uses the same cross-cancel argument as the proof of Proposition 2.9. 
with the differential
and composition
Furthermore, if one sets θ • = ψ • • φ • then these maps satisfy
In addition, the operator
Proof. These statements are equivalent to the statement that
⊗ ) which is closed under composition. The equality
guarantees the "subcomplex" statement, and can be verified using the cross-cancel argument of the proof of Proposition 2.9. The "composition" statement is checked by the same term-wise equality that appeared in the composition of geometric series in the proof of Proposition 2.12. 
is a closed degree 0 morphism whose only nonzero element is "linear": 
Proof. Omitted.
The m's.
The definitions in terms of b • are equivalent to a commonly used formulation of A ∞ -algebras in terms of a map
where |m i | = i − 2. Both descriptions appeared in Stasheff's original work on the subject [Sta63] . The equivalence related to the bar resolution of Eilenberg-Mac Lane [EML53] . For us, the main reason to use the formulation in terms of m • is that we will consider curved dg-algebras and their modules, and these objects are neatly described in this language. The essential fact is the following.
Proposition 2.18. (m-b-equivalence)
The assignment
Curved dg-algebras and their modules.
The relevance of curved dg-algebras to this paper comes from the adjoint algebra U e (A) (Proposition 3.3). There is a slight difference in what is meant by a morphism of curved dg-algebras depending on whether the are considered for their own sake or as special cases of A ∞ -algebras (those with b ≥3 = 0). We consider them as special cases of A ∞ -algebras, and thus get a category we denote by Alg * dg . The alternative view produces a category Alg dg and Alg * dg is a subcategory.
A morphism in Alg dg includes the data of an elementb
and modifies the last two equations of Proposition 2.20 in a way equivalent to allowing an f 0 term in the A ∞ -morphism [Pos11] . This larger category does not include into Alg ∞ ; the problem being that composition with an f 0 term can lead to an infinite sum for which convergence addressed. In the geometric picture of Kontsevich-Soibelman [KS09] , the morphisms in Alg * dg are the basepoint preserving ones.
Definition 2.19. (curved dg-algebra)
with m ℓ = 0 for all ℓ ≥ 3. Notationally, we write
• the derivation 4 by d a = m 1 (a), and
• the curvature by c = m 0 (1), and the A ∞ -equations are exactly the conditions that
, and
In addition, a strict unit η defines an identity element e = ω(η) ∈ A which is closed
Proposition 2.20. (Alg * dg ) The category Alg *
dg of strictly unital curved dg-algebras is made up of degree 0 morphisms of graded algebras˜f
The derivation is called the "differential" despite the fact that it may not satisfy d
for which the bulleted equations become exactly the condition B ′ F − FB = 0, and thus Alg * dg includes as a subcategory of Alg ∞ .
Proposition 2.21. (dg-module over a curved dg-algebra)
Notationally, we write
and the A ∞ -equations are exactly the conditions that
Definition 2.22. (Mod dg (A ))
The category Mod dg (A ) is a dg-category made up of unital right dg-modules over A whose morphism complexes are
of A -linear maps with the differential
for which 
Bimodules.
The functor Q (Theorem 4.2) which produces the dg-adjunction between A modules and U e (A) modules is defined this way. Here we recall the definition of a bimodule and the resulting functor.
Definition 2.24. (∞-bimodule) An
The A ∞ -equation for such a map is
If A and A ′ are strictly unital, then V is called strictly unital if
Proposition 2.25. (infinity-tensor) An
and
Proof. The expression to check for objects simplifies using the cross-cancel argument and
The remaining terms can be organized by whether or not an element of M passes through a B map:
The last equality, uses the
On morphisms,
3 The adjoint algebra.
The adjoint algebra U e (A) (Proposition 3.3) is used largely for the same purposes as the algebra U + (A) used by Lefèvre-Hasegawa [LH03] . Like U + (A), the algebra U e (A) is universal in the appropriate sense (Theorem 3.5), and U e (A)-modules reproduce the category
is not obtained in the usual way as a "bar-cobar". Superficially it looks similar, but it is sneakily different. It is closer to think of it as first doing a lunatic version of bar-cobar in which one uses the non-reduced tensor coalgebra equipped with the reduced comultiplication. This is then quotiented by an ideal the guarantees things behave appropriately with the unit.
U e (A) definitions.
U e (A) is a quotient of an algebra U(A) and most of our constructions are done on the level of U(A). However, they descend to U e (A) and thus allow access to Mod st ∞ (A).
Definition 3.1. (U(A))
The enveloping algebra U(A) is a curved dg-algebra obtained by
It is equipped with the derivation
where ∆ is the comultiplication on the reduced tensor coalgebra
. This means
Equivalently, ∆ = ∆ − 1
were ∆ is the comultiplication on the full tensor coalgebra ( Proof. U(A) is tensor algebra, and one can always extend a map D :
For this, consider
The cross-cancel argument of the proof of Proposition 2.9 simplifies this to
These factors are
B is coderivation with respect to ∆ = ∆ + 1
, so the sum of these factors
would equal zero if ∆ were replaced by ∆. However making the substitution ∆ = ∆−1
, we can write
Finally, reinserting this into the larger ⊠-product yields
Proposition 3.3. (U e (A))
The adjoint algebra is the quotient
of the enveloping algebra by the two-sided ideal I
The derivation d descends to a derivation on U e (A), and thus
Proof. The needed property is that d x ∈ I for any generator x of I. This guarantees that
We can quickly dispatch with the generator
So we move on to
with σ(a k ) = η and ℓ > 1. Unrolling definitions puts this element into a form about which we can reason:
In this form and when k ∈ {1, ℓ}, this reduces modulo
since the D 2 terms and all the D 2 terms, except those where b 2 "eats" η, lie in I. These remaining b 2 terms equal zero:
In the case when k = 1,
Where the last congruence uses the identity 1 ⊠ ≡ I ω[η]. The case k = ℓ is the same except passing b 2 and the second ω over the tensors picks up a global sign of (−1) σ(a 1 )+···+σ(a ℓ−1 ) .
U e (A) module identification and universality. Theorem 3.4. (module identification) There is an isomorphism of categories
Proof. The dg-module equations unroll exactly to A ∞ -module equations. These are
These translate into equations for M as an A-module:
• the same
• the rule by which we extend the multiplication M ⊙ X → M to all of U(A).
Finally, the strict-unitality conditions
are equivalent to this unital U(A)-module descending to a unital U e (A)-module.
As for morphisms, we make the identification
The conditions
• the same equation restricted to restricted to M. 
Proof. Functoriality is immediate (F → ωFσ on variables), so consider the adjointness statement. By abuse of notation, write X for the image of ( (A[1] )
as the map A[1]
Let A ′ be a curved dg-algebra, and consider an A ∞ -morphism
From this we can define˜f
These maps fit in a commutative diagram
Furthermore, givenf one can use this diagram to define f • . The remaining question is whether or not the maps commute with operators B. This depends only on checking that i • is an A ∞ -morphism. Indeed, takingf = identity map on U e (A) shows the necessity, and sufficiency follows from the fact that (i • ) ⋄ is injective and
Finally, layers of notation constitute the only difficulty in verifying i • is an A ∞ -morphism. To be clear, the output of
In isolation, 1
The last two lines in the expression cancel. This can been seen by the fact that their output is in tensors of the form σ(a 1 ) ⊘ · · · ⊘ σ(a k ) where ⊘ ∈ {⊗, ⋄, ⊠} with exactly one ⊘ = ⊠. Each such tensor is obtained two ways with opposite signs: one by changing ⊠ to ⋄, and the other by changing ⊠ to ⊗. It remains to compare [1
. Again these cancel, as can be seen by the fact that an output tensor is obtained by putting in first either the ⋄'s or the
4 Module adjunctions and the quasi-equivalence Q ∼ 1.
This section defines a bimodule structure on U e (A) (Lemma 4.1), uses this to define the functor Q and prove that it is adjoint to inclusion of the strict subcategory (Theorem 4.2), and finally shows that Q and 1 are quasi-equivalent functors on Mod ∞ (A) (Theorem 4.3).
Lemma 4.1. (the bimodule U e (A)) The adjoint algebra is a strictly unital A − A-bimodule defined by
where
for the shift-multiplication maps
Proof. We take a slightly indirect route in this proof. Verification that these maps give U e (A) the structure of a bimodule amounts to checking (B U e (A) )
Rather than computing 
is a coderivation for ∆. The first bimodule under consideration is Ω itself; later we will find that U(A) is a sub-bimodule. For Ω, we consider the map
This is an S-linear isomorphism with inverse −(σ ⊙ 1 ⊠ ⊙ σ). To be sure about this, notice that the element y⊠y ′ = y⊠1 ⊠ ⊠y ∈ Y⊠Ω⊠Y maps to −(−1)
The definition
Some work remains to show that B Ω is of the appropriate form to define a bimodule. Carefully expanding the definition of B Ω leads to
Not coincidently, this is same formula as proposed for
To begin we first split d Ω into its linear and quadratic parts:
Restricted to Y⊠Y ⊠ ⊠Y = Y⊠Y ⊕ Y⊠Y⊠Y ⊕ · · · , the first summand yields
which equals
So the question remains with the D 1 term. The second summand expands slightly differently than the first. Restricted to Y⊠Y ⊠ ⊠Y we can again organize the sum as
⊠ ⊠ω) the expansion is more subtle. The middle term is simply
but we will have to come back to it after expanding the ends. The ends become
and then
where ω :
These computations prove the bimodule structure on Ω with
The final formulas come from the identity
whose substitution into this expression leaves us with what we want:
In this form, we know that U(A) ⊆ Ω is carried to itself under B Ω . The algebra U e (A) is a quotient of U(A) by an ideal. Both d and multiplication by elements of Ω make sense on this quotient so B Ω descends with the same formula.
Theorem 4.2. (module adjunctions) The functor
and consequently an adjunction
Proof. This is almost an immediate consequence of Lemma 4.1. It becomes obvious with the notation
⊗ ⊙ 1 ⊠ . The S-modules Mod dg (U e (A))(Q A (M), N) and Mod ∞ (A)(M, N) are identified this way.
Agreement as complexes follows from the closure of λ • , and this requires a computation to check the vanishing of the map
Notice that λ • ⊙ 1 ⊗ has the effect of inserting a "⊙1 ⊠ ⊙" into all possible spots. In the expression . The b-separating terms cancel, and we are left with the terms which eat "⊙1 ⊠ ⊙". Since d (1 ⊠ ) = 0, the relevant operator is the
Finally, a term of the form
can arise in two ways with opposite signs depending on whether the original element was 
For a given module, ǫ • is the image of the identity map M → M under the adjunction isomorphism of Theorem 4.2.
Proof. The statement requires that we show that the compositions (ǫ • ⊙ 1
differ from the identity by a boundary. In the first case, the definition of ǫ • via the adjunction guarantees the composition equals the identity exactly. The second case is not so simple. For this we introduce a homotopy H and consider the equality
, and E = (ǫ • ⊙ 1 ⊗ ). Verification of this identity splits into two cases depending on the argument of these operators, and the analysis of the second of these cases requires systematic classification of the kind of terms output from BH + HB.
To understand the difference
we must describe concretely the composition ΛE. The map
⊗ and then multiplies U e (A) against M:
The right-hand 
With this description, the problem becomes to find a homotopy H such that the output of BH + HB on an element m ⊙ α 1 ⊙ χ ⊙ α 2 is
• m ⊙ α 1 ⊙ χ ⊙ α 2 when α 1 = 1 ⊗ , and
To this end, we set
, then marching the variables of a monomial in U e (A) through and across the left
This leads to the expression
With a view toward the two cases above, we feed elements through the boundary of H:
The case of an element m ⊙ α ′ ⊙ χ ⊙ α ′′ when α ′ = 1 ⊗ can be disposed of quickly. The lefthand summand of the boundary annihilates this element, and the only terms output from B not annihilated by H are
Plugging this into h ⊙ 1
by the identity
5 For the remainder of the proof, we write Greek letters for monomials: e.g. χ = x 1 ⊠ · · · ⊠x k and α = a 1 ⊗ · · · ⊗ a ℓ . In addition, we add ′ and ′′ to indicate splittings.
Classification by 6 types. Analysis of the output of arguments which have a 1 ⊗ in the left-hand A[1]
⊗ -slot requires splitting the output into cases. The terms which appear fall into six distinct basic types . These types can be identified by what lies between the two leftmost ⊙ symbols. The labels of the classification are:
and ⊙ α ′ ⊙ .
With the convention that x
is a term in D 2 (x i ), and α = α ′ ⊗ α ′′ where α ′ = 1 ⊗ , a moment's reflection verifies these types partition the output terms.
The type ⊙1 ⊗ ⊙. A term of the type ⊙1 ⊗ ⊙ can only be output by BH, and all cancel except the term
This term is output only by ω
Cancellation of the other terms happens because they can arise either under the action of b
These two terms appear with opposite signs because All of these terms cancel, but for two different reasons, so we must split this type into two sub-types:
whose left segment is unaffected by B, and
whose right segment is unaffected by B.
The first subtype cancels because one is simply putting B on the right segment either before or after H moves σ[x i ] between the ⊙'s, so both BH and HB produce these terms and with opposite signs. The second subtype has one contribution from HB:
and terms of the form
Considered together, the fact that d is a derivation guarantees all these terms cancel, and one can check the signs most easily by drawing the string diagram for the operators
where the only sign happens when d passes σ in the second two cases. between the ⊙'s. For signs, the relevant string diagrams begin from
and end at
Neither have any crossings, so the cancellation comes from the sign on −ω this time. This means that the string diagrams begin from
The HB term has a crossing which cancels out the sign on −ω
⊠2
. Luckily the sign needed to make thing cancel comes from the identity
The type ⊙σ[α ′ ]⊙. As needed, none of these cancel. They can only be produced by HB, and carry the sign coming from the operator
Non-vanishing conditions.
Here we include results relevant to the non-vanishing of H 0 (Mod ∞ (A)). To be precise, we say H 0 (Mod ∞ (A)) = 0 if every object is 0, and an object M is 0 if there is a degree −1
The basic approach to non-vanishing we take is to consider a homomorphism S → T to a commutative ring. There is then a functor
If M ⊗ T is non-zero then so is M since any contracting G would also contract M ⊗ T.
We have two concrete results (Theorems 5.4 and 5.6) that facilitate implementing this strategy. In short, they show that for M ⊗ T to have any chance of being non-zero, one must focus on the points in Spec(S) at which the curvature vanishes and the Maurer-Cartan function is not a submersion.
Remark 5.1. (folklore) Theorem 5.4 is a sharpening of a "folk theorem" we learned about from L. Positselski's response to E. Segal's post on MathOverflow [Seg] . Positselski refers to [Pos11] where he recalls a conversation in which Kontsevich told him the result.
Remark 5.2. (critical points) Theorem 5.6 suggests that hiding behind the scenes, there is a version of the fact that Orlov's category of singularities [Orl04] depends only on a neighborhood of the singular points.
Proposition 5.3. (sufficient non-vanishing) Given a ring homomorphism S → T and an object
Theorem 5.4. (Kontsevich-Positselski vanishing) If there is S-linear map
Proof. For any module, a contracting homotopy can be built from ℓ and some clever algebra.
It remains to verify
is zero on elements of on tensor degree < i .
Example 5.5. (matrix factorizations over S)
When (A , m 0 , ·) is a curved algebra over S admitting an S-linear map A → S sending ℓ : m 0 (1) → 1, the homotopy can be expressed somewhat explicitly. It is zero for odd indices and
This sort of degenerate behavior is typically avoided for matrix factorizations by taking S = A and checking m 0 (1) is not a unit. 
Proof. For uncurved algebras, H 0 (Mod ∞ (A)) embeds faithfully into the category of unital right modules over H 0 (A) and H 0 (A) itself is an object. Thus we can reduce the question to whether or not H 0 (A) = 0. in some cases, and focus attention on the closed set 6 of k-valued points at which m 0 (1) = 0 and e is not in the image of the differential of MC.
Recovering the classical theory
In this section we verify that for uncurved A ∞ -algebras over a field, an algebra map is an A ∞ -quasi-isomorphism if an only if the resulting functors (L, R) are a Quillen equivalence. This shows that when the curvature is zero, our proposal for which morphisms constitute equivalences of A ∞ -algebras agrees with classical notion.
Homotopies, derivations, and inversion theorems
This subsection is a review of some basic homotopy theory of uncurved A ∞ -algebras and a couple results relating The main theorem in this regard is the homotopy inversion theorem for A ∞ -algebras of Kadeishvili [Kad85] and Prouté [Pro86] . We also include the homotopy inversion theorem for A ∞ -modules, and a proof of the fact that the adjoint algebra functor sends A ∞ -homotopic maps sending p → p ⊗ p, q → q ⊗ q, and I → p ⊗ I + I ⊗ q defines a coalgebra structure on I • where ∂p = ∂q = 0 and ∂I = p − q. We call this the interval coalgebra. Notice that Zq and Zq are sub-coalgebras. We put I in degree −1 since our codifferentials have degree 1.
Dual to the interval coalgebra is the interval algebra I • = Ze p ⊕ Ze q ⊕ Zǫ. Just as Zq and Zq are sub-coalgebras above, 〈e p , ǫ〉 and 〈e q , ǫ〉 are two-sided ideals with quotients isomorphic to Z. Again we put ǫ degree −1 since our differentials have degree 1.
Definition 6.2. (A ∞ -homotopy) An
such that the map
⊗ is a morphism of differential graded coalgebras (i.e. commutes with B and ∆). As usual, in this case we say f • and g • are A ∞ -homotopic. 
is also uncurved
of Theorem 3.5 is a homotopy equivalence of A ∞ -algebras.
Proof. This map is unital, so we need only check that
is a homotopy equivalence, and since we are over a field it suffices to check it is a quasiisomorphism. After these reductions, the proof is essentially the same as that of [LH03, Lemme 1.3.2.3]. With H is defined as H] is the identity on A ⊆ U e (A), and for any element u there is an ℓ such
This guarantees that for closed u and a
Definition 6.6. ((φ,ψ)-derivation) Given two morphisms of differential graded algebras
Notice this data is the same as a homomorphism
sending a → e 0 φ(a) + e 1 ψ(a) + ǫD(a). For convenience, we put ǫ degree −1.
7 It is do to our ignorance of the global contracting homotopy in this proof that we must make the unfortunate requirement that the coefficients lie in a field in the Theorem 6.8. Proof. See Appendix A.
Proof. Omitted. ⊗ → M such that
• φ 1 and ψ 1 are homotopy inverses,
is A ∞ -homotopic to the identity on M, and
Proof. See Appendix A. Proof. In light of the homotopy inversion theorems, proving this assertion is a matter of verifying that the condition that
A
is a homotopy equivalence of cocomplexes of S-modules is equivalent to the condition that both is a S-linear homotopy inverse. In particular, the algebras are homotopy equivalent and so the adjunction morphisms are S-linear homotopy invertible.
On the other hand if the pair of maps are homotopy equivalences of cocomplexes of S-modules, one can consider the module M = U e (A), and we see that U( f • ) is a homotopy equivalence. This suffices to give the result because the commutative diagram
guarantees f • is a homotopy equivalence.
A Homotopy inversion.
Here we provide proofs of two basic facts: the adjunction morphisms associated to a morphism of dg-algebras that is a homotopy equivalence are homotopy equivalences, and the homotopy inversion theorem for A ∞ -modules.
A.1 Homotopic dg-algebras. Proof. First consider the unit morphism written as η :
The main difficulty we must address is that the homotopy inverse B → A is not necessarily A linear, so we cannot assume it defines a map M ⊗ A B → M ⊗ A A . The solution is to move the construction up to a bar-type resolution where all tensors are over S.
Writing C for the mapping cone off notice that M⊗ A C is the mapping cone for η. Our problem is equivalent to finding an S-linear contracting homotopy for M ⊗ A C. Consider the bar resolution of M ⊗ A C. This has terms 
This is well defined since for any element x in the resolution there is an j such that
We leave it to the reader to verify that
Now for the counit morphism ǫ : N ⊗ A B → N. In this case we do have a well-defined map back σ : N → N ⊗ A B sending n → n ⊗ e. The composition ǫσ is the identity on N, so ǫ is a right inverse to σ. We will show that σ is a homotopy invertible, which proves that ǫ is also homotopy invertible.
Observe that under the identification N = N ⊗ A A , the map σ becomes the map
induced byf. We can now run the argument used for the unit morphism to produce an S-linear homotopy inverse.
A.2 The homotopy inversion theorem for A ∞ -modules
We provide a proof of the homotopy inversion theorem for modules. This proof follows closely the proof for algebras in [FOOO09] . 
then their obstruction classes are homotopic.
Proof. The obstruction class associated with the triple provides the homotopy. Indeed,
when considered in the obstruction complex. 
Proof. In order to have an extension of the homotopy we must solve for X k+1 in the equation
A.2.2 Computational aspects.
There are two convenient computational facts relevant to determining if an obstruction class is zero. The first is that the obstruction complex has the structure of a dg-bimodule, and the second is that the formation of obstructions acts as a derivation for which the A k+1 -morphisms are "constants". 
A.2.3 Homotopy inversion theorem for A ∞ -modules
The main application the homotopy inversion theorem for A ∞ -modules is the fact that when an A ∞ -algebra are uncurved, a morphism φ • of modules descends to a isomorphism in H 0 (Mod ∞ (A)) if and only if φ 1 is a homotopy equivalence of complexes of S-modules. There are two main tricks exploited in the proof. The first is that, by virtue of being an A ∞ -morphism, φ • •− induces cochain homotopy equivalences of obstruction complexes. This is used twice: once to argue the unobstructedness of φ • , and second to contrive a "correction"ψ • to the naïve extensionψ • of ψ • in such a way that the A k -homotopy h • extends to an A k+1 -homotopy between 1 and φ
Theorem A.13. homotopy inversion theorem for A ∞ -modules Given an A ∞ -morphism
and an S-linear map of degree −1
Proof. It suffices to show that we can extend these to A k+1 -objects. N) is a homotopy equivalence and commutes with the formation of obstruction classes of morphisms. Commutation follows from the fact that φ • is A ∞ and thus a fortiori A k+1 . For the homotopy equivalence, the inverse is
and the equations
give the homotopies. Consequently ψ • extends to an A k+1 -morphismψ • . The extension of ψ • is guaranteed because the cochain homotopy equivalence
and this is homotopic to 1. The obstruction class of 1 is zero and so all of these objects extend.
Unfortunately, the A k -homotopy h • between 1 and the composition φ • (ψ • ⊙ 1 ⊗ ) might not extend. However, it is closed and the trick is to add a term X k+1 toψ • so that
This means there is an odd map Y k+1 : N ⊙ A[1] ⊗≥k → N such that
in C ob (k + 1)(N, N). Finally, rearranging terms gives us what we need:
with our extensionsψ
B Homotopy theory.
The results here allow for a homotopical treatment of H 0 (Mod ∞ (A)). This leads to a sophisticated approach to the notion of a homotopy equivalence of A ∞ -algebras: i.e. morphisms f for which the Quillen adjunction (L f , R f ) below is a Quillen equivalence. We describe this here essentially without proof, since the work required to verify the statements below is routine and follows standard constructions. We refer the interested reader to Armstrong [Arm15] . On the subcategories where both model structures are defined, they agree: 10 Strictly speaking, at the dg-level matrix factorizations include as summand whose complement is con-
When the curved dg-algebra in question is
as needed, and it is easy to see that composition commutes with R f : Proof. R f is a dg-functor, so it carries closed morphisms to closed morphisms. Furthermore, linear morphisms (φ • = φ 1 ) remain linear.
