We discuss the placement of extra sextupoles in a magnet lattice that allows to correct third-order geometric resonances, driven by the chromaticity-compensating sextupoles, in a way that requires the least excitation of the correction sextupoles. We consider a simplified case, without momentum-dependent effects or other imperfections, where suitably chosen phase advances between the correction sextupoles leads to orthogonal knobs with equal treatment of the different resonance driving terms.
Introduction
Nonlinear magnetic fields limit the performance of many storage rings by reducing their dynamic aperture. Beam particles passing this boundary of stability are doomed to hit the beam pipe or experiment in an uncontrolled way. In high-energy colliders the enormous energy stored in the beams requires to maintain these losses at a low level. In synchrotron light sources lost particles interfere with the often delicate experiments and in some cases require more frequent injections. In all cases strategies are required to compensate the magnetic nonlinearities due to fringe fields and eddy-currents in the superconducting highenergy rings or the sextupoles needed to correct the very large chromaticities in the strongly-focusing synchrotron light sources.
The mechanism with which nonlinearities force particles to ever increasing amplitudes is linked to the resonances they excite. Here by resonance we mean a force that coherently accumulates, dependent on the tunes , and of the storage ring. In general there are resonances in all three spatial dimensions but we restrict our discussion to only treat horizontal and vertical direction and the resonances are labeled by two integers and by ± . Each multipole in the ring drives a number of resonances and it is possible to analytically calculate its contribution. This opens up the possibility to theoretically analyze different configurations and design compensation schemes in an optimum way.
Sometimes it is possible to build compensating schemes into the magnetic lattice during the design phase. An ingenious example is described in [1, 2] where the chromaticity-correcting sextupoles are arranged in such a way that they compensate all geometric aberrations up to second order. If solving the problem before building the accelerator is not possible, schemes are needed to identify and determine the excitation of correction magnets. Linear combinations of driving these magnets in 'teams' are often called 'knobs'. A recent example is given in [3] where linear combinations of sextupoles are constructed to correct individual resonances. In that report the placement of the sextupoles is given before-hand and the authors construct orthogonal 'resonance-control knobs' from an elaborate mathematical analysis. Even the correction of the betatron-coupling in the LHC requires '[knobs] . . . as orthogonal as possible using the minimum possible skew quadrupolar strength' [4] .
In our analysis we investigate whether there is an optimum placement of correction magnets, in our case sextupoles, that allows us to correct the resonances with the least effort in the sense that the required excitation of the correction magnets is as small as possible. This is advantageous because weaker correction elements will generate weaker higher-order aberrations. A trivial counter-example of a system that requires stronger magnet excitations than necessary is based on two steering magnets that are close to each other. Both can change the angle of the beam, but in order to cause a transverse position offset, both magnets need to be powered with large currents, but with opposite polarity. In essence the magnets are fighting each other. A simple cure is to place the magnets at locations with a betatron phase-advance of 90 degrees apart. In that case both changes, in angle and position, are equally possible.
In this report we discuss a scheme that generalizes the concept with perfect phase advances between sextupoles and find a configuration to control the amplitude and the phase of the , 3 , + 2 , and − 2 resonances is accomplished by orthogonal knobs driving eight independently powered sextupoles. The orthogonalization is built into the lattice via a suitable placement of the sextupoles. The inspiration for this idea came from earlier work, by one of the authors, on the correction of skew quadrupole resonances in the LHC [5] .
Fig. 1.
A beamline with four sextupoles placed at locations with phase advances 1 , 2 and 3 to the reference point which is chosen to be the location of the fourth sextupole.
In the following sections we first describe the method in the onedimensional case where we correct amplitude and phase of the and 3 resonance. In the subsequent section we generalize this to the fourdimensional case and verify the results by tracking simulations. Finally we offer a suggestion of how to implement this in a lattice.
One-dimensional sextupoles
We use a Hamiltonian formalism and tools from Lie algebra in order to analyze different sextupole setups. In particular we make use of the similarity transformation [6] [7] [8] that allows Hamiltonians to be moved to different locations and the Campbell-Baker-Hausdorff (CBH) formula to concatenate Hamiltonians into a single, effective Hamiltonian.
Let us begin by finding the resonance driving terms (RDTs) from a one-dimensional sextupole. The Hamiltonian for a sextupole is given by
(1) where = 1 6 2 is the integrated sextupole strength normalized to the beam energy, is the beta function from the linear motion and is the position in normalized phase space coordinates. We can move the Hamiltonian using the similarity transformation and in normalized phase space the linear map is a rotation with phase advance . At the new location we havē= cos − ′ sin and the Hamiltonian is given by
We expand this expression and make use of trigonometric identities such as cos 3 ( ) = 1 4 [cos(3 ) + 3 cos( )]. Furthermore, we express the coordinates in action-angle variables ( = √ 2 cos , ′ = − √ 2 sin ) and we find
where we have four RDTs with amplitudes depending on the phase advance . We can add more sextupoles to the beamline and move them all to the same reference point. To first order the concatenation of the Hamiltonians involves only addition of the Hamiltonians and in order to calculate the third-order part of the effective Hamiltonian we do not need higher-order terms in the CBH formula.
To control all four RDTs independently we need at least 4 sextupoles. We assume four sextupoles with strengths { 1 , 2 , 3 4 }, placed at locations with equal beta functions and phase advances { 1 , 2 , 3 , 4 } to the reference point which we, without loss of generality, set to be at the location of the fourth sextupole (i.e. 4 = 0). Fig. 1 shows a schematic of the setup and the phase advances depend on the relative phase advances between the consecutive sextupoles as 
and similarly for the other RDTs. We can express the effective Hamiltonian at the reference point to first order in sextupole strengths as linear system ⃗  = ⃗ where ⃗  contains the coefficients for the different thirdorder RDTs, is a matrix with the trigonometric identities depending on the phase advances from each sextupole to the reference point and ⃗ contains the sextupole strengths. Explicitly we have
cos ( 1 ) cos ( 2 ) cos ( 3 ) 1 sin ( 1 ) sin ( 2 ) sin ( 3 ) 0
where
(2 ) 3∕2 cos(3 )} denotes the coefficient of the
It is well-known that for 12 = 23 = 34 = 180 • all resonances cancel if all sextupoles have the same excitations 1 = 2 = 3 = 4 [9] . However, such phase advances are not suitable to control the resonance driving terms since in this case the matrix is singular and implies that the system cannot be inverted and the individual RDTs cannot be controlled. Instead we look for a setup with four sextupoles with optimum orthogonality for the control of the different RDTs which means that we require the rows of matrix = ( 1 , 2 , 3 ) to be orthogonal. Table 1 shows the phase advances between the four sextupoles and the reference point that yields a solution with a 45 • separation between all sextupoles and this results in optimum orthogonality since the resulting matrix
has rows that are orthogonal. In fact, this matrix has condition number equal to unity, which indicates that all eigenvalues of the matrix are equal as shown in Appendix A. There we show that optimality requires the response matrix to have condition number unity. This in turn guarantees that RDTs of equal magnitude require the same rms strength of correction. In other words, all RDTs are controlled equally well. Since the condition number is unity, the columns of are also orthogonal. If we factor out √ 2 from and absorb this in ⃗  instead we are left with an orthogonal matrix, that is, a matrix that fulfills = . In this section we found a setup with four sextupoles separated with phase advances yielding optimum orthogonality of the knobs for the different third order resonances. Next we investigate similar setups for two-dimensional sextupoles.
Two-dimensional sextupoles
We carry out the same procedure as in the previous section and we find that a two-dimensional, normal sextupole drives 10 RDTs to first order in sextupole strength. However, there are two different RDTs with the same phase-dependence (cos( ) and similarly for sin( )) and they differ only in their action-dependence, 3∕2 and 1∕2 , respectively, shown in the angle brackets in (8) . Since these terms have the same phase-dependence it is impossible to control them independently using sextupoles at locations with equal beta functions. Therefore, we consider only 8 RDTs where the last two lines actually corresponds to two RDTs each. Again, we assume the sextupoles are placed at locations with the same beta functions. For a system of sextupoles we find
where the 8 × matrix is given by ( 1 ) cos ( 
Since we have 8 independent RDTs we need a minimum of 8 sextupoles to achieve independent control. Table 2 shows the phase advances from the sextupoles to the reference point that results in the following matrix Fig. 2 . Schematic of the racetrack lattice used in the simulation. The arcs are made of FODO-cells with two sextupoles per cell for chromaticity correction. In one of the straight sections we put 8 sextupoles for control of the third-order RDTs.
which is optimal, because the condition number is unity and all rows and columns are orthogonal. This, again, guarantees equal treatment of the RDTs. This setup is based on a = 135 • and = 45 • with a = 180 • and = 90 • section between sextupoles number 4 and 5. Table 3 shows the relative phase advances between the different sextupoles. Again, we observe that if we factor out 2 from we get an orthogonal matrix.
We note the similarity to the eight-cell achromat used in [1] that is also based on a lattice with = 135 • and = 45 • . However, in that case the authors looked for a setup with cancellation of all the third-order RDTs when all the eight sextupoles within an achromat have the same excitation. But that system is ill-conditioned and does not allow for independent control of the RDTs. Our setup on the other hand allows instead for optimum control of the RDTs and the crucial difference comes from the insertion of the symmetry-breaking section with = 180 • and = 90 • between sextupoles 4 and 5 which turns the matrix from singular to a matrix with condition number equal to one and optimum orthogonality between the rows.
In order to test our sextupole setups we used them in a simulation model which is the topic of next section.
Simulation
In [10] we describe a racetrack lattice consisting of two 180 • bending arcs and two straight sections. Each arc consists of 9 FODO cells and each sections we use as a phase trombone so that the tune of the lattice can be easily changed. In [10] we put octupoles in the other straight section to correct for amplitude-dependent tune-shifts but here we instead use the same straight section to put 8 sextupoles for control of the third-order RDTs from all the other sextupoles. We simulate the straight sections in normalized phase space and the phase advances between the sextupoles are set according to Table 3 by rotations. Fig. 2 shows a schematic of the simulation model. We propagate all the sextupoles from the two arcs to the reference point by using the similarity transform and adding the Hamiltonians to calculate the coefficients for the different third-order RDTs, ⃗  . Then we can set the eight compensating sextupoles in the straight section to achieve desired final values ⃗  = ⃗  + ⃗  and the sextupoles strengths ⃗ yielding required ⃗  are found by inverting (8) . In the first simulation we set the tunes to = 0.417 and = 0.313 which is close to the + 2 resonance. We find sextupole excitations to turn off individual RDTs while keeping the others fixed. For each step in the simulation we track 11 particles, starting at different amplitudes along the = line, for 1000 turns and plot the phase space portraits. Fig. 3 shows the -′ and -′ phase space portraits and the magnitude of the different RDTs for four steps of the simulation. In the first row we show the phase space portraits with no correction. In the second row we turn off the 3 RDT and observe only small changes in the phase space portraits. In the third row we reduce the magnitude of the + 2 RDT by a factor 1∕2 and finally in the fourth row we turn it off completely. Turning off the + 2 RDT has a dramatic effect on the dynamics, the motion becomes regular and the phase space portraits in the fourth row show circles. The full simulation is available as a video in the supplemental material.
We can control the sine and cosine of the different RDTs individually which means that we can also control the phase of a given RDT. In the second simulation we set the tunes to be close to the 3 resonance, we use = 0.317 and = 0.415. Then we keep all RDTs unchanged except the phase of the 3 resonance which we change while keeping its amplitude constant. Fig. 4 shows the -′ and -′ phase space portraits for four steps of the simulation. In addition the bar plots show the amplitude of all RDTs. Since we are close to the 3 resonance we observe the characteristic triangular shape of the horizontal phase space portrait. We also see that when we change the phase of the 3 RDT we rotate the triangles, a 2 rotation in phase of the 3 RDT results in a 2 ∕3 rotation of the triangles. The full simulation is available as a video in the supplemental material.
Implementation
In this section we investigate how to implement a correction section with phase advances from Table 3 in a realistic lattice. For this we chose one based on TME cells. We set up a TME cell with two pairs Fig. 6 . Optical functions and dispersion of matching section. The quadrupole spacings and excitations are optimized to match the beta functions to the TME cell and result in a = 45
• and = 45
• phase advance.
of 10 cm long quadrupoles and a 2 m long bending dipole. Then we find quadrupole strengths that yields phase advances = 135 • and = 45 • for the cell. Fig. 5 shows the optical functions and the dispersion of the resulting TME cell. We assume one sextupole per cell and in the bottom of Fig. 5 we display the layout with a suggested location of the sextupole.
Next we add a matching section that creates the break of symmetry between sextupole number 4 and 5. Since the TME cells already provide phase advances = 135 • and = 45 • , we only need to insert a section with = 45 • and = 45 • between TME cells 4 and 5 in order to achieve the 180 • /90 • split. We design a simple section of two quadrupole pairs and drift spaces and we use an optimizing routine to find quadrupole excitations and spacings that matches the beta functions to the TME cell and achieves = 45 • and = 45
• . Fig. 6 shows the optical functions of the matching section. Fig. 7 shows the full section consisting of 4 TME cells, the matching section and then 4 more TME cells. We also mark possible placements for the sextupoles. The resulting phase advances between the sextupoles are those presented in Table 3 and since the sextupoles are all placed at equivalent locations in identical cells, they all have the same beta functions. However, here we do not match the dispersion and since the periodic dispersion of the TME-cell is nonzero the periodic dispersion of Fig. 7 . The complete sextupole section consists of 4 TME cells, the matching section and 4 more TME cells. We place one sextupole per TME cell which results in the desired phase advances between the sextupoles and that all sextupoles are placed at locations with the same beta functions.
Table 4
Phase advances for Skew quadrupoles. Left: phase advances from [5] . Right: optimal placement yielding orthogonal knobs and a matrix with condition number equal to unity. 
the full section will also be nonzero. Another option is to add dispersion suppressors at the ends of the section or to instead of 4 TME cells design an multibend achromat with the same phase advances. In this section we showed a possible implementation of the sextupole scheme for optimum control of the third order RDTs based on a TME cell.
Conclusions
We find a setup with 8 sextupoles that can control the different third-order resonance driving terms in an optimum way, meaning that all resonances are treated equally. With simulations we demonstrate the ability to control both magnitude and phase of a single resonance driving term while keeping other resonance driving terms fixed. Finally, we show a possible implementation of this scheme based on a TME cell.
Revisiting the scheme for the skew quadrupoles in [5] we find that the presented layout was not optimal. Table 4 shows the phase advances from [5] yielding a matrix with condition number 3.73 and new optimized phase advances resulting in a matrix with condition number equal to unity. In this paper we used normal sextupoles as an example but the method is applicable for other multipoles. We are working on extending the presented analysis to determine optimal schemes for skew sextupoles, octupoles and decapoles.
can be compensated with sextupole excitations ⃗ that have the same modulus. In that way, all aberration patterns with equal modulus require excitation patterns with equal modulus. In this way two steering magnets fighting each other we alluded to in the introduction cannot occur. If the matrix is orthogonal the statement is trivially fulfilled but in the following section we also show the necessity of that statement, namely that the requirement for equal 'correction strength for' all aberrations requires the matrix to be proportional to an orthogonal matrix. As a corollary, we also show that a further requirement of optimality is that the matrix must have unit condition number, as defined to be the ratio of largest to smallest eigenvalue. In other words, all eigenvalues must be equal.
We start by expressing the matrix through its singular-value decomposition [11] 
where and are orthogonal matrices and is diagonal. The elements on the diagonal are called eigenvalues and they are non-zero, if the matrix is non-degenerate. In order to calculate the required sextupole excitation pattern ⃗ for a given aberration ⃗  we invert the equation and obtain
and for its modulus we have
where −2 is the matrix that has the inverse and squared eigenvalues of the matrix on the diagonal. In order to show that all eigenvalues must be equal in order to guarantee equal modulus of the correction pattern ⃗ we assume that there exist on value that is larger than all others having value and show that this leads to a contradiction. Therefore we have 
In the first case the modulus of the correction vector is | ⃗ 1 | 2 = 1∕ 2 and in the second case it is | ⃗ 2 | 2 = 1∕ 2 . Since and are assumed to be different the required corrections are different which contradicts the requirement for equal treatment of all RTDs. Therefore, in order to guarantee equal treatment of all aberrations, all eigenvalues of must be equal, say and that implies that is proportional to the unit-matrix with proportionality constant . A further consequence of having all eigenvalues equal is that the condition number of and therefore also , as given in (11), is unity. From Eq. (11) we also see that we in this case have =
and , as the product of two orthogonal matrices is orthogonal up to the scale factor . The matrix in (7) and (10) fulfill this requirement and are therefore optimal in the sense that no aberration requires 'fighting correctors'. We add a brief comment on the normalization of the different aberrations that make up the vector ⃗ . The question is how to compare the 'strength' of two different aberrations. In the simple case with the steering magnets we know that transforming the kick they apply into normalized phase space will make their influence commensurate. Here we do the same thing, by scaling the beta-functions in the way shown in (6) and (8) as well as incorporating the numerical factors 1/4 and 3/4 into the definition of the components of ⃗ .
