Abstract-To produce an image from backscattered signals requires a knowledge of the time of flight from each source to each sensor in a transducer array. We reduced the determination of the rectangular coordinates of a new point on any time-of-flight surface, which requires finding the square root of the sum of squares, to the time of a single addition. To do this we represented the time-of-flight surface by a two-dimensional, positive-integer-degree polynomial and then implemented that polynomial in its forward-difference form. Two solutions for such a polynomial were found using the method of moments. A minimum-mean-square-error constraint yields polynomial coefficients from: 1) a numeric evaluation of the moments of arbitrary surfaces over rectangular regions; and 2) an analytical solution for moments of time-of-flight surfaces over sectorshaped regions. For a 6 x 6 cm region at a minimum range of 4 cm centered in a 74-degree sector, the maximum error for a second-degree polynomial was 0.30% of the average time of flight over the region for the numeric solution and 0.32% for the analytic solution, assuming a 1500 m/s background velocity. These time-of-flight approximations, when determined for a medium with a constant background velocity, convert cylindrical coordinates into rectangular coordinates.
I. INTRODUCTION 
I
MAGE reconstruction from projection data is a computation-intensive task [1] . For example, synthetic-focus images with the complete dataset produced by pulseecho ultrasonic systems with N-element transducers contain the effect of averaging samples from N 2 backscattered signals at each pixel in the image [2] , [3] . Focus-andsteer images, which are typical of conventional ultrasonic imaging systems, also combine the effect of N 2 signal samples at each pixel [4] , [5] . To focus with either technique requires taking into account the time of flight from the radiation source to the focal point and from the focal point back to the sensor. For a rectangular coordinate display each focal point must be converted to cylindrical coordinates, an operation that requires finding the square root of the sum of squares. Thus, the direct computation of N 2 surfaces can be very time consuming. We previously reported an approach for generating synthetic-focus images in real time which are in focus at each pixel in the image [6] . Our approach was based on parallel processing with an application-specific integrated circuit that updates estimates of the time of flight in a singleaddition time along an arbitrary contour through the image. Our first implementation of this circuit, which is in 3 µm scalable CMOS, updates estimates along a conventional raster in < 500 ns, so that 256 x 256 images can be produced at a 30 Hz rate.
We approximated the time-of-flight surface with a twodimensional polynomial containing positive integer powers of azimuth and range. This polynomial in rectangular coordinates allows convenient generation of a raster scan display. In its forward-difference form it can be updated in a single-addition time. Truncating the polynomial at the second degree in both azimuth and range produced a time-of-flight approximation which is consistently and significantly better than a paraxial approximation [7] .
Here we address the problem of calculating polynomial coefficients using the method of moments [8] . These polynomials are suitable for stable forward-difference implementations. We present solutions for polynomial coefficients based on numeric evaluation of the moments of arbitrary surfaces over rectangular regions and on analytic solutions for the moments of time-of-flight surfaces over sector-shaped regions. Although not applicable to arbitrary surfaces, the analytic solution permits more rapid calculation of coefficients than the numeric evaluation of moments. Minimizing computation time may be important for imaging applications in which the image region changes often or for cases in which the exact value of the background velocity must be found iteratively.
II. REPRESENTATION OF AN ARBITRARY SURFACE
We consider any two-dimensional surface f (x, y) in dimensions x and y, which can be represented by an infinite power series of the form
where real coefficients ak.I describe the surface f (x, y). The surface f (x, y) may be approximated at any point along an arbitrary contour in a single-addition time using a forward-difference or backward-difference implementation of ( 1) with a finite set of coefficients.
A. Infinite-Series Coefficients
Coefficients ak.I of the surfacef(x, y) can be found from the moments of the spatial frequencies of the surface, i.e., 0278-0062/9110600-0173$01.00@ 1991 IEEE from moments of its Fourier transform. In addition, the transform helps assess the significance of higher order terms in the series because the greater the magnitude of higher order moments of the surface, the greater the relative contribution of higher order terms to the infinite series.
The surface f (x, y) in terms of its two-dimensional (2) where u and v are spatial frequencies in the x and y directions, respectively. Separating and expanding the exponential terms as power series in u and v yields
After multiplying and collecting terms in the two expansions, the inverse Fourier transform becomes
Interchanging the order of integration and summation reveals that the integrals generate moments of F(u, v) , the spatial-frequency response of the surface f (x, y). 
By comparison with ( l) and (7) the polynomial coefficients must be
k !/! (10) The preceding moment analysis yields polynomial coefficients found in a Maclaurin-series expansion of the surface f (x, y), as well as from the moments of the Fourier transform of the surface. These familiar solutions are, however, of limited utility in a practical application in which the infinite series must be truncated. Truncating the two-dimensional polynomial with Maclaurin-series coefficients greatly restricts the region of support which can be represented within a given error compared to constrained solutions for the polynomial coefficients presented in the next section.
B. Finite-Series Coefficients
Obviously, the infinite-series representation of the surface must be truncated for any implementation. The problem now is to find the coefficients au which approximate the Maclaurin-series solution. The Maclaurin-series coefficients themselves are usually a poor choice for the truncated polynomial because the infiniteseries coefficients are unconstrained. The Maclaurin-series solution does not use an optimality criterion, nor does it take into account a particular region of support. Approximate coefficients are often constrained to minimize some function of the error between exact surface and the truncated series. Minimizing the mean square of this error over the time-of-flight surface generates linear equations which are easy to compute [ 10, pp. 49-53] . Coefficients were found by minimizing the mean-square error function with respect to each coefficient over a finite region of support, X 1 :5 x < X 2 , Y, :5 y < Y 2 , i.e., the solution to
Y1
This expression may be difficult to evaluate analytically, especially ifthe surface/(x, y) is not a separable function in x and y. In this case, the coefficients may be more readily obtained using a sampled equivalent of the surface within the region of support.
III. NUMERICAL SOLUTION FOR ARBITRARY SURFACES
Polynomial coefficients were found by minimizing the mean-square error between uniformly spaced samples of f (x, y) and a bi-Mth degree polynomial in x and y.
Qk,I X1 Y1
Both k and l vary from 0 to M 2 .
The resulting set of (M + 1)
2 linear equations are conveniently written in matrix notation (14) where a represents the truncated-polynomial coefficient vector. B-1 is the inverse of a matrix, which contains moments of unity over the region of support. This result occurs because the approximation is a polynomial in x and y and its partials are scaled powers of x and y. The content of the ith row andjth column of Bis (17)
The source is located at (x;, Y;), the focal point at (xm y 0 ), and the sensor at (x 1 , y) as illustrated in Fig. 1 .
Moments of the surface may be found in a simple analytical form by using a sector-shaped region of support. A sector-shaped region, described in cylindrical coordinates, permits separation of two-dimensional integrals, which yield the moments of the time-of-flight surface, into simple one-dimensional integrals.
Rewriting the truncated polynomial used to approximate time of flight in cylindrical coordinates yields Polynomial coefficients ak, 1 are derived from the solution of the same set of linear equations presented for the discrete approximation. Once again, the resulting set of 
Because the bi-Mth degree polynomial /(x, y) possesses positive-integer powers of x and y, it can be formulated as a stable, forward-difference equation. In general, (M + 1) 2 forward-difference terms describe a polynomial whose highest degree in x and y is M. These terms completely represent /(x, y) within its region of support. The forward-difference terms are determined by evaluating the polynomial about some reference point (x"' y 0 ) within its region of support. We assume that the surface is to be scanned in a raster fashion and has been scaled so that step size is 1. In that case the first, second, and third forward differences in one dimension are (26a) IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL JO. NO. 2. JUNE 1991
To completely represent the polynomial this expansion must be continued until the degree of the finite difference is identical to the degree of the polynomial. The coefficients associated with each of the terms in the finite-difference expansion form Pascal's triangle differing by a sign in every other term.
In general, the forward differences in one dimension are
Using these forward differences a second-degree polynomial in one dimension may be written in difference form as
Evaluating the forward-difference equation for the cross product terms in /(x, y) produces the two-dimensional form for the forward differences. 
In its difference form the only arithmetic operation required to synthesize a polynomial with positive-integer powers is addition. The two-dimensional form of (29) can be implemented recursively using the structure we previously described [6] . No multiplications are needed. All the additions for generating a new value may be performed in parallel, so that a new value of the approximation along a contour can be produced in the time of a single addition.
VI. Ev ALUA noN OF APPROXIMA noNs
The analytic solution for the time-of-flight approximation was characterized over regions encountered in medical ultrasonic imaging. Fig. 2 shows a time-of-flight surface from source to field point over a 12 x 12 cm region with a background velocity of 1500 m / s. The source was at zero azimuth and range. Contours of constant time of flight are circular. Errors of the analytic solution are shown over 60-degree sectors for second-and third-de- gree polynomials, which contain 9 and 16 terms, respectively. Maximum error for the second-degree polynomial was 493 ns. It was 230 ns for the third-degree polynomial. The average value of the surface itself was 48162 ns. For both polynomials errors were greatest at ranges from 2 to 4 cm.
Time of flight from source to sensor, where source and sensor are separated by 4 cm, is shown in Fig. 3 . Here contours of equal time of flight are elliptical as seen in Fig. 3(a) . Error surfaces were obtained by adding errors determined separately for source and sensor locations over 61.3 degree sectors. The wider sectors were required to cover the 12 X 12 region when the transducers were displaced from the origin. Maximum error was 872 ns for the second-degree, and 403 ns for the third-degree polynomial. Average time of flight was 99434 ns. Again greatest error occurred for ranges from 2 to 4 cm. To compare numeric and analytic solutions we considered the square region shown in Fig. 4 . We present the analysis of a case in which source and sensor location are the same because polynomial error is greatest for the zerooffset case. Numeric solutions were found from moments calculated on a 64 x 64 grid over the square. Although the region's minimum range is beyond those with the greatest error, it subtends 74 degrees and it is therefore representative of sector-scanner view angles. The analytic solution was found over the 74-degree sector circumscribing the square region. Maximum error was 0.30% of the average time of flight over the region for the numeric solution and 0.32% for the analytic solution. Table I contains the peak, standard deviation, and mean of both error surfaces.
VII. DISCUSSION Although it seems obvious to measure time of flight in seconds as we did in the previous section, it is more useful to scale the polynomial approximations so that they produce an address into memory containing the backscattered signals. Thus, as an image region is scanned during reconstruction the correct value from each backscattered signal can be found and added to a given pixel. With this interpretation the errors in Table I can be expressed as the sample rate that will allow the correct sample of backscattered signal to be fetched for every pixel, within the standard deviation, or on average over the image. The sample rate then determines the number of allowable pixels across the image for each error condition. For example, the peak error for a second-degree analytic solution over the 6 x 6 cm region in Fig. 4 was 156 ns. For that error to be within 1 /2 of a sample interval the sample rate must be less than 3.2 MHz (312.5 ns between samples). Distance between pixels is 1 /2 [background velocity] /[sample rate] for pulse-echo imaging. For a background velocity of 1500 m / s, distance between pixels in this case is 0.234 mm, which goes into the linear dimension of the image (6 cm) 256 times. Therefore, this second-degree, time-of-flight approximation will always locate the correct backscattered signal during the generation of a 6 x 6 cm image containing 256 X 256 pixels. -Time-of-flight moments may be evaluated numerically over a rectangular region or analytically over a sectorshaped region. Because the analytic solution is exact and faster than numeric evaluation it is clearly the approach to use if the image region is sector-shaped. The analytic solution can still be used for regions that are not sector shaped because an approximation can be found over a sector enclosing the region of interest. For the square region in Fig. 4 the analytic solution produced only a slight increase in the error compared to the numeric evaluation over the square itself. The improvement in speed of computation of the analytic compared to the numeric solution depends on sampling used in the numeric evaluation of surface moments. For the surface in Fig. 4 it took about 20 times longer on a graphics workstation to calculate the moments for the second-degree polynomial using a 64 X 64 grid than it did to calculate them analytically. Because time of flight was determined for a medium with a constant background velocity, the method-of-moments approximations are also coordinate transformers. They convert cylindrical coordinates into rectangular coordinates over either rectangular or sector-shaped regions. A given polynomial approximation is therefore also an algorithm for estimating the square root of the sum of squares which, in its forward-difference form, can be found in a single addition time.
VIII. CONCLUSIONS Approximate time-of-flight surfaces as positive-integer-degree, two-dimensional polynomials can be found from moments of the actual surface using either a discrete formulation over rectangular regions or analytically over sector-shaped regions. A second-degree polynomial provides a close match to time of flight over regions commonly used in medical ultrasonic imaging. Because these integer-degree polynomials in rectangular coordinates can be implemented as stable forward-difference expressions, they can be updated in the time of a single addition at any pixel along a raster scan of the whole display region.
