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Resumen
El presente artículo trata de la evaluación subjetiva de 
sistemas de codificación de audio. De acuerdo con estos 
resultados se encuentra que, dependiendo del tipo de 
la señal y dependiendo del tipo de señal y del algoritmo 
del sistema de codificación de audio, diferentes tipos de 
errores audibles se hacen presentes. Estos errores son 
llamados errores de codificación, sin embargo, mientras 
pueden ser perceptibles tres clases de artefactos, el 
autor propone que en el dominio de codificación hay una 
clase común para la aparición de artefactos: el rastreo no-
eficiente de señales transientes estocásticas. Para este 
propósito el estado del arte de los sistemas de audio codi-
ficación usan un gran rango de técnicas de procesamiento 
de señal, para lo cual la aplicación de la transformada de 
Wavelet está descrita.
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Abstract
The present paper deals with the subjective evaluation 
of audio-coding systems. From this evaluation, it is found 
that depending on the type of the signal and the algorithm 
of the audio-coding system used, different types of audi-
ble errors arise. These errors are called coding artifacts. 
Nevertheless while in the auditory domain there can be 
perceivable three kinds of artifacts, the author purposes 
that in the coding domain there is only one common 
cause for the artifact apparition, the non-
efficient tracking of transient-stochastic 
signals. For this purpose, state-of-the art 
of audio coding systems use a wide range 
of signal processing techniques, from which 
the application of the wavelet transform is 
described here.
Keywords
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form, Psychoacoustics, Orthonormal trans-
forms.
INTRODUCCIÓN
La Tecnología de Información ha tenido 
grandes avances en el almacenamiento y la 
transmisión de datos de audio. En 1981 el 
CD (Compact-Disc) fue desarrollado por la 
Corporación Philips en Holanda, el cual im-
plementó una solución de almacenamiento 
basado en el láser óptico y la representación 
digital. Sin embargo, los límites de transmi-
sión de datos, impuestos por la necesidad 
de bajar las tasas de transmisión, dieron 
origen a los algoritmos de compresión para 
reducir el flujo de información sin distor-
sionar de manera significativa la señal. En 
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1987, el Instituto Fraunhoffer desarrolló un 
standard del algoritmo de compresión, ba-
sado en modelos perceptuales del sistema 
auditivo, usando los modelos del fenómeno 
de enmascaramiento. El ruido de cuantiza-
ción introducido por estos sistemas de codi-
ficación, especialmente cuando se codifica 
a bajos niveles de compresión da origen a 
errores de distorsión audible, llamados ar-
tefactos. La evaluación subjetiva de estos 
artefactos lleva a una clasificación de estos 
artefactos, de los cuales el pre-echo captura 
atención. El estado del arte para la cance-
lación de pre-echo es discutida, y al final la 
técnica de la transformada de wavelet para 
este propósito es discutida, así como algu-
nas consideraciones matemáticas sobre la 
transformada. Los codificadores híbridos, 
que hacen uso de la FFT, o DCT para los 
componentes quasi-periódicos de la señal, 
y de la DWT para ataques de la transiente 
de la señal parecen ser, de acuerdo con el 
autor, el camino correcto para una futura 
investigación.
I. DOS MÉTODOS 
PSICOMÉTRICOS PARA LA 
EVALUACIÓN DE SISTEMAS 
DE CODIFICACIÓN
DBTS y SR son dos métodos utilizados 
para la evaluación subjetiva de codificado-
res de audio. Los resultados de estos test 
han sido publicados en [1] y [2], así como 
la descripción de estos test, señales de 
audio y resultados. El método DBTS es un 
método psicométrico que introduce la señal 
referencia, por lo tanto el escucha realiza 
una comparación de la señal de codificación 
con la de referencia, y en el otro la señal de 
referencia no es introducida.
Tabla. 1. Resultados de ANOVA para la metodología DBTS
Tabla. 2. Resultados de ANOVA para la metodología SR
II. ARTEFACTOS DE COMPRESIÓN DE 
AUDIO
Los test subjetivos realizados en señales de codificación 
de audio muestran que codificadores individuales varían 
notoriamente en su rendimiento (esto es validado con el 
modelo ANOVA), y también tienen diferente rendimiento 
dependiendo del tipo de señal que está siendo usado para el 
test. Señales codificadas con un fuerte carácter aperiódico, 
llamadas “señales de ataque o señales con carácter tran-
siente originan un artefacto llamado pre-echo. Similarmente, 
la codificación de señales de habla introduce en la señal un 
artefacto llamado reverberación. Algunas veces, cuando se 
codifica a bajas tasas de bits, variaciones de los umbrales de 
enmascaramiento de un campo al otro, llevan a deferentes 
asignaciones de bits, y como resultado algunos grupos de 
coeficientes espectrales pueden aparecer o desaparecer [3].
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El primer artefacto mencionado, pre-echo, es analizado 
y algunas técnicas para su cancelación son descritas. Sin 
embargo, los investigadores analizando estos tres artefactos 
(aliasing no es discutido aquí, debido a que se está evaluan-
do compresión, no frecuencia de muestreo conveniente), 
cuando describen generación de artefactos, coinciden en 
el sentido que el artefacto se origina debido a la asignación 
incorrecta de bits de cuadro a cuadro debido a la dispersión 
de la energía de la señal a cuadros vecinos, e incluso sub-
bandas. Las relaciones entre las longitudes de dispersión dan 
origen a artefactos perceptuales diferentes. En el dominio 
del tiempo, señales con carácter transiente-estocástico, son 
aquellas que son afectadas, por lo tanto, señales percusivas 
como las castañuelas, timbales, clicks, palmas y tambores, 
entre otros, cuando son codificadas dan origen al pre-echo.
Fonemas explosivos, señales de habla estocástica con 
carácter de ruido, que son originadas por corrientes de 
aire turbulento dan origen a algunas consonantes. Cuando 
se codifican estas señales, las cuales están juntas con 
señales de habla de carácter cuasi-periódico, es decir, las 
vocales, se percibe reverberación.
Cuando se codifica una señal que consis-
te no solo de los componentes explicados 
antes, pero que tiene una representación 
frecuencial que da variaciones fuertes del 
umbral de enmascaramiento de un cuadro 
al otro, el artefacto de birdies es percibido.
Fig. 1. Artefacto pre-echo generado en la señal 
de castañuelas [3]
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Fig. 2. Diagrama de un compresor de audio
Existen tres tipos de sistemas de codificación de audio 
que difieren básicamente en la forma como se alimenta la 
señal de entrada al modelo psicoacústico. El primer tipo, 
conocido como codificadores de transformación, donde 
muestras de la señal de entrada son transformadas al 
dominio de la frecuencia. El segundo tipo codificadores 
sub-banda, donde en un primer paso la transformación 
es realizado y luego los umbrales de enmascaramiento 
son calculados para cada sub-banda. El tercer tipo son 
codificadores paramétricos en donde un tipo 
de parametrización es observada.
Los codificadores sub-banda dan mejores 
resultados cuando hacen seguimiento de 
señales de transición, pero las ventanas de 
longitud finita que ellos aplican no los ras-
trean de manera exacta. Para este propósito 
un amplio rango de técnicas son implemen-
tadas como se describirá a continuación.
Investigación
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III. SELECCIÓN DEL MATERIAL 
CRÍTICO DE AUDIO
Durante el presente trabajo, el autor dise-
ñó un programa en MATLAB para describir 
la energía de la señal en cada una de las 
sub-bandas que los codificadores sub-ban-
da usan. Señales con carácter transiente 
mostrarán dispersión de su energía a otras 
sub-bandas vecinas.
Fig. 2. Densidad espectral de potencia
Por lo tanto para seleccionar el material 
de audio que es conveniente para el ase-
soramiento subjetivo de codificadores de 
audio, el programa realiza una estimación de 
cuáles señales se comportarán de manera 
crítica y cuáles no. La investigación futura 
debe ser realizada para establecer las rela-
ciones entre la representación sub-banda de 
una señal en particular y el artefacto produ-
cido una vez comprimida con un algoritmo 
definido para el seguimiento de transientes.
Por otra parte, determinar las relaciones 
entre los niveles de potencia espectral 
dentro de cada sub-banda debería dar una 
pista para investigación futura.
La Figura 2 muestra la alocación de la 
energía de la densidad espectral de poten-
cia de la señal “Castañuelas”.
IV. DETECCIÓN DE SEÑALES 
TRANSIENTES DE AUDIO
El Procesamiento Digital de Señales evidentemente ofre-
ce algunas posibilidades para la detección de transientes. 
Algunas de ellas incluyen modificaciones de la Transfor-
mada Discreta de Cosenos, DCT, con bloques de longitud 
variable, rastreando señales transientes de manera más 
exacta. La Transformada Discreta Wavelet, DWT, también 
representa una herramienta poderosa para el seguimiento 
de señales transientes. Algunas implementaciones realizan 
un DWT/DCT híbrido. Otras aproximaciones combinan 
codificación con transformadas no-lineales y técnicas de 
aproximación estructuradas, junto con la modelización 
híbrida de la señal bajo consideración. Técnicas con trans-
formadas no uniformes con solapamiento (lapped trans-
forms) también son usadas para este propósito. Aquí, un 
banco de filtros no-uniforme es obtenido, uniendo bancos 
de filtros modulados usando un filtro de transición. Audio 
watermarking, en donde una señal watermark modifica las 
características estadísticas de las señales de audio, en 
particular su estacionaridad, también es usado.[5].
A. APLICACIÓN DE LA TRANSFORMADA DE WAVELET PARA 
EL RASTREO DE TRANSIENTES
La representación de la señal en el dominio de la frecuen-
cia en codificadores iniciales, como MPEG-1 Layer III, Ogg 
Vorbis y otros, está basado en la FFT, o DCT. Actualmente, 
aplicaciones que buscan un rastreo de transientes, usan 
DCT híbridos, DWT, entre otros.
La representación de la señal de audio, descargando 
el componente de ruido, puede ser hecho de la siguiente 
manera [6],
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La idea principal es que DCT, FFT y los otros algoritmos 
implementados usualmente en audio compresión son 
convenientes para el análisis y el rastreo de sinusoides 
o componentes cuasi-estacionarios de la señal. El ras-
treo de transientes es más conveniente con la DWT. La 
transformada DWT, y su habilidad para localizar ataques 
abruptos en el tiempo se deduce de la transformada 
Fourier-Plancharel y el principio de incertidumbre.
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En la base de Fourier, la localización de frecuencia es precisa, pero la localización en tiempo es ineficiente. 
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Al realizar una descomposición de un paso 
de la señal de “Castañuelas”, con la DWT, 
después de la descomposición de un paso, 
se obtienen dos componentes de señales, 
graficadas en la parte posterior,
Fig. 5. Descomposición de 1-paso de la señal 
usando la transformada de wavelet
Reconstruir la señal con los coeficientes 
que aparecieron después de la descompo-
sición de un paso muestra los siguientes 
resultados: La figura 6 grafica la señal 
reconstruída.
La descomposición de la señal a altos 
niveles, dará representaciones más exac-
tas de la señal de audio, de manera similar 
como la resolución de altas frecuencias 
mejora la exactitud de la representación en 
frecuencia en la FFT.
DWT, entonces, tiene una estructura 
jerárquica en donde mientras más alto sea 
el nivel de la descomposición, el árbol de 
DWT será más largo.
Fig. 6. Descomposición de la señal usando coeficientes.
Comparando las figuras 4 y 6 se observa que la recons-
trucción fue realizada satisfactoriamente.
Ahora, se realiza una descomposición en 3-pasos. Un 
conjunto finito de coeficientes es obtenido. La extracción 
de coeficientes es realizada, y en las figuras siguientes, 
presentada,
Fig. 7. Detalles de coeficientes en niveles 1, 2 y 3 de la estructura 
de descomposición de wavelet. Señal original, ca3, cd3, cd2 and 
cd1
Finalmente se reconstruye la aproximación en el nivel 3 
de la estructura de descomposición de wavelet. Se realizan 
las reconstrucciones de detalles de coeficientes en niveles 
1,2 y 3 de la estructura de descomposición de wavelet.
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Fig.8. Detalles de coeficientes de reconstrucción en niveles 1, 2 y 
3, de la estructura de descomposición wavelet
La figura superior es la señal original, seguida por la señal 
reconstruída, y al final los coeficientes. El último paso es 
la reconstrucción de la señal a partir de la estructura de 
descomposición de wavelet.
Fig. 9. Señal original y reconstruída
La reconstrucción de la señal transiente muestra que 
DWT es un método conveniente para descomponer se-
ñales transientes, aun realizando una descomposición de 
3 niveles. Este resultado muestra que un códec híbrido 
implementando FFT para la extracción y el procesado de 
señales transientes es un algoritmo más conveniente para 
codificación de sonido que codificadores 
tradicionales, los cuales rastrean señales 
con DCT con longitud fija de ventana o 
transformadas FFT.
CONCLUSIONES
Métodos psicométricos fueron usados 
para la evaluación de sistemas de codi-
ficación de audio. DBTS y SR fueron los 
métodos seleccionados para realizar la 
evaluación. A partir de estos test, la vali-
dación de resultados de ANOVA muestra 
que no sólo el rendimiento del codificador, 
sino además las características de la señal 
tienen un fuerte impacto en la evaluación.
Las señales con carácter percusivo, como 
las castañuelas, timbales, palmas, y otros 
cuando son codificados por algoritmos que 
implementan DCT y FFT para la represen-
tación frecuencial de la señal, muestran pre-
echo como un artefacto auditivo producido 
debido a compresión.
Los otros dos factores, a pesar de tener 
un carácter en el dominio auditivo diferente 
del ya mencionado, tienen, de acuerdo con 
el autor el mismo origen: la incorrecta aloca-
ción de bits de coeficientes de enmascara-
miento, y esto, porque la señal crítica tiene 
un espectro de potencia que se dispersa a 
cuadros vecinos, o a bandas vecinas.
Es posible de verificar la criticidad de la 
señal con el programa desarrollado. Al final, 
el estado del arte de algunas técnicas son 
discutidas para rastrear eficientemente 
estas señales criticas de audio, dando aten-
ción especial a la transformada de wavelet.
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