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Abstract. We study inverse problems for the Poisson equation with source term the
divergence of an R3-valued measure; that is, the potential Φ satisfies
∆Φ = divµ,
and µ is to be reconstructed knowing (a component of) the field grad Φ on a set dis-
joint from the support of µ. Such problems arise in several electro-magnetic contexts
in the quasi-static regime, for instance when recovering a remanent magnetization from
measurements of its magnetic field. We develop methods for recovering µ based on total
variation regularization. We provide sufficient conditions for the unique recovery of µ,
asymptotically when the regularization parameter and the noise tend to zero in a com-
bined fashion, when it is uni-directional or when the magnetization has a support which
is sparse in the sense that it is purely 1-unrectifiable.
Numerical examples are provided to illustrate the main theoretical results.
1. Introduction
This work is concerned with inverse potential problems with source term in divergence
form. That is, a R3-valued measure on R3 has to be recovered knowing (one component
of) the field of the Newton potential of its divergence on a piece of surface, away from
the support. Such issues typically arise in source identification from field measurements
for Maxwell’s equations, in the quasi-static regime. They occur for instance in electro-
encephalography (EEG), magneto-encephalography (MEG), geomagnetism and paleomag-
netism, as well as in several non-destructive testing problems, see e.g. [3, 4, 12, 36, 37]
and their bibliographies. A model problem of our particular interest is inverse scanning
magnetic microscopy, as considered for instance in [7, 34, 5] to recover magnetization dis-
tributions of thin rock samples, but the considerations below are of a more general and
abstract nature. Our main objective is to introduce notions of sparsity that help recovery
in this infinite-dimensional context, when regularization is performed by penalizing the
total variation of the measure.
Key words and phrases. divergence free, distributions, solenoidal, total variation of measures, magneti-
zation, inverse problems, purely 1-unrectifiable.
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1.1. Two Basic Extremal Problems. For a closed subset S ⊂ R3, let M(S) denote
the space of finite signed Borel measures on R3 whose support lies in S. In this paper we
consider inverse problems associated with the equation
(1) ∆Φ = divµ
where µ is an unknown measure in M(S)3 to be recovered. Under suitable conditions
on the decay of Φ at infinity, there is a unique solution Φ = Φ(µ) (see Section 2). Such
problems arise in magnetostatics (our primary motivation) where µmodels a magnetization
distribution. Then
(2) b(µ) = µ0 (µ− grad Φ(µ))
is the magnetic field b(µ) generated by µ and it follows from (1) that b(µ) is divergence-
free. The term h(µ) := µ0 grad Φ(µ) is called the magnetic intensity generated by µ.
We refer to (1) as a Poisson-Hodge equation since (2) provides a decomposition of µ into
curl-free and divergence-free terms.
The mapping µ → b(µ) is, in general, not injective. We say that magnetizations
µ,ν ∈M(S)3 are S-equivalent if b(µ) and b(ν) agree on R3 \ S, in which case we write
µ
S≡ ν.
A magnetization µ is said to be S-silent (or silent in R3 \S) if it is S-equivalent to the zero
magnetization; i.e., if b(µ) vanishes on R3 \ S. It is suggestive from (1) (see Theorem 2.2
below) that a divergence-free magnetization µ ∈ M(S)3 is S-silent. For the converse
direction we introduce the following terminology.
Definition 1. We will call a closed set S ⊂ R3 slender (with respect to R3) if its Lebesgue
measure L3(S) = 0 and each connected component C of R3 \ S has L3(C) =∞.
For example, a subset of a plane is slender in R3, while a sphere or a ball is not.
Slender sets form a family of S for which the above-mentioned inverse problem makes
contact with geometric measure theory, since Theorem 2.2 shows that if S is a slender set,
then any S-silent magnetization is divergence-free. Smirnov [40] characterizes divergence-
free magnetizations (also known as solenoids) in R3 in terms of magnetizations that are
absolutely continuous with respect to 1-dimensional Hausdorff measure, and we shall make
use of this characterization.
We will assume that scalar data of the form f = A(µ) := v ·b(µ), for some fixed nonzero
vector v ∈ R3, is given on a closed subset Q ⊂ R3 \ S, where A is the forward operator
mapping µ to the restriction on Q of v · b(µ). We will consider the situation where
(a) A :M(S)3 → L2(Q) boundedly and
(b) A(µ) = 0 if and only if µ is S-silent.
Since b(µ) is harmonic on R3 \ S, condition (a) will hold if Q and S are positively sepa-
rated, and if Q is compact (which is the case in practice), then A is a compact operator.
Theorem 2.3 provides sufficient conditions for (b) to hold. Condition (b) means that the
observation is “faithful”, i.e. if the v-component of the field on Q is zero then the field is
indeed zero everywhere off S. In this case, the null space of A (which is a crucial ingredient
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of the inverse problem) coincides with S-silent magnetizations which depend solely on the
geometry of S and can be studied using potential and measure-theoretic tools. As we shall
see, A has, in general, a nontrivial null space and, if Q is “thin enough”, it has dense range
(see Lemma 3.1). Note that a typical magnetic sensor is a coil measuring the component
of the field parallel to its axis, which is why measurements are assumed to be of the form
v · b(µ). The fact that v is a constant vector means that the orientation of the sensor is
kept fixed. In some cases, e.g. in magneto-encephalography, v would depend on the point
where a measurement is made. We do not consider this more complicated situation, as we
are particularly motivated by applications to scanning magnetic microscopy (SMM) where
measurements of the vertical component of the magnetic field, namely b3(µ) = e3 · b(µ)
(ei denotes the i-th unit vector of the canonical basis for R3, for i = 1, 2, 3), are taken on
a rectangle Q in a plane x3 = h for some h > 0, while S is contained in the half-space
x3 ≤ 0.
The focus of this paper is on the use of the total variation norm for measures to regularize
the ill-posed inverse problem of recovering µ from A(µ). Let us briefly recall that the total
variation measure of µ ∈ M(S)3 is the positive Borel measure |µ| ∈ M(S) such that
dµ = uµd|µ| for some R3-valued Borel measurable function uµ satisfying |uµ| = 1 at
|µ|-a.e. point, see (8). The total variation norm of µ is then defined as
(3) ‖µ‖TV := |µ|(R3).
If uµ is constant |µ|-a.e., then we call µ uni-directional. Such magnetizations arise in
geological samples whose remanent magnetizations were formed in a uniform external field.
We investigate two extremal problems for magnetization recovery. The first is that of
minimizing the total variation over magnetizations S-equivalent to a given one. To fix
notation, for µ ∈M(S)3, let
(4) M(µ) := inf{‖ν‖TV : ν S≡ µ}.
Extremal Problem 1 (EP-1). For µ0 ∈M(S)3, find µ
S≡ µ0 such that ‖µ‖TV = M(µ0).
The second extremal problem involves minimizing the following functional defined for
µ ∈M(S)3, f ∈ L2(Q), and λ > 0, by
(5) Ff,λ(µ) := ‖f −Aµ‖2L2(Q) + λ‖µ‖TV .
We consider the problem of finding some µλ ∈M(S)3 minimizing Ff,λ:
Extremal Problem 2 (EP-2). Given f ∈ L2(Q), find µλ ∈M(S)3 such that
(6) Ff,λ(µλ) = inf
µ∈M(S)3
Ff,λ(µ).
We remark that the total variation norm is convex on M(S)3 but not strictly convex
and so there may be multiple µ that solve EP-1 for a given µ0. Still, we show in Section 2
that, under the assumption that S is slender, EP-1 uniquely recovers the magnetization
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in two important cases: (a) the magnetization is supported on a purely 1-unrectifiable
set (see Theorem 2.6) and (b) the magnetization is piecewise uni-directional (see Theorem
2.11). The notion of purely 1-unrectifiable set is classical from geometric measure theory,
and means that intersection of the set with any rectifiable arc has 1-dimensional Hausdorff
measure zero. In particular, any set with 1-dimensional Hausdorff measure zero is purely
1-unrectifiable and so EP-1 recovers a large class of magnetizations with ‘sparse’ support
including, for example, those with countable or Cantor-like (with Hausdorff dimension less
than 1) support. Note that uni-directionality involves some sort of sparsity as well, this
time direction-wise.
In Section 2, we also consider the net moment of µ given by
(7) 〈µ〉 := µ(R3),
which is a quantity of physical interest and is useful in our analysis of uni-directional
magnetizations. Under the assumption that S is compact or a slender set, Theorem 2.2
and Lemma 2.8 show that S-equivalent magnetizations must have the same net moment.
Hence, 〈µ〉 is uniquely defined by the field in this case. However, Remark 2.4 after that
proposition shows this needs not hold if S is neither compact nor slender.
Solutions to EP-2 connect to those of EP-1 as follows. If f = A(µ) + e with ‘noise’ e ∈
L2(Q), any weak-* accumulation point of the solutions to EP-2 when λ→ 0 and e/√λ→ 0
must be a solution of EP-1. This Tikhonov-like regularization theory is by now essentially
understood in a more general context [14, 31, 13]. In Section 4, we improve on previous
results by showing that this property holds not only for the R3-valued measures involved but
also for their total variation measures, and that weak-* convergence strengthens to narrow
convergence (see Theorem 4.3). Hence, “no mass is lost” in the limit. This is important
for if EP-1 has a unique solution, it implies that solutions to EP-2 asymptotically put
mass exactly where the “true” magnetization does, a property which is usually not satisfied
under weak-∗ convergence of measures. Another feature of solutions to EP-2, which is more
specific to the present situation, is that they are supported on “small” sets, of codimension
at least 1 in S (see Corollary 4.2).
Altogether, when the “true” magnetization is sparse in one of the senses mentioned
above (that is, if it can be recovered by EP-1), we obtain in Theorem 4.4 and Corollary
4.5 asymptotic recovery results which, from the strict point of view of inverse problems,
recap the main contributions of the paper. Finally, let us mention that EP-2 has a unique
solution when S is contained in a plane, even though Ff,λ is not strictly convex if A has a
nontrivial null space (the usual case considered in this paper). A proof would take us too
far into the structure of divergence-free measures in the plane, and is beyond the scope of
this paper, see [8]. Whether uniqueness holds more generally is an intriguing open question.
1.2. Background and Related Work. The class of inverse problems investigated below
can be viewed as deconvolution from partial observations. Note that we work with vector-
valued measures supported on sets of dimension greater than 1, and the forward operator A,
whose convolution kernel is (weakly) singular, has a rather large null-space which depends
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in a fairly complicated manner on the geometry of the observation set Q and of the set S
a priori containing the support of the unknown measure.
The main contribution of the present work is perhaps to connect geometric measure
theory with regularization theory for such inverse problems. This connection essentially
rests on the structure of the null-space of the forward operator: in fact, the conditions on Q
and S set up in this work for unique recovery of sparse measures to hold are designed so that
this null-space consists exactly of divergence-free measures. These conditions generalize
those given in [7] for planar distributions to magnetizations supported on more general
sets in R3. This characterization of the null-space is central to the present approach, and
allows us to rely on classical tools from geometric measure theory and on material from
[40] to proceed with the proof of our main result about EP-1, namely the minimality of
the total variation of a sparse measure in its coset modulo the null-space. More general
situations, notably the case where S is a closed surface or where it has positive Lebesgue
measure in R3 (and thus is not slender), are left for future research. Such situations are
relevant in particular to EEG and MEG inverse problems, as well as to SMM on volumic
samples.
Whether the property of having purely 1-unrectifiable support qualifies a measure as
being “sparse” is debatable: for instance the support could still disconnect the space (like
the Koch curve does in 2-D). Nevertheless, it comprises standard notions of sparsity, such
as being a finite sum of Dirac masses, which is why we consider purely 1-unrectifiability of
the support as a generalized notion of sparsity in this context. Moreover if S is slender we
shall see that another convenient notion of sparsity is to be a finite sum of measures with
disjoint supports, each of which assumes constant direction (see Theorem 2.11). Thus,
sparsity in the present context may also be envisaged “direction-wise”.
Let us now briefly discuss connections to other works dealing with sparse recovery. After
early studies [22, 42] and the seminal work in [16, 17, 23, 24], approximately solving under-
determined systems of linear equations in Rn by minimizing the residuals while penalizing
the l1-norm has proved to be quite successful in identification. In fact, under appropriate
assumptions on the matrix of the system, this kind of approximation favors the recovery of
sparse solutions, i.e. solutions having a large number of zero components, when they exist.
This has resulted in the theory of compressed sensing, which shows by and large that a
sparse signal can be recovered from much less linear observations than is a priori needed,
see for example [28] and the bibliography therein.
In recent years, natural analogs in infinite-dimensional settings have been investigated
by several authors, but then the situation is much less understood. A Tikhonov-like reg-
ularization theory was developed in [14, 31, 13] for linear equations whose unknown is a
(possibly Rn-valued) measure, by minimizing the residuals while penalizing the total vari-
ation. As expected from the non-reflexive character of spaces of measures, consistency
estimates generally hold in a rather weak sense, such as weak-∗ convergence of subse-
quences to solutions of minimum total variation, or convergence in the Bregman distance
when the so-called source condition holds. Algorithms and proofs typically rely on Fenchel
duality, and reference [13] contains an extension of the soft thresholding algorithm to the
case where the unknown gets parametrized as a finite linear combination of Dirac masses,
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whose location no longer lies on a fixed grid in contrast with the discrete case. References
[19, 18], which deal with inverse source problems for elliptic operators, dwell on the same
circle of ideas but suggest a different thresholding method, connected with a Newton step,
or else a finite element discretization of the equation having a linear combination of Dirac
masses amongst its solutions. These methods yield contructive algorithms to approximate
a solution of minimum total variation to the initial equation by a sequence of discrete
measures, which is always possible in theory since these are weak-∗ dense in the space of
measures supported on an open subset of Rn. To obtain an asymptotic recovery result, in
the weak-∗ sense as the regularizing parameter goes to zero, it remains to identify condi-
tions on a measure ensuring that it is the unique element of least total variation in its coset
modulo the null-space of the forward operator. The gist of compressed sensing is that, in
finite-dimension, sparsity is such a condition for “most” operators. In infinite-dimension,
when total variation-penalization replaces l1-penalization, it is unclear which assumptions
imply the desired uniqueness and why they should be connected with sparsity. Moreover,
granted the diversity of operators involved in applications, it is likely that such assumptions
will much depend on the situation under examination.
Still, a striking connection with sparsity, in the sense of being a sum of Dirac masses, was
recently established for 1-D deconvolution issues, where a train of spikes is to be recovered
from filtered observation thereof [11, 19, 21, 15, 25]. More precisely, following the work
in [15] which identifies a sum of Dirac masses as the solution of minimum total variation
in the case of an ideal low-pass filter, it was shown in [25] that a finite train of spikes
can be recovered arbitrarily well by total variation regularization, when the noise and the
regularization parameter are small enough, provided that the filter satisfies nondegeneracy
conditions and the spikes are sufficiently separated. Also, the algorithm in [13] can be used
for that purpose. The present work may be viewed as investigating in higher dimension such
deconvolution issues, the filter being now defined by the Biot-Savart law, and Corollary
4.5 may be compared to [25, Thm. 2].
1.3. Notation. We conclude this section with some details of our notation, as used above,
for vectors and vector-valued functions, and with some preliminaries concerning measures
and distributions. For a vector x in the Euclidean space R3, we denote the j-th component
of x by xj and the partial derivative with respect to xj by ∂xj . For x, y ∈ R3, x · y and
|x| = √x · x denote the usual Euclidean scalar product and norm, respectively. We denote
the gradient with respect to y by grad y and drop the subscript if the variable with respect
to which we differentiate is unambiguous. By default, we consider vectors x as column
vectors; e.g., for x ∈ R3 we write x = (x1, x2, x3)T where “T” denotes “transpose”. We
use bold symbols to represent vector-valued functions and measures, and the corresponding
nonbold symbols with subscripts to denote the respective components; e.g., µ = (µ1, µ2, µ3)
or b(µ) = (b1(µ), b2(µ), b3(µ)). We let δx stand for the Dirac delta measure at a point
x ∈ R3 and refer to a magnetization of the form µ = vδx for some v ∈ R3 as the point
dipole at x with moment v.
For x ∈ R3 and R > 0, we let B(x,R) denote the open ball centered at x with radius
R and S(x,R) the boundary sphere. Given a finite measure µ ∈ M(R3) and a Borel set
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E ⊂ R3, we denote by µbE the finite measure obtained by restricting µ to E (i.e. for every
Borel set B ⊂ R3, µbE(B) := µ(E ∩B)).
For µ ∈M(S)3, the total variation measure |µ| is defined on Borel sets B ⊂ R3 by
(8) |µ|(B) := sup
P
∑
P∈P
|µ(P )|,
where the supremum is taken over all finite Borel partitions P of B. Since |µ| is a Radon
measure, the Radon-Nikodym derivative uµ := dµ/d|µ| exists and satisfies |uµ| = 1 a.e.
with respect to |µ|.
We shall identify µ ∈M(Rk)k with the linear form on (Cc(Rk))k (the space of Rk-valued
continuous functions on Rk with compact support equipped with the sup-norm) given by
(9) 〈f ,µ〉 :=
∫
f · dµ, f ∈ (Cc(Rk))k.
The norm of the functional (9), is ‖µ‖TV . It extends naturally with the same norm to the
space (C0(Rk))k of Rk-valued continuous functions on Rk vanishing at infinity.
At places, we also identify µ with the restriction of (9) to (C∞c (R3))3, where C∞c (R3) is
the space of C∞-smooth functions with compact support, equipped with the usual topology
making it an LF-space [39]. We refer to a continuous linear functional on (C∞c (Rm))n as
being a distribution.
We denote Lebesgue measure on R3 by L3 and d-dimensional Hausdorff measure on R3
by Hd . We normalize Hd for d = 1 and 2 so that it coincides with arclength and surface
area for smooth curves and surfaces, respectively. We denote the Hausdorff dimension of
a set E ⊂ R3 by dimH(E).
2. Equivalent magnetizations, net moments, and total variation
In this section, we discuss some regularity issues for magnetic fields and potentials,
and we study the connection between S-silent sources and R3-valued measures which are
distributionally divergence-free. This rests on the notion of a slender set introduced in
Definition 1. Subsequently, we solve Extremal Problem 1 for certain classes of magnetiza-
tions when S is slender. Such magnetizations are “sparse”, in the sense that either their
support is purely 1-unrectifiable (see Theorem 2.6) or they assume a single direction on
each piece of some finite partition of S (see Theorem 2.11). We also give conditions on S
and Q ensuring that the forward operator has kernel the space of S-silent magnetizations
(see Lemma 2.3).
We first define the magnetic field b(µ) and the scalar magnetic potential Φ(µ) (see [32])
generated by a magnetization distribution µ at points x not in the support of µ as
b(µ)(x) := −c
(∫
1
|x− y|3 dµ(y)− 3
∫
(x− y)(x− y) · dµ(y)|x− y|5
)
= −c grad
∫
grad y
1
|x− y| · dµ(y)
= −µ0 grad Φ(µ)(x), x 6∈ supp µ,
(10)
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where c = 10−7Hm−1, µ0 = 4pi × c, and Φ(µ) is given by
(11) Φ(µ)(x) :=
1
4pi
∫
grad y
1
|x− y| · dµ(y) =
1
4pi
∫
x− y
|x− y|3 · dµ(y), x 6∈ supp µ.
Note that the second equality in (10) follows from the smoothness of the Newton kernel
1/|x− y| for x 6= y and the formula
grad x
(
grad y
1
|x− y| · a
)
=
a
|x− y|3 − 3(x− y)
(x− y) · a
|x− y|5 ,
for a fixed a ∈ R3. Note that Φ(µ) and the components of b(µ) are harmonic functions
on R3 \ S. We show in Proposition 2.1 that Φ can be extended to a locally integrable
function on R3 that satisfies, in the sense of distributions, the Poisson-Hodge equation (1).
Furthermore, this proposition shows that the magnetic field b(µ) extends to a divergence-
free R3-valued distribution.
Proposition 2.1. Let S be a closed proper subset of R3 and µ ∈M(S)3. Then, the integral
in the right-hand side of (11) converges absolutely for a.e. x ∈ R3, thereby defining an
extension of Φ(µ) to all of R3. Denoting this extension by Φ(µ) again, it holds for each p,
q with 1 ≤ p < 3/2 < q ≤ ∞ that Φ(µ) ∈ Lp(R3) + Lq(R3), and that, in the distributional
sense,
∆Φ(µ) = divµ.
Furthermore, the distribution µ0 (µ− grad Φ(µ)) is divergence-free and extends b(µ)
from a distribution on R3 \ S to a distribution on R3. Denoting this extension by b(µ)
again, we have that 〈Tαf ,b(µ)〉 → 0 as |α| → ∞ for every f ∈ (C∞c (R3))3 (here Tαf
denotes the translation of the argument of f by α).
Remark. The decomposition µ = b(µ)/µ0 + grad Φ(µ) is the Helmholtz-Hodge decompo-
sition of the R3-valued measure µ into the sum of a gradient and a divergence-free term.
Although µ is a distribution of order 0, note that the summands will generally have order
-1. Hereafter, we let Φ(µ) and b(µ) denote the extensions given in Proposition 2.1.
Proof. Set k(y) = y/(4pi|y|3) for y ∈ R3 and let φ ∈ C∞c (R3) be valued in [0, 1], identically
1 on B(0, 1) and 0 outside of B(0, 2). Writing f1 = φk and f2 = (1 − φ)k, we have that
|f1| ∈ Lp(R3) for 1 ≤ p < 3/2 and |f2| ∈ Lq(R3). From (11), we get that Φ(µ) = k ∗ µ =
f1∗µ+f2∗µ off S (the product under the convolution integral is here the scalar product). For
any r ∈ [1,∞], Jensen’s inequality implies that the convolution of a finite signed measure
with an Lr function is an Lr function with norm not exceeding the mass of the measure
times the initial norm, and Fubini’s theorem entails that the integrals converge absolutely
a.e. Therefore f1 ∗µ ∈ Lp(R3) and f2 ∗µ ∈ Lq(R3), showing that k ∗µ ∈ Lp(R3) +Lq(R3).
We next show that
(12) ∆Φ(µ) = ∆(k ∗ µ) = divµ.
Let N(y) = −1/(4pi|y|) for y ∈ R3, pick ψ ∈ C∞c (R3) and recall that G := N ∗ψ is a smooth
function vanishing at infinity such that ∆G = ψ [1, Cor. 4.3.2&4.5.4]. Now, differentiating
INVERSE POTENTIAL PROBLEMS WITH TOTAL VARIATION REGULARIZATION 9
under the integral sign, we have that k ∗ ψ = gradG, therefore
〈∆Φ(µ), ψ〉 = 〈k ∗ µ,∆ψ〉 = −〈µ,k ∗∆ψ〉 = −〈µ,∆(k ∗ ψ)〉 = −〈µ,∆( gradG)〉
= −〈µ, grad ∆G〉 = 〈divµ,∆G〉 = 〈divµ, ψ〉
which proves (12).
Finally, the distribution d := µ0(µ − grad Φ(µ)) coincides with b(µ) on R3 \ S, by
(10), and it follows from (12) that it satisfies div d = µ0(divµ − ∆Φ(µ)) = 0; i.e., d is
divergence-free. Renamimg d as b(µ) since it extends the latter, the finiteness of µ and
the fact that Φ(µ) ∈ L1(R3)3 + L2(R3)3 show:
〈Tαf ,b(µ)〉 = µ0 (〈Tαf ,µ〉 − 〈divTαf ,Φ(µ)〉)→ 0
as |α| → ∞, for every f ∈ (C∞c (R3))3. 
2.1. Divergence-free and silent magnetizations. The equation ∆Φ(µ) = divµ is sug-
gestive of the existence of a relationship between S-silent and divergence-free magnetiza-
tions. As will be seen from the lemma below, for any closed set S all divergence-free
magnetizations supported on S are S-silent, but the converse is not always true as follows
from the next construction.
Example 2.1. Let S = B(0, 1) be the closed unit Euclidean ball centered at the origin,
µ = L3bS, and µ ∈ M(S)3 the R3-valued measure equal to (4pi/3)−1µe1. Then, by the
mean value theorem, we get that
Φ(µ)(x) =
1
4pi
∫
grad y
1
|x− y| · dµ(y) =
1
4pi
x1
|x|3 , x /∈ S,
since 14pi
x1
|x|3 is harmonic on R
3 \ {0}. Note that 14pi x1|x|3 is also the magnetic potential
generated by the dipole ν := δ0e1; therefore µ and ν are S-equivalent, that is µ − ν is
S-silent. However, this magnetization is not divergence-free since, for every f ∈ C∞c (R3)
supported in B(0, 1), it holds that 〈f,div (µ− ν)〉 = −〈f,divν〉 = −∂x1f(0).
An analogous argument shows that, for a3 the area of S(0, 1) and µ˜ := H2bS(0, 1), the
R3-valued measure a−13 µ˜e1 is likewise S-equivalent to ν.
The following variant of this example is also instructive: there is a sequence xn ∈ B(0, 1)
and a sequence cn of real numbers with
∑
n |cn| <∞ such that the measure α defined by
α = e1
∑
n cnδxn is S-equivalent to a
−1
3 µ˜e1 which is S-equivalent to ν. Therefore α− ν is
an S-silent magnetization consisting of countably many point dipoles. To see that xn and
cn exist, recall Bonsall’s theorem (whose proof in the ball is the same as in the disk, see [38,
Thms. 5.21 & 5.22]) that whenever xn is a sequence in B(0, 1) which is nontangentially
dense in S(0, 1), each function h ∈ L1(µ˜) can be written as h(ξ) = ∑n cnPxn(ξ) where
Pxn(ξ) = (1/4pi)(1 − |xn|2)/|ξ − xn|3 is the familiar Poisson kernel of the unit ball at xn,
and cn is a sequence of real numbers with absolutely convergent sum. Choosing h ≡ 1 and
observing that, for y /∈ S,
y − xn
|y − xn|3 =
∫
y − ξ
|y − ξ|3Pxn(ξ) dµ˜(ξ)
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by the Poisson representation of harmonic functions, we easily check that e1
∑
n cnδxn is S
equivalent to a−13 µ˜e1, as desired.
Example 2.1 shows us that a R3-valued measure on S which is S-silent needs not be
divergence-free in general. It does, however, when S is slender:
Theorem 2.2. Let S ∈ R3 be closed and µ ∈ M(S)3. If divµ = 0, then µ is S-silent.
Furthermore, if S is a slender set and µ is S-silent, then divµ = 0.
Proof. Since Φ(µ) ∈ L1(R3)3 + L2(R3)3 by Proposition 2.1, we get from the Schwarz
inequality:
(13)
∫
E
|Φ(µ)|dL3 ≤ C1 + C2 L1/23 (E)
for some constants C1, C2 and each Borel set E of finite measure. If divµ = 0, then Φ(µ)
is harmonic on R3 by the same lemma, therefore it is constant by (13) and the mean value
theorem (see proof of [2, Thm. 2.1]). Consequently µ is S-silent.
For the second statement, assume that S is a slender set and that µ ∈ M(S)3 is S-
silent. Since b(µ) = grad Φ(µ) and µ is S-silent, then Φ(µ) is constant on each connected
component of R3 \ S. If C is such a component, we can apply (13) with E = C ∩ B(0, n)
and let n→∞ to conclude that the corresponding constant is zero, because L3(C) = +∞.
Hence, Φ(µ) must be zero on R3 \ S, and since L3(S) = 0 it follows that Φ(µ) is zero as a
distribution, so that divµ = ∆Φ(µ) = 0. 
In typical Scanning Magnetic Microscopy experiments, data consists of point-wise values
of one component of the magnetic field taken on a plane not intersecting S. Of course,
finitely many values do not characterize the field, but it is natural to ask how one can
choose the measurement points to ensure that infinitely many of them would, in the limit,
determine b(µ) uniquely. We next provide a sufficient condition that such data (more
generally, data measured on an analytic surface which needs not be a plane) determines
the field in the complement of S. The condition dwells on the remark that a nonzero real
analytic function on a connected open subset of Rk has a zero set of Hausdorff dimension
at most k−1. It is so because the zero set is locally a countable union of smooth (even real-
analytic) embedded submanifolds of strictly positive codimension, see [33, thm 5.2.3]. This
fact sharpens the property that the zero set of a nonzero real analytic function in Rk has
Lebesgue measure zero, and will be used at places in the paper. Using local coordinates, it
is immediately checked that the previous bound on the Hausdorff dimension remains valid
when Rk is replaced by a smooth real-analytic manifold embedded in Rm for some m > k.
We also need at this point a version of the Jordan-Brouwer separation theorem for a
connected, properly embedded (i.e. complete but not necessarily compact) surface in R3,
to the effect that the complement of such a surface has two connected components. In
the smooth case which is our concern here, we give in Appendix A a short, differential
topological argument for this result which we assume is known but for which we could not
find a published reference.
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Hereafter, we will say that E,F ⊂ R3 are positively separated from each other if
dist(E,F ) > 0, where dist(E,F ) := infx∈E,y∈F |x− y|.
Lemma 2.3. Let S ⊂ R3 be closed and suppose R3\S is connected and contains a nonempty
open half-cylinder of direction v ∈ R3 \ {0}. Furthermore, let A be a smooth complete and
connected real analytic surface in R3 \ S that is positively separated from S and such that
S lies entirely within one of the two connected components of R3 \ A. Let also Q ⊂ R3 \ S
be such that the closure of Q ∩ A has Hausdorff dimension strictly greater than 1. If
µ ∈M(S)3 is such that v · b(µ) vanishes on Q ∩ A, then µ is S-silent.
Proof. Suppose µ ∈M(S)3 is such that v ·b(µ) vanishes on Q∩A. As v ·b(µ) is harmonic
in R3 \S it is real-analytic there, and since v ·b(µ) vanishes on the closure of Q∩A which
has Hausdorff dimension > 1 it must vanish identically on A.
Observe now that R3 \ A has two connected components (see Theorem A.1), and let U
be the one not containing S. Note, using (10), that if ν ∈M(S)3 and x /∈ supp(ν), then,
|b(ν)(x)| ≤ 4c (dist(x, supp(ν)))−3 ‖ν‖TV .(14)
For R > 0 let µR := µbB(0, R) and µ˜R := µ− µR. Then
b(µ)(x) = b(µR)(x) + b(µ˜R)(x),
and applying (14) to µR and µ˜R for R large enough, using that A is positively separated
from S, we get that lim supx∈U,|x|→∞ |b(µ)(x)| < ε for any ε > 0, hence b(µ)(x) → 0 as
x → ∞ in U . Since v · b(µ) vanishes on the boundary of U , we may use the maximum
principle to conclude that v ·b(µ) vanishes on U and therefore on R3 \S as the complement
of S is connected.
This implies that the magnetic potential Φ(µ) is constant on every line segment parallel
to v not intersecting S. Now, R3 \S contains a half-cylinder C of direction v, and shrinking
the latter if necessary we may assume it is positively separated from S. From (11) we get
|Φ(ν)(x)| ≤ 1
4pi
(dist(x, supp(ν)))−2 ‖ν‖TV(15)
for ν ∈M(S)3 and x /∈ supp(ν), and we conclude that Φ(µ)(x) goes to zero as x→∞ in C.
Hence its value on each half line contained in C is zero, so Φ(µ) ≡ 0 in C. Consequently it
vanishes identically (thus also b(µ)) in the connected open set R3\S, by real analyticity. 
The following example shows that Lemma 2.3 needs not hold if S is not contained in a
single component of R3 \ A or if A fails to be analytic.
Example 2.2. Let S be equal to {e3,−e3}, µ = (δe3 + δ−e3)e2, v = e3, and A = {x3 = 0}.
Then e3 · b(µ) is zero on A but µ is not S-silent. Also, whenever Q is a bounded subset of
{x3 = 0} with dimHQ > 1, there is a closed C∞-smooth surface Z containing Q such that
e3 and −e3 lie in the same component of R3 \ Z; however, Z cannot be analytic.
Lemma 2.3 does not hold either if R3 \ S is disconnected: for instance, if S = {x3 = 0},
there is a µ of the form hdL2 with h ∈ (h1(R2))3, where h1(R2) is the real Hardy space on
R2, such that b(µ) vanishes identically for {x3 < 0} but not for {x3 > 0} [7, Thm. 3.2].
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In particular, if we let Q = A = {x3 = −1}, we have that b(µ) vanishes on Q but µ is not
S-silent. However, if R3 \S is not connected but has a connected component V containing
a half-cylinder, then by replacing S with S˜ := R3 \ V and selecting an appropriate A, Q
and v, Lemma 2.3 may be applied to the effect that µ is S˜-silent whenever v ·b(µ) vanishes
on Q. Thus, if each component Vi of R3 \ S contains a half-cylinder and can be associated
with suitable Ai, Qi and vi, and if vi · b(µ) vanishes on Qi for all i, then µ is S-silent.
Remark. If S is as Lemma 2.3 and Q ⊂ R3 is positively separated from S and has closure
Q¯ of Hausdorff dimension > 2, then the conclusion of the lemma still holds and the proof
is easier. In this case indeed, it follows directly from the hypothesis on Q that v · b(µ) is
identically zero in R3 \S as soon as it vanishes on Q, and the rest of the proof is as before.
We shall not investigate this situation which, from the point of view of inverse problems,
corresponds to the case where measurements of the field are taken in a volume rather than
on a surface. Though more information can be gained this way, the experimental and
computational burden often becomes deterring.
Lemma 2.4. Let S = S0∪S1 ⊂ R3 for some disjoint closed sets S0 and S1. If µ ∈M(S)3
is S-silent, then for i = 0, 1 the restriction µbSi is Si-silent.
Proof. Let b0 = b(µbS0) and b1 = b(µbS1). Note that b0 and b1 are harmonic in R3 \S0
and R3 \ S1 respectively. Also, as µ is S-silent, it holds that b0(x) = −b1(x) for x 6∈ S.
Hence the function
b˜(x) =
{
b0(x) x ∈ R3 \ S0,
−b1(x) x ∈ R3 \ S1,
is harmonic on R3 (note that the two definitions agree on R3\S). Moreover, Proposition 2.1
implies that for every f ∈ (C∞c (R3))3:
(16) |〈Tαf , b˜〉| ≤ |〈Tαf ,b0〉|+ |〈Tαf ,b1〉| → 0 as |α| → ∞.
Since b˜ is harmonic, the mean value property applied to (16) with f = ϕej , where ϕ is a
non-negative radially symmetric smooth function with support B(0, 1), implies that b˜(x)
vanishes as x→∞ and therefore is identically 0 by Liouville’s theorem. Thus both b0 and
b1 are zero on R3 \ S0 and R3 \ S1 respectively, and hence µbS0 is S0-silent and µbS1 is
S1-silent. 
2.2. Decomposition of divergence-free magnetizations and recovery of magne-
tizations with sparse support. A set E ⊂ R2 is said to be 1-rectifiable (e.g., see [35,
Def. 15.3]) if there exist Lipschitz maps fi : R→ Rn, i = 1, 2, ..., such that
H1
(
E \
∞⋃
i=1
fi(R)
)
= 0.
A set B ⊂ Rn is purely 1-unrectifiable if H1(E∩B) = 0 for every 1-rectifiable set E. Clearly
a set of H1-measure zero is purely 1-unrectifiable. A purely 2-unrectifiable set is defined
in the same way, only with H2 instead of H1.
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We call a Lipschitz mapping γ : [0, `] → R3 a rectifiable curve and let Γ := γ([0, `])
denote its image. If γ is an arclength parametrization of Γ; i.e., if γ satisfies
(17) H1(γ([α, β])) = β − α, ∀[α, β] ⊂ [0, `],
then we call γ an oriented rectifiable curve. By Rademacher’s Theorem (see [26]), γ is
differentiable a.e. on [0, `]. Furthermore, it follows from (17) that |γ ′(t)| = 1 a.e. on [0, `].
For a given oriented rectifiable curve γ we define Rγ ∈M(S)3 through the relation
(18) 〈Rγ , f〉 =
∫ `
0
f(γ(t)) · γ ′(t)dt,
for f ∈ C0(R3)3. Alternatively, since Rγ is absolutely continuous with respect to H1 we
may consider the Radon-Nikodym derivative τ of Rγ with respect to H1 and we remark
that τ (γ(t)) = γ ′(t) for a.e. t ∈ [0, `]. Then, for a Borel set B ⊂ R3 we have
(19) Rγ(B) =
∫
B
τ d(H1bΓ).
We remark that if B is purely 1-unrectifiable, then |Rγ |(B) = H1(B∩Γ) = 0 and, further-
more, Fubini’s Theorem implies L3(B) = 0.
Let C ⊂ M(S)3 denote the collection of oriented rectifiable curves with topology inher-
ited from M(S)3. Suppose divµ = 0 (as a distribution). Smirnov [40, Theorem A] shows
that µ can be decomposed into elements from C. In particular, it can be proven that there
is a positive measure ρ on C such that
(20) µ(B) =
∫
R(B) dρ(R),
and
(21) |µ|(B) =
∫
|R|(B) dρ(R),
for any Borel set B ⊂ R3. From the representation (20) of a divergence-free magnetization,
we immediately obtain the following lemma.
Lemma 2.5. Suppose S ⊂ R3 is closed and purely 1-unrectifiable. If µ ∈ M(S)3 is
divergence-free, then µ = 0.
Theorem 2.6. Suppose S ⊂ R3 is a closed, slender set. If µ ∈ M(S)3 has support that
is purely 1-unrectifiable and ν ∈M(S)3 is S-equivalent to µ, then ‖ν‖TV > ‖µ‖TV unless
ν = µ.
Proof. Since θ := ν − µ is S-silent, Theorem 2.2 implies divθ = 0 and so θ can be repre-
sented in the form (20), where (21) holds. Since the support of µ is purely 1-unrectifiable,
it follows from (21) and the remark after (19) that the measures µ and θ are mutually
singular. Thus, ‖ν‖TV = ‖µ‖TV + ‖θ‖TV > ‖µ‖TV unless ν = µ. 
Example 2.3. Recall from Example 2.1 that if S = B(0, 1), the magnetizations µ modeling
a uniformly magnetized ball and ν which is a point dipole at 0, with the same net moment
as µ, are S-equivalent. Moreover, it is easy to verify that ‖µ‖TV = ‖ν‖TV = |〈ν〉|. Since
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the support of ν is a single point, it is purely 1-unrectifiable, hence the assumption that S
is a slender set cannot be eliminated from Theorem 2.6.
The previous example entails that total variation minimization is not sufficient alone
to distinguish magnetizations with purely 1-unrectifiable support among all equivalent
magnetizations supported on S, when S is not slender. However, as the following result
shows, the recovery problem for general S has at most one solution when restricted to
magnetizations whose support is purely 1-unrectifiable and has finite H2 measure.
To see this, we shall need a consequence of the Besicovitch-Federer Projection The-
orem [35, Thm 18.1]; namely that the complement of a closed, purely 2-unrectifiable set
with finite H2 measure is connected. We will also need the fact that a purely 1-unrectifiable
set is purely 2-unrectifiable. We are confident these facts are known (e.g., see the intro-
duction in [20]), but since we have not explicitly found proofs in the literature, we provide
outlines of the arguments.
With regard to the first fact, let F ⊂ R3 be a closed, purely 2-unrectifiable set with finite
H2 measure and suppose B(x, r), B(y, r) are disjoint balls in R3 \ F . By the Besicovitch-
Federer Projection Theorem there exists a plane P such that the intersection of the or-
thogonal projections of these balls onto P minus the orthogonal projection of F onto P is
nonempty and therefore the balls can be joined by a line segment not intersecting F .
As to the second fact, it follows from [27, Lemma 3.2.18] that it is enough for a set
F to be purely 2-unrectifiable that H2(F ∩ ψ(K)) = 0 for any compact set K ⊂ R2 and
any bi-Lipschitz mapping ψ : K → R3. Since bi-Lipschitz maps preserve unrectifiability we
may restrict our considerations to R2 where the result follows easily from Fubini’s theorem.
As a consequence of these facts, the complement of a closed, purely 1-unrectifiable set
with finite H2 measure must be connected.
Corollary 2.7. Suppose S is a closed, proper subset of R3 and that ν ∈M(S)3 has purely
1-unrectifiable support of finite H2 measure. If µ ∈ M(S)3 is S-equivalent to ν but not
equal to ν, then the support of µ is not a purely 1-unrectifiable set with finite H2 measure.
Proof. Suppose µ ∈M(S)3 is S-equivalent to ν and has support that is purely 1-unrectifiable
with finite H2 measure. Then the support S˜ of µ − ν is also purely 1-unrectifiable with
finite H2 measure. Therefore, its complement is connected and thus S˜ is slender.
Moreover, µ − ν is S-silent, hence its field vanishes on the nonempty open set R3 \ S,
and since S˜ is closed with L3(S˜) = 0 (because it is slender), the field must vanish on a
nonempty open subset of R3 \ S˜. Since S˜ has connected complement, we conclude that
µ − ν is S˜-silent, by real analyticity. Consequently, it is divergence-free by Theorem 2.2
and hence, by Lemma 2.5, µ− ν is the zero measure. 
Corollary 2.7 applies in particular if ν is a finite sum of point dipoles. However, in view
of Example 2.1, it does not apply in general to a convergent series of point dipoles.
2.3. The net moment of silent magnetizations. Our next result shows that, under
certain assumptions on their support, silent measures have vanishing moment:
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Lemma 2.8. Let S ⊂ R3 be a closed set and µ ∈M(S)3 be S-silent. Assume that one of
the following conditions is satisfied:
(a) S is compact,
(b) divµ = 0.
Then the net moment 〈µ〉 = 0.
Proof. Fix i ∈ {1, 2, 3}. Let φ ∈ C∞0 (R3) be supported in B(0, 2), φ(x) = xi on B(0, 1)
and for any n > 0 let φn(x) := nφ(x/n). Note that ‖ gradφ‖∞ = ‖ gradφn‖∞, that
φn is supported in B(0, 2n), and for x ∈ B(0, n) that φn(x) = xi, gradφn(x) = ei and
∆φn(x) = 0.
If S is compact take n > 0 such that S ⊂ B(0, n). Then 〈 gradφn,µ〉 = 〈µ〉i, the i-th
component of the moment of µ. Since µ is S-silent Φ(µ) is constant in each connected
component of R3 \ S, and applying (13) with E = B(0, R) \ B(0, n) we conclude on letting
R→∞ that Φ(µ) ≡ 0 in the unbounded component. Thus, Φ(µ) is supported on B(0, n)
and since ∆Φ(µ) = divµ by Proposition 2.1, we obtain:
〈µ〉i = 〈 gradφn,µ〉 = 〈φn,divµ〉 = 〈φn,∆Φ(µ)〉 = 〈∆φn,Φ(µ)〉 = 0.
Therefore, taking i = 1, 2, 3, we get that 〈µ〉 = 0, as announced.
Assume next that divµ = 0. For any integer m > 0, let Dm := B(0, 2m+1) \ B(0, 2m)
and Mm := |µ|(Dm). Because
∑
mMm ≤ ‖µ‖TV <∞, we have that
(22) |〈 gradφ2m |Dm ,µ〉| ≤Mm‖ gradφ‖∞ → 0 as m→∞.
Now, let Ei be the constant function equal to ei on R3. By (22), we see that
lim
m→∞〈 gradφ2m ,µ〉 = limm→∞〈 gradφ2m |B(0,2m),µ〉 = 〈Ei,µ〉 = 〈µ〉i,
and since 〈 gradφn,µ〉 = 〈φn,divµ〉 = 0 for each n > 0, by our assumption, we conclude
that 〈µ〉 = 0, as desired. 
Assumptions (a) or (b) cannot be dropped in Lemma 2.8, for it is not sufficient that a
magnetization be S-silent for its net moment to vanish, as shown by the following example.
Example 2.4. Consider the case where S = R3 \B(0, R) and let µ = vH2bS(0, R) where v ∈
R3 \{0}. The density of µ with respect to H2bS(0, R) is the constant map v : S(0, R)→ R3
given by v(x) = v, which is the trace on S(0, R) of the gradient of the function x 7→ v · x
which is harmonic on a neighborhood of B(0, R), hence v a fortiori belongs to the Hardy
space H2+,R of harmonic gradients in B(0, R). Therefore µ is silent in that ball [6, Lemma
4.2], and still 〈µ〉 = 4piv. Integrating this example over R ∈ [1,∞) against the weight 1/R4
further shows that the R3-valued measure dν(x) = v|x|−4χ{|x|≥1}(x)dL3(x), is silent in the
ball B(0, 1) but has 〈ν〉 = 4piv. This provides us with an example of a (non-compactly
supported) measure with non-zero total moment which is silent in the complement of its
support.
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2.4. Total variation and unidirectional magnetizations. For µ ∈ M(S)3 we can
write dµ = uµd|µ|, therefore the Cauchy Schwarz inequality yields that
(23) |〈µ〉|2 =
∫
〈µ〉 · uµ d|µ| ≤ |〈µ〉| ‖µ‖TV ,
where equality holds if and only if either 〈µ〉 = 0 or uµ = 〈µ〉/|〈µ〉| a. e. with respect to
|µ|. We say that µ is uni-directional if uµ is constant a.e. with respect to |µ| (note that
the zero magnetization is uni-directional). Thus, (23) implies the following:
Lemma 2.9. If µ ∈ M(S)3, then |〈µ〉| ≤ ‖µ‖TV with equality if and only if µ is uni-
directional.
We call a magnetization uni-dimensional if it is the difference of two uni-directional
magnetizations. The next lemma states that a uni-dimensional magnetization which is
divergence-free must be the zero magnetization.
Lemma 2.10. If µ ∈M(R3)3 is uni-dimensional and divµ = 0, then µ = 0.
Proof. Suppose µ ∈ M(R3)3 is uni-dimensional and divergence-free. Then µ = µv for
some v ∈ R3 and µ ∈ M(R3), with 0 = div (µv) = v · gradµ. A standard argument (see
below) shows that µ is translation invariant with respect to any vector parallel to v and
therefore µ is finite only if it is zero.
Without loss of generality we may assume that v = (1, 0, 0). To see the translation
invariance of µ, take any f ∈ C∞c (R3) and let f˜ be a translation of f in the x1 direction.
Then f − f˜ = ∂x1g with g ∈ C∞c (R3) defined by:
g(x1, x2, x3) :=
∫ x1
−∞
(f − f˜)(y, x2, x3)dL1(y),
and so µ(f − f˜) = 〈∂x1g, µ〉 = −〈g, ∂x1µ〉 = 0. 
Theorem 2.11. Let S =
⋃n
i=1 Si for some disjoint closed sets S1, S2, . . . , Sn in R3 and
suppose that S is either compact or slender. Let µ ∈ M(S)3 be such that µi := µbSi is
uni-directional for i = 1, 2, . . . , n.
If ν ∈ M(S)3 is S-equivalent to µ, then νi := νbSi and µi are Si-equivalent for i =
1, 2, . . . , n, moreover
(24) ‖µ‖TV ≤ ‖ν‖TV ,
with equality in (24) if and only if νi is uni-directional in the same direction as µi for
i = 1, 2, . . . , n. Furthermore, if S is slender and equality holds in (24), then µ = ν.
Proof. Since µ and ν are S-equivalent, their difference τ := ν−µ is S-silent. In addition, it
follows from Theorem 2.2 that if S is slender then div τ = 0. By Lemma 2.4, the restriction
τ i := τ bSi is Si-silent and thus µi and νi are Si-equivalent. Since either S is compact
or div τ = 0, the same is true of each Si, τ i and we can use Lemma 2.8 to obtain that
〈µi〉 = 〈νi〉 for i = 1, 2, . . . , n. Then
(25) ‖ν‖TV =
n∑
i=1
‖νi‖TV ≥
n∑
i=1
|〈νi〉| =
n∑
i=1
|〈µi〉| =
n∑
i=1
‖µi‖TV = ‖µ‖TV ,
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where the next to last equality follows from the uni-directionality of µi. By Lemma 2.9,
equality holds in (25) if and only if each νi is uni-directional, and it must have the direction
of µi since their moments agree. In particular τ is then unidimensional, hence if in addition
S is slender so that div τ = 0, we get from Lemma 2.10 that equality holds in (24) only
when µ = ν. 
Note that if S is not slender, µ and ν in the previous theorem can be different, even
when equality holds in (24). Indeed, for n = 1 already, Example 2.1 yields such a situation.
3. Magnetization-to-field operators
Let S ⊂ R3 be closed and Q ⊂ R3 \ S be compact. For µ ∈ M(S)3 and v a unit vector
in R3, the component of the magnetic field b(µ) in the direction v at x 6∈ S is given, in
view of (10), by
(26) bv(µ)(x) := v · b(µ)(x) = −µ0
4pi
∫
Kv(x− y) · dµ(y),
where
(27) Kv(x) =
v
|x|3 − 3x
v · x
|x|5 = grad
(
v · x
|x|3
)
.
Consider a finite, positive Borel measure ρ with support contained in Q and let A :
M(S)3 → L2(Q, ρ) be the operator defined by
(28) A(µ)(x) := bv(µ)(x), x ∈ Q.
Since Kv is continuous on R3 \ {0} and Q and S are positively separated, it follows that
bv is continuous on Q and consequently A does indeed map M(S)3 into L2(Q, ρ).
If Ψ ∈ L2(Q, ρ), then using Fubini’s Theorem and (26) we have that
(29) 〈Ψ, A(µ)〉L2(Q,ρ) = −
µ0
4pi
∫∫
Ψ(x)Kv(x− y) · dµ(y) dρ(x) = 〈A∗(Ψ),µ〉,
where for x ∈ S the adjoint operator A∗ is given by
(30) A∗(Ψ)(x) := −µ0
4pi
∫
Ψ(y)Kv(x− y) dρ(y), x ∈ S.
In view of (27), a compact way of re-writing (30) is
(31) A∗(Ψ)(x) := −µ0 grad ( gradUρ,ψ · v)(x), Uρ,ψ(x) = − 1
4pi
∫
Ψ(y)
|x− y|dρ(y).
Since Q and S are positively separated it follows as in the proof of Lemma 2.3 that
A∗(Ψ) ∈ C0(S)3 and thus A∗ : (L2(Q, ρ))∗ ∼ L2(Q, ρ)→ C0(S)3 ⊂ (M(S)3)∗.
From the point of view of the inverse problem described in Section 1, consisting of
recovering µ from measurements of the field of the potential of its divergence in the direction
v, one should think of S as a set a priori containing the support of the sources to be
recovered, and of Q as the set on which the component of the field in the direction v is
measured. In the proposition below, we single out two additional assumptions on the pair
(S,Q), namely:
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(I) R3 \Q is connected, L3(Q) = 0 and Hd(S) > 2.
(II) R3\Q is connected, L3(Q) = 0 and there is a smooth complete real analytic surface
B such that Q lies in a single connected component of R3 \B, while Hd(S ∩B) > 1.
Proposition 3.1. Let S ⊂ R3 be closed, Q ⊂ R3 \ S be compact, ρ be a finite, positive
Borel measure with support contained in Q, and v a unit vector in R3.
(a) The operator A :M(S)3 → L2(Q, ρ) defined in (28) is compact.
(b) Each function in the range of A∗ is the restriction to S of a real-analytic R3-valued
function on R3 \Q.
(c) If either assumption (I) or (II) holds, then A∗ is injective, hence A has dense range.
(d) If Q,S, v satisfy the assumptions of Lemma 2.3 and the support of ρ contains Q∩A,
then every element in the kernel of A is S-silent.
Proof. Let h := dist(S,Q) > 0. Outside an open ball of radius h, the kernel Kv and its first
order derivatives are bounded, say by some constant C. Thus, if µn is a sequence in the unit
ball ofM(S)3, then |bu(µn)| and its partial derivatives are bounded by C on Q. Therefore
bv(µn) is a uniformly bounded family of equicontinuous functions on the compact set Q,
hence it is relatively compact in the uniform topology by Ascoli’s Theorem. A fortiori, this
family is relatively compact in L2(Q, ρ). Besides, since Kv is a harmonic vector field in
R3 \ {0}, differentiating (30) under the integral sign shows that the components of A∗(Ψ)
are harmonic in R3 \Q, thus, a fortiori real analytic.
To see that A has dense range if either (I) or (II) is satisfied, we prove that A∗ is injective
in this case. For this, assume that A∗Ψ = 0 for some Ψ ∈ L2(Q, ρ) and let us show that Ψ
is zero ρ-a.e. Assume first that (II) holds, and consider the R3-valued function
D(x) =
1
4pi
∫
Ψ(y)
x− y
|x− y|3 dρ(y), x ∈ R
3 \Q.
Arguing as we did to get (12) and observing that L2(Q, ρ) ⊂ L1(Q, ρ) since ρ is finite, we
find that D extends to a locally integrable function on R3 with div D = Ψdρ as distribu-
tions. Note that grad (D·v) is a harmonic vector field on R3\Q which is equal to −A∗Ψ/µ0
on S, hence it vanishes there. Since S ∩ B has Hausdorff dimension strictly greater than 1
and B is real analytic, it holds that grad (D · v) vanishes on B. Moreover, as Kv vanishes
at infinity and Ψ has compact support, grad (D · v) vanishes at infinity as well. Thus, by
the maximum principle, it must vanish in the component of R3 \ B which does not contain
Q, therefore also in R3 \Q by real analyticity and since it is connected. This means that
D · v is constant in R3 \ Q, and it is in fact identically zero because it is clear from the
compactness of Q that D vanishes at infinity. Now, it holds that D = grad (N ∗ (ψdρ)),
where N(y) = −1/(4pi|y|) is the Newton kernel already used in the proof of Proposition
2.1. Hence, N ∗ (ψdρ) must be constant on half lines parallel to v contained in R3 \ Q,
and since it vanishes at infinity while Q is compact we find that N ∗ (ψdρ) is identically
zero in R3 \Q. Now, being the Newton potential of a finite measure, N ∗ (ψdρ) is a locally
integrable function and, since L3(Q) = 0, we just showed that it is zero almost everywhere.
Hence it is the zero distribution, and so is its weak Laplacian ψdρ. Consequently ψ is zero
ρ-a.e., as desired. If (I) holds instead of (II) the proof of (c) is similar but easier, because
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we conclude directly that grad (D ·v) = 0 on R3\Q, since it is harmonic there and vanishes
on S which has Hausdorff dimension strictly greater than 2. Finally, to prove (d), observe
that if A(µ) = 0 a.e. with respect to ρ, then by continuity A(µ) = 0 on the support of ρ
and so on Q ∩ A. Thus, by Lemma 2.3 µ is S-silent whenever µ is in the kernel of A. 
Remark. Note that if Q contains a nonempty open ball B (then of course L3(Q) 6= 0 and
neither (I) nor (II) is satisfied), and if moreover the support of ρ contains B, then the
image of A is not dense in L2(Q, ρ) since it consists of functions harmonic in B.
The density of ranA plays no role in the forthcoming results, so from the sheer mathe-
matical point of view we may forget about Proposition 3.1 (c). However, it is more often
satisfied than not. For instance, in paleomagnetism, Q would be a rectangular region in a
plane and S a rock sample which is either volumic (then (I) is met) or sanded down to a
thin slab (then (II) is met, with B a plane). In practice, if A has dense range then the data
can be explained arbitrary well in terms of similarity between the measured and modeled
fields, at the cost of proposing a model for µ which is unreasonably large and therefore
non-physical, see Theorem 4.3 point (b). This phenomenon is typical of ill-posed problems
and a compelling reason why regularization is needeed. That is, one must trade-off be-
tween the precision of the model against available data and its physical relevance, e.g. the
regularization parameter λ should not be made too small in Theorem 4.3.
4. Regularization by penalizing the total variation
In this section, we consider the inverse magnetization problem of recovering µ ∈M(S)3
from the knowledge of A(µ), where A is the operator defined in (28). We will study the
regularization scheme EP-2, based on (6), that penalizes the total variation of the candidate
approximant, and prove that solutions to EP-2 exist and are necessarily “localized”, in the
sense that their support has dimension at most 2 if S has nonempty interior in R3 and
dimension at most 1 if S is contained in some unbounded analytic surface where it has
nonempty interior. The existence of a solution to EP-2, as well as the optimality condition
given in Theorem 4.1, fall under the scope of [13, prop. 3.6] and could just have been
referenced. We nevertheless provide a proof, partly because it may be interesting in its
own right as it is independent from the Fenchel duality used in [13], but mainly because
we want to discuss non-uniqueness in a specific manner. We conclude this section with a
‘consistency’ result showing that solutions to EP-2 approach those of EP-1, in the limit
that the regularization parameter λ and the (additive) perturbation on the data vanish
in a controlled manner. Our account of this regularization theory is new inasmuch as it
includes the asymptotic behavior of total variation measures of the solutions, and deals
with narrow convergence (not just weak-*).
Hereafter, as in Section 3, we let S ⊂ R3 be closed, Q ⊂ R3 \ S be compact, ρ be a
finite, positive Borel measure supported in Q, and v a unit vector in R3. The operator A
is then defined by (28). For µ ∈ M(S)3, f ∈ L2(Q, ρ), and λ > 0, we recall from (5) the
definition of Ff,λ:
(32) Ff,λ(µ) := ‖f −Aµ‖2L2(Q,ρ) + λ‖µ‖TV ,
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and from (6) that µλ ∈ M(S)3 denotes a minimizer of Ff,λ whose existence is proved in
Theorem 4.1 below; i.e.,
(33) Ff,λ(µλ) = inf
µ∈M(S)3
Ff,λ(µ).
Theorem 4.1. Notation and assumptions being as above, given f ∈ L2(Q, ρ) there is a
solution to (33). A R3-valued measure µλ ∈M(S)3 is such a solution if and only if:
(34)
A∗(f −Aµλ) = λ2uµλ |µλ|-a.e. and
|A∗(f −Aµλ)| ≤ λ2 everywhere on S.
Moreover, µ′λ ∈M(S)3 is another solution if and only if:
(a) A(µ′λ − µλ) = 0,
(b) there is a |µλ|-measurable non-negative function g and a positive measure νs ∈
M(S), singular to |µλ| and supported on the set {x ∈ S : |A∗(f −Aµλ)(x)| = λ/2},
such that
(35) dµ′λ = gdµλ + 2
A∗(f −Aµλ)
λ
dνs.
Proof. Fix λ > 0 and let µn a minimizing sequence for the right hand side of (33). By
construction ‖µn‖TV is bounded, hence we can find a subsequence that converges weak-∗
to some µλ, by the Banach-Alaoglu Theorem. Renumbering if necessary, let us denote this
subsequence by µn again. The Banach-Alaoglu Theorem also entails that
(36) ‖µλ‖TV ≤ lim infn ‖µn‖TV .
Moreover, since A is compact, f −A(µn) converges to f −A(µλ) in L2(Q, ρ), hence
(37) ‖f −A(µλ)‖L2(Q,ρ) = limn ‖f −A(µn)‖L2(Q,ρ).
Because µn is minimizing, it now follows from (36) and (37) that µλ meets (33) and that
(36) is both an equality and a true limit.
Let now ν ∈M(S)3 be absolutely continuous with respect to |µλ| with Radon-Nykodim
derivative νa ∈ (L1(µλ))3; that is to say: dν = νad|µλ|.
We evaluate Ff,λ(µλ + tν) for small t. On the one hand,
(38) ‖f−A(µλ+tν)‖2L2(Q,ρ) = ‖f−A(µλ)‖2L2(Q,ρ)−2t〈f−A(µλ) , A(ν)〉+t2‖A(ν)‖2L2(Q,ρ).
On the other hand, since it has unit norm |µλ|-a.e., the Radon-Nykodim derivative uµλ
has a unique norming functional when viewed as an element of (L1(µλ))
3, given by
Ψ 7→
∫
Ψ · uµλ d|µλ|, Ψ ∈ (L1(µλ))3.
Hence, the (L1(µλ))
3-norm is Gaˆteaux differentiable at uµλ [9, Part 3, Ch. 1, Prop. 2,
Remark 1] and we get that
(39) ‖µλ + tν‖TV =
∫
|uµλ + tνa| d|µλ| = ‖µλ‖TV + t
∫
νa · uµλd|µλ|+ tε(t),
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where ε(t)→ 0 when t→ 0. From (38) and (39), we gather that
Ff,λ(µλ + tν)−Ff,λ(µλ) = −2t〈A∗(f −A(µλ)) , ν〉+ tλ
∫
νa · uµλ d|µλ|+ o(t).
The left hand side is nonnegative by definition of µλ, so the coefficient of t in the right
hand side is zero otherwise we could adjust the sign for small |t|. Consequently∫ (−2A∗(f −A(µλ)) + λuµλ) · νa d|µλ| = 0, νa ∈ L1(|µλ|),
which implies the first equation in (34).
Assume next that the second inequality in (34) is violated:
(40) |A∗(f −Aµλ)|(x) > λ/2
for some x ∈ S. Then |µλ|({x}) = 0 by the first part of (34) just proven, and the measure
(41) ν =
A∗(f −Aµλ)(x)
|A∗(f −Aµλ)|(x)
δx,
is singular with respect to µλ. Hence, for t > 0,
(42) ‖µλ + tν‖TV = ‖µλ‖TV + t‖ν‖TV = ‖µλ‖TV + t,
and it follows from (38), (41) and (42) that
Ff,λ(µλ + tν)−Ff,λ(µλ) = −2t|A∗(f −Aµλ)|(x) + tλ+O(t2)
which is strictly negative for t > 0 small enough, in view of (40). But this cannot hold since
µλ is a minimizer of (32), thereby proving the second inequality in (34) by contradiction.
Conversely, assume that (34) holds. Let ν ∈ M(S)3 and write the Radon-Nykodim
decomposition of ν with respect to µλ as dν = νad|µλ| + dνs, where νa ∈ L1(|µλ|) and
νs is singular with respect to |µλ|. Setting t = 1 in (38), we get that
(43)
‖f −A(µλ + ν)‖2L2(Q,ρ) − ‖f −A(µλ)‖2L2(Q,ρ) ≥ −2〈f −A(µλ) , A(ν)〉
= −2 ∫ A∗(f −A(µλ)) · νa d|µλ| − 2〈A∗(f −A(µλ)) , νs〉
= −λ ∫ (νa · uµλ)d|µλ| − 2〈A∗(f −A(µλ)) , νs〉≥ −λ ∫ (νa · uµλ)d|µλ| − λ‖νs‖TV .
In another connection, we have that
‖µλ +ν‖TV =
∫
|uµλ +νa| d|µλ|+ ‖νs‖TV =
∫
(1 + 2νa ·uµλ + |νa|2)1/2 d|µλ|+ ‖νs‖TV ,
and since |uµλ | = 1 a.e. with respect to |µλ|, we obtain:
(44) (1 + 2νa · uµλ + |νa|2)1/2 ≥ |1 + νa · uµλ |, |µλ|-a.e.
Thus, if we let E+ (resp. E−) be the subset of supp |µλ| where uµλ ·νa > −1 (resp. ≤ −1),
we obtain:
(45) λ‖µλ + ν‖TV ≥ λ
∫
E+
(1 + νa · uµλ)d|µλ|+ λ‖νs‖TV ,
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Besides, it follows from (43) that
(46)
‖f−A(µλ+ν)‖2L2(Q,ρ)−‖f−A(µλ)‖2L2(Q,ρ) ≥ −λ
∫
E+
(νa·uµλ)d|µλ|+λ
∫
E−
d|µλ|−λ‖νs‖TV .
Adding up (45) and (46), using that ‖µλ‖TV =
∫
E+
d|µλ|+
∫
E− d|µλ|, we obtain:
(47) Ff,λ(µλ + ν)−Ff,λ(µλ) ≥ 0,
thereby showing that µλ indeed meets (33).
Finally, observe that in the previous estimates we neglected the term t2‖Aν‖2L2(Q,ρ) in
(38) and the term |νa|2− (νa ·uµλ)2 in (44), as well as the term λ
∫
E−(|νa ·uµλ | − 1)d|µλ|
in (45) and (46), along with the term λ‖νs‖TV − 2〈A∗(f − A(µλ)) , νs〉 in (43). Hence,
equality holds in (47) if and only if they are all zero. Thus, for µ′λ = µλ + ν to be another
solution to (33), it is necessary and sufficient that Aν = 0 and νa = huµλ with h a real-
valued function such that h ≥ −1, a.e. with respect to |µλ|, while νs is supported on the
subset of S where |A∗(f − Aµλ)| = λ/2 and A∗(f − Aµλ) = (λ/2)uνs at |νs|-a.e. point.
Thus, µ′λ = gµλ + νs with g := 1 + h ≥ 0, which gives us (a) and (b). 
That any two minimizers of (32) must differ by a member of the kernel of A is but
a simple consequence of the strict convexity of the L2(Q, ρ)-norm. In particular, if the
assumptions on Q,S,A and v of Lemma 2.3 hold and the support of ρ contains Q ∩ A,
then any two minimizers are S-equivalent, by (d) of Proposition 3.1. The second assertion
of Theorem 4.1 means that when (a) holds, then ‖µ′λ‖TV = ‖µλ‖TV if and only if (b)
holds.
Corollary 4.2. Assumptions and notation being as in Theorem 4.1, assume in addition
that S is contained in the unbounded connected component of R3 \ S. Then, the union of
the supports of all minimizers of (32), for fixed f and λ > 0, is contained in a finite union
of points, embedded curves and surfaces, each of which is real-analytic and bounded. If B
(resp. C) is an unbounded connected real analytic surface (resp. curve) such that B ∩ Q
does not disconnect B (resp. C ∩Q = ∅), then the aforementioned union of supports has an
intersection with B (resp. C) which is contained in a finite union of points and embedded
real analytic curves (resp. points).
Proof. Recall from (b) in Proposition 3.1 that A∗(f −Aµλ) is the restriction to S of a R3-
valued real analytic vector field on R3 \Q that vanishes at infinity. Set g = |A∗(f −Aµλ)|2
which vanishes at infinity and is a real analytic function R3 \Q→ R. Theorem 4.1 implies
that the support of |µλ|, and also of any other minimizer of (32), is included in the zero
set of h := g− λ2/4. Note that h is independent of the minimizer µλ under consideration,
since any two have the same image under A by Theorem 4.1. Now, since h is not the zero
function on the unbounded component of R3 \Q (because g vanishes at infinity), its zero
set is a locally finite union of points and real analytic embedded curves and surfaces, see
discussion after Theorem 2.2. Moreover, since h tends to −λ2/4 at infinity, the zero set of
h intersected with S is contained in a relatively compact open subset of R3 \Q, therefore
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the support of µλ or any other minimizer is contained in finitely many of these points,
curves and surfaces.
The proof of the second assertion is similar, reasoning in B \ Q (resp. C rather than
R3 \Q. 
Remark. Corollary 4.2 applies for instance in paleomagnetism, when trying to recover
magnetizations on thin slabs of rock via the regularization scheme (33), a case in which B
is a plane. Note that if we omit the assumption that B (resp. C) is unbounded in Corollary
4.2, then we can only conclude that the support of µλ either is contained in finitely many
points and arcs (resp. points) or else h = 0 on B (resp. C). This remark applies, e.g. in
MEG inverse problems where B is typically a closed surface.
Even if f ∈ rangeA, say f = A(µ0) for some µ0 ∈ (M(S))3, it is clear from (34) that
µλ 6= µ0 when λ > 0, unless µ0 = 0. The purpose of the regularizing term λ‖µ‖TV in (32)
is rather to get a µλ which is not too far from µ0 when f gets replaced by fe = f + e in
(33). Here, e is some error (e.g. due to measurements) and fe represents the actual data.
To clarify the matter, whenever f, e ∈ L2(Q, ρ) we set fe := f + e and, for λ > 0, we let
µλ,e be a minimizer of (32) when f gets replaced by fe. Thus, with the notation of (33),
we have that µλ = µλ,0. Typical results to warrant a regularization approach based on
approximating µ0 by µλ,e are of “consistency” type, namely they assert that µλ,e yields
information on µ0 as ‖e‖L2(Q,ρ) and λ go to 0 in a combined fashion, see for example [14,
Thms. 2&5] or [31, Thm. 3.5&4.4]. We give below a theorem of this type, which goes
beyond [31, Thm. 3.5] in that we deal not just with weak-∗ convergence of subsequences
µλn,en , but more generally with narrow convergence of both µλn,en and |µλn,en |. We will not
consider quantitative convergence properties involving the Bregman distance, that require
an additional source condition which needs not be satisfied here in general.
As an extra piece of notation, we define for µ0 ∈M(S)3:
(48) M(µ0) := min{‖µ‖TV : A(µ) = A(µ0)}.
The infimum in the right-hand side of (48) is indeed attained, by the Banach-Alaoglu
theorem and since the kernel of A is weak-∗ closed. When S and Q satisfy the conditions of
Lemma 2.3, then this kernel consists of S-silent magnetizations and M(µ0) is just M(µ0)
defined in (4). But when these conditions are not satisfied (for instance if S is smooth
compact surface), then the two quantities may not coincide.
Recall that a sequence µn ∈ M(S)3 converges in the narrow sense to µ ∈ M(S)3 if∫
ϕ ·dµn →
∫
ϕ ·dµ as n→∞, whenever ϕ : S → R3 is continuous and bounded. When S
is compact this is equivalent to weak-∗ convergence, but if S is unbounded it means that
µn does not “loose mass at infinity”.
Theorem 4.3. Assumptions and notation being as in Theorem 4.1, given f ∈ L2(Q, ρ),
the following hold.
(a) If f = A(µ0) with µ0 ∈ (M(S))3, while e ∈ L2(Q, ρ) and λ > 0, then
(49) ‖µλ,e‖TV ≤
‖e‖2L2(Q,ρ)
λ
+M(µ0)
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and
(50) lim
λ→0+ , ‖e‖L2(Q,ρ)/
√
λ→0
‖µλ,e‖TV = M(µ0).
As λ→ 0 and ‖e‖L2(Q,ρ)/
√
λ→ 0, any weak-∗ cluster point µ∗ of µλ,e (there must
be at least one since ‖µλ,e‖TV is bounded) meets A(µ∗) = A(µ0) = f and satisfies:
(51) ‖µ∗‖TV = M(µ0).
Moreover, if λn → 0+ and ‖en‖L2(Q,ρ)/
√
λn → 0, with λn, en such that µλn,en
converges weak-∗ to µ∗, we have that
(52) lim
n→∞
∫ ∣∣∣∣2A∗(fen −Aµλn,en)λn − uµ∗
∣∣∣∣ d|µ∗| = 0,
also µλn,en and |µλn,en | converge respectively to µ∗ and |µ∗| in the narrow sense.
(b) If f 6∈ rangeA and either assumption (I) or (II) in Section 3 holds, then ‖µλ,e‖TV →
∞ as λ→ 0 and e→ 0.
(c) If λ ≥ 2 supx∈S |(A∗f)(x)|, then the unique minimizer of the right-hand side of (4)
is the zero magnetization.
Proof. If f ∈ rangeA, or if rangeA is dense in L2(Q, ρ), it is clear that Ffe,λ(µλ,e)→ 0 as
λ→ 0 and e→ 0, hence ‖f −A(µλ,e)‖L2(Q,ρ) → 0 in this case. In particular, if f 6∈ rangeA
but either assumption (I) or (II) in Section 3 holds, then rangeA is dense by Proposition
3.1 (c) and so ‖µλ,e‖TV → ∞ otherwise a subsequence would converge weak-∗ to some
µ0 ∈ (M(S))3 implying in the limit that f = A(µ0), a contradiction which proves (b).
Next, let µ˜0 be a minimizer of the right hand side of (4), so that A(µ˜0) = f and
‖µ˜0‖TV = M(µ0). By the optimality of µλ,e, we have that
(53)
‖fe −A(µλ,e)‖2L2(Q) + λ‖µλ,e‖TV = Ffe,λ(µλ,e) ≤ Ffe,λ(µ˜0)
= ‖e‖2L2(Q,ρ) + λ‖µ˜0‖TV = ‖e‖2L2(Q,ρ) + λM(µ0),
implying that (49) holds. Thus, if µ∗ is a weak-∗ cluster point of {µλ,e} as λ → 0+ with
‖e‖L2(Q,ρ) = o(
√
λ), and if λn, en are sequences with these limiting properties such that
µλn,en converges weak-∗ to µ∗, we deduce from the Banach-Alaoglu Theorem that
(54) ‖µ∗‖TV ≤ lim inf
n
‖µλ,e‖TV ≤ lim sup
n
‖µλ,e‖TV ≤M(µ0).
Also, since A is weak-∗ to weak continuous (it is even compact), we get that
(55) ‖f −A(µ∗)‖L2(Q,ρ) ≤ lim
n
‖f −A(µλ,e)‖L2(Q,ρ) = 0,
where the last equality was obtained in the proof of (b). From (55) it follows that A(µ∗) =
f , and from (54) we now see that (51) holds, by definition of M(µ0). Moreover, since a
weak-∗ convergent subsequence can be extracted from any subsequence of µλ,e, we deduce
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from what precedes that (50) takes place. Next, if λn, en are as before, we get in view of
(50) and (53) that ‖fen −A(µλn,en)‖2L2(Q,ρ) = o(λn), which is equivalent to
0 = lim
n
2
λn
〈fen −A(µλn,en), f −A(µλn,en)〉+
2
λn
〈fen −A(µλn,en), en〉,
and since ‖en‖L2(Q,ρ) = o(
√
λn) while f = A(µ
∗), we obtain:
(56)
0 = limn
〈
2A∗(fen−A(µλn,en ))
λn
, µλn,en − µ∗
〉
= limn
〈
2A∗(fen−A(µλn,en ))
λn
, µλn,en
〉
− limn
〈
2A∗(fen−A(µλn,en ))
λn
, µ∗
〉
= limn
(
‖µλn,en‖TV −
∫ 2A∗(fen−A(µλn,en ))
λn
· dµ∗
)
= ‖µ∗‖TV − limn
∫ 2A∗(fen−A(µλn,en ))
λn
· uµ∗d|µ∗|,
where we used the first relation in (34) to get the third equality and (50), (51) to get
the last one. By the second relation in (34), we know that |2A∗(fen − Aµλn)/λn| ≤ 1
everywhere on S, hence (56) implies that for any ε > 0
lim sup
n
|µ∗|
{
x ∈ S : 2A
∗(fen −Aµλn,en)
λn
· uµ∗ < 1− ε
}
= 0.
Therefore, using the Borel-Cantelli Lemma and a diagonal argument, we may extract a
subsequence λkn for which 2A
∗(fekn −Aµλkn ,ekn )/λkn converges pointwise |µ∗|-a.e. to uµ∗ .
So, by dominated convergence, it follows that
lim
n→∞
∫ ∣∣∣∣∣2A∗(fekn −A(µλkn ,ekn ))λkn − uµ∗
∣∣∣∣∣ d|µ∗| = 0,
and since the reasoning can be applied to any subsequence of λn, we obtain (52).
We now prove that |µλn,en | converges weak-∗ to |µ∗|. For this, it is enough to show that
if |µλn,en | converges weak-∗ to ν ≥ 0 ∈M(S), then ν = |µ∗|. For this, let ψ : S → [0, 1] be
a continuous function with compact support. Pick ε > 0, and then nε such that the integral
in the left-hand side of (52) is less than ε for n ≥ nε. As |2A∗(fenε −A(µλnε ,enε ))/λnε | ≤ 1
everywhere on S by (34), we obtain from the definition of nε and (51) that∫
ψ dν = limn
∫
ψ d|µλn,en | ≥ limn
∣∣∣∫ ψ 2A∗(fenε−A(µλnε ,enε ))λnε · dµλn,en∣∣∣
=
∣∣∣∫ ψ 2A∗(fenε−A(µλnε ,enε ))λnε · dµ∗∣∣∣ ≥ ∫ ψd|µ∗| − ∫ ∣∣∣2A∗(fenε−A(µλnε ,enε ))λnε − uµ∗∣∣∣ · d|µ∗|
≥ ∫ ψd|µ∗| − ε,
where we used in the equality above that A∗(fenε − A(µλnε ,enε )) is continuous on S, by
Proposition 3.1 (b). Since ε > 0 was arbitrary, we conclude that ν − |µ∗| ≥ 0. However,
since ‖|µ∗|‖TV = M(µ0) by (51), whereas ‖ν‖TV ≤M(µ0) by the Banach Alaoglu theorem,
we conclude that ν − |µ∗| is the zero measure, as desired.
To establish that µλn,en converges to µ
∗ in the narrow sense, pick ε > 0 and nε as before.
Fix Rε so large that |µ∗|(S ∩B(0, Rε) > ‖µ∗‖TV − ε and for each R let ψR : S → [0, 1] be
INVERSE POTENTIAL PROBLEMS WITH TOTAL VARIATION REGULARIZATION 26
continuous, identically 1 on S ∩ B(0, R) and 0 on S \ B(0, 2R). Reasoning as before, we
get that
‖µ∗‖TV ≥ lim supn |µλn,en |(S ∩B(0, 2Rε)) ≥ lim supn
∫
ψRε d|µλn,en |
≥ limn
∣∣∣∫ ψRε 2A∗(fenε−A(µλnε ,enε ))λnε · dµλn,en∣∣∣ = ∣∣∣∫ ψRε 2A∗(fenε−A(µλnε ,enε ))λnε .dµ∗∣∣∣
≥ ∣∣∫ ψRεuµ∗ · dµ∗∣∣− ∣∣∣∫ ψRε (2A∗(fenε−A(µλnε ,enε ))λnε − uµ∗) · dµ∗∣∣∣
≥ ∫ ψRεd|µ∗| − ∫ ∣∣∣2A∗(fenε−A(µλnε ,enε ))λnε − uµ∗∣∣∣ · d|µ∗| ≥ |µ∗|(S ∩B(0, R))− ε
≥ ‖µ∗‖TV − 2ε.
Hence, in view of (50) and (51), we see from what precedes that for n large enough
|µλn,en |(S\B(0, 2Rε)) ≤ 3ε, say. Therefore, if we fix a bounded and continuous ϕ : S → R3
with |ϕ| ≤M , we have since µλn,en converges weak-∗ to µ∗ that
lim supn
∣∣∫ ϕ · d(µλn,en − µ∗)∣∣ ≤ lim supn ∣∣∫ ψ2Rεϕ · d(µλn,en − µ∗)∣∣
+ lim supn
∣∣∫ (1− ψ2Rε)ϕ · d(µλn,en − µ∗)∣∣ ≤ 0 + 6Mε.
Because ε > 0 was arbitrary, we deduce that µλn,en converges to µ
∗ in the narrow sense,
and the fact that |µλn,en | converges to |µ∗| in the narrow sense as well can be shown in a
similar way. This proves (a).
Finally, suppose λ ≥ 2 supx∈S |(A∗f)(x)|. Theorem 4.1 shows that the zero magneti-
zation is a minimizer of Ff,λ and that any other minimizer µ must be silent, but then
Ff,λ(µ) = ‖f‖+ λ‖µ‖TV showing that in fact the zero magnetization is the unique mini-
mizer of Ff,λ. 
Assertion (a) of Theorem 4.3 entails that any sequence µλn,en with λn = o(1) and
‖en‖L2(Q) = o(
√
λn) has a subsequence converging in the narrow sense to some µ
∗ such
that A(µ∗) = A(µ0) = f and ‖µ∗‖TV = M(µ0). If such a µ∗ is unique, we get narrow
convergence of µλ,e to µ
∗ as soon as λ → 0 and ‖e‖L2(Q)/
√
λ → 0. Using Theorems 2.6
and 2.11, we thus obtain a recovery result for “sparse magnetizations” as follows.
Theorem 4.4. Let S,Q ⊂ R3 satisfy the assumptions of Lemma 2.3 with Q compact, and
assume in addition that S is a slender set with S =
⋃n
i=1 Si for some finite collection of
disjoint closed sets S1, S2, . . . , Sn. Suppose µ0 ∈M(S)3 and set f = Aµ0. If either
(a) µ0bSi is uni-directional for i = 1, 2, . . . , n,
(b) or supp µ0 is purely 1-unrectifiable
then µλ,e converges narrowly to µ0 and |µλ,e| converges narrowly to |µ0|as λ → 0 and
‖e‖L2(Q)/
√
λ→ 0.
Remark. In the setting of Theorem 4.3 (a), it is generally not true that ‖µ∗−µλn,en‖TV → 0.
For instance, let S ⊂ R2 × {0} be compact, assume that Q ⊂ R2 × {h} for some h > 0,
let ρ be 2-dimensional Hausdorff measure and µ0 = χSv, where v ∈ R3. Then µ0 is
unidirectional, and we know from Theorem 4.4 that µλ,e converges narrowly to µ0 as
λ → 0 and ‖e‖L2(Q)/
√
λ → 0. Still, the support of µλ,e has Hausdorff dimension at most
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1, by Corollary 4.2, therefore µλ,e and µ0 are mutually singular. Hence ‖µλ,e − µ0‖TV =
‖µλ,e‖TV + ‖µ0‖TV cannot go to zero when λ goes to zero.
As a particular case of Theorem 4.4, taking into account Corollary 4.2, we obtain:
Corollary 4.5. Let S,Q ⊂ R3 satisfy the assumptions of Lemma 2.3 with Q compact and
S slender. Supppose that µ0 ∈ M(S)3 is a finite sum of point dipoles: µ0 = σNj=1vjδx(j)
for some vj ∈ R3 \ {0} and x(j) ∈ S, and set f = Aµ0. Then, to each ε, r > 0 there is
η > 0 such that, whenever 0 < λ < η and ‖e‖L2(Q)/
√
λ < η:
(a)
∣∣ |µλ,e|(B(x(j), r))− |vj | ∣∣ < ε for 1 ≤ j ≤ N ,
(b) |µλ,e|
(
S \ ∪Nj=1B(x(j), r)
)
< ε,
(c)
∣∣µλ,e(B(x(j), r))− vj ∣∣ < ε for 1 ≤ j ≤ N ,
(d) supp µλ,e is contained in a finite collection of analytic surfaces, curves and points.
Remark. If S is contained in some unbounded real analytic surface or curve (e.g. a plane or
a line) which is disjoint from Q, point (d) of Corollary 4.5 involves only curves and points
in case of a surface and only points in case of a curve. This follows from Corollary 4.2.
Figure 1. The fields b3(µ) for (left) a sparse magnetization consisting of 20
dipoles (see Figure 2 for µ and reconstructions µλ) and (right) a piecewise
unidirectional magnetization with S consisting of four connected compo-
nents (see Figure 3).
5. Numerical Examples
In this section we present two examples of numerical reconstructions illustrating Theo-
rem 4.4. In both cases, we are considering continuous problems with v = e3 (the measured
field is b3(µ0)), e = 0 (no noise), and S and Q compact subsets of the z = 0 and z = h
planes, respectively. We discretize the continuous problems by restricting to magnetiza-
tions µ’s consisting of a finite number of dipoles located on a rectangular grid in the
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Figure 2. Example for a Sparse Magnetization. Each figure shows for
its respective magnetization the magnitude and direction of its dipoles by
representing different vectors with diferent colors. The closer a dipole is
to zero the closer its assigned color is to grey. The relative distances in
total variation to µ0 are 1.294, 0.207 and 0.004 respectively, confirming
convergence as expected. (Convolution with a 3 by 3 cross matrix was used
to increase visibility)
z = 0 plane intersected with S and samples b3(µ) evaluated at points in a rectangular
grid in the parallel z = h plane intersected with a rectangle Q. Numerical solutions to the
discretized problems are then obtained using the Fast Iterative Shrinkage-Thresholding
algorithm (FISTA) from [10] together with the In-Crowd algorithm from [29]. We will
consider in more detail in forthcoming work the relations between the solutions of such
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discretized problems and the associated continuous problems of the type addressed in this
paper and we will also address the algorithmic and computational details for obtaining
solutions to these discrete problems. The examples provided here are only intended for
illustrative purposes.
The continuous problem for the first example is designed to illustrate the recovery of
magnetizations with sparse support as in part (b) of Theorem 4.4. In this example S and
Figure 3. Example for a piece-wise Unidirectional Magnetization. The
figures are made similarly to the ones of Figure 2 with black representing
the complement of S. Here the relative distances are 1.167, 0.247 and 0.015
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Q are squares in the planes z = 0 and z = h = .1, respectively, and µ0 consists of 20
dipoles in S with moments of differing directions. The source and measurement grids both
have .0187× .0187 spacing. The source grid consists of 108× 108 points and the moments
of each dipole are allowed to take on any values in R3. The measurement grid consists
of 215 × 215 points. Reconstructions are computed for three values of λ: 10−6, 10−9 and
10−12.
In the second case, S consists of the union of four disjoint compact regions as shown in
Figure 3. The restriction of the magnetization µ0 to each component is unidirectional as in
part (a) of Theorem 4.4. The source grid now consists of the grid points that are contained
in the set S and again the moments of these dipoles are unconstrained; i.e., there is no
uni-directionality assumption when solving for a reconstruction. The µλ are taken among
all magnetizations supported in those regions for λ equal to 10−6, 10−10 and 10−14.
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Appendix A. Jordan-Brouwer separation theorem in the non compact case
In this section, we record a proof of the Jordan-Brouwer separation theorem for smooth
and connected, complete but not necessarily compact surfaces in R3. The argument applies
in any dimension. We are confident the result is known, but we could not find a published
reference. More general proofs, valid for non-smooth manifolds as well, could be given using
deeper facts from algebraic toplogy. For instance, one based on Alexander-Lefschetz duality
can be modelled after Theorem 14.13 in www.seas.upenn.edu/ jean/sheaves-cohomology.pdf
(which deals with compact topological manifolds). More precisely, using Alexander-Spanier
cohomology with compact support and appealing to [41, ch. 6, sec. 6 cor. 12 and sec. 9
thm. 10], one can generalize the proof just mentioned to handle the case of non-compact
manifolds. Herafter, we merely deal with smooth surfaces and rely on basic notions from
differential-topology, namely intersection theory modulo 2.
Recall that a smooth manifold X of dimension k embedded in Rn is a subset of the
latter, each point of which has a neighborhood V such that V ∩X = φ(U) where U is an
open subset of Rk and φ : U → Rn a C∞-smooth injective map with injective derivative at
every point. The map φ is called a parametrization of V with domain U , and the image of
its derivative Dφ(u) at u is the tangent space to X at φ(u), hereafter denoted by Tφ(u)X.
Then, by the constant rank theorem, there is an open set W ⊂ Rn with W ∩X = V and a
C∞-smooth map ψ : W → U such that ψ ◦ φ = id, the identity map of U . The restriction
ψ|V is called a chart with domain V . This allows one to carry over to X local tools from
differential calculus, see [30, ch. 1]. We say that X is closed if it is a closed subset of Rn.
If X, Y are smooth manifolds embedded in Rm and Rn respectively, and if Z ⊂ Y is a
smooth embedded submanifold, a smooth map f : X → Y is said to be transversal to Z
if ImDf(x) + Tf(x)Z = Tf(x)Y at every x ∈ X such that f(x) ∈ Z. If f is transversal to
Z, then f−1(Z) is an embedded submanifold of X whose codimension is the same as the
codimension of Z in Y . In particular, if X is compact and dimX + dimZ = dimY , then
f−1(Z) consists of finitely many points. The residue class modulo 2 of the cardinality of
such points is the intersection number of f with Z modulo 2, denoted by I2(f, Z). If in
addition Z is closed in Y , then I2(f, Z) is invariant under small homotopic deformations
of f , and this allows one to define I2(f, Z) even when f is not transversal to Z, because a
suitable but arbitrary small homotopic deformation of f will guarantee transversality, see
[30, ch. 2].
Theorem A.1. If A is a C∞-smooth complete and connected surface embedded in R3,
then R3 \ A has two connected components.
Proof. Let W be a tubular neighborhoud of A in R3 [30, Ch. 2, Sec. 3, ex. 3 & 16]. That
is, W is an open neighborhood of A in R3 comprised of points y having a unique closest
point from X, say x, such that |y − x| < ε(x) where ε is a suitable smooth and strictly
positive function on A. Thus, we can write W = {x + tn(x), x ∈ A, |t| < ε(x)}, where
n(x) is a normal vector to A at x of unit length. Note that, for each x ∈ A, there are
two possible (opposite) choices of n(x), but the definition of W makes it irrelevant which
one we make. Moreover, if we fix n(x) and η ∈ (0, 1), we can find a neighborhood V of
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x in A such that, to each y ∈ V , there is a unique choice of n(y) with |n(y) − n(x)| < η.
Indeed, if φ : U → V is a parametrization with inverse ψ such that x ∈ V , and if we
set ny := ∂x1φ(ψ(y)) ∧ ∂x2φ(ψ(y))/‖∂x1φ(ψ(y)) ∧ ∂x2φ(ψ(y))‖ where x1, x2 are Euclidean
coordinates on U ⊂ R2 while ∂xj denotes the partial derivative with respect to xj and the
wedge indicates the vector product, then the two possible choices for n(y) when y ∈ V are
±ny. Thus, if we select for instance n(x) = nx and subsequently set n(y) = ny, we get
upon shrinking V if necessary that |n(x)− n(y)| < η and |n(x) + n(y)| > 2− η for y ∈ V .
As a consequence, if Υ : [a, b]→ A is a continuous path, and if nb is a unit normal vector
to A at Υ(b), there is a continuous choice of n(Υ(τ)) for τ ∈ [a, b] such that n(Υ(b)) = nb.
Fix x0 ∈ A and let n0 be an arbitrary choice for n(x0). Pick t0 with 0 < t0 < ε(x0), and
define two points in W by x±0 = x0 ± t0n0. We claim that each y ∈ R3 \ A can be joined
either to x+0 or to x
−
0 by a continuous arc contained in R3 \ A. Indeed, let γ : [0, 1] → R3
be a continuous path with γ(0) = y and γ(1) = x0. Let τ0 ∈ (0, 1] be smallest such that
γ(τ0) ∈ A; such a τ0 exists since A is closed. Pick 0 < τ1 < τ0 close enough to τ0 that
γ(τ1) ∈ W , say γ(τ1) = x1 + t1n1 where x1 ∈ A, |t1| < ε(x1), and n1 is a unit vector
normal to A at x1. Since A is connected, there is a continuous path Υ : [τ1, 1] → A
such that Υ(τ1) = x1 and Υ(1) = x0. Along the path Υ, there is a continuous choice of
τ → n(Υ(τ)) such that n(x0) = n0; this follows from a previous remark. Changing the sign
of t1 if necessary, we may assume that n1 = n(x1). Let η : [τ1, 1] → R+ be a continuous
function such that 0 < |η(τ)| < ε(Υ(τ)) with η(τ1) = t1 and η(1) = sgn t1|t0|. Such an
η exists, since ε is continuous and strictly positive while |t1| < ε(x1) and |t0| < ε(x0).
Now the concatenation of γ restricted to [0, τ1] and γ1 : [τ1, 1] → R3 given by γ1(τ) =
Υ(τ) + η(τ)n(Υ(τ)) is a continuous path from y to either x+0 or x
−
0 (depending on the sign
of t1) which is entirely contained in R3 \ A. This proves the claim, showing that R3 \ A
has at most two components. To see that it has at least two, it is enough to know that
any smooth cycle ϕ : S1 → R3 has intersection number I2(ϕ,A) = 0 modulo 2. Indeed,
if this is the case and if x+0 and x
−
0 could be joined by a continuous arc γ : [0, 1] → R3
not intersecting A, then γ could be chosen C∞-smooth (see [30, Ch.1, Sec. 6, Ex. 3]) and
we could complete it into a cycle ϕ : S1 → R3 by concatenation with the segment [x−0 , x+0 ]
which intersects A exactly once (at x0), in a transversal manner. Elementary modifications
at x−0 and x
+
0 will arrange things so that ϕ becomes C
∞-smooth, and this would contradict
the fact that the number of intersection points with A must be even. Now, if D is the unit
disk, any smooth map ϕ : S1 → R3 extends to a smooth map f : D→ R3 (take for example
f(reiθ) = e1−1/rϕ(eiθ)). Thus, by the boundary theorem [30, p. 80], the intersection
number modulo 2 of ϕ with any smooth and complete embedded submanifold of dimension
2 in R3 (in particular with A ) must be zero. This achieves the proof. 
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