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Himpunan frequent closed itetnset dapat digunakan untuk mengeta.hui 
support dari semua frequent itemset secara tepat, dan jumlabnya Jebih sedikit 
daripada jmnlah frequent itemset yang ditemukan pada minimum support yang 
sama Algoritma CHARM-L merupakan algoritma yang efiSien untuk menggali 
struktur lattice dari semua frequent closed item.~et. 
Dalam penelitian ini dibuat aplikasi implementasi algoritma CHARM-L 
yang dapat menghasilkan frequent closed itemset. Algoritma ini melakukan 
enwnerasi closed itemset dalam ruang pencarian IT-Search Tree yang dapat 
dipecah menjadi beberapa bagian subtree yang independent, berdasarkan sifat 
equivalence classes. Pencarian itemset dilak:ukan pada setiap subtree secara 
terpisah dengan metode Hybrid Search yang didasarkan pada sifat pasangan 
itemset-tidset guna mempercepat proses pencarian. Format dijjset digunakan 
sebagai representasi data vertika1 sehingga lebih mengbemat memori. 
Pemangkasan non-closed item..flet dilakukan dengan operasi irisan himpunan yang 
sederhana. 
Dari basil uji coba didapatkan bahwa aplikasi ini dapat menemukan semua 
itemset dalam frequent closed itemset. Semakin kecil nilai minimum support yang 
dimasukkan, mak:a frequent closed itemset yang dihasilkan akan semakin besar. 
Kata kunci : (:JIARM-L, closed itemset, frequent itemset, closed itemset lattice, 
data mining, minimum support, basis data tran~aksi. 
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Dewasa nli, pengguuaan tekuologi infonnasi dan basis data dalam perusahaan 
semakin mel~ terutama karena kemampuannya yang luar biasa dalam 
menamptmg dan memproses data untuk berbagai aspek dan fimgsi dalam 
perusabaan. Dengan semakin banyaknya data yang disimpan tersebut, adakalanya 
perusabaan mengalami kesuli~ misalnya dalam mengolah data berukuran besar 
dan kompleks seperti data history dan data sensus, yang ukurannya jauh lebih 
besar dan kompleks daripada data operasional sehari-hari. Di sisi lain, pengolahan 
dan pengelolaau data berukurau besaJ.· dan kompleks iui peutiug bagi perusahaan 
ootuk menggali infonnasi yang berguna dalam mendukung penentuan strategi 
bisnis perusahaan. 
Data mining mempakan cara menggali dan menganalisa data berukuran besar:o 
untuk menemukan pola yang dapat membantu dalam pengambilan keputusan. 
Penggalian pola berulang (frequent pattern) atau itemset tersebut merupakan 
masalah penting dan mendasar dalam banyak aplikasi data mining, misalnya 
daJam penentuan kaidah asosiasi, korelasi, kaidah sekuensiaJ, poJa-poJa 
tnultidimensi dan wttuk berbagai pencarian penting laitntya [JJ. 
Kebanyakan algoritma untuk penggalian pola yang telah diajukan selama ini 
merupakan varian dari algoritma Apriori [IJL51. Apriori menggunakan hreadth:first 
search (BFS) yang tneudata tiap-tiap frequent itemset. Apriori menggunakan sifat 
downward-closure dari support sebuah itemset, yaitu sifat yang menyatakan 
bahwa semua subset dari sebuahfrequent itemset hams berulang (frequent), sifat 
ini digunakan tmtuk memangkas lingkup pencarian. Algoritma Apriori culrup 
mampu untuk mengatasi data-set yang jenisnya tidak banyak., misalnya data 
keranjang belanja, sedangkan untuk data level menengab seperti data 
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telekomunikasi dan data sens~ kemampuan dari algoritma ini sangat menurun, 
sedangkan pada kenyataan sebari-bari, sulit ditemukan suatu problem yang 
polauya sederhana. 
Salah satu solusi untuk meningkatkan efisiensi dalam menggali .frequent pattern 
yang rumit yaitu dengan banya menggali frequent closed itemset. Sebagiau besar 
algoritma yang utnum digunakau untuk penggalian frequent clo.sed set ini banya 
menghasilkan keluaran berupa daftar dari closed set yang telah didapatkan. Di sisi 
Jain. terdapat kebutuhan akan konstruksi lattice dari frequent closed set tersebut. 
Hal ini penting untuk mengefisienkan proses pembangkitan kaidah dari po1a-pola 
yang telah dihasilkan i~ dan juga sangat berguna dalam visualisasi kaidah-kaidah 
yang telah dibangkitkan. 
Pada tugas akbir itri. diketnbangau sebuah aplikasi untuk menggali frequent closed 
itemset yang lebib optitnal dengan algoritma b~ yaitu CHARM-L. Algorittna 
CHARM-L ini diniJai sebagai algoritma terbaru yang paling efisien dalam 
menggalifrequent closed itemset [Jl. Kelebihan dari algoritma ini adalah pada 
ruang pencarian utama yang berupa IT-Search Tree yang dapat dipecah menjadi 
beberapa bagian subtree independent, berdasarkan pada equivalence classes. 
Pencarian itemset dapat dilakukan pada setiap subtree secara terpisab. Pencarian 
frequent closed item."'et dalam algoritma ini dilakukan secara lebih efisietl dengan 
menggunakan metode Hybrid Search yang didasarkan pada sifat pasangan 
itemset-tid"'et sehingga dapat melompati beberapa level pencarian. Kelebihan 
Jainnya adalah pengunaan d[O:Set sebagai representasi data vertikal sehingga Jebih 
menghemat memori. Algoritma ini juga menggtmakan operasi himpunan berupa 
operasi irisan yang sedetb.ana., selain itu algoritma ini tidak memerlukan struktur 
data internal yang kompleks. 
1.2. TU.JUAN 
Tujuan dari tugas akhir ini adalah untuk membangun suatu aplikasi yang 
mengimplementasikan algoritma CHARM-L dalam menggali frequent closed 
itemset dari suatu data set sintetis. 
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1.3. PERMASALAHAN 
Pennasalahan pada tugas aklrir iui antara lain adalah: 
1. Bagaimana mengimplementasikan algoritma CHARM-L pada aplikasi yang 
akan dibuat. 
2. Bagaimana merancaug keluaran dan antar muka yang mudah dimengerti oleh 
pengguna 
3. Baga.imana melakukan uji coba dan evaluasi untuk aplikasi yang akan dibuat. 
1.4. BATASAN MASALAH 
Batasan permasalahan dalam tugas akhir ini antara lain: 
l. Data sintetis yang digunakan sebagai masukan sistem telah disesuaikan 
dengan kebutuhan aplikasi. 
2. Ukuran data masukan akan disesuaikan dengan kemampuan komputasi 
perangkat keras yang akan digunakan. 
3. Penelitian dititik beratkan pada penerapan algoritma CHARM-L untuk 
penggalian frequent clo .. fied itemset. 
4. Perangkat lunak ini hanya men.ggalifrequent closed itemset. 
l.S. METODOLOGI 
Penyusunan tugas akhir ini dibagi menjadi beberapa tahapan sebagai berikut 
l. Studi kepustakaan 
Aktivitas yang dilakukan pada tahapan ini adalah mengumpulkan dan 
mempelajari berbagai literatur yang terkait dengan penyusunan sistem ini, 
yaitu yang berhubungan dengan algoritma CHARM-L, pembangkitan data set 
sintetis untuk masukan sistem, dan berbagai literatur lain yang masih dalam 
lingkup permasalahan tugas akhir ini. 
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2. Daain aplikasi 
Aktivitas yang dilakukan adalah menyusun algoritma CHARM-L secara 
terinci dalam tnenggali.frequent closed iten1set sehingga diketahui kebutuhan 
akan masukan, proses:r dan keluaran dari sistem yang di~ sehingga dengan 
demikian dapat dibuat suatu perencanaan yang rinci mengenai sistem tersebut 
Perencanaan ini meliputi perancangan terhadap aplikasi yang dibuat, antara 
lain dengan menentukan struktur data yang digunak~ proses-proses yang 
harus dilaksanakan, dan penentuan rancangan antar muka dari aplikasi 
tersebut. 
3. Pembuatan aplikasi 
Aktivitas yang dilakukan yaitu membangun aplikasi untuk mengga)i frequent 
closed itemset dari suatu data set sintetis, sesuai dengan perencanaan yang 
telah dibuat pada tahap sebelumnya. Aplikasi ini dibangun dengan 
menggunakan bahasa Java, dengan menggunakan compiler EcJipse v.3.0. 
4. Uji coba dan evaluasi 
Aktivitas yang dilakukan pada tahapan ini adalah menguji aplikasi yang dibuat 
dengan menm,"'Ul13kan data masukan yang telah dipersiapkan sebelumnya 
Hasil uji coba ini akan dievaluasi untuk menentukan perlu tidaknya dilakukan 
perbaikan pada aplikasi yang telah dibuat 
5. Penyusunan buku tugas akhir 
Aktivitas yang dilakukan pada tahapan ini adalah tnettyusWl bulru tugas akhir 
sebagai dokumentasi yang menjelaskan dasar teori dan metode yang 
digunakan serta basil yang telah didapatkan dari proses uji coba 
1.6. SISTEMATIKA PENYUSUNAN 
Dalam penyusunannya, laporan tugas akhir ini dikelompokkan menjadi lima bab, 
yang membahas bagian-bagian berikut : 
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BAD I Pendabuluan 
Bab ini menjelaskan beberapa hal pokok dari tugas akbir ini, antara lain: Jatar 
belakang yang mendasari tugas akbir ini, tujuan serta manfaat tugas akbir, 
permasalahan dan batasanny3:, serta metodologi pelaksanaan tugas akhir dan 
sistematika dari penulisan buku tugas akbir ini 
BAB II DasarTeori 
Pada bah ini dijelaskan mengenai konsep data mining yang mendasar antara lain 
mengenai konsep nilai support minimal. Selain data mining, bah ini juga 
menjelaskan mengenai konsep lattice yang merupakan representasi hubungan 
subset-superset dari closed itemset yang dihasilkan. 
DAB Ill Penerapan Algoritma CHARM-L untuk menemukan kaidah 
asosiasi 
Bah ini menjelaskan langkah-langkah yang ditentpuh dalam tnenjalankan 
algoritma CHARM-L mulai dari pembacaan basis data sebagai masukan sampai 
proses berakhir dan dibasilkan keluaran berupafrequent closed itemset. 
DAB IV Perancangan dan Pembuatan Aplikasi 
Bab ini menjelaskan tahapan-tabapan dalam proses perancangan dan pembuatan 
aplikasi data mining menggunakan algoritma CHARM-L. Dalam bab ini 
dijelaskan analisa kebutuhan sistem, perancangan data, proses, dan antannuka 
Perancangan data menjelaskan data masukan, proses dan keluaran dari aplikasi 
ini Perancangan proses menjelaskan proses yang terjadi, digambarkan dalam 
bentuk Diagratn Aliran Data (DAD), dan perancangan autannuka menjelaskau 
mengenai antarmuka yang dibuat. 
DAB V Uji Coba Aplikasi 
Bah ini menjelaskan proses uji coba yang dilakukan terbadap aplikasi yang telab 
dibuat dengan menggunakan masukan berupa data sintetis sebagai data percobaan. 
Hasil uji coba ini kemudian akan dievaluasi untuk mengetahui apakah aplikasi ini 
sudah menghasilkan keluaran yang benar atau aplikasi ini masih perlu diperbaiki 
lebib lanjut. 
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BAD VI Penutup 
Bab ini merupakan bagian terakhir dati buku Tugas Akbir ini yang berisi 
kesimpulan yang didapat selama pembuatan tugas akhir ini Selain itu, bab ini 





Bab ini akan menjelaskan konsep data mining yang mendasar antara lain 
mengenai penggalianjrequent pattern, konsep nilai support dan supfXJrl minimal, 
kaidah asosias~ dan nilai coJ?fidence minimal. Selain itu~ juga dijelaskan tentang 
sifat-sifat pasangan itemset-tid.\·et, konsep pemecahan ruang pencarian IT-Search 
Tree dengan dasar equivalence classes, dijfset sebagai representasi data vertikal. 
dan konsep dasar pada lattice yang berhubungan dengan enumerasi itemset. 
2.1. PENGGALIAN FREQUENT PATTERN 
Berikut ini dijelaskan istilah-istilah yang digunakan dalatn konsep penggalian 
frequent pattenl.11: I merupakan himpunan item dan D merupakan sebuab basis 
data transaksionaL dengan setiap transaksinya memiliki sebuah penanda um"k (tid) 
dan mengandWlg sekwnpulan item. Himpunan semua tid dinotasikan sebagai T. 
Suatu himpunan X c I disebut juga itemset., dan suatu himpunan Y c T disebut 
sebagai tidset. Sebuah itemset dengan item sebanyak k disebut sebagai k-itemset. 
Untuk kemudaha~ itemset {A, C, W) ditulis sebagai ACW dan tidset {2, 4, 5} 
dindis sebagai 245. Untuk sebuah itemset X, maka tidset yang bersesuaian 
dinotasikau deugau 1(.1'), yaitu himpunan semua tid dari transaksi yang 
mengandung X sebagai subsetny~ dinyatakan dengan t( .. ¥) = r.:zeX t( x). Untuk 
sebuah tid~et Y, tnaka ilemset yang besesuian dinotasikan sebagai i( Y), yaitu 
himpunan semua item yang terjadi pada transaksi dengan tid pada Y, dinyatakan 
dengan i(Y) = n yeY i(y). Notasi X x t(X) digunakan untuk menyatakan pasangan 
itemset-tidftet dan biasa disebut sebagai IT-pair. 
Support dari suatu itemset X dinotasikan dengan u(X) , merupakan banyaknya 
transaksi dimana itemset X tersebut merupakan suhsetnya., dinyatakan dengan 
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o"(...Y) = It( X)j. Sebuah itemset dinyatakan frequent jika supportuya lebih besar 
atau sama dengan minimum support (min_sup) yang disyaratkan oleb penggun~ 
yaitu jika a( X) ~ min_ sup . Suatu frequent itemset disebut maksimal (IIUIXinud 
itemsd) jika itemset tersebut bukan merupakan subset dari frequent itemset yang 
lain. Jika c: P(/)--+ P(l) menyatakan closure operator., yang didefinisikan 
dengan c(.X) = i(t(X)), dengan X c 1. Sebuah frequent itemset disebut closed 
jika dan banya jika c(X) = X . Dengan kata lain,.frequent itemset X disebut closed 
jika tidak terdapat superset Y ::J .Ly dengan a( X) = o-(Y). 
Basis data contob ditunjukkan pada tabel 2.1 flJ. Tampak babwa pada basis data 
contoh terdapat 5 itern yang berlainan, I= {A,C,D,T,W}, da1atn 6 transaksi, T = 
{1 ,2,3,4,5,6}. Tabel sebelab kanan menunjukkan seluruh frequent itemset yang 
terkandung pada minimal 3 transaksi, sesuai dengan syarat bahwa min_ sup = 
50%. 
TabeJ 2.1 Basis data contoh 
Basis Data Selomh Fftquent lte.aet 
Transaksi Item Minimum support= 50% 
l ACTW Support ltnrud: 
2 cow IOOOAI (6) c 
3 ACTW 83%(5) w.cw 
4 ACDW 6?0/o (4) A, D, T, AC, AW, CD, Cf, ACW 
5 ACDTW AT, DW, TW, ACT. ATW, 
6 CDT 
500/o (3) 
COW, C1W~ ACfW 
Gam bar 2.1 menlUljukkan sehmtb frequent itemset yang telah didapatkan beserta 
tidsetnya masing-masing, ditampilkan dalam sebuah subset lattice. Dibandingkan 
dengan ke-19 buah frequent itemset, hanya terdapat 7 closed itemset, yang 
masing-masing didapatkan dengan membuang semua itemset yang mempunyai 
tidset yang sama, tampak dalam gambar yaitu yang ditunjukkan dengan area 
tertutup. Dari closed ilemset lattice dapat dilihat bahwa terdapat 2 maximal 
item ... et, yang ditandai dengan lingkaran, yaituAC1W dan CDW. 
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FREQUENT ITEMSET CLOSED ITEMSET 
Gam bar 2.1 Frequent, Closed, dan Maximal Jteml;et 
2.2. KONSEP LATTICE 
Berikut ini merupakan beberapa terminologi dari teori lattice yang berhubungan 
dengan penggalian itemset £21: 
Definisi l : Jika P merupakan sebuah himpunan, maka sebuah urutan parsial 
(partial order) dari P merupakan suatu relasi biner ~ sedemikian sehingga untuk 
semua X, f ., Z e P, relasinya adalah: 
1. Retleksif : X~ X. 
2. Antisimetrik 
3. Transitif 
: X~ Y dan Y ~X., mengbasilkan X= Y. 
: X~ Y dan Y ~ Z, menghasiJkan X~ Z. 
Himpunan P dengan relasi ~ disebut sebagai himpunan terurut (ordered .fd). 
Sebagai contoh., jika P = {{},{A}.,{A.,C}} maka himptman P merupakan ordered 
set kareua berlak~ ketiga sifat di atas untuk semua X, Y, Z e P. 
Definisi 2 : P merupakan sebuah himpunan terurut dan X., Z., f e P, maka X 
dikatakan tertutup oleh f ., dinotasikan dengan X [ f., jika X < f dan X ~ Z < f, 
menghasilkan Z =X., yaitu jika tidak terdapat eJemen Z pada P dengan X< Z < Y. 
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Sebagai contoh pada gambar 2.2, untuk P = { {},{A}, {A,C}}, maka X dikatakan 
tertutup oleh Y untuk X= {} dan Y = {A}. 
Untuk X= {} dan Y = {A,C} tnaka tidak dapat dikatakan 4'\'" tertutup oleh Y karena 
){ < Y namun terdapat Z = {A} dimana {} ~ {A} < {A,C} namtm {} :t:. {A}. 
Dermisi 3 : Jika P merupakan sebuah himpmtan terunat dan S c P, maka eletnen 
}{ e P merupakan batas atas (batas bawah) dari S jika s ~ J¥ ( .. \· ~ J\') untuk semua 
s e S. Batas atas terkecit, disebut join dari S dinotasikan sebagai v S, dan batas 
bawah terbesar., disebut juga meet dari S dinotasikan sebagai AS. 
Eletnen terbesar pada p diuotasikan sebagai T' disebut juga elemen punak, dan 
eletnen terkecil pada P, dinotasikau sebagai 1., disebut juga demen dasar. 
Contoh dapat dilihat pada gambar 2.2. Jika himptman P 
{{},{A},{C},{D},{A,C},{A,D},{C,D},{A,C,D}} dan himpunan S 
{{A}, {A,C}, {A,C,D}} dengan S c P, tnaka batas bawab dari S yaitu elemen {A}, 
dan batas atasnya adalah elemen {A,C,D}. Join dari S = {A,CP} dan meet dari S 
= {A}. Elemen puncak dari P yaitu {A,C,D} dan elemen dasamya yaitu {}. 
Gatnbar 2.2 Himpunan terurut P dan subsetnya., S 
Definisi 4 : Jika L merupakan himpunan terurut, maka L disebut sebuah join 
(meet) selllilattice jika X v Y ( X A Y) ada tmtuk semua X~ Y e L. 
L disebut sebuah lattice jika L merupakan join .~emilattice sekaligus meet 
semilattice, yaitu jika X v Y maupun X A Y ada untuk setiap pasang elemen X, Y e 
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L. L disebut complete lattice jika v S maupun A S ada untuk semua subset S c L. 
Sebuah himpunan terurut M c L merupakan sublattice dari L jika X, Y e M 
berimplikasi pada X v Y e M dan X A Y e M. 
Sebagai contoh, tmtuk himpunanL1 = {{A},{C},{A,C}}, makaL1 mentpakanjoin 
semilattice karena terdapat elemen X v Y = {A,C}, namun himpunan L1 tersebut 
bukan mentpakan meet semilattice karena tidak terdapat e]emen X A Y = {}. Jika 
Lz = {{},{A},{C},{A,C},{A,D},{A,C,D}}, maka himpunan L2 merupakan sebuall 
lattice karena terdapat X v Y maupun X A Y lUltuk setiap pasang eJemen .X: Y e L2. 
Ordered set M = { {},{A}, {C}, {A,C}} merupakan contoh sublattice dari L1. 
Untuk suatu himplUlan S, himpunan terurut P(S}. yaitu power set dari S, 
merupakan sebuah complete lattice dimana join dan meet diJakukan dengan 
operasi gabungan dan irisan, secara berurutan dapat ditulis seperti di bawah ini: 
v{Ai I i E /} = UAj 
ie l 
/\ { Aj 1 ; e I} = n Aj 
iel 
Elemen puncak dari P(S) yaitu T = S dan elemen dasamya yaitu ..l = {}. Untuk 
tiap L c P(S)~ L disebut sebagai lattice of sets jika L bersifat tertutup dalam 
operasi gabungan dan irisan yang terbatas, sebagai conto~ (L ; c ) merupakan 
sebuah lattice dengan urutan parsial yang dispesifikasikan dengan relasi subset ~ 
Xv Y=Xv YdanX A Y=X f\ Y 
2.3. IT -SEARCH TREE DAN EQUlf/ ALENCE CLASSES 
Dengan 1 merupakan himpunan item, didefinisikan suatu fungsi 
p(X, k) = X[l : k] sebagai prefiks dari X sepanjang k dan prefix-based 
equwalence relation Ot pada itemset sebagai berikut: V~Y, Y c /,. 
X s 01 Y ¢::> p(X,k) = p(Y,k). flJ r2J Artinya, dua ite11u;et berada dalam satu kelas 
yang sama jika keduanya memptmyai preftks yang sama sepanjang k. 
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Ruang pencariau itemset direpresentasikan sebagai sebuah IT -Search Tree, 
dittmjuk.kan pada gambar 2.3. Tiap node dalam IT-Search Tree tersebut: bempa 
sebuah pasangan itemset-tidset (IT-pair) Xxt(X), yang sebenamya merupakan 
prefix-ba..fled class. Semua child dari sebuah node X termasuk dalam equivalence 
class dari node tersebut karena masing-masing mempunyai prefiks ~¥yang sama. 
Equivalence clllss dinotasikan sebagai [P] = {/1, 12 , ••• ,In} , dengan P merupakan 
parent node (prefiksnya) dan tiap-tiap I; merupakan sebuah item ttmggaJ, 
merupakan representasi dari node Pli x t(Pli) . 
ACDIW x5 
Gambar 2.3 IT-Search Tree 
Berikut ini merupakau definisi dari equivalence classes: 
Defiuisi S : Jika P merupakan sebuah himpunan, maka sebuah relasi ekuivalen 
(equivalence relation) pada P merupakan suatu relasi biner =, sedemikian 
sehingga untuk semua X, Y, Z e P, relasinya adalah: 
l. Refleksif X=X 
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2. Sin1etrik X= Y , menghasilkan Y =X. 
3. Transitif X= Y dan Y = Z, mengbasilkan ){ = Z. 
Equivalence relation ini mempartisi bimpunan P tnenjadi subset-subset disjoinnya 
yang akau disebut sebagai equvalence classes. Equivalence clafs dari eletneu X e 
P diuyatakan dengau [X] = { Y e P I X e Y}. 
Sebagai contob, gambar 2.3 merupakan IT-Search Tree untuk basis data contoh 
pada Tabel 2.1. Node root mempakan kelas [] = {A,C,D,T,W}. Node child paling 
kanan dari root yaitu kelas [A] = {CJ),T,W}, yaitu Setnua itemset yang 
tnengandung A sebagai prefiksnya Tiap anggota kelas mewakili sebuah node dari 
parent node. Sebuab kelas mewaliki item-item dengan mana preflksnya dapat 
diperluas untuk mendapatkan sebuah node frequent yang bam. Subtree dari 
prefiks yang infrequent tidak perlu diuji lebih lanjut. 
Kelebihau pendekatan dengan equivalence class iui yaitu pada pemecahan ruang 
pencarian utatna tnetijadi beberapa subprobletn yang independen. Untuk tiap 
subtree yang berakar pada node X, masing-masing dapat diperlakukan seperti 
suatu pennasalahan bam; pada subtree dapat dilakukan enumerasi itemset, 
kemudian diberikan prefiks X pada masing-masing itemset tersebut, dan demikian 
seterusnya 
Enumerasi frequent pattem berlangsung secara terus-menerus dalam kerangka IT-
Tree. Pada tiap node atau kelas prefiks tertentu dapat dilakukan operasi irisan 
tidset untuk tiap pasangan elemen dalam kelas dan dilakukan pemeriksaan apakah 
min _sup sudah terpenuhi; perhitungan support berjalan bersatnaan dengan 
pembangkitan itemset. Tiap frequent itemset merupakan kelas didalam node 
terseb~ yang memiliki elemen-elemen sendiri yang dapat diperluas secara 
rekursif. Dapat dinyatakan sebagai berikut, untuk suatu kelas itemset dengan 
prefiks [P],. [P] = {/J,. 12,. •. • ,./nl,. dapat dilakukan operasi irisan tidset t(/;) dan t(~), 
denganj > i lmtuk mendapatkan sebuah kelas barn basil perluasan [Pi;]= {li li > i 
dan c(,_Pl;lj ) ~ min_sup}. Pada contoh,. dari root kosong [] = {A,C,D,T,W}, dengan 
min_sup = 50o/o, didapatkan kelas [A]= {C,T,W}, [C] = {D,T,W} , dan [D] ={W}, 
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dan [W] ={ }. Perlu diingat bahwa kelas A tidak memuat elemen D karena AD 
i1!frequent. 
2.4. SIFAT DASAR PASANGAN ITEMSET-TIDSET 
Untuk dua node manapun dalam IT-tree, X,. xt(X;) dan X 1 xt(X1 ), jika 
X , c X 1 , tnaka t(X1 ) c t(X,). Misah1ya w1tuk ACW c AC~ t(ACW) = 1345 
:::> 135 = t(ACTW). Didefinisikan suatu fimgsi f: P( I) H N sebagai suatu 
pemetaan satu-satu dari itemset ke integer. Untuk itemset .Xi dan .X~-, dikatakan 
X ,. 5:1 X 1 jhj /(X,. ) s f(X1 ). Fungsifmendefinisikan urutan keseluruhan (totlll 
order) bagi setiap set dari seluruh ilemset. MisaL jika f tnerupakan urutau 
benlasarlam abjad, maka itemset AC s AD, sedangkan jika f mengwutkan itemset 
berdasatkan supportnya, makaAD :SAC jika a(AD) :S o(AC). 
Ada empat sifat dasar IT-pair yang akan digunakan menggali closed set dengan 
cepat [tJ. Jika node dalam proses adalah node Pxt(P), dengan 
[P] = {11, 12 , ••• , 1 n} merupakan p~fix c1ass-nya. J ika X menunjukkan notasi dari 
item .. \·et PI;., maka tiap anggota [P] merupakan sebuah IT-pair X , x t(X, ) . 
Teorema 1. Jika X ; x t(X; ) dan X ; x t(X;) merupakan dua anm,'Ota manapun 
dari kelas [P], maka keempat sifat ini berlaku: 
1. Jika t(X, ) = t(X1 ) , maka c~X, ) = c(X1 ) = c(X, vX1 ) 
2. Jika t(Xi ) c t(X 1 ), maka c(X;) :~:- c(X 1 ), namun c(X;) = c(X; v X 1 ). 
3. Jika t(X~i ) => t( .. ¥:1 ), maka c(Xi ) :~:- c( .. ¥:1 ), namunc(X1) = c( .. ¥:; v X 1 ). 
4. Jika 1( .. ¥ 1 ) g- I(.X 1 ) dan I(X1 ) ~ 1( .. ¥ 1 ) , 
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Pembuktiao Teorema 1: 
1. Jika t(XJ=t(X1 ), maka i(t(XJ)=i(t(X1 )), yang berarti c(XJ=c(X1 ). 
Selain itu, t(~¥; )=t(X1 ) berakibat pada t(X;vX1 )=t(~¥; r.X1 )=t(X; ), 
sehingga i( t( Xi v X1 )) = i( t( Xi)) yang berarti c( X i v X 1) = c( XJ . Sifat ini 
memungkinkan penggantian Xi dengan Xi u ..\j, sehingga elemen ..\} dapat 
dibuang dengan n1empertin1bangan closurenya dengan X v Xj. 
2. Jika t(j¥.) c t(Xi ), maka t(X; v Xi)= t(Xj (")j\'j ) = t(~¥; ) * t(~¥i ), 
sehingga c(X; u }{1 ) = c( .. Y; ) * c(X1 ) . Sifat ini memuugkinkau peuggantiau 
X dengan Xi u Xj karena keduanya mempunyai closures yang identik, namun 
elemen Xj tidak dapat dibuang dari class [P] karena akan menghasilkan 
closures yang berbeda. 
3. Jika t(Xi ):::>t(Xi ), maka t(X; vXi)=t(Xj (")Xj )=t(Xi);et(X;), 
sehingga c(X; v X 1 ) = c(X1 ) * c(X;). Sifat ini memungkinkan penggantian 
Aj dengan Xi u Aj karena keduanya metnpunyai closures yang identik, namm1 
elemen Xi tidak dapat dibuang dari kelas [P] karena akan mengbasilkan 
closures yang berbeda. 
4. Jika t(X; )~t(X1 ) dan t(XJ~ t(X1 ), maka dapat dipastikan bahwa 
yang berakibat pad a 
c(.J¥, v X 1 ) :t: c(X;) :t: c(X 1 ). Dengan sifat ini maka tidak ada elemen dalam 
kelas yang dapat dieliminasi karena melakukan eliminasi elemen .. ¥/ mauptm Xj 
menghasilkan closures yang berbeda (tidak satupun yang merupakan subset 
dari lainnya ). 
Fungsi pengurutan berdasarkan sifat pasangan itemset-tidset 
DaJam menspesifikasikan fungsi f yang 1nendefinisikan urutan keseJuruhan (total 
order) untuk setiap set dari seluruh itemset, dapat dilakukan berbagai metode 
pengurutan. Metode yang biasa dilakukan yaitu mengurntkan berdasarkan abjad, 
nannm metode apapun dapat dilakukan. Pendekatan yang paling baik adalah 
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dengan mengurutkan itemset berdasarkan supportnya, dengan tujuan 
meningkatkan peluang untuk memangkas elemen dalam kelas [P]. 
Kesitnpu1au yang dapat diambil dari keempat sifat dasar pasangan itemset-tid~et 
adalab~ babwa Kondisi 1 dan Kondisi 2 lebih menguntungkan daripada dua 
kondisi laitutya. Untuk Kondisi 1, kedua itemset metnilili closure yang identik 
sehittgga eletnro li dapat dibuang dari kelas [ P;] dan P; dapat digantikan dengan 
eletuen Pi u ~- Untuk Kondisi 2:t juga dapat dilakukan.penggantian elemen Pi 
dengan Pt u 4- Jelas bahwa untuk kedua kondisi ini, tidak ada elemen apapun 
yang perlu ditambahkan ke dalam kelas [P;]. Dengan semakin banyaknya Kondisi 
1 dan Kondisi 2 yang teljadi, maka level pencarian yang akan dilakukan akan 
semakin sedikit~ sedangkan terjadinya Kondisi 3 dan Kondisi 4 mengbasilkan 
penambaban pada himpunan node barn, sehingga membutuhkan level 
permrosesan Jebih panjang. Karena yang diinginkan adaJah t{Ji) = 1(:~) (Kondisi 1) 
atau 1(/i) c 1(~-) (Kondisi 2)~ maka sebaiknya itemset diurutkan berdasarkan 
peningkatan supportnya llJ_ 
2.5. SUBSUMPTION CHECK DALAM LATTICE 
Jika X; dan Xj merupakan dua itemset, dikatakan itemset Xt meliputi (subsume) 
itemset .4~ jika dan hanya jika .4~ c X dan o(~·) = o(Xi). Sebelum sebuah frequent 
ilemset ditambakan pada himptman frequent closed itemset C, perlu diperiksa 
apakah frequent itemset tersebut sudah tennasuk dalam salah satu frequent closed 
item.~et yang sudah didapatkan. 
Hal iui perlu dilakukau karena dalam penggalian dengau tuetode depth-in-first, 
ditumtgkinkan terjadi kasus seperti berikut ini: sebuall closed set Y ditambahkan 
pada C. Pada pemrosesan cabang selanjutnya dimoogkinkan adanya 
pembangkitan ilemset X yang tidak dapat diperluas lagi, dengan X c Y dan o( Y) = 
o(.A'). Pada kondisi in~ X bukan merupakan closed set karena sudah termasuk 
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dalam Y dan X tidak ditambahkan pada C. Hal ini sesuai dengan sifat dari frequent 
closed itemset yang telah dijelaskan pada subbab 2.1. 
Uutuk tnelakukau subsumption checking terhadap itemset X, perlu dicari semua 
closed itemset yang merupakan superset dari ...,¥, dinotasikan dengan himpunan S. 
Jika support X sama dengan support closed itemset Z e S manapun, maka X tidak 
ditambahkan ke dalam closed set C dan proses subsumption checking selesai. 
Penggunaan subsumption check dalam CHARM-L akan dijelaskan pada subbab 
3.2.2, sedangkan contoh penggunaan sub .. \umption check pada algoritma 
CHARM-L ditunjukkan pada subbab 3.2.4. 
2.6. DIFFSET SEBAGAI PENGGANTI TIDSET 
Dalam memanipulasi IT-pair, digunakan fonnat data vertikal yang merupakan 
representasi penyimpanan tmtuk tidset tiap item dari basis data DaJam tugas akhir 
ini., yang digunakan adalah format data vertikal yang disebut difftet. Diffset ini 
tnenyimpan jalur perubahan tids suatu pola kandidat dari parent _frequent 
pattemnya. Perubahan ini dicatat sepanjang petjalanan dari suatu node ke node 
childrennya, dimulai dari node root. 
Secara formal dapat dituJiskan, bagi sebuah kelas dengan prefiks P, notasi d(.X) 
menyatakan dij/set dari .X: .. yang terkait dengan sebuah prefiks tid4let, yang 
merupakan keseluruhan tids pada waktu tertentu. Da1am metode vertikal biasa, 
yang tersedia untuk suatu kelas tertentu yaitu tidset dari prefiks~ t(P)., dan tidset 
dari setiap anggota kelasnya, t(PX;). Diasumsikan PX dan PY merupakan dua 
anggota dari kelas P. Dari definisi support, terbukti bahwa t(PX) c t(P) dan t(Pl) 
c t(P) bemilai benar. Dengan demikian, maka dapat diperoleh .. wpport dari PXY 
dengan memeriksa kardinaJitas dari t(PX) n t(PY) = t(PXY). 
Jika yang tersedia untuk perhitungan bukanlah t( P X) melainkan d(P X), yang 
nilainya sama dengan t(P) - t(X), yaitu perbedaan tid(j X dari P. Dengan cara yang 
sarna dapat diperoleh t(PY). Hal pertarna yang perlu dicatat adalah support dari 
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suatu itemset bukan lagi merupakan kardinalitas dari diffset~ namun nilainya 
menjadi a(PXJ') = <J(P) - ld(PXY)I. 
Jadi, d(P.¥Y) hams dihinmg. Dari definisi, d(PXY) = t(PX) - I(PY). Namtm yang 
tersedia adalah diffset dan bukannya tidset seperti yang diperlukan oleh ekspresi di 
atas. Hal ini dapat diselesaikan dengan cara berikut ini: 
d(PXY) = t(PX)- t(PY) = t(PX)- t(PY) + t(P)- t(P) 
= ( t(P)- t(PY))- ( t(P)- t(PX)) 
= d(PY)- d(PX). 
Deogan kata Jain, d(PXY) tidak dihitung dari perbedaan tid\·et, t(PX) - t(PY), 
natnun dengan perbedaan dari d!ff.~et, d(PY) - d(PX). Gatnbar 2.4 menunjukkan 
perbedaan daerah Wltuk diJiset dan tidset Wltuk suatu kelas prejiks dan dua dari 
anggotanya 
t(Y) 
d(PY) d(PX) d(PXY) t(PXY) 
Gambar 2.4 Diff.~ets: prefiks P 
Tidfet dari P, ditwJjukkan dalatn Gambar 2.4 deugan segitiga yang ditandai 
dengan t(P), merupakan keseluruhan dari tidv yang berkaitan. Daerah berwarna 
kelabu yang menunjukkan d(PX) dan daerah dengan garis wama hitam 
menunjukkan d(PY). Perlu diingat bahwa baik I(P~IT) tnaupun d(PXY) merupakan 
.. \'Ubset dari tid~et pre.fiks PX. Penggunaao dijf .. ~et biasanya akan lebih keciJ 
daripada menyimpan tidset bersama tiap child karena hanya perubahan yang 
berpengaruh lah yang dicatat dari sebuah node ke node chi/drennya Diffset juga 
semakin kecil dengan semakin panjangnya itemset yang ditemukan. 
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Operasi pembedaan dan pengujian subset 
Dengan asumsi babwa basis data awal disimpan dalam fOJIDat tidset., namun 
pemrosesan selanjutnya dilakukan dalam fonnat diffset. Dengan tersedianya 
dijj.vet sebagai ganti tidvet untuk tiap-tiap itemset., terdapat permasalaban barn 
mengenai bagaimana cara tnengbitung perbedaan kombinasi item:ret yang barn 
terbentuk dari induknya secara langsung. Yang perlu dilakukan adalah melakukan 
pemindaian secara linear terhadap kedua d(ff .. ~et, tnenyimpan tid .. dalam salah 
sattmya, dan tidak pada lainnya. Permasalahan utama adalab bagaimana 
melal'llkan pemrosesan subset secara efekti( yang diperlukan untuk memilih 
salah satu dari keempat sifilt pasangan itemset-tidr;et yang bersesuaian. 
Da1am mencari perbedaan dari dua himpunan, yang disimpan adalah banyaknya 
ketidaksesuaian dari kedua d~ffset, yaitu keadaan dimana sebuah tid terjadi di 
sebuah itemset dan tidak di itemset yang lain. Jika m(X;) dan m(~) menyatakan 
banyakuya ketidaksesuaiau pada d!ffset d(X;) dan d(.LYj)., tnaka ada 4 keadaan yang 
mungkin terjadi: 
1. Kemlmgkinan 1. m(.,Y,) = 0 dan m(.,~-) = 0, maka d(X;) = d(_,~-) atau t(X;) = t(Aj). 
2. Ketnungkinan 2. m(X;) > 0 dan m(.xj) = 0, maka d(X;) :::> d(.-.J[j) atau t(.,.fi) c 
I{Xj). 
3. Ketntnlgkitlall 3. m(X,) = 0 dan m(Xj) > 0, tnaka d(X,) c d(Aj) atau t(X;) :::> 
t(Xj). 
4. Kemungkinan 4. m(Xi) > 0 dan m(.Aj) > 0., maka d(X1) f. d(Aj) atau t(Xi) f. t(Aj). 
Dengan detnikiau, tnaka dapat dilakukan perhitmtgan support, pengujian subset, 
kesamaan dan ketidaksamaan secara bersamaan dengan perhittmgan diffiet itt1 
sendiri. Gambar 2.5 di bawah ini menunjukkan pencarian clo.r;ed set dengan 
menggunakan diff..vet sebagai ganti tidvet. Dalam proses ini. tabap demi tabapnya 
sama deugan jika tnenguuakau tidr;et, walaupun operasi pembedaan dilakukau 
dengan dijJ .. ~et (kecuali untuk node root yang masih menggunakan tid4tet). 
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PENERAPAN ALGORITMA CHARM-L DALAM MENGGALI 
FREQUENT CLOSED ITEMSET 
3.1. PENYIAPAN DATA ITEM 
Proses penyiapau data itetn ini meliputi proses pembentukan item utama dan 
proses pengurutan itetn utama. 
3.1.1. Pembentukau Item l Jtama 
Penggaliau .frequent closed itemset ditnulai dengau membentuk item utatna 
terlebih dabul~ yaitu 1-itemset yang memptmyai nilai support ~ minimum 
support:> dinotasikan sebagai F1• Kaudidat item utatna ini didapatkau dari 
pembacaan masukan basis data transaksional, dan dipilih mana yang memenuhi 
am bang minimum .. mpport. Kandidat terpilih inilab yang menjadi item utama (F1 ), 
yang akan digunakan untuk pemrosesan lebih lanjut Sebagai conto~ digunakan 
kembali basis data transaksional pada Tabel 2.1~ dituliskan kembali pada Tabel 
3.1. 








Dari pembacaan pada basis data contoh di atas, maka didapatkan 5 kaudidat item 
utama yaitu I= {A:o C, D:t T, W}. Nilai support dari masing-masing kandidat item 
utama di atas adalab sebagai berilrut: 
• Item A 4 transaksi 
• Item C 6 transaksi 
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• ItemD 
• Item T 




Jika ambang batas minitnum support = 50% (3 transaksi), maka kelima itetn 
diatas memenuhi syarat tersebut, sehingga kelima kandidat item diatas merupakan 
item utama I frequent 1-itemset (F1 ). Tiap-tiap anggota F1 merupakan pasangan 
itemset-tid~et (IT-pair), dituliskan seperti gambar 3.1 berikut ini 
Frequent 1-itemset 
A X 1345 
C X J23456 
D X 2456 
T x. 1356 
W X 12345 
Gambar 3.1 Frequent 1-itemset : IT-pair 
Dalam algoritma CHARM-L ini digunakan dijj..~et sebagai format data vertikal 
untuk menggantikan nilai tidset tiap itemset. Karena himpunan frequent item..'iiet 
dapat digambarkan dalam bentuk lattice, maka dapat dicari elemen dasamya 
dengan operasi meet itemset dan join tidset dari semuafrequent 1-item~·et sehingga 
didapatkan eletnen dasantya adalah 12fx123456. Dengan demi~ F1 ini dapat 
direpresentasikan dalam bentuk equivalence class sebagai berikut: [ t?Jx123456] = 
{A x1345, C x123456, D x2456, Tx1356, Wx12345} . Dari representasi equivalence 
class tersebut, maka dapat dicari tiap-tiap diffset dari tiap-tiap anggota F1, yang 
hasilnya dituliskan pada tabel3.2. 
Tabel3.2 Frequent 1-itemset dalam format diffset 
ItemsetX t(P) -t(X) DiffietX 
A t(0)- t(A) = 123456-1345 26 
c t( 0)- t( C) = 123456- 123456 {21 
D 1(0)- t(D) = 123456-2456 13 
T t(0)- t(1) = 123456-1356 24 
w 1(0)- t(W) = 123456-12345 6 
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3.1.2. Peugurutan Frequent 1-ilemset 
Sebelmn dilakukan pencarianfrequent closed itemset dengan algoribna CHARM-
L, elemen kelas [P] harus dimutkan terlebih dahu.lu. Pada level root, node itemset 
diurutkan berdasarkan bobotnya Dengan x, y e /, didefinisikan bobot (weight) 
dari item x sebagai w(x) = L x.J1€F
2 
a(xy), yaitu jumlah seluruh ~11pport dari 
frequent 2-itemset yang mengandung item x. Untuk perhitungan bobot, perlu 
dibentuk frequent 2-itemset terlebih dahulu. Gambar 3.2 menunjukkan kandidat 
darifrequent 2-itemset yang dituliskan da.lam bentuk IT-pair, beserta snpportnya. 
masing-masing. 
Kandidat Frequent 2-itemset 
Xxt(X) Support Frequent 2-ilemset 
AC X 1345 4 
AO x 45 2 AC X 1345 4 
AT X 135 3 AT X 135 3 q AW X 1345 4 CD X 2456 4 
CT X 1356 4 
AW x 1345 4 
CD X 2456 4 
CT X 1356 4 
CW x 12345 5 CW X 12345 5 
DT x 56 2 DW x 245 3 
DW x 245 3 TW x 135 3 
1W X 135 3 
Gambar 3.2 Frequent 2-itemset 
Darifrequent 2-itemset yang telah didapatkan pada gambar 3.2, maka bobot untuk 
tiap-tiap F1 dapat dihitung dan hasilnya dituliskan pada Tabe13.3, sehingga kelas 
[P] diunrtkan menjadi {D=- T .. W .. A=- C.}. 
TabeJ 3.3 Frequent 1 -itemset beserta bobotnya 
XeF1 XYeFz li(X) 
A AC,AT,AW 4+3+4=11 
c AC, CD, CT, CW 4+4+4+5= 17 
D CD,DW 4+3=7 
T AT, CT, 1W 3+4+3= 10 
w AW, CW, DW, TW 4+5+3+3= 15 
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3.2. PENCARIAN DENGAN ALGORITMA CHARM-L 
Berikut iui akan dijelaskau proses-proses yang terjadi dalam penggaliau 
menggtmakan aJgoritma. CHARM-L. Setelah semua proses dijela.skan" pada 
subbab teraldrir diberikau contoh penggaliau frequent clo.~ed itemset 
menggunakan aJgortima CHARM-L. 
3.2.1. Algoritma CHARM-L 
Metode pencariau yang digunakan yaitu algorittna CHARM:-L yang mengbasilkan 
frequent closed itemset. Algoritma ini bekerja dengan terns menerus menggali 
ruang itemset dan ruang tid.vet di dalam ruang pencarian IT-tree. Pencarian 
didasarkan pada sifat pasangan itemset-tid~et, dengan tujuan memangkas level 
pencarian untuk segera menemukan closed ilemset tanpa hams mengenumerasi 
setiap kandidatnya Setiap kali CHARM-L membangkitkan sebuah node closed 
itemset., closed itemset tersebut ditandai dengan sebuah penanda unik yang disebut 
cid. Dalam CHARM-L, tiap elemen /; x 1(/;) e P diasosiasikan dengan suatu cidset 
yang dinotasikau dengan C, yaitu lrimpunan semua cid dari closed itemset yang 
merupakan superset d.ari Ph Begitu suatu closed itemset ditemukan, aJgoritma ini 
segera men1bentuk struktur latticenya. 
CHARM-L (D, min_sup): 
1. [0] = { l, x d(l,) :I, e I "' cr(l,) ?: min_sup }; 
2. CHARM-L-EXTEND ([0]. 1.. = {0}); 
3. return L //lattJCR dari dosed sets 
CHARM-l-EXTEND ((P], lc): 
4. for each/, x d(/1), C(/1) e [P) 
5. P, = P u /; dan [PI] = 0 
6. UPDATE-c (/;,[P]) 
7. for each~ x d(~), q~) e [P),j > i 
8. X = ~ dan Y = d{~) - d(l,) dan C (X) = C (/,) n C (11) 
9. CHARM-PROPERlY (X x Y, I~ lj, P~ [PJ, fPn 
10. Ln = SUBSUMPTION..CHECK-LAffiCE-GEN {lc, P,, C (P;)) 
11. CHARM-l-EXTEND ([PJ, ln) 
12. delete [PJ 
Gambar 3.3 Algoritma CHARM-L 
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CHARM-PROPERTY (X x Y, 11, ~ Pil [P11 [P]): 
13. if ( <J(X) ~ min_sup) then 
14. if m{l;) = 0 dan m{~) = 0 then 
15. Buang elemen ~ dari [P] 
16. P; =Pt v ~ 
//Kondisi 1 
17. else if m(Xi) > 0 dan m(Xj) = 0 then //Kondisi 2 
18. P1 =P1 v~ 
19. else if m(X1} = 0 dan m(~} > 0 then //Kondisi 3 




X x Y masuk pada [P1] 
else if m(Xt) > 0 dan m(Aj} > 0 then 
X x Y masuk pada [P;] 
//gunakan fungsi pengurutan f 
//Kondisi 4 
//gunakan fungsi pengurutan f 
Gambar 3.4 Metode CHARM-PROPERTY 
Algoritma CHARM-L ini dituliskau dalam bentuk pseudocode seperti pada 
gambar 3.3 di atas. Dengan L menyatakan ciDsetl itemset /Jdtice dan L, adalah 
node root dari lattice, diinisialisasi L,. = 0. Metode CHARM-L ini bekerja 
sebagai berikut : 
• CHARM-L dimulai dengan inisialisasi kelas parent [ P] dengan frequetlt item 
tunggal (Baris 1 ). Elemen [ P] ini dimutkan terlebih dahulu dengan fimgsi 
pengurutan f 
• Dilal'Ukan pemanggilan pada prosedur CHARM-L-EXTEND dengan 
parameter parent equivalence class [ P] dan lattice root L,. (Baris 2). 
Pemrosesan utama dalam algoritma CHARM-L ini dilakukan pada prosedur 
CHARM-L-EXTEND ini. 
CHARM-L-EXTEND mengm.nbil Lc, node lattice dalam proses (yang 
diinisiaJisasi dengan node root}, dan sebuab equivalence c/a..; .. fl dari IT-pair, [P]. 
CHARM-L-EXTEND bekerja dengan memeri'ksa tiap kombinasi IT-pair yang 
menjadi anggota kelas [ P], sebagai berikut 
Pada Gambar 3.3 baris 5, tiap /; membangkitkan sebuab prefiks bam P; = P v /;, 
dengau kelas [Pi], yang diinisialisasi kosong. 
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Pada baris 8~ kedua IT-pair dikombinasikan Wltuk tnengbasilkan pasangan bam X 
x Y .. dengan X= 4- dan Y = l(li) t1 1(11). Jika terdapat C(l;) dan C(/1)~ maka dapat 
diperoleh himptman closed ite1nset yang mengandtmg PI; dan P~- dengan cara 
mengiriskan kedua cid~et, yaitu C(.X) = C(l;) t1 C(Ij), seperti yang dilakukan pada 
baris 8. 
Melalui CHARM-PROPERTY, tiap IT-pair I; x t(l;) (baris 4), akan 
dikombinasikan dengan IT-pair Jain 4-x 1(11) sesudahnya. (baris 7), sesuai dengan 
fungsi pengunrtan f Metode CHARM-PROPERTY ini dituliskan dalam bentuk 
pseudocode pada gmnbar 3.4. 
Deogan metode SUBSUMPTION-CHECK-LAITICE-GEN, CHARM-L 
mengenumerasi semua closed item..(let yang tid.ak termasuk dalam closed itemset 
Jain (baris 1 0). FWlgsi ini juga membangkitkan node lattice bam L, untuk closed 
set yang baru terbentuk dan menempatkannya pada posisi yang tepat dalam closed 
itemset lattice L. Node lattice baru L, ini menjadi node dalam proses pada 
pemanggiJa.n rekursif CHARM-L-EXTEND seJanjutnya. (baris 11 ). 
Karena daftar closed superset dari I; dapat berubah ketika sebuab closed item .. flet 
ditambahkan ke dalam lattice., maka suatu pengujian dilakukan pada baris 6 untuk 
melakukan petuba.haruau nilai pada C(i;) m1tuk setiap eletnen yang tersisa dalatu 
kelas [P] dengan pemanggilan prosedur UPDATE-C. 
3.2.2. Subsumption Check dan Pembangkitan Lattke 
Sesuai dengan teori pada subbab 2.5., untuk memeriksa apakah sebuah item.~et P, 
bersifat closed (Gam bar 3.3 baris 1 0), maka dilakukan pemanggilan pada metode 
SUBSUMPTION-CHECK-LA TTICE-GEN, yang urutan prosesnya dituliskan 
dalam bentuk pseudocode pada gambar 3.5 ben"kut ini 
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SUBSUMPTION-CHECK-LAITICE-GEN (lc, X, C (X)): 
1. S = {Z e c 1 Z.cid e c (X)} 
//eliminate subsumed itemsets 
2. for each Z e S do 
3. · if o(X} = o(Z) then retum Lc. 
I /X menjadi child dari Lc 
4. ln =X 
5. Lc.children.add(ln) , Lt,.parents.add(lc) 
//Penyesuaian Lattice 
6. S"*' = { Z e SIZ is Minimal} 
J. for all Z E Smln dO 
8. ~.children.add(Z), Z.parents.add(Ln) 
9. for all Zp E Z.parents do 
10. if Zp c Ln then 
11. Zp.children.remove(Z), Z.parents.remove(Zp) 
12. retum ~ 
Gambar 3.5 Subsumption checking dan pembangkitan lattice 
Metode ini mengambil node lattice dalam proses, ilemset X yang barn terbentuk 
dan cit.iset C(X) sebagai masukan. Langkah pertama yang dilakukan yaitu 
memeriksa apakah X sudah termasuk/terliputi (subsume} dalam itemset lain. 
Uutuk itu, dicari semua closed iten1set S yang merupakan superset dari X Jika X 
memptmyai support yang sama dengan support superset Z e S manaptm, maka X 
sudah tennasuk sehingga proses berhenti dan fungsi ini mengembalikan nilai Lc 
(Baris 3 ). Jika tida~ sebuah node lattice bant diinisialisasi sebagai L, = X (Baris 
4). 
Untuk membangkitkan struktur lattice dari node lattice barn tersebut, maka dicari 
krunpulan parents (j'Ubset langsungnya), dan kumpulan chUdren (superset 
langsungnya). Node barn Ln ditambabkan sebagai child dari node dalam proses, 
Lc, dan Lc sebagai parent dari L, (Baris 5). Dari himpunan semua closed superset 
dari L, (misalnya L, =X)., maka dapat dicari minimal superset., ::,"""1" (Baris 6). 
Tiap-tiap minimal superset Z e $'"'' kemudian menjadi child dari L,, (dan Ln 
menjadi parent dari Z) (Baris 8). Langkah terakhir., untuk setiap parent dari Z., 
diuotasikau dengau z]h tnaka penunjuk childermtya barns disesnaikan; z dibuang 
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dari daftar children dari Zp (dan Zp dari daftar parent Z) (Baris 9-10). Kemudian, 
lattice node Ln menjadi nilai kembalian untuk. metode ini. 
3.2.3. Mengupdate C 
Prosedur update-C pada algorittna CHARM-L (Baris 6) dijalatikau kareua setelah 
pemanggilan secara rekursif pada prosedur CHARM-L-EXTEND (Baris 11}, 
maka closed set yang bam mungkin telah dibangkitkan. Dengan adanya closed set 
bam tersebut, maka perlu dilakukan pembaruan nilai cid4iet untuk setiap IT -pair 
yang masih tersisa dalam kelas [ P]. Dapat dituliskan sebagai berikut., untuk setiap 
IT-pair lj x t(/1) e [P], dengan 11 ~~ li , UPDATE-C menambahkan semua cids 
dari setnua closed set yang baru dibangkitkan pada C(lj). 
3.2.4. Contoh penggalian dengan aJgoritma CHARM-L 
{} x 123456 
~ Tx 24 ~ 
~ o~ o~ w.*d .~r~6 
.:r'\. ~ DWCx 6 





WC x 6 
Gambar 3.6 Proses pencarian dengan fonnat diffset 
C x {} 
Pada gambar 3.6 dinmjukkan bagaimana algoritma CHARM-L bekerja tmtuk 
basis data contoh pada Tabel 3.1. Berikut mernpakan urut-umtan proses dalam 
menggali frequent closed itemset untuk basis data contoh tersebut. 
• Metode CHARM-L (Gambar 3.3 baris 1) menginisialisasi kelas root dengan 
F1 yangtelah diurutkan, [.0] = {Dx13, Tx24, Ax26, Wx6, Cx.@}. 
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• Prosedur CHARM-L-EXTEND pada baris 4 men1proses node Dx13, sehingga 
pada baris 5 nilai P, =D. 
• Pada Baris 7, nilai P; dikombinasikan dengan elemen berikutnya. DT dan DA 
merupakan irifrequent itemset, maka keduanya dipangkas (Gambar 3.6). 
• Per.nrosesan selanjutuya pada node D dan node W. Pada prosedur CHARM-
PROPERTY:. m(D) > 0 dan m(W) > 0. Karena Kondisi 4 tercapai, nilai W 
dimasukkan ke equivalence class [D] (Baris 23), sehingga nilai [D] = {W}. 
• Pemrosesan selanjutuya pada node D dan node C, dan didapatkan m(D) > 0 
dan m(C) = 0, sehingga dalam kasus ini ber1aku Kondisi 2. Hal ini berakibat 
pada pengantian elemen D dengan DC, yang juga mengubab kelas [D] dengan 
[DC], dan [DW] menjadi [DWC]. 
• DC tidak dapat diperluas lagi ketnudiau ditambahkan ke lattice. Pada 
pemanggilan rekursif CHARM-L-EXTEND berikutnya dengan kelas [DC], 
hanya terdapat 1 elemen DWC sebingga proses melakukan subsumption check 
(baris 10) dan DWC ditambabkan ke lattice. Ketika proses kembali ke node D 
(sekarang DC)., maka cabang IT-tree tersebut terselesaikan. 
• Pada pemrosesan node T dan node A, m(1) > 0 dan m(A) > 0~ berlaku Kondisi 
4 sebingga A diinsertkan ke kelas [1]. 
• Pada pemrosesan node T dan node W .. m(1) > 0 dan m(W) > 0 sehingga kelas 
[1] n1enjadi [1] = {A, W}. Kemudian didapatkan m(J) > 0 dan Nl{C) = 0, 
setiap T digantikan oleh rr:, sehingga [1] berubah menjadi [1t1 = {A, W}. 
• CHARM-L kemudian melakukan subsumption check untuk node TC dan rr~· 
ditambahkan ke lattit~e. Pada pemanggilan rekursif untuk memproses [TC], 
TAC dikombinasikan dengan 1WC yang mengbasilkan m(TAC) = 0 dan 
m(1WC) = 0. Kondisi l terpenuhi., berakibat TAC menjadi TAl?W, dan TWC 
dibuang. Karena TACW tidak dapat diperluas lagi, maka TACW ditambahkan 
ke lattice dan cabang TC se]esai diproses. 
• Pemrosesan cabang lainnya menunjukkan tetjadinya Kondisi 2, sebingga tidak 
lagi dilakukan pemanggilan rekursif terhadap CHARM-L-EXTEND, dan 
semua closed frequent itemset yang didapatkan dari proses ini ditunjukkan 
dengau/T-pair yang tidak dicoret pada gambar 3.6. 
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Pembangmum closed itemset lattice dilakukan dalatn metode SUBSUMPTION-
CHECK-LAITICE-GEN~ ditunjukk:an pada gambar 3.7. Ketika sebuab closed set 
ditetnukan, dilakukan pemberian uilai cid dan nilai tersebut dimasukkan pada 
lookup table~ gam bar 3. 7 kotak paling kiri. Pada inisialisasi awal~ lattice hanya 
tnetnpuuyai root Lr = 0, dan uilai cids untuk semua item tuasih kosoug. Closed 
itemset pertama yang ditambahkan dalah P; =DC, dengan node dalam proses Lc = 
Lr, sebingga ditatnbabkan L, = [)(.· sebagai child dan memperbarui uilai cidset dari 
C dan D, seperti yang tampak pada gambar 3.6 (dengan C(C) = {cl} dan C(D) = 
{c2}). Kemudian ditambabkan P; = DWC, dengan Lc = OC, DWC ditambahkan 
sebagai node barn L, dan menjadi child dari DC; nilai cidsetnya kemudian 
diperbanri. Proses berlanjut terns hingga semua. closed set ditemukan sehingga. 
tampak seperti gam bar 3. 7 't kotak paling kiri bawah. 
dd: dosed set 
Initial Root Add Pi = owe 
cl: OC(4) ~---. 
a: owe (3) 1A_... • (~) (~) 
c3: TC {4) iMUU Pi= DC I 
c4: TAWq3) (~f')' ( oc·· .. 
c5: AWe (4) '· -· I) D c w 
c6: we (5) .l, 0 c .~ '•· cl cl c2 
c7: C(6) (~) cl c1 (~) c2 c2 
Add Pi= Te 
(ji) 
.J;'·····-,:,rc) D C W T 
(_ -· ( __ . c1 c1 c2 c3 
.I. a a 
(~) c3 
Add Pi =TAWe 
Adr-d_Pi_·=~AW~C----------~~Ad~d~Pi~=~W~C~--------~~~~~Pi~=-e~----------~ 
(~') (~) (~) 
···r~ ... ~~.- ----- o c w T A r-~-:.:.:::------- o c w T A -r 
,. -. ··>,.::·--.>---. Cl C1 a c3 c4 ( oc) (ic) C~) c1 Cl c2 c3 o4 ( c) 0 C W T A 
(_OC ) (_TC )(AYK; ) c2 c2 c4 c4 c5 ·r·· ··f··:: ... >r c2 c2 o4 c4 c5 ... ···········r·········.... e1 cl c2 c3 c4 T T , ...;::~--· c3 cS ·fMC\ ·A.w:;··) c3 c5 ( oc·) (1c'> (;,M;) a a c4 c4 c5 (~ __ ,_) @~.) ~ <-._____ _ ___ S--~"" ~ c6 ·-r··· '··-.---- . .---·r··· c3 c5 
-- <.f~~) d) (~)·-·j·· .... (~~) ~ d) 
---· ....•.... : ...... -· d) 
(TA~) c7 
·~ ... --~· 





Dalam bah ini dijelaskan mengenai tahapan proses perancangan dan pembuatan 
perangkat Junak. Perancangao dan pembuatan perangkat Junak ini me1iputi data 
yang diguna~ alur proses yang terjadi, antarmuka untuk pengg~ struktur 
data serta fungsi-fungsi yang digunakan dalam perangkat Junak. 
4.1. ANALISA KEBUTUHAN SL~TEM 
Dari penjelasan pada bah 2 dan bab 3 mengenai penggalian frequent closed 
itemset dan a1goritma CHARM-L., maka dapat diketabui babwa apJikasi ini barns 
tnemenubi bal-bal berikut itri : 
1. aplikasi iui metnbutubkau masukan dari pengguna berupa tabel transaksi dari 
basis ~ dan parameter minin1um support sebagai batasan aplikasi 
2. aplikasi ini menghasilkan keluaran berupa sebuah file teks yang memuat 
daftar sehmlh frequent closed itemset yang diliasilkan selama proses 
pengga]ian. 
3. aplikasi ini mauptm basil keluarannya sebaiknya Jnemiliki sifat usability~ 
sehingga pengguna dapat mengoperasikan aplikasi dengan lebih mudah. 
4.2. PERANCANGAN PERANGKAT LUNAK 
Sub bab itri terdiri dari 3 bagian yaitu perancangan data, perancangan proses, dan 
perancangan antar muka Wltuk pengguna. Berikut ini dijelaskan masing-masing 
bagiantersebut 
4.2.1. Perancaogan Data 
Ttyuan dari perancangan data adalah untuk mengetahui data seperti apa yang 
dibutuhkan Wltuk pemrosesan peraogkat lunak. Perancangan data ioi digolongkan 
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menjadi 3 bagian yaitu perancangan data masuka~ perancangan data proses~ dan 
perancangan data luaran. 
4.2 .. 1.1 .. Data masukan 
Data tnasukan yang digwlakan adalah tabel dari data transaksi pembelian y8llg 
diambil dari suatu basis data. Data yang diperlukan ini terdiri atas 2 kolom, 
sebuah kolom penanda transaksi (tid)~ dan sebuah kolom item. Sebuab tabel 
transaksi pembeliau dapat terdiri dari beberapa jenis item, pengguna dapat bebas 
memilih kolom mana yang ingin digunakan. Untuk mempermudah proses data 
mining, maka tabel data transaksi yang akan digunakan barns dipersiapkan dabulu 
dalam fonnat yang sesuai. Sebagai contoh data masukan, data transaksi pada 
Tabel 3.1 hams diubah terlebih dahulu sehingga fonnatnya menjadi seperti Tabel 
4.1 di bawab ini 














... . .. 
Data masukan lainnya yang diperlukan adalah parameter berupa nilai support 
minimal yang diinginkan oleh pengguna, sebagai batasan aplikasi. Selain itu 
penguna juga hams ntenspesiflkasikan tempat penyimpanan fJ1e teks sebagai file 
keluaran dari aplikasi ini 
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4.2.1.2. Data proses 
Data proses adalah data yang digunakan selatna proses berjalatL Dalam peraugkat 
hmak ini akan dig~makan beberapa. data proses, antara Jain data basil pemindaian 
basis data, data itetn utanm, dan data frequent itemset. Berikut ini akan dijelaskan 
ketiga macam data proses tersebut. 
1. Data basil pemindaian basis data 
Data yang dihasilkan dari pemindaian basis data adalah tidset dari semua. item 
yang terdapat dalam tabel transaksi. Data tidset ini dinyatakan dalam deretan 
bit, dengan urutan bit dari kiri ke kanan menyatakan transaksi dari item. 
Sebagai contoh, tidset dari item A adalah (0 10111) dan tidset dari item C 
adalah (0 111111 ). Data basil pernindaian ini disimpan dalatn sebuab tabel 
Item Utama~ 
Adapun tabel Item_ Utama memptmyai karakteristik sebagai berikut: 
• Level iteln. Karena data yang disimpan dalam tabel ini tnerupakau item 
utama. maka level dari semua item yang tersimpan tersebut adalab '1 '. 
• Nama item. Menyimpan nama dari suatu item. 
• Tidset item. Menyi1npan infonnasi mengenai transaksi-tansaksi mana 
yang memuat item tersebut. 
• Support itetn. l\.fenyimpan suppot dari tnasing-tnasing itet~ yang 
didapatkau dari banyaknya tidset dari itetn tersebut 
2. Data frequent itemset 
Data frequent itemset ini menyimpan infotmaSi dari setiap kumpu1an item 
yang memenuhi batas nilai support minimal. Data ini meliputi data item utama 
dan data .frequent n-itenJset. 
Data itetn utama merupakan data basil pemindaian basis data yang telah 
terseleksi berdasarkan batas minimal support yang telab diberikan oleb 
pengguna, karena itu itetn data iui disebut juga dengaufrequentl-itemset (FJ). 
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Karena item-item F1 ini didapatkan dari seleksi pada data basil pemindaia~ 
maka pada mulanya data F1 ini masih dalam fonnat tidset., padaba1 tmtuk 
menggali frequent closed itemset dengan algorihna CHARM-L., digtmakan. 
fonnat diffset sebagai pengganti tidset. 
Oleh karena itu perlu dilakukan proses pengubahan tidset menjadi diffset 
sebelum data F1 ini diproses lebih Ian jut. Sedangkan data frequent n-itemset, 
dengan n> l') merupakan kumpulan item yang supportnya memenuhi batas 
minimum support Data frequent n-itemset ini sudah disimpan dalam format 
diffset. 
3.. Data node IT-tree 
Data node IT-Tree ini menyimpan infonnasi karakteristik dari setiap node IT-
Tree, sebagai represeotasi mang pencarian dalruu algoritma ini Node IT-tree 
ini pada dasarnya merupakan equivalence class., karakteristik node IT-Tree ini 
yaitu node itu sendiri merupakan sebuahfrequent itemset,. dengan childrennya 
yang masing-masing merupakan itemset tlmgga1 ( 1 -itemset). 
4. Data node ltlltke 
Data node lattice ini menyitnpan infonnasi karakteristik dari setiap node 
frequent closed item .... et lattice, sebagai representasi struktur lattice yang 
merupakan basil dari penggalian ini. Node lattice ini sendiri menq>akan 
sebuah frequent itemset., dan mempunyai parents dan children. 
4.2.1.3. Data luaran 
Data luaran yang dihasilkan berupa daftar frequent c/oj·ed j·et yang sesuai dengan 
spesifikasi minimum support yang ditentukan oleh pengguna Untuk memperjelas 
basil keluaran, dituliskan beberapa informasi yang sesuai, antara lain: karakteristik 
dari tabeJ data masukan., minimum support yang dispesifJkasikan~ dan infoJDJasi 
waktu untuk tnasing-masing proses yang dilakukan dalam perangkat lunak itti. 
Selain ditampilkan dalam antannuka pengguna~ data luaran ini akan disimpan 
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dalam sebuah file teks. Berikut ini dijelaskan tiap-tiap data luaran yang akan 
diberikan kepada pengguna, yaitu: 
a. Nama tabel data transaksi 
Merupakan nama tabel data transaksi yang diberikan oleh pengguna 
b. JumJab transaksi 
Menyatakan banyaknya transaksi yang ada dalam tabeJ data trasaksi 
c.. Jumlah item 
Menyatakan banyaknya item yang tetjadi daJam data t:ransaksi 
d. Jumlah record 
Menyatakan jwnlah record atau baris tabeJ data transaksi 
e. ~mimum support 
Merupakan nilai minimum support yang diberikan oleh pengguna 
f. Durasi pemindaian data 
Menyatakan waktu yang dibutubkan oleh perangkat lunak untuk 
melakukan proses pemindaian dengan pemanggilan method scanning c >. 
g. Durasi penyaringan data 
Menyatakan waktu yang digunakan oleh perangkat lunak untuk melakukan 
penyaringan data berdasarkan nilai tninimwn support yang diberikan 
pengguna. Penyaringan data ini dilakukan dengan pemanggilan method 
Filtering(). 
b. Durasi pengurutao data 
Menyatakan lamanya waktu yang digtmakan tmtuk menjaJankan proses 
pengurutan Item Utama dengan pemanggilan method Ordering Fl(). 
i. Durasi proses penggaliao 
Menyatakan lamanya wal'tu yang digunakan oleh perangkat lunak untuk 
tnelakukan penggalian frequent closed itemset dengau menggunakan 
algoritma CHARM-L. 
j. Daftar Frequent closed itemset 
Merupakan daftar frequent closed itemset yang dibasilkan oleh proses 
penggalian dengan algoritma CHARM-L. Frequent closed itemset ini 
ditampilkan berdasarkau tingkatuya. 
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4.2.2. Perancangan Proses 
Perancangan proses dari perangkat lunak ini digambarkan daJam bentuk data flow 
diagratn atau Diagram Aliran Data (DAD). Diagratn aliran data ini menjelaskan 




Gambar 4.1 DAD level 1 
Diagram mttuk penggalianfrequent closed itemset pada tingkat l dapat dilihat 
pada gambar 4.1. Proses dimulai dengan adanya masukan dari pengguna berupa 
data transaksi yang akan digunakan dan nilai support minimal Selanjutny~ proses 
penggalian fre.quent closed itemset dapat dilakukan. Dari proses tersebut akan 









., .. -- -...... Data Item Utama i / 12 . ..,_ i 
Pengguna ~~Ciosedllemset]__j = L__j 
j \ + ; -
..____ _ ____Jiu ··-•••• ______ .... ··· 
Gambar 4.2 DAD level 2 
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DAD level 2 dapat dilihat pada gambar 4 .2. Pada diagram ini ditunjukkan bahwa 
proses penggalian frequent closed itemset pada tingkat 1 dijabarkan menjadi 2 
buab proses, yaitu proses penyiapan data dan proses utama Proses penyiapau data 
akan merubah data transaksi awal menjadi data masukan yang sesuai untuk proses 
utama. Data yang dihasilkan dari proses penyiapan data ini disimpan dalam basis 
data Item Utama. Basis data inilab yang dijadikan masukan bagi proses utama 
dimana penggalian frequent closed itemset dilakukan berdasarkan permintaan dari 
pengguna. 
Penjabaran yang lebib detil dari proses penyiapau data dapat dilibat pada gambar 
4.3. Proses penyiapan data ini diawali dengan dilakukannya k.oneksi dan query ke 
basis data. Proses query ini dilakukan untuk mencari item-item pada basis data. 
Pada proses pemindaian basis data, basil query dari proses sebelumnya akan 
diproses kemudian disimpan dalant tabel Item_ Utama Tabel inilab yang akan 
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Gambar 4.3 DAD proses penyiapan data level 2 
Proses selanjutnya yang yaitu penggalian frequent c/o.fed ilemset seperti 
ditunjukkan pada gambar 4.4:0 yang tnerupakan penjabaran dari proses utama pada 
level 2. Proses utama ini meliputi proses-proses ini telah dijelaskan pada bah 3. 
Pada DAD proses utama ini terdapat 2 proses yaitu proses pembentukan item 
utama., proses pengurutan item utama dan proses penggalian dengan algoritma 
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CHARM-L. Dengan menggunakan data Itemset dan pennintaan dari pengguna., 
proses pembentukan item utama akan mencari item-item pada basis data itemset 
yang metnenubi nilai support tninimal. Hasil dari proses ini diurutkan terlabib 
dahulu, kemudian basil pengurutan ini akan menjadi masukan pada proses 
pencarianfrequent closed itemset dengan algoritma CHARM-L. Dari proses inilah 
nantinya akan dibasilkan daftar .frequent closed itemset yang memenuhi nilai 
support minimal yang diberikan oleh pengguna. 
Basis Data 
HemUtama 
Gambar 4.4 DAD proses utama level 2 
4.2.3. Perancangan Antarmuka 
Bagian ini menjelaskan mengenai perancangan antarmuka dari perangkat ltmak. 
Struktur rancangan dari peraugkat lmtak ini terdiri dari 5 meuu yaitu mettu 
Connecting, menu Setting, menu Processing, menu Result dan menu Help seperti 






Gambar 4.5 Desain struktur antannuka perangkat 1Wlak 
• Menu Connecting 
Dalam menu ini., pengguna diminta untuk mengisikan parameter-parameter 
yang digunakan uutuk tnelakukan koneksi ke basis data untuk mendapatkan 
data transaksi yang akan diproses. 
• Menu Setting 
Menu ini digunakan peugguua uu.tuk metnilib tabel yang diguuakan sebagai 
data transaksi, beserta kolom transaksi dan kolom itemnya, dan juga uotuk 
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menentukan tempat penyimpanan file yang akan digunakan untuk menyimpan 
keseluruhan basil frequent closed itemset yang dihasilkan. 
• Menu Processing 
Menu ini menampilkan infonnasi mengenai semua parameter yang telah 
dimasukkan oleh pengguna pada menu-menu sebelumnya., dan akan memulai 
proses penggalian frequent closed set jika totnbol Processing ditekan. 
Pengguna juga dapat melihat infonnasi sejauh tnana penggalian telah 
dilal~an dari progress bar di menu ini. 
• Menu Result 
Menu ini menampi1kan basil penggalian .frequent closed itemset beserta 
iufonnasi mengeuai parameter yang telab dimasukk.att oleh penggwta untuk 
memperjelas dari basil keluaran. 
• MeuuHelp 
Menu ini menatnpilkan informasi langkah-laugkah untuk mengguuakan 
perangkat lunak ini. 
43. PEMBUATANPERANGKATLl~AK 
Berdasarkan rancangan yang dibuat, berikut dijelaskan mengenai lingkungan 
implementasi yang digunaka~ implementasi data~ implementasi proses~ dan 
implementasi antarmuka dari penmgkat lunak. 
43.1. Lingkungaa lmplementasi 
lmplementasi perangkat hmak dilakukan menggunakan bahasa penlfograman Java 
dengan kompiler j2sdkl.5.0 _ 02 dan editor Eclipse Platform versi 3.0. 
4.3.2 .. lmplementasi Data 
Pada tahap implementasi data dibagi menjadi tiga bagian., yaitu data masukan., 
data proses, dan data luaran. Setiap bagiau itnplementasi data akan dijelaskan 
pada subbab-subbab berikut. 
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4.3.2.1. lmplementasi Data Masukan 
Berdasarkan raucaugan pada gatnbar 4.1 maka wttuk itnpletneutasi data masukau, 
data dibagi menjadi dua bagian menurut asaJ data, yaitu : 
a Data Masukan Pettggwm 
Data ini merupakan data masukau yang diberikau oleh penggtma ke dalatn 
peraugkat lunak. Data tnasukan yang diperlukau oleb peraugkat luuak dari 
pengguna yaitu data untuk melakukan koneksi basis ~ nama tabeJ basis 
data sebagai swnber data transaksi, data persentase minimum support sebagai 
parameter batasan perangkat luna~ dan data lokasi penyimpanan file keluaran. 
Implementasi keempat. jenis data tersebut ke da1am perangkat lunak dijelaskan 
pada tabel 4.2. 
Tabel4.2 PenjeJasan variabel illltuk data masukan peogguna 
No Varia bel Keterangau 
1 hostTF Text field untuk mengisikan nama komputer 
server basis data 
2 sidTF Text field untuk mengisikan nama basis data 
padaserver 
3 portTF Text field untuk mengisikan port komputer 
server basis data 
4 use rTF Text field Wltuk mengisikan nama pengguna 
server basis data 
5 passTF Text field lUltuk mengisikan kat a .kunci 
pengguna server basis data 
6 tabelCombo Combo box untuk memilib nama tabel yang 
akan digunakan sebagai_ data sumber 
7 itemCombo Combo box untuk memilih nama kolom yang 
akan digunakan sebagai kolom item data 
sumber 
8 tidCombo Combo box untuk memilih nama kolom yang 
akan digtmakan sebagai kolom tid data 
sumber 
9 supportTF Text field untuk mengisikan parameter 
batasan minimum support 
10 fileTF Text field untuk lokasi file keluaran yang 
diinginkan 
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b. Data Masukan Hasil Query Basis Data 
Data ini didapat oleh perangkat lunak setelah mengeksekusi sebuah query ke 
dalam basis data sesuai dengan parameter koneksi basis data yang telab 
diberikan oleh pengguna. Terdapat tiga data masukan basil query, yaitu : 
• {__Juery nama tabel 
Data ini ada1ah data nama tabel yang terdapat pada basis data pengguna. 
Data inilah yang digunakan pengguna untuk memilih nama tabel yang 
akan digunakan dalam proses penggalian itemset. Untuk mendapatkan data 
query ini, perangkat lunak mengeksekusi method getTable o pada kelas 
dataset untuk mendapatkan nilai kembalian berupa String[] yang akan 
menjadi masukan bagi combobox tabelCombo. Implementasi metiKJd ini 
dalam peraugkat lunak ditunjukkan pada gatnbar 4.6. 
1 public String[] getTable {) throws SQLBxception t 
2 rs = stmt.executeQuery("select count(tname) from tab"}; 
3 rs.next(}; 
4 int size= Integer.parselnt (rs.getString ("count (tname)•}}; 
5 rs = stmt.executeQuery(•select * from tab•); 
6 int count = 0; 
7 String [] result = new String [size]; 
8 while (rs.next 0} { 
9 result[count] = rs.qetString("tname"); 
10 count++; 
11 } 
12 return result; 
13 } 
Gambar 4.6 Kode program method getTable 0 
• Query nama kolom 
Data ini adalah nama kolom yang terdapat pada tabel yang dipilih 
pengguoa Data ini digunakan untuk mengambil nama kolom yang akan 
digunakan sebagai sumber data untuk kolom item (combobox IternCombo) 
dan kolom tid (combobox tidCombo). Untuk mendapatkan data set in~ 
perangkat lunak barus mengeksekusi method getTableColumn(), sebingga 
mengbasilkan nilai kembalian berupa string [ J • Implementasi method 
getTableColumn C> ditunjukkan pada gambar 4.7. 
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1 public String [1 getTable<:olumn (String tab name) 
throws SQLException { 
2 rs = scmt.executeQuery(•select *from • +tab name); 
3 int size= rs.getKetaData().getColumnCount();-
4 String [] result= new String [size]; 
5 for (int a=l ; a<=size ; a++) { 
6 rs.next {) ; 
7 result [a-1] = rs.qe~etaData().qetColurunName(a); 
8 
9 rs.close () ; 
10 return result; 
11 
Gambar 4.7 Kode program method getTableColumnO 
• Query data transaksi 
Data ini adalah tabel data trausaksi yang dipilih penggtma. Data ini 
digunakan sebagai masukan untuk proses pemindaian data. Untuk 
mendapatkan data inL perangkat lunak harus mengeksekusi method 
selectTable 0, sebingga mengbasilkan nilai kembalian ben-.pa Resul tset. 
ln1plementasi 111ethod selectTable () ditunjuk.kan pada gambar 4.8. 
1. public Resultset selectTable (String tab field, String tab name, 
String constrain, String order} throws SQLExr-eption { 
2. rs = stmt.executeQuery{"select "+ tab field +" from " + tab name + " 
where "+constrain+" order by"+ order); 
3. return rs; 
4. 
Gambar 4.8 Kode program method selectTable o 
4.3.2.2. lmplementasi Data Proses 
Dalam tnelakukan peuggalian _frequent closed itemset, perangkat lunak ini 
membutuhkan tempat penyimpanan informasi untuk setiap frequent itemset yang 
sedang dienwnerasi Untuk keperluan tersebut. berdasarkan penjabaran pada 
subbab 3 .2, maka dibuat 3 struktur data berdasarkan karakteristik yang diperJukan 
oleh perangkat bm.ak ini, yaitu kelas clsFreqitemset yang menyimpan 
karakteristik tiap-tiap frequent itemset~ kelas clsiTTreeNode yang menyimpan 
karakteristik IT-tree., sebagai ruang pencarian dalam algoritma ~ dan kelas 
clsLatticeNode yang menyimpan tiap-tiap frequent closed itemset yang 
ditemukan oleh perangkat hmak ini dalam stnlktur lottice. 
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Berikut ini akan dijelaskan tnengenai masing-tnasiug kelas struktur data serta 
kegunaannya 
• clsFreqltemset 
Kelas ini digunakan untuk membuat sebuah obyek yang dapat menyimpan 
karakteristik dari sebuah frequent itemset. Karakteristik yang disimpan dalam 
sebuahfrequent itemset yaitu kode itemset (temp_kode), diffset (diffset), support 
(support), level (level)., dan cidset ( cidset ). Untuk setiap itemset yang diproses., 
kode itemset. berfimgsi mltUk menyimpan infonnasi item-itetn yang membentuk 
sebuah itemset, misalnya untuk itemset DC, kode itemset akan berisi {D,f~} dan 
untuk itemset DWC kode itemset akan berisi {D~W,C}. Level itemset menyatakan 
tingkatan dari itemset. Misalnya itemset DC memil.iki level 2 dan itemset DWC 
memiliki level 3. Sedangkan cidset berfungsi untuk menyimpan informasi 
mengenai frequent closed itemset mana saja yang mengandtmg item tersebut 
lmplementasi kelas clsFreqitemset untuk menyimpan sifat-sifat frequent itemset 
ditimjukkan pada gambar 4.9. 
1 class clsFreqitemset{ 
2 private int level; 
3 private BitSet di££set; 
4 private int support; 
5 private BitSet cidset; 
6 private Hashtable temp kode; 
1 -
8 clsFreqitemset() { 
9 } 
10 




Gatnbar 4. 9 Kode program kelas clsFreqitemset 
• dsiTTreeNode 
Kelas ini iligunakan tmtuk membuat sebuab obyek yang menyimpan karakteristik 
dari sebuah node dalam ruang pencarian IT-tree. Variabel yang disimpan adalah 
node itu sendiri dan node childrennya. Node itu sendiri disimpan dalam variabel 
yang diberi tUllna curr _node, sedangkan node children disimpan daJam variabel 
children. Gam bar 4.10 ini menujukkan implementasi kelas clsiTTreeNode tmtuk 
menyimpan node dalam IT-tree. 
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1 class cls!TTreeNode{ 
2 private clsFreq1temset curr node; 
3 private Vector children; -
4 
5 cl siTTreeHode 0 { 
6 } 
7 








Gam bar 4. J 0 Kode program kelas cls ITTreeNode 
• dsLatticeNode 
Kelas ini diguuakan uutuk tnetnbuat sebuah obyek yang tnenyitnpau karakteristik 
sebuab node dalam struktur lattice. V ariabel yang disimpan adalah karakteristik 
node frequent itu sendiri beserta node parents dan childrennya Karakteristik node 
frequent itu sendiri disimpan dalam variabel yang diawali dengan nama 
curr _node-~ node parentsnya dalam variabel parents~ sedangkan node children 
dalam variabel children. Gambar 4.11 ini menujukkan implementasi kelas 
clsLatticeNode untuk menyimpan node lattice. 
1 class clsLatticeNode { 
2 private Vector parents; 
3 private Vector children; 
4 private int curr node level; 
5 private int curr-node-support; 
6 private BitSet curr nOde cidset; 
7 private Hashtable ourr_nOde_kode; 
8 
9 clsLatticeNode() ( 
10 } 
11 
















Gambar 4.11 Kode program kelas clsLatticeNode 
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4.3.2..3. lmplementasi Data Luaran 
Setelab proses penggalian frequent closed itemset selesai, perangkat: lunak itti 
akan memberikan basil penggalian frequent closed itemj·et kepada. penggtma.. 
Untuk keperluan tersebut, tnaka berikut ini dijelaskau tnasing-masing variabel 
data luaran yang digunakan untuk menyampaikan infonnasi basil penggalian 
kepada penggun~ yaitu: 
a. Informasi data transaksi 
Infonnasi data transaksi ini berasal dari pengguna sendiri atau dari basis data, 
dan sebenamya bukan merupakan basil keJuaran dari proses penggaJian 
frequent closed itemset. Infonnasi ini tetap ditampilkan untuk mempeljelas 
basil peuggalian. V ariabel yang menyitnpan infonnasi data transaksi ini yaitu: 
• string set_Table : menyimpan nama. ta.beJ data. transaksi 
• int numberOfTrans : menyimpan nilai banyaknya transaksi daJam tabel 
data transaksi 
• int item_in_process : tneuyimpan nilai banyaknya item dalam tabel 
transaksi 
• int numberOfRecords : menyimpan nilai banyaknya record (baris) tabel 
data transaksi 
• int set_ minsup : meuyitnpan nilai minitnwn support yang 
dispesifikasikan peugguna 
b. Data durasi pemrosesan dan data penggunaan memori 
Data ini memberi infonnasi mengenai durasi dari masing-masing proses yang 
dilakukan sepanjang proses penggalian frequent closed itemset dan infonnasi 
mengenai banyaknya metnori yang digunakan daJam pemrosesan. V ariabel 
yang menyimpan infonnasi data transaksi ini yaitu: 
• string scanTime : menyimpan durasi proses pemindaian 
• string FilterTime : menyimpan durasi proses penyaringan item utama 
• String OrderingTime : menyimpan durasi proses pengurutan item utama 
• string CHARMLTi.me : menyimpan durasi proses penggalian frequent closed 
itemset 
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• int MaxMemUsed 
• int MinMemUsed 
menyimpan nilai penggunaan memori maksimal 
selama perangkat Junak betjalan 
: menyimpan nilai penggunaan memori minimal 
selama perangkat Junak berjalan 
c. Data frequent closed itemset 
Merupakan basil keluaran utama dari proses penggalian ini. Data inilah yang 
yang memuat seluruh frequent closed itemset yang dibasilkan sepanjang 
proses _penggalian., .frequent closed set ini ditampilkan daJam tiap level Data 
frequent closed itemset ini disimpan dalam 2 variabe~ Hashtable Closedset 
yang menyimpan selu.ruh.frequent closed itemset dan ArrayList LookUpLevel 
untuk membantu menampilkan .frequent closed item..~et dalam tiap levelnya 
4.3.3. Implementasi Proses 
Implementasi proses penggalian .frequent closed itemset oleb perangkat Junak 
dibagi menjadi dua bagian sesuai dengan proses yang ada dalam DAD Level 2 
pada gambar 4.3~ yaitu proses penyiapan data dan proses utam~ yang masing-
tnasing dijelaskan dalatn subbab-subbab berikut 
4.3.3.1. lmplementasi Proses Peoyiapan Data 
hnplementasi proses penyiapan data dapat dibedakan tnenjadi 2 proses sesuai 
dengan DAD proses penyiapan data level2~ gambar 4.4, yaitu proses koneksi dan 
query ke basis data transaksi, dan proses pemindaian. 
4.3.3.1.1. Proses koneksi dan query ke basis data transaksi 
Proses penyiapan data dimulai dengan melak:ukan koneksi dan query ke basis 
data Proses query ini bertujuan untuk mencari item-item tunggal pada basis data 
Proses query ini dilakukan dengan pemanggilan method selecTable(), 
implementasi dari method ini dituliskan pada gambar 4.12 
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1. public ResultSet selectTable (String tab field, String tab name, 
String constrain, String order) throws SQLException { 
2. .r::s = stmt.executeQue.r::y('"select "+ tab field +" from " + tab name + '" 
where "+ constrain +" order by .. + order); 
3. return rs; 
4. l 
Gambar 4.12 Kode progrrun method selectTable 0 
4.3.3.1.2. Proses pemindaian 
Proses pemindaian basis data ini dilakukan dengan pemanggilan method 
scanning ( > .Data transaksi basil proses query diproses agar menjadi data masukan 
yang sesuai untuk proses utama kemudian disimpan pada basis data item utama. 
Hal ini dilakukan dengan tujuan menghemat waktu pemindaian, agar penggtma 
dapat rnelakukan proses penggalian frequent clo .. ved item..vet pada sebuab tabel 
dengan parameter miuitnmn support yang berbeda-bed~ taupa perlu melakukan 
petniudaian data berkali-kali. Gambar 4.13 tnenunjukkan itnplementasi dari 
method Scanning() . 
4.3.3.2. lmplementasi Proses Utama 
Implementasi proses utama dapat dibedakan menjadi 3 proses sesuai dengan DAD 
proses utama level 2, gambar 4.4, yaitu proses penyaringan item utama, proses 
pengurutan item utama dan proses pencarian frequent clo..ved itemset d.engan 
aJgoribna CHARM-L 
4.3.3.2.1. Proses penyaringan Item Utama 
Proses ini bertujuan mengambil data basil pemindaian pada tabel Item Utama 
sesuai dengan parameter minimum supJ>Ott, dilakukan dengan pemanggilan 
method filtering<> . Data yang dihasilkan dari proses filtering ini disebut 
sebagai data Item Utama. V ariabel yang disimpan dalam sebuab data Item Utatna 
yaitu variabel level item., nama item, tidset item., dan support item. Data inilab 
akan dijadikau masukan bagi proses penggalian .frequent closed itemset. Kode 






























































dataset oraData =new dataset(}; 
oraData.getConnect(conn_host,conn_port,con~sid,conn_user, 
conn _pass}; 
numberOfRecord ~ oraData.getTableRows(this.set_table); 
numberOfTrans = oraData.getTableRowsDistinct(this.set_TID, 
this.set:_table); 
ResultSet Data= oraData.selectTable{set TID+•, "+set item, 
set_tabl;, set_item+"~lDKEY"); 
boolean str check = true; 
while(Data.next()) { 
int transaksi = Data.getlnt(1); 
Nameitem = Data.getstring(2); 
if (str check==true){ 
tessrxing = Hameitem; 
str_check = false; 
boolean tes = true; 
while (tes==true) { 
if (Nameltem.equals(tesString)) { 
int tesaja = add~maximum bit; 
if {transaksi <{add~maximum bit)) { 
int tenpcount = (int)Math-.:-pow(2, (maxi:mum_bit-1)-
(transaksi-add)); 
count konv ~= tempcowtt; 
supp ~~; tes = false; 
}else{ 
}else{ 
add = add+maximum_bit; 
tesaja = add; 
if (count_konv != 0) inp = (char)count_konv; 
else inp = kosong; 
str = str+inp; count_konv = 0; 
add 0; inp = (char)count konv; str = str + inp; 
oraData. insertbig(level, it;m 'k:e, tesString, str, supp, 
TIDLISTBIG");ite.m_ke item_ke + 1; 
tesStrinq = Nameltem; 
supp = 0; count_konv 0; str ""; 
J 
)//while 
} // while{RS.next()) 
Data.close{}; 
inp = (char) count konv; 
if((int)inp==39) lnp = (char)40; 
str """ str+inp; 
oraData.insertbig(level,item ke,tesString,str,supp,"TIDLISTBIG"); 
item_in_process = item_ke+17 
oraData.closing(); 
oraData = null; 
System.gc(); 
catch(Exception ex} 




Gambar 4.13 Kode program method scanning () 
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1. Vector filtering(int m.insup) f 
2. Vector ItemsetList = new Vector (} ; 
3. ResultSet RS; 
4. int level,indek,support; int kode 65; 
5. String name, Str±ng tid=""; 
6. long len clob; String substr; int bufint=O; String strtemp; 
7. BitSet tempbit =new BitSet(); Integer Int =new Inteqer(O); 
8. 






dataset oraData =new dataset(}; 
oraData.getConnect(conn_host,conn_port,conn_sid,conn_user,conn__pass); 
//setting progressbar 
15. RS = oraData.selectTable("LEVELS,INDEK,NAME,SUPPORT,TIDLISTOl, 
TIDLIST02",.TIDLISTBIG","SUPPORT >= "+this.mintrans, 
"LEVELS, IHDEK") ; 
22. while(RS.next()~ { 
23. tid= .... ; 
24. SwingUtilities.invokeAndWait(rwmer); 
25. int value = tampilan.processBar.getValue(); 
26. tampilan.processBar.setValue(value+l); 
27. int incdif = 1; 
28. Hashtable tempkode = new Hashtable (); 
29. tempbit =new BitSet(); 
30. level = RS.getlnt(l); 
31. indek = RS.getint(2); 
32 • name = RS • getString ( 3) ; 
33. support = RS.getint(4); 
34. String tidl = RS.getString(S); 
35. String tid2 = RS.getSt.ring(6); 
36. if (tid2==null) tid = tid+tidl; 
37. else tid= tid+tidl+tid2; 
38. String kode itemset = ••; 
39. kode itemset = kode itemset+(char) kode; 
40. kode-+=1; -
41. for (int i=O;i< tid. length() ;i++) { 
42. bufint = (int)tid.cha~t{i); 
43. strtemp Int.toBinaryString(bufint); 
44. int dif incdif • this .maximwn bit - strtemp.length 0 ; 
45. for {int mFO;m<strtemp.length()7m++)( 
a. if (strtemp.cha£At(m)=='l') f 




49. tempkode.put (kode itemset, Int); 
50. Item. put (kode_ite1ia:set, name); 
51. clsFreqitemset F.reqltemset = new clsFreqitemset(level, tempbit., 
i. support,new BitSet{),tempkode); 
52. FreqOl.put(kode itemset,Freqltemset); 
53. orderingFl = false; 
54. ltemsetList.add(Freqltemset); 
55. }//while(RS.next()) 
56. RS.close{); oraData.closing(); oraData =null; System.gc{); 
57. }catch(SQLException e) ( 
58. tampilan.errorMsg(new String("Error occured in filtering")); 
59. e.printStackTrace(); 
60. } 
61. return ltemsetList; 
62. }//-----------filtering end----------------
Gambar4.14 Kode program method filtering 0 
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4.3.3.2.2. Proses pengurutan Item Utama 
Proses ini sesuai dengan fungsi pengurutan pada subbab 3.1.2., dan 
diitnplementasikan dalam method orderingFl <>. Petnbentukan F1 dilakukan pada 
baris 3 sampai dengan baris 14 ~ setelah itu dilakukan perhitungan bobot masing-
masing F1 (baris 18-27). Setelab bobot masing-masing Fl telab didapatkan, maka 
Fl diurutkan berdasarkan bobotnya (baris 30-46). Data yang dihasilkan ini 
ntenjadi masukan bagi proses penggalian dengan algoritma CHARM-L. Kode 
program dari method ordering o, ditunjukkan pada Gambar 4.15. 
1. Vector o.rderingVector (Vector Fl) { 
2. II construct F2 
3. Vector InputNext = (Vector) Fl.clone(); 
4. for (int i=O;i< (InputNext.size () -l);i++){ 
5. clsFreqltemset tempOl = (clsFreqitemset)InputNext.elementAt (i); 
6. for (int j=i+l;j<InputNext.size();j++){ 
7. clsFreqlteaset temp02 = (clsFreqltemset) lnputHext.elementAt{j); 
8. Hashtable code temp = (Hashtable)joinCodeitemset 
- (tempOl.getKode(),temp02.getKode() ) .clone(); 






int support_tenq> = count_support(temp01, diff_temp); 
Integer supp temp= new Integer(support temp); 
if (support temp> (mintrans-1)}Freq02.put(code temp,supp temp) ; }/I (j ) - - -
}// ( i ) 
15. // 
16. //===== 
-===construct F2 ends 
===·== count weight of Fl 
for (Enumeration e = FreqOl.keys(); e.hasMoreElements () ; ) 
String FOl = e.nextElement().toString(}; 
int weight = 0; 
for (Enumeration f = Freq02. keys () ; f. hasMor·eElements () ; ) 
Hashtable F2 = (Hashtable)f.nextElement(}; 





















if(F02.contains(F01))weight+= ((Inteqer) Freq02.qet(F2) ) .LntValue(); 
l 
F1Weight.put (F01,new Integer(weight)); 
1 
//=============================== count weight of Fl ends 
II === ordering Vector by weight 
Item £] sorted index= new Item[F1.size()]; 
Vector item ordered =new Vector(); 
for {int i=O; i<Fl.size(); i++) { 
clsFreqitemset temp= (cl.sFreqitemset}Fl.elementAt «i); 
Enumeration e = temp.getKode().keys(); 
while (e.hasMoreElements{)) { 
String item temp= e.nextElement().toStrinq(); int weight temp= 0; 





(( Integer)FlWeight.qet(item_temp) ) .intValue () ; 
.sorted index[i] =new Item(temp, weight_temp); } -
e = null; 
41. Arrays.sort(so.cted index); 
42. for {int i=O; i -<sorted index. length; i++) { 
43. item_ordered.addElement ( (clsFreqitemset)sorted_i~~[i].item); 
44. 
45. return i tern_ ordered; 
46. 
Gat.nbar 4.15 Kode program method OrderingVect-or 0 
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4.3.3.2.3. Proses pencarian FCI dengan algoritma CHARM-L 
Setelah Item Utama telah diurut~ maka proses penggalian frequent closed 
itemset dengan algoritma CHARM-L muJai dilakukan dengan pemanggilan 
method chARML <>. Berdasarkan pseudocode algortima CHARM-L pada gambar 
3.3, maka proses mula-tnula menginisialisasi node awal dari IT-tree sebagai ruang 
pencarian. Node awal inilah yang akan diproses untuk pertama kalinya, dengan 
node chi/drennya merupakau item utama yang telah diurutkan. Selain itu 
dilakukan juga inisialisasi node awal dari lattice yang akan menjadi keluaran bagi 
aplikasi ini. Setelah proses inisialisasi nilai awal selesai, maka proses utama. dalam 
algoritma ini dijalankan dengan pemanggilan method ChARMLextend < > • 
Implementasi dari method ChARKL < > ini dapat dilihat pada gam bar 4.16 
1. void ChARML (Vector f1 ) { 
2. clsiTTreeHode start = new clsiTTreeNode (root); 
3. start.setChild (fl ) ; 
4. clsLatticeNode latt = new clsLatticeNode(root); 
5. ChARHLextend (start, latt); 
6. 1 
Gambar 4.16 Kode program tnetbod ChARML < > 
Proses utama dalam algoritma CHARM-L dijalankan pada method 
ChARMLextend o . Method ini mengambil masukan berupa sebuah node IT-tree 
sebagai implementasi dari kelas prefiks, dan sebuah node lattice sebagai node 
lattice dalatn proses. Pemanggilan method ChARMLextend < > ini bertujuau mttuk 
menilai tiap-tiap kombinasi itemset. yang dihasilkan dalam node IT-tree tersebut 
apakab itetnset tersebut nterupakanfrequent closed itemset atau bukau. 
Dengan /; dan ~ merupakan itemset anak dari node dalam proses=- Wltuk setiap 
itemset /;, masing-masing dikombinasikan dengan itemset berikutnya., ~- Tiap-tiap 
/1 membanglitkan sebuah node~ Pi = P u 1;, yang item anaknya diinisialisasi 
dengan nilai kosong. Kemudian kedua itemset tersebut dikombinasikan untuk 
mendapatkan itemset b~ X x Y, dengan X = ~ dan Y = t(IJ n t(l). Setelah 
itemsetX didapatkan, dicari kondisi mana yang dapat dijalankan berdasarkan sifat 
dasar pasangan itemset-tidset dengan metnanggil method chARM.Lproperty < > • 
52 
Method ChARMLextend < > merupakan implementasi dari pseudocode CHARM-L-
EXTEND pada gambar 3.3. Pseudocode pada gambar 3.3 baris 5 
diimplementasikan pada gambar 4.17 baris 8-23. Method update-C pada 
pseudocode baris 6 diimplementasikan pada gambar 4.18. Pseudocode baris 8 
diimplementasikan pada gambar4.17 baris 25-37. Method CHARM-PROPERTY, 
gatnbar 3.4 baris 13-23 diimpletnentasikan pada gambar 4.19. Pseudocode baris 
10 dan 11 diin1plementasikan pada gam bar 4.17 baris 44 dan 45. 
1. void CbARMLextend(clsiTTreeNode P, clsLatticeNode Lc) « 
2. clsFreqitemset P node= P.qetCurrNode(}; 
3. Vector child P =-(Vector)P.getChild(); 
4. for(int i=O; i<child P.size() ; i++}{ 
5. clsFreqitemset li =-(clsFreqitemset)child_P.elementAt(i); 
6. //----------------------
7 • //Updating cid .••• 
8. 
9. //Updating cid ends •.•• 
10. 11----------------------
11. int level= li.getLevel(); 
12. BitSet cid Pi= (BitSet)li.getCidset().clone(); 
13. if(P node!~root)cid Pi.and(P node.qetCidset()); 
14. clsFreqitemset node-Pi = new-clsFreqitemset () ; 
15. node Pi. setKode ( (Hashtable) joinCodeitemset (li. getKode (), 
- P node. get.Kode (} } • clone 0 } ; 
16. node Pi.setLevel(level+P node.getLevel());-
17. node-Pi.setCidset(cid Pi}; node Pi.setDiffset(getDiffset(P node,li)); 
18. node-Pi.setsupport(count support(P node,li.getDiffset()));-
19. clsiTrreeNode Pi = new clsiTTreeNode(node Pi); 
20. for(int j=i~l ; j<child P.size() ; j~~) l -
21. clsFreqitemset lj = (clsFreqitemset)child_P.elementAt(j); 
22. boolean frequent = false; 
23. //cek F2 frequent pa nggak!!!!!!!!! 
24. if (P node.equals(root) && Freq02.containsKey(joinCode1temset 
- (li.getKode(),lj.getKode()))) t 
25. frequent=true; 
26. }else if(!P node.equals(root)) frequent= true; 
27. if {frequent) { 
28. Hashtable item X= (Hashtable}lj.getKode().clone(); 
29. Bitset diff Y ~ this.qetDiffset(li,lj); 
30. int supp X ;; this. count support (li, diff Y); 
31. Bitset cid x = (BitSet)li.qetCidset().clone(); 
32. cid X.and(lj.getCidset(}); 
33. clsFreqitemset X = new clsFreqitemset(level, diff_Y, supp_X, 
cid_X, item_X); 
34. //CHARM-PROPERTY •••• 
35. 
36. //ends of CHARM-PROPERTY 
37. } 
38. if (node Pi. get Support () >--mi.ntran.s) { 
39. clsLatticeNode Ln = SubsumptionCheckLattGen(Lc1 node_Pi); 





Gambar 4.17 Kode program method ChARMLextend <> 
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=== UPDATE-C = 
1. if(!ClosedSet.isEmpty())( 
2. for (int a=l ; a<.=ClosedSet.size{) 




4. //update child prefiks 
5. boolean masuk = true; 
6. for (Enumeration e= P node.getKode().keys();e.hasMoreElements();){ 
7. if(!closed.containsKey(e.nextElement{))) { 




1? if(masuk && P node.getCidset().length()-1<a){ 
13. P_node.AddCidSet{a); 
14. } 
15. //update child child IT-tree 
16. for (int b=i; b<child P.size() ; b++ ){ 








Gambar 4.18 Kode program method upda tee() 
===== CHARM PROPERTY ===== 
1. if(X.qetSupport() >= mintrans) { 
2. int m i = countK(li,lj); 
3. int m-j; countH(lj,li); 
4. if (m_i 0 && m_j==O) { 
5. II== Property 1 == 
6. P.removeChild(lj);j--; 
7. node Pi.setLevel(lj.getLevel()+node Pi.getLevel()); 
8. node-Pi.setKod.e (this. joinCodeitemset (node Pi.getKode (), 
- (Hashtable)lj.qetKode())); 
9. node Pi.getCidset().and(X.getCidset{)); 
10. }else if(m_i>O && m_j==O}{ 
lL //== Property 2 = 
12. node_Pi.setLevel(lj.getLevel(}+node_Pi.qetLevel()); 
13. node Pi.setKode{this.joinCodeitemset(node Pi.getKode(), 
- (Hashtab]e)lj.getKode())); 
14. node Pi.getCidset().and(X.getCidset()); 
15. )else if(m i==O && m j>O){ 
16. //= Property 3 -
17. P.removeChild(lj);j--; 
18. Pi. addChild (X} ; 
19. Pi. setChild ( ot:deringVector (Pi. getChild () ) ) ; 
20. }else if(m i>O •~ m j>O){ 





Gambar 4.19 Kode program method ChARMpropert.y ( > 
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ChARMLproperty < > bertugas untuk memotong level pencanan dengan cara 
memanipulasi kelas prefiks [P] berdasarkan sifat dasar pasangan itemset-tidset. 
Kelas prefiks ini diimplementasikan sebagai sebuah ITTreeNode. Pemanggilan 
ChARMLproperty O dapat mengubah kelas [P] yang sedang digunakan (Kondisi 1 
dan 3)., mengubah prefix Pi (Kondisi l dan 2), juga dapat menginsertkan IT-pair 
yang barn dibangkitkan pada kelas [P;] (Kondisi 3 dan 4). 
Untuk memeriksa apakab itemset P; yang bam terbentuk merupakan frequent 
closed itemset, maka dilakukan pemanggilan pada method 
SubsumptionCheckLattGen 0 . Method ini mengatnbil masukan berupa sebuah 
itemset dan sebuab lattice node dalam proses. Proses pertama yang dilakukan 
adalah melakukan pemeriksaan apakah itemset tersebut telah termasuk dalam 
frequent closed iten1set yang telah ditemukan sebelwnnya Jika itemset tersebut 
behun termasuk, maka sebuah lattice node barn akan dibentuk dan diinisiaJisasi 
sesuai dengan nilai itemset tersebut. Node lattice bam itu akan ditambahkan 
sebagai node child dari lattice node dalam proses. Kemudian method ini akan 
tnerekonstruksi ulattg struktur lattice yang telah ada agar sesuai dengan 
penambab.au node lattice baru tersebut 
Setelah selesai dengan method subsumptioncheckLattGen, maka semua itemset 11 
telah diproses. Taltap selaujutnya adalah memproses kelas prefiks P; yang baru 
terbentuk secara depth-in-:fir .. Yt dengan melakukan pemanggilan rekursif 
chARMLextend < > . Setelah proses tersebut selesai, maka semua itemset yang 
mengandung itemset P; telah ditemukan, dan proses akan kembali ke awal 
ChARMLextend <) untuk memproses item It berikutnya. 
Method SubsumptionCheckLattGen ( > merupakan implementasi dari pseudocode 
pada gambar 3.5, ditunjukkan pada gambar 4.20. Pseudocode pada gambar 3.5 
baris l diimplementasikan pada gambar 4.20 baris 3-6. Pseudocode baris 2-3 
diimplementasikan pada baris 8-l 0. Pseudocode baris 4-5 diimplemeotasikan pada 
baris 11-19. Pseudocode baris 6 diimplementasikan pada gambar 4.20 baris 21-24. 
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Pseudocode baris 8 diimplementasikan pada baris 28-29. Pseudocode baris 11 
diimplementasikan pada baris 35-36. 




4. Vectors= new Vector(}; 
5. 
6. I /end of qetSupe.rset=-=-=========== 
1. 
8. for (int i=O;i<S . .size() ;i++) t 
9. if(((clsLatticeNode)S.elementAt(i)).getSupport() X.getSupport()) 
10. 
11. clsLatticeNode Ln = new clsLatticeNode (X) ; 
12. count_cid++; 
13. ClosedSet.put(new Inteqer(count cid), Ln); 
14. int lvl = Ln. getLevel (); -




19. Ln. addParent {Lc) ; 
20. 
21. //=======qetSupersetMinimum========================== 
22. Vector Smin == (Vector) S. clone() ; 
23. 
24. //end of qetSupersetKinimumF========================= 
25. 
26. for(int i=O; i<Smin.size() ; i++){ 
21. clsLatticeNode Zmin = (clsLatticeNode)Smin.elementAt (i); 
28. Ln.addChild(Zmin); 
29. Zmin. addParent (Ln) ; 
30. Vector child Zmin = Zmin.getParent.s(); 
return Lc; 
31. for(int j=O ; j<child zmi.n.size() ; j++) { 
32. clsLatticeNode p zmLn = {clsLatticeNode)child Zmin.elementAt(j); 
33. Charsequence p zmin kode = getstring(p Zmin.getKOde()) 
.sllbSequence(O,getString(p_Zmin.getKode()).lenqth()); 
34. if(p_Zmin.qetLeve~()<Ln.qetLevel()&& qetSt.rinq{Zmin.qetKode()) 





40. return Ln; 
41. 
.contains{p_Zmin_kode)) { 
Gambar 4.20 Kode program method SubsumptionCheckLattGen 0 
4.3.4. Implementasi Antannuka 
Pada subbab ini akan dijelaskan mengenai implementasi dari desain perangkat 
lunak secara detail. Perangkat lunak ini dibangun dengan mengimplementasikan 
penggunaan komponen javax.swing pada babasa pemrograman Java. Perangkat 
lunak iui tnembutuhkan iuteraksi pengguna berupa parameter masukan dan 
eksekusi tombol secara bertahap. Untuk mempennudah peogguna dalam 
menjalankan perangkat lunak dengan langkah-langkah yang benar!t maka pada 
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setiap panel dialog disediakan tombol yang akan menuntun pengguna untuk 
melakukan proses selanjutnya. Namun agar perangkat lunak ini lebib interakti( 
maka penggmta juga dapat kembali ke proses sesaat sebelumnya dengan 
mengeksekusi menu-menu yang telah disediakan, tanpa barns mengulang 
pemrosesan sejak awal. 
4.3.4.1. Antarmuka Frame Utama 
Frame utama dalam perangkat lunak ini merupakan tampilan awal yang muncul 
begitu perangkat lunak ini dijalankan. Frame utama ini hanya berisi infonnasi 
mengenai apa fimgsi dari perangkat hmak ini dan kegtmaan dari navigation menu 
yang disediakan. Navigation menu yang disediakan ditampilkan pada gambar 
4.21 , dan penjelasan mengenai masing-masing fungsi dalam navigation menu 
ditampilkan pada Tabel 4.3. Gatnbar 4.22 menunjukkan tampilan dari fratne 
utama~ 
Gambar 4.21 Navigation Menu dari perangkat lunak 
Tabe14 .3 Penjelasan Navigation Menu dari perangkat luuak 
Navigation Menu Penjelasan 
Connection Menu untuk menampilkan dialog C.onnection 
Se ttings Menu tmtuk menampilkan dialog Settings 
Proc essing Menu untuk menampilkan dialog Pr~"ing 
Result Menu untuk menampilkan dialog Result 
He lp Menu untuk menampilkan infonnasi perangkat luuak 
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Data Mining 
Using ChARM-L Algorithm 
The Menus ore : 
Connection :> :> 
Setting connection parameters to connect database 
Settings >> 
Setting application parameters for mining 
Pro€:ess ing >> 
Mining frequent dosed itemset using CHARM·L 
Result >> 
See the frequent dosed itemset mining result 
Created by : Yen 2005 
Gambar 4.22 Antarmuka Fran1e Utama 
4.3.4.2. Antarmu.ka Dialog Connection 
Antannuka diaJog Connection ditunjukkan pada gambar 4.23. Fungsi dari diaJog 
connection ini adalah tmtuk menerima parameter masukan dari pengguna yang 
akan digtmakan sebubtmgan dengan koneksi basis data penggtma. Komponen 
yang terdapat dalam dialog ini meliputi: 
• 2 label yang menunjukkan tipe basis data yang digunakan~ yaitu Oracle 
• 1 label dan 1 textField untuk data masukan nmna kotnputer basis data 
• 1 label dan 1 textField untuk menentukan port yang digunakan pada komputer 
basis data 
• 1 label dan 1 textField untuk data masukan nama basis data yang digunakan 
• 1 label dan 1 textField untuk data masukan nama pengguna 
• 1 label dan 1 passwordField untuk data masukan password pengguna 
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• 1 ton1bol "connecting •.. "yang akan mengeksekusi perintah uotuk melakukan 
koneksi ke basis data sesuai dengan parameter yang te1ab dimasukkan oleh 
peugguna. 
4.3.4.3. Antarmuka Dialog Settings 
Fungsi dari dialog ini yaitn untuk menerima n1asukan pengguoa yang 
berhubungan dengan parameter proses penggalianfrequent closed itemset. Dalam 
dialog ini pengguna juga diminta untuk memasukkan nama dan lokasi untuk file 
tek:s keluaran. Berikut ini dijelaskan masing-masing komponen yang terdapat 
dalatn dialog Settings. 
• 1 label dan 1 combobox uutuk memilib nama tabel dalam basis data yang 
ingin digunakan 
• 1 label dan 1 combobox untuk memilih nama kolom yang akan digunakan 
sebagai kolom transaction id (tid) 
• 1 label dan 1 combobox untuk memilih nama kolom yang akan digunakan 
sebagai kolom item 
• 1 label dan 1 texljield yang digunakan mttuk masukkan parnmeter tninimum 
support yang diinginkan 
• 1 label dan 1 tex{{ield yang diguoakan untuk masukan parameter nama dan 
lokasi file teks basil keluaran. 
• 1 tombot "Browse" yang akan membuka sebuah FileDialog untuk 
mempermudah pengguna dalam menentukan lokasi file keluaran yang 
diinginkan 
• 1 tombol "Next ... '' yang akan memberikan navigasi ke langkah selanjutnya. 
Antarmuka dialog Settings ditunjukkan pada gambar 4.23~ sedangkan FileDialog 
untuk navigasi twna dan lokasi file output ditampi1kau pada gambar 4.24. 
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Table {!)ATA_PAPER 1· 1 
TID [tiD - l· f 
ltem fnEM 1·1 
Minimum Support j~o _____ j % 
Output Filename '-{c_:\_outp__:__u_t .tx_ t _____ ___,! [&;;w~  
Gambar 4.23 Antarmuka Dialog Settings 
Save A~... . ~ . f'1J~j 
S.we in: J · BlueBearXP (C:) 
l Ooc.~and~ 
I Jay~ 
MyRecett t · ()fade 
Doctrnet'U > Program Res 
share 




t . ____ . ..,.__...........,,....,.,....,,..,.....,...,~-.,._..,.,.,_.,,_._~-~~ 




Gambar 4.24 FileDialog untuk memilih nama dan lokasi file output 
4.3.4.4. Antarmuka Dialog Processing 
Fungsi dari dialog Processing ini adalah untuk tnenginfonnasikan pengguna 
kembali n1engenai berbagai parameter yang telah dimasukkan ke dalam aplikasi 
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Dari dialog inilah pengguna dapat mengeksekusi tombol "Process ... " untuk 
mulai menjalankan proses penggalian frequent c/oj·ed item,set. Jika proses 
penggalian telah selesai dilakukan, maka tombol "Process ... " tersebut akan 
digantikan dengan tombol ' 'see Result", yang akan mengarahkan pengguna untuk 
menuju ke tahap berikutnya yaitu melihat basil keluaran. 
Dialog ini terdiri dari 2 panel, yaitu : 
• Panel dataset yang berisi berbagai parameter yang telab dimasukkan oleh 
pengguna 
• Panel proses, yang berisi sebuah progressbar, sebuah totnbol "Process .•. .,, 
dan sebuah tombol ''see Result,. Progressbar ini ditampilkan agar pengguna 
dapat tnelibat sejauh tnana proses penggaliau telab berjalan. 
Gambar 4.25 menoojukkan antannuka Dialog Processing sebelum proses 
penggalian dijalankan, sedangkan gambar 4.26 menunjukkan antannuka setelah 
proses penggalian selesai. 
~D~taset · -~- ------ -----
! 
Host : orange Table : DATA_PAPER 
Port : 1521 TID : TID 
SID : energy Item : ITEM 
Minimum Support ~ 50 % 
Output Filename ~ C~\output,txt 
l 
J 
Gam bar 4.25 Antannuka Dialog Processing- sebe1wn penggalian 
61 
.- o~taset--
l Host : oranoe Port : 1SZ1 
. 
f SID :energy 
Table : DATA_PAPEA 
TlO :TID 
Item :ITEM 
l l Minimum Support :50 % 
L_ O~ut Filename --~:\output.txt __ ..____ 
Process completed 
C See Result; :J 
Gambar 4.26 Antarmuka Dialog Processing- setelah penggalian 
4.3.4.5. Antarmuka Dialog Result 
Dialog ini berisi tentang infonnasi basil keluaran dari proses penggalian frequent 
closed itemset tnining, ditatnpilkan dalam kotnpoueu JTextArea. Dialog iui terdiri 
dari 2 komponen yaitn: 
• 1 textArea yang berfimgsi menampilkan basil proses penggalian 
• 1 tomboJ yang digunakan untuk menutup apJikasi 




inimum Support : SO % [3 transaksi] 
ltfREQUENT CLOSED ITEMSETS >>> C[l] : 1 
Itemset : C, support = 6 
C[2] ; 3 
Itemset : WC, support .. 5 
Itemset: TC, support ... 4 
ltemset : DC, support ""4 
C[3] : 2 
Itemset : AWC, support = 4 
Itemset : OWC, support = 3 
C[4] : 1 
finish , J 
Gam bar 4.27 Antarmuka. Dialog Result. 
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4.3.4.6. Antarmuka Dialog Help 
DiaJog ini berisi infoiiDasi mengenai pembuatan perangkat lunak, antarmuka dari 
dialog ini ditampilkan pada gambar 4.28. 
OK 
. 
Frequent Closed Itemset Mining 
U$ing ChAAM-L 
···---------------------
Perangkat Lunak Tugas Akhir 
dibuat oleh : 
Yenrw Kuml.alof.ati 
Program Studi Sis~m lnformasi 
ITS - Surabaya 




UJI COBA DAN EVALUASI 
S.l. LINGKIJNGAN UJI CODA 
Perangkat keras yang digunakan dalam uji coba mti adalah komputer dengan 
prosesor AMD Atblon XP 21 00+, harddisk 80GB AT A 7200 rpm, dan DDR 
memori sebesar 512MB. Sistem operasi yang digunakan adalah Windows XP 
Service Pack l. Basis data yang digunakan adalah Oracle DBMS versi 8.1. 7. 
5.2. PENGUJIAN DATA KECIL 
Pengujian data kecil ini dilakukan terhadap perangkat lunak deugan masukan 
berupa tabel basis data yang berisi transaksi dalam jumJah kecil DaJam peogujian 
in~ data transaksi yang digunakau sebagai masukan yaitu data transaksi seperti 
yang telab dituliskan dalam tabel 3.1 . Data transaksi tersebut hams disesuaikan 
dulu fonnatnya sehingga menjadi seperti yang telab dituliskan pada tabel 4.1. 
Data transaksi ini akan menghasilkan 7 buah frequent close-t/ itemset seperti yang 
telah ditunjukkan pada gambar 2.1 
Setelah perangkat lunak CHARM-L dijalankan dengan minimum support 50%, 






Jwnl ah Record 
Minimum Support 
>>> 




: 50 !& (3 transaksi] 
FREQUENT CLOSED ITEKSETS >>> 
FCI[1] : 1 
Itemset : c, suppoxt = 6 
FCI[2] : 3 
Itemset : WC, support = 5 
Itemset : TC, support = 4 
Ite.mset : DC, support = 4 
FCI[3] : 2 
Itemset : AWC, support = 4 
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ltemset : DWC, support = 3 
FCI[4] : 1 
I t emset : TAWC, 3Upport = 3 
Hasil tersebut menunjukkan kesesuaian dengan frequent clo .. ved itemset yang 
ditunjukkan pada gambar 2.1. 
5.3. DATA BESAR YANG DIGUNAKAN 
Berikut akan dijelaskan mengenai masing-masing karakteristik data masukan 
yang digunakan dalam pengujian data besar. Selain itu juga dijelaskan cara 
penggunaan perangkat lunak data 
5.3.1. Karakteristik Data Masukan 
Uji coba pada peraugka lmtak ini dilakukat1 terhadap beberapa data sintetis yang 
berbeda. Sebagian dataset yang digu.nakan didapatkan dari FJMJ (Frequent 
Itemset Mining Implementation) Repository l61., sedangkan dataset lainnya 
didapatkan dari pembangkitan data dengan menggunakan data generator yang 
disediakan pada //liMine Project l7J. Pada tabel 5 .l berikut ini diperlihatkan 
karakteristik dari setiap data~ 
Tabel 5.1 Karakteristik data masukan 
Data Record Item Transaksi Rata-rata 
item/transalcsi 
chess 118252 76 3196 37 
mushroom 186852 120 8124 23 
cmmect 2904951 130 67557 43 
pumsb* 2475947 7117 49046 50 
T40I10D100K 3960507 1000 100000 40 
Trans100K 996279 1000 100000 10 
Trans200K 1991009 1000 200000 10 
Trans300K 2986057 1000 300000 10 
Trans400K 3982351 1000 400000 10 
Trans500K 4979533 1000 500000 10 
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5.3.2. Pembangkitan Data Sintetis dengan Data Generator 
Perangkat lunak pembangkit data yang digunakan untuk membangkitkan data 
sintetis dalam pengujian ini yaitu perangkat lunak pembangkit data untuk pola 
asosiasi dau sekueusial yang disediakau oleh //liMine Project f1l_ Perangkat lunak 
ini dapat menghasilkan data large frequent itemset dengan taksonomi maupun 
tanpa taksonomi. Perangkat lunak ini terletak dalam folder 
illimine/packages/association/data_generator/. Dahun ~ ~ltt ini 
digunakan data masukan tanpa taksonomi, sehingga penggunaan perangkat lunak 
tersebut menjadi sebagai berikut: 
bin/assoc_data_generator lit [pilihan] 
Berikut merupakan pilihan parameter yang digunakan wttuk melalrukan 
pembangkitan data tanpa taksono1ni. 
• -ntrans banyaknya_transak.si_dalam_ribuan (default: 1000) 
• -tlen rata-rata item dalam transak.si (default : 1 0) 
• -ni terns banyakuya-item _yang_ berbeda-dalmn-nouan (default : 1 00) 
• -fname <nama file> (basil keluaran berupa namafile.data dan namafile.pat) 
• -ascii ( defimlt : false) 
Perangkat lunak ini tnemmtgkinkan 2 macmn fonnat file data keluaran, fonnat 
biner datt fonnat asci~ berdasarkan pada piliban parameter -ascii ymg 
dispesifikasikan peuggtma. Dahun tugas akhir ini digunakan fonnat ascii mttuk 
data keluaran. Pada file data keluaran dengan fonnat ascii, nilai pertama yang 
keluar adalah nilai banyaknya item dalam transaksi tersebut~ diikuti dengan tiap 
item dalam transaksi yang dituliskan secara tenuut. Setelah itu transaksi 
selanjutnya dituliskan dengan cara yang sama. Dari penjelasan di atas maka 
pemanggilan yang dilakukan untuk membangkitkan data transaksi translOOk 
menjadi sepert berikut: 
bin/assoc_data_generator lit -ntrans 100 -tlen 10 -nitems 1 -ascii 
-fname translOOk 
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Berikut. merupakan 5 transaksi awal dari data trans 1 OOk basil pembangkitan: 
6 77 595 639 858 875 889 
8 149 239 383 529 643 821 832 835 
9 7 25 48 306 477 484 661 679 864 
7 255 486 684 688 700 706 983 
5 480 645 744 924 965 
5.4. PENGlJJIAN DATA BESAR 
Pengujian data besar ini dilakukan untuk: menguji kebenaran dan kehandalan 
perangkat hmak.. Berikut ini dijelaskan masing-masing pengujian yang telah 
dilakukan terhadap perangkat hmak dengan menggunakan data-data di atas. 
5.4.1. Dataset chess 
Dataset itri. merupakan salah satu data yang didapatkan dari FIMI Repository. Data 
ini terdiri dari 3196 transaksi dengan rata-rata panjang transaksi adalah 32 item. 
Pada uji coba ini digunakan data chess sebagai data masukao dengan berbagai 
nilai minimum support dalatn range 70% - 95%. Banyaknya frequent closed 
itemset yang dihasilkan dari proses penggalian ditunjukkan pada gambar 5 .1. 
Waktu proses penggalianjrequent closed item .. \·et ditunjukan pada gambar 5.2. 
5.4.2. Dataset connect 
Dataset ini mentpakan saJah satu data yang didapatkan dari FJMJ Repository., 
nannm dataset ini juga tersedia sebagai dataset contob daJam llliMine Project. 
Data ini terdiri dari 67557 transaksi dengan rata-rata panjang transaksi adalab 43 
item. Pada uji coba ini digunakan data connect sebagai data masuk:an dengan 
berbagai nilai minimum support dalam range 70% - 95°/o. Banyaknya .frequent 
closed itemset yang dihasilkan dari proses penggalian ditunjukkan pada gambar 
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Gambar 5.2 Perbandingan support- waktu komputasi pada chess dan cmmect 
Dari kedua grafiks di atas dapat dilihat bahwa semakin kecil nilai minimum 
support yang diberik~ maka akan didapatkan lebih banyak FCl, dan waktu 
komputasi akan semakin Jama. Untuk uji coba pada chess dengan niJai minimtun 
support 70% dan 75%, terjadi lonjakan waktu komputasi Hal ini disebabkan 
jumlah frequent itemset yang diproses semakin besar, sebingga pemanggilan 
CHARM-L-EXTEND secara rekursif juga semakin banyak. Dari kedua grafiks di 
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atas tampak bahwa pemambahan jumlah FCI berbanding lurus dengan waktu 
yang dibutubkan Wltuk melakukan komputasi. 
5.4.3. Dataset Mushroom 
Dataset ini tnerupakau salab satu data yang didapatkan dari FIMI Repository. Data 
ini terdiri dari 8124 transaksi dengan rata-rata panjang transaksi adalah 23 item. 
Pada uji coba ini digunakan data mushroom sebagai data masukan dengan 
berbagai nilai tninimum support dalatn range 5% - 50%. Banyaknya frequent 
closed itemset yang dihasilkan dari proses penggalian ditunjukkan pada gambar 
5.3. Waktu proses penggalianjrequent closed item .. flet ditunjukan pada gambar 5.4. 
5.4.4. Dataset pumsb* 
Dataset ini men1pakan salab satu data yang didapatkan dari FlAil Repository. Data 
ini terdiri dari 49046 transaksi dengan rata-rata panjang transaksi adalah 50 item. 
Pada uji coba ini digunakan data pumsb* sebagai data masukan dengan berbagai 
nilai minimum support dalam range 25% - 50%. Banyaknya frequent closed 
item.~et yang dihasilkan dari proses penggalian ditunjukkan pada gambar 5.3 
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Gatnbar 5.4 Perbattdingan support - waktu komputasi pada mushroom dan 
pumsb* 
Dari kedua grafiks tersebut tampak bahwa pernambabanjumlah FCI berbanding 
hullS dengan waktu yang dibutubkan untuk melakukan komputasi. 
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Gambar 5.5 Perbandiogan support- jumlah FCI pada T40 dan traoslOOk 
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Dataset ini tnerupakan salah satu data yang didapatkan dari FL\.£1 Repository. Data 
ini merupak:an data transasksi sintetik yang terdiri dari 1 00000 transaksi deogan 
rata-rata panjang transaksi adalab 40 item. Pada uji coba ini dig-malcan data T40 
ini sebagai data masukan dengan berbagai nilai minimum support dalam range 
1.2% - 2'?/o. Banyaknya frequent closed itemset yang dihasilkan dari proses 
penggalian ditunjukkan pada gambar 5.5. Waktu proses pengga)ian frequent 
closed itemset ditunjukan pada gambar 5.6. 
10000 ~-----------------------------~ 
Gambar 5.6 Perbandingan support - waktu komputasi pada T40 dan trans lOOk 
Dari kedua grafiks tersebut menunjukkan bahwa T40, yang rata-rata 
item/transaksinya Jebili panjang daripada trans I OOk, mengbasilkan FCI lebih 
banyak daripada transl OOk pada nilai minimtun support yang sama 
5.4.6. Dataset Trans I OOK 
Dataset ini merupakan saJah satu data. yang dihasilkan dari pembangkitan data 
menggw1akau peraugkat lwlak data generator yang disediakan dalam llliMine 
PrC?ject. Data ini terdiri dari 1 00000 transaksi dengan rata-rata panjang transaksi 
adalah 10 item. Pada uji coba ini digunakan data TranslOOK ini sebagai data 
masukan dengan berbagai nilai minimum support dalam range 0.07% - 2%. 
Banyaknya frequent closed itemset yang dihasilkan dari proses penggalian 
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ditunjukkan pada gambar 5.5 dan gambar 5.7. Waktu proses penggalianfrequent 
closed itemset ditunjukan pada gambar 5.6 dan gambar 5.8. 
5.4. 7. Dataset Trans200K 
Dataset ini merupakan data yang didapatkan dari pembangkitan data dengau 
perangkat lunak data generator dari llliMine Project. Data ini terdiri dari 200000 
transaksi dengan rata-rata panjang transaksi adalah 10 item. Pada uji coba ini 
digtmakan data Trans200K iui sebagai data tnasukan dengau berbagai nilai 
minimum support dalam range 0.075%- 0.5%. Banyakn.yafrequent closed itemset 
yang dihasilkan dari proses penggalian ditunjukkan pada gambar 5.7. Waktu 
proses penggalian./requent closed itemset dittmjukan pada gambar 5.8. 
5.4.8. Dataset TranslOOK 
Dataset ini merupakan salah satu data hasil pembangkitan dangan perangkat lunak 
data generator dari llliMine P~ject. Data ini terdiri dari 300000 transaksi dengan 
rata-rata panjang transaksi adalah 10 item. Pada uji coba ini digunakan data 
Trans300K ini sebagai data masukan dengan berbagai nilai minimum support 
dalam range 0.067%-0.67%. Banyaknyafrequent closed itemsetyang dihasilkan 
dari proses penggalian ditunjukkan pada gambar 5.7. Waktu proses penggalian 
frequent closed itelltset ditunjukan pada gambar 5 .8. 
5.4.9. Dataset Trans400K 
Dataset ini mempakan salah satu data basil pembangkitan dangan perangkat lunak 
data generator dari IlliAfine Project. Data ini terdiri dari 400000 transaksi dengan 
rata-rata panjang transaksi adalah 10 item. Pada uji coba ini digunakao data 
Trans400K ini sebagai data masukan dengan berbagai niJaj minimum support 
dalam range 0.07% - 0.5%. Banyaknya frequent closed itemset yang dihasilkan 
dari proses penggalian ditunjukkan pada gambar 5. 7. Waktu proses penggalian 
frequent closed itemset ditunjukan pada gambar 5.8. 
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5.4.10. Dataset Trans..."ttOK 
Dataset ini merupakan salab satu data basil pembangkitan dangan pernngkat lunak 
data generator dari lllikfine Project. Data itri terdiri dari 500000 transaksi dengan 
rata-rata panjang transaksi adalah 10 item. Pada uji coba ini digunakan data 
Trans500K ini sebagai data masukan dengan berbagai nilai minimum support 
dalam range 0.07% - 0.4%. Banyaknya frequent closed itemset yang dibasilkan 
dari proses penggaJian dinmjukkan pada gam bar 5. 7. W aktu proses penggaJian 
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Gambar 5.7 Perbandingan support- jumlah FCI pada Trans lOOk- Trans500K 
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Dari kedua grafiks pada gmnbar 5. 7 dan gambar 5 .8, tampak babwa pemmubaban 
jumlab FCI juga diikuti dengan penambaban waktu yang dibutubkan tmtuk 
tnelakukan kotnputasi, dan pertumbuban jumlah transaksi tidak terlalu 
mempengaruhi jumlab FCI yang dihasilkan dan waktu komputasi yang 
diperlukan. Dari semua percobaan di atas dapat disimpulkan bahwa penambahan 
jmnlah FCI metnang berbanding ltuus dengan penambahan waktu yang 
dibutuhkan untuk melakukan penggalian. 
Dari basil uji coba yang dilakukan di atas dengan berbagai dataset masukan, 
didapatkan sejlunlah .frequent closed itemset yang bervariasi dalam haJ jumJah dan 
panjangnya. Hal ini bergantung pada karakteristik dataset itu sendiri dan juga 
pada batasan minimum support yang ditentukan. Adapun banyaknya .frequent 
closed itemset yang dihasilkan dari masing-masing dataset berdasarkan nilai 
minimum support tertentu dapat dilihat pada gambar 5. 9 untuk dataset real dan 
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Gambar 5. 9 Distribusi FCI berdasarkan panjang itemset pada dataset real 
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Gambar 5.10 Distribusi FCI berdasarkan panjang itemset pada dataset sintetik 
Dari gatnbar 5.11 tampak bahwa dengan sernakin kecil tninimmn support, tnaka 
grafiks distribusi FCI berdasarkan panjang itemsetnya lebih mendekati distribusi 
dataset tersebut sebenamya Dari gambar 5.9 dan gambar 5.10 tampak babwa 
dataset chess, dataset connect dan dataset pumsb* memiliki kecenderungan 
distribusi yang sama, yaitu distribusinya simetris~ dataset mushroom dan dataset 
T40IlODlOOK memiliki kecenderungan distribusi bi-modaL dan dataset 
Trans) OOK sampai dataset Trans500K memiliki distribusi simpang kanan (right 
skewness distribution). PerJu diingat bahwa dataset TranlOOK sampai Trans500K 
tnetnpunyai karakteristik yang sama kecuali pada jutnlah transaksi Dari sini dapat 
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Gambar 5 .ll Distribusi FCI berdasarkan panjang itemset untuk dataset trans I OOk 
dengan berbagai minimum support 
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S.S. PENGUJIAN UTILISASI MEMORI 
Pengujian ini dilakukan tmtuk melihat utilisasi memori dari perangkat ltmak yang 
telah dibuat Peuggunaau metnori terbesar terjadi pada saat pemindaian basis data. 
Penggunaan memori algoritma CHARM-L ini relatif lebih kecil daripada 
algoritma lainnya karena algoritma CHARM-L hanya me1akukan sekali 
pemindaian ke basis data, selain itu dalam pemrosesannya algoritma CHARM-L 
ini menggtma.kan fonnat diffset yang relatif jauh lebih kecil daripada penggtmaan 
fonnat tidset. Gambar 5.12 dan 5.13 menunjukkan uji coba utilisasi memori tmtuk 
data T40IlODlOOK, dan data TranslOOK sampai Trans500K. 
1~~----------------------------~ 
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Gambar 5.13 Penggunaan memori pada dataset T40 dan TranslOOk 
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Dari uji coba penggunaan tnemori tersebut, ser.nuauya memiliki kecenderungau 
yang sama yaitu penggunaan memori yang meningkat seiring dengan 
berkurangnya minimwn support. Hal ini diakibatkan oleh semakin banyaknya 
frequent itemset yang diproses dan semakin banyaknya frequent closed itemset 
yang dihasilkan sehingga membutuhkan memori lebih besar. Gambar 5.12 
memmjukkan penggtmaan memori untuk pertwnbuban data yaitu jumlah 
transaksi. Dari kelima grafiks tersebut tampak bahwa penggunaan memori tidak 
terlalu bertambah seiring dengan pertumbuhan jumlah transaksi 
Gam bar 5.13 menlUljukkan penggunaan memori lllltuk pertumbuban data yaitu 
panjang item per transaksi. Kedua grafiks tersebut menunjukkan kisaran 
penggw18atl tnemori yang cukup berbeda Dari grafik tersebut dapat diambil 
kesimpulan bahwa pertumbuhan rata-rata item per transaksi berpengarub pada 
penggunaan memori. 
5.6. UJI CODA KEBENARAN 
Untuk menguji kebenaran basil keluaran perangkat lunak ~ dilakukan uji coba 
kebenaran dengan melakukan penggalian terhadap data dengan berbagai 
minimtun support yang berbeda. Selanjutnya basil penggaJian tersebut 
dibandingkan dengan perangkat lunak pembanding, dalam bal ini yang 
dibandingkau yaitu jmnlah keseluruhan FCI basil penggalian dan jmnlab FCI 
untuk tiap levelnya Jika FCI yang didapatkan dari perangkat lunak CHARM-L 
sudab sesuai dengan FCI yang didapatkan dari perangkat lunak pembanding~ 
tnaka proses yang dilakukan sudah benar. Sebagai peraugkat lunak per.nbandiug 
digunakan perangkat lunak: data mining Closet+ yang disediakan dalam 1//imine 
Pr<?ject. Proses pengujian ini akan menggunakan dataset Transl OOK. 
Gambar 5.37 menunjukkan penggalian FCI dengan perangkat lunak CHARM-L 
yang dibangun, dilakukan pada dataset Trans 1 OOK dengan minimum support 
0.1% atau sama dengan 99 transaksi. Pada gambar 5.38 ditunjukkan penggalian 
tmtuk data yang sama dengan nilai support yang sama Kedua gambar tersebut. 
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menunjukkan kesesuaian basil, dengan jumlah seluruh FCI yang dihasilkan adalah 
11710 item. 
!scanning Table : TRANS lOOK 
pumlah Tran>aksi : 98297 
;Mmimum Support : 0.1 OJo [99 transaksi] 
!FREQUENT CLOSED ITEMSETS > > > 
I .... get totat 11710 item FCI 
j FCI[1] : 895 I FCI[2] : 7009 
I 
FCI(3] : 1625 
FCI[4] : 1263 
I FCl(S] : 624 I FCI[6] : 239 l FC1[7] : 51 
~ FCI[8]: 4 
l 
rrime Information > > > 
Gambar 5.14 Penggalian dengan perangkat lunak CHARM-L 
'l 
Gam bar 5.15 Pengga]ian dengan perangkat Iunak closet+ dari llliMine 
Dari tabel 5.2 tampak babwa basil penggalian dengan perangkat lunak CHARM-L 
yang dibuat te1ah sesuai dengan basil penggalian dengan perangkat hmak Closet+, 
sehingga dapat disimpulkan bahwa proses yang dilakukan sudah benar. 
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Tabel5.2 Penggalian untuk dataset Trans lOOK untuk berbagai minimum support 
r.l~p(%)'!: k . " CIIA.BM-L· ·· ... ..,,"' ·;~~· l:t'"''fV!·;;: .~: ·~ ~"1'" ·;~\"'' ,.Min~ Y· . ~· ' 
-:1'etaf'F.CI ~., k ~' ·~ JJCQW .~~ i'T ... JCii o; .,iii~'$' . FCQW~ ... f·'- . r;<; ., r 
l.2 ll80 316 1 316 316 1 316 
0.8 787 465 1 465 465 1 4(~ 
0.4 492 685 1 675 685 1 675 2 10 2 10 
l 895 l 895 
2 7009 2 7009 
3 1625 3 ](125 
0.1 99 11710 4 1263 11710 4 1263 
5 624 5 624 
6 239 6 239 
7 51 7 51 
8 4 8 4 
1 910 J 910 
2 11720 2 11no 
3 3423 3 3423 
4 2622 4 2622 
0.08 79 21756 5 1716 21756 5 1716 
6 897 6 897 
7 371 7 371 
8 92 8 92 
9 5 9 5 
1 921 J 921 
2 15224 2 15224 
3 4937 3 4937 
4 3570 4 3570 
0.07 69 29145 5 2420 29145 5 2420 
6 1314 6 1314 
7 564 7 564 
8 168 8 168 
9 25 9 25 





Bab ini berisi kesimpulan dari tugas akhir yang dibuat berdasarkan basil uji coba. 
Selain itu juga disertakan kemungkinan pengembangan yang dapat dilakukan pada 
tugas akhir ini 
6.1. KESIMPULAN 
Dari basil uji coba perangkat lunak yang telab dilakukan, didapatkan beberapa 
kesimpulan sebagai berikut: 
• Algoritma CHARM-L berbasil diimplemeutasikan untuk menggali frequent 
closed ilemset. 
• Dari basil u~ji coba dapat disitnpulkan babwa parameter minimum support 
mempengaruhi kinerja perangkat lunak Waktu komputasL penggunaan 
memori, dan jumlah frequent clo .. \·ed itemset yang dibasilkan semakin besar 
untuk nilai support minimal yang semakin keciJ. Sebagai contob untuk uji 
coba dengan data sebanyak 100000 transaksi dan jumlah item sebanyak 1000 
buab~ didapatkan babwa untuk minimum support bertmut-twut sebesar 1%~ 
0.75%, 0.5%, 0.25o/o, dibutubkau waktu komputasi berturut-turut sebanyak 56, 
85, 131, dan 942 detik. 
• Penggtmaa11 memori akan semakin besar seiring dengan semakin besaruya 
data transaksi. Sebagai contob, untuk data transaksi sebesar 100000, lUltuk 
nilai support 0.1% penggunaan memori yang terjadi sebanyak 22605 kB 
danuntuk data transaksi sebesar 500000 penggunaan memori yang terjadi 
sebesar 62985 kB. 
6.2. KEMUNGKINAN PENGEMBANGAN 
Pada tugas akhir ini dilakukan pembuatan perangkat hmak penggaJian .frequent 
closed itemset dengan algoritma CHARM-L. Algoritma CHARM-L ini tidak: 
metnbutuhkau tnemori yang besar dalam proses penggaliatmya, lamauya proses 
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disebabkan oleh banyaknya komputasi yang hams dilakukan. Pengembangan yang 
mungkin dilakukan adalah dengan meningkatkan kegunaan dari perangkat Junak 
inL yaitu deugan membangWI peraugkat lWiak lain uutuk menggali kaidab 
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BASIL UJI COBA PERANGKAT LlJNAK 
A.l. HASIL UJI CODA UNTUK DATASET MUSHROOM 











































A.2. BASIL UJI CODA UNTUK DATASET TRANS400K 
miRSUD(%) mintrans time{ sec} mem~ry{kB} TotaiFCI k FCI Lenath[kl 
0.8 3147 66 33095 464 1 827 






























CONTOH KELUARAN PERANGKAT LlJNAK 
B.l . KELUARAN UNTUK BASIS DATA CONTOH 
*************************************************************** 













50 % [3 transaksi] 
FREQUENT CLOSED ITEMSETS >>> 
FCI Length [1] 1 
FCI Length [2] 3 
FCI Length [3] 2 
FCI Length [4] 1 




{A.W. C} 4 
{D,W,C} 3 
{T,A,W,C} 3 





















{7, 52, 58} : 3064 
{40,29,52} : 3144 
{ 7, 2 9, 5 a 1 : 30 68 
{7,29,52} : 3058 
{60,52,58} : 3137 
{7 140, 58} : 3049 
{60,29,58} : 3135 
{1, 40, 52} : 3039 
{60,29,52} : 3125 
{7,40,29} : 3043 
{60,40,58} : 3123 









{7,29,52,58} : 3057 
{7,40,52,58} : 3038 
{ 60, 29, 52, 58} : 3124 
{7,40,29,58} : 3042 
{60,40,52,58} : 3112 
{60,40,29,58} : 3110 
{36,40,29,52,58} 3046 
{60,40,29,52,58} : 3099 
Time Information >>> 
Scanning Time 
Filtering Time 
Ordering Time 
ChARM-L Time 
Memory Usage 
0:0:0:281 
0:0:0:297 
0:0:0:0 
0:0:8:16 
1974.5 kB 
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