Acoustic energy-based source localization has aroused many researchers' interest because of its low cost and easy implementation. In this paper, we focus on the centralized energy-based source localization problem. For the case of known decay factor, a highly nonlinear and non-convex weighted least squares (WLS) problem is formulated. By taking the ratio of received energy and using the first-order Taylor-series expansion, the original WLS problem can be converted to an approximate WLS problem. Then, the semidefinite relaxation (SDR) technique is leveraged to obtain a convex semidefinite program, which can be efficiently solved. For the case of unknown decay factor, a new iterative method is proposed to jointly estimate the source location and the decay factor. In each iteration, a robust weighted least squares (RWLS) problem is formulated and solved to alleviate the model uncertainties introduced by the unknown decay factor. By doing so, the newly proposed iterative method is shown to be robust to the inaccurate initial decay factor estimate. Simulations are conducted to test the performance of the proposed method in both cases, and the results indicate that the proposed method delivers superior performance over several existing methods.
I. INTRODUCTION
With the rapid development of wireless sensor networks (WSNs), more and more possibilities are forged in the applications of smart homes, smart grids, health monitoring, and Internet of Things (IoT) [1] - [4] , where source localization plays a key role. Source localization is typically performed using several kinds of measurements, including time-of-arrival (TOA) [5] - [8] , time-difference-ofarrival (TDOA) [9] - [16] , angle-of-arrival (AOA) [17] , [18] , received-signal-strength (RSS) [19] - [22] , and acoustic energy measurements [23] - [35] . Compared with the others, RSS-based and acoustic energy-based source localization have the features of low communication overhead and computational complexity, which are considered as highlighted advantages in resource constrained WSNs. Hence, intensive research efforts have been devoted to these kinds of source
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Anwar Hossain . localization for locating both single source and multiple sources. In this paper, we focus on the acoustic energy-based localization problem. Acoustic energy measurement model was verified through real experiments in [23] , where a quadratic elimination (QE) method was proposed. Sheng and Hu [24] proposed a maximum likelihood (ML) method to locate multiple sources. The ML problem was solved using iterative algorithms, which have the risk of local convergence due to the nonconvex nature of the ML problem. To avoid this problem, some closed-form solution methods were proposed [25] , [26] . Typically, these methods linearize the nonlinear localization problem, and hence, they are computationally efficient and do not have the local convergence problem. Moreover, theoretical analysis shows that they have the ability of reaching the Cramer-Rao bound (CRB) accuracy. However, their performance is not satisfactory when the noise is large due to the approximation error caused by the linearization. To alleviate this problem, some nonlinear localization methods were proposed. Specifically, the convex relaxation techniques were applied to the non-convex ML or weighted least squares (WLS) problem to obtain convex semidefinite programs (SDPs) or second-order cone programs (SOCPs) [27] - [31] . This kind of methods greatly improves the localization performance when the noise is large, at the cost of slightly higher computational complexity. Besides the centralized methods, where the measurements are collected and processed by a fusion center, there have been some distributed methods, which do not need a fusion center and thus have lower communication overhead and computational complexity [32] - [34] .
In this paper, a novel semidefinite relaxation (SDR) method for energy-based single source localization is proposed. Two cases of known and unknown decay factors are investigated. On one hand, the decay factor can be known by training and estimation in the calibration stage. For this case, we propose a new WLS formulation and apply the SDR technique to relax the WLS problem as an SDP. Obviously, the SDP solves the original WLS problem if the SDR is tight. The newly proposed SDR method is shown through simulations to have a greater probability of tightness. On the other hand, the communication load can be reduced if the calibration is not performed. In such a case, the decay factor is not known. For the case of unknown decay factor, we propose a new iterative method to jointly estimate the source location and the decay factor. Typically, the iterative method is sensitive to the initial estimate of unknown parameters. For the considered problem in this paper, it turns out that the previous iterative methods are very sensitive to the initial decay factor estimate, which even possibly leads to divergence of these methods. In this paper, we aim to develop a robust estimation method that is not sensitive to the initial decay factor estimate. To this end, a robust weighted least squares (RWLS) problem, which utilizes the prior information that the decay factor lies in a given interval, is formulated and iterated. Similar to the known decay factor case, the original RWLS problem is relaxed as a convex SDP in each iteration. The newly proposed iterative method is shown to be not sensitive to the inaccurate initial decay factor estimate, and thus, has significant performance improvement as compared to the previous methods. Moreover, the proposed method has much less iterations, and thus, has a much lower complexity.
To summarize, the main contributions of this paper are twofold.
1. For the case of known decay factor, we propose a new SDR method, which has a greater probability of tightness and better performance.
2. For the case of unknown decay factor, we propose a new iterative method that is robust to the inaccurate initial estimate of the decay factor.
The rest of this paper is organized as follows. The energy decay model is given in Sec. II. Then, the proposed SDR methods for both cases of known and unknown decay factor are presented in Sec. III. The simulation results and the performance comparisons are presented in Sec. IV. Finally, the conclusion is drawn in Sec. V.
The following notations are used throughout this paper. Bold face lower case letters and bold face upper case letters denote vectors and matrices, respectively. A(i, j) represents the (i, j)th element of matrix A, and A(1 : k, j) denotes a vector formed by the elements at rows from 1 to k and column j. a i denotes the ith element of vector a. I k denotes the k × k identity matrix. rank(A) and tr(A) stand for the rank and trace of matrix A, respectively. For matrices A and B, A B means A − B is positive semidefinite.
II. SIGNAL MODEL
A non-logarithmic acoustic energy attenuation model [23] , [24] , [29] , [30] , in which the received energy is inversely proportional to the distance from the source to the sensor, is utilized in this paper. Consider an m-dimensional (m = 2 or 3) source localization system composed of N sensors and one unknown source. Denote the locations of the source and the ith sensor as x and s i , respectively. The received energy at the ith sensor can be expressed as
where g i is the energy gain factor of the ith sensor, P is the power of the source measured at 1 meter away from the source, β is the energy decay factor, and v i represents the measurement noise which follows a zero-mean Gaussian distribution N (0, σ 2 v i ). Since the energy gain factors, i.e., g i (i = 1, . . . , N ), can be simply measured using training data in the calibration stage [23] , [24] , [27] , they are assumed to be known in this paper. Without loss of generality, we consider the localization problem in a 2-D plane. Extension to the 3-D space is straightforward.
Based on (1), a WLS problem with x, P, and β as unknowns can be formulated as [23] , [29] , [30] 
(
It is seen that the unknown x and β appear in the denominator, which implies that problem (2) is highly nonlinear and nonconvex. Note that when β is known, the WLS problem has only two unknowns x and P.
III. NEW SDR METHOD
In this section, we consider two cases when the energy decay factor β is known and unknown, respectively. For the case of known β, we propose a new WLS formulation, which is solved by applying SDR. For the case of unknown β, we propose a new iterative method, where a robust SDP is solved in each iteration. VOLUME 7, 2019 A. KNOWN β According to (1) , the radiation power P can be eliminated by taking the ratio of the received energy
Applying the first-order Taylor-series expansion to lefthand side term, we have
It follows from (4) that choosing the smallest energy measurement as y 1 would lead to smaller approximation error when applying the Taylor-series expansion. Substituting (4) into (3) gives
By defining
Collecting ξ i1 (i = 2, . . . , N ) into a vector ξ = [ξ 21 , ξ 31 , . . . , ξ N 1 ] T , it is easy to see that ξ follows a joint Gaussian distribution since v 1 and v i are independent identically distributed (i.i.d.) Gaussian variables. Assuming that the covariance of ξ is denoted by Q, we have (7) can be written in a vector form:
According to (9) , an approximate WLS problem can be formulated:
Now, by letting g = 1 x−s 1 and y = gx, problem (10) can be equivalently written as
Introducing D = dd T , z = y T , g T , and Z = zz T , we can write the constraints of problem (11) as
where
,
Now, problem (11) can be rewritten as
, a] and the notable equivalences
have been used. Dropping the rank-1 constraints in problem (14), we can obtain a convex SDP
Let D * , d * , Z * , z * denote the solution of problem (16) . According to the definition of Z, we can extract the estimate of x fromx
In order to further improve the estimation performance, the Gaussian randomization (GR) procedure, which has been widely used in the existing methods, is also used in this paper. The Gaussian randomization takes the following steps:
1. Draw I samples x j (j = 1, . . . , I ) according to the Gaussian distribution N (x, Z * (1 : 2, 1 : 2)/Z * (3, 3) −xx T ); 2. For each sample x j , compute the estimate of P, denoted by P j , through linear WLS:
3. Compute the objective values of problem (2) corresponding to {x j , P j } for j = 1, . . . , I . Choose the sample having the minimum objective value as the final solution.
It should be noted that the original solutionx should be included in the I samples to make sure that the performance of the final solution is not worse thanx.
B. UNKNOWN β
In real applications, β is always considered as an unknown parameter which needs to be estimated at the calibration stage using large amounts of training data. To avoid the effort in the calibration stage, we propose to jointly estimate β along with the source location.
Denote γ = 1 β and then take the left-hand side term of (3) as a function of variables {v 1 , v i , γ }. Analogous to the case of known β, applying the first-order Taylor-series expansion to the left-hand side term of (3), we have
where γ 0 = 1 β 0 withβ 0 being an initial estimate of β. By defining
we can write (18) in a more concise form
Collect ψ i1 (i = 2, . . . , N ) into a vector ψ = [ψ 21 , . . . , ψ N 1 ] T . It is obvious that ψ follows a zero-mean Gaussian distribution with covariance E, whose elements are given by:
Furthermore, by defining vectors l = [l 2 , l 3 , . . . , l N ] T , d = [d 2 , d 3 , . . . , d N ] T , and w = [w 2 , w 3 , . . . , w N ] T , (20) can be written into a vector form:
According to (22) , an approximate WLS problem similar to (10) can be formulated: min
Unfortunately, it turns out that problem (23) is very sensitive to the accuracy of γ 0 (and hence,β 0 ). Thus, instead of solving (23), we take γ as a nuisance parameter, and formulate the following worst-case robust problem that is not sensitive to γ : min
where g = 1 x−s 1 and y = gx as defined in the previous subsection.
Typically, β lies in the interval [ 
The constraint (25b) implies that
we have
i.e.,
According to the S-Lemma [36] , (28) holds if and only if there exists a λ ≥ 0 such that
where q = (l − d) T E −1 (l − d) .
Introducing matrices D, Z, and vector z as in (14), problem (25) can be rewritten as
where q in (30) can be written in terms of D and 
After solving (32) , the source location estimate, denoted byx, can be similarly obtained as in (17) .
Once the source location estimate is obtained, we can obtain a linear WLS estimate of the decay factor. Taking logarithm to both sides of (3) gives
where the approximation comes from the first-order Taylor expansion.
It is easy to see that (33) is linear in β when x is known. Substitutingx into (33), we can obtain the linear WLS estimate of β aŝ
where p = ln 
To improve the accuracy of the source location estimate, the above process can be iterated. The steps of the iterations are given below:
Step 1: Randomly choose an initial estimate of the decay factor, i.e.,β 0 , from the interval [2, 4] . Usingβ 0 , solve (32) to obtain the source location estimatex 0 . Set k = 1.
Step 2: Update the estimate of the decay factor using (34) and denote the updated estimate asβ k . Check whetherβ k satisfies thatβ k ∈ [2, 4] . If the condition is not satisfied, then stop; otherwise, go to Step 3.
Step 3: Replace γ 0 with 1/β k to update E, then update the source location by solving (32) , and denote the updated estimate asx k . If x k −x k−1 < or k = K , where is the given precision and K is the given number of the iterations, then stop; otherwise, set k = k + 1 and go to Step 2.
Remark: It turns out that the initial estimate of the decay factor does have some impact on the localization performance in the previous work [29] . However, due to the robustness of problem (24) , the inaccurate initial decay factor estimate has very limited effect on the performance of the proposed iterative method. Simulation results in Section IV show more details.
C. COMPLEXITY ANALYSIS
The worst-case computational complexity of solving the SDP for the case of known decay factor is roughly O(N 4.5 ) [36] . The complexity of the Gaussian randomization process is O(nN ) per draw. Consequently, the overall worst-case complexity of the proposed method for the case of known decay factor is O(N 4.5 + InN ), where I is the number of samples. Similarly, the worst-case computational complexity for the case of unknown decay factor is O(LN 4.5 ), where L ≤ K is the actual number of iterations.
IV. SIMULATION RESULTS
In this section, simulations are conducted to demonstrate the performance of the proposed localization method, where ''New-SDP-w/o-GR'' and ''New-SDP-w/-GR'' are used to denote the proposed method without and with GR. For comparison, the performance of two SDP methods in [29] and [30] is included. 1 The SDP method in [29] is obtained based on the WLS estimator and that in [30] is based on the approximate maximum likelihood estimator (AMLE), and hence, they are denoted by ''WLS-SDP'' and ''AMLE-SDP'', 2 respectively. The CRB is also included as the performance benchmark. All the SDPs are solved using the MATLAB toolbox CVX [37] , where the solver is SDPT3 3 [38] .
Nine sensors are deployed in a 2-D sensor network with their locations given below: The unknown target is randomly chosen from the region of [0, 15] × [0, 15]. Note that it is possible that the source lies outside of the convex hull formed by sensor locations. The energy measurements are generated according to the signal model (1) , where, without loss of generality, the energy gain factors g i are set to g i = 1 (i = 1, . . . , N ), and the noise v i is generated according to the Gaussian distribution N (0,
is related to the Signal-to-Noise Ratio (SNR) through SNR = 10 log 10 P/σ 2 w [23] , [28] , where P = 500 and σ 2 v i = 2σ 4 w i /M with M = 1000 being the number of samples of the acoustic signals. The performance of the proposed method is measured by the root mean square error (RMSE), which is defined as
Here, M c is the number of MC runs, andx m andx are the estimated and true source location in the mth run, respectively. In the simulation, we set M = 3000. In the following, two cases when β is known and unknown are considered to test the performance of the proposed method.
A. KNOWN β
First, we fix β = 2.5 and test the performance as the SNR varies. Fig. 1 shows the simulation results. Generally, the proposed method performs better than the WLS-SDP and AMLE-SDP methods. Even without GR, the proposed method performs much better than the AMLE-SDP method. Moreover, it is clear that the proposed method does not have the convex hull problem, i.e., the proposed method still perform well when the source lies outside of the convex hull of sensor locations. To illustrate the performance improvement of the GR, we show the RMSEs with and without GR in Fig. 2 , where the number of samples used in GR is I = 300. Obviously, the GR greatly improves the performance, which makes the RMSE closer to the CRB, especially when the SNR is large.
In order to show the ability of the proposed method in handling different decay factors, we show in Fig. 3 the RMSEs when β = 2, β = 2.5, and β = 3, respectively. The results show that the larger the decay factor, the worse the localization performance. This is reasonable since the larger the decay factor, the weaker the energy received at the same distance. Interestingly, when β is large, the performance improvement of the GR is minor as compared to the SDP solution. 
B. UNKNOWN β
In this subsection, we test the performance of the proposed method when β is unknown. Like the case of unknown β, we first fix the true decay factor β as β = 2.5 and vary the SNR. In the simulations, we randomly choose the initial estimate of β, i.e.,β 0 , from the intervals [2, 3] and [3, 4] , respectively. Moreover, the maximum number of the iterations is set as K = 30. The simulation results are shown in Fig. 4 , from which we see that the proposed method performs much better than the WLS-SDP method. More importantly, the proposed method is not sensitive to the initial estimates and achieves compatible performance, while WLS-SDP is very sensitive to the initial estimates. Hence, the proposed method not only behaves more robust with regard to the initial value of the decay factor, but also shows superior RMSE performance compared with WLS-SDP. The RMSE of the proposed method is lower than the CRB when the SNR is low. This is due to the fact that the prior knowledge that β ∈ [2, 4] is used in the proposed iterative method. This prior information may improve the estimate of β, which in turn improves the estimate of the source location. By contrast, the CRB is derived without incorporating this prior information, 4 which makes it be possibly higher than the RMSE. In this case, the CRB is no longer a lower bound on the RMSE performance.
In Fig. 5 , the RMSEs versus the number of sensors are depicted when the SNR is fixed at 28 dB. The initial estimate ofβ 0 is randomly chosen from the interval [3, 4] . It is obviously that the performance of the proposed method is still much better than the WLS-SDP method, regardless of how many sensors are used. Similarly, the RMSE is lower than the CRB when the number of sensors is small due to the use of the prior knowledge of β. Finally, a comparison is given to show the advantage of the proposed method over the WLS-SDP method in computational complexity. Considering that the complexities of the proposed method and WLS-SDP are comparable for each iteration, we only show the average number of iterations in Fig. 6 . Generally, the number of iterations used in the proposed method is much smaller than the WLS-SDP method, which indicates great advantage of the proposed method in complexity. Particularly, the number of iterations used in the proposed method is less than 3 on average for the considered SNR range, while that used in WLS-SDP is at least 5, and the advantage is even more notable as the SNR increases.
V. CONCLUSION
In this paper, we have proposed a new SDR method for energy-based single source localization. Both the cases of known and unknown decay factors are investigated. For the known decay factor case, the proposed SDR method is shown to have a greater probability of tightness. For the unknown decay factor case, a robust optimization problem is approximately solved in each iteration, which makes the proposed iterative method not sensitive to the inaccurate initial estimate. Simulation results show that the proposed method has superior performance over the existing methods.
