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Introduction
The modular variety of non singular and complete hyperelliptic curves with
level-two structure of genus 3 is a 5-dimensional quasi projective variety which
admits several standard compactifications. The first one comes from the period
map, which realizes this variety as a sub-variety of the Siegel modular variety
of level two and genus three H3/Γ3[2]. We denote the hyperelliptic locus by
I3[2] and its closure in the Satake compactification by
I3[2] ⊂ H3/Γ3[2].
The hyperelliptic locus has 36 irreducible (isomorphic) components, which cor-
respond to the 36 even theta characteristics. We denote the component of the
characteristic m by
X = I3[2]
m
.
One of the purposes of this paper will be to describe the equations of X in a
suitable projective embedding and its Hilbert function (5.8). It will turn out
that X is normal.
Two further models use the fact that hyperelliptic curves of genus three
can be obtained as coverings of a projective line with 8 branch points. The
level two structure of the curve corresponds to an ordering of these 8 points.
This leads to the configuration space of 8 ordered points on a line. There are
two other important compactifications of this configuration space. The first
one comes from geometric invariant theory using so-called semistable degener-
ated point configurations in (P 1)8. We denote this GIT-compactification by Y .
The equations of this variety in a suitable projective embedding (by so-called
Specht polynomials) are known. For a general approach to the GIT-model
(P1)
n// SL(2) we refer to the paper [HM1], [HM2]. In the special case n = 8
this variety also can by identified with a Baily-Borel compactified ball-quotient
[Ko2].
Y = B/Γ[1− i].
2 Modular forms
We will describe these results in some detail and obtain new proofs including
some finer results for them. We will see for example that the graded algebra
describing (P1)
8// SL(2) is a Gorenstein ring (1.4) and that it describes the full
ring of modular forms of Γ[1 − i] (2.4). This part is essentially due to Kondo
[Ko2], but we can avoid the theory of K3-surfaces which is an essential part of
Kondo’s approach.
The other compactification uses the fact that families of marked projective
lines (P 1, x1, . . . , x8) can degenerate to stable marked curves (C, x1, . . . , x8) of
genus 0.
We use the standard notation M¯0,8 for this compactification. It is known
that M¯0,n for arbitrary n is a smooth and projective fine moduli scheme.
In [Ka] (see also [AL]) it has been proved that the birational map
M¯0,n −→ (P1)
n// SL(2)
is everywhere regular. It is also known that there is natural everywhere regular
map (Torelli map)
M¯0,n −→ Hg/Γg[2] (Satake compactification)
with n = 2g + 2. Hence in the case n = 8 we have a diagram
M¯0,8
}}{{
{{
{{
{{
""E
EE
EE
EE
E
Y //________ X .
The horizontal arrow is only birational but not everywhere regular.
In this paper we find another realization of this triangle which uses the fact
that there are graded algebras (closely related to algebras of modular forms)
A,B such that
X = proj(A), Y = proj(B).
The rational map Y //___ X is induced by a homomorphism of graded alge-
bras
A −→ B.
This homomorphism rests on the theory of Thomae (19th century), in which the
thetanullwerte of hyperelliptic curves have been computed. We use Mumfords
approach [Mu] for the construction of this homomorphism. Using the explicit
equations for A,B we can compute the base locus of Y → X . It turns out to
be the union of 56 P 3 (6.2). Blowing up the base locus we get a projective
variety Y ∗ and a diagram
Y ∗
~~}}
}}
}}
}}
!!C
CC
CC
CC
C
Y //_______ X ,
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where the diagonal arrows are everywhere regular. But the model Y ∗ is sin-
gular. The space Y contains 35 special points (corresponding to non-stable
points in the GIT-model or to the cusps in the ball-quotient model). Their
inverse images in Y ∗ are 35 disjoint rational surfaces. Blowing up them we get
a dominant smooth model Y˜ → Y ∗ and especially a diagram
Y˜
 



  B
BB
BB
BB
B
Y //_______ X .
We will see that Y˜ and M¯0,8 are isomorphic, 6.7. This can be considered as an
explicit description of M¯0,8.
The variety Y˜ gives a correspondence between subvarieties of Y = X¯(8)GIT
and of Y = B/Γ[1− i]. This correspondence explains several combinatorial
similarities between the two models. These similarities can be described best,
if one uses the ball-model to describe Y . The reason is that in the description of
the Siegel and the ball-model the space F62 occurs. In the Siegel case it occurs
as a symplectic space, its elements are so-called characteristics. In the ball case
it occurs as quadratic space. The symmetry of both models can be explained
by the fact that in characteristic 2 the symplectic and orthogonal world come
together. This will be described in the last section.
The second named author is grateful to Corrado De Concini and Shigeyuki
Kondo for helpful and enlightening discussions. He would like also to thank
Herbert Lange and Hanspeter Kraft for bringing his attention to the papers
[AL] and [Ho].
1. The configuration space for eight points on a line
We recall some basic facts about the configuration space of eight points on the
line. With the help of computer computations we get very easy proofs of them
and also some new insight.
We consider the subset
X (8) ⊂ P 1(C)8
of ordered eight tuples of elements of the projective line, which are pairwise
distinct. The elements of P 1(C) can be represented by columns
(
a
b
)
, which are
different from zero and which are defined up to a constant factor. Hence the
elements of X (8) can be represented by matrices
M :=
(
a1 a2 . . . a8
b1 b2 . . . b8
)
.
4 Modular forms
Since SL(2,C) acts on P 1(C), we get an action of SL(2,C) on X (8) by multi-
plication from the left. The configuration space is defined as
X(8) = SL(2,C)\X (8).
We recall that a tableau is a matrix(
i1 . . . i4
j1 . . . j4
)
which contains as entries all digits i, 1 ≤ i ≤ 8, and with the property
i1 < i2 < i3 < i4, i1 < j1, i2 < j2, i3 < j3, i4 < j4.
There are 105 tableaux. The tableau is called standard if in addition j1 < j2 <
j3 < j4. There are 14 standard tableaux:(
1 2 3 4
5 6 7 8
) (
1 2 3 5
4 6 7 8
) (
1 2 3 6
4 5 7 8
) (
1 2 3 7
4 5 6 8
)
(
1 2 4 5
3 6 7 8
) (
1 2 4 6
3 5 7 8
) (
1 2 4 7
3 5 6 8
) (
1 2 5 6
3 4 7 8
)
(
1 2 5 7
3 4 6 8
) (
1 3 4 5
2 6 7 8
) (
1 3 4 6
2 5 7 8
) (
1 3 4 7
2 5 6 8
)
(
1 3 5 6
2 4 7 8
) (
1 3 5 7
2 4 6 8
)
To each tableau one associates the expression
D(M) =
4∏
ν=1
(aiν bjν − ajν biν ).
This leads to the so-called Specht polynomial
D
(
1 . . . 1
X1 . . . X8
)
= (Xi1 −Xj1)(Xi2 −Xj2)(Xi3 −Xj3)(Xi4 −Xj4).
The space generated by all the 105 Specht polynomials has dimension 14. A
basis is given by the Specht polynomials of the standard tableaux. We denote
them by Y1, . . . , Y14 in the above ordering. It is clear that these polynomials
define a holomorphic map
X(8) −→ P 13(C).
It is easy to check and well-known that X(8) →֒ P 13 is a smooth embedding.
We denote by X¯(8) the closure of the image of X(8) in P 13(C). Hence
X¯(8) = projC[Y1, . . . , Y14]/J ,
where J is the ideal of relations between the Specht polynomials. The ideal J
can be computed by elimination: Consider the polynomial ring in 28 variables
C[X1, . . . , X14, T1, . . . , T14] and the ideal generated by the relations Ti − Yi
(1 ≤ i ≤ 14). Then J is the intersection of this ideal with C[Y1, . . . , Y14]. With
computer algebra one can verify now*) a slightly modified result of Koike [Koi]:
*) The computer algebra calculation has to done over the field Q instead C,
which is sufficient.
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1.1 Lemma (Koike). The ideal J is generated by the polynomials
J1 = Y9Y13 − Y8Y14
J2 = Y2Y12 − Y3Y12 − Y5Y12 + Y6Y12 − Y1Y14 + Y3Y14 + Y5Y14 − Y7Y14−
Y8Y14 + Y9Y14 − Y11Y14 + Y13Y14
J3 = Y7Y11 − Y6Y12
J4 = Y4Y11 − Y3Y12 − Y4Y13 + Y3Y14
J5 = Y2Y11 − Y5Y11 − Y3Y12 + Y6Y12 − Y1Y13 + Y5Y13 − Y7Y13 + Y3Y14−
Y11Y14 + Y13Y14
J6 = Y7Y10 − Y9Y10 − Y5Y12 + Y5Y14
J7 = Y6Y10 − Y8Y10 − Y5Y11 + Y8Y11 − Y9Y11 + Y5Y13 − Y6Y13 + Y6Y14
J8 = Y4Y10 − Y9Y10 − Y3Y12 − Y5Y12 + Y6Y12 − Y4Y13 − Y1Y14+
Y3Y14 + Y4Y14 + Y5Y14 − Y7Y14 + Y10Y14 − Y11Y14 + Y142
J9 = Y3Y10 − Y8Y10 − Y5Y11 + Y8Y11 − Y9Y11 − Y3Y12 + Y6Y12 − Y1Y13+
Y5Y13 − Y7Y13 + Y10Y13 − Y11Y13 + Y3Y14 + Y13Y14
J10 = Y2Y7 − Y3Y7 − Y1Y9 + Y3Y9 − Y9Y11 − Y5Y12 + Y6Y12 + Y5Y14−
Y7Y14 + Y9Y14
J11 = Y4Y6 − Y3Y7 − Y4Y8 + Y7Y8 + Y3Y9 − Y6Y9 − Y7Y13 + Y6Y14
J12 = Y2Y6 − Y3Y7 − Y1Y8 + Y3Y9 − Y5Y11 − Y9Y11 + Y6Y12 + Y5Y13−
Y7Y13 + Y8Y14
J13 = Y4Y5 − Y3Y7 − Y4Y8 + Y7Y8 − Y1Y9 + Y3Y9 + Y4Y9 − Y7Y9 − Y9Y11−
Y5Y12 + Y6Y12 − Y7Y13 + Y5Y14 + Y9Y14
J14 = Y3Y5 − Y3Y7 − Y1Y8 + Y3Y9 − Y5Y11 − Y9Y11 + Y6Y12 + Y5Y13−
Y7Y13 + Y8Y14
We want to describe the boundary X¯(8) − X(8). Koike compares X¯(8) with
a certain ball-quotient. This relies to a paper of Kondo who identifies the
Satake compactified ball-quotient with the GIT-compactification of X(8). Since
Kondo’s argument is not completely correct (s. section 2), we give here in some
detail a self contained complete description of X¯(8). We need some results
from geometric invariant theory which gives the so-called GIT-compactification
of X(8).
Recall that this is a certain projective variety projRG. Here R is the graded
algebra R =
∑
∞
n=0Rn, where Rn denotes the space of all polynomials in the
entries of a 2 × 8-matrix M which are homogenous of the same degree n in
each column of M . Hence proj(R) = P 1(C)8. There is a natural action of the
group G = SL(2,C) on R. The ring of invariants RG is finitely generated. One
defines
X¯(8)GIT := proj(RG).
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Recall that a point from P 1(C)8 is called semistable, if there is some ele-
ment from RGn , which doesn’t vanish on it. The set of all semistable points
P 1(C)8ss ⊂ P
1(C)8 is a G-invariant Zariski open subset. There is an obvious
map P 1(C)8ss → X¯(8)
GIT and this is a categorical quotient. Since we are in a
geometric situation, this map is surjective.
It is known that a point in P 1(C)8 is semistable if and only if not more then
4 of its components can agree. From this description it follows that the Specht
polynomials don’t have a joint zero. Hence we have a map P 1(C)8ss → X¯(8)
and from the universal property we get a map
X¯(8)GIT −→ X¯(8).
We will see that this is a biholomorphic map. This actually follows from a
known theorem from Kempe, s. [HM1], [HM2]:
The ring RG is generated by its elements of degree one. (These are the Specht
polynomials).
We don’t need to use this theorem. We will obtain is as consequence of a
sharper result which seems to be new (1.4).
First of all one sees from the description of the semistable points that the
irreducible subvarieties of dimension 4 of the boundary X¯(8)GIT−X(8) are de-
fined by the subsets of P 1(C)8 where two points agree. Hence these irreducible
subsets perform one orbit under the group S8. It follows that the boundary
X¯(8)−X(8) also contains at most one orbit of irreducible subvarieties of dimen-
sion 4. It is really one orbit, since one can check easily by means of computer
algebra that the subvariety defined by J9 = J10 = J11 = J12 = J13 = J14 = 0
is of dimension 4. It is easy to exhibit a special point in this subvariety which
is smooth in the whole X¯(8). Hence we see:
1.2 Lemma. The ring C[Y1, . . . , Y14]/J is regular in codimension one.
Another calculation with computer algebra gives an explicit minimal resolution
of this ring:
1.3 Lemma. Let A be the polynomial ring C[Y1, . . . , Y14] The minimal
resolution of the ring B := C[Y1, . . . , Y14]/J is of the form
0→ A1 → A14 → A175 → A512 → A700
→A512 → A175 → A14 → A1 → B → 0.
Corollary. The ring B is a Cohen Macauley ring, even more, it is a Gorenstein
ring.
Using Serre’s criterion for normality we get now:
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1.4 Theorem. The ring C[Y1, . . . , Y14]/J is a normal Gorenstein ring.
Corollary 1 (Kempe). This ring agrees with the full ring of invariants RG
which hence is generated by the elements of lowest degree (hence by the Specht
polynomials).
Corollary 2 (Kempe). The map
X¯(8)GIT
∼
−→ X¯(8)
is biholomorphic.
We want to point out that Kempe’s result has been generalized in [HM1] and
[HM2] to point configurations of an arbitrary number of points in the projective
line.
From the computation of the resolution one can also read off:
1.5 Theorem. The Hilbert function of RG ∼= C[Y1, . . . , Y14]/J is
∞∑
n=0
dimRGn t
n =
1 + 8t+ 22t2 + 8t3 + t4
(1− t)6
= 1 + 14t+ 91t2 + 364t3 + 1085t4 + 5719t6 + · · ·
This formula is in concordance with other formulae in literature. Howe [Ho]
for example gives
dimRGn =
n5 + 5n4 + 11n3 + 13n2 + 9n+ 3
3
,
which is obviously the same. The fact that Howe’s formula is true for all n,
reflects that RG is Gorenstein.
Another remarkable formula has been communicated to us by De Concini
dimRGn =
∑
i1+2i2+...+nin=4n
(
8
i1
)(
8− i1
i2
)(
8− i1 − . . .− in
in
)
−
∑
i1+2i2+...+nin=4n−1
(
8
i1
)(
8− i1
i2
)(
8− i1 − . . .− in
in
)
8 Modular forms
2. A ball quotient
The ring C[Y1, . . . , Y14]/J of the previous section turns out to be the ring
of modular forms on a certain ball quotient. This is related to the fact that
X¯(8) is isomorphic to a Baily-Borel compactified ball-quotient. These results
are essentially due to Kondo [Ko2]. Here we amend and extend some of his
arguments.
The configuration space of 8 points on a line is related to the even lattice
L = U ⊕ U(2)⊕D4(−1)⊕D4(−1).
Here as usual U = Z2 with the quadratic form x1x2 and
D4 =
{
(x1, x2, x3, x4) ∈ Z
4; x1+ · · ·+x4 ≡ 0mod2
}
, q(x) = x21+ · · ·+x
2
4.
The notation M(m) means that one takes the same abelian group M , but the
quadratic form is multiplied by m. Hence U ⊕ U(2) = Z4 with the quadratic
form x1x2 + 2x3x4. The discriminant group L
′/L is isomorphic to F62. The
isomorphism can be chosen such that the diagram
L′/L
q
−→ Q/Z
↑ ↑
F
6
2 −→ F2
(x1, . . . , x6) 7−→ x1x4 + x2x5 + x3x6
commutes. Here F2 is embedded into Q/Z by sending 0 7→ 0 and 1 7→ 1/2. It
will be basic for us that the orthogonal group (so-called even type) O(F62) is
isomorphic to the symmetric group S8. We choose an isomorphism
S8
∼
−→ O(F62).
A natural concrete construction of such an isomorphism will be given in section
4. At the moment the choice is not important.
We now describe a certain graded algebra, which is related to O(F62). This
is the third member of a a sequence of algebras related to O(F2m2 ) [FS]. We
recall very briefly its definition. We attach to each maximal totally isotropic
subspace I ⊂ F2m2 (of dimension m) a variable XI and we consider the subring
Rm := C[. . .XI −XJ . . .]
of the polynomial ring C[. . .XI . . .] in all these variables. We define an ideal
Im ⊂ Rm. It is the sum of a linear part and a quadratic part,
Im = I
lin
m + I
qua
m .
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We first define the linear part: For this we need the characteristic function
χI : F
2m
2 −→ C
of a maximal totally isotropic subspace. Let A ⊂ F2m2 be a totally isotropic
subspace of dimension m− 2. There are 6 maximal totally isotropic subspaces
I1, . . . , I6 containing A. Their ordering can be chosen such that
(χI1 − χI2) + (χI3 − χI4) + (χI5 − χI6) = 0.
The linear part I linm then is generated by all
(XI1 −XI2) + (XI3 −XI4) + (XI5 −XI6).
Next we define the quadratic part: Again we consider a totally isotropic sub-
space A ⊂ F2m2 of dimensionm−2 and the 6 maximal totally isotropic subspaces
I1, . . . , I6 containing it. After a suitable choice of their ordering the relation
(χI1 − χI2)(χI1 − χI4) = (χI3 − χI6)(χI5 − χI6)
holds. The quadratic part Iquam of the ideal is generated by all
(XI1 −XI2)(XI1 −XI4)− (XI3 −XI6)(XI5 −XI6).
The ring Rm/Im seems to be very interesting. For example the cases m = 5
and m = 6 are related to Enriques surfaces. Here we are interested in the case
m = 3.
First of all one computes that a linear combination
∑
V CVXV is in the
ideal I3 if an only if
∑
V CV χV = 0. The dimension of the space generated by
all χV −χW can be computed and it is 14. Hence R3/I
lin
3 is a polynomial ring
in 14 variables. THe group O(F62) acts on this ring. The action comes from an
irreducible linear representation on the lowest degree part. Since the subgroup
of index two A8 ⊂ S8 admits only one irreducible representation of dimension
14, we obtain an essentially unique A8-equivariant isomorphism
R3/I
lin
3 −→ C[Y1, . . . , Y14],
where on the right hand side we have the ring of section one. It turns out to
be O(F62) = S8-equivariant. Now a concrete check shows that the quadratic
relations go to 0. Hence we get a homomorphism
R3/I3 −→ C[Y1, . . . , Y14]/J .
It is no problem to check by a concrete calculation:
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2.1 Theorem. The homomorphism
R3/I3 −→ C[Y1, . . . , Y14]/J
is an O(F62)
∼= S8-equivariant isomorphism.
Corollary. The ring R3/I3 is a normal ring of Krull dimension 5.
We want to mention that the dimension of Rm/Im is unknown for m > 3.
The ring R3/I3 is related to modular forms [FS]: There is a subgroup of
index two of O(L⊗Z R), which doesn’t contain the reflections along vectors of
positive norm. Its intersection with O(L) is denoted by O′(L). The discrimi-
nant kernel is
ΓL = kernel(O
′(L) −→ O(L′/L)).
The Borcherds additive lifting attaches to each maximal totally isotropic sub-
space a modular form [FS]. This gives a homomorphism
R3/I
lin
3 −→ A(ΓL),
where A(ΓL) denotes the ring of modular forms with respect to ΓL. It is possi-
ble to derive certain quadratic relations [FS]. Kondo derived quartic relations
but Koike [Koi] pointed out that they are consequences of quadratic relations.
These relations can be explained naturally ba means of the theory of Borcherds
products: To explain this, we have to recall the notion of a star [FS].
2.2 Definition. A star S is a set of 4 anistropic vectors in F6 which is a
coset of a 2-dimensional totally isotropic space.
(Kondo considers instead of stars “maximal totally singular subspaces”. They
are in one-to one- correspondence with the stars. The set of anisotropic el-
ements of such a space is a star and this gives a one-to-one correspondence
between stars and maximal totally singular subspaces.) To every star a certain
Borcherds product can be associated. To explain this we have to recall how
to associate to an element α ∈ F62 of non-zero norm a certain Heegner divisor
Hα on the symmetric domain which is associated to O(L). Recall that the ele-
ments of this symmetric domain can be considered as two dimensional positive
definite subspaces of L ⊗Z R. Then Hα consists of all such subspaces, which
are orthogonal to some
δ ∈ L∗, (δ, δ) = −1, δ over α.
If S is star, we denote by HS the union of the four Hα, α ∈ S. The basis
fact is that the additive lift space contains for every star S a form fS, whose
zero divisor contains HS . Since there is also a Borcherds product of the same
weight with this property, the zero divisor equals HS . From this it is possible
to derive directly quadratic relations [FS] and to prove:
§2. A ball quotient 11
2.3 Lemma. The Borcherds additive lifting gives a homomorphism
R3/I3 −→ A(ΓL).
Of course this homomorphism is not an isomorphism, since the left hand side
has Krull dimension 6 and the right hand side has Krull dimension 11. The
picture remedies if one intersects ΓL with a certain unitary group:
The lattice L admits a complex structure. We follow Kondo’s description
[Ko2]. For this one uses the isomorphism Z4 → Z4 defined by the matrix

−1 0 2 0
0 1 0 2
−1 0 1 0
0 −1 0 −1

 .
This is an isometry
ρ1 : U ⊕ U(2)
∼
−→ U ⊕ U(2)
We also use the isometry
ρ0 : D4
∼
−→ D4, (x1, x2, x3, x4) 7−→ (x2,−x1, x4,−x3).
The direct sum ρ := ρ1 ⊕ ρ0 ⊕ ρ0 defines an isometry
ρ : L
∼
−→ L.
Since ρ2 = − id we get a structure as Z[i] module on L by defining
ia := ρ(a).
One has L ∼= Z[i]6. We denote by (a, b) = q(a+b)−q(a)−q(b) the real bilinear
form on L. Because of (a, ρ(a)) = 0 the pairing
2〈a, b〉 := (a, b)− i(a, ib) (=⇒ 2〈a, a〉 = (a, a)).
is a hermitian form of signature (1, 5). Notice that we take hermitian forms to
be C-linear in the second variable. Let U(L, 〈·, ·〉) denote the unitary group.
We set
Γ := O′(L) ∩ U(L, 〈·, ·〉), Γ[1− i] := ΓL ∩ U(L, 〈·, ·〉).
The natural homomorphism
Γ/Γ[1− i] −→ O′(L)/ΓL −→ O(F
6
2)
∼= S8
is still an isomorphism.
We denote by B the associated complex five dimensional ball. It can be
considered as the set of positive definit one-dimensional complex subspaces of
L⊗Z R. We can intersect the Heegner divisor Hα with the ball:
Bα := Hα ∩ B.
The group Γ acts on B and one can consider the graded algebras of modular
forms A(Γ[1 − i]). There is a natural restriction homomorphism A(ΓL) →
A(Γ[1− i]). Together with 2.3 we get a homomorphism R3/I3 → A(Γ[1− i]).
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2.4 Theorem. The homomorphism
R3/I3 → A(Γ[1− i])
is an isomorphism. Hence this ring of modular forms is generated by 14 modu-
lar forms with 14 defining quadratic relations. The dimension formula is given
by 1.5.
Corollary. There is an induced biholomorphic map
X¯(8) −→ B/Γ[1− i],
where the right hand side denotes the Baily-Borel compactification.
This result can be found in Kondo’s paper [Ko2]. But the proof is not con-
vincing. Kondo constructs by means of the theory of K3-surfaces a period
map X(8) −→ B/Γ[1− i]. Then he wants to use an extension theorem of Borel
to extend it to the compactifications. This extension theorem of Borel states
essentially that a holomorphic map of a punctured disk into an arithmetic
quotient D/Γ extends to a holomorphic map of the full disk to the Satake com-
pactification. The theorem of Borel requires that Γ is torsion free. Otherwise
it is false as for example SL(2, Z) shows. Also Γ[1− i] can be taken as counter
example.
The group Γ[1 − i] is not torsion free. If r is an element with 2〈r, r〉 =
(r, r) = −2 then the complex reflection
x 7−→ x+ 2〈x, r〉x = x+ (x, r)x− i(x, ir)x
is contained in Γ[1−i]. These reflections are related to the divisors Bα = Hα∩B.
By definition this divisor consists of all z ∈ B such that
(δ, z) = (δ, iz) = 0 for all δ ∈ L∗, (δ, δ) = −1, over α.
Using the hermitian form this is equivalent to 〈δ, z〉 = 0. This we can rewrite
as
〈r, z〉 = 0, r := (1− i)δ.
Obviously r ∈ L and 〈r, r〉 = −1. This shows that Bα is the fixed point set of
a reflection inside Γ[1− i].
2.5 Remark. The zero divisor of the restriction FS = fS|B of the star
modular form is contained in the ramification divisor of the projection B →
B/Γ[1− i].
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Because of the ramification the star modular forms FS, restricted to the ball,
vanish at Bα, α ∈ S of order two. The ramification makes another correction
in [Ko2] necessary. It is possible to take a holomorphic square root GS of FS .
These forms are modular forms with characters. Hence for two stars S1, S2 the
quotient GS1/GS2 is not invariant under Γ[1−i]. The stars and the tableaux are
in 1-1 correspondence [Ko2]. Denote by τ1, τ2 the tableaux which correspond
to S1, S2 and by µτ1 , µτ2 the corresponding Specht polynomials. Kondo claims
GS1/GS2 = µτ1/µτ2 (s. the two lines before theorem 7.6 in [Ko2]). The correct
equation is
FS1/FS2 = µτ1/µτ2 .
The point is that the pole- and zero orders of FS1/FS2 considered as functions
on the quotient B/Γ[1− i] are only one and not two.
Proof of theorem 2.4. From the description of the zeros of the FS it follows
that they have no common zero on the Baily-Borel compactified ball quotient.
Hence one obtains a finite map
B/Γ[1− i] −→ proj(R3/I3).
Since R3/I3 is normal, one has only to show that this map is generically injec-
tive. This follows from Kondo’s comparison from X(8) and B/Γ[1− i] by means
of K3-surfaces. It can also be proven directly using the methods of [FS]. In this
way one can avoid the use of K3-surfaces. (It depends on the situation and
also on a question of taste whether one wants to apply the theory of moduli to
the theory of modular forms or conversely.)
3. Siegel modular forms of genus three
Let
Hg =
{
Z ∈ C(g,g); Z = tZ, ImZ > 0
}
be the Siegel half plane of genus g and
Γg[q] = kernel
(
Sp(g,Z) −→ Sp(g, Z/qZ)
)
the principal congruence subgroup of level q in the Siegel modular group Γg :=
Γg[1]. It acts on Hg by the usual formula MZ = (AZ +B)(CZ +D)
−1. The
quotient Hg/Γg[q] is, by a well-known theorem of Baily, a quasi projective
variety. We denote by Hg/Γg[q] its Satake compactification. This is related to
the algebra of modular forms
A(Γg[q]) =
∞⊕
r=0
[Γg[q], r],
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where [Γg[q], r] denotes the vector space of modular forms of weight r. These are
holomorphic functions f : Hg → C with the transformation property f(MZ) =
det(CZ +D)rf(Z) for all M ∈ Γg[q] (and a regularity condition at the cusps
in the case g = 1). Then one has
Hg/Γg[q] ∼= proj(A(Γg[q])).
We denote by Jg ⊂ Hg the set of all matrices which are period matrices of
hyperelliptic (non-singular projective) curves. Then
Ig[q] = Jg/Γg[q]
is a quasi projective subvariety. The variety Ig[1] is the modular variety of
hyperelliptic curves. The closure
Ig[q] ⊂ Hg/Γg[q]
is one of its compactifications we have to consider.
For g ≥ 3 and q ≥ 2, Ig[q] is reducible. The number of reducible components
of Ig[2] is
22g
2+g
g∏
k=1
(1− 2−2k)/(2g + 2)!,
cf. [Ts] and it is the same for all even q. To describe the irreducible components
we have to recall the thetanullwerte which for arbitrary g are defined by
ϑ[m] =
∑
n∈Zg
epii
(
Z[n+m′/2]+(n+m′/2)′m′′
)
, m =
(
m′
m′′
)
.
Here m′, m′′ are columns in Zg. Up to the sign they depend only on m′, m′′
mod 2. They vanish identically if and only if tm′m′′ is odd. Hence in the
case g = 3, there are essentially 36 such thetas and 36 irreducible components
of I3[2] . By classical results a matrix Z ∈ H3 is in the closure of J3 if and
only if the product of all 36 thetas vanishes. From this one deduces that I3[2]
has 36 irreducible components. Each of them corresponds to a so-called “even
characteristic”
m =
(
m′
m′′
)
∈ F62,
tm′m′′ = 0,
and is defined as
I3[2]
m :=
{
Z ∈ I3[2]; ϑ[m](Z) = 0
}
.
Here we remark that ϑ[m]4 is a modular form of weight 2 on Γ2[2]. Hence the
zero locus of ϑ[m] inside I3[2] is well defined. We have to consider the closure
I3[2]
m
⊂ H3/Γg[2].
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The different components are permuted under the full modular group. Hence
it doesn’t matter, which characteristic we use. We can take for example the
zero characteristic 0. The Galois group of the covering
I3[2]
m
−→ I3[1]
is the stabilizer of m in Sp(2, Z/2Z) with respect to the usual action of this
group on characteristics:
M{m} := tM
−1
m+
(
(A tB)0
(C tD)0
)
(mod 2).
Here we use the notation A0 for the column vector built from the diagonal of
a matrix A. In case of the zero characteristic the stabilizer is the subgroup of
Sp(2, F2), which fixes the quadratic form
F
6
2 −→ F2, m 7−→
tm′m′′.
Hence it is our orthogonal group O(F62). This is also the image of the theta
group Γ3,ϑ, where
Γg,ϑ :=
{
M ∈ Γg; (A
tB)0 ≡ (C
tD)0 ≡ 0 mod2
}
.
Hence we have
O(F62) = Γ3,ϑ/Γ3[2].
Next we have to make use of the theory of Thomae, who computed the theta
values of hyperelliptic curves. We use (slightly modified) the beautiful approach
of Mumford [Mu]. Let be
B = {1, . . . , 8}, U = {1, . . . , 4}.
Recall that we consider on F62 the quadratic form
q : F62 −→ F2, q(m) =
tm′m′′
and the associated pairing
(m,n) = q(m+ n) + q(m) + q(n) = tm′n′′ + tm′′n′.
Their multiplicative form is
e(m) = (−1)
tm′m′′ , e(m,n) = (−1)
tm′n′′+tm′′n′ .
Recall that a characteristic m is called even if e(m) = 1. Hence the even
charactersitics are just the isotropic vectors of the quadratic space (F62, q).
There are 36 even m. Following Mumford [Mu], we construct a map
T 7−→ m(T ),
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which attaches to an subset T ⊂ B of even order an element from F62. The
basic properties of this assignment are
a) m(T1) = m(T2) if and only if T1 = T2 or T1 is the complement of T2.
Especially every element of F62 is in the image of the map m.
b) With the notation
T1 ◦ T2 = T1 ∪ T2 − T1 ∩ T2
one has
m(T1 ◦ T2) = m(T1) +m(T2) +m(∅).
c) The characteristic m(T ) is even if and only if the number of elements of
T ◦ U is divisible by 4 (hence it is 0, 4 or 8).
d) e(m(T1))e(m(T2))e(m(T1 ◦ T2)) = (−1)
#T1∩T2 .
As consequence we get
e(m(T1), m(T2)) = e(m(T1))e(m(T2))e(m(T1) + (m(T2)) =
e(m(T1))e(m(T2))e(m(T1 ◦ T2) +m(∅)) =
e(m(T1))e(m(T2))e(m(T1 ◦ T2))e(m(∅))e(m(T1 ◦ T2), m(∅)) =
(−1)#T1∩T2e(m(∅))e(m(T1 ◦ T2), m(∅))
We observe that if we set m(∅) equal to the zero characteristics , then we have
Mumford’s procedure, but this will not be our case. To be concrete we take
the following explicit realization.
{1, 2} {1, 3} {1, 4} {1, 5} {1, 6} {1, 7} {1, 8} ∅
1 1 0 0 1 0 1 0
1 1 0 1 0 0 0 1
1 0 1 1 0 0 1 0
1 0 1 0 0 1 0 1
0 1 1 0 0 1 1 0
0 1 1 0 1 0 0 1
The first row contains subsets of B, the columns below are the corresponding
characteristics. It is easy to verify that this assignment uniquely extends to a
map with the properties a)-d). We also notice that m(U) is the sum of the first
three,
tm(U) = (0, 0, 0, 0, 0, 0).
The group Sp(3, Z/2Z) acts on the set of characteristics, we recall from [Ig1]
that e(m) and e(m,n)e(m, p)e(n, p) are invariant. The form e(m,n) results to
be O(F62) invariant.
The group S8 acts on B = {1, . . . , 8} and hence on the pairs {T,B − T} of
subsets of even order and on U , so we get an induced action of S8 on F
6
2. We
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observe that m(U) = 0 and #(T ◦U) are invariant for the action of S8, in fact
it generates the subgroup O(F62) of GL(F
6
2). Hence we have constructed now
an explicit isomorphism
S8
∼
−→ O(F62).
This isomorphism will be used in the rest of this paper. We associate to each
subset T ⊂ B of even order a monomial D(T ) in the ring C[X1, . . . , X8]. We
have to distinguish two cases:
1) T ◦ U 6= 4. In this case we attach 0.
2) T ◦ U = 4. In this case we attach the following monomial of degree 12
e(m(T ), m(∅))(−1)#T∩U∆
∏
i∈T◦U
j/∈T◦U
(Xi −Xj)
−1, where ∆ =
∏
i<j
(Xi −Xj).
Because of D(T ) = D(B − T ) the monomial
D(m) := D(m(T )) for m = m(T )
is well defined.
From Thomae’s computation of the theta values of hyperelliptic Riemann
surfaces follows (s. [Mu]):
3.1 Theorem (Thomae, 1870). Let C[. . . ϑ[m]4 . . .] be the ring generated
by the fourth powers of the 36 even thetanullwerte. Then D defines a ring
homomorphism
D : C[. . . ϑ[m]4 . . .] −→ C[. . .Xi −Xj . . .].
This homomorphism is equivariant with the standard action of O(F62) on the
thetanullwerte and the action of S8 on the variables Xi.
The only element of the generators which lies in the kernel is ϑ[0]4. But this
does of course not mean that the kernel is generated by this element.
We investigate the image. Let m be the characteristic coming from the
empty set, i.e tm = (0, 1, 0, 1, 0, 1), then we have
D(ϑ[m]4) = (X1 −X2)(X1 −X3)(X1 −X4)(X2 −X3)(X2 −X4)(X3 −X4)
(X5 −X6)(X5 −X7)(X5 −X8)(X6 −X7)(X6 −X8)(X7 −X8).
This is the product of the three Specht polynomials with respect to the tableaux(
1 3 5 7
2 4 6 8
) (
1 2 5 6
3 4 7 8
) (
1 2 5 6
4 3 8 7
)
This homomorphism can be given explicitly as
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3.2 Proposition. There is a homomorphism
D : C[. . . ϑ[m]4 . . .]
))SS
SSS
SSS
SSS
SSS
// C[X1, . . . , X8]
C[Y1, . . . , Y14]/J
?
OOO
Its kernel contains ϑ[0]4. An explicit description, using the notation Wij =
Xi −Xj, is given in the following table.
(0, 0, 0, 0, 0, 0) 0
(0, 0, 0, 0, 0, 1) −W13W16W17W24W25W28W36W37W45W48W58W67
(0, 0, 0, 0, 1, 0) −W12W13W15W23W25W35W46W47W48W67W68W78
(0, 0, 0, 0, 1, 1) W13W14W18W25W26W27W34W38W48W56W57W67
(0, 0, 0, 1, 0, 0) −W14W15W17W23W26W28W36W38W45W47W57W68
(0, 0, 0, 1, 0, 1) W12W17W18W27W28W34W35W36W45W46W56W78
(0, 0, 0, 1, 1, 0) W15W16W18W23W24W27W34W37W47W56W58W68
(0, 0, 0, 1, 1, 1) −W12W14W16W24W26W35W37W38W46W57W58W78
(0, 0, 1, 0, 0, 0) W13W14W16W25W27W28W34W36W46W57W58W78
(0, 0, 1, 0, 1, 0) −W13W17W18W24W25W26W37W38W45W46W56W78
(0, 0, 1, 1, 0, 0) −W12W14W18W24W28W35W36W37W48W56W57W67
(0, 0, 1, 1, 1, 0) W12W16W17W26W27W34W35W38W45W48W58W67
(0, 1, 0, 0, 0, 0) W12W15W16W25W26W34W37W38W47W48W56W78
(0, 1, 0, 0, 0, 1) −W14W16W18W23W25W27W35W37W46W48W57W68
(0, 1, 0, 1, 0, 0) −W13W15W18W24W26W27W35W38W46W47W58W67
(0, 1, 0, 1, 0, 1) W12W13W14W23W24W34W56W57W58W67W68W78
(0, 1, 1, 0, 0, 0) W16W17W18W23W24W25W34W35W45W67W68W78
(0, 1, 1, 0, 1, 1) W12W15W18W25W28W34W36W37W46W47W58W67
(0, 1, 1, 1, 0, 0) −W12W13W17W23W27W37W45W46W48W56W58W68
(0, 1, 1, 1, 1, 1) −W13W15W16W24W27W28W35W36W47W48W56W78
(1, 0, 0, 0, 0, 0) W12W14W17W24W27W35W36W38W47W56W58W68
(1, 0, 0, 0, 0, 1) −W15W17W18W23W24W26W34W36W46W57W58W78
(1, 0, 0, 0, 1, 0) −W12W16W18W26W28W34W35W37W45W47W57W68
(1, 0, 0, 0, 1, 1) W14W15W16W23W27W28W37W38W45W46W56W78
(1, 0, 1, 0, 0, 0) W14W15W18W23W26W27W36W37W45W48W58W67
(1, 0, 1, 0, 1, 0) −W15W16W17W23W24W28W34W38W48W56W57W67
(1, 0, 1, 1, 0, 1) W13W16W18W24W25W27W36W38W45W47W57W68
(1, 0, 1, 1, 1, 1) −W13W14W17W25W26W28W34W37W47W56W58W68
(1, 1, 0, 0, 0, 0) W12W13W18W23W28W38W45W46W47W56W57W67
(1, 1, 0, 0, 0, 1) −W13W14W15W26W27W28W34W35W45W67W68W78
(1, 1, 0, 1, 1, 0) W14W17W18W23W25W26W35W36W47W48W56W78
(1, 1, 0, 1, 1, 1) −W12W15W17W25W27W34W36W38W46W48W57W68
(1, 1, 1, 0, 0, 0) W13W15W17W24W26W28W35W37W46W48W57W68
(1, 1, 1, 0, 1, 1) W12W13W16W23W26W36W45W47W48W57W58W78
(1, 1, 1, 1, 0, 1) W14W16W17W23W25W28W35W38W46W47W58W67
(1, 1, 1, 1, 1, 0) W12W14W15W24W25W36W37W38W45W67W68W78
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3.3 Remark. The variable Wij appears in the monomial D(ϑ[m]
4), m 6= 0,
if and only if m is orthogonal to the (odd) characteristic m(Tij), where Tij is
defined by
Tij ◦ U = {i, j}.
It is easy to verify this for one m by direct computation. The general case
follows then because O(F62) acts transitively on the set of non-zero even char-
acteristics. ⊔⊓
Finally we mention an observation of Igusa [Ig2]:
3.4 Remark. D extends to a ring homomorphism
D : A(Γ3[2]) −→ C[Y1, . . . , Y14]/J .
An element f belongs to the kernel if and only if it vanishes on I3[2]
0.
Recall that on the right hand side we have the ring of Specht polynomials from
section 1, which also can be identified with the ring of ball modular forms
R3/I3 from section 2.
4. A structure theorem
Runge [Ru2] has described generators for the ring of Siegel modular forms
of genus three and level two with respect to the trivial character. He gave
explicitly 15 generators in weight 2 and 15 generators in weight 4. He expressed
them as explicit polynomials in the 8 theta constants of second kind
fa(Z) =
∑
g∈Z3
e2piiZ[g+a/2], a ∈ (Z/2Z)3.
We recall the relation to the ϑ[m]:
ϑ2
[m′
m′′
]
=
∑
a∈F3
2
(−1)
tm′m′′fm′+afa, fafb =
1
8
∑
c∈F3
2
(−1)
tacϑ2
[a+ b
c
]
.
The classical Schottky relation R can be written as a polynomial in degree
16 of the fa. Runge proved the basic result that this is a defining relation in
the ring C[fa] and moreover that this ring is normal. This implies that the
subring C[fafb] of forms of integral weight is the full ring of modular forms
of integral weight and trivial character with respect to Runge’s group Γ∗3[2, 4].
This is the unique subgroup of Igusa’s group Γ3[2, 4] which dos not contain the
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negative unit matrix. Recall that the Igusa group Γg[q, 2q] is the subgroup of
all M ∈ Γg[q] such that A
tB/q and C tD/q have even diagonal. Hence the
theta group is Γg,ϑ = Γg[1, 2].
We recall briefly the way how Runge describes the action of the modular
group on the fa. He introduces the following group H3 of 8 × 8-matrices
(indexed by the 8 elements from F32). The first generator is
S˜ =
(1 + i
2
)3(
(−1)
tab
)
.
To every integral diagonal 3× 3-matrices one attaches the diagonal matrix T˜S
with diagonal entries iS[a]. The group H3 is generated by I˜ and by the T˜S .
The negative unit matrix is contained in H3. If we map I to I˜ and TS to T˜S
we obtain a homomorphism
Γ3 −→ H3/± .
the kernel of this homomorphism is Γ∗[2, 4]. Moreover there is a surjective
homomorphism
H3 −→ Sp(3, F2),
which sends I˜ and T˜S to the cosets of I and TS . The kernel of this homomor-
phism is
N3 := 〈iE, T˜2S, I˜
−1T˜2SI, (S integral)〉,
as correctly stated in Runge’s first paper [Ru1]. In the second part of his paper
[Ru2] Runge claims that N3 agrees with
N ′3 := 〈T˜2S , I˜
−1T˜2SI, (S integral)〉.
But this is not the case, since N ′3 ⊂ N3 is a subgroup of index two which doesn’t
contain iE. It contains only −E.
Now we modify Runge’s results on modular forms of level two introducing
the theta character vϑ. This is the character of the modular form ϑ[0]
2, which
lives on the theta group Γ3,ϑ = Γ3[1, 2]. This group contains the principal
congruence group of level two Γ3[2]. We consider the ring
A(Γ3[2]) :=
⊕
r∈Z
[Γ3[2], r, v
r
ϑ].
We can get now a formal description of this ring:
4.1 Remark. let Fa be a formal variable for a ∈ F
3
2. We consider the polyno-
mial ring C[Fa] and the polynomial R of degree 16 which describes the Schottky
relation. Since R is invariant under H3 the group N
′
3 acts on C[Fa]/(R). There
is a natural isomorphism(
C[Fa]/(R)
)N ′
3 =
(
C[Fa]
N ′
3
)
/(R)
∼
−→ A(Γ3[2]),
which replaces Fa by fa.
From Runge’s results one can derive:
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4.2 Proposition. The ring A(Γ3[2]) is generated by
1 form of weight 1 (namely ϑ[0]2), which belongs to the theta group,
14 forms of weight 2,
14 forms of weight 3,
1 form of weight 4, which belongs to the theta group.
The Hilbert function of the ring is (1− z8) times
1− 3z + 13z2 − 17z3 + 44z4 − 17z5 + 13z6 − 3z7 + z8
(1− z2)4(1− z)4
,
which is
1 + z + 15z2 + 29z3 + 135z4 + 310z5 + 870z6 + 1830z7+
3992z8 + 7534z9 + 14142z10 + · · ·
5. The ring of hyperelliptic modular forms of genus 3
The factor group Γ3/Γ3[2] is isomorphic to Sp(3, Z/2Z). This group contains
naturally the orthogonal group O(F62) (quadratic form m1m4+m2m5+m3m6).
Recall that the inverse image of O(F62) in the Siegel modular group is the theta
group Γ3,ϑ. The group O(F
6
2) has a simple subgroup of index two, which we
denote by SO(F62). Its inverse image is a subgroup of index two Γ
′
3,ϑ ⊂ Γ3,ϑ.
It is important to find a natural system of generators of the space [Γ3[2], 2].
Actually we will construct 15 forms Θ1, . . . ,Θ15, which generate this space and
which have the property that they are permuted under the action of the group
Γ′3,ϑ. For their construction we use the 36 theta constants of first kind ϑ[m].
We have thirty maximal totally isotropic spaces contained in F62. For such
a subspace A we set
Θ =
7∑
i=1
ϑ[mi]
4,
where m1, . . . , m7 are the non-zero elements of A. The orthogonal group per-
mutes the totally isotropic spaces, the simple group SO(F62) describes two or-
bits. (Two spaces are in the same orbit if and only if their intersection has
even dimension.) We give the list of the subspaces in one of the two orbits. We
give their entries different from 0 ordered lexicographically, i.e. m is replaced
by the digit 25m1 + 2
4m2 + 2
3m3 + 2
2m4 + 2m5 +m6. The fifteen orbits are:
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A1 = [6, 8, 14, 48, 54, 56, 62] A2 = [6, 10, 12, 49, 55, 59, 61]
A3 = [7, 24, 31, 40, 47, 48, 55] A4 = [7, 27, 28, , 42, 45, 49, 54]
A5 = [4, 8, 12, 16, 20, 24, 28] A6 = [4, 10, 14, 17, 21, 27, 31]
A7 = [5, 16, 21, 40, 45, 56, 61] A8 = [5, 17, 20, 42, 47, 59, 62]
A9 = [2, 8, 10, 32, 34, 40, 42] A10= [2, 12, 14, 33, 35, 45, 47]
A11= [3, 24, 27, 32, 35, 56, 59] A12= [3, 28, 31, 33, 34, 61, 62]
A13= [1, 16, 17, 32, 33, 48, 49] A14= [1, 20, 21, 34, 35, 54, 55]
A15= [1, 2, 3, 4, 5, 6, 7]
For each Ai we denote by Θi the corresponding sum of fourth powers of the
thetanullwerte. For example with these notations we have
Θ1 = ϑ

 0 10 1
0 0


4
+ ϑ

 0 00 0
1 0


4
+ ϑ

 0 10 1
1 0


4
+ ϑ

 1 01 0
0 0


4
+ ϑ

 1 11 1
0 0


4
+ ϑ

 1 01 0
1 0


4
+ ϑ

 1 11 1
1 0


4
.
5.1 Proposition. The forms Θ1, . . . ,Θ15 give a basis of the space [Γ3[2], 2].
As a consequence of the quartic Riemann relations the form
Θ1 + · · ·+Θ15
vanishes on the hyperelliptic component defined by ϑ[0] = 0.
We are interested in the restriction of the ring A(Γ3[2]) to one of the hyperel-
liptic components. We take the component defined by the zero locus of ϑ[0].
It turns out that not only ϑ[0]2 but also the other Γ3,ϑ invariant form in 4.2 of
weight 4 vanishes on this component. We give them explicitly as polynomials
in the Fa. We order them lexicographically, i.e. a is replaced by the digit
4a1 + 2a2 + a3.
P := F 20 + F
2
1 + F
2
2 + F
2
3 + F
2
4 + F
2
5 + F
2
6 + F
2
7 ,
Q := F 82 +4F
4
4F
2
2F
2
3 +F
8
1−2F
4
7 F
4
0+4F
2
6 F
2
7F
4
2−2F
4
7 F
4
1+24F
2
6 F
2
7F
2
2F
2
3−8F
2
0F
2
2F
2
5F
2
6−
4F 65F
2
4 − 2F
4
3F
4
4 + F
8
5 + 4F
4
1F
2
2F
2
3 − 2F
4
1F
4
2 − 2F
4
2F
4
0 − 2F
4
0F
4
3 − 10F
4
1F
4
0 − 4F
6
1F
2
0 +
4F 40F
2
3F
2
2 −2F
4
6F
4
0 −2F
4
3F
4
1 +4F
4
3F
2
1F
2
0 +4F
4
5F
2
2F
2
3 −2F
4
5F
4
1 +4F
4
5F
2
0F
2
1 +4F
4
6F
2
3F
2
2 −
2F 47F
4
2 −2F
4
7F
4
3 −2F
4
6F
4
1 −2F
4
6F
4
3 −2F
4
6F
4
2 −2F
4
5F
4
0 −2F
4
5F
4
2 −2F
4
5 F
4
3 +4F
4
7F
2
2F
2
3 +
4F 20F
2
1F
4
2 + 4F
4
6F
2
1F
2
0 + 4F
4
7 F
2
0F
2
1 − 128F1F0F3F2F5F4F7F6 − 10F
4
4F
4
5 − 4F
6
6F
2
7 −
10F 46F
4
7 − 4F
2
6 F
6
7 +4F
2
4 F
4
6F
2
5 +4F
4
4F
2
7F
2
6 +4F
4
5F
2
6 F
2
7 − 2F
4
4F
4
6 − 2F
4
4F
4
7 − 2F
4
5F
4
6 +
F 86 +F
8
4 +F
8
7 −2F
4
5F
4
7 −4F
6
4F
2
5 +F
8
0 +F
8
3 +4F
2
0F
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5.2 Proposition. The ring
C[Fa]/(P,Q)
is normal of Krull dimension 6.
Proof. Since it is an complete intersection, one has only to show the the codi-
mension of the singular locus is at least two. This can be checked with a
computer. ⊔⊓
We need the invariant ring
B(Γ3[2]) :=
(
C[Fa]/(P,Q)
)N ′
3 = C[Fa]
N ′
3/(P,Q).
The zero locus of ϑ[0] is an irreducible subset of H3/Γ3[2]. The restriction of
the ring of modular forms A(Γ3[2]) to this hyperelliptic component hence is
A(Γ3[2]/rad((ϑ[0]
2))
5.3 Theorem. The restriction of the ring of modular forms A(Γ3[2]) to the
hyperelliptic component, set theoretically defined by ϑ[0] = 0, is
A(Γ3[2])/(rad((ϑ[0]
2)) ∼= B(Γ3[2]) = C[Fa]
N ′
3/(P,Q).
It is generated by 14 forms of weight 2 and 14 forms of weight 3. The Hilbert
function of this ring is the product of the Hilbert function of A(Γ3[2]) (see 4.2)
with (1− z)(1− z4)/(1− z8),
1 + 14z2 + 14z3 + 105z4 + 175z5 + 546z6 + 946z7 + 2057z8 · · ·
For the proof we have to describe the relations between the generators. For
this we need a method which allows to decide whether a system f1, . . . , fm
of homogenous polynomials in the variables Fa is linear independent in the
quotient C[Fa]/(P,Q) . Of course we assume that all fi have the same degree.
We used the following method: First of all, we computed a Groebner basis of
the ideal (P,Q), using the computer algebra SINGULAR. Then we computed
the normal forms g1, . . . , gm of the fi with respect to this basis. The point now
is that the f1, . . . , fm are linearly independent in the factor ring C[Fa]/(P,Q)
if and only if the g1, . . . , gm are linearly independent in the polynomial ring
C[Fa]. This is of course a problem in linear algebra. Using this method we
proved:
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5.4 Proposition. The space of forms in B(Γ3[2]) of weight four, which is
generated by products of two forms of weight two has dimension 105. The space
of forms of weight six, which is generated by products of three forms of weight
two has dimension 546.
Corollary 1. The 14 forms of weight two in generate in B(Γ3[2]) all forms of
weight 4 and 6.
Corollary 2. There are 560 monomials of degree 4 in the 14 generators of
weight two. Hence there is a 14-dimensional space of cubic relations.
It seems to be natural now to consider the subring
B′(Γ3[2]) ⊂ B(Γ3[2])
generated by the 14 elements of weight 2. Because of 5.4 one can conjecture
that both rings agree in even weights. We will see that this is true (5.8).
Several times a 14-dimensional space occurred. This depends on the fact
that the group O(6, F2) ∼= S8 admits an irreducible irreducible 14-dimensional
representation. There are actually to isomorphism classes which are intertwined
by the signum character. All 14-dimensional spaces, which occurred so far, are
irreducible. Next we describe the 14 cubic relations:
5.5 Lemma. Restricting to the hyperelliptic component ,the following ternary
polynomial is contained in the ideal generated by the quartic Riemann relations:
18·Θ6 ·Θ11 ·Θ14+18·Θ8 ·Θ9 ·Θ14+18·Θ2 ·Θ13 ·Θ14+9·Θ1 ·Θ
2
12+9·Θ1 ·Θ
2
2+18·Θ3 ·
Θ14 ·Θ15−43·Θ
3
1+9·Θ1 ·Θ
2
9+2·Θ
3
4+2·Θ
3
8+2·Θ
3
11+2·Θ
3
13+18·Θ2 ·Θ5 ·Θ6−18·Θ
2
5 ·
Θ9+2·Θ
3
3+9·Θ1 ·Θ
2
5−18·Θ7 ·Θ
2
11−18·Θ4 ·Θ
2
14+2·Θ
3
12+18·Θ4 ·Θ5 ·Θ8−18·Θ2 ·
Θ215+9·Θ1 ·Θ
2
3+18·Θ6 ·Θ12 ·Θ13+18·Θ8 ·Θ11 ·Θ15+9·Θ1 ·Θ
2
15+18·Θ7 ·Θ10 ·Θ14+
9·Θ1·Θ
2
8+2·Θ
3
14+18·Θ2·Θ7·Θ8+2·Θ
3
9+9·Θ1·Θ
2
10+18·Θ3·Θ10·Θ12+9·Θ1·Θ
2
4+2·
Θ35+18·Θ3 ·Θ6 ·Θ8−18·Θ5 ·Θ
2
9+2·Θ
3
15+2·Θ
3
6+18·Θ7 ·Θ9 ·Θ13+18·Θ7 ·Θ12 ·Θ15+
30·Θ1·Θ7·Θ11+30·Θ1·Θ3·Θ13+18·Θ2·Θ11·Θ12+9·Θ1·Θ
2
13+30·Θ1·Θ4·Θ14+30·
Θ1 ·Θ2·Θ15+18·Θ5·Θ10·Θ15+9·Θ1·Θ
2
14+18·Θ4·Θ9·Θ12−6·Θ13·Θ14·Θ15−6·Θ5·
Θ8 ·Θ14−6·Θ3 ·Θ4 ·Θ15−6·Θ9 ·Θ10 ·Θ15−6·Θ6 ·Θ7 ·Θ14−6·Θ4 ·Θ5 ·Θ12−6·Θ7 ·Θ8 ·
Θ15−6·Θ3 ·Θ7·Θ9−6·Θ9 ·Θ12·Θ14−6·Θ4 ·Θ8 ·Θ9−6·Θ2 ·Θ7 ·Θ12−6·Θ3 ·Θ6 ·Θ12−
6·Θ4 ·Θ7 ·Θ10−6·Θ11 ·Θ12 ·Θ15−6·Θ6 ·Θ8 ·Θ13−6·Θ5 ·Θ7 ·Θ13−6·Θ10 ·Θ12 ·Θ13+
9·Θ1·Θ
2
6−6·Θ3 ·Θ8·Θ10−6·Θ9·Θ11·Θ13−6·Θ2 ·Θ4·Θ13−6·Θ5·Θ6·Θ15−6·Θ2 ·Θ6·
Θ9−6·Θ2·Θ5·Θ10−6·Θ4·Θ6·Θ11−6·Θ10·Θ11·Θ14−6·Θ2·Θ8·Θ11−6·Θ2·Θ3·Θ14+
18·Θ5·Θ11·Θ13+18·Θ2·Θ9·Θ10+18·Θ4·Θ6·Θ7+18·Θ6·Θ9·Θ15+18·Θ4·Θ13·Θ15+
18·Θ8·Θ10·Θ13+18·Θ2·Θ3 ·Θ4+18·Θ4·Θ10·Θ11+9·Θ1·Θ
2
11+18·Θ3·Θ9·Θ11−18·
Θ22 ·Θ15−18·Θ6 ·Θ
2
10−18·Θ
2
6 ·Θ10−18·Θ
2
3 ·Θ13−18·Θ3 ·Θ
2
13−18·Θ8 ·Θ
2
12−18·Θ
2
8 ·
Θ12−18·Θ
2
4 ·Θ14+2·Θ
3
10+2·Θ
3
7+30·Θ1 ·Θ8 ·Θ12+30·Θ1 ·Θ5 ·Θ9+2·Θ
3
2+30·Θ1 ·
Θ6 ·Θ10−6·Θ3 ·Θ5 ·Θ11+18·Θ3 ·Θ5 ·Θ7−18·Θ
2
7 ·Θ11+9·Θ1 ·Θ
2
7+18·Θ5 ·Θ12 ·Θ14
Its orbit under the group Γ3,θ′ gives a system of 14 relations.
§5. The ring of hyperelliptic modular forms of genus 3 25
The relations of degree ≤ 3 above do not generate the ideal of all relations. We
also need some quartic relations. To compute them one needs the expressions
of the ϑ[m]4 as linear combinations of the Θ1, . . . ,Θ15. Here is one:
6ϑ

 00
0
0
0
1


4
= Θ13 +Θ14 +Θ15.
(We use the notation ϑ[m] = ϑ[m′, m′′].) The others are obtained by applying
O(F62). Actually there will be two types of quartic relations between the ϑ[m]
4.
LetM be a set of characteristics We denote by ϑ[M ] the product of all ϑ[m] with
m ∈ M . Let M now be a two dimensional F2-vector space of characteristics.
There are three cosetsM , a+M+a, b+M containing only even characteristics.
We have the Riemann relation
ϑ[M ] = ϑ[M + a]± ϑ[M + b].
If we set ϑ[0] to zero we obtain the relation ϑ[a+M ]4 = ϑ[b+M ]4.
5.6 Proposition. There are 210 relations between the Θi (considered on the
hyperelliptic component ϑ[0](τ) = 0) which come from the relations
ϑ[a+M ]4 = ϑ[b+M ]4.
Here M is a two-dimensional F2-vector space of characteristics and a+M and
b+M are the two orbits consisting only of even characteristics.
One can expand these relations as quartic polynomials in the Θi. We don’t
print them here.
We also need quartic relations which contain only squares of thetas : They
are of the form
ϑ[m1]
2ϑ[m2]
2 ± ϑ[m3]
2ϑ[m4]
2 = ϑ[m5]
2ϑ[m6]
2 ± ϑ[m7]
2ϑ[m8]
2.
Now assuming ϑ[m1] = ϑ[0] = 0 we have
±ϑ[m3]
2ϑ[m4]
2 = ϑ[m5]
2ϑ[m6]
2 ± ϑ[m7]
2ϑ[m8]
2.
Squaring we get
ϑ[m3]
4ϑ[m4]
4−ϑ[m5]
4ϑ[m6]
4−ϑ[m7]
4ϑ[m8]
4 = ±2ϑ[m5]
2ϑ[m6]
2ϑ[m7]
2ϑ[m8]
2 :
Squaring again we get a quartic relation among ϑ[m]4. This can be expressed
in the Θi. The total number of these relations between the Θi is 105.
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5.7 Proposition. The relations of the type (considered in B(Γ3[2]))
(ϑ[m3]
4ϑ[m4]
4−ϑ[m5]
4ϑ[m6]
4−ϑ[m7]
4ϑ[m8]
4)2 = 4ϑ[m5]
4ϑ[m6]
4ϑ[m7]
4ϑ[m8]
4
give 105 relations between the Θi.
We will not give the explicit polynomials in the Θi. The relations described so
far are still not all. The Schottky relation
(∑
m
ϑ[m]8
)2
− 8
∑
m
ϑ[m]16
is an extra relation. The expansion of this relation as polynomial in the Θi is
very big. We don’t print it.
Remember that we now have the following system of relations between the
15 functions Θi considered in B(Γ3[2]).
1) One linear relation,
2) 14 cubic relations,
3) two systems of quartic relations one consisting of 105 the other of 210 rela-
tions,
4) an extra quartic relation.
This set of relations is permuted under the action of Γ′3,ϑ. We consider the
ideal R generated by all these relations.
Using the computer algebra system SINGULAR one can get a Gr”obner basis
of this ideal, which allows to do several computations, for example it is possible
to get the Hilbert function of the algebra
C[T1, . . . , T15]/R.
Here the Ti are formal variables which stand for the Θi.
SINGULAR gives the following Hilbert function:
(1 + 8z2 + 36z4 + 106z6 + 91z8 + 14z10)/(1− z2)6.
(The weight of Θi is two.) One checks immediately that this series agrees with
the even part of the Hilbert series of the ring B(Γ3[2]) as has been described
in 6.2. Hence we obtain that our ideal describes all relations.
We mention that the our system of relations is not minimal. The system of
relations has the advantage to be invariant under the group Γ′3,ϑ.
The final result is:
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5.8 Theorem. The subring B(2)(Γ3[2]) of forms of even weight of the ring
B(Γ3[2]) = A(Γ3[2])/(rad((ϑ[0]
2))
is generated by 15 forms Θ1, . . . ,Θ15. The ideal of relations is generated by
one linear relation, 14 ternary relations and 127 quartic relations: The Hilbert
function is given by the formula
1 + 8z2 + 36z4 + 106z6 + 91z8 + 14z10
(1− z2)6
=
1 + 14z2 + 105z4 + 546z6 + 2057z8 + 6062z10 + 14945z12+
32306z14 + 63217z16 + 114478z18 + · · ·
The projective variety of this ring is the hyperelliptic component in the Satake
compactified Siegel modular variety H3/Γ3[2]. Hence this closure is a normal
variety.
6. Blowing up
We want to investigate the homomorphism
B(2)(Γ3[2]) = C[. . . ϑ[m]
4 . . .] −→ C[Y1, . . . , Y14]/J .
Here the ϑ4[m] are understood as forms on the hyperelliptic component. Recall
that the ϑ4[m] can be expressed by means of the Θi. Hence the ideal of relations
between the ϑ4[m] (restricted to the hyperelliptic component) is known from
5.8. The right hand side is the graded algebra of the ball quotient. The
ideal J of relations has also been described explicitly in 1.1. Recall that we
have an explicit isomorphism O(F62)
∼= S8. The group O(F
6
2) acts transitively
on the even characteristics m 6= 0. The group S8 acts linearly on the Yi.
(They are polynomials in 8 variables X1, . . . , X8 on which the group S8 acts
by permutation.)
Using Thomae’s theorem 3.1 and the expressions of the Yi as polynomials
in the Xi (section 1) one can compute explicit expressions of the images of
the ϑ[m]4. The base locus ideal is the ideal generated by the images. Since
the above homomorphism is O(F62) = S8-equivariant, it is sufficient to give the
image of one ϑ[m]4.
6.1 Lemma. The homomorphism
C[. . . ϑ[m]4 . . .] −→ C[Y1, . . . , Y14]/J
is defined by
ϑ
[
0 0
0 0
0 1
]4
7−→ (Y1−Y10+Y11−Y14)(Y1−Y2−Y6+Y7+Y8−Y9+Y11−Y13)(Y8−Y9).
The others are obtained applying S8.
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The base locus is defined by the ideal which is generated by the images of the
ϑ[m]4.
6.2 Proposition. The ideal, which is generated by the images of the ϑ[m]4 in
the ring C[Y1, . . . , Y14]/J is the intersection of 56 ideals which are generated
by linear forms. One of them is
(Y2, Y3, Y5, Y6, Y8, Y9, Y10, Y11, Y13, Y14)
The others are obtained applying S8.
This can be verified by a SINGULAR calculation. However: in the last section
we shall give a more geometric and intrinsic description of the components of
zero set of the ideal generated by the images of the ϑ[m]4.
Let A be an ideal in a (commutative and with unity) noetherian ring A . The
blow up of A along A is the graded A-algebra
Bl(A,A) :=
∞⊕
n=0
A
n.
We can consider Bl(A,A) as a subring of A[T ], using the embedding
Bl(A,A) −→ A[T ], a ∈ An 7−→ aTn.
Now we assume
A = C[X1, . . . , Xn]/a.
We choose polynomials Q1, . . . , Qm in C[X1, . . . , Xn], whose images in A gen-
erate A. We consider the homomorphism of polynomial rings
C[X1, . . . , Xn, Y1, . . . , Ym] −→ C[X1, . . . , Xn, T ], Yi 7−→ QiT.
We denote by A˜ the the inverse image of the ideal generated by a. Then we
have
Bl(A,A) = C[X1, . . . , Xn, Y1, . . . , Ym]/A˜.
We need a modification of this construction. Assume that A already is a graded
algebra and A a graded ideal. Then Bl(A,A) is a bigraded algebra and one can
define in an obvious way the projective variety biproj(Bl(A,A)) together with
a morphism
biproj(Bl(A,A)) −→ projA.
We describe this map in terms of coordinates: For simplicity we assume that
the degree of the Xi are one and that the Qi all are of the same degree. The
variety biproj(Bl(A,A)) then consists of all pairs ([x], [y]), [x] ∈ Pn−1(C),
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[y] ∈ Pm−1(C) such that P (x, y) = 0 for all polynomials P (X, Y ) ∈ A˜ wich are
homogenous in X = (X1, . . . , Xn) and Y = (Y1, . . . , Ym).
We want to apply this in the following situation: We consider the rings
B = C[Y1, . . . , Y14]/J and A = C[. . . ϑ[m]
4 . . .].
Here the ϑ[m]4 are understood to be restricted to the hyperelliptic component,
hence ϑ[0]4 = 0. We recall that there is a homomorphism
A = C[. . . ϑ[m]4 . . .] −→ B.
The ideal which we want to blow up is generated by the images of the ϑ[m]4 in
B. We have shown that this ideal is generated by 56 linear forms. We denote
the blow up of this ideal by B∗ and the associated variety by Y ∗. This is a
model which lies over the Siegel model X = proj(A) and over the ball-model
Y = proj(B).
Y ∗
~~||
||
||
||
!!B
BB
BB
BB
B
Y //_______ X
We want to get explicit information about the model Y ∗. Actually it is too
difficult to blow up the 56 components of the base locus in one step. But this is
not necessary. To get information about the blow up of a small neighborhood
of a given point in Y , it is sufficient to blow up those of the linear components
which contain this point. To make use of this we need the intersection behavior
of the 56. A direct computation shows:
6.3 Lemma. When a subset of the 56 linear components has a a common
intersection, it intersects also in a cusp. In each cusp meet 8 of the linear
components.
For example the 8 components defined by the following ideals (each generated
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by 10 linear forms)
(Y2, Y3, Y5, Y6, Y8, Y9, Y10, Y11, Y13, Y14),
(Y1, Y2, Y3 − Y11 + Y14, Y4 − Y12 + Y14, Y5, Y6 − Y11, Y7 − Y12,
Y8 − Y9, Y10,−Y14 + Y13),
(Y1, Y2, Y3, Y5 − Y13 + Y14, Y6 − Y13, Y7 − Y12, Y8 − Y13,
Y9 − Y14, Y10 − Y13 + Y14, Y11 − Y13),
(Y1, Y2 − Y11 + Y13, Y3 − Y11 + Y13, Y4 − Y12, Y5 − Y11, Y6 − Y11,
Y7 − Y12, Y9, Y10 − Y11, Y14),
(Y1, Y2, Y3, Y4 − Y7, Y5, Y6, Y10, Y11, Y13, Y14),
(Y1 − Y10 − Y14, Y2 − Y10 − Y14, Y3, Y4 − Y9 − Y12 + Y14, Y5 − Y10,
Y6, Y7 − Y9 − Y12 + Y14, Y8, Y11, Y13),
(Y2 − Y10, Y3 − Y11, Y4 − Y12, Y5 − Y10, Y6 − Y11, Y7 − Y12,
Y8, Y9, Y13, Y14),
(Y1 + Y7 − Y12, Y2 + Y13 − Y14, Y3 + Y13, Y4 − Y12 + Y14,
Y5, Y6, Y8, Y9, Y10, Y11),
meet in a cusp with the coordinates [0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0].
The intersection of the 8 ideals, which are generated by these linear forms is
generated by 17 elements of degree ≤ 2. We will not print them and mention
just that this ideal is simple enough to be blown up by means of SINGULAR. In
this way we obtain for each cusp s a partial blow up Y ∗s . They exhaust Y
∗ in
the following sense. Consider for each cups the complement of the remaining
48 = 56− 8 components in Y ∗s . These are quasi projective varieties which give
an open covering of Y ∗. This means that we have a description of Y ∗ be explicit
equations. We will not print them here but mention just some consequences
which can taken from them.
6.4 Proposition. The model Y ∗ is smooth outside the inverse images of
the cusps. It is not smooth everywhere. The inverse image of a cusp is a two
dimensional irreducible variety.
To desingularize one needs one further blow up:
6.5 Proposition. The blow up of Y ∗ along the inverse images of the cusps
is a non-singular model Y˜ .
For the proof it is convenient to proceed slightly different. We first blow up
the cusps and then the inverse images of the 56 linear spaces. The result is the
same. Direct computations shows:
§6. Blowing up 31
6.6 Proposition. The blow up of the ball model Y along the cusps is a smooth
model Y ′. The inverse images of the cusps are irreducible. The intersection of
three different of the strict transforms of the 56 linear subspaces of Y is empty.
Since Y ′ is smooth, the inverse image of the union of the 56 linear spaces and
the union of the strict transformed only differ by an invertible ideal. Since the
blow-up of two ideals which differ only by an invertible ideal is the same, we
now only have to blow-up the union of the 56 strict transforms. For the proof
of 6.5 it now is sufficient to show that the blow up of Y ′ along the union of
two of the 56 strict transformed is smooth. Actually the strict transformed are
smooth and the local analytical behavior in an intersection point is the same
as z1 = z2 = and z3 = z4 = in a C
5. This shows that the blow-up remains
smooth and proves 6.5.
Finally we compare the model Y˜ with M¯0,8. Recall that M0,8 is the mod-
uli space of 8 ordered points on a projective line and M¯0,8 the Mumford-
compactification by marked stable curves. It is known [Ka] (s. also [AL]) that
this is a projective smooth variety and that there exist regular contraction maps
([Ka], s. also [AL])
M¯0,8 −→ Y.
From the universal property of blowing up one obtains a regular map
M¯0,8 −→ Y˜ .
We claim that this is biholomorphic.
6.7 Theorem. The two diagrams
Y˜
 



?
??
??
??
?
Y //_______ X
M¯0,8
}}{{
{{
{{
{{
!!C
CC
CC
CC
C
Y //________ X
are isomorphic.
The proof rests on the following simple
6.8 Lemma. Let V,W be smooth complete varieties and f : V → W a
regular map which induces a biholomorphic map V0 → W0 of certain Zariski
open subsets V0 ⊂ V , W0 ⊂ W . Assume that V − V0 and W −W0 are of pure
codimension one and that the number of irreducible components in both cases
is the same. Then f is biholomorphic.
We omit the simple proof. We have to apply it to V = M¯0,8, V0 = M0,8,
W = Y˜ and W0 the complement of the inverse images of the Heegner divisors
in Y .
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Proof of 6.7 . Firstly we recall shortly the irreducible components of M¯0,8 −
M0,8. Their generic points are marked curves (C, x1, . . . , x8), where C is the
union of two P 1 with one intersection point (normal crossing). We have to
choose a point on the first P 1 and b on the second one, a + b = 8. The
possibilities to get a stable marked curve are (a, b) = (6, 2), (5, 3), (4, 4). In the
case (a, b) = (6, 2) we have 28 =
(
8
2
)
possibilities, in the case (a, b) = (5, 3) there
are 56 =
(
8
3
)
and in the case (a, b) = (4, 4) there are 35 =
(
8
4
)
/2 possibilities.
The denominator 2 comes from the fact that the role of the two P 1 can be
interchanged. Hence we have 28, 56 and 35 irreducible components. The group
S8 acts on each of the three systems transitively.
This picture can be recovered in Y˜ . We have 28 irreducible subvarieties
of codimension 1 which map to the 28 Heegner divisors in Y . Hence these
28 are visible already in Y . Then we have the 56 irreducible subvarieties of
codimension 1 which come from blowing up the 56 components of the base locus.
These 56 are visible in Y ∗. Finally we have the 35 irreducible subvarieties of
codimension 1 which come from blowing up the cusps.
Since O(F62) permutes the three systems, this counting also shows:
6.9 Proposition. The boundary M¯0,8 −M0,8 is the union of 28 + 56 + 35
irreducible subvarieties of codimension one which correspond to distributions
(6, 2), (5, 3), (4, 4) of eight points on two crossing P 1. Under the map M¯0,8 → Y
type (6, 2)-components map to the 28 Heegner divisors, type (5, 3)-components
to the 56 components of the base locus and type (4, 4)-components are contracted
to the cusps.
In the next section we shall consider also the image of the boundary M¯0,8−
M0,8 under the map M¯0,8 → X
7. A combinatorial approach
In this section we want to give a combinatorial approach to the two different
compactifications X and Y of the hyperelliptic component. We will restrict our
attention to those points in X and Y that do not correspond to non singular
complete hyperelliptic curves. We shall denote by X0 and Y0 the open set in
X and Y corresponding to hyperelliptic curves. Thus we need at least a set
theoretical description of the complementary loci.
Firstly we recall shortly the structure of X −X0. We use the embedding of
the Siegel half plane Hg into a Grassmanian and we denote by H
∗
g the union of
Hg with the rational boundary components. The Satake compactification then
is H∗g/Γg[q]. Details can be found for example in [Fr3].
We restrict now to g = 3. Recall thatX0 is the subset of all pointsH3/Γ3[2],
which are represented by a (smooth) hyperelliptic Riemann surface for which
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ϑ[0] vanishes and that X is the closure of X0 in the Satake compactification.
We recall that a point Z ∈ H3 is reducible if it is conjugate with respect to the
action of Γ3 to a point of the form
(
τ1 0
0 τ2
)
with τi ∈ Hgi , g1 + g2 = 3. We shall denote by R3 the set of reducible points,
on which ϑ[0] vanishes. It is known that R3/Γ3[2] is contained in X and even
more
X = X0 ∪R3/Γ3[2] (disjoint union).
We want to count how many reducible components appear in X −X0. Each
reducible component ofR3/Γ3[2] is defined by the vanishing of 6 thetanullwerte,
(one of them zero, since we work on the locus ϑ[0] = 0). We refer to [Gl] for
details. A sextuplet of characteristics m1, . . . , m6 corresponding to these six
thetanullwerte have the property that all sums of three of them result to be an
odd characteristic. An example is given by
m1 m2 m3 m4 m5 m6
0 1 0 1 0 0
0 1 0 0 1 0
0 1 0 0 0 1
0 1 1 0 1 1
0 0 1 0 0 1
0 1 1 0 0 0
Hence we obtain:
7.1 Proposition. The boundary part X −X0 of the hyperelliptic component
X consists of 56 irreducible 4-dimensional components. They correspond to
sets of 6 even characteristics, one of them 0, such that all sums of three of
them are odd. The component is the intersection of the corrseponding zero
divisors ϑ[m] = 0. The group Γ3,ϑ permutes the components transitively.
Part of the boundary X−X0 is the intersection of X with the Satake boundary.
We want to describe this part more closely. Recall that
H∗3 −H3
is the disjoint union of the Γ3-orbits of the three standard components

 i∞ 0 00 i∞ 0
0 0 i∞

 ,

 τ 0 00 i∞ 0
0 0 i∞

 (τ ∈ H1),
(
τ 0
0 i∞
)
(τ ∈ H2).
34 Modular forms
We denote by D3 the part of H
∗
3 − H3 on which ϑ[0] vanishes. We see that
D3/Γ3[2] is contained already in the closure of the reducible locus. Hence we
have the inclusions
D3/Γ3[2] ⊂ R3/Γ3[2] ⊂ X ⊂ H3/Γ3[2].
Next we want to describe the zero dimensional boundary components of X .
These are the points which come from the orbit of the point
 i∞ 0 00 i∞ 0
0 0 i∞

 .
In [Gl] one finds the description of the zero dimensional boundary components
as intersections of 28 zero divisors ϑ[m] = 0. This description can be related to
stars. Recall that a star is a set of 4 odd characteristics with a certain property
(2.2).
7.2 Proposition. Let S be a star. There are 27 even characteristics m 6= 0
orthogonal to at least one characteristic in S. The intersection of the 27 divisors
ϑ[m] = 0 is a zero-dimensional boundary component of X. This gives a 1-1-
correspondence between the 105 stars and the 105 zero-dimensional boundary
components.
We mention also how the remaining 8 even characteristics can be described in a
nice way: The star S spans a three dimensional space M. There exists a unique
even characteristic n such that M + n contains only even characteristics. The
entries of this coset are the 8 remaining characteristics.
Now we describe the closures of the three dimensional boundary components
of X . They are of the type (
τ 0
0 i∞
)
, τ ∈ H2.
In [Gl] one finds also the description of the three dimensional boundary com-
ponents as intersections of 16 zero divisors ϑ[m] = 0. The description can be
related to the odd characteristics
7.3 Proposition. Let α be an odd characteristic, there are exactly 15 even
characteristics m 6= 0 orthogonal to it. The corresponding divisors ϑ[m] = 0
intersect in a three-dimensional boundary component of X. This gives a a
1-1-correspondence between the 28 odd characteristics and the 28 irreducible
components of the boundary D3/Γ3[2] which are all three dimensional.
A similar computation can be done for the one dimensional boundary compo-
nents of H3/Γ3[2], knowing that in this case each component is given by the
vanishing of 24 suitable thetanullwerte, cf [Gl]. In this case we get:
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7.4 Proposition. Let α1 and α2 be odd characteristics such that α1 + α2 is
an even characteristics, then there are exactly 23 even characteristics m 6= 0
orthogonal to α1 or to α2 . The corresponding divisors ϑ[m] = 0 intersect in a
one-dimensional boundary component of X. This gives a a 1-1-correspondence
between the 210 pairs of odd characteristics of the above form and the 210 one
components of the boundary D3/Γ3[2].
Next we recall the structure of Y − Y0. We have two possibilities, to use the
GIT-picture or the ball-picture. The GIT-picture has been explained in [Koi].
We just recall the following: Consider the map
C
8 −→ (P 1)8 −→ (P 1)8// SL(2) = Y.
In section one we used the variables X1, . . . , X8 to describe this C
8. We have
to consider the 28 differences Wij = Xi −Xj , 1 ≤ i < j ≤ 8. The images of
their zero set in Y describe 28 irreducible divisors. There union is the boundary
part Y − Y0. We now switch to the ball picture. The reason is that in this
picture the quadratic space F62 occurs, whose elements also play the role of
theta characteristics.
In 3.3 we showed that the 28 pairs (i, j) are in 1-1-correspondence to the
anisotropic elements of F62, in other words to the odd characteristics. Recall
that to each such element α we introduced an irreducible divisor (Heegner
divisor) Bα in B/Γ[1 + i].
7.5 Proposition. In our identification Y = B/Γ[1 + i] the boundary divisor
in Y defined by “Wij = 0”, cf. Proposition 3.2, corresponds to the Heegner
divisor Bα, where α is the anistropic element of F
6
2 related to (i, j) as in 3.3.
For a sequence of odd characteristics α1, . . . , αk, we associate the intersection
Bα1,...,αk := Bα1 ∩ . . . ∩ Bαk .
Now we want to compare the Siegel- and the ball picture, i.e. we have to
consider the rational map Y //___ X .
7.6 Proposition. Under the rational map Y //___ X the 28 Heegner di-
visors are contracted to the 28 three-dimensional boundary components. The
210 intersections Bα1,α2 with α1 + α2 an even characteristic are contracted to
the 210 one dimensional boundary components. The 420 intersections Bα1,α2,α3
with αi+αj even characteristics ( 1 ≤ i < j ≤ 3) are contracted to the 105 zero
dimensional boundary components. More precisely, the four Bα1,α2,α3 obtained
by a star map to the same point .
The rational map is defined outside the base locus, which has been described
in 6.2 as a concrete three dimensional variety. When B is a divisor in X we
can take its inverse image in the complement of the base locus and then take
the closure A in X . We call A the pull-back of B. From 3.2 and 3.3 we get:
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7.7 Proposition. The pull-back of the zero divisor of the ϑ[m], m 6= 0, is
the union of 12 Heegner divisors Bα, namely those such that α is orthogonal
to m.
Recall (2.2) that stars consist of 4 anisotropic vectors with a certain property.
The union of the four Bα is the star-divisor BS . A direct inspection shows (one
m is enough):
7.8 Remark. Let m 6= 0 be an even characteristic. There are five different
ways to write the set of all anistropic α, which are orthogonal to m, as union
of three stars. The pull-back of the zero divisor of ϑ[m] is the union of any of
such three star divisors.
We come now to a description of the cusps. It is known that there are 35
cusps (elements of B/Γ[1− i]−B/Γ[1− i]). In the GIT-model they correspond
to the instable points. From [Koi] or as an almost direct consequence of the
computational Lemma 6.3, we obtain:
7.9 Remark. The intersection of the twelve Heegner divisors, which corre-
spond to an even non-zero characteristic (7.7), is a cusp. This gives a bijection
between the cusps and the non-zero even characteristics.
Now we will give a combinatorial description of the base locus of the rational
map Y //___ X . We recall that it is is the union of 56 linear spaces. This
has been proved in 6.2 by a computer calculation (in the strong ideal theoretic
sense). Here will give an instrinsic (set-theoretical) description of this locus in
terms of Heegner divisors.
First of all we need some preliminary facts.
7.10 Lemma. Let α1 and α2 be two odd characteristics such that
α3 = α1 + α2
is still an odd characteristic. Then each even characteristicm 6= 0 is orthogonal
to at least one of the three α1, α2, α3.
In fact each odd characteristics α1 is orthogonal to 15 even characteristicm 6= 0.
Moreover 25 even characteristics m 6= 0 are orthogonal to at least one of two
odd characteristics α1 and α2 whose sum is still odd, thus both are orthogonal
to 5 even characteristics m 6= 0. Obviously α3 = α1 + α2 is still orthogonal to
the same 5 even characteristics m, and there are 10 more that are orthogonal
to α3, but neither orthogonal to α1 nor to α2. So we get that each even
characteristic m is orthogonal to at least one among α1, α2 and α3.
This discussion also shows:
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7.11 Corollary. There are exactly 5 even characteristics m 6= 0 orthogonal
to α1, α2, α3 in 7.10.
Let us consider a different configuration. We assume that α1, α2 are odd but
α1+α2 is an even characteristic. In this case 23 even non zero characteristics are
orthogonal to at least one of α1, α2, and both together are orthogonal to 7 even
characteristics. Let us take an odd α3 such that α1 + α3 and α2 + α3 are even
characteristics. Then 27 non zero even characteristics are orthogonal to at least
one among α1, α2, α3. There is one and only one odd characteristic α4 which
added to α1, α2, α3 gives even characteristics, namely α4 = α1+α2+α3. Hence
the four odd characteristics α1, α2, α3, α4 form a star. From this discussion
follows:
7.12 Lemma. Let α1, . . . , αk be a sequence of odd characteristics such that
each even characteristic is orthogonal at least to a αi, Then the sequence con-
tains three characteristics, say α1, α2, α3, with α3 = α1 + α2.
For three odd characteristics α1, α2, α3 with the property α1 + α2 + α3 = 0
we want to consider the intersection Bα1,α2,α3 . One can check that it coincides
already with the intersection of any two of the three Heegner divisors, i.e
Bα1,α2,α3 = Bα1,α2 = Bα1,α3 = Bα2,α3.
A direct computation tells us that there are exactly 56 triplets of the form
α1, α2, α3, with α1+α2+α3 = 0. With these notations we have the following
7.13 Proposition. The base locus of the rational map from Y to X is the
set
V =
⋃
α1+α2+α3=0
Bα1,α2,α3 .
To each Bα1,α2,α3 corresponds to a linear space of Proposition 6.2.
The proof is an immediate consequence of the previous lemmata and of the fact
that the base locus is necessarily the union of intersections of Heegner divisors.
We know from the results of the previous sections that the blow up of the
base locus produces 56 divisors in Y ∗ or in M¯0,8. We are interested in the image
of these divisors in X . From the previous corollary 7.11, we have exactly 5 even
characteristics orthogonal to α1, α2, α3. Thus the image of Bα1,α2,α3 is defined
by the vanishing of 6 thetanullwerte whose characteristics are Γ3,ϑ-conjugate
to those at the begin of the section.
Thus, according to our previous result, we have that they define an irre-
ducible component of R3/Γ3[2]. Hence we get:
7.14 Proposition. The blow up of the base locus maps on the reducible
locus of the hyperelliptic modular variety. In particular the blow up of Bα1,α2,α3
maps onto the component defined by the vanishing of the thetanullwerte ϑ[m]
with m orthogonal to α1, α2, α3.
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Let us conclude considering the image of the blow up of the cusps. First of
all we observe that for each even, non zero characteristic m there are 16 even
characteristics n1, . . . , n16 such that for each index i = 1, . . . , 16, m+ni = βi is
an odd characteristic. These sixteen odd characteristics appear in the situation
that we are going to describe.
We recall from Lemma 6.3 and Proposition 7.13 that 8 linear components
Bα1,α2,α3 intersect in a cusp m. Each triplet is characterized by being orthog-
onal to the characteristic m. Viceversa, according to Corollary 7.11 , to each
triplet α1, α2, α3 we can associate, besides the characteristics m, four more
even characteristics that are orthogonal to them. The union of all these even
characteristics appearing at least once for the eight possible triplets α1, α2, α3,
related to the even characteristic m, gives the sixteen even characteristics
n1, . . . , n16.
In [Gl] one finds also the description of the two dimensional components con-
jugate to 
 τ1 0 00 τ2 0
0 0 i∞

 (τi ∈ H1)
as intersections of 18 zero divisors ϑ[n] = 0. The description can be related to
the characteristics 0, m, n1 . . . , n16. In fact we have
7.15 Proposition. The blow up of the cusps maps on two dimensional
components in the hyperelliptic modular variety. In particular the blow up of the
cusp m maps onto the component defined by the vanishing of the thetanullwerte
ϑ[n], n = 0, m, n1 . . . , n16 with m+ ni odd.
We remind that in Proposition 6.4 is named the two dimensional variety that
is the inverse image of the cusps in Y ∗.
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