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Abstract
This study addresses the issue of predicting the
glaucomatous visual field loss from patient dis-
ease datasets. Our goal is to accurately predict
the progress of the disease in individual pa-
tients. As very few measurements are available
for each patient, it is difficult to produce good
predictors for individuals. A recently proposed
clustering-based method enhances the power of
prediction using patient data with similar spa-
tiotemporal patterns. Each patient is catego-
rized into a cluster of patients, and a predictive
model is constructed using all of the data in the
class. Predictions are highly dependent on the
quality of clustering, but it is difficult to iden-
tify the best clustering method. Thus, we pro-
pose a method for aggregating cluster-based
predictors to obtain better prediction accuracy
than from a single cluster-based prediction.
Further, the method shows very high perfor-
mances by hierarchically aggregating experts
generated from several cluster-based methods.
We use real datasets to demonstrate that our
method performs significantly better than con-
ventional clustering-based and patient-wise re-
gression methods, because the hierarchical ag-
gregating strategy has a mechanism whereby
good predictors in a small community can
thrive.
keywords: glaucoma, hierarchical aggre-
gating strategy
1 Introduction
1.1 Motivation and Purpose of this
Study
In this study, we address the issue of predicting
the glaucomatous visual field loss based on pa-
tient datasets. Glaucoma is an eye disease that
eventually losses the visual field. The goal of
the present study is to accurately predict the
glaucoma progression using small visual field
datasets. Because measurements of visual field
is expensive, early prediction of glaucoma pro-
gression based on limited measurements is im-
portant for real clinical settings.
A conventional approach for predicting vi-
sual field loss is patient-wise linear regression
[6] and clustering-based method [7]. In patient-
wise linear regression, we construct a predic-
tor for each individual patient. However, as
the number of measurements for each patient
is very small, we cannot produce a good pre-
dictor for individuals. Liang et al. proposed a
clustering-based method for glaucoma progres-
sion which utilizes spatiotemporal disease pat-
1
terns. Each patient is categorized into a cluster
based on each spatiotemporal pattern. Then,
for each cluster, a linear regression predictor is
constructed. A predictor formed from a single
cluster is called a cluster-based predictor ; the
clustering-based method selects an appropri-
ate pattern from a pool of cluster-based predic-
tors. The prediction accuracy of this method is
highly dependent on the quality of the cluster-
ing method. Furthermore, a clustering-based
method will not work well if the target patient
is not a typical member of clusters.
The aim of the present study is to over-
come this weakness in clustering-based meth-
ods. We propose a novel framework for ag-
gregating a number of cluster-based predic-
tors. This significantly improves the predic-
tion accuracy over that of a single cluster-based
predictor in the case of real glaucoma patient
datasets. We present a schematic illustration
of our approach in Fig. 1.
1.2 Previous Work
In addition to conventional patient-wise lin-
ear regression and clustering-based methods
[7], various techniques have been developed to
predict the visual field loss in glaucoma pa-
tients. Bengtsson et al. [1] introduced the vi-
sual field index (VFI), and showed that only
five measurements were needed to produce a
correlation coefficient of 0.84 with the VFI ob-
tained using all measurements. Russell et al.
[14] used Bayesian linear regression to derive
the mean sensitivity index. They showed that
their approach outperformed the ordinary lin-
ear regression method when there were fewer
than nine measurements. Murata et al. pro-
posed a variational Bayesian learning method
[12]. Maya et al. proposed a multi-task learn-
ing method to predict the visual field loss, us-
ing matrix decomposition [9]. Maya et al. also
proposed a hierarchical MDL-based clustering
method to detect progressive patterns of glau-
coma [8]. Recently, Tomoda et al. proposed a
prediction method utilizing information of eye
pressure [15]. Other methods were reviewed
by Liang et al. [7], including those reported by
Noureddin et al. [13], Fitzke et al. [5], Chan
et al. [3], Chan et al. [4], and Mayama et al.
[10].
However, the best predictor for each patient
will differ according to his/her disease features.
In this context, it is crucial to investigate a
strategy to aggregate these prediction methods
and automatically to generate the best predic-
tion. Thus, the present study addresses the
issue of combining several prediction methods
to obtain a better prediction than that pro-
duced using a single method. Such aggregat-
ing strategies have worked well in other ap-
plications, for example, the issue of predicting
prostate specific antigen from short time series
[11].
1.3 Novelty and Significance of this
Study
We propose a new aggregating strategy based
on a previously proposed aggregating algorithm
([2], [16]). In this method, each predictor is
treated as an expert, and the prediction is ob-
tained by taking a weighted average of all ex-
perts’ predictions. In theory, this method per-
forms almost as well as the best expert in terms
of the worst-case regret. However, in practice,
the aggregating algorithm outperforms all of
the experts in terms of the instantaneous pre-
diction loss.
The novelty of the present study is a novel
aggregating algorithm which is adapted to
glaucoma visual loss prediction: We modify
the original aggregating algorithm as follows to
enable its practical application to the special-
ized setting of glaucoma visual loss prediction:
1) Learning rate adaptation: The learning
rate is estimated using training examples to
maximize the improvement rate. This indi-
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Figure 1: Schematic illustration of the prediction of visual fields in glaucoma patients. (a)
Glaucoma progression. Regions filled with grayscale colors correspond to local portions of a
visual field. Darkness corresponds to the degree of loss of the visual field. (b) Schematic of our
proposed method. Circles show the normality of a visual field at each time point. The question
mark in the dotted circle is the prediction target. Dotted lines denote cluster-based predictors.
Our proposed method aggregates the cluster-based predictors and gives a better prediction.
cates the improvement in prediction loss rela-
tive to the patient-wise linear prediction. This
learning rate achieves better performance than
the theoretically designed learning rate.
2) Batch learning adaptation: The expert
weights are determined in a batch process,
rather than the online process employed in the
original aggregating algorithm. The modified
algorithm optimizes the use of all patient data,
thereby producing better predictions than the
original method.
3) Hierarchical aggregation: We propose an
aggregation process, the hierarchical aggregat-
ing strategy. This method first aggregates
all cluster-based predictors from a single clus-
tering method to obtain intermediate predic-
tors, then aggregates these intermediate pre-
dictors (see Fig. 2(c)). When we have sev-
eral clustering-based methods, we can aggre-
gate several types of experts. A facile idea is
aggregating all cluster-based predictors over all
the clustering methods at once (see Fig. 2(b)).
We call this simple method the flat aggregat-
ing strategy. Although the performance of the
flat aggregation is better than clustering-based
methods, our analysis indicates that this hi-
erarchical aggregating strategy exhibits much
better performance than the flat aggregating
strategy.
The significance of this study can be sum-
marized as follows:
A) Better use of predictors in the area
of glaucoma visual field loss: We demon-
strate that our proposed method delivers bet-
ter prediction accuracy than the flat aggregat-
ing strategy, the conventional clustering-based
methods, and patient-wise linear regression.
B) A new framework for aggregating visual
field loss predictors: There are a number of
promising methods for predicting glaucoma vi-
sual field loss, and many more are expected to
be proposed in the future. Thus, our method
provides a general strategy whereby new meth-
ods do not have to compete with existing meth-
ods. Instead, our approach allows numerous
methods to collaborate in the hierarchical ag-
gregation framework. Therefore, by adding
new methods to the pool of experts, our hi-
erarchical aggregation approach obtains better
predictions than those given by previous tech-
niques.
The remainder of this paper is organized as
follows. In Section 2, we describe the predic-
tion of visual fields. Section 3 reviews the ag-
gregating algorithm, and Section 4 discusses
the construction of experts from clustering-
based methods. In Section 5, we present the
details of our modification of the existing ag-
gregating algorithm, and present our experi-
mental results in Section 6. Section 7 contains
3
our concluding remarks and discussion.
2 Overview of the Prediction
of Visual Fields
In the present study, the patient visual field
comprises 74 scalar real values. Each value is
the total deviation (TD), which corresponds to
the visual loss at each local point of the visual
field. We denote these values in vector form as
y = (y1, y2, . . . , yD), where yi (−30 ≤ yi ≤ 0)
is the TD of the ith point in the visual field,
and D(= 74) is the number of points. In our
algorithm, observations of the target patient’s
visual field are given in this vector form. The
prediction problem is formalized as follows: At
time t, given past data y1, . . . ,yt−1, we predict
yt with yˆ using y1, . . . ,yt−1. Through a clus-
tering method, we generate a cluster-based pre-
dictor from the cluster containing y1, . . . ,yt−1.
These predictors enables us to produce a pre-
diction using the above vector formalism.
3 Review of Existing Aggre-
gating Algorithm
We introduce the basic framework of an ex-
isting aggregating algorithm [2]. This method
predicts yˆt at time t by combining various ex-
pert predictions during each time step, yˆt =
(
∑N
i=1 wi,tfi,t)/(
∑N
j=1wj,t), where fi,t is the ith
expert’s prediction at time t and N is the num-
ber of experts. The weights wi,t are updated
automatically using the loss function l(·, ·) of
expert prediction fi,t for outcome yt as follows:
wi,t+1 = wi,t exp(−ηl(yt, fi,t)), (1)
where η is a constant called the learning rate.
The weight assigned to an expert decreases
when the difference between its prediction and
the observation is larger. This difference is
evaluated using loss functions, e.g., l(x,y) =
(x− y)T (x− y).
The performance of this aggregating al-
gorithm is evaluated based on the re-
gret, which is defined as
∑n
k=1 l(yk, yˆk) −
min1≤i≤N
∑n
k=1 l(yk, fi,k). The upper bound
of the regret is known to be lnN/η+ ηn/8 [2].
The optimal learning rate η∗ =
√
8 lnN/n is
derived by minimizing the regret to
√
n lnN/2.
We call this theoretically optimal learning rate
η∗ the Regret (RG)-optimal η. For more de-
tails, see [2].
4 Generating Experts from
Clustering Results
In this section, we explain how to construct
experts from existing clustering methods. In
the process of prediction with a single cluster-
ing method, a cluster-based predictor is gener-
ated for each cluster. The most suitable predic-
tor then gives the prediction. Such clustering-
based methods often produce good predictions,
but it is not clear whether the selected predic-
tor is optimal. If the target patient is not ade-
quately represented by a single cluster, none of
the cluster-based predictors will produce suffi-
ciently accurate predictions. In this case, com-
bining the contributions from several clusters
may improve the prediction accuracy. There-
fore, we can think of cluster-based predictors as
experts, and aggregate them to produce better
predictions. The process of generating experts
from clustering-based methods is illustrated in
Fig. 2(a).
4.1 Spatiotemporal Clustering
Liang et al. [7] proposed a spatiotemporal
clustering algorithm that predicts the progress
of glaucoma using past patient information.
The algorithm comprises a spatial feature clus-
tering method and a prediction module that
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Figure 2: Schematic illustrations of our proposed aggregating algorithm for clustering-based
methods. (a) Cluster-based predictors are generated using a clustering-based method. (b) The
flat aggregating strategy. (c) The hierarchical aggregating strategy.
uses the temporal characteristics of each spa-
tial cluster. This scenario is illustrated in Fig.
3.
We employ the spatial feature clustering
method (called uv-EM ) proposed in [7]. This is
an expectation-maximization (EM) algorithm
that learns the spatial cluster centers and tem-
poral feature vectors of glaucoma patients’ vi-
sual fields.
From the clinical knowledge that TD de-
creases linearly over time, we assume that the
clustering-based predictors can be written as
follows [7]:
y(t) = w1t+w2, (2)
where y(t) is the predicted TDs at time t, and
w1 and w2 denote the progression rate and
initial TD, respectively. These predictors are
constructed using the following two methods.
The first method is temporal-shift linear re-
gression(TSLR), where the disease progression
rate of all patients belonging to the same spa-
tial cluster is assumed to be the same. How-
ever, the initial state of the disease can be
different in each patient. Thus, we obtain a
cluster-based predictor through linear regres-
sion by applying optimal time-shifts to the pa-
tients within a cluster. The second method is
slope clustering(SC ), where there are at most
C progression rates for local visual points in
each spatial cluster.
These predictions are more accurate than
the traditional patient-wise LR predictors
[7], which implies that these clustering-based
methods represent the characteristic of glau-
coma patient datasets. Hereafter, we denote
uv-EM + SC as SC and uv-EM + TSLR as
TSLR for simplicity (For more details, see [7]).
4.2 Construction of Experts from
Clustering Methods
Next, we explain how to construct experts us-
ing TSLR, SC, and patient-wise LR. Each ex-
pert is a linear function of time, as in (2). Un-
der TSLR, w1 is as the cluster-based predic-
5
Patient 
Data Set
Spatial Clustering: 
uv-EM
Temporal Clustering: 
TSLR or SC
Cluster
Cluster
Cluster
Figure 3: Generating clusters using a spatiotemporal clustering algorithm [7].
tor’s gradients. For SC, w1 is the same as that
of patients within the training datasets, and
are selected from W := {w(1), w(2), . . . , w(C)}.
Patient-wise LR gives w1 by linearly regressing
each patient.
The initial disease state w2 is determined
as w2 =
∑T
t=1(yt − w1dt)/T , where dt is the
tth date, yt is the tth observation, and T is
the number of observations. This is obtained
by minimizing the errors E(T ) =
∑T
t=1 ||yt −
w1dt −w2||22. The pair w1, w2 defines an ex-
pert in the proposed framework.
5 Algorithm for Aggregating
Clustering Methods
To utilize the experts introduced above, we
modify the original aggregating algorithm as
follows: 1) The learning rate η is selected to
ensure that it is practical; 2) the weight is de-
termined in a batch process, rather than an on-
line process; 3) a hierarchical aggregation algo-
rithm is applied to the clustering-based meth-
ods. The pseudo-code is shown in Alg. 1.
5.1 Empirical Determination of the
Optimal Learning Rate η
As described in Section 3, the existing algo-
rithm derives a theoretical RG-optimal η. Our
goal is to minimize the instantaneous predic-
tion loss at a desired time point; thus, the re-
gret is not appropriate. The root mean squared
error (RMSE ) was used to measure the pre-
diction accuracy as
√∑D
j=1(yˆj − yj)2/D where
Algorithm 1 Aggregation of clustering meth-
ods
Input: Observables y1, . . . ,yn for the target
patient.
Determinew1 based on past patient datasets
using TSLR, SC, and LR.
Determine w2 from the observations.
Determine RG-optimal and IR-optimal val-
ues of η using the experts.
Determine the weights of the experts based
on these values of η.
Output: Make prediction using the aggre-
gating algorithm.
yˆ = (yˆ1, . . . , yˆD) are the predictions and y =
(y1, . . . , yD) are the observations. The perfor-
mance of the prediction method is measured in
terms of the Improvement Rate(IR), which is
defined as
IR(n) =
1
N(n)
N(n)∑
i=1
ai(n), (3)
where n is the number of observation points
(n ∈ [2, 10]) and N(n) is the number of pa-
tients in the test dataset. The value of ai(n)
is 1− RMSEf (i)
RMSELR(i)
if n < Li, and 0 otherwise.
Here, RMSELR(i) is the RMSE of the ith pa-
tient using patient-wise LR, and RMSEf (i) is
the RMSE using prediction method f . The
larger the value of IR, the greater the im-
provement of f relative to the patient-wise LR.
When f has the same accuracy as the patient-
wise LR, IR = 0. We empirically determine
the improvement-rate (IR)-optimal η by max-
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imizing the IR.
5.2 Determining Expert Weights
Using a Batch Process
In the usual online algorithm, the expert
weights are updated after each new observa-
tion. For the glaucoma datasets, samples are
usually obtained at intervals of a few months.
Thus, it is natural to use all available data
points to determine the weights of the experts.
Our method employs the following batch up-
date rule: wi,t+1 = exp
(
−η∑tτ=1 l(yτ , fi,τ )
)
,
which replaces the traditional rule (1).
5.3 Hierarchical Aggregation
We propose a hierarchical aggregating strat-
egy, where all the predictors given by each
single clustering-based method are first ag-
gregated to construct intermediate predictors.
These intermediate predictors are then ag-
gregated to construct the final predictor (see
Fig. 2(c)).
The purpose of the proposed method is to
adequately deal with experts generated from a
small expert source. The number of experts
generated from each clustering-based method
is naturally different. In the flat aggregating
strategy, a good expert belonging to a small
community may not greatly affect the predic-
tion because a large community gathers con-
siderable expert weights. On the contrary, in
the hierarchical aggregating strategy, experts
within each community are aggregated to gen-
erate intermediate predictors. Then, the fi-
nal prediction is given by aggregating inter-
mediate predictors that only one intermediate
predictor belongs to each community. There-
fore, such effects on the biased community size
may be canceled at the second aggregation. In
the real glaucoma datasets, the number of ex-
perts generated from clustering-based methods
is widely distributed, therefore, our proposed
method showed the best performance among
all the methods as shown in the next Section 6.
6 Experimental Application
to Glaucoma Datasets
We compare the effectiveness of our pro-
posed hierarchical aggregating strategy against
a single cluster-based predictor for glaucoma
datasets.
6.1 Problem Setting
The dataset used in this study is the same as
that used by Liang et al. [7]. We divided the
dataset into two parts, a learning set (90%, 977
patients) and a test set (10%, 109 patients).
In the learning period, we constructed experts
using clustering methods, and used them to
determine RG-optimal and IR-optimal η val-
ues. In the test period, we predicted the final
observation point for each patient. The predic-
tion errors were evaluated using ten-fold cross-
validation.
We set the number of spatial clusters to
K = 40 and the number of slope clusters to
C = 5, as reported in [7]. In our dataset,
D = 74. Clusters were omitted if they con-
tains fewer than three patients. LR, SC, and
TSLR gave 977, 977, and 38 experts, respec-
tively. For all calculations, we used the loss
function l(x, y) := ||x− y||2/(30
√
D).
6.2 Determination of the Optimal
Learning Rate η
The IR-optimal η is obtained through ten-fold
cross-validation using portions of the learning
dataset. As shown in Fig. 4, IR attained peaks
at different values of η
√
n. The IR-optimal η
generally agrees with the optimal η obtained
using the test dataset. However, the RG-
optimal η are clearly smaller than the optima.
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Figure 4: Dependence of IR on η
√
n for (a) LR, (b) SC, (c) TSLR, (d) flat aggregation, and
(e) hierarchical aggregation.
Table 1: IR versus observation point n using IR-optimal η, RG-optimal η, the best expert,
and the methods of Liang et al. [7] based on LR (upper), TSLR (middle), and SC (lower)
experts. IRs corresponding to the best performance are underlines. We denote cases in which
our method is statistically-significant better than Liang et al.’s methods with * (p < 0.05) and
** (p < 0.01).
LR n = 2 3 4 5 6 7 8 9 10
IR-optimal 0.852 0.735 0.620 0.518 0.420 0.324 0.242 0.183 0.154
RG-optimal 0.852 0.731 0.613 0.506 0.403 0.298 0.214 0.150 0.124
Best expert 0.695 0.569 0.461 0.376 0.296 0.222 0.158 0.116 0.0920
TSLR n = 2 3 4 5 6 7 8 9 10
IR-optimal **0.853 **0.734 **0.618 **0.513 **0.414 **0.314 **0.232 **0.171 **0.144
RG-optimal **0.852 **0.733 *0.614 0.506 0.402 0.295 0.209 0.143 0.116
Best expert 0.834 0.709 0.590 0.486 0.390 0.292 0.212 0.154 0.131
Liang et al. 0.850 0.728 0.609 0.499 0.395 0.289 0.200 0.136 0.109
SC n = 2 3 4 5 6 7 8 9 10
IR-optimal **0.850 **0.734 **0.620 **0.519 **0.421 **0.324 **0.243 **0.185 **0.156
RG-optimal **0.851 **0.729 **0.611 **0.502 **0.399 **0.293 **0.209 **0.145 **0.119
Best expert 0.761 0.637 0.521 0.425 0.335 0.253 0.180 0.133 0.106
Liang et al. 0.818 0.678 0.554 0.447 0.347 0.256 0.178 0.120 0.0895
6.3 Prediction using Experts Gener-
ated by a Clustering Method
We compared our aggregating strategies with
IR-optimal η and RG-optimal η with the pre-
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Figure 5: Dependence of IR on the number of observations n for experts generated using (a)
LR, (b) SC, and (c) TSLR. The performance of the patient-wise LR corresponds to the zero
horizontal line. (d) IRs for the five aggregation algorithms with IR-optimal η are compared.
Error bars show the standard deviations of ai(n).
dictions of the best expert (i.e., that with the
largest weight at the final observation point)
and the methods of Liang et al. [7]. As shown
in Figs. 5(a)-(c) and Table 1, the aggregating
strategy with IR-optimal η produced a greater
IR than that of the other methods in almost all
cases. We applied a one-sided binomial statis-
tical test to these results by counting the num-
ber of “wins” in prediction accuracy among the
patients in the test dataset. The null hypothe-
sis that the prediction ability of our method is
the same as that of Liang et al.’s method was
rejected in many cases (shown in Table 1 with
symbols * (p < 0.05) and ** (p < 0.01), where
the p-index is denoted by p). Thus, aggregat-
ing cluster information allows for better predic-
tion performance than using only one cluster.
Our method with IR-optimal η also outper-
formed the best expert. This indicates that
the clusters do not adequately represent the
patient characteristics. This result also sug-
gests that existing glaucoma prediction meth-
ods could be enhanced using our aggregating
algorithm.
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6.4 Prediction using Hierarchical
Aggregating Algorithms
The hierarchical aggregating strategy with IR-
optimal η achieved better IR values than the
flat aggregating strategy and single clustering
methods. In addition, a one-sided binomial
statistical test showed that the hierarchical
approach with IR-optimal η was statistically-
significantly better than the original TSLR and
SC in all cases. These results are summarized
in Fig. 5(d) and Table 2.
Our proposed aggregating algorithm clearly
works very well. Aggregating algorithms with
IR-optimal η exhibited the best performance
in almost all cases, as shown in Tables 1 and 2.
Moreover, the hierarchical aggregating strat-
egy with IR-optimal η achieved the best per-
formance in terms of IRs and the one-sided bi-
nomial test (p < 0.01) as shown in Fig. 5(d).
This implies that the hierarchical method is
the best means of aggregating the experts gen-
erated by clustering-based methods for glau-
coma datasets.
6.5 Discussion
Hierarchical aggregation outperformed the flat
aggregating strategy for the following reasons.
If there are a few experts, those with larger
weights (i.e., better experts) in a clustering
method will lose their influence in the flat ag-
gregating strategy, because the initial weight
becomes small during the flat aggregation pro-
cess over a large number of experts. Such ex-
perts will survive in the hierarchical aggregat-
ing strategy, because this approach gives equal
initial weights to all clustering methods, re-
gardless of how many experts they include. In
other words, the hierarchical aggregating strat-
egy has a mechanism whereby good predictors
in a small community (i.e., a clustering-based
method with a small number of experts) can
thrive. This works particularly well when the
number of experts varies widely across all of
the cluster-based methods. This was the case
in our experiments where the three clustering-
based methods had 977, 977, and 38 experts
for LR, SC, and TSLR, respectively, and TSLR
produced a very good predictor (see Table 2).
When the number of experts does not de-
viate widely, the advantages of the hierarchi-
cal strategy are not so pronounced. Such a
situation might cause the data to be overfit-
ted through the repeated aggregation. Hence,
whether flat or hierarchical aggregation is
preferable depends on the distribution of the
experts in the clustering-based methods, as
well as the nature of the data itself.
7 Conclusion
In the present study, we have developed pre-
diction algorithms that aggregate the experts
generated by clustering-based methods. Our
aggregation framework has been then applied
to the prediction of glaucoma progression.
There are three main differences between our
proposed method and the existing approach.
First, we have used an empirically optimized
learning rate. Second, the expert weights are
determined by using a batch process. Third,
we have examined the hierarchical aggregating
strategies for multiple clustering-based meth-
ods. We found that the hierarchical aggre-
gating strategy gives consistently better pre-
dictions than the traditional patient-wise lin-
ear regression, single clustering-based meth-
ods, the best expert, and the flat aggregation.
The findings reported here may contribute
to knowledge discovery and data mining by
connecting clustering methods and predictions
through aggregation algorithms. Our method
for aggregating experts generated several clus-
tering methods that obtained better predic-
tion results than the original clustering-based
method. This suggests that the prediction ac-
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Table 2: IR versus observation point n using IR-optimal η and RG-optimal η.IRs corresponding
to the best performance are underlined. Statistically-significant results with respect to TSLR
[7] are indicated with * (p < 0.05) and ** (p < 0.01). In all cases, the proposed method was
significantly better than original SC [7] with p < 0.01.
Strategies n = 2 3 4 5 6 7 8 9 10
Flat (IR) *0.851 **0.734 **0.620 **0.518 **0.420 **0.324 **0.243 **0.184 **0.154
Hierarchical (IR) **0.856 **0.740 **0.628 **0.527 **0.433 **0.339 **0.259 **0.202 **0.175
Flat (RG) 0.851 **0.731 *0.612 0.504 0.401 0.297 *0.212 0.148 0.122
Hierarchical (RG) **0.853 **0.733 **0.615 **0.506 0.403 0.298 *0.212 0.148 0.121
curacy could be further improved by embed-
ding additional clustering methods.
From a clinical significance viewpoint, our
method may help to establish good predic-
tions of glaucoma progression. In addition to
its good prediction performance, our frame-
work of aggregating cluster-based predictors
may be sufficiently flexible to include other
clustering methods and predictors, because the
algorithm does not assume any specific con-
straints. This flexibility will allow clinicians to
add novel prediction methods. Therefore, our
method will contribute to improving the future
performance of glaucoma predictions. More-
over, our proposed method is not limited to
glaucoma progress prediction. Therefore, our
proposed aggregating strategies for clustering-
based methods can be applied in a wide range
of areas.
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