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Meta-analyzing logistic regression slopes: A partial effect size for categorical outcomes 
 
Nicholas Anderson 
Meta-analysis refers to the quantitative synthesis of information across different studies. 
Since outcomes from different studies are likely to be reported in different units, study-level 
results are typically transformed to the same scale before quantitative integration. Typically, this 
leads to the accumulation and combination of effect sizes. To date, most social scientists have 
synthesized, or meta-analyzed, zero-order statistics like a correlation. Synthesizing partial effect 
sizes is an alternative which allows a meta-analysis to account for the influence of nuisance 
variables when estimating the association between two variables. This dissertation proposes that 
logistic regression coefficients from different studies, which are a type of partial effect size, can 
be meta-analyzed. Logistic regression models how a set of covariates relates to a binary 
dependent variable. Given a key independent variable (IV) of interest, which we can call the 
focal IV or 𝑋𝑓, the slope estimate (𝛽𝑓) in a logistic regression measures the impact of 𝑋𝑓 on Y on 
the logit (log-odds) scale, while controlling for other variables. Four assumptions justify the 
possibility of comparing and possibly combing logistic slopes across studies: (1) Y must be on 
the same scale, (2) 𝑋𝑓 must be on the same scale, (3) all effect sizes are logistic regression slopes 
adjusted for the same covariates, and (4) model specifications are identical. In practice, the third 
assumption is particularly challenging as different studies inevitably include different sets of 
control variables. Three simulation studies are implemented to understand how synthesizing a 
logistic regression slope on the logit scale is affected by several factors. Across these three 
simulation studies, the following meta-analytic variables are tested: (1) the size of the partial 
effect size (𝛽𝑓), (2) Study-level sample size (k), (3) Within-study sample size (N), (4) the degree 
 
of between-study variance (τ2), (5) a continuous vs. a binary focal predictor, (6) the level of 
collinearity between 𝑋𝑓 and other covariates included in primary studies, (7) the magnitude of 
non-focal variable slopes, (8) different covariate sets used in primary-level studies, and (9) meta-
analytical method. Simulation performance is based on how the bias and mean-squared error 
(MSE) are affected by each of these simulation parameters. Overall, results suggest that when the 
four assumptions introduced above are satisfied, meta-analyzing logistic regression slopes is 
remarkably accurate as the summary effect resulting from the standard random-effects meta-
analytic model leads to small levels of bias and MSE under a variety of conditions. When the 
assumptions are broken (and particularly the third assumption of identical covariate sets), the 
pooled slope estimator can have large degrees of bias. The bias is a function of within-study 
sample size, between-study sample size, distribution of the focal IV (i.e., continuous vs. 
categorical variable), multicollinearity, the magnitude of non-focal variable slope parameters, 
diversity in covariate sets, and choice of meta-analytical methods. The MSE is a function of 
study-level sample size, within-study sample size, distribution of the focal IV (i.e., continuous 
vs. categorical variable), multicollinearity, the magnitude of non-focal variable slope parameters, 
diversity in covariate sets, and choice of meta-analytical methods. A complex four-way 
interaction is discovered between collinearity, the magnitude of non-focal variable slope 
parameters, diversity in covariate sets, and choice of meta-analytical methods. An applied 
example focusing on estimating the effects of albumin on mortality is also presented to 
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It is necessary, while formulating the problems of which in our further advance we are to 
find solutions, to call into council the views of those of our predecessors who have 
declared an opinion on the subject, in order that we may profit by whatever is sound in 
their suggestions and avoid their errors. 
 -Aristotle, De Anima, translated by Smith, 1984 
Meta-analysis concerns the mathematical combination of study-level effects into a single 
summary effect (Cooper, 2019). Findings from each study are first transformed to the same scale 
before quantitative integration, typically leading to the accumulation and combination of effect 
sizes. Unlike p-values, effect sizes measure the magnitude of association between two variables 
on a standardized scale and are independent of sample size (Borenstein et al., 2009). To my 
knowledge, none in the psychology or educational literatures have yet used meta-analytic 
methods to synthesize logistic regression coefficients – even though this idea has been explored 
in the epidemiology literature. A meta-analysis conducted by Noltemeyer et al. (2014) 
demonstrates the utility of doing so.  
Noltemeyer et al. (2015) meta-analyzed the relation between graduation and school 
suspension (ever suspended), two binary variables. Studies either reported a correlation or a 
logistic regression model was estimated to measure the relation between these variables. The 
authors followed conventional practice by discarding all estimates from logistic models and only 
synthesizing correlation statistics. Though mathematically valid, combing zero-order statistics 
ignores all other variables. In observational research settings, the research environment cannot be 





“true” relation since extraneous variables are ignored (Stanley and Doucouliagos, 2012). Partial 
effect sizes on the other hand are so named for how they partial out the influence of nuisance 
variables when estimating the association between two variables. The partial correlation is a 
good example. I propose that logistic regression coefficients from different studies, which are a 
type of partial effect size, can be jointly synthesized. 
Unlike correlations, regression slopes account for nuisance variables by including them 
as covariates in the model. A regression slope provides less biased estimates than a correlation 
does in the presence of confounding variables. While many argue that meta-analyzing regression 
slopes from linear models is permissible, social scientists have not extended this defense to 
logistic regression slopes yet. Logistic regression models how a set of covariates relate to a 
binary dependent variable (DV). Each “slope” estimate in a logistic regression measures the 
impact of an independent variable (IV) on the DV on a logit (log-odds) scale, while controlling 
for other variables. Since the logit scale is invariant across studies, combining logistic slope 
estimates from different studies may be possible. This synthesis approach leads to a summary 
effect that has been adjusted for potential confounders, as opposed to a zero-order statistic.  
Becker and Wu (2007) list three key challenges when trying to meta-analyze linear 
regression slopes. The first two relate to scale issues for the DV and IV. Namely, the DV and IV 
must be on the same scale across all studies before a meta-analysis of regression slopes can be 
justified. For example, Noltemeyer et al. (2015) explored the relation between high school 
graduation and suspension (ever suspended), two binary variables. But could they have 
synthesized coefficients from logistic or probit regression models, which are a type of partial 
effect size?1 The DV (dropout or not) and the IV (ever suspended or not) are both dichotomous, 
 
1 Note that coefficients from probit regression models can be transformed to a logistic scale by multiplying the 





so the corresponding slope estimates from studies using logistic regression would be on the same 
logit scale. The third issue cited by Becker and Wu (2007) is more intractable. Slope estimates 
are partial effect sizes that have been adjusted for extraneous variables. Even if the relevant slope 
for the main construct of interest is estimated in different studies, these estimates are not directly 
comparable if they have been adjusted for different control variables (Aloe, 2014). Despite the 
challenges, many have synthesized linear regression slopes (Mookerjee, 2006; Ćorić & Pugh, 
2010; Klomp & de Haan, 2010; Card & Krueger, 1995) and the Campbell Collaboration nor 
officially recognizes this practice (Aloe et al., 2016).  
Synthesizing logistic regression slopes is a viable practice, albeit it requires a strict set of 
assumptions. Chapter 2 introduces meta-analysis and its core methodology. It reviews methods 
for meta-analyzing linear regression slopes, discusses the small epidemiological literature on 
meta-analyzing logistic regression slopes, and introduces the theoretical and simulation literature 
which has addressed the synthesis of regression slopes. Chapter 2 also outlines a set of four 
assumptions (section 2.4.2) that together imply a set of logistic slopes are identically distributed 
across studies. If satisfied, these assumptions can justify the possibility of comparing and 
possibly combing logistic slopes across studies. Briefly, these assumptions are: (1) Y must be on 
the same scale, (2) 𝑋𝑓 must be on the same scale, (3) all effect sizes are logistic regression slopes 
adjusted for the same covariates, and (4) model specifications are identical. These assumptions 
were inspired by Becker and Wu (2007) and extrapolated to the case of logistic regression 
slopes. Chapter 3 (methods) outlines a series of simulation studies to explore the feasibility of 
synthesizing logistic regression coefficients under different scenarios. This chapter also 
introduces the applied example. Chapter 4 implements the simulation studies and applied 






2. Literature Review 
The literature review is divided into three main parts after a brief history of meta-analysis 
is introduced. The first part taps the theoretical literature and introduces meta-analysis and its 
core tenants. It reviews the synthesis of regression slopes, starting with linear regression and 
concluding with logistic regression. The second part of the literature review focuses on previous 
simulation studies that examined the synthesis of both linear and logistic regression slopes. 
Chapter 2 concludes with an in-depth review of meta-analyzing logistic regression slopes, 
bringing special attention to the key assumptions required to do so. 
2.1. A brief history of meta-analysis 
Science is often called a cumulative process. This point is impressed upon students, who 
are taught to read the literature and frame new ideas on the foundation of previous scholarship. 
Integrating previous scholarship within a body of literature has traditionally been the purview of 
the literature review. Written in narrative form, literature reviews aim to summarize research 
findings in a comprehensive and comprehensible manner. Such reviews introduce readers to the 
types of research studies that have been conducted in an area, what they found, seek to reconcile 
conflicting findings, establish what is known and areas requiring further examination (Maruyama 
& Ryan, 2014). Nearly fifty after Glass (1976) pioneered meta-analysis as a quantitative 
alternative to narrative reviews, the voluminous research base continues to overwhelm. 
In what is widely recognized as the first published meta-analysis, Smith and Glass (1977) 





typical psychotherapy study employs a two-group experimental design. Glass (1976; Smith and 
Glass, 1977) argued that effect size estimates could be sampled from empirical studies within the 
literature and treated as the dependent variable in a secondary analysis. He defined the effect size 
of therapy from each study as the standardized mean difference, which is the difference in group 
means divided by the within group standard deviation (Glass, 1976, p. 6). Glass (1976) reasoned 
that since effect sizes were on the same scale, they could readily be combined across studies.  
Just as Smith and Glass (1977) focused on the bivariate relation between mental health 
outcomes and psychotherapy as a treatment, meta-analytic research questions typically concern 
the relation between two or more constructs (Cooper, 2019). Many standardized measures of 
bivariate relation already exist, like the standardized mean difference, the correlation coefficient 
or the odds ratio (OR) statistic. These statistical parameters represent zero-order associations and 
as such are threatened by third-variable problems (Borenstein, Hedges, Higgins, & Rothstein, 
2009). A lurking variable refers to a third variable that, if unaccounted for, biases the estimate 
relation between two other variables. Synthesizing partial effect sizes can minimize such biases. 
A partial effect size is one that has been adjusted for extraneous variables. Meta-analyzing 
regression slopes, a type of partial effect size, is a growing practice (Aloe, Tanner-Smith, Becker 
& Wilson, 2016; Becker and Wu, 2007). Aloe and Thompson (2013) outline three effect size 
indices (a partial correlation, semi-partial correlation, and the standardized slope) based on linear 
regression coefficients suitable for synthesis. These indices work well for continuous variables 
but are not suitable when the dependent variable (DV) is categorical. 
While the cumulative nature of science has long been recognized, scientists in the 
twentieth century witnessed an astonishing rate of research growth not seen before. Ironically, 





delineate the boundaries of knowledge on a topic. If the rate of research accumulation which 
threatened the adequacy of narrative review methods was tinder, then the famous feud between 
Hans Eysneck and Gene Glass provided the sparks that ignited the meta-analysis revolution.  
By the early 1970s, literally hundreds of studies had examined the effects of 
psychotherapy. In this backdrop, the prominent psychologist Eysenck authored a literature 
review which concluded psychotherapy was not effective (Eysneck, 1965). Given Eysneck’s 
prominence as a psychologist, his literature review shaped the prevailing views on 
psychotherapy within academia (Glass, 2015). Enter Glass, a psychotherapist advocate who, 
having invested nearly a decade focused on researching the effectiveness of psychotherapy, 
disagreed with the increasingly conventional “wisdom” that psychotherapy was not useful 
(Glass, 2015). Upon reading Eysenck’s literature review, Glass (2015) retorted that he “was 
impressed and intrigued primarily with their arbitrariness, idiosyncrasy, and high-handed 
dismissiveness” (p. 2). Such criticism reflects the non-systematic nature of the narrative 
approach to integrating research evidence; the reviewers’ slant, prejudices, or agenda are 
potential ingredients for serving up a set of pre-conceived conclusions. Years later, Glass (2015) 
wryly credited Eysneck with the creation of meta-analysis: 
Looking back on it, I can almost credit Eysenck with the invention of meta-analysis by 
anti-thesis. By doing everything in the opposite way that he did, one would have been led 
straight to meta-analysis. Adopt an a posteriori attitude toward including studies in a 
synthesis, replace statistical significance by measures of strength of relationship or effect, 
and view the entire task of integration as a problem in data analysis where ‘studies’ are 
quantified and the resulting database subjected to statistical analysis, and meta-analysis 
assumes its first formulation. Thank you, Professor Eysenck” (p. 4). 
This feud highlights a key limitation of traditional narrative reviews. As findings on a 
particular topic accumulate, conflicting results are inevitable. When disparate research findings 
are complemented by studies of different and perhaps even low methodological quality, some 





(Begley & Ellis, 2012) or economics (Blaug, 1980; Stanley & Jarrell, 1989). Addressing the 
replication crisis within psychology, Maxell, Lau and Howard (2015) observe that efforts to 
replicate studies frequently arrive at different and even conflicting results. After reminding 
readers that empirical findings are probabilistic after all, Cooper, Hedges, and Valentine (2019A) 
remark, “If results that are expected to be similar show variability, the scientific instinct should 
be to account for the variability by further systematic work” (p. 4). When Glass (1976) coined 
the term meta-analysis, he was giving the scientific community the means to model such 
variability in empirical findings. In many fields today, meta-analysis has become indispensable 
for aggregating and summarizing potentially conflicting information across studies.  
In medicine for example, Hunt (1997) observes how decades of research on the 
effectiveness of a drug called streptokinase led to a wide range of conflicting results – where 
only 6 of the 33 studies included “statistically significant” findings (Borenstein et al., 2009). The 
effectiveness of streptokinase, a medication intended to reduce the risk of heart attacks, was in 
doubt until three meta-analyses were published: “Although the results of the individual clinical 
trials had been contradictory and unreliable, all three meta-analyses found that when the trials 
were combined, they showed that the clot-dissolving agents almost certainly reduced the risk of 
death by a considerable margin” (Hunt, 1997, p. 86). This highlights a strength of meta-analysis 
– its ability to overcome the low power that often exists in primary studies. As Hunt (1997) 
concludes, meta-analysis is now the accepted practice for “how science takes stock.”  
Eysenck’s (1978) critique of Glass’ psychotherapy meta-analysis, “An exercise in mega-
silliness,” only reinforced the need for methods of research integration that are impartial to the 
biases of the investigators. While there were several early criticisms of meta-analysis, mostly on 





Smith and Glass’ (1977) research on psychotherapy, Schmidt and Hunter’s (1977) synthesis of 
validity employment tests in industrial psychology, and Rosenthal and Rubin’s (1978) meta-
analysis on interpersonal expectancy effects in research made a powerful case for the utility of 
meta-analytic research that critics could not ignore (Cooper et al., 2019A). By 1985, the first 
textbooks on meta-analysis had appeared. Glass, McGaw, and Smith (1981) positioned meta-
analysis as a new application of traditional regression and analysis of variance techniques, where 
the main adaptation was using study-level effect size indexes as the dependent variable. Hunter, 
Schmidt, and Jackson’s (1982) book focused on addressing potential sources of bias in meta-
analysis and how to correct them. According to Cooper and colleagues (2019A), the essential 
publication came in 1985 when Hedges and Olkin explicated and presented rigorous proofs on 
the underlying statistical theory of meta-analysis. Although Glass is widely credited for coining 
the term meta-analysis and sparking the synthesis revolution in scientific inquiry, the father of 
meta-analysis as a statistical discipline is undoubtedly Larry Hedges (Glass, 2015). Cooper et al. 
(2019A) credit the Olkin and Hedges (1985) text for elevating “the quantitative synthesis of 
research to an independent specialty within the statistical sciences” (p. 8). 
By the mid-1980s then, meta-analysis was broadly accepted within the scientific 
community and its core statistical theory for computing summary effects had been developed. 
More recently, top minds in meta-analysis released the third edition of The Handbook of 
Research Synthesis and Meta-Analysis (Cooper, Hedges, & Valentine, 2019). This textbook 
covers every aspect of the meta-analysis process, from the literature search and data collection 
phase to the analysis phase and includes various corrections for common issues in meta-analysis 
research. As the editors say, “It brings together the leading authorities on the various meta-





mecum for behavioral and social scientists’ intent on applying the synthesis craft” (Cooper et al., 
2019A, p. 11). Turning to meta-analysis within the economics literature specifically, Stanley and 
Jarrell’s article (1989) was possibly the first paper to explicitly address and promote the use of 
meta-regression in economics research.  
How can economists studying the same phenomenon come to markedly different 
conclusions regarding the size and direction of empirical effects? To answer this rhetorical 
question, Stanley and Jarrell (1989) resisted cries of “crisis” as others had done, arguing meta-
regression analysis could be used to explore heterogeneity in the distribution of reported effect 
sizes. After breathing life into meta-analysis research within economics, Stanley and 
Doucouliagos (2012) authored the first textbook explicating the use of meta-regression analysis 
in economics research. As meta-analysis became more prominent within economics, the Meta-
Analysis of Economics Research Network (MAER-Net) was founded to codify a coherent set of 
guidelines for meta-analyses within the economics discipline (Stanley et al., 2013). Given the 
observational nature of economics, the typical meta-analysis in economics integrates some 
measure of partial effect size (Stanley & Doucouliagos, 2012). By definition, an observational 
study is one where the researcher merely observes and records information on the variables of 
interest. When observing the bivariate relation between two variables of interest, there is always 
the possibility that this relation is caused by or moderated by other, unmeasured third variables 
(Campbell & Stanley, 1963). Reflecting this reality, MAER-Net recognizes the importance of 
synthesizing partial effect sizes and urges synthesists to consider how model specification 
decisions made the primary study level affect the reported results (Stanley et al., 2013).  
Although meta-analysis methodology is common across all fields of inquiry, meta-





Chalmers, Hedges, & Cooper, 2002). After observing that the growing research base of 
epidemiological studies necessitated quantitative methods of research synthesis, Greenland 
(1987) was one of the first biostatisticians to specifically explicate and adapt meta-analytical 
methods to the biomedical sciences. Years later, Stegenga (2011) argued that a meta-analysis of 
RCTs is the platinum standard, representing the “best source of evidence” (p. 1). In 1992 an 
initiative was launched to create an international network of scientists that could curate, 
organize, and disseminate evidence from systematic reviews in the medical sciences (Cooper et 
al., 2019A). The Cochrane Collaboration thus materialized as an international initiative, and 
today they are the recognized leader of providing high quality information about the 
effectiveness of various drugs, medical procedures and health-care interventions. This 
organization inspired the launching of the Campbell Collaboration in 2000, which plays a similar 
role in the domain of social policy (Cooper et al., 2019A). The Cochrane (2019) and Campbell 
(2019) Collaborations are major players in the development of research synthesis methods, and 
both provide widely cited guidelines for conducting high-quality meta-analyses. The Campbell 
Collaboration’s methods group has explicitly endorsed the synthesis of partial effect sizes within 
the social sciences (Aloe, Tanner-Smith, Becker, & Wilson, 2016). 
2.2. Meta-analyzing regression slopes: The theoretical literature 
This section outlines the theoretical literature on meta-analysis. After introducing meta-
analysis and its core tenants, special attention is paid to the synthesis of partial effect sizes – 
focusing on partial effect sizes from regression studies. Challenges specific to meta-analyzing 
regression results are firs introduced. Since the literature on synthesizing logistic regression 
coefficients is so sparse, research addressing the case of linear regression is first reviewed. Meta-





regression slopes, is then introduced. Finally, the theoretical literature review concludes by 
summarizing all assumptions, advantages and limitations of synthesizing logistic regression 
slopes with a univariate meta-analytic random-effects model. This dissertation does not propose 
a new method, it merely suggests that logistic slopes, under certain conditions, are a permissible 
partial effect size to meta-analyze with standard methods.  
2.2.1. Meta-analysis: An introduction 
Five hundred studies on class size or ability grouping can accumulate; they will defy 
simple summary. Their meaning can no more be grasped in our traditional narrative, 
discursive review than one can grasp the sense of 500 test scores without the aid of 
techniques for organizing, depicting, and interrelating the data.  
-Glass 1976, p. 4  
In an early defense of meta-analysis, Glass (1976) argued the rapid accumulation of new 
scientific studies undermined the ability of traditional literature reviews to adequately summarize 
scholarly work on a given topic. His solution was meta-analysis, defined as the “analysis of 
analyses” and “the statistical analysis of a large collection of analysis results from individual 
studies for the purpose of integrating the findings. It connotes a rigorous alternative to the casual, 
narrative discussion of research studies” (Glass, 1976, p. 3). In a meta-analysis, the unit of 
analysis is a study – meaning each row in a meta-analytical database defines the characteristics 
about the relevant study. Using study-level variation can lead to novel research findings that are 
not possible to discover at the primary study level. As Cooper, Hedges, and Valentine (2019) 
observe, “if treated properly, the variation in outcomes among related studies can be a valuable 
source of information rather than merely a source of consternation, as it appeared to be when 
treated with traditional reviewing methods” (p. 7). 
Cooper et al. (2019A) distinguish meta-analysis from research synthesis by positioning 





They define research synthesis more broadly as the practice of integrating empirical research 
evidence so that generalizations can be inferred.  Following this conceptualization, meta-analysis 
concerns the practice of mathematically combining study-level effects into a single “summary 
effect” and then performing a moderator analysis to explain study-level variations in the reported 
magnitude of the relevant statistical parameter (Cooper et al., 2019A). Before quantitative 
synthesis is possible however, the findings from each study must first be transformed to the same 
scale. The usual solution is synthesizing effect sizes, statistics which measure the magnitude of 
association between two variables on a standardized scale. Unlike p-values, effect sizes are 
independent of sample size and focus purely on magnitude or strength of association (Borenstein 
& Hedges, 2019). Most meta-analyses focus on the relationship between two or more constructs 
or variables. Common effect size statistics are therefore bivariate measures, like a correlation or 
odds ratio statistic. Combining effect sizes across studies is justified since effect sizes represent 
“unit-less” or standardized quantities. Once effect size information for each study has been coded 
into a meta-analytic database, the summary effect is computed as a weighted average, where 
larger studies are given more weight.  
Estimating a summary effect and then exploring potential heterogeneity are widely touted 
as the first and second goals in meta-analysis. Studying heterogeneity in effect sizes allows one 
to use methodological variation between studies to examine whether the magnitude of the effect 
size is moderated by study-level contextual factors. Formally, this is called moderator analysis 
and a few methods such as subgroup analysis or meta-regression analysis can be used to explore 
variation in reported effect sizes (Borenstein, Hedges, Higgins & Rothstein, 2009). These types 
of analytical strategies provide a set of statistical techniques to help explore the distribution of 





descriptive and inferential methods are used to separate the signal from the noise. The mean 
effect size (or summary effect size) is computed as a weighted average, while meta-regression 
analysis can be used to explore variation (or heterogeneity) in effect size estimates. 
Cooper (1982) framed meta-analysis as occurring in five primary stages: (1) Problem 
formulation, (2) Data collection and coding the literature, (3) data evaluation, (4) Analysis and 
interpretation, and (5) public presentation. This five-step framework is reviewed next. 
Problem formulation 
In a parallel with primary research, most research questions in meta-analysis posit an 
association or covariation between two or more variables. Cooper (2019) recommends giving 
each variable in the research question(s) a conceptual and operational definition. Conceptual 
definitions are meant to outline the theoretical boundaries of the construct under study and may 
include statements about its expected association with other constructs. Operational definitions 
delineate the sets of procedures other scientists can use to empirically measure the variable(s) of 
interest. Once the variables have been clarified, the first analytic challenge is transforming the 
original study-level effects to share the same scale so that quantitative synthesis can be justified.2 
The recommended approach is synthesizing effect size measures.  
As standardized measures of association, effect sizes are ripe for synthesis since they 
represent “a scale-free index” (Aloe & Thompson, 2013). Meta-analysts recognize three main 
families of effect sizes: effect sizes based on means (the standardized mean difference), binary 
data (the odds ratio or risk ratio), and on two continuous variables (the correlation) (Borenstein et 
al., 2009). Table 1 shows when each of these different effect sizes are appropriate. Methods to 
 
2 In some cases, variables may already be measured on the same scale across all studies. For example, the literature 
on the gender pay gap might report the female disadvantage in terms of US$. In these cases, the data can be 





compute each effect size and its variance are reviewed in Appendix A, while methods for 
synthesizing or combing the study-level data are outlined in the discussion of fixed- and random-
effects models below. 
Data collection and coding the literature 
The largest investment in writing a meta-analysis is locating studies and then coding 
studies into a meta-analytic database, which can be 90% of the work. Once the appropriate effect 
size measure is identified, drawing up a list of inclusion/exclusion criteria is the next step. These 
criteria provide a written specification of qualities/characteristics that a study must meet before it 
can be included in the meta-analysis (Lipsey & Wilson, 2001). One of the core assumptions of 
applying meta-analytic methods is that a random sample of empirical results can be compiled, a 
sample which should be representative of all possible empirical results (Hedges, 2019). Great 
effort should be made to collect all studies, even the unpublished grey literature, on a given 
topic. This avoids the cherry-picking criticism that literature reviews traditionally face. The 
modern literature search entails searching through electronic databases and using a snowball 
method to track references all relevant articles. Cold emailing knowledgeable scholars/institutes 
who have published in the area to locate additional or unpublished/working papers is also helpful 
(Lipsey & Wilson, 2001). All parts of the search methodology should be well documented, 
including the dates and number of searches, the exact search terms and filter options keyed into 
the electronic sources.  
Table 1. How to select the appropriate effect size type 
Effect sizes based on… Type of DV Type of IV Effect size parameter 
Means Continuous Binary, categorical Standardized mean difference 
Binary data Binary, categorical Binary, categorical Odds ratio, risk ratio 





In the early stages of data collection, a coding protocol is typically created to explicitly 
outlining all study-level information that needs to be coded into the meta-analytical database. 
Wilson (2019) suggests creating a coding protocol with two key pieces: a coding manual and a 
database to organize study-level information. Meta-analytical databases typically store 
information for each study in a row, while the columns are for the study-level characteristics that 
being coded. The coding manual defines every study-level variable as clearly as possible, with 
the intent to reduce ambiguities in the coding process by giving all coders a common frame of 
reference. This does not eliminate the need for judgement however, as some qualities of a study 
are inherently subjective, such as study or methodological quality (Valentine, 2019). One 
solution is to break such complex factors down into multiple but narrower indicators. For 
example, was randomization used, was implementation quality or fidelity reported, or did the 
scholars provide evidence of reliability and validity (Wilson, 2019). This practice creates the 
conditions for low-inference judgement calls in assessing complex variables (Vevea, Zelinsky, & 
Orwin, 2019).  
Lipsey (2019) divides study-level variables into two main camps: effect size information 
and study characteristics. Effect size variables are of substantive importance and serve to 
document differences in factors which theoretically have a direct impact on the magnitude of the 
reported effect size – like the sample (age, race, gender mix), operationalization of measure 
(which scale or inventory was used), or timing of measurement (if the magnitude of effect is 
expected to vary over time). Study level descriptors include coding for variations in research 
design (experimental, quasi-experimental, or observational study), methodological differences 
(choice of statistical model), the main institution sponsoring or funding the research, type of 





institute or government report) or characteristics about the authors (disciplinary affiliation, 
gender). Ideally, effect sizes would be uncontaminated and independent of methodological 
decisions at the study level, but this is not always the case.  
Study-level variables are used as independent variables in a meta-regression model as a 
means of exploring heterogeneity in effect sizes. If study-level variables correlate with (or 
moderate) the magnitude of the reported effect size, then there is evidence of effect size 
moderation. That is, the estimated effect size varies according to some between-study variable. 
Cooper (2019) labels scientific evidence generated through meta-analysis as “synthesis-
generated evidence,” and stresses the correlational nature of this type of evidence. Since there 
was no random assignment at the study-level, findings from meta-regression analyses are purely 
descriptive – i.e. causal inferences cannot be defended with synthesis-generated evidence 
(Cooper, 2019). 
Data evaluation 
Wilson (2019) argues that the scientific credibility of research synthesis depends on how 
the data was collected and encourages coding protocols that are both transparent and replicable 
toward that end. Given the importance of having a tidy and accurate meta-analytic database, 
training the coders to maximize inter- or intra-rater reliability is essential. Stock (1994) provides 
a training process tailored to meta-analysis that entails eight steps. When possible, having at least 
two coders code each study (or a subset of studies) allows one to consider inter-rater reliability 
(Lipsey & Wilson, 2001; Wilson, 2019). Intra-rater reliability can also be considered by having 
the same person double code a set of studies. The kappa statistic or intra class correlation can be 
used to assess rater reliability (Vevea et al., 2019). Only once the integrity of the meta-analytical 





Analysis and interpretation 
Once a final meta-analytic database has been constructed, the analysis is an adapted 
version of WLS regression, with the effect sizes and their variances serving as the essential 
inputs. This section describes different analytic steps involved in meta-analysis, starting with the 
computation of a summary effect size and concluding with diagnostics and sensitivity analyses.  
Traditionally, a summary effect can be computed via a fixed or random-effects model. 
The fixed-effects model assumes that all studies share a single true effect size, and that any 
differences in the measured effect size are attributable solely to within-study sampling error. 
Borenstein et al. (2009) conceptualize this model as a “common-effect” model, since only one 
single effect, common to all studies, is estimated. For example, say a pharmaceutical company 
wants to test the effect of a new drug, and had already conducted 10 studies each with a sample 
of 100 subjects. If each study used the same design and sampled from a similar population, then 
one can assume that these studies share a single common effect size. As the sample size within 
each study approaches infinity, the estimated effects would converge on the same exact true 
value. The fixed-effects model can be expressed as: 
 𝑌𝑖 = 𝛽0 + 𝑖 (1) 
where 𝑌𝑖 = observed effect size for study i, 𝛽0 = population effect size (common among all 
studies), and 𝑖  = observed sampling error for study i, 𝑖~𝑁(0, 𝜎𝑖
2). 
 In contrast to the fixed-effects model, the random-effects model allows the true effect to 
vary from study to study. The random-effects case assumes a distribution of treatment effects 
across studies, as opposed assuming all studies are estimating the same exact treatment effect. 
This allows for additional heterogeneity in the true treatment effect for each study, being driven 





(Borenstein et al., 2009). The random-effects case assumes that observed effect sizes from 
primary studies have two sources of variability, namely between-study variance 𝜏2 and within-
study sampling error 𝜎𝑖
2: 
 𝑌𝑖 = 𝛽0 + 𝑖 = 𝜇 + 𝑢𝑖 + 𝑖 (2) 
where 𝑌𝑖  = observed effect size for study i, 𝛽0 = population effect size for study i (not common 
among all studies), µ = grand mean of summary effect across all studies, 𝑢𝑖  ~𝑁(0, 𝜏
2) is the 
study-level deviation away from the mean population treatment effect for study i, and 
𝑖~𝑁(0, 𝜎𝑖
2) is the observed sampling error for study i. The variance of 𝑖 is sampling error and 
is either extracted from a study or computed with information provided in each empirical study. 
between-study variance component 𝜏2 measures variance around the mean treatment effect 𝜇. As 
𝜏2 rises, the total “true” degree of heterogeneity among the synthesized effect sizes rises. The 𝐼2 
measures the proportion of true variance in the summary effect: 𝑄 − (𝑘 − 1)/𝑄, where 𝑄 refers 
to the weighted sum of squares between the study-level estimates and the summary effect 
(Borenstein et al., 2019). The method of moments is the most popular estimator for 𝜏2 though 
several exist (Borenstein et al., 2009). In summary, a fixed-effects meta-analysis assumes 
𝑌𝑖~𝑁(𝜇, 𝜎𝑖
2) while a random-effects model assumes 𝑌𝑖~𝑁(𝜇, 𝜎𝑖
2 + 𝜏2).  
 Inferences from the random-effects model can generalize to the population of effect sizes 
(or studies) that the analyst sampled from, while the fixed-effects model can only make 
inferences related to the collection of studies that has been sampled/observed (Hedges, 2019). 
Another key difference between these two models concerns the use of weights. In meta-analysis, 
weights serve two main purposes (Hedges, 2019). First, higher efficiency in estimation is 
obtained through weighting studies with greater precision more heavily (Hedges, 2019). Weights 





to one divided by the sum of the weights (Konstantopoulos & Hedges, 2019, p. 253). Once the 
analyst has decided on either the fixed- or random-effects model, deriving study weights is 
straightforward. The standard weighting scheme in meta-analysis is inverse variance weighting, 
such that the weight for study i is simply 
1
𝜎𝑖
2 (Borenstein et al., 2009). That is, the weight for each 
effect size is one divided by its variance. More weight is given to larger studies which produce 
more precise estimates. In the fixed-effects case, 𝜎𝑖
2 equals the variance of each effect size 
estimate. In the random-effects case, the denominator incorporates an additional term for the 





A moderator analysis can be conducted via meta-regression analysis (MRA), which 
extends the fixed and random-effects models by including p study-level covariates:  
 𝑌𝑖 = 𝛽0 + 𝛽1𝑋1 + ⋯+ 𝛽𝑝𝑋𝑝  +  𝑢𝑖 + 𝑖 (3) 
The inclusion of between-study variables allows one to test for the existence of systematic 
variance in the reported effect size due to study design features. As Stanley (2001) described it: 
“The summary statistic, reduced to a common metric, will serve as the dependent variable in a 
meta-regression analysis. The independent variables — often called ‘moderator variables’ — are 
those study characteristics that are thought to be consequential” (p. 137). When synthesizing 
partial effect sizes from regression models, MRA allows the analyst to quantify and correct for 
the degree of bias associated with various specification decisions. Some refer to the model 
expressed above as a mixed effects model (Aloe and Thompson, 2013; Becker, 2000). While 
meta-regression offers a model-based method of exploring heterogeneity, Lau, Loannidis, and 
Schmid (1998) argue that visual and multivariate methods used to explore data in primary 





Meta-analytic models share many assumptions with OLS regression. Namely, the effect 
sizes follow a normal distribution, observations are independent, and there are no particularly 
outlying or influential cases; a meta-regression models assumes multicollinearity is not extreme 
and that there is a linear relationship between the outcome and meta-regression independent 
variables (Konstantopoulos & Hedges, 2019). The random-effects terms are normally distributed 
around zero with variances 𝜏2 and 𝜎𝑖
2 for 𝑢𝑖 and 𝑖 respectively. Different conceptual 
assumptions underlie the fixed- and random-effects models. Fixed-effects models assume that 
the sample of assembled effect sizes all share the same exact true effect size, while the random-
effects model assumes heterogeneity between the sampled studies such that each study is 
estimating a unique effect size parameter. In the random-effects case, the summary effect refers 
to the mean of the distribution of effect size parameters, rather than the value of the one true 
effect size as in the fixed effects approach (Konstantopoulos & Hedges, 2019). Both approaches 
treat effect size variances as known exogenous variables to be extracted from primary studies.  
One challenge is how to deal with the issue of dependencies in the data. There are two 
common sources of dependency in our meta-analysis. One type of dependency arises when 
multiple effect sizes are extracted from a single study, which could be sensible if different 
operations of the same construct are used. This type of dependency is called correlated effects 
(Hedges, 2019). Secondly, some studies may be conducted by the same lab, institute, or 
government agency. In meta-analysis, this type of dependency is considered hierarchical in 
nature (Hedges, Tipton, & Johnson, 2010). If the nesting structure is sufficiently strong in the 
data (as measured by the intra-class correlation coefficient), then one could account for this lack 
of independence within the subset of cases analyzed by the lab or authors by employing either a 





Tipton, & Johnson, 2010). If the dependence is weak in magnitude, ignoring it may be 
defensible, although Hedges (2019) warns against this approach.  
Difficult and subjective decisions are inevitable in writing meta-analyses, which is why 
post-hoc sensitivity tests are employed to ensure the results are robust. For example, perhaps 
some studies used poorer methodology and there is a concern that including these studies could 
result in bias. By presenting summary effects with and without those studies, the stability of the 
summary estimate can be examined and bounded. Lastly, meta-analytical studies should also 
address publication bias on some level. 
 Achieving a truly random sample of empirical results is a fundamental assumption of 
meta-analytical methods. To the extent that sampled studies do not constitute a truly random 
sample, there will be bias in the synthesis. Research does not occur in a vacuum; the agents of 
meta-analysis, human beings and publishers, respond very predictably to certain incentives. 
Achieving statistical significance, for example, is widely viewed as a target worth striving for by 
researchers who believe that attaining significance boosts their chances of being published 
(Borenstein et al., 2009). Greenland (1987) views publication bias as the meta-analytical 
analogue to selection bias faced by primary studies. As publication bias is assumed to exist in 
many research areas, several scholars have developed methods to account, and correct, for its 
presence. Egger, Smith, Schneider and Minder (1997) for example suggested using a “funnel” 
plot to detect publication bias. This graphical approach plots the sample size or precision (1/𝜎𝑖
2) 
against the effect size estimate (Yi). As Egger et al. (1997) describe, a symmetrical plot will 
indicate no or little publication bias, while an asymmetrical or skewed plot suggests bias. Egger 
and colleagues (1997) present a statistical test that has become a standard approach to examining 






Many agencies and entities provide reporting guidelines for meta-analysis, such as the 
Meta-Analysis of Economics Research Network (MAER-Net), the Cochrane Collaboration, and 
the Campbell Collaboration. Where MAER-Net focuses on guidelines for meta-analysis in 
economics research specifically, the Campbell Collaboration targets guidelines for the social 
sciences while the Cochrane Collaboration does so for the medical sciences. Guidelines tailored 
to partial effect sizes from regression models are also available from MAER-Net (Stanley et al., 
2013) and the Campbell Collaboration (Aloe et al., 2016). 
2.2.2. Obstacles to synthesizing partial effect sizes based on regression slopes 
In the 1920s, Ronald Fisher published his now famous “Studies in crop variation,” 
arguing that random assignment allows for causal rather than purely associational inferences 
(Salsburg, 2001). His logic is now standard jargon for scientists employing random assignment: 
on average, all measured and unmeasured variables are balanced between the two groups, thus 
ruling out alternative theories for the results of an experiment (Campbell & Stanley, 1963). A 
synthesis of zero-order statistics from experimental studies can therefore support causal 
inferences (Cooper, 2019). Yet randomization is not always feasible or ethical. When the 
research context is observational, a synthesis of empirical studies can only make associational 
inferences (Shadish, Clark & Steiner, 2008; Keef & Roberts, 2004). The lack of environmental 
control in such research setting introduces “threats” to internal validity, where internal validity 
refers to the extent to which causal claims can be substantiated (Campbell & Stanley, 1963). 
Chief among these threats is the so-called third variable problem. The American Psychological 
Association (APA) (2019) defines the third-variable problem as follows: 
An observed correlation between two variables may be due to the common correlation 





(in a causal sense) of the two variables with each other. In other words, when two 
variables, a and b, are found to be positively or negatively correlated, it does not 
necessarily mean that one causes the other: It may be that changes in an unmeasured or 
unintended third variable, c, are causing a random and coincidental relationship between 
the two variables by independently changing a and b. For example, as the sales of air 
conditioners increase, the number of drownings also increases: The unintended third 
variable in this case would be the increase in heat.  
For disciplines that depend on observational data then, synthesizing zero-order 
associations could be misleading. A bivariate correlation statistic can even have the opposite sign 
by failing to account for the fuller multivariate context (Stanley & Doucouliagos, 2012). One 
solution is to entirely forgo the synthesis of zero-order statistics, focusing attention on partial 
effect sizes instead: “The observation that the primary research utilizes theoretically driven 
multivariate models argues that it is not sensible to cumulate simple, or zero-order, effect sizes” 
(Keef & Roberts, 2004, p. 98). While partial effect sizes from regression studies explicitly 
address potential third-variable problems, some notable challenges remain with this approach. 
The scale problem 
The scaling issue is less relevant for observable variables (i.e., not latent variables), since 
variables like gender, the number of cars one owns, or last year’s income have a natural scale 
which most scholars will use. Scale issues for observables variables can arise when transforming 
a continuous variable into a binary or binned categorical variable however, as this rescales the 
underlying variable.3 The scaling challenge is more challenging for latent variables however, as 
operationalizing latent constructs differently across primary studies is common. Depression 
could be operationalized via the Beck Depression inventory (Beck, Steer & Brown, 1996), the 
 
3 Encountering different categorization schemes or cut-offs could result in a potentially large reduction in the study 
sample size if only models where the cut-off scheme is consistent are included in a synthesis. On the other hand, 
ignoring differences in cut-off points could result in biases. Yoneoka and Henmi (2017a) suggest a correction 






Center for Epidemiologic Studies Depression Scale (CES-D) (Radloff, 1977), or the Patient 
Health Questionnaire 2 (PHQ-2) (Kroenke, Spitzer & Williams, 2003), among many others. 
Depression may also be assessed via clinician ratings, behavior-based ratings, or self- or peer-
reported measures (Maruyama & Ryan, 2014). When a scholar operationalizations a latent 
variable they are necessarily scaling it with some instrument. There is no justification for 
combining the raw metrics reported at the primary study level when the variables are not 
commensurate (Becker & Wu, 2007; Borenstein et al., 2009).  
The scaling problem is compounded with regression coefficients, as they depend on the 
scale of both the DV and IV. When synthesizing linear regression results, the scale of the both 
the DV and IV matter. As reviewed later, this issue can be overcome by transforming the 
regression coefficient into a partial or part correlation or a standardized slope (Aloe and 
Thompson, 2013). In the context of logistic regression, there is currently no analogue to a 
standardization approach like the three partial effect size indices just introduced for linear 
regression. Yet the synthesis of logistic regression slopes may be permissible depending on the 
nature of the outcome and predictor variables.  
For one, the scale challenge is less acute in the case of logistic regression slopes since the 
outcome variable is dichotomous. For naturally occurring observable DVs, the scale of the 
outcome variable in a sample of logistic regression studies would be the same. Problems exist 
however when the DV is latent and operationalized with different instruments. In these cases, a 
synthesis of logistic regression slopes should only include studies which operationalized the 
binary outcome with the same instrument. Although slopes are still expressed on the logit scale 
when different operationalizes are used, the logit scale itself is sensitive to the underlying scaling 





regression results: the outcome variable must share the same scale across all studies. While this 
won’t be an issue for observables, it is a challenge, perhaps a prohibitive one, if one is interested 
in a latent binary outcome. Given the outcome variable is the same across studies, the scaling of 
the predictor variable also matters.  
There is no difficulty when this predictor variable is a naturally occurring binary variable, 
as Newman and Browner’s (1991) stance (reviewed in the next section), makes clear.4 A bigger 
issue is when the predictor variable has a quantitative scale. The standard interpretation of 
logistic regression coefficients makes this clear: “for every one-unit increase in X, the expected 
change in the log-odds (logit) of Y is β.” A one-unit change in X means something different as 
the scale of X changes. Synthesizing logistic regression slopes then depends strongly on the 
assumption that both Y and X are scaled and operationalized similarly across all studies included 
in the synthesis. As touched on later, if there is a known conversion factor for the quantitative IV 
(like feet into yards), then a logistic regression coefficient expressed on the logit scale can be 
transformed using that conversion factor since the IVs are linear on the logit scale. Another 
possibility that could fix this problem is the use of half-standardized regression slopes (Stavig, 
1977).  
Challenges with standardization 
Since standardized effect sizes are measured on the same scale across all studies, most 
scientists view the synthesis of standardized effect measures, like a correlation or the odds ratio 
statistic, as permissible (Newman & Browner, 1991; Borenstein et al., 2009). Greenland et al. 
(1986), however warned that standardization can “distort the assessment of effects precisely 
because they confound the effect of a risk factor with the standard deviations of the factor and 
 





disease” (p. 203). When the dependent variable is continuous or dichotomous, a standardized 
coefficient can be obtained by multiplying the SD of X and dividing by the SD of Y (Greenland 
et al., 1986, 1991; Newman & Browner, 1991).5 Greenland et al. (1991) argue that this 
“standardized” scale is not actually standard in the sense that it “lacks units” (p. 387). The term 
“standard unit” is deceptive, since this “unit” is based on the sample standard deviations of two 
variables within a study, which may not necessarily be similar across studies. The standard 
deviation of a variable is sensitive to aspects of a study’s design. For example, the Pooling 
Project (1978) data aimed to study, among other things, the relation between cholesterol and 
coronary heart disease. This study featured various sample restrictions: age was restricted to the 
range of [40-59], each cohort had different calendar-time restrictions, and almost no Asians were 
sampled in this study. Features of the study design like this result in a muted, or smaller, SD for 
variables under study. Thus, standardizing a partial regression coefficient with the SDs risks 
confounding, rather than purifying, a relation and rending them incomparable.  
Greenland and colleagues evoke this argument to dissuade readers from standardizing 
partial regression coefficients from models where the DV is continuous or dichotomous. They 
also argue “with even greater force” (p. 392) that the correlation statistic should not be the object 
of synthesis for the same reason. In this vein, Greenland et al. (1991) seem particularly 
concerned with threats to drawing casual conclusions. Yet, the objectives of synthesis are not 
strictly to derive causal conclusions, though this is desired if possible. If evidence generated at 
the primary study level is incapable of making causal statements, then a synthesis of such studies 
is equally unable to make such claims (Cooper, 2019). One may only be interested in a summary 
of results limited to associational grounds. Many meta-analyses synthesized the correlation 
 
5 This is exactly what Keef and Roberts (2004) propose for creating a partial effect size for a binary treatment 





statistic despite this limitation. Greenland and colleagues argue that the standardization problem 
is solved by dividing coefficients by the same standard deviation across all studies. Furthermore, 
other measures of variability, like the interquartile range (IQR) or the median absolute deviation, 
could be used for standardization – and these measures are more robust to outliers than the SD 
(Greenland et al, 1991). Noting a similar problem with using the standard deviation for 
standardization, Keef and Roberts (2004) make the same recommendation.  
In response to Greenland et al. (1986; 1991), Newman and Browner (1991) argue that 
standardization does makes sense for continuous predictor variables, but not for dichotomous 
regressors. On this matter, they declare: 
In this situation [having a dichotomous predictor], there are only two levels of a risk 
factor – present or absent – and the standardized regression coefficients are not 
meaningful. They are also entirely unnecessary; in the absence of any units of 
measurement, the non-standardized regression coefficients for dichotomous variables can 
be directly compared. The strength of the association, expressed as the odds ratio… is 
simply e raised to the regression coefficient (p. 383-384)  
The model specification problem 
Economics, political science and education researchers often use pre-existing databases. 
While these large-scale secondary data repositories aim to collect many variables, they are 
created to be broadly applicable to the research community – who may posit all sorts of research 
questions. These databases will therefore differ in the combinations of variables they collect and 
make available to the researchers. Scholars using such databases typically use regression 
techniques to answer their research questions. In these cases, variable selection is limited by 
whatever is available in a given dataset. Furthermore, regression research entails making 
subjective model specification choices, such as the number and nature of controls to include, 
interaction or quadratic terms, or choosing an estimation technique, among many others (Stanley 





observational research which rely on large-scale observational databases (Stanley & 
Doucouliagos, 2012). While many model specification decisions could bias estimates of a 
statistical parameter, covariate selection is the essential choice affecting a partial effect size 
parameter based on a regression slope (Becker & Wu, 2007). 
One issue is that the standard error of a regression coefficient systematically decreases as 
the number of covariates increases in the model (Keef & Roberts, 2004). This is true whether one 
uses the raw regression coefficient and its standard error (SE) as Greenland (1987) encourages, 
or whether one is using a transformation like the ones presented in Aloe and Thompson (2013)6 
or Keef and Roberts (2004)7 – both of which are reviewed in full later. A second challenge 
related to variable selection is multicollinearity. The degree of collinearity depends on which 
regressors are included in the model and is measured by the variation inflation factor (VIF), 
which often goes unreported in primary studies. Whereas increasing the number of covariates in 
a regression model downwardly biases estimates of the SE, collinearity acts in the opposite 
direction by artificially inflating the SE. Since the SE of the effect size is directly used to 
compute summary effects, bias in the SEs affects a summary estimate (Borenstein et al., 2009).8  
Following Becker and Wu (2007) and Aloe and Thompson (2013), a fictional example 
helps to clarify challenges relating to synthesizing regression coefficients form models with 
different covariates. Suppose one is fitting a regression model. Consider the case where there are 
only two independent variables. Assume as well that one of these is a main variable of interest, 
𝑋𝑓, which is termed the focal variable (Becker & Wu, 2007; Aloe & Thompson, 2013). 
 
6 The variance for both the partial and part correlations have n – p – 1 in the denominator.  
7 They propose a partial effect size for regression coefficients which is arrived by dividing the beta associated with a 
binary treatment variable by the regression variance. 
8 Systematic bias induced from models with a different number of covariates can be modeled for and corrected with 
the tools of meta-regression analysis by introducing a predictor in a meta-regression model for the number of 





Assuming the additional independent variable is known to moderate the relation between the 
focal predictor and the DV, then it would be important to control for this variable when 
examining the relationship between 𝑋𝑓 and Y. The observed relation between 𝑋𝑓 and Y then 
depends on whether one controls for the additional independent variable. The covariance matrix 
of the regression slopes communicates the degree of dependence between slopes and has the 
information required to understand how the relation of 𝑋𝑓 and Y responds to additional covariates 
(Becker & Wu, 2007). Yet, this information is rarely reported in primary studies. In their review 
article focusing on the synthesis of regression slopes, Becker and Wu (2007) argue that the 
impact of additional variables may or may not produce important differences in the synthesis. If 
the additional covariate is independent of  𝑋𝑓 and Y, then the distribution of the focal slope may 
not be much affected. But as the correlation between the additional covariate and either 𝑋𝑓 or Y 
is strong, then the slope distribution could be different. Echoing their sentiment, Keef and 
Roberts (2004) issue a stern warning about how potential interaction terms can dramatically alter 
the slope distribution. In the presence of an interaction, the regression coefficient is no longer 
simply equal to ?̂?, but ?̂? + ∆?̂? ∗ 𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑡𝑒. The homogeneity of slopes assumption can only be 
investigated at the primary study level and is modeled by including an interaction term in the 
model. If the homogeneity of slope assumption is not addressed by the primary investigators, 
then three options remain: consider the study to be “poor” quality and exclude it, contact the 
primary study authors and request the information, or make the “heroic” (p. 103) assumption that 
homogeneity of slopes is satisfied. More generally, Keef and Robert (2004) also draw attention 
to the issue of diverse control variables being used across the studies.  
Different sets of control variables across a literature open the door for confounding 





say 𝑋𝑓 to Y, could be tainted by the presence of a confounding variable – a third variable which 
simultaneously affects both the outcome and predictor variables. To visualize the threat of 
confounding variable bias, Kim and Steiner (2016) use a directed acyclic graph (DAG). The 
figure below recreates their Figure 1 but excludes the instrument variable: 
 
Figure 1. A DAG illustrating confounding variable bias 
As the figure shows, the path coefficient from 𝑋𝑓 → Y ultimately depends on whether the 
confounding variable X is included in the model. On the other hand, suppression effects occur 
when a covariate that is seemingly unrelated to an outcome variable (for example, it may have a 
zero correlation with the DV) results in a noticeable increase in model fit (as judged by the R2 for 
example) when it is included in the model (Kim, 2018; Tu, Gunnell & Gilthorpe, 2008). This 
paradox happens when the added covariate shares a positive relation with other predictors in the 
model which do have a significant relation with Y. The improved model fit occurs because the 
additional covariate “suppresses” or reduces the noise in these other predictor variables – 
strengthening their association with the DV (Kim, 2019; Tu et al., 2008). The challenge in 
synthesizing a regression slope is that knowing the biases introduced from such confounding or 
suppression effects is difficult at best and impossible at worst.  
Aloe and Thompson (2013) reiterate Becker and Wu’s (2007) warning about synthesizing 
coefficients with different covariate sets, adding that too much heterogeneity in model 
specifications raises the question whether the partial effect sizes represent the same effect size 





interpretation of a regression coefficient depends on which covariates are included in the model 
(Keef & Roberts, 2004). In such cases, reporting a summary effect size may be more misleading 
than helpful, and modeling the variations in the reported effect sizes may be more informative 
(Aloe & Thompson, 2013). Kim (2019) argues DAGs are useful for illustrating more complex 
relations between variables such as when there is a mediating or suppressor variable. Greenland 
et al. (1991) emphasize that adjusting estimates when different sets of covariates are used within 
a literature is necessary, and meta-regression analysis provides the tools to do so. Stanley and 
Jarrell (1989) posit that meta-regression analysis can be used to identify and quantify the degree 
of missing variable bias or other types of confounding variable biases. 
Fortunately, the cumulative nature of science leads many scientists to replicating similar 
models in terms of variable selection. It is also possible, as Becker and Wu (2007) argue, that 
including many different models could dilute the impact of variable selection decisions on a 
slope of interest. These considerations, with the tools of meta-regression analysis, make the 
synthesis of regression slopes defensible in cases where similar sets of controls are used across 
the literature (Stanley & Doucouliagos, 2012). In summary, there are many challenges related to 
specification choices made at the primary study level. Despite these challenges, the synthesis of 
partial regression coefficients is still a viable practice according to the Campbell Collaboration’s 
Methods Group (Aloe, Tanner-Smith, Becker & Wilson, 2016), mainstream economics (Stanley 
& Doucouliagos, 2012; Stanley et al., 2013), and the epidemiological literature (Greenland, 
1986; Newman and Browner, 1991). The tools of meta-regression analysis, which will be 
elaborated in the next section, allow one to test for systematic variations in the reported effect 





Ecological bias & Simpson’s paradox 
 Effect sizes based on regression coefficients from a study represent group-level effects. 
Trends or lessons learned at the group-level cannot always be extrapolated back to the individual 
level, while at other times doing so would distort relations on the individual level. 
Biostatisticians call this ecological bias (Greenland, 1987). Greenland and Morgenstern (1989) 
present confounder variable bias and effect modification as two sources of this bias. Effect 
modification is related to the well-known phenomenon called Simpson’s paradox, which 
describes a situation where the association between two categorical variables is reversed after a 
third variable is controlled (Tu et al., 2008). Such biases demonstrate the perils of using 
simplistic statistical models to represent a complex world (Arah, 2008). Arah (2008) suggests 
using causal diagrams or DAGs to help one understand the complexities in their data as they can 
be used to explicitly understand the interrelationships of complex systems. Lambert, Sutton, 
Abrams and Jones’ (2002) simulation study showed that searching for treatment effect 
heterogeneity with meta-analytical moderator analysis methods by aggregating sample 
characteristics suffers from low power and exposes one to the ecological fallacy. Lambert et al. 
(2002) advise that treatment effect heterogeneity is better explored on the primary study level. A 
valid question then is, if exploring treatment effect heterogeneity on the primary study level is 
preferable, then wouldn’t a meta-analysis of logistic regression results be even better? The 
results from this dissertation begin to shed light on this. 
Implicit or unverified assumptions   
Regression models depend on several assumptions, some implicit and some explicit. For 
example, a regression assumes that the effect under study can be adequately modeled as a 





explicitly addressed. Once a regression model has been estimated other assumptions remain. Are 
there effect modifiers? Or perhaps is the effect non-linear? What are the effects of measurement 
and random error? Are there model misspecification errors? In the case of logistic regression, a 
multiplicative relation between the DV and IV is inherent in the model formulation. And so on. 
Since there is no way to verify these assumptions were met at the primary study level, a leap of 
faith must be taken with each included study. Ideally, the peer review process would weed out 
potentially problematic studies. Interestingly, model misspecification bias can be tested at the 
between-study (or meta-analytical) level (Stanley and Doucouliagos, 2012). Measurement error 
can also be corrected when synthesizing correlation statistics (Hunter & Schmidt, 1982). Meta-
analysis synthesizing regression slopes are implicitly assuming that the estimates they sampled 
are “clean” enough to use. However, if certain studies use questionable methodologies or have 
some large flaw, those studies may be discounted by decreasing their weights or even giving 
weights of zero if truly unusable.  
Practical constraints 
As meta-analysis concerns the quantitative synthesis of primary studies, good synthesis 
methods should be feasible enough so that most empirical studies on a given topic can readily be 
integrated into the analysis. Some methods introduced later require information not typically 
reported by primary studies. Becker and Wu’s (2007) a generalized least squares approach, for 
example, requires knowledge of the covariance matrix of the slopes, which is rarely if ever 
reported in regression studies. Another practical limitation of some methods is one of time and 
resources. Coding and curating a meta-analytical database can take as much as 90-95% of the 





synthesis methods, may not be preferred to simpler methods for no other reasons that one does 
not have sufficient resources. 
2.2.3. Meta-analytic methods for linear regression studies 
There is no universally accepted method of integrating regression results (Aloe & 
Thompson, 2013; Becker and Wu, 2007). Aloe and Thompson (2013) organize regression-based 
synthesis methods into three main camps. One approach seeks to synthesize full regression 
models, i.e. taking a model-based synthesis approach (e.g., Wu & Becker, 2013). A second 
method seeks to transform the regression coefficient into a bivariate correlation statistic; leading 
to a meta-analysis of zero-order effect sizes (e.g., Peterson & Brown, 2005). Finally, the third 
approach concerns the synthesis of partial effect sizes from regression models (e.g., Keef & 
Roberts, 2004; Aloe & Becker, 2012). This section reviews methods which have been used to 
synthesize linear regression results. Methods particular to logistic regression are reviewed later.  
Synthesizing the raw regression coefficient 
Only the slope estimate and its SE are needed for a synthesis of regression slopes when 
the DV and IV are commensurate across studies (Greenland, 1987). In a meta-analysis looking at 
the economic impacts of government sponsored training programs for example, the dependent 
variable was measured as earnings and the independent variable was participation in government 
training (Greenberg, Michalopoulos, & Robins, 2003). Greenberg et al.’s (2003) inclusion 
criteria excluded any studies that did not contain a control group, as they were interested in the 
earnings differential. Some studies were non-experimental and used regression adjustment to 
estimate the returns to program participation (Ashenfelter, 1978). Since the variables were scaled 
similarly across all studies, Greenberg et al. (2003) synthesized regression slopes from non-





synthesizing raw regression slopes include Dalhuisen, Florax, De Groot, and Nijkamp (2003), 
Tellis (1988) and Greenwald, Hedges, and Laine (1996). 
Despite the widespread application of synthesizing raw regression coefficients, Becker 
and Wu (2007) observe that none have provided a clear statistical justification for doing so. 
Rather, scholars tend to mirror some version of Stanley and Doucouliagos’ (2012) argument that 
coefficients expressed in the “same units” across studies can be readily integrated.  
Synthesizing a transformed regression coefficient 
Aloe and Thompson (2013) present three accepted effect size indices resulting from a 
transformation of the regression coefficient that belong in the r family of effect sizes: the 
standardized slope (b), the partial correlation (rp), and the semi-partial correlation (rsp). Keef and 
Roberts (2004) present a different effect size based on a regression coefficient in the d family of 
effect sizes. Their methods are presented next. Some notation from Aloe and Thompson (2013) 
is first introduced. 
Aloe and Thompson (2013) create a fictional research scenario to simply the presentation 
of their research. Imagine an outcome variable, Y, is regressed on two independent variables: 
 𝑌𝑖 = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2 + 𝑖 (4) 
In keeping with their conceptualization, one of these independent variables is labeled the focal 
predictor, 𝑋𝑓, and represents the variable of theoretical interest for the synthesis. The other 
independent variable, 𝑋2, serves as a control variable. The intuition gained form this case 
extends directly to the case with more control variables (Aloe & Thompson, 2013). Let 𝑅𝑌
2 refer 
to the squared multiple correlation for the full model, 𝑅𝑋
2 to the squared multiple correlation 
when 𝑋𝑓 is regressed on the remaining independent variables, 𝑅𝑌(𝑓)
2  to the squared multiple 





the number of cases, 𝑟𝑦𝑓 to the bivariate correlation between the outcome and focal predictor, 𝑟𝑦𝑥 
to the bivariate correlation between the outcome and control variable, 𝑟𝑥𝑓 to the bivariate 
correlation between the focal predictor and control variable, 𝑡𝑓 to the t-statistic for the focal 
variable, and df to the degrees of freedom for the t-statistic. While 𝑅𝑋
2 and 𝑅𝑌(𝑓)
2  are generally not 
reported in primary research, they can be computed as follows (Aloe & Thompson, 2013).  
 𝑅𝑋






2  (6) 
Partial effect size 1: The standardized slope coefficient (𝛽∗) 
The standardized regression coefficient, 𝛽∗, is calculated as the raw regression coefficient 




(Kutner, Nachtsheim and Neter, 2004). Since standard deviations are routinely reported, this 
partial effect size can be computed if is not directly reported. Interpretation is straight forward: 
for every one-SD (standard deviation) increase in X, Y changes by 𝛽∗ SD units. The variance of 
the standardized regression slope can be computed as (Aloe & Thompson, 2013): 








Partial effect size 2: The partial correlation (rp) 
As the multivariate analogue of a zero-order correlation, the partial correlation represents 
the linear association between two variables after adjusting for other variables. It describes the 
proportion of variance in Y due to 𝑋𝑓 after removing the part of both Y and 𝑋𝑓 that is related to 
𝑋2 (Cohen et al., 2015). The partial correlation can be computed as (Aloe & Thompson, 2013): 
















The variance of 𝑟𝑝 is estimated as (Aloe & Thompson, 2013): 






Partial effect size 3: The semi-partial correlation (rsp) 
The semi-partial or part correlation represents the correlation between Y and 𝑋𝑓, but only 
after adjusting either 𝑋𝑓 or Y – whereas the partial correlation adjusts both (Cohen et al., 2015). 
As Aloe and Thompson (2013) describe:  
The key difference between the partial and semi-partial correlation exists in the 
partialling process. For the partial correlation, the nonfocal predictor is partialled out of 
both the outcome and the focal predictor. With the semi-partial correlation, the nonfocal 
predictor is partialled only out of the outcome and not the focal predictor (p. 393).     
In a regression context, the squared semi-partial correlation quantifies the decrease in R2 from 
removing a given variable (Cohen & Cohen, 1975). It is equivalent to the correlation between Y 
and the part of 𝑋𝑓 which is independent of the other predictor variables. Whereas the partial 
correlation concentrates on the proportion of unique unexplained variance in Y, the part 
correlation communicates the proportion of unique total variance attributable to each variable. 
Since the semi-partial correlation has a larger denominator – the total as opposed to only the 
unexplained variance in Y – it is always equal to or less than the partial correlation (Aloe & 
Thompson, 2013).  Aloe and Thompson (2013) present two formulas for computing 𝑟𝑠𝑝: 















The variance of 𝑟𝑠𝑝 is (Aloe & Thompson, 2013): 






































Partial effect size 4: The standardized mean difference 
 Whereas the partial effect size indices from Aloe and Thompson (2013) belong to the r 
family of effect sizes, Keef and Roberts (2004) proposed a partial effect size relating to the d 
family.9 Following Glass (1976), this effect size is the mean difference divided by the population 
standard deviation. This can be estimated by using the appropriate sample statistics: 
 ?̂? =  
?̅?𝑇 − ?̅?𝑐
𝑠𝑐
  (14) 
Dividing the mean difference between the treatment (?̅?𝑇) and control (?̅?𝑐) groups by the sample 
standard deviation of the control groups (𝑠𝑐,) creates a measure of the mean difference which is 
invariant to the scale of the dependent variable. In a regression context, the coefficient of a 
binary treatment variable looks like the numerator in eq. (14). Given the following regression: 
 𝑌𝑖 = ?̂?0 + 𝛾𝐷𝑖 + ?̂?1𝑋1 + ⋯ + ?̂?𝑝𝑋𝑝 + 𝑖 (15) 
where Yi is the outcome variable for unit i, Di is a dummy variable for the treatment group, 𝛾 
estimates the mean difference between treatment and control groups, ?̂?0 is the intercept, 𝑋1 
through 𝑋𝑝 represent potential control variables, ?̂?𝑝 represents the impact on the dependent 
 
9 The r family focuses on effect sizes between two quantitative variables, while the d family considers the 





variable of the pth covariate, and 𝑖 is the normally distributed error variance. A standardized 
estimate of the treatment effect is obtained by dividing 𝛾 by the SE of the regression, ?̂?: 
 ?̂? = 
?̂?
?̂?
  (16) 
The bias in this estimator can be corrected by multiplying it by a correction factor: ?̂?𝑢 = 𝑐(𝑣) ∗













+ ⋯  (17) 
where 𝑣 indicates the df for the predictor (n – p – 1). Keef and Roberts (2004) argue that the first 
three terms of this infinite series provide a sufficiently close result for applying the correction. 
The variance of the 𝑔𝑢 is: 







 +  ?̂?𝑢
2) − ?̂?𝑢
2 (18) 
where 𝑡 refers to the t-statistic.  
Keef and Roberts (2004) cite two primary concerns about this effect size index. Firstly, 
the error variance systematically declines with the addition of an extra covariate. This translates 
into an upward bias in the estimate for the d-effect size since the regression variance resides in 
the denominator (Keef & Roberts, 2004). They extend this criticism to the synthesis of t-statistics 
and partial correlations, both of which are functions of the sample size. Secondly, the 
homogeneity of slopes assumption becomes crucial as emphasized earlier.  
Synthesizing t-statistics 
Following Stanley and Jarrell (1989) some have treated t-statistics as an effect size index 
(Mookerjee, 2006; Ćorić & Pugh, 2010; Klomp & de Haan, 2010; Card & Krueger, 1995). In 
synthesizing the literature on exchange rate volatility, for example, Ćorić and Pugh (2010) justify 





effect approximates the standard normal distribution, which makes it suitable for the statistical 
analysis outlined in the following section” (p. 6). Stanley and Jarrell (1989) argue that t-statistics 
represent “a standardized measure of the critical parameter of interest” (p. 204) which also 
controls for heteroscedasticity.10 They begin with an observation that publication bias will 
manifest itself a significant relationship between the dependent variable and sample size (and 
thus the SE), since investigators must try harder to achieve statistical significance when their 
sample size is smaller than desired. This relation can be tested: 
 𝐸𝑓𝑓𝑒𝑐𝑡𝑖 = 𝛽0 + 𝛽1𝑆𝐸𝑖 + 𝑖 (19) 
 If the null hypothesis for 𝛽1 is rejected, then there is evidence of publication bias (Stanley 
& Doucouliagos, 2012). 𝛽0 then produces a summary effect corrected for publication selection. 
The variance of 𝑖 will typically vary from study to study, leading to heteroscedastic error 
variance in the meta-regression model shown above. As a solution, weighted least squares is 
applied by dividing the entire equation by the SE. When doing so, the dependent variable 
becomes the t-statistic of each estimated effect: 
 𝑡𝑖 = 𝛽1 + 𝛽0
1
𝑆𝐸𝑖
+ 𝑣𝑖 (20) 
In this modified regression approach, 1/SEi is the precision and vi = 𝑖/SEi should now be 
approximately constant. Stanley and Doucouliagos (2012) argue that this meta-regression “has 
been shown to be among the best in comprehensive simulations of alternative corrections for 
publication bias” (p. 61; Moreno et al., 2009). Despite these bold claims, many recommend not 
synthesizing the t-statistic for various reasons (Becker & Wu, 2007; Aloe & Becker, 2012). 
 One problem is that the t-statistic measures not only effect size, but also sample 
size/precision (Becker & Wu, 2007).  Nor is t an estimator of β (Becker and Wu, 2007). The t-
 
10 Stanley and Doucouliagos’ method (2012) is a modification of Egger’s regression approach for discovering 





statistic does not offer advantages over other methods reviewed (e.g., synthesizing the raw 
coefficient when possible or transforming it to an accepted standardized scale).  
Beta estimation procedures 
When meta-analyzing a bivariate correlation, one may encounter regression studies 
which include the focal relation of interest but do not report the relevant bivariate correlation. 
Traditionally, the recommendation is to exclude regression studies failing to report a bivariate 
correlation or to contact the authors for the missing correlation (Aloe, 2014; Noltemeyer et al., 
2015). Peterson and Brown (2005) proposed that under certain conditions transforming a 
standardized regression coefficient into a bivariate correlation statistic is permissible. 
Specifically, they argued that if the standardized regression coefficient fell in the [-0.5, 0.5] 
interval, then their approximation for the bivariate correlation was accurate enough to be 
synthesized with raw bivariate correlation statistics.  
Rather than do a simulation method where the covariances in a system of variables is 
known, Peterson and Brown (2005) sampled from studies within the behavioral sciences to 
mimic the nuances of real research. They selected 10 behavioral journals11 and sampled all 
studies that reported both regressions and correlation statistics in the years 1975-2001. After 
accumulating a sample of 1,504 cases of data, the mean and median ratios between r and β were 
1.23 and 1.1 respectively (Peterson & Brown, 2005). As expected then, β was slightly smaller 
than Pearson’s product moment correlation. Somewhat surprisingly, Peterson and Brown (2005) 
found the estimated β to be independent of the number of covariates or the sample size in the 
model. On the other hand, they found a statistically significant difference between β and r when 
interaction terms were included in the model and when the independent variable had high 
 
11 Some journals in their sample included: Journal of Applied Psychology, Journal of Consumer Research, American 





correlations with other regressors in the model. This latter finding is due to collinearity, which 
tends to increase the variance in the estimator of a slope coefficient. Based on their assembled 
data of beta and correlation coefficients, Peterson and Brown (2005) then fit a simple linear 
regression model, leading to the relation: 
 r = .98β + .05λ (21) 
where λ is an indicator variable that is 1 when β < 0. They offer the following convenience form: 
 r = β + .05λ (22) 
They justify the inclusion of this indicator term as follows (Peterson and Brown, 2005): 
The purpose of the indicator variable was to take into account the fact that nonnegative β 
values tended to be relatively smaller than their corresponding r values compared with 
the magnitude of the difference between corresponding negative β and r values. Thus, a β 
value of .20 would produce an imputed r of .25, whereas a β value of –.20 would produce 
an imputed r of –.20. The R2 for this imputation formula was approximately .69 (p. 179). 
Their reasoning is suspect as it is entirely sample-dependent and may not generalize to other 
meta-analytic contexts. Some have followed suit and implemented Peterson and Brown’s (2005) 
method (Asscher et al., 2011; Depp et al., 2012; Bowman, 2010; Mausbach et al., 2010; as cited 
in Aloe, 2014). In fact, Roth, Le, Van Iddekinge and Bobko (2018) wrote that, as of 2017, their 
methods received more than 3,000 citations in published meta-analyses. Peterson and Brown 
(2005) argued that their method induced less bias than omitting regression studies. Yet, a fit of 
.69 hardly seems to justify their method. Later simulation studies further highlighted the 
inadequacy of Peterson and Brown’s imputation approach. 
 Under a variety of conditions, Aloe (2015) showed that Peterson and Brown’s (2005) 
transformed correlation behaved more similarly, in both magnitude and direction of effect, to a 
partial effect size parameter. As the interrelations between predictor variables increased in 
Aloe’s (2014) study, the reliability of Peterson and Brown’s (2005) method declined. In another 





correlation with Peterson and Brown’s (2005) method.12 While the transformed correlation was 
found to be downwardly biased, the SE of the correlation was biased by as much as 100-300% 
when interrelations were high (ρ>0.50). Aloe (2015) and Roth et al. (2018) argue that the biases 
induced via beta estimation methods could spuriously inflate the between-study heterogeneity.  
Model-based synthesis methods 
A model-based approach enables one to synthesize entire path models or simple multiple 
regression models (Becker & Aloe, 2019). Becker and Aloe (2019) suggest that model-based 
synthesis methods are a better approach than synthesizing partial effect sizes from regression 
coefficients when the focus is on a set of interrelating variables. These methods can test more 
complex hypotheses, such as mediation hypotheses, or posit an entire path model. Some model-
based synthesis methods begin by constructing a “synthetic” correlation matrix and then 
applying a type of a structural equation modeling (SEM) technique to fit path models (Becker & 
Aloe, 2019; Cheung & Chan, 2005). Another model-based synthesis approach focuses on 
synthesizing an entire regression model using a linear-algebra-based approach, provided the 
same set of covariates is used. Debray et al. (2012) for example discuss synthesizing clinical 
prediction models. While model-based synthesis methods allow one to test more complex 
hypotheses as compared to the synthesis of a single partial regression coefficient, a notable 
drawback is the considerable amount of time it takes to implement such an analysis. When only 
one or two specific relations are of interest and resources are more limited, adopting a narrower 
focus can be justified (Becker & Aloe, 2019). 
 





Other methods  
This section outlines methods that theoretically work for synthesizing regression slopes 
but are not general or practical enough to use in most research fields in the social sciences. 
Synthesizing the raw data 
 In the conventional application of meta-analysis, summary results are sampled from the 
study-level and analysis is done on this “aggregate” data. Riley, Simmonds and Look (2007) 
describe an alternative route however: “Meta-analysis of individual patient data (IPD), where the 
raw data from each study is obtained and synthesized directly, is an alternative to the AD 
[aggregate data] approach and is termed the ‘gold-standard’ as it has numerous advantages” (p. 
431). Such an approach reduces bias in the pooled estimates of the parameters and allows one to 
correctly model individual-level covariates directly (Riley et al., 2007). Statistical power is also 
enhanced with this method. In biostatistics, Riley et al. (2007) find that many research studies 
within the biomedical sciences do make the raw data available, making this approach more 
useful within this research context. For example, in 90% of studies that reported a regression 
result based on an IPD, the raw data was made available by the researcher(s).  Simmonds, 
Higgins, Stewart et al. (2005) identified 44 published meta-analyses in only three years from 
1999-2001 which used this approach. While clearly superior to meta-analyzing only aggregate or 
summary-level results, this approach is prohibitive as assembling the raw data used in each 
primary study is not feasible in most research fields. Interestingly, in fields like economics and 
political science where scholars rely on large secondary datasets, this approach has not been 





Weighted least squares 
 In the unlikely scenario where all regression models within a body of literature contain 
the same set of predictors, a weighted least squares (WLS) approach can be used. Assuming the 
models within the literature are reasonably well specified, then the estimates for a particular 
slope, say ?̂?1, are expected to be independent and normally distributed around the parameter. 
Under these conditions, a WLS summary estimate is computed as (Becker & Wu, 2007): 








where k refers to the number of studies sampled from, bi1 refers to the slope of X1 from study i, 
and wi1 refers to the weight for slope X1 in study i. The usual inverse variance weighting scheme 
is used, i.e., wi1 = 1 / Var(bi1) (Becker & Wu, 2007; Borenstein et al., 2009). Synthesizing a 
single partial effect size from studies sharing the same exact covariates is not controversial (Wu 
& Becker, 2013; Becker & Wu, 2007; Keef & Roberts, 2004). It is also not particularly useful 
since finding diverse sets of covariates within a literature is far more likely. 
 Some have synthesized regression slopes based on the weighted least squares approach 
just introduced while ignoring differences in model specifications (Greenwald, Hedges & Laine, 
1996). Doing so may be permissible if the inclusion/exclusion of theoretically relevant predictor 
variables is minimal. Even so, this should not be assumed a priori and can be checked with 
meta-regression analysis as reviewed later. 
Iterative lease squares regressions 
 Before Glass (1976) had coined the term meta-analysis, Hanushek (1974) presented an 
iterative generalized least squares (GLS) method to synthesize slopes which estimated the returns 





summary statistics not typically reported in regression studies, greatly limiting its application. No 
published meta-analyses were found using Hanushek’s method. 
A multivariate generalized-least squares method 
 Becker and Wu (2007) introduced a multivariate GLS method which requires three bits 
of information. The first is a stacked vector of slope estimates (bi) from the k studies: 






Secondly, a block-diagonal covariance matrix of regression slopes from each study is needed:13 


















Thirdly, a (P + 1) × (P + 1)14 weight matrix is required, which is a matrix for each set of slope 
estimates that indicates (via a code of one) which slopes are estimated in the associated study. 
All off diagonals are set to 0. In the unlikely case where all studies report the same set of 
predictors, then the weight matrix simplifies to an identity matrix. With these three bits of 
information, β and the covariance of β are estimated as follows:  
 ?̂? =  (𝐖′𝚺−1𝐖)−1𝐖′𝚺−1b (26) 
 Cov(?̂?) =  𝚺 = (𝐖′𝚺−1𝐖)−1 (27) 
 Becker and Wu (2007) report that ?̂? ~ N(𝛽, 𝚺) with large sample sizes, meaning a 95% 
confidence interval (CI) can be constructed for the pth covariate in the usual manner, namely 




 is the critical value in the upper tail of a standard normal 
 
13 Note that characters which are bold-faced represent matrices. 





distribution and 𝐶𝑝𝑝 is the variance of covariate p taken from the diagonal of 𝚺. A hypothesis test 
that βp = 0 can be conducted by observing whether the 95% CI contains zero. Becker and Wu’s 
(2007) method is useful in that it permits an entire set of regression slopes to be simultaneously 
estimated. Yet, it requires 𝚺 which is rarely reported in primary studies. Becker and Wu (2007) 
do provide a workaround for this limitation through a working covariance matrix developed by 
assuming the covariances are zero or are equal to some common value. 
A factored-likelihood method 
 Wu and Becker (2013) introduced a method which uses available correlations to estimate 
a standardized regression slope, leading to a pooled covariance matrix which could be used to 
estimate a linear model. Their method works as follows. Start by assuming that there is a pattern 
of “monotone” missingness in slope estimates. They imagine a regression with up to 4 
predictors, a pattern of monotone missingness manifests itself through a series of nested models. 
That is, start with a model with only a single predictor X1. Compare this model to the same 
model with one additional covariate, X2, such that the first model is nested within the second 
model. Assume that we also have a third model, with a third independent variable, in addition to 
X1 and X2. In this case, the model with two predictors would be nested in the third model. Wu 
and Becker (2013) extend this example to the case where there is a third model nested in a 
fourth. This missing data pattern is illustrated below (Wu and Becker, 2013, p. 129).  
Under such a missingness pattern, Wu and Becker (2013) argue that factored likelihood 
estimates, as introduced by Anderson (1957) can be used. In this method, the product of the 
likelihoods for the studies with differing covariates reported in them equals the factored 
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In short, this method works by “factoring the likelihood of the observed data into a product of 
likelihoods whose parameters are distinct” on the assumption that the missingness is missing at 
random (MAR) (Wu & Becker, 2013, p. 129). Its utility is limited by assuming that model 
specifications follow the stringent monotonicity missingness pattern they describe, and that its 
application is limited to continuous variables with a multivariate normal distribution. Their 
method is also a model-based synthesis method and would take more resources to implement as 
compared to univariate approaches focusing on a single regression slope. Finally, their method 
assumes a fixed-effects model and does not allow for between-study heterogeneity beyond 
sampling error – which is a very unrealistic assumption when meta-analyzing regression studies. 
2.2.4. A review of dichotomous outcome regression models 
 Before synthesis methods specific to slope coefficients from binary regression models are 
introduced, the mechanics of regressions for a dichotomous DV are reviewed. Three specific 
regression models are of interest: linear probability, logistic regression, and probit regression 
models. All three models seek to estimate how a set of covariates can be used to predict the 
probability of an event for a binary outcome variable, that is 𝑃(𝑌𝑖 = 1|𝛽′𝑿𝑖), where 𝑿𝑖 
represents an observation vector for person i and 𝛽′ represents the transpose of a vector of 
coefficients for each element in 𝑋𝑖. 𝑃(𝑌𝑖) will be used as an abbreviated version of 𝑃(𝑌𝑖 =






Linear probability models 
A standard OLS regression models even when the DV is dichotomous can be used: 
 𝑌𝑖 = 𝛽0 + 𝛽1𝑋1 + ⋯+ 𝛽𝑝𝑋𝑝 + 𝑖 = 𝜇𝑖 + 𝑖 (28) 
In this expression, 𝜇𝑖 has been written as a shorthand for a linear combination of predictor 
variables. This notation simplifies the presentation for logistic and probit regression which 
follow. There are a few problems with the linear probability model. Most obviously, this 
regression formulation will not return values bounded between [0, 1], as required when trying to 
predict a probability. Furthermore, the standard OLS model assumes the residuals are normally 
distributed. Yet, for each 𝑋𝑖 = 𝑥𝑖, the residuals are dichotomous: 𝑒𝑖 = −𝑃(𝑌𝑖) when 𝑌𝑖 is 0 and 
𝑒𝑖 =  1 − 𝑃(𝑌𝑖) when 𝑌𝑖 is 1. The residual variance 𝑃(𝑌𝑖)(1 −  𝑃(𝑌𝑖)) is not constant since it 
varies with 𝑃(𝑌𝑖). Nor can a linear model handle cases where there are more than two categories. 
Logistic and probit regression models overcome these limitations. Despite its weaknesses, results 
from the linear probability regression model provide close approximations for in the mid-range 
of probabilities where the logistic and probit models are approximately linear, say between 30 
and 70 percent (Amemiya, 1981). Lumley, Diehr, Emerson and Chen (2002) further point out 
that one key advantage of a linear model compared to a logistic model is interpretability and the 
fact that it assumes an additive response to the predictors rather than a multiplicative relation.   
Logistic regression models 
 The cumulative distribution function (CDF) for the logistic distribution is known as the 
inverse-logit function, 𝑙𝑜𝑔𝑖𝑡−1(𝑥). The inverse-logit function transforms a continuous input 






Figure 2. The inverse-logit function 
The inverse-logit function can be expressed as (Gelman and Hill, 2006):  





The linear predictor 𝜇𝑖 is transformed to the probability scale via the inverse logit function. 
When 𝑃(𝑌𝑖) is greater than 0.50, it is set to 1, and 0 otherwise. While all CDFs have this general 
S-shaped curve, the logistic distribution has some unique features which make it particularly 




) = 𝜇𝑖  (30) 




= exp(𝜇𝑖) (31) 
 The probability, odds, or logit (log-odds) scales can be used to interpreted logistic 
regression results. Each has advantages. If the individual unit is of interest, most people tend to 
use the probability scale. This approach estimates the probability that Y = 1 for each unit in the 
sample. The probability scale makes it hard to interpret the function however since the function 
is not linear on the probability scale. If the interest is to interpret the function then, interpreting it 
on the logit (log-odds) scale is easiest since it has the usual linear and additive form. Interpreting 





exactly intuitive. On the odds scale, a one-unit change in x multiples the odds that Y = 1 by a 
factor of β. While standard statistical output typically reports results on the log-odds or odds 
scale, the probability scale can readily be obtained using 𝑙𝑜𝑔𝑖𝑡−1(𝜇𝑖) as shown above. 
Probit regression models 
 Probit regression uses a standard normal distribution in place of a logistic distribution to 
transform a continuous input onto a (0,1) scale as shown in Figure 3. The probit model is based 
on the CDF of a standard normal distribution (Amemiya, 1981): 






 𝑑𝑧  (32) 
When 𝑃(𝑌𝑖) is greater than 0.50, it is set to 1, and 0 otherwise. Here, 𝜇𝑖 again denotes a linear 
combination of covariates and the symbol Φ(𝜇𝑖) is notation for the standard normal CDF. As the 
figure shows, the CDFs of a logistic and standard normal distribution are symmetric around 0 
and provide similar results in transforming a continuous number into the (0, 1) range.  
 
Figure 3. Probit regression and the standard normal CDF  
Latent variable formulation of logistic and probit regression models 
Logistic and probit regression models can be expressed in a way that explicitly shows the 
error terms in what is usually referred to as the latent-data formulation (Gelman and Hill, 2006). 





 𝑌𝑖 = { 
1    if 𝜇𝑖 ≥ 0
0    if 𝜇𝑖 < 0
 (33) 
where 𝜇𝑖 is now reformulated to include an error term on top of the linear predictor: 𝜇𝑖 = 𝛽0 +
𝛽1𝑋1 + ⋯+ 𝛽𝑝𝑋𝑝 + 𝑖 =  𝛽′𝑋𝑖 + 𝑖. In a logistic regression, the error term is assumed to follow 
a standard logistic distribution, while in a probit model it follows a standard normal distribution 
(Gelman and Hill, 2006). 𝛽′𝑋𝑖 represents a linear transformation of the covariates; it is the linear 
predictor. Focusing on the case of logistic regression, Gelman and Hill (2006) illustrate how the 
error term is incorporated as a byproduct of the logit link function used: 𝑃(𝑌𝑖 = 1) =
 𝑃(𝜇𝑖 ≥ 0) =  𝑃( 𝑖 ≥ −𝛽′𝑋𝑖) = 𝑙𝑜𝑔𝑖𝑡
−1(𝛽′𝑋𝑖). The models in eqs. (29) and (33) are thus 
equivalent when the error follows a logistic distribution. 
 The logistic distribution is defined by a location and shape parameter, which assume the 
values of 0 and 1 respectively in the case of a standard logistic distribution. This distribution has 
a mean of 0 and variance of 𝜋2/3 ≈ 3.28 (Amemiya, 1981). This distribution approximates a 
normal distribution with a mean of 0 and SD of 1.6 (Gelman & Hill, 2006). The standard 
distribution used in probit regression on the other hand has a mean of 0 and variance of 1. This 
translates into heavier tails in the logistic distribution and logits being larger units as compared to 
their probit counterparts as shown in Figure 3, but otherwise the two CDFs are quite similar. 
Conversion between the logit and probit scales 
 As suggested by Gelman and Hill (2006), for most purposes the logistic distribution is 
indistinguishable from a normal distribution with a mean of 0 and SD of 1.6. The logistic 
distribution then has a scale that is 1.6 times that of a standard normal distribution. Multiplying 
probit coefficients and SEs by 1.6 places probit regression results on the logit scale. Logistic 
coefficients can be transformed into a probit coefficient by dividing by 1.6. These conversion 





(1981) also suggests using 1.6 for these conversions. He also provides conversion formulas for 
transforming results from a linear probability model to either logistic or probit regression results.  
2.2.5. Meta-analytic methods for logistic regression studies 
Borenstein and Hedges (2019) said it “may” be possible to synthesize results from 
logistic regression models but provided no citations or evidence on the matter (p. 230). I found 
no papers falling purely within the statistics literature explicitly discussing the synthesis of 
logistic coefficients. Epidemiologists (Greenland, 1987; Greenland, Schlesselman & Criqui, 
1986; Greenland et al., 1991; Greenland & Longnecker, 1987) provide the earliest references for 
the synthesis of logistic regression coefficients. This literature is reviewed in this section. 
Univariate meta-analysis: A weighted least squares approach 
Greenland (1987) discussed the synthesis of logistic regression with inverse variance 
weights (1/SE2). This is equivalent to using the standard univariate meta-analytic method of 







 (Greenland, 1987). Using a logistic regression 
coefficient and its SE in a weighted least squares approach is a “conventional” method within the 
epidemiological (Greenland, 1987; Debray et al., 2012). The economists Stanley & 
Doucouliagos (2012) also suggest this is a viable practice in their meta-analysis textbook.  
Multivariate meta-analysis  
Multivariate meta-analysis is a frequently referenced method in the biostatistical 
literature used to synthesize results from any generalized linear model under a set of stringent 
assumptions (Debray et al., 2012; Yoneoka et al., 2015).15 As Debray et al. (2012) remark, a key 
 
15 Becker and Wu’s (2007) narrow the use of their “generalized least squares (GLS) approach to the synthesis of 
regression slopes for continuous predictors and outcomes” (p. 414). Multivariate meta-analysis within the 
epidemiology literature is an extension of Becker and Wu’s (2007) method. As seen in eq. (25), Becker and Wu’s 
method constrains the between-study slope covariances to be zero and the within-study covariances are treated as 





difference between univariate and multivariate meta-analysis is that the former only relies on 
within-study variance while the later accounts for within-study covariance as well. Multivariate 
meta-analysis can be used to synthesize results for multiple dependent variables, though it is 
commonly restricted to univariate multiple regression models where multiple IV-DV slope 
estimates are synthesized. Multivariate meta-analysis was explicated by Debray et al. (2012), 
who considered the case of all models sharing a common set of covariates. Assuming there are l 
models which share the same set of k predictors, the slope parameter estimates are assumed to 
follow a multivariate normal distribution: 
 (𝛽1, 𝛽2, … , 𝛽𝑘)𝑙
′~𝑁𝐾+1(𝜇𝑟𝑒, 𝚺𝑟𝑒) (34) 
where 𝜇𝑟𝑒 is a vector of means for the k+1 slope estimates and 𝚺𝑟𝑒 is the variance-covariance 
matrix for the slope estimates. This matrix can be decomposed into the between- and within-
study covariance matrices: 



























































covariances however (Debray et al., 2012). Becker and Wu’s (2007) method amounts to a fixed effect model, while 





In these matrices, 𝜏𝑘
2 refers to the between-study variance for slope 𝛽𝑘, 𝜏01 is the between-study 
covariance between 𝛽0 and 𝛽1, 𝜎𝑘
2 is the within-study variance for slope 𝛽𝑘, and 𝜎01
2  is the 
within-study covariance between 𝛽0 and 𝛽1. All studies share 𝚺𝑏𝑠, while each study has its own 
set of within-study slope covariance matrix, 𝚺𝑙. The elements of 𝚺𝑏𝑠 are treated as unknown 
parameters to be estimated via a maximum likelihood method (Debray et al., 2012). The 
diagonal elements of 𝚺𝑙 are typically reported in primary studies as the SE of the regression 
coefficients. To fill in the missing off-diagonal elements then, Debray et al. (2012) suggest 
imputing values based on an IPD. When all non-diagonal entries in 𝚺𝑏𝑠 and 𝚺𝑙 are constrained to 
zero, the slope parameter estimates are synthesized independently. A fixed-effects analysis is 
achieved by restricting all elements of 𝚺𝑏𝑠 to zero. In the end, 𝜇𝑟𝑒 provides a vector of estimates 
for the mean summary effect for each slope parameter while 𝚺𝑟𝑒 contains the variances.  
Generalized nonlinear least squares estimation 
Yoneoka, Henmi, Sawada and Inoue (2015) introduce a method specifically designed to 
synthesize logistic regression coefficients that originate from models with different sets of 
control variables. Their approach begins with two key assumptions. The first is that a single, 
“true” regression model exists, an ideal model which is perfectly specified. Secondly, all studies 
are assumed to be homogenous, taken to mean that “the distribution of covariates and outcomes 
are common across the studies in the meta-analysis” (p. 3). Based on the first assumption, 




) =  logit(P(Y = 1|X, Z)) = 𝑋′𝛼 + 𝑍′𝛽 (35)  
Where Y is a binary outcome variable, X and Z are vectors of covariates of any length, and α and 
β are vectors of the true parameters in the regression equation. An underspecified regression 





 logit(P(Y = 1|X)) = 𝑋′𝛾 (36) 
Where 𝛾 is a vector of coefficients for the variables in X. Since this regression equation is 
misspecified, 𝛾 produces biased estimates since Z is missing from the model. Yoneoka and 
colleagues (2015) then draw on a result from Yi and Reid (2010), whose paper investigated the 
properties of estimating functions16 to express the condition of unbiasedness as: 
 𝐸 [{𝑌 −
1
1+exp (−𝑋′𝛾∗)
} 𝑋] = 0 (37) 
where 𝛾* stands for estimates in an unbiased condition. 𝛾* is a function of the true parameters 𝛼 
and 𝛽 and the joint distribution of the covariates, 𝑝𝑋𝑍. That is, 𝛾
∗ = 𝑓(𝛼, 𝛽, 𝑝𝑋𝑍) (Yoneoka et al., 
2015; Yi & Reid, 2010). Next, Yoneoka et al. (2015) assume that the omitted covariates, Z, 
depend on X, such that Z|X follows a multivariate normal distribution, 𝑁(𝜇𝑍|𝑋 , 𝛀𝑍|𝑋). This 
assumption leads to the following regression model 𝑍 = ∆𝑋 +  𝜏, where ∆ = (δ1, …, δk)′ is the 
vector of regression parameters and 𝜏 ~𝑁(0, 𝛀𝑍|𝑋) is a vector of error terms. A result from 
Chao, Palta and Young (1997), which shows the biasing effects of omitting key covariates when 
predicting Y  in logistic and probit models, and Johnson and Kotz (1970), which expressed the 
logistic regression in terms of a probit approximation, are then combined to extend eq. (37): 
 𝐸 [Φ [𝑐 {
𝑋′(𝛼 +∆′𝛽 )
√1 +𝑐2𝛽′𝛀𝑍|𝑋𝛽
}]𝑋 − Φ{𝑐(𝑋′𝛾∗)} 𝑋] = 0 (38) 
where 𝑐 = 16(3)1/2/15𝜋 ≈ .588. Therefore,  





16 Estimating functions or generalized estimating equations (GEE) is a parameter estimation procedure that sets up a 
set of solvable system of equations. GEE was introduced by Liang and Zeger (1986) and is an extension of the 
generalized linear model which can fit longitudinal or repeated measures models. In the biomedical sciences, both 





With this approximation in hand, Yoneoka et al. (2015) introduce a hypothetical scenario where 
there are N reported models (i = 1, …, N), some reporting estimates for 𝛼 and 𝛽 (i = 1, …, n) and 
others for 𝛾 (i = n + 1, …, N). These coefficient vectors from logistic regression models then can 
be synthesized with their proposed generalized nonlinear least squares (GNLS) method. Slope 
estimates for study i are a piecewise function of 𝛼, 𝛽 and 𝑝𝑋𝑍, 𝜃𝑖 = 𝑔𝑖(𝛼, 𝛽, 𝑝𝑋𝑍) + 𝑖, where: 
 𝑔𝑖(𝛼, 𝛽, 𝑝𝑋𝑍)  =  {
(𝛼′𝛽′)′                    𝑖 = 1,… , 𝑛
𝑓(𝛼, 𝛽, 𝑝𝑋𝑍)   𝑖 = 𝑛 + 1,… ,𝑁











Yoneoka et al. (2015) state that the coefficient vector 𝜃𝑖 asymptotically follows a normal 
distribution with mean 𝑔𝑖(𝛼, 𝛽, 𝑝𝑋𝑍) and covariance 𝚺𝑖. Under the model posed in (40), pooled 
estimates for 𝛼 and 𝛽 (notated ?̂?∗ and ?̂?∗) can be obtained used GNLS estimation: 
      (?̂?∗′, ?̂?∗′)
′
= argmin
 α,   𝛽
∑{𝜃𝑖 − 𝑔𝑖(𝛼, 𝛽, ?̂?𝑋𝑍)}
𝑁
𝑖=1
′  𝚺−1 {𝜃𝑖 − 𝑔𝑖(𝛼, 𝛽, ?̂?𝑋𝑍)}                (42) 
In estimating the mean structure 𝑔𝑖(𝛼, 𝛽, 𝑝𝑋𝑍), 𝑝𝑋𝑍 is often unreported. Yoneoka and colleagues’ 
(2015) propose imputing missing values in 𝑝𝑋𝑍 based on estimates from an IPD, ?̂?𝑋𝑍. This IPD 
needs to contain the same sets of variables and based on a similar underlying population as the 
studies one seeks to meta-analyze; it may even be the IPD from one of the studies included in the 
meta-analysis. Yoneoka et al. (2015) draw on information from the IPD to impute missing 
information in the error covariance matrix. In the above formulation, 𝚺 is a block diagonal matrix 
containing the variances and covariances for each study i. The diagonal of 𝚺 has the (usually 
reported) variances of the coefficients while the off-diagonal block elements, which are the 





colleagues (2015) then cite Debray et al. (2012) and supply this formula for imputing the missing 
pieces in 𝚺:  





where Cov(θ̂𝑖, 𝑤) is understood to be a working covariance matrix, ?̂?𝑖 = diag(𝚺𝑖) is a diagonal 
matrix with diagonal elements equal to the reported SEs from each study, and 𝑹𝐼𝑃𝐷 is a 
correlation matrix obtained from the IPD. By using the IPD then, Yoneoka and peers (2015) and 
Debray et al. (2012) offer an imputation approach for the missing data. With complete 
information, their proposed GNLS method can be applied with model (42). The approach as 
introduced above is a fixed-effects model, but a random-effects model can be achieved by 
introducing random-effects terms into 𝛼 and 𝛽. 
2.2.6. Methods for addressing diverse covariates sets when synthesizing slopes 
There is no controversy about synthesizing regression results when models include the 
same covariates (Becker and Wu, 2007; Debray et al., 2012; Yoneoka et al., 2017a; Yoneoka et 
al., 2015). If the underlying regression studies are based on different sets of control variables 
however, two problems arise. Conceptually, there is an interpretation issue since a partial 
regression slope is conditional on “holding constant” the other covariates in the model. Also, 
there are questions about whether different studies are even estimating the same population 
parameter. These issues imply that there are limits to synthesizing slopes if there are large 
differences in model specification across a literature. One solution would be to only synthesize 
groups of studies which have similar enough covariates. Aloe (2018) observes that others have 
argued for ignoring differences in model specifications. Greenwald, Hedges, and Laine (1996) 
for example ignored model specification differences as they synthesized the standardized slopes 





affected student outcomes. Despite some practitioners ignoring model specification differences, 
the Campbell Collaboration’s recent policy paper on synthesizing partial effect sizes from 
regression studies (Aloe et al., 2016, p.6) suggests another course of action:   
Given that partial effect sizes often arise from different regression models across studies, 
when analyzing a collection of partial effect sizes, the reviewer must conduct a meta-
regression including predictor variables (covariates) that reflect differences in model 
complexity and structure 
 Likewise, the Meta-Analysis of Economics Research-Network (MAER-Net) guidelines 
for conducting meta-analysis in economics suggest meta-regression techniques for addressing 
model specification differences when synthesizing regression slopes (Stanley et al., 2013). They 
report the rate of using meta-regression techniques to synthesize regression slopes grew at 18% 
per year from 1990 to 2010. While meta-regression analysis is the most standard way of handling 
different covariate sets in a synthesis of regression slopes, other methods have been proposed in 
the epidemiological literature are given cursory review here too. As will be seen, there are large 
limits to the application of these other methods given that they both use at least one IPD. 
Post-hoc corrections: Meta-regression analysis 
Meta-regression analysis not only recognizes the specification problem but also attempts 
to estimate its effects by modeling variations in selected econometric specification. MRA 
provides us the means to analyze, estimate, and discount, when appropriate, the influence 
of alternative model specification searches. In this way, we can more accurately estimate 
the empirical magnitudes of the underlying economic phenomena and enhance our 
understanding of why they vary across the published literature… as long as the meta-
model is not misspecified, it represents the best scientific estimate of the underlying 
effect found in the literature. 
 -Stanley and Jarrell, 1989, p. 300 & 303 
Meta-regression analysis (MRA) is an essential tool when synthesizing regression slopes 
as it explores the heterogeneity in effect sizes due to model specification differences at the 
primary study level. A 2005 issue in the Journal of Economic Surveys (Roberts, 2005) 





the lead article, Roberts (2005) cites Stanley and Jarrell’s (1989) exposition of meta-regression 
methodology as a seminal study that made meta-analysis a viable practice within economics. 
Their suggestions for handling different model specifications has now become standard practice 
in meta-analysis in economics (Card and Krueger, 1995; Stanley et al., 2013).  
Since economics research comes largely from observational data settings, different model 
specifications are inevitable. Specification choices can be coded and then a regression-like 
procedure can be used to consider between-study variations in the reported slope estimates. 
While there are different approaches or models that could be used for MRA, perhaps the most 
standard approach is using a moderator analysis as shown in in eq. (3), where the between-study 
variables would reflect model specification decisions. When a specification decision is 
statistically significant, the slope estimate for the between-study covariate quantifies the degree 
of misspecification bias (Stanley and Doucouliagos, 2012). An essential aspect of model 
specification concerns the presence or absence of relevant predictor variables.  
For example, Peach and Stanley (2009) argue that models without a control for capital 
investment in a production function is misspecified, as the inputs of a production process 
inevitably affect the output. Accordingly, their meta-analysis found that failing to control for 
capital input cuts the estimate for the efficiency-wage effect by almost half. Here, the efficiency-
wage effect refers to the widespread belief within the business community that there is a relation 
between wage and productivity. When estimating this effect, Krassoi-Peach and Stanley (2009) 
show that the capital stock (i.e., the machines used in the production processes) is an essential 
moderating variable to account for. As this example shows, meta-regression analysis can help 





analytic moderator methods do not differ whether one is synthesizing results from a linear or 
logistic model. 
IPD methods from epidemiology 
Resche-Rigon, White, Bartlett, Peters and Thompson (2013) considered a method 
suitable for IPD meta-analysis. IPD meta-analysis makes the strong assumption that complete 
datasets from all included primary studies are available. Resche-Rigon et al. (2013) proposed 
that if some studies are missing an important covariate that it could be imputed using multiple 
imputation methods which allow for heterogeneity between studies. They used a multilevel liner 
mixed model to impute missing/unobserved covariates in studies. While their method was shown 
to work and result in only small biases, assembling complete datasets for the underlying studies 
in a meta-analysis greatly constrains the utility of their innovation. 
Yoneoka et al.’s (2015) bias correction procedures for omitted variable bias was 
reviewed at length in the section 2.3.6 which introduced their GNLS method of handling 
difference covariate sets while synthesizing logistic regression results. Their approach requires at 
least one IPD which includes all covariates in the models that are being synthesized. It further 
requires the assumption that the distribution between covariate is the same across all studies.  
These two assumptions limit the application of their method in most realms of social scientific 
research. Yoneoka and Henmi (2017b) extended their GNLS method for synthesizing logistic 
regression models to the synthesis of linear regression results, noting that their method would 
work for synthesizing coefficients from any generalized linear model. In this subsequent paper, 
they made a further innovation for recovering missing within-study covariances for slope 
estimates (see eq. (41)). This method however can only be applied to regression equations which 





MRA is the most practical method for overcoming challenges related to synthesizing partial 
effect sizes based on regression slopes.  
2.3. Meta-analyzing regression slopes: The simulation literature 
Meta-analytic simulation studies are reviewed in this section with the objective to 
understand which simulation parameters typically affect a quantitative synthesis. The properties 
of estimators which simulation studies evaluate are reviewed first. Previous simulation work 
focusing on meta-analyzing regression slopes is then introduced. Most of these studies focused 
on model-based synthesis methods, meaning that entire regression models rather than just a focal 
slope was the target of synthesis. Wu and Becker (2013) and Yoneoka and Henmi (2017b) are 
two important studies reviewed in this part since they addressed how different sets of covariates 
affect a synthesis. Since the simulation literature on synthesizing regression slopes is small, 
additional simulation studies reviewing meta-regression are briefly reviewed. Finally, three 
simulation studies which are particularly relevant to the current dissertation are reviewed at 
length. Keef and Roberts (2004) and Aloe (2014) focused their studies on the synthesis of a 
single focal slope extracted from linear regression studies. The third, Yoneoka et al. (2015), 
performed the only simulation addressing the synthesis of logistic regression results I found. 
2.3.1. Evaluating an estimator  
Bias, variance, mean squared error (MSE) and coverage rates of confidence intervals (CI) 
are commonly used measures to evaluate an estimator 𝜃.  
Bias 
Bias is defined as the difference of the expected value of an estimator and its true value: 





A biased estimator results in either an over- or under-estimation on average. An unbiased 
estimator is one where 𝐸[𝜃 −  𝜃] = 0 in the long run. Bias expresses the average difference 
between the expected value of an estimator and the associated parameter. Bias can either be 
reported as absolute bias or the percentage of bias relative to the true parameter. Relative bias 




] × 100 (45) 
Precision 
Being unbiased alone does not mean an estimator is good. A strong estimator would have 
a distribution concentrated around its mean. Precision of an estimator is inversely related to its 
variance, which is expressed as:  
 𝑉𝑎𝑟(𝜃) = 𝐸 [(𝜃 −  𝐸[𝜃])
2
] (46) 
Estimators will exhibit variance from sample to sample, and the variance of an estimator 
measures the expected difference of an estimator from the mean estimate due to sampling error. 
The ideal estimator has smaller variance, which corresponds to increased precision.   
Mean squared error 
The mean squared error (MSE) of an estimator combines the qualities of bias and 
variance to evaluate an estimator: 




+  𝑉𝑎𝑟(𝜃) (47) 
Estimators which have a smaller MSE are preferred and said to be more efficient. The MSE of an 
unbiased estimator is equal to its variance. Closely related, the root mean squared error (RMSE) 
is the square root of the MSE: 𝑅𝑀𝑆𝐸(𝜃) = √𝐵𝑖𝑎𝑠(𝜃)
2





scale as 𝜃, in the same way that the SD is on the same scale as the raw variable while the 
variance has squared units. 
2.3.2. Previous simulation work on synthesizing regression results 
Wu and Becker (2013) conduced a simulation study to test the efficacy of their factored 
likelihood method. As previously described, they considered a meta-analysis with four 
regression models exhibiting a pattern of monotone missingness as shown in Figure 4. They 
varied the number of covariates in primary-study models, correlations, and sample sizes within 
each study. Each simulation contained four pseudo-studies which included different sets of 
covariates, as shown below in the recreated figure (Wu & Becker, 2013, p. 134): 
Pattern I Y 𝑋2 𝑋2 𝑋3 𝑋4 Pattern II Y 𝑋2 𝑋2 𝑋3 𝑋4 
1           1           
2           2           
3           3           
4           4           
                        
Pattern III Y 𝑋2 𝑋2 𝑋3 𝑋4 Pattern IV Y 𝑋2 𝑋2 𝑋3 𝑋4 
1           1           
2           2           
3           3           
4           4           
                        
Pattern V Y 𝑋2 𝑋2 𝑋3 𝑋4        
1                  
2                  
3                  
4                  
Figure 4. Model specification patterns used in Wu and Becker (2013) 
The population DGP was simulated to include all four predictors, meaning most studies had 
underspecified models with only a subset of the covariates. Correlations between the outcome 
and predictors ranged between 0.25 and 0.60, while correlations between predictors were kept 
under 0.25 in all cases. They also considered the case where the predictors were all independent 





sizes, they considered the case where all studies had 150 subjects or 2,000 subjects, as well as 2 
scenarios where sample sizes within each pseudo-study ranged from 150 to 2,000. Under the 
assumption of monotone missingness, their method contained less than 2% relative bias across 
all conditions for slope estimates. The average percentage bias was 0.038% for 𝑋1 to 0.103% for 
𝑋2 at the high end. Slope estimates had smaller bias when the predictors were independent and 
the association between the predictor and outcome variable increased. Surprisingly, the least 
biased condition was not Pattern V, where all models were correctly specified, but in Pattern III. 
Less bias occurred in Pattern III where there was the same degree of missingness for the 
additional covariates as compared to Patterns I and IV where the missingness rate varied for the 
additional covariates.  
Yoneoka and Henmi (2017b) extended their GNLS method for synthesizing logistic 
regression results from models with different sets of control variables to the case of continuous 
outcome variables. Rather than relying on an IPD to impute the missing slope covariances as 
required in eq. (41), they offer an innovation to recover the missing covariances that could work 
for models with up to three covariates. They posit a full DGP scenario where Y is a linear 
function of three predictors, 𝑌𝑖 = 𝛽0 + 𝑋1𝛽1 + 𝑋2𝛽2 + 𝑋3𝛽3 + 𝑖, and the literature contains 
models with one, two, or three of the IVs. 𝑋1 and the associated 𝛽1 were included in all models, 
and the value of 𝛽1 was varied from -3 to 3 by increments of 1, while the values of the intercept 
and other slope parameters were held constant at 1. Results for nine studies with fixed sample 
sizes of 100 each were simulated. Of these nine studies, three had the correctly specified model, 
three omitted 𝑋3, and three omitted 𝑋2 and 𝑋3. All other design factors were held constant. They 
compared their method to two conventional methods (only synthesizing results from the three 





slope estimates and their SEs). Yoneoka and Henmi’s (2017b) method worked better than these 
other alternatives, though its application is limited since it only works with a max of three IVs. 
 Yoneoka and Henmi (2017a) studied synthesis methods for linear regression models 
when different categorization schemes are used for continuous covariates. Their method relies on 
acquiring information about the joint distribution of covariates used within each study. Since the 
correlations between covariates are often unavailable, they propose imputing this information 
based on the correlations in the IPD under the strong assumption that the distribution between 
covariates is common across all studies. Pooled regression coefficients can then be estimated 
within each study as the mean of the random-effects distribution from a nonlinear mixed-effects 
model with bias-correction terms. Their simulation study generated data for nine studies with 
two covariates and kept the within-study sample size constant at 100. They varied four 
simulation factors: (1) The slope parameter for the “focal” predictor was varied from -3 to 3 by 
increments of 1 (the intercept and other slope parameter were fixed at 1), (2) the correlation 
between the two covariates was changed from 0.0 to 0.2 and 0.5, (3) synthesis method (see 
below), and (4) the different categorization schemes were used for focal predictor (3 studies used 
𝑋𝑓 as a continuous variable, 3 studies used different cutoff points to make 𝑋𝑓 binary, and 3 
studies transformed 𝑋𝑓 into a tertiary variable). Yoneoka and Henmi (2017a) compared their 
method with the traditional approaches of only synthesizing the 3 models where 𝑋𝑓 was 
continuous (M1) or synthesizing all models while ignoring the categorization bias (M2). As 
expected, M1 led to small biases but an inflated MSE since it excluded information from 6 
studies, while M2 resulted in far larger biases but a smaller MSE across the range of conditions 
they tested. Their method had better overall performance, having less bias than M2 but 





are generally unrelated to the magnitude of the focal slope, while increasing collinearity leads to 
modest increases in bias and MSE. 
Resche-Rigon et al. (2013) proposed a method for imputing missing variables in a 
primary study as reviewed in section 2.3.2. They utilize an IPD meta-analysis approach, which 
makes the strong assumption that datasets from the primary studies can be obtained; a strong 
assumption greatly constrains the applicability of their method. They tested their imputation 
method in a scenario where they synthesized partial regression slopes from Cox proportional 
hazard models as opposed to linear or logistic regression. In addition to varying the imputation 
model, they varied the number of studies in the synthesis (k = 8 or 32 studies) and the between-
study variance (𝜏2 = 0.25 or 1) for the focal slope for 𝑋1. Increasing the study-level sample size 
had no clear effect on relative bias, while clearly decreasing the RMSE. Doubling the between-
study variance tended to increase the MSE by more than 33%, while there was a smaller but 
smaller increase in relative bias. 
  Debray et al. (2014) proposed and studied a pseudo-Bayesian method. Their goal was to 
compare the predictive accuracy of developing a novel model based only on IPD data against a 
method which pooled results from the IPD data with regression models found in the literature. 
They proposed two approaches. Model averaging builds a “meta-model” by integrating previous 
prediction models with data from the available IPD while model stacking optimally weights 
entire models based on predictive accuracy for the IPD sample. Neither aggregation method 
requires existing models to have the same predictor variables. The only other simulation 
parameter they varied was the number of subjects within the IPD dataset. Both aggregation 
methods lead to better predictions as compared to developing a new model from scratch, 





 Aloe (2014) conducted a simulation study which evaluated Peterson and Brown’s (2005) 
method for transforming a regression coefficient into a bivariate correlation. Two predictor 
variables were used with a single outcome variable. Three design factors were varied: (1) the 
correlation between the outcome and focal predictor (𝜌𝑦𝑓 = 0.20, 0.40, and 0.60, (2) the 
correlation between the two predictor variables (𝜌𝑦𝑥 = −0.20, 0.00, 0.20, 0.40, and 0.60), and 
(3) the correlation between the second predictor and the outcome (𝜌𝑦2 = 0.00, 0.20, 0.40, and 
0.60). Aloe (2014) found that Peterson and Brown’s index behaves more like a partial effect size 
than a zero-order one and suggested discontinuing its use. Roth et al. (2018) reached the same 
conclusion in a subsequent simulation study. The varied many simulation settings: (1) data was 
simulated for multiple regression studies with three, six, and nine IVs, (2) the mean focal 
correlation with the outcome was varied from 0.10 to 0.30 to 0.50, (3) the correlations between 
predictors were set to 0.10, 0.30, or 0.50, (4) the number of included studies k was set to 50, 100 
or 200 studies, (5) the amount of missing focal correlations at 5%, 10%, 20%, and 30%, and (6) 
the missing correlations were either missing completely at random or the missingness was 
related to the size of the focal correlation. They replicated Aloe’s (2014) findings that Peterson 
and Brown’s (2005) method for imputing missing correlations based on regression coefficients 
distorts a synthesis and recommend against using this approach.  
2.3.3. Previous simulation work on meta-regression  
Morton et al. (2004) compared five different approaches to meta-regression analysis for 
modeling heterogeneity in study-level treatment effects, focusing on binary treatment and 
outcome variables (they synthesized the log-odds ratio based on a 2x2 table of results). They 
argue that incorporating heterogeneity in a meta-analysis by using a random effects model is not 





They show that covariates which aggregate person-level characteristics can bias results. This is 
similar to ecological bias as discussed earlier. Meta-regression methods did not produce stable 
parameter estimates when the number of studies, k, was only 3. More importantly, Morton et al. 
(2004) provide guidelines for meta-analytic simulation studies. They recommend varying the 
number of studies (k=3, 10, and 30) and subjects (𝑛𝑗) within those pseudo-studies. They also 
advise adjusting the between-study variance (𝜏2) and the level of collinearity between study-
level variables. In sum, they suggest varying four design factors: k, n, 𝜏2, and the correlation of 
study-level covariates.  
Higgins and Thompson (2004) studied meta-regression as a tool for conducting a moderator 
analysis, warning that standard meta-regression methods can result in inflated Type I error rates 
when heterogeneity is present. They show that fixed-effects meta-regression can produce 
“seriously misleading results in the presence of heterogeneity” (p. 1663). They vary several 
design effects: the number of studies (k = 5, 10, and 100), the number of covariates in a meta-
regression model (m = 1, 3 and 5), the correlation between meta-regressors (𝜌=0, 0.5, and 0.9), 
the between-study variance (𝜏2 = 0, 1, 5), and the within-study variance (this was varied by 
changing the within-study sample sizes, n = 20, 40, 80, 160, and 320). As they are interested in 
dichotomous outcomes, they keep the odds ratio between the treatment and control group at 0.7 
and the control group event rate at 0.3. 
 Other meta-analytic simulation studies varied similar parameters. López-López, Marín-
Martínez, Sánchez-Meca, Van den Noortgate and Viechtbauer (2014) considered different 
methods for estimating 𝜏2. They varied the following simulation parameters: the number of 
studies (k = 5, 10, 20, 40, and 80), the average sample size (n = 30, 50, 100, 150, 200), the 





defined as the percentage of between-study variance explained by the meta-regression predictor 
variable (P2 = 0%, 25%, 50%, and 75%). Lambert, Sutton, Abrams and Jones (2002) tested 27 
simulation conditions, and varied three factors: the number of studies (k = 5, 10, and 200), the 
number of subjects within each study (n = 200, 500, 1000), and the treatment effect magnitude 
was varied at three levels as well. Moreno et al. (2009) varied the number of studies (k = 5, 10, 
20, and 30), number of subjects per study (n had a mean of 483, SD of 318), the magnitude of the 
treatment effect (odds ratio of 1, 1.5, and 3), kept the treatment and control groups as equal sizes 
while varying the average event rate within each trial by using a uniform distribution from 0.3 to 
0.7, and the between-study variance (𝜏2 was set to be 0%, 50%, 100%, 150%, or 200% of the 
average within-study variance from studies). Moreno et al. (2009) showed that biases increased 
as the between-study variance increased and the number of studies decreased. 
2.3.4. Keef and Roberts (2004) 
Keef and Roberts (2004) proposed that a linear regression coefficient could be meta-
analyzed when the IV is a binary predictor and the DV is normally distributed, after the 
coefficient has been standardized according to procedures outlined above in section 2.3.4. They 
propose that a partial effect size from the d family of effect sizes can be obtained when there is a 
binary treatment variable by dividing its associated regression coefficient by the regression 
variance. They propose the following DGP in their simulation study: 
 𝑌𝑖 = 𝛽0 + 𝛽𝑓𝑇 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝑖 (48) 
where T is the binary treatment fixed to have 50 treatment and 50 control cases, 𝛽𝑓 = 0.25 is the 
treatment effect on outcome 𝑌𝑖, 𝛽0 = 0.5, 𝛽1 = 𝛽2 = 𝛽3 = 𝛽4 = 0.25, and 𝑋1, 𝑋2, 𝑋3, 𝑋4, and 𝑖 
are independent standard normal variables. The population effect size is then 𝛿 = 𝛽𝑓/𝜎𝑒 = 0.25. 





120 and 120,000 studies) primary studies, giving them a 100 x 6 matrix for each study. They 
then fit regression models, all of which contained the treatment indicator but omitted one or more 
of the covariates 𝑋1, 𝑋2, 𝑋3, 𝑋4. Bias in the treatment effect increased when primary studies 
misspecified their models by omitting one or more of the additional covariates, typically leading 
underestimating the treatment effect. Bias decreased as the number of primary studies increased 
to 120, although the difference in the bias between 120 and 120,000 biases was negligible. When 
all primary studies used the same specification as the population regression formulation above, 
they report that it “achieves the population effect size” (p. 110).  
2.3.5. Aloe (2014) 
Aloe (2014) examined the accuracy of synthesizing two partial effect sizes belonging to the 
correlation family of effect sizes – the partial and semi-partial correlations. Standard meta-
analytical techniques can then be used to synthesize linear regression slopes after transforming 
the t-statistic into one of these two indices. Aloe (2014) begins by simulating multivariate data 
for three continuous variables – two predictor variables and one outcome measure. A 
multivariate normal distribution was generated, with all means and variances set to 0 and 1, 
respectively. In specifying the covariances, correlations were set to a common value of -.2, .2, .4, 
or .8 in each simulation. This multivariate DGP was repeated for k = 10, 20, 30 and 40 studies 
with an average sample size of n = 200 in a series of simulations. The k studies in each synthesis 






In Aloe’s (2014) notation, the y, f, and 2 subscripts refer to the outcome, focal, and control 





can be considered a nuisance variable or confounder, such that controlling for it would produce a 
cleaner estimate of 𝑋𝑓 on Y. After generating data for k studies, Aloe (2014) added random 
variability to the correlation between the focal predictor and outcome variable (i.e., 𝜌𝑦𝑓). This 
follows from the assumption of a random-effects model, which includes additional between 
studies variance (i.e., 𝜏2) for the effect sizes being synthesized. Six different levels of 𝜏2 were 
used: 0, .0025, .005, .01, .05, and .10. In a third step, Aloe then fit separate linear regression 
models within each study, 𝑌𝑖 = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2 + 𝑖, where the subscript f denotes the focal 
predictor. Partial and semi-partial correlations and their variances for the focal predictor were 
then computed via equations presented in section 2.2.3 . Finally, Aloe (2014) synthesizes these 
two partial effect sizes with a random-effects model using inverse variance weights. 
Aloe’s (2014) simulation study varied three design effects: (1) the number of studies in the 
synthesis (k), (2) the population covariance matrix and (3) 𝜏2, the amount of between-study 
variance added to the covariance of the focal predictor and outcome variable. Aloe (2014) shows 
that the partial and semi-partial correlations are very accurate in most of the settings he tests 
them in, with the degree of bias being remarkably small across the board. As the size of the 
partial correlation rose, bias was not much affected while the MSE generally decreased. One 
surprising result is that bias did not increase as collinearity, measured as the magnitude of 𝜌𝑓2, 
rose. The RMSE was consistently higher as the level of collinearity increased. The bias and 
RMSE both increased as 𝜏2 increased. In looking at the effects of systematic increases in k, the 
RMSE declines while the degree of bias was not strongly related to the number of studies in a 
synthesis. Since the RMSE is a function of both bias and efficiency, this means that meta-
analytic estimators exhibit smaller variance as the number of synthesized studies increases, while 





simulation evidence regarding Type I error rates for the Q test for both partial effect sizes, which 
aims to detect whether there is a significant amount of heterogeneity. The partial correlation 
performed better in this regard than the semi-partial correlation did, having Type I error rates 
closer to the expected .05 level. The Type I error rates was positively associated with k and 𝜏2. In 
other words, as the number of studies or the between-study variance component rise, detecting a 
significant amount of heterogeneity in the summary effect becomes more likely. Increases in 𝜌𝑦𝑓 
was also associated with a rise in rejection rates of the null hypothesis for the Q test.  
2.3.6. Yoneoka, Henmi, Sawada and Inoue (2015) 
Yoneoka et al. (2015) are the only simulation study I located which directly tested the 
synthesis of logistic regression slopes via a simulation study. They tested their proposed GNLS 
estimator as discussed in section 2.3.6. The population DGP was logit(𝑃(𝑌𝑖 = 1|𝑋1, 𝑋2)) =
 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2, with 𝛽0 = 𝛽2 = 1. They varied five design factors: (1) 𝛽𝑓 was set to -2, -1, 
0 or 1, (2) the number of covariates (𝑋𝑓, 𝑋2 or both), (3) the degree of correlation between 𝑋𝑓 
and 𝑋2 (𝜌𝑓2 = 0 or 0.5), (4) the distribution of the predictors (categorical vs. continuous 
covariates), and (5) the synthesis strategy. This final design parameter is related to missing 
information in the covariance matrix of slope estimates, the one shown in eq. (41), which is 
required to apply multivariate meta-analysis methods. While the diagonal of this covariance 
matrix (the variances of the slope estimates) are routinely reported, the off-diagonal elements 
(the covariances between slope estimates) are missing in most primary studies. Three synthesis 
strategies were compared. The “conventional” multivariate methods of only synthesizing slopes 
from models with identical predictors or using mean imputation of missing coefficients within 
studies (i.e., if a study did not include a variable, then the missing coefficient was imputed by 





compared to imputation of the covariances by IPD as described above. This third imputation 
strategy assumes that an IPD is available with all relevant covariates and fills in missing 
covariances from each primary study based on IPD estimates. Regarding the distribution of 
covariates, two cases were compared. The first case set 𝑋𝑓 and 𝑋2 to have a multivariate normal 
distribution with means of 2 and variances of 1 while the correlation was changed from 0 or 0.5. 
The second case used the same distributions, except that 𝑋2 was discretized using 2 as the cutoff. 
Data for nine pseudo-studies was generated, with a sample size of 100. Of the nine studies, three 
had correctly specified models (with 𝑋𝑓 and 𝑋2), three omitted 𝑋𝑓, and three omitted 𝑋2.  
Based on the settings above, Yoneoka et al. (2015) compared their method to two 
“ordinary” synthesis methods. The first method was only synthesizing results from the three 
studies with both 𝑋𝑓 and 𝑋2. As expected, this method produced minimal bias but suffered a drop 
in efficiency as measured by the MSE due to fewer studies in the synthesis. Relative to this 
baseline, Yoneoka et al.’s (2015) GNLS method produced increased precision (i.e., it had a 
smaller MSE overall) at the cost of slightly greater bias. This general trend occurred irrespective 
of other simulation settings. The mean imputation method performed considerably worse than 
the other two methods. In sum, the GNLS method proposed by Yoneoka et al. (2015) has good 
properties. Its limitation is assuming that an IPD with all covariates used in a literature is 
available and also assuming that the distribution of covariates within all studies is identical. This 
method also requires multivariate meta-analysis, which is seldom used in the applied literature.  
In sum, Yoneoka et al. (2015) performed the first meta-analysis of logistic regression 
coefficients and show that the meta-analytic pooled slope estimator showed remarkable 
accuracy, regardless of the magnitude of the effect size, collinearity, and whether X was 





until the second or third decimal point while the MSE of the pooled slope estimators was small 
as well. The adverse effects of collinearity are minimal when compared to the no collinearity 
case, both in terms of bias and the MSE (there was a small positive effect of collinearity on 
MSE). This could be because there was only one other predictor variable, and the correlations 
that were compared (r = 0 and 0.5) were not large enough to affect the synthesis. The magnitude 
of the effect size as measured by its size on the logit scale (-2 to 1) did not affect the synthesis 
much – in general both bias and the MSE were small. Finally, synthesizing logistic regression 
coefficients seems to work for both continuous and categorical predictors, though the bias and 
MSE were often slightly less for a continuous IV compared to a categorical IV. Even still, bias 
was less than an absolute value of .03 on the logit scale for 7/8 runs done with different settings 
for the categorical predictor.  
Although they did not explicitly set the balance of the dichotomous DV as a simulation 
parameter, it is none the less varied since they set the intercept and non-focal predictor to have 
values of 1 in their simulations. The magnitude of the focal beta was varied from -2 to 1 by 
increments of 1 and the case of -1 represents the case of a perfectly balanced DV. This follows 
from their DGP: E[𝑌|𝑋1𝑋2] =  𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2, all of which were defined as stated above. 
The most balanced states for the dichotomous Y were for 𝑋𝑓 = -2 or -1, when the logit of Y was 
either -1 or 1 respectively. When 𝑋𝑓 = 0 then the logit of Y was more unbalance at 3 while the 
imbalance increased further when 𝑋𝑓 = 1 where the logit of Y was 4. Results for the bias and 
MSE were comparable when Y was reasonable balanced (logit scores from -1 to 3). Imbalance in 
Y started affecting synthesis results at Y = 4, where both the bias and MSE were higher than all 





2.4. Meta-analyzing logistic regression slopes: Summing it all up 
This section pulls together various parts of the literature review to frame the proposal of 
this dissertation and highlight its potential value. This section describes how synthesizing logistic 
regression slopes fits in with the wider meta-analytical literature and details the assumptions and 
the strengths and limitations of doing so.   
2.4.1. The gap in the literature 
I propose that the standard univariate random-effects model of meta-analysis expressed in 
eq. (2) can be used to synthesize logistic regression slopes, just like any other effect size index. 
Specifically, a focal slope ?̂? can be treated as a partial effect size and its SE used as the inverse 
variance weights. The logit scale (not the odds scale) should be used for the synthesis since point 
estimates and the SE are typically reported on this scale and the log-odds converges to normality 
faster than results on the odds scale17 (Agresti, 2003). This is not a new suggestion. 
Epidemiologist have long studied this approach (Greenland, 1987; Greenland et al., 1991; 
Greenland & Longnecker, 1987; Newman & Browner, 1991; Debray et al., 2012; Yoneoka et al., 
2015). The economists Stanley and Doucouliagos (2012) also suggest such an approach. Yet 
there is a glaring omission in the mainstream statistical and social scientific literatures. This 
omission is costly and leads to meta-analyses where logistic regression results are discarded 
rather than used – much like Noltemeyer et al. (2015) did. This gap stems from the historical 
controversy surrounding the synthesis of linear regression results.  
In the 1990s, meta-analyzing regression slopes was proposed and implemented in the 
applied meta-analysis literature (Becker & Schram, 1994; Cooper & Hedges, 1994; Greenwald, 
Hedges, & Laine, 1996). The increasing use of multiple regression in primary research created 
 





the need for synthesis methods that could integrate such evidence. Becker and Wu (2007) 
authored the first review article systematically discussing challenges in synthesizing regression 
results and explicated several proposals for doing so. They noted a growing interest in meta-
analytic methods for synthesizing regression studies (e.g., Keef and Roberts, 2004; Peterson and 
Brown, 2005; Roberts, 2005). Shortly after Becker and Wu’s (2007) review article, Aloe and 
colleagues (Aloe & Becker, 2012; Aloe & Thompson, 2013; Aloe, 2014) presented simulation 
evidence showing that meta-analyzing partial effect sizes based on regression coefficients is 
feasible – albeit under some strong assumptions. 
Three partial effect size indices suitable for regression slopes were reviewed by Aloe and 
Thompson (2013): the standardized slope, the partial correlation, and the semi-partial correlation. 
All three were tested in an applied meta-analytical example and returned comparable results. In a 
simulation study, Aloe (2014) showed that the random-effects model of meta-analysis had 
“remarkable” (p. 53) accuracy in estimating the population values for the partial and semi-partial 
correlations. Kim’s (2011b) simulation study focused on how collinearity, the number of 
predictors, and sample size affects a synthesis of the standardized slope. Predictably, increasing 
levels of collinearity led to larger variances in the summary effect size. Kim (2011b) points out 
that the adverse effects of collinearity are held in check when meta-analyzing regression slopes, 
since the traditional approach of using inverse variance weights gives less influence to slopes 
strongly affected by collinearity. Increasing the number of predictors in primary research models 
shrank the summary effect for the focal slope to 0, while increasing within-study sample sizes 
lead to smaller variances. Whereas the partial effect size indices from Kim (2011b) and Aloe and 
Thompson (2013) belong to the r family of effect sizes, Keef and Roberts (2004) proposed a 





standardize a regression coefficient, creating a new partial effect size belonging to the 
standardized mean difference (SMD) or d family of effect sizes. This d partial effect size 
parameter is akin to an analysis of covariance (ANCOVA) estimate of a treatment effect since 
this method assumes the focal X is binary (Kim, 2011b). Synthesizing a logistic regression slopes 
on the other hand belongs in the family of meta-analytical methods suitable for categorical 
outcomes. 
Meta-analyzing regression results has been gaining wider acceptance as evidence 
accumulates on the topic. The Campbell Collaboration is the leading international body that 
collects, organizes, and disseminates high quality meta-analytical evidence relevant to the social 
sciences. In 2017, a Campbell Collaboration policy note endorsed the practice of synthesizing 
regression slopes and issued guidelines for doing so (Aloe, Tanner-Smith, Becker & Wilson, 
2017). The Meta-Analysis of Economics Research Network (MAER-Net) issued a similar 
endorsement for the synthesis of regression slopes (Stanley et al., 2013). Although scholarly 
support for the quantitative integration of linear regression results has grown in recent years, the 
literature remains mute on the possibility of meta-analyzing logistic regression results.18 In this 
historical backdrop, the theoretical literature that exists on the topic of synthesizing logistic 
regression coefficients comes from the epidemiological sciences.  
As epidemiologists, Greenland (1987) and Greenland, Schlesselman and Criqui (1986) 
were familiar with the lack of methods suitable for categorical data as most early work in meta-
analysis focused on synthesizing continuous outcomes. Epidemiological interest in synthesizing 
logistic regression slopes stemmed from their use of diagnostic models to predict binary 
 
18 An inspiration for the present investigation was Hedges (2019), who noted in passing that it “may” be possible to 
synthesize logistic regression coefficients. This is the only reference I located within the statistics literature that even 
mentioned the possibility of synthesizing logistic regression coefficients. This suggests the time is ripe to 





outcomes – like having a disease, surviving or recovering. Some epidemiologists followed in 
Greenland’s footsteps. This epidemiology literature on synthesizing logistic regression results 
largely focuses on multivariate model-based synthesis methods (Debray et al, 2012; Yoneoka et 
al., 2015). The multivariate method is difficult to apply as it requires the slope covariance matrix 
(Becker and Wu, 2007; Debray et al. 2012), which is rarely reported. Most of the 
epidemiological literature focuses on methods for developing a “working” covariance matrix so 
that multivariate meta-analysis can be applied (Debray et al, 2012; Yoneoka et al., 2015). Using 
the univariate approach to integrate logistic regression slopes on the other hand is no more 
difficult than synthesizing correlations. This matters. Meta-analysis is an applied field and its 
methods should be accessible to researchers from non-statistical disciplines. Even where 
multivariate meta-analysis is feasible, it is more expensive to do so. If the interest is in one or 
two IV-DV relationships, using a univariate approach is both quicker and easier (Becker & Aloe, 
2019). For these reasons, there is value in understanding whether a univariate random-effects 
model can be used to integrate logistic regression slopes. 
The univariate method for synthesizing regression slopes was suggested by Greenland 
(1987), reviewed by Debray et al. (2012), and briefly discussed in an economics textbook on 
meta-analysis (Stanley and Doucouliagos, 2012). If the DV and IV share the same scale across 
different empirical studies, these scholars argue that slope estimates can readily be combined on 
the log-odds scale. In the context of meta-analyzing raw regression slopes from linear models, 
Becker and Wu (2007) point to this “same scale” justification and declare that no one “has 
provided a clear statistical justification for the approaches used” (p. 418). The economists 
Stanley and Doucouliagos (2012) only mention the possibility of synthesizing logistic regression 





epidemiologists have provided some applied examples and demonstrated that models using 
synthesized slopes in a pseudo-Bayesian approach make better clinical predictions than those 
that do not (Debray et al., 2012). This is a good start to justifying the practice of synthesizing 
logistic regression slopes, but more research is needed.  
This dissertation answers Becker and Wu’s (2007) call for a clearer statistical 
justification surrounding the synthesis of raw regression slopes, but for dichotomous outcomes. 
This is done through simulation; some of the first empirical evidence on meta-analyzing logistic 
regression slopes is presented in this dissertation. Specifically, this simulation study examines 
the synthesis of logistic regression slopes with the univariate random-effects model commonly 
used in meta-analysis. Raw regression slopes on the logit scale are directly synthesized, using the 
SE for inverses variance weighing. This extends the practice of meta-analyzing linear regression 
slopes to the logistic case (Aloe and Becker, 2012; Becker and Wu, 2007; Stanley and 
Doucouliagos, 2012). The key assumptions which justify this approach are reviewed next.  
2.4.2. Key assumptions for justifying the synthesis of logistic regression slopes 
Under the right conditions, a set of logistic regression slope estimates are independent 
and identically (iid) distributed random variables (RV). Becker and Wu (2007) identify four 
assumptions that imply identical slope distributions across studies when the outcome is 
continuous: (1) the outcome variable Y must be on the same scale, (2) the predictor variable X 
must be on the same scale, (3) the same covariate sets are used, and (4) similar model 
specifications are used. Below, Table 2 builds on the assumptions given by Becker and Wu 
(2007), tailoring them to the case of synthesizing logistic regression slopes. Theoretically, these 





regression slopes are iid random variables.19 This justifies the application of meta-analytical 
methods. The use of “meta-analytical methods” is meant in the broadest way here, and includes 
descriptive (i.e., computing the mean, median, or the SD of the effect sizes) and visual (i.e., 
forest plots or scatter plot of the effect size data) methods. Inferential methods (i.e., computing a 
summary effect based on a fixed- or random-effects model) require additional assumptions, 
which are outlined in section 2.2.1.  
Table 2. Assumptions which imply a set of logistic regression slopes are iid RVs 
          Assumption Details Limitations or implications 
(1) 
Y is on the same 
scale. 
The outcome variable must 
represent the same construct and 
be on the same binary scale 
across all studies.  
Synthesizing latent variables 
operationalized with different 
instruments is problematic. 
(2) 
X is on the same 
scale. 
The focal predictor must 
represent the same construct and 
be on the same scale across all 
studies. This focal IV can be a 
categorical or continuous 
variable. 
There are limits to synthesizing 
regression slopes when the focal 
predictor variable is: (1) latent, (2) 
categorical with more than two 
levels, or (3) a continuous variable 
scaled differently across studies.  
(3) 
All effect sizes are 
partial regression 
slopes adjusted for 
the same covariates. 
The slope distribution is 
conditional on the covariates 
included in a model. Partial 
effect sizes based on the same 
model specifications are 
identically distributed. 
There are some limits to 
synthesizing partial effect sizes 
from regression models with diverse 





Model misspecification issues 
that affect primary research also 
affect a meta-analysis. Relevant 
issues are functional form, 
collinearity, measurement error, 
confounder and/or collider 
variable bias, etc.  
Exploring how variation in model 
specification affects a synthesis 
through sensitivity analyses is 
important. Partial effect sizes from 
models with different functional 
forms (e.g., logistic vs Cox hazard 
models) should be meta-analyzed 
separately. 
While the third assumption (i.e., similar covariates) is subsumed by the fourth (i.e., 
similar model specifications), the third is included separately given its elevated importance when 
synthesizing regression slopes. This explicitly distinguishes the covariate challenge from other 
 
19 Throughout this section, reference will be made to logistic regression model but everything also applies to the 
synthesis of probit regression slopes as well. As reviewed earlier, it is easy to convert between the probit and logit 





forms of model misspecification (i.e., collinearity, functional form, measurement error), which 
affect a meta-analysis of regression slopes to a lesser extent. The third and fourth assumptions 
are quite difficult to satisfy and will usually be violated in practice. Although there are 
limitations to meta-analyzing regression slopes when model specifications and covariate sets are 
too diverse, little research has clearly delineated these boundaries (Becker & Wu, 2007).  
(1) Y is on the same scale  
 The outcome (Y) is binary in logistic and probit regression. Scale issues for the outcome 
variable are therefore less problematic. Consider the outcome of high school graduation. This 
outcome is observable: either a student graduated, or they didn’t. A code of “1” might indicate 
high school graduation in one study, while “1” could represent dropping out of high school in 
another study. Coding decisions for nominal variables are arbitrary and do not affect a synthesis 
since multiplying logistic regression slopes by -1 reverse codes them. This is easy to prove 
mathematically. Given the linear predictor 𝜇𝑖 = 𝛽0 + 𝛽1𝑋1 + ⋯+ 𝛽𝑝𝑋𝑝 and letting 𝑝 = 𝑃(𝑌𝑖) 




) = 𝜇𝑖 
ln(𝑝) − ln(𝑞) = 𝜇𝑖 
 −1(ln(𝑝) − ln(𝑞)) = −𝜇𝑖 [multiply by -1]  




) = −𝜇𝑖 
The coding of a binary outcome variable is irrelevant for observables. There is a challenge with 
latent variables, however. Unobservable by definition, measurements of latent variables must be 





Depression inventory (Beck, Steer & Brown, 1996) or the Center for Epidemiologic Studies 
Depression Scale (Radloff, 1977) for example. Each instrument has a unique measurement scale; 
comparing measurements from different scales is misleading and should be avoided. On the 
statistical side, the distribution of a construct like depression will be affected by how it is 
measured. This is true even when the outcome is dichotomously coded. When synthesizing 
results for a latent Y then, a separate synthesis should be implemented for each instrument type.  
 There are two potential workarounds for meta-analyzing logistic regression slopes where 
Y (or X) is latent. If different instruments measuring the same construct are known to be highly 
correlated, then it may be possible to conduct a moderator analysis to see whether the effect sizes 
vary systematically with measurement method. Alternatively, standardizing the logistic 
regression slopes prior to synthesis may be possible. This approach is reviewed below in section 
2.4.4. If neither of these approaches are viable, then conducting a separate meta-analysis based 
on measurement method is recommended. 
(2) X is on the same scale  
 The scale of X is more of a limiting factor than the scale of Y since X can be either 
continuous and/or latent. When X is latent, the same considerations and limitations reviewed 
above for synthesizing latent Y variables apply. Different challenges exist when X is categorical 
or continuous. The categorical case will be addressed first. If X is a binary variable, then 
synthesizing the relevant focal slope is straightforward since the slope estimates will have similar 
a distribution across studies (assuming X is not latent). If the binary X is reverse coded in some 
studies, then multiplying the reported slope estimates by -1 reverse codes them. This works 
because the impact of X is linear on the logit scale.20 Meta-analyzing regression slopes for a 
 





binary observable X is therefore straightforward. When the focal X has more than two levels 
however, there are problems with using a univariate synthesis method, as illustrated below. 
 Assume that the focal predictor of interest is observable with k > 2 levels and that studies 
used k – 1 dummy variables in a logistic regression to model X’s relationship with a binary Y. 
Also assume that this categorical predictor has the same k levels and reference group across all 
studies. Then the variance-covariance matrix of parameters within each study using logistic 
regression is equal to (𝑿′?̂?𝑿)−1 (Hosmer, Lemeshow, & Sturdivant, 2013). In this formulation, 
𝑿 refers to the design matrix of predictors and ?̂? to the weight matric (i.e., a diagonal matrix 
with ?̂?𝒊𝒊 =  𝑃(𝑌𝑖 = 1)(1 −  𝑃(𝑌𝑖 = 1)). These predicted probabilities are estimates from the 
logistic model. Importantly, this variance-covariance matrix implies non-zero covariances among 
parameter estimates. Any set of dummy variables belonging to the same categorical factor are 
nested under the same logistic model and therefore correlated within studies.  
A univariate approach ignores these within-study covariances as the coefficients are 
pooled independently (Debray et al., 2012). A multivariate method however, accounts for the full 
joint distribution of parameter estimates related to the same categorical factor. As shown in eq. 
(34) for example, the multivariate method assumes a vector of regression slopes follow a 
multivariate normal distribution: (𝛽1, 𝛽2, … , 𝛽𝑘)𝑙
′~𝑁𝐾+1(𝜇𝑟𝑒, 𝚺𝑟𝑒). The variance-covariance 
matrix 𝚺𝑟𝑒 is composed of two components: with-study covariance (these are extracted from 
each study and treated as an exogenous known variable) and between-study covariance (these are 
estimated). A multivariate approach should therefore be used to synthesize logistic regression 
slopes for categorical focal predictors with more than two levels when possible. This qualifier, 
“when possible,” is important. Applying multivariate meta-analysis may not be possible if the 





 The preceding discussion of synthesizing multiple slopes based on the same categorical X 
made two assumptions: all studies used the same k levels and the same reference group. Any 
subset of studies using either a different reference group or operationalization scheme for X are 
estimating a different statistical parameter. These two sets of parameter estimates should be 
meta-analyzed separately. When encountered in practice, this undermines one of the main 
advantages of meta-analysis: the gains in precision that accrue from combining results from 
many studies. 
 The case of a continuous X must now be considered. If X is a naturally occurring 
observable variable that is likely to be reported on the same scale across all studies, then the 
resulting regression slopes are on the same scale and can be meta-analyzed. Two examples are 
age and tenure in the organizational psychology literature. These two variables are almost always 
reported on a yearly scale and have been targeted in multiple meta-analyses, see Ng and Feldman 
(2008) and Sturman (2003) for example. If X is an observable variable reported on different 
scales across studies, then as long as a conversion factor exists the slopes can all be placed on the 
same scale. For example, suppose that age is the continuous focal predictor and one study coded 
age in decades while others coded it on a yearly scale. Since the logit scale is linear, the slope 
and SE in the model where age was coded in terms of decades can be divided by ten to place it 
on a yearly scale. Suppose now that X is a length and that some studies measured length in feet 
while others measured it in meters. A slope and its SE can easily be transformed to either scale 
using the conversion rate of 1 foot to 0.30 meters. While the univariate meta-analysis approach 
works without difficulty for an observable and continuous X then, problems arise when X is 
latent since there is no conversion factor between different latent (and arbitrary) scales. This 





(3) Focal slopes are adjusted for the same covariates  
Each slope’s distribution depends on other predictors in the model…The extent to which 
differences in the models estimated across studies leads to important differences in slopes 
across studies is unclear… if additional variables are relatively independent of the 
predictors in the base set, the slopes of the base set of predictors (and their distributions) 
may not be much affected by the addition of those new variables. However to the extent 
that added variables are highly correlated with the base predictors or with the outcome, 
the slopes of base predictors will differ and will also be biased. We suspect that there will 
be some limitations… when the models used across different studies differ widely, and in 
particular when some suffer from multicollinearity or other forms of misspecification 
(Becker & Wu, 2007. p. 417). 
Although there is no controversy about synthesizing regression slopes when the same 
covariates assumption is satisfied, in practice this assumption is rarely tenable. Theoretically, the 
covariance matrix of the regression slopes communicates the degree of dependence between 
slopes and has the information required to understand how the relation of 𝑋𝑓 and Y responds to 
additional covariates (Becker & Wu, 2007). Yet this information is rarely reported in primary 
studies. Diversity in covariate sets induces heterogeneity in the statistical parameter being 
estimated in each study. A random-effects model has a mechanism for quantifying the degree of 
study-to-study heterogeneity in a set of effect sizes: the between-study variance. This comes at 
the cost of interpretability, since the summary effect obtained from a random-effects model is the 
mean of a hypothetical distribution that generates effects. Greenland (1987) argues that a fixed-
effects model is not appropriate for synthesizing regression slopes since conditioning on different 
covariate sets clearly breaks the homogeneity (identical slope distribution) assumption: 
One should regard any homogeneity assumption as extremely unlikely to be satisfied, 
given the differences in covariates, bias, and exposure variables among the studies... In 
essence, then, a random-effect model exchanges a questionable homogeneity assumption 
for a fictitious random distribution of effects. The advantage purchased by this exchange 
is that the standard errors and confidence limits for any resulting estimates can more 
accurately reflect unaccounted-for sources of variation in study results (e.g., 





When the degree of statistical heterogeneity is sufficiently large, Greenland (1987) argues that 
“Finding or confirming systematic variation in study results, along with exploring such variation, 
can be particularly valuable in planning further studies…” (p. 20).  
Suppose that a binary treatment effect is the target of a meta-analysis, and that primary 
studies used regression techniques to control for different variables. Then the treatment effect 
varies from study-to-study. A random-effects model makes the appropriate assumptions by 
estimating the mean of this distribution of treatment effects. If heterogeneity is large, then 
identifying systematic variations in this distribution of treatment effects should be the goal: 
(Aloe et al., 2017): 
Given that partial effect sizes often arise from different regression models across studies, 
when analyzing a collection of partial effect sizes, the reviewer must conduct a meta-
regression including predictor variables (covariates) that reflect differences in model 
complexity and structure. The goal of such analysis is to capture differences among 
partial effect sizes (p. 6). 
Stanley and Jarrell (1989) argue that such an approach helps quantify model misspecification 
biases. Variation in model specification can actually be a good thing – generating novel research 
findings at the meta-analytic level. A recent meta-analysis project I have worked on 
demonstrates this. 
The GED is a high school equivalency exam and serves as a substitute for graduating 
high school via the traditional four-year route which requires seat time. Cameron and Heckman 
(1993) wrote an influential article on this topic, and one of their key insights was identifying 
cognitive ability as a confounding variable. They found that GED holders fall between high 
school graduates and dropouts in terms of cognitive ability, as measured by standardized test 
scores. Individuals with a higher intelligence quotient (IQ) tend to have higher income on 





earning a GED on labor market outcomes can only be identified when controlling for cognitive 
ability. Figure 5 illustrates this confounding variable bias with a DAG: 
 
Figure 5. Confounding variable bias of cognitive ability 
Cameron and Heckman (1993) set an important precedent in the literature: it is essential to 
control for cognitive ability when estimating the economic returns to the GED (Murnane, Willett 
& Tyler, 2000; Tyler, Murnane, & Willett, 2003; Heckman, Humphries, & Kautz, 2014). The 
literature examining the impacts of earning a GED makes use of observational data and relies on 
regression techniques to partial out the influence of cognitive ability when estimating the GED’s 
impact on income. In order to meta-analyze the GED’s impact on earnings, we sampled 
regression slopes from literature at the primary study level. In total, we sampled 444 regression 
slopes from 21 studies; 275 partial effect sizes of the GED on earnings included an ability 
control (which was usually a test score) while 169 partial effect sizes had no control for ability. 
Our meta-analysis includes an indicator variable (i.e., a meta-regression predictor) on the effect-
size level which is “1” if ability is controlled for and “0” otherwise. The effect of an ability 
control on the reported GED-income slope is unmistakable in Figure 6 – controlling for ability 
pushes the estimate of earning a GED on income toward zero. This figure provides compelling 
evidence for Cameron and Heckman’s (1993) theory that cognitive ability is a confounder: when 
controlling for ability, the GED’s impact on wages falls dramatically. We also estimated a 
random-effects meta-regression model with this ability indicator as a predictor. These results 
showed that controlling for ability depressed the GED-earnings gain by $1,332 annually (SE = 






Figure 6. The effect of an ability control on the GED-income slope 
 The preceding example shows how it is possible to use meta-analytic techniques to 
explore variations in a focal regression slope based on model specification differences. While 
there is no controversy about meta-analyzing slopes when predictor variable sets are identical 
(Becker and Wu, 2007), when covariate sets do differ a looser assumption akin to “the partial 
effect sizes are similar enough to meta-analyze” is required. The Campbell Collaboration states 
that “A rationale should be provided in the protocol for the inclusion of partial effect sizes in any 
meta-analysis” (Aloe et al., 2017, p.6). In other words, the authors must make an explicit 
justification of why it is meaningful to meta-analyze a set of partial effect sizes based on 
regression coefficients. If covariate sets are dramatically different, then meta-analyzing 
regression slopes may be difficult to justify. When slope distributions are dramatically different, 
then using descriptive techniques instead of inferential is a more conservative approach. For 
example, Greenwald, Hedges and Laine (1996) reported the median regression coefficient rather 
than using a fixed- or random-effects model. It is up to the primary investigators to convince 
their readers that the heterogeneity in model specifications does not overwhelm our ability to 
compare and combine slope estimates across studies in a meaningful manner. Despite the 





regression analysis is used to explore how a focal slope might vary across studies due to model 
specification differences (Dalhuisen, Florax, De Groot, & Nijkamp, 2003; Greenberg, 
Michalopoulos, & Robins, 2003; Greenwald, Hedges, and Laine, 1996; Weichselbaumer & 
Winter‐Ebmer, 2005).  
 The Campbell Collaboration’s guidelines for synthesizing linear regression slopes states 
that zero-ordered correlations should not be meta-analyzed with partial correlations (Aloe et al., 
2016). This guidance extends directly to the case of synthesizing logistic regression slopes: A 
separate synthesis should be implemented for each effect size type, including for zero-order and 
partial log-odds ratios. Unadjusted log-odds ratios have a different distribution than an adjusted 
log-odds ratio based on a regression model. These effect sizes should not therefore be jointly 
meta-analyzed. 
(4) Other specification issues are not problematic 
Becker and Wu (2007) tangentially mention that “multicollinearity or other forms of 
misspecification” (p. 417) alter the slope distribution as they discuss the same covariates 
assumption. When it comes to model misspecification issues, the usual suspects apply here –
functional form, collinearity, measurement error, collider variable bias21, etc. Like the same 
covariates assumption, this assumption is likely to be violated in practice. Recognizing this, 
Stanley and Jarrell (1989) argue that: 
Meta-regression analysis’ (MRA) not only recognizes the specification problem but also 
attempts to estimate its effects by modeling variations in selected econometric 
specifications. MRA provides us with the means to analyze, estimate, and discount, when 
appropriate, the influence of alternative model specification and specification searches. In 
this way, we can more accurately estimate the empirical magnitudes of the underlying 
economic phenomena and enhance our understanding of why they vary across the 
published literature… As long as the meta-model is not misspecified, it represents the 
best scientific estimate of the underlying effect found in the literature (p. 300 and 303). 
 





The model misspecification issue has many different dimensions to it, and it is up to a 
meta-analyst to thoughtfully weigh the potential issues that could affect the synthesis results. 
Since this assumption is not likely to be upheld in practice, one must think carefully about how 
specification differences could affect a meta-analysis. Many model specification issues may be 
small enough to ignore. For example, collinearity is always a concern when the primary 
investigator is focused on one key focal IV. But unless collinearity is severe in several studies, its 
impacts are likely small enough to ignore. Given the standard of using inverse variance weights, 
estimates which are heavily affected by collinearity are automatically down weighted since the 
SE for these estimates is larger. Where model specification differences may be important, 
bounding the results of a meta-analysis with a robust set of sensitivity analyses helps. Meta-
analyzing regression slopes can require difficult decisions. These decisions are not made in a 
vacuum but based on findings in the original literature and the meta-analysts’ own expertise 
(Stanley and Jarrell, 1989): 
Quantitative analysis, whether primary or meta, can never eliminate the need for 
judgment or the risk of subjective bias. MRA is no panacea for ailing economic research. 
It differs, however, from traditional reviews in that quantitative methods force our 
judgments to be made more explicit and to be subject to independent testing. For 
example, to assess which MRA model to adopt, the meta-analyst has access to statistical 
specification tests, both in the original literature and of his own devising… Because 
quantitative methodology is by its very nature systematic and explicit, its results can be 
independently evaluated and replicated in a manner not possible with traditional literature 
reviews. It is the inter-subjective replicability of studies that gives substance to our 
sometimes idiosyncratic judgments and ensures their reliability. The very fact that such 
assessments can be independently corroborated is what gives science its objectivity (p. 
305). 
Meta-analyzing regression slopes is a systematic and quantitative enterprise requiring difficult 
assumptions and judgement calls. As compared to a narrative review technique, the systematic 
and explicit statement of core assumptions required to implement a quantitative review makes it 





 Functional form is one interesting aspect of model specification. Is it possible to combine 
results from a binary linear probability model with results form a logistic regression model?  
Can results from OLS regression be synthesized with estimates from a mixed model? Is it 
possible to combine results from logistic and Cox proportional hazard models? Greenland (1987) 
suggests that coefficients from logistic regression and Cox proportional hazard models are 
similar enough to meta-analyze them together:  
In most epidemiologic situations (e.g., rare diseases), the logistic coefficient can be 
treated as an approximation to the Cox-model coefficient (e.g., see Green and Symons 
(17)). In either formulation, the coefficient b represents the exposure effect. Thus, the 
primary objectives of a meta-analysis may be to determine if b is ever nonzero and to 
measure and explain variation in b across studies (p.4). 
 His justification is based on the similar functional form of the two models. The outcome 
is modeled as ℎ0(𝑡)exp (𝛽′𝑿𝑖) in a Cox proportional hazards model and as exp (𝛽′𝑿𝑖) in logistic 
regression. In fact, Cox (1972) developed his Cox proportional hazards model as a generalization 
of logistic regression (Harrell, 2015; Breslow, Day, Halvorsen, Prentice, & Sabai, 1978). 
Applied researchers like Vincent, Dubois, Navickis, & Wilkes (2003) for example have 
synthesized results from logistic and cox regression models. Vincent et al. (2003) conducted a 
meta-analysis to determine whether hypoalbuminemia (as a type of illness, this is a binary 
“treatment” variable) is causally associated with mortality and morbidity – two different binary 
outcomes. Both research questions require observational data at the primary study level. Vincent 
et al. (2003) located 40 studies which explored one of the relevant research questions via logistic 
regression, 36 studies which did so with a Cox proportional hazard model, and 1 study which 
used both types of models. They synthesized regression slopes from both logistic and Cox 
proportional hazard models: 
Most multivariate analyses from cohort studies were performed by either logistic 
regression or Cox regression. Exponentiated coefficients from these two types of analysis 





effect size metrics, though distinct, have been shown both theoretically and empirically to 
be similar in magnitude under a range of conditions (p. 320). 
The evidence that they cite (Abbott, 1985; Ingram & Kleinman, 1989) show that under certain 
conditions parameter estimates from logistic and Cox proportional hazard models can be similar, 
though they warn this is not always the case. For example, Ingram and Kleinman (1989) find that 
logistic and Cox slopes are similar when the survival time distribution is approximately 
exponential, when the event rate for the outcome is rare, and effect of the predictor is moderate, 
and censoring rates across the covariates are similar. To say the least, the combination of logistic 
and Cox regression slopes is a questionable practice that needs a more nuanced discussion. 
Although Vincent et al. (2003) should have reflected on this decision in a more thoughtful 
manner, their moderator analysis accounted for this model specification difference. The reported 
effect of hypoalbuminemia on mortality was somewhat different based on the functional form: 
the 95% confidence interval (CI) for the odds ratio (OR) was [2.05, 3.48] for studies using 
logistic regression while this interval was [1.91, 2.52] for studies using Cox regression (Note the 
differences are smaller for the morbidity outcome). Regarding the different covariates challenge, 
Vincent et al. (2003) identified body mass index (BMI) and an indicator for the inflammatory 
marker C-reactive protein (CRP) as two potential confounders. Accordingly, they implemented a 
subgroup analysis by comparing the summary effect when these confounders were either 
included or omitted from a regression.  
2.4.3. Other assumptions 
 The previous assumptions have implications for the justification of applying any meta-
analytical methods to compare logistic regression slopes across studies. If those four assumptions 
checkout, then a set of logistic slope estimate are iid and it is possible to use descriptive and  





create a forest plot of the logistic slopes, which is a very powerful visual aide for exploring 
empirical research findings. Stricter assumptions are required for applying inferential methods, 
like a univariate random-effects model for synthesis, however. Also, the very nature of a logistic 
regression assumes that the outcome is linearly related to a focal predictor on the logit scale. 
These two assumptions are discussed below.  
The additional assumptions of a fixed- and random-effects model 
 When the four assumptions listed in Table 2 are satisfied, a set of logistic regression 
slopes are said to be estimating the same statistical parameter. But since the third (same 
covariates) and fourth (identical model specifications) assumptions are almost guaranteed to be 
violated when meta-analyzing regression slopes, there is additional statistical heterogeneity that a 
fixed-effects model cannot handle. Both the fixed- and random-effects model of meta-analysis 
assume that effect sizes are normally distributed, though the data-generating process implied by 
the two models are quite different. The fixed-effects model assumes that the effect size 
distribution is normal and that each study is estimating exactly the same population parameter, 𝛽. 
Yet, diverse model specifications translate into heterogeneity in this 𝛽 parameter across studies, 
making the fixed-effects assumption unreasonable when meta-analyzing regression slopes 
(Greenland, 1987). While the 𝛽 parameters estimated in different studies are conceptually 
similar, they are nonetheless distinct. Each study has its own value of 𝛽 that it is estimating, as 
determined by context. A random-effects model copes with such heterogeneity by assuming that 
these distinct 𝛽 parameters are normally and independently distributed across studies 
(Konstantopoulos & Hedges, 2019).  
There are two sources of variability then in a random-effects meta-analysis then: within-





study. Both sources of variability follow a normal distribution, as reviewed in section 2.2.1. 
Generally, the “true” heterogeneity expected in regression slopes across studies should be high. 
A random-effects model therefore makes more appropriate assumptions as compared to a fixed-
effects model does (Greenland, 1987). The key assumptions of a random-effects model are that 
the effect sizes are independent and both the between-study and within-study variance are 
normally distributed. These assumptions of normality are a good reason for preferring 
coefficients on the logit scale. The sampling distribution of coefficient estimates on the log-odds 
scale converges more rapidly to normality than estimates on the odds scale, although both 
sampling distributions are asymptotically normal (Agresti, 2003, p. 71). Results on the log-odds 
scale converge to normality faster because the log transformation results in an additive rather 
than a multiplicative structure for the likelihood function (Agresti, 2003). The normality 
assumption of the random-effects model is therefore not problematic; by the very nature of 
logistic regression, the slope estimator is asymptotically normal. The random-effects assumption 
that there exists a distribution of different effects being estimated across studies is also a 
reasonable one given variations in model specification are almost inevitable. 
X and Y share a linear relationship on the logit or probit scale 
 Logistic regression models the log-odds of a dichotomous outcome as a linear 
combination of predictor variables. This implies that Y and X have a non-linear relationship on 
the probability scale. Greenland (1987) observes that the “incidence odds of disease” (p. 3) has 
the following functional form: exp(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑝𝑋𝑝). Supposing 𝛽1 to be the effect of 
treatment exposure, Greenland (1987) describes the “primary objectives of a meta-analysis may 
be to determine if b is ever nonzero and to measure and explain variation in b across studies” (p. 





While mathematically convenient, such multiplicative effects may be poor representations of the 
underlying effects. Furthermore, such models explicitly imply an exponential dose-response 
relation between the predictors and outcomes. Modeling effects as both multiplicative and 
exponential is an implicit assumption of all logistic regression models.  
2.4.4. Standardized logistic slopes 
 It may be possible (and preferable) to transform the logistic regression coefficient into a 
standardized effect size index prior to analysis – similar to what Keef and Roberts (2004) and 
Aloe and Becker (2012) propose. In the context of logistic regression, the partial correlation has 
been referred to as Atkinson’s R (Hox, Moerbeek & Van de Schoot, 2010). While several 
methods have been proposed for standardizing logistic regression slopes, they all run into the 
same problem: their variance is unknown. Menard (2004) reviews six different methods for 
standardizing logistic regression slopes, the variance for which is unknown in every case. Since 
the variance is needed in meta-analysis to weight the different point estimates from each study, 
one option could be to weight by the sample sizes in place of using inverse variance weights. 
2.4.5. Strengths and limitations 
The principal advantage of meta-analyzing partial effect sizes is that they adjust for 
background variables. When synthesizing partial effect sizes based on regression slopes 
however, there is no control over which variables are partialled out of focal slopes at the primary 
study level. On one level, a meta-analysis aims to describe the research previously conducted. 
On another level, it may be possible to clarify casual pathways, as a moderator analysis can 
explore the effect of including a confounder or collider variable in the model as a covariate.  
If partial effect sizes are conceptually similar enough so that comparing them is 





findings from the empirical literature is both defensible and useful. For example, the figure 
below shows descriptive information from five studies which used logistic regression to examine 
the effect of ever being suspended (a dichotomous IV) on the outcome of dropping out of high 
school (a dichotomous DV).22 Suspension and dropping out are positively related and in the 
neighborhood of 1.72 on the odds scale, being bounded between [1.19, 3.71] across the studies. 
 
Figure 7. Forest plot of logistic regression slopes 
The greatest limitation of meta-analyzing logistic slopes are the stringent assumptions 
required for doing so. If the four assumptions listed in Table 2 are satisfied, then one can apply 
descriptive techniques. A random-effects model requires the additional assumption of 
independence and normality but also relaxes the third (same covariates) and fourth (similar 
model specifications) assumptions to an extent. The information required to implement a 
univariate random-effects model are simply the coefficient estimate and its SE, which is reported 
in every study using logistic or probit regression. Performing a meta-analysis of logistic 
regression slopes is straight forward; it is just as easy as meta-analyzing correlations.  
 
22 This example is based on the second applied example that appears in later in this dissertation. Note that key details 
about how model specifications and other methodological differences are important context factors. These context 






Having different sets of covariates leads to different interpretations of a focal slope across 
studies, making it difficult to interpret a summary effect of regression slopes. Aloe (2014) warns 
that this can be extremely difficult task as some models can have more than 20 variables. He 
suggests that this task can be simplified by focusing on the larger constructs involved. In the five 
studies represented in the forest plot above for example, a key construct that was controlled for 
across the studies was cognitive ability, which was usually controlled for via some sort of 
standardized test score. While this certainly makes the interpretation task easier, interpretation 
will always be a challenge when meta-analyzing regression slopes. Finally, if covariate sets or 







This chapter outlines methods used for the simulation studies and the applied example. 
Although previous simulation studies focused on synthesizing partial effect sizes in the d and r 
families from regression models when the DV is continuous, there is a gap in the literature where 
the DV is a categorical outcome – where only one such simulation study exists. This dissertation 
investigates the synthesis of logistic regression coefficients, which are a partial effect size on the 
logit scale for categorical DVs. If the assumptions outlined in Table 2 are met, then a set of 
logistic slope estimates are theoretically be iid random variables, which justifies a meta-analysis 
of logistic regression slopes.  
The research questions in this dissertation relate to the simulation variables tested 
throughout three simulation studies. Across the simulation studies below, the following meta-
analytic variables are tested: (1) magnitude of the partial effect size (𝛽𝑓), (2) study-level samples 
size (k), (3) within-study sample size (N), (4) the degree of between-study variance (τ2), (5) focal 
X variable type (a continuous and binary 𝑋𝑓 are compared), (6) the level of collinearity between 
𝑋𝑓 and other covariates in included in primary studies, (7) different partial effect size magnitudes 
for non-focal variables, (8) different covariate sets used in primary-level studies, and (9) meta-
analytical method. I test how the bias and mean-squared error (MSE) are affected by each of 
these simulation parameters. Hypotheses for each simulation variable are introduced below, after 





3.1. Simulation studies: Introduction 
  The parameter of interest in all simulation studies is 𝛽𝑓, which is the partial effect size 
(i.e., the logistic regression slope) which measures the impact for the focal X (𝑋𝑓) on the binary 
outcome Y. In all cases, the goal is to see if it is possible to sample estimates of 𝛽𝑓 from primary-
level studies, and then use standard meta-analytic methodology to pool these estimates to 
produce a summary estimate of 𝛽𝑓. By “standard meta-analytic methodology,” I refer to the use 
of the meta-analytic random-effects model. This model is widely used to meta-analyze effect 
sizes of all types, including zero-order effect sizes (e.g., correlation statistics) and partial effect 
sizes (e.g., partial correlations). The innovation of this research is to test whether logistic 
regression slopes can serve as a partial effect size which can be meta-analyzed. If they can be, 
then synthesizing partial effect sizes from a literature based on binary DVs is possible.  
Simulation study I considers simple logistic regression models with a single predictor. A 
binary categorical and continuous predictor will be tested. The objective of this first arm is to see 
if the standard meta-analytic random-effects model produces an accurate summary effect under 
ideal conditions for both a categorical and numeric focal variable. Simulation study II extends 
Aloe (2014) to logistic regression, where two predictor variables are used. Its main aim is to test 
how a synthesis is affected by collinearity between the focal IV and another predictor variable. 
Simulation study III investigates the synthesis of regression slopes when there are four 
(collinear) covariates in the population DGP. A range of factors are considered here, including 
diverse covariate sets, varying degrees of collinearity, and different meta-analytic methods.  
Four previous studies in particular (Aloe, 2014; Keef & Roberts, 2004; Yoneoka et al., 
2015; Wu & Becker, 2013) inspired the design of the simulation studies considered in this 





three simulation studies in this dissertation examine. Each simulation variable tested across the 
three simulation studies comprises a unique research question. Hypotheses for each simulation 
variable are introduced at after describing the design of each simulation study.  
Table 3. Simulation parameters varied in the literature and in this dissertation 
Study 𝛽𝑓 k N 𝜏2 
Focal  







Keef & Roberts (2004)  x      x  
Wu & Becker (2013) x  x   x x x  
Aloe (2014) x x  x  x x   
Yoneoka et al. (2015) x    x x  x x 
Sim study I x x x x x     
Sim study II x  x x  x x   
Sim study III x x    x x x x 
a This refers to whether the focal IV is a categorical or continuous variable. 
The partial effect size examined in this study is the logistic regression coefficient (𝛽𝑓), 
which governs the strength of relation between the focal IV and DV. All simulation studies in 
this dissertation vary the magnitude of 𝛽𝑓. 𝛽𝑓 is generated using two sources of variability – true 
study-to-study variation23 in the value of 𝛽𝑓 and within-study sampling error. That is, 𝛽𝑓 is 
unique in each study and is distributed as 𝛽𝑓 ~𝑁(?̅?𝑓 , 𝜏
2). The summary effect of 𝛽𝑓 resulting 
from a meta-analysis using a random-effects model estimates the mean of the distribution of 𝛽𝑓, 
notated as ?̅?𝑓, across studies. ?̅?𝑓 is set to the log of 1, 1.5 or 3, which represent a null, medium, 
and large effect respectively on the odds ratio scale. The between-study variance (𝜏2) in 𝛽𝑓 is 
varied in the first two simulation arms while it is fixed in the third simulation study. The first and 
third stimulation arms vary the number of studies i = 1, 2… k, while the first two arms vary 
within-study sample sizes (N). The first stimulation study compares the meta-analysis of a 
dichotomous categorical focal IV to a continuous focal IV. The second and third arms both 
examine the impact of collinearity on a synthesis of logistic coefficients. The second and third 
 
23 In real research settings, variation across primary-level studies comes from sampling of different populations, 





simulation studies also include non-focal IVs, so that different values for non-focal slope 
parameter are tested. Finally, the third simulation study considers how diverse covariate sets and 
using different synthesis strategies (as explained in detail later) affect a meta-analysis.  
The MASS package (Venables & Ripley, 2002) is used to generate multivariate data for 
the second and third stimulation arms while the rma function from Viechtbauer’s (2010) metator 
package is used to synthesize the logistic regression slopes within each simulation study. 
Performance of the meta-analytic pooled slope estimator is evaluated using bias and the MSE, as 
explicated in section 2.3.1. 
3.1.1. Simulation study I 
Design of simulation study I 
Simulation study I considers the synthesis of a simple logistic regression model with only 
one (common) predictor. The population DGP for all studies is: logit (𝑃(𝑌 = 1|𝑋𝑓)) = 𝛽0 +
𝛽𝑓𝑋𝑓. Both a categorical and continuous focal predictor (𝑋𝑓) are tested. Following the 
assumptions of a random-effects model, the focal slope 𝛽𝑓 will vary from study-to-study 
according to the degree of between-study variance. The mean of the 𝛽𝑓 distribution (?̅?𝑓) equals 
the log of 1, 1.5, and 3. Thus, the unique 𝛽𝑓 within each study is equal to 𝛽𝑓 = ?̅?𝑓 + 𝑢𝑖 with 
𝑢𝑖  ~𝑁(0, 𝜏
2). Three levels of between-study variance (𝜏2 = 0.00, 0.10,  and 0.25) are tested. The 
number of studies (k) is varied from k = 10, 30, and 100 and within-study sample sizes (N) of 
100 and 1,000 are tested. Simulation study I includes 108 total simulations (3 settings for ?̅?𝑓 * 2 
variable types * 3 settings for k * 2 settings for N * 3 settings for 𝜏2). The complete DGP is 
outlined below, with the values of k, N, 𝜏2 and ?̅?𝑓 specified as above. The event rate for Y 





1. Generate a unique focal slope parameter (𝛽𝑓) for i = 1, 2…k studies, with 𝛽𝑓 = ?̅?𝑓 + 𝑢𝑖 
and 𝑢𝑖  ~𝑁(0, 𝜏
2). The intercept parameter (𝛽0) is set to zero. 
2. Generate a focal predictor variable vector (𝑋𝑓) for k studies by taking N draws from a 
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(0.5) or 𝑁(0, 1) distribution for a categorical or continuous focal IV, 
respectively.  
3. Generate a vector for the linear predictor (𝜇𝑖) for k studies as 𝜇𝑖 = 𝛽0 + 𝛽𝑓𝑋𝑓. 
4. Generate a dichotomous outcome vector (𝑌𝑖) for k studies from a Bernoulli distribution 




5. The first four steps result in a N x 2 matrix for k studies which holds Y and 𝑋𝑓. Within 
each study, Y is regressed on 𝑋𝑓 using a logistic regression model. The slope estimate ?̂?𝑓 
and its SE form a k x 2 meta-analytic database. 
6. Slope estimates of 𝛽𝑓 are then meta-analyzed to produce a summary effect using a 
random-effects model.  
Each run progresses through the six DGP steps outlined above to generate meta-analytic data 
1,000 times. The resulting 1,000 summary effects are then used to empirically compute bias and 
the MSE of the random-effects pooled slope estimator.  
Hypotheses for simulation study I 
 Performance of the random-effects pooled slope estimator is evaluated with bias and 
MSE. There are five simulation parameters in simulation study I, each with their own hypothesis: 
Hypothesis 1.1: The random-effects pooled slope estimator performs similarly across 
different magnitudes of the focal slope’s partial effect size. 
Hypothesis 1.2: The random-effects pooled slope estimator performs better as the study-





Hypothesis 1.3: The random-effects pooled slope estimator performs better as the within-
study sample size increases. 
Hypothesis 1.4: The random-effects pooled slope estimator performs better as the 
between-study variance decreases.  
Hypothesis 1.5: The random-effects pooled slope estimator performs better when the 
focal IV is a continuous rather than a categorical variable. 
3.1.2. Simulation study II 
Design of simulation study II 
 Building on Aloe (2014), the second simulation study designs a scenario with two 
predictors for a dichotomous outcome variable. The population DGP is 
logit (𝑃(𝑌 = 1|𝑋𝑓 , 𝑋2)) = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2. The two predictors are drawn from a standard 
bivariate normal distribution, 𝑿~𝑁2(0, 𝚺). The variances are fixed at one and the correlations are 
manipulated to explore the effects of collinearity between the focal IV and the non-focal IV. The 
values of 𝜌𝑓2 = –0.20, 0.0, 0.20 and 0.50 are tested. The focal slope 𝛽𝑓 will vary from study-to-
study according to the degree of between-study variance. The mean of the 𝛽𝑓 distribution (?̅?𝑓) 
equals the log of 1, 1.5, and 3. Thus, the unique 𝛽𝑓 within each study is equal to 𝛽𝑓 = ?̅?𝑓 + 𝑢𝑖 
with 𝑢𝑖  ~𝑁(0, 𝜏
2). Three values of the between-study variance (𝜏2 = 0.00, 0.10, and 0.25) are 
tested. 𝛽2 is varied from 0.25 and 0.5 to 1.0. Within-study sample sizes (N) of 100 and 1,000 are 
compared. Simulation study II includes a total of 216 simulations (3 settings for ?̅?𝑓 * 2 settings 
for N * 3 settings for 𝜏2 * 4 settings for 𝜌𝑓2 * 3 settings for 𝛽2). The number of studies is fixed at 
32 studies. The full DGP is below; the event rate implied by the DGP for Y is 0.5. 
1. Generate a unique focal slope parameter (𝛽𝑓) for i = 1, 2…32 studies, with 𝛽𝑓 = ?̅?𝑓 + 𝑢𝑖 
and 𝑢𝑖  ~𝑁(0, 𝜏
2). The intercept parameter (𝛽0) is set to zero and the non-focal variable 





2. Generate N cases for two predictor variables for 32 studies by drawing from a bivariate 
normal distribution 𝑿~𝑁2(0, 𝚺), with variances equal to 1 and correlations of 𝜌𝑓2 =         
–0.20, 0.0, 0.20 or 0.50. 
3. Generate a vector for the linear predictor (𝜇𝑖) for 32 studies as 𝜇𝑖 = 𝛽0 + 𝛽𝑓𝑋𝑓  +  𝛽2𝑋2. 
4. Generate a dichotomous outcome vector (𝑌𝑖) for 32 studies by drawing from a Bernoulli 




5. The first four steps result in a N x 3 matrix for 32 studies which holds Y, 𝑋𝑓, and 𝑋2. 
Within each study, Y is regressed on 𝑋𝑓 and 𝑋2 using a logistic regression model. The 
slope estimate ?̂?𝑓 and its SE form a 32 x 2 meta-analytic database. 
6. Slope estimates of 𝛽𝑓 are then meta-analyzed using a random-effects model. 
Each run progresses through the six DGP steps outlined above to generate meta-analytic data 
1,000 times. The resulting 1,000 summary effects are then used to empirically compute bias and 
the MSE of the random-effects pooled slope estimator.  
Hypotheses for simulation study II 
 Performance of the random-effects pooled slope estimator is evaluated with bias and 
MSE. Each of the four simulation parameters in simulation study II have their own hypothesis: 
Hypothesis 2.1: The random-effects pooled slope estimator performs similarly across 
different magnitudes of the focal slope’s partial effect size.  
Hypothesis 2.2: The random-effects pooled slope estimator performs better as the within-
study size increases. 
Hypothesis 2.3: The random-effects pooled slope estimator performs better as the 
between-study variance decreases. 
Hypothesis 2.4: The random-effects pooled slope estimator performs worse as the 





Hypothesis 2.5: The random-effects pooled slope estimator performs worse as the 
magnitude of non-focal slope parameter increases. 
3.1.3. Simulation study III 
Design of simulation study III  
 The third simulation study considers the case of synthesizing logistic regression slopes 
when models have varying sets of control variables and different meta-analytic methods are 
used. Six simulation factors are tested: (1) partial effect size magnitude (𝛽𝑓), (2) the number of 
studies, (3) the level of collinearity between predictors, (4) the strength of relation between the 
outcome and non-focal predictors, (5) missing variable patterns and (6) meta-analysis method. 
The first four simulation variables are design factors, while the two are analytical factors. The 
population DGP relates a single binary DV to four standard normal IVs: 
logit (𝑃(𝑌 = 1|𝑋𝑓 , 𝑋2, 𝑋3, 𝑋4))  = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4. As in the previous arms, 
three values for the mean of 𝛽𝑓 are tested (the log of 1, 1.5, and 3). Three sets of values are used 
for the non-focal covariates (Set 1: 𝛽2 = 𝛽3 = 𝛽4 = 0.25; Set 2: 𝛽2 = 𝛽3 = 𝛽4 = 0.5; Set 3: 
𝛽2 = −0.5, 𝛽3 = 𝛽4 = 0.5). The level of collinearity between predictors is varied by using 
different correlation matrices for the predictor variables (Note Y is not in this correlation matrix, 
since it is the outcome of the predictors and their slope coefficients). 𝐑1 considers the case when 
all predictors are independent of one another, similar to Keef and Roberts (2004). The next three 
correlation matrices use a common correlation of 0.1, 0.3, and 0.5, respectively. If synthesis 
results for the first correlation matrix are comparable to the other three correlation matrices in 
terms of bias and MSE, then the impression would be that synthesizing regression slopes in the 
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 The fourth and final design factor tested is the study-level sample size, where three 
values (k = 12, 40, and 60) are tested. These study sample sizes are selected to interact with one 
of the synthesis methods, meta-regression analysis (MRA), in a meaningful manner. Using meta-
regression analysis requires adding between-study variables to a meta-analytic dataset so that 
variations in effect size can be modeled based on study-level differences. An example of a meta-
analytic dataset of 12 studies suitable for applying MRA is shown in Table 4. All meta-analyses 
require an effect size and its standard error or variance for weighting, which are the first three 
variables listed after study_id. In a meta-analysis of regression slopes, differences in model 
specifications can be captured using indicator variables (Stanley & Jarrell, 1989). Coding for 
differences in covariate sets in this third stimulation study requires three indicator variables since 
there are three potential covariates (𝑋2, 𝑋3 and 𝑋4) that could be missing in a primary study. 
These indicator variables (𝑊2, 𝑊3 and 𝑊4) are coded as “1” when a primary study failed to 





 Table 4. An example of a meta-analytic database suitable for MRA 
study_id 𝑌𝑖 𝑆𝐸𝑖 𝑉𝑖 𝑊2 𝑊3 𝑊4 
1 -0.57 0.23 0.05 1 1 1 
2 0.32 0.22 0.05 1 1 1 
3 0.03 0.23 0.05 1 1 1 
4 0.59 0.25 0.06 0 1 1 
5 0.20 0.22 0.05 0 1 1 
6 0.27 0.20 0.04 0 1 1 
7 -0.62 0.25 0.06 0 0 1 
8 0.10 0.23 0.05 0 0 1 
9 0.41 0.23 0.05 0 0 1 
10 -0.44 0.25 0.06 0 0 0 
11 -0.28 0.24 0.06 0 0 0 
12 -0.13 0.23 0.05 0 0 0 
three covariates, while the twelfth study controlled for 𝑋2, 𝑋3 and 𝑋4. This coding scheme is 
suggested by Aloe and Becker (2012). In this approach, the intercept parameter in the meta-
regression equation is the summary effect of 𝛽𝑓 when all relevant covariates are controlled for. 
The slope estimates in the meta-regression model represent the change in the summary effect 
when omitting a covariate of interest.  
It is difficult to find sample size requirements for conducting meta-regression since little 
research has addressed this question. Many scholars have argued that sample size guidelines for 
MRA are similar to the typical regression context. Reid (2017) for example mimics lessons from 
a “basic statistics course” (p. 58) in regression – 10 cases per IV. The Cochrane Collaboration 
recommends not using meta-regression if there are fewer than 10 studies included in a synthesis 
(Higgins et al., 2019). Jenkins and Quintana-Ascencio (2020) recommend a sample size of at 
least 25 studies when using meta-regression techniques, though they conclude that a sample size 
as small as 8 studies could work if there is low variability in the effect size being estimated 
across studies. With three IVs in the meta-regression then, 12 is considered an insufficient 





 Varying the size of 𝛽𝑓, the study-level sample size, correlation matrices, and magnitudes 
of the non-focal variable regression slope parameters results in 108 different combination of 
settings (3 settings for 𝛽𝑓 * 3 settings for k * 4 correlation matrices * 3 sets for non-focal slope 
parameters). Nine analytic strategies are then crossed with these 108 settings, leading to a total of 
972 settings tested in simulation study III. These nine analytic factors relate to two analytical 
parameters that are varied: (1) missing variable patterns, and (2) meta-analytic methods. There is 
some dependence between these two analytical factors, as the available meta-analytic methods 
depends on the missing variable patterns. This relationship is outlined below. 
Four missing variable patterns tested, as outlined in Figure 8. In interpreting the missing 
data patterns, it is important to remember that all primary studies are based on the same 
population DGP where Y is generated based on four covariates. In looking at Pattern I then, only  
one-fourth of the models (bottom row) included in the synthesis come from correctly specified 
models which include all four covariates used in the population DGP. The other primary-level 
studies in Pattern I are misspecified. For example, one-fourth of primary-level studies incorrectly 
Figure 8. Missing variable patterns examined in simulations 
Pattern I Y 𝑋𝑓 𝑋2 𝑋3 𝑋4 Pattern II Y 𝑋𝑓 𝑋2 𝑋3 𝑋4 
k/4 studies           k/4 studies           
k/4 studies           k/4 studies           
k/4 studies           k/4 studies           
k/4 studies           k/4 studies           
Pattern III* Y 𝑋𝑓 𝑋2 𝑋3 𝑋4 Pattern IV Y 𝑋𝑓 𝑋2 𝑋3 𝑋4 
k/5 studies      k studies      
k/5 studies            
k/5 studies            
k/5 studies            
k/5 studies            
* When k = 12, it is not possible to divide the five different model specifications tested in 
Pattern III into equal groups. Therefore, 2 studies were generated for the model specifications 
listed in first three rows where two non-focal covariates are omitted, while three studies are 






omit the variable 𝑋4 while another one-fourth are underspecified models since they omit both 𝑋3 
and 𝑋4. In the real world, studies can report misspecified models either because the dataset they 
used did not include an important covariate or because the authors chose to not include the 
relevant covariate. Pattern I is similar to a missing data pattern tested by Wu and Becker (2013). 
Pattern II considers the case where all models from primary studies are misspecified. Pattern III 
is similar to Pattern II with one critical difference – there is a small subset of studies that 
contained the correctly specified model. Finally, Pattern IV is a control case, where all models 
are correctly specified.  
Different meta-analytic strategies are possible for Patterns I-IV. For Pattern I and III, 
three synthesis methods are compared: (Identical) synthesizing logistic slopes from models with 
identical model specifications which match the population DGP, (Naïve) synthesizing logistic 
slopes while ignoring model specification differences, and (MRA) using meta-regression 
analysis (MRA) to adjust for covariate differences. The first strategy (Identical) was tested by 
Yoneoka et al. (2015) in the only simulation study focusing on meta-analyzing logistic 
regression slopes and is also discussed in Becker and Wu (2007) in the context of meta-
analyzing slopes from linear regression models. While there is no controversy around 
synthesizing regression slopes from models with common sets of predictors, Yoneoka et al. 
(2015) demonstrate that such an approach results in a loss of efficiency by not including all 
studies with the relevant focal slope. The second synthesis strategy is a naive approach which 
can be applied in any meta-analysis of regression slopes since it ignores covariate differences. 
Although this approach is not recommended by methodologists as it is expected to produce 
possibly large systematic biases (Yoneoka et al., 2015, Becker & Wu, 2007; Aloe et al., 2016), 





analyzing regression slopes (e.g., Vincent et al., 2003; Greenberg et al., 2003; Dalhuisen et al., 
2003; Tellis, 1988). Finally, the third synthesis strategy is the approach endorsed by 
methodologists (e.g., Aloe et al., 2012; Aloe & Becker, 2012; Stanley & Jarrell, 1989) and has a 
stronger theoretical rationale than the other two methods. MRA can be used to model variations 
in the estimated regression slopes based on model specifications at the primary-study level. 
Theoretically, the summary estimate of MRA should closely track that of the Identical method 
when both are possible (Patterns I & III). The MRA used in this simulation study is expressed as:   
 𝑌𝑖 = 𝛾0 + 𝛾2𝑊2 + 𝛾3𝑊3 + 𝛾4𝑊4 + 𝑢𝑖 + 𝑖  (49) 
Where 𝑌𝑖 represents the observed partial effect size (i.e., the logistic regression slope) in study i, 
the intercept (𝛾0) estimates the overall summary effect of 𝛽𝑓 when all covariates are controlled 
for, 𝑊2, 𝑊3, and 𝑊4 are indicator variables that take the value of “1” if a primary-level study 
omitted 𝑋2, 𝑋3 or 𝑋4 respectively, the gamma (𝛾𝑝) parameters estimate the change in the logistic 
regression slope due to omitting the relevant covariate, 𝑢𝑖 is the random-effects term for the 
between-study variance (𝑢𝑖  ~𝑁(0, 𝜏
2)), and 𝑖 is the within-study sampling error. In this 
formulation, the intercept parameter in the MRA corresponds to the mean logistic regression 
slope when 𝑊2, 𝑊3, and 𝑊4 are 0. In other words, the intercept in the MRA equals the mean 
logistic regression slope for studies which correctly controlled for 𝑋2, 𝑋3 and 𝑋4 in this 
simulation study. This subset of studies which controlled for 𝑋2, 𝑋3 and 𝑋4 are the only studies 
used in the synthesis for the Identical method. The Identical and MRA methods should therefore 
have similar estimates for the summary effect for Pattern I and III. This is important to show. 
While the Identical method is not controversial (Becker & Wu, 2007), MRA is not yet 





 The three methods outlined above are not all possible for missing variable Patterns II and 
VI. For pattern II, the Identical synthesis strategy, which only synthesizes logistic regression 
slopes from models with identical covariate sets which match the population DGP, is not 
possible since all studies are misspecified. For Pattern IV, only the Identical method is possible, 
as all models have identical covariate sets and are based on the population DGP. In the end then,  
the combination of missing variable patterns and meta-analytical method lead to nine conditions: 
three for Pattern I, two for Pattern II, three for Pattern III, and one for Pattern IV. 
Simulation study III has a total of 972 settings (3 settings for 𝛽𝑓 * 3 settings for k * 4 
correlation matrices * 3 settings for the non-focal slope parameters * 9 analytical factors). To 
moderate the total number of simulations conducted in this fourth wing, 𝜏2 is fixed to 0.2, which 
corresponds approximately to an 𝐼2 statistic of approximately 75%. Similar to an ICC statistic in 
a multilevel model framework, 𝐼2 measures the proportion of variance which is “true” between-
study heterogeneity. When meta-analyzing regression slopes, the 𝐼2 statistic is usually quite high, 
which is why the value of 75% is targeted. The complete DGP is outlined below. The event rate 
implied by the DGP for Y is 0.5. 
1. Generate a unique focal slope parameter (𝛽𝑓) for i = 1, 2…k studies, with 𝛽𝑓 = ?̅?𝑓 + 𝑢𝑖 
and 𝑢𝑖  ~𝑁(0, 𝜏
2). The intercept parameter (𝛽0) is set to zero and three different sets of 
values for the non-focal variable slopes parameters are tested. 
2. Generate four predictor variables for k studies by taking N = 1,000 draws from a 
multivariate normal distribution 𝑿~𝑁(0, 𝚺), with variances equal to 1 and correlation 
structures 𝐑1, 𝐑2, 𝐑3, and 𝐑4 – as defined above. 
3. Generate a vector for the linear predictor (𝜇𝑖) for k studies as 𝜇𝑖 = 𝛽0 + 𝛽𝑓𝑋𝑓  +  𝛽2𝑋2 +





4. Generate a dichotomous outcome vector (𝑌𝑖) for k studies from a Bernoulli distribution 




5. The first four steps result in a 1,000 x 5 matrix for k studies which holds Y, 𝑋𝑓, 𝑋2, 𝑋3, 
and 𝑋4. Within each study, a logistic regression is fit where Y is regressed on 𝑋𝑓 and 
other covariates according to the four missing variable patterns illustrated in Figure 8. For 
Patterns I, II, and III, the slope estimate ?̂?𝑓, its SE, and three indicator variables 
measuring whether the covariates 𝑋2, 𝑋3 and 𝑋4 are omitted form a k x 5 meta-analytic 
database suitable for meta-regression. For Pattern IV, only ?̂?𝑓 and its SE are needed to 
form a k x 2 meta-analytic database. 
6. The three meta-analytical methods (Identical, Naive, and MRA) are applied using the 
meta-analytic databases created in step 5. As outlined above: Pattern I and Pattern III use 
all three methods, Pattern II uses the Naive and MRA methods, and Pattern IV only uses 
the Identical method. This generates a nine different summary estimates based on the 
crossing missing variable patterns and meta-analytical method.  
Each run progresses through the six DGP steps outlined above to generate meta-analytic data 
1,000 times. The resulting 1,000 summary effects are then used to empirically compute bias and 
the MSE of the random-effects pooled slope estimator.  
Hypotheses for simulation study III 
 Performance of the random-effects pooled slope estimator is evaluated with bias and 
MSE. Each of the five simulation parameters in simulation study III have their own hypothesis: 
Hypothesis 3.1: The random-effects pooled slope estimator performs similarly across 
different magnitudes of the focal slope’s partial effect size. 
Hypothesis 3.2: The random-effects pooled slope estimator performs better as the study-





Hypothesis 3.3: The random-effects pooled estimator performs worse as the absolute 
value of collinearity increases. 
Hypothesis 3.4: Among the three meta-analysis methods tested, their performance ranked 
form best to worst is expected to be: MRA, Identical, and Naive. 
Hypothesis 3.5: Among the four missing variable patterns tested, their performance 
ranked from best to worse is expected to be: Pattern V, Pattern I, Pattern III and Pattern 
II. 
Hypothesis 3.6: Among the three sets of non-focal slope parameter values, their 
performance ranked from best to worst is expected to be: Set 1, Set 3 and Set 2. 
3.2. Applied example: Albumin levels and mortality 
Serum albumin is found in the blood stream and transports fatty acids, hormones, and 
other compounds and helps maintain appropriate levels of pressure within a human’s blood cells 
(Vincent et al., 2003). Low levels of albumin have been linked to poor health outcomes, 
including mortality, morbidity (i.e., suffering from multiple diseases or medical conditions 
simultaneously), extended stays in intensive care units (ICUs), and cardiovascular complications, 
among other difficulties (Vincent et al., 2003). The healthy range of albumin serum in the blood 
is around 3.5-5.0 g/dL, and hypoalbuminemia is defined as having abnormally low levels of 
serum concentration (usually, those with serum albumin levels less than 3.5 g/dL are diagnosed 
with hypoalbuminemia). Vincent et al. (2003) conducted a meta-analysis to determine whether 
low albumin levels is a risk factor of morality. Here, albumin levels serve as the focal IV, while 
mortality is the dichotomous outcome.  
Vincent et al. (2003) sampled observational studies, locating 41 logistic regression 
studies and 36 Cox regression studies. Although Vincent et al. (2003) combined slopes from 
logistic and Cox regression models, there is (to date) no theoretical or simulation evidence 
justifying such an approach in the context of a meta-analysis. This applied example therefore 





studies, not all studies focused on mortality as an outcome. Vincent et al. (2003) also considered 
the outcomes of morbidity, resource utilization, and prolonged stay in an ICU in addition to 
mortality (each outcome was conducted in a  separate meta-analysis). A second limiting factor in 
using those 41 logistic regression studies relates to the scale of the IV. Some primary-level 
studies included albumin as a continuous predictor, while others used albumin cutoffs (e.g., < 3.5 
vs ≥ 3.5 g/dL). As they say:  
In such cases we used the provided OR value and estimates of the median serum albumin 
values within the two cutoff ranges to calculate OR for each 10-g/L decrement in serum 
albumin. The median values were wherever possible estimated from within-study data on 
the distribution of serum albumin concentrations and otherwise from comparable studies 
in the same or similar clinical indications. In a few cohort studies OR values for each of 
several serum albumin levels were supplied, and OR per 10-g/L serum albumin decline 
was estimated by weighted least squares regression. (p. 321).  
 In other words, when the IV scale was categorical, they attempted to transform the 
regression coefficient to match what it would have been had the IV been inputted as a continuous 
IV instead. I avoid this practice as it is unproven and only use estimates from models where the 
DV was mortality and the IV is scaled as a continuous variable. This yielded ten studies that used 
logistic regression, each which had an independent sample of patients. One aim of the applied 
example is to demonstrate how meta-regression analysis can be used to account for different 
covariate sets, a technique which requires more studies (as reviewed above, there really are no 
solid guidelines on sample sizes for meta-regression analysis). A literature search was therefore 
conducted on PubMed, which is among the searchable largest database of research articles in the 
medical sciences that is curated by the National Library of Medicine. In the end, a total sample 
of 31 studies meeting the inclusion criteria were located. The inclusion criteria consisted of three 







Table 5. Inclusion criteria for applied example 
Distinguishing features Must examine the relationship between mortality and albumin 
concentration levels using observational data. 
Research methods Must include a logistic or probit regression with mortality (or 
survival) as the binary outcome variable and a continuous measure 
for albumin concentration levels. Studies which categorized albumin 
levels were excluded. 






4. Results  
This chapter presents results from the simulation studies and the applied example 
outlined in the methods chapter. For all simulation results, the tables show absolute level of the 
bias while the figures focus only on the absolute value of the bias. 
4.1. Simulation results 
4.1.1. Simulation study I 
Simulation study I considers the synthesis of a simple logistic regression model with only 
one (common) predictor. The population DGP for all studies is: logit (𝑃(𝑌 = 1|𝑋𝑓)) = 𝛽0 +
𝛽𝑓𝑋𝑓. A total of 108 conditions are tested in the first simulation study (3 settings for 𝛽𝑓 * 3 
settings for k * 2 settings for N * 3 settings for 𝜏2 * 2 settings for variable types). Tables 6 
through 9 report bias and the MSE for all simulation conditions while Figures 9 through 12 
illustrate these results to make the patterns easier to discern. Results suggest that meta-analyzing 
logistic regression slopes with a random-effects model is remarkably accurate under the ideal 
conditions tested in simulation study I. Across all conditions, bias and the MSE are zero until the 
second or third decimal place and the pooled slope estimator behaves asymptotically unbiased as 
the within-study sample size approaches infinity. The results in Table 6 suggest a small 
underestimation of the true 𝛽𝑓 since most estimates are slightly above zero. 
Bias and the MSE consistently increase as the value of the between-study variance (𝜏2) 
rises when N = 100. This trend is still present, albeit weaker, when N = 1000.  Increasing the 





mirrors Aloe’s (2014) findings. The data was generated such that each study provides an 
unbiased slope estimate on average. While increasing study-level sample size does not 
systematically impact bias, the MSE steadily falls as k rises. This signals gains in precision as 
more studies are included in a meta-analysis. Regarding within-study sample size (N), Figures 11 
and 12 show that increasing N from 100 to 1,000 pushes the bias and MSE close to zero. 
Increasing N minimizes the degree of bias within-studies. This decrease in bias at the study level 
trickles down to the meta-analytic level. Regarding the MSE, the precision of an estimate 
increases as the within-study size rises, though these gains to the MSE are less pronounced than 
the gains from increasing k. Although Bias tends to increase as the effect size (𝛽𝑓) increases 
when N = 100, there is no relationship between bias and effect size magnitude when N = 1,000. 
This suggests an interaction between effect size magnitude and within-study sample size. While 
the MSE is slightly higher as the value of 𝛽𝑓 increases in the N = 100 condition, there is no 
relationship between effect size magnitude and MSE when N = 1,000.  
Finally, there appears to be a bias-variance tradeoff when meta-analyzing slopes for a 
binary and continuous focal IV. Although the continuous focal IV in simulation study I has a 
lower MSE as compared to a binary IV, the binary IV has less bias. Across all the tested 
conditions, bias is about 40% lower for the categorical IV on average, though this pattern for bias 
is not a consistent one as the continuous IV had smaller bias for some combination of settings. 
MSE on the other hand is consistently lower for the continuous X as compared to the binary X. In 
short, the simulation performance for a continuous vs categorical predictor is mixed. 
In summary, simulation study I finds that under ideal conditions (i.e., all primary studies 
share a single covariate and common DGP), the meta-analysis of logistic regression slopes is a  





Table 6. Bias of the pooled slope estimator (N=100) in simulation study I 
 𝑋𝑓 is continuous   
𝜏2 0   0.1   0.25 
  𝛽𝑓 1 1.5 3   1 1.5 3   1 1.5 3 
10 2.8 -0.8 4.3  0.6 8.5 23.0  3.0 9.6 27.1 
k    30 1.6 3.5 12.1  0.7 8.7 24.2  1.3 10.0 27.7 
100 -0.8 6.9 16.9   -2.2 7.5 26.0   -3.4 7.2 27.9 
  𝑋𝑓 is categorical   
10 1.8 -3.0 -5.0  -2.8 2.4 10.6  -3.4 4.4 20.8 
k    30 -6.2 -2.0 0.8  -1.1 2.5 14.9  -0.4 4.1 24.6 
100 -0.8 0.4 4.9   2.7 6.9 18.7   3.0 10.9 29.4 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. 
Note: 𝛽𝑓 is expressed on the odds scale. 
Table 7. MSE of the pooled slope estimator (N=100) in simulation study I 
 𝑋𝑓 is continuous   
𝜏2 0   0.1   0.25 
 𝛽𝑓  1 1.5 3   1 1.5 3   1 1.5 3 
10 4.2 4.7 8.1  14.2 14.8 19.3  28.9 30.9 34.7 
k     30 1.3 1.5 2.6  4.3 4.6 6.3  9.0 9.5 10.9 
100 0.4 0.5 1.0   1.5 1.6 2.5   3.0 3.1 4.2 
  𝑋𝑓 is categorical   
10 15.5 16.7 18.8  25.4 24.9 28.0  40.4 39.8 41.6 
k     30 5.6 5.7 6.3  8.7 9.2 10.2  13.3 13.8 15.2 
100 1.6 1.6 1.9   2.6 2.5 3.2   4.1 4.1 5.1 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. 
Note: 𝛽𝑓 is expressed on the odds scale. 
Table 8. Bias of the pooled slope estimator (N=1,000) in simulation study I 
 𝑋𝑓 is continuous   
𝜏2 0   0.1   0.25 
  𝛽𝑓 1 1.5 3   1 1.5 3   1 1.5 3 
10 -0.5 0.2 -0.5  -5.4 0.6 -1.2  3.8 0.0 -1.1 
k    30 0.2 0.4 0.7  2.2 2.1 1.4  -5.5 5.5 5.5 
100 -0.3 0.6 1.7   1.1 1.2 1.2   -1.9 0.0 1.8 
  𝑋𝑓 is categorical   
10 0.4 1.7 -2.1  -1.4 -1.2 3.9  -2.2 -0.9 3.8 
k    30 -0.1 0.2 -0.4  1.9 1.5 4.4  1.7 -6.6 2.0 
100 0.1 -0.2 0.7   -1.6 -0.9 2.7   -2.9 0.2 3.5 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. 





Table 9. MSE of the pooled slope estimator (N=1,000) in simulation study I 
 𝑋𝑓 is continuous   
𝜏2 0   0.1   0.25 
 𝛽𝑓  1 1.5 3   1 1.5 3   1 1.5 3 
10 0.4 0.4 0.8  10.0 10.1 10.6  24.4 24.8 24.9 
k     30 0.1 0.2 0.2  3.5 3.5 3.4  8.1 7.9 9.0 
100 0.0 0.0 0.1   1.1 1.0 1.1   2.5 2.7 2.7 
  𝑋𝑓 is categorical   
10 1.5 1.6 1.8  11.9 12.1 11.9  29.2 26.5 26.6 
k     30 0.6 0.6 0.6  3.8 4.0 3.8  8.0 9.2 8.4 
100 0.2 0.2 0.2   1.1 1.1 1.2   2.7 2.6 2.8 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. 
Note: 𝛽𝑓 is expressed on the odds scale. 
 
 




















Figure 12. MSE for the pooled slope estimator in simulation study I 
 
 
MSE are often zero to the third decimal place. Although this degree of accuracy is remarkable, 
simulation study I did not examine the consequences of introducing other non-focal covariates 
into a regression. This question is taken up in the next two simulation studies. 
4.1.2. Simulation study II 
The second simulation study designs a scenario with two predictors for a dichotomous 
outcome variable. The population DGP is logit (𝑃(𝑌 = 1|𝑋𝑓, 𝑋2)) = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2. 
Simulation study II includes a total of 216 conditions (3 settings for 𝛽𝑓 * 2 settings for N * 3 
settings for 𝜏2 * 4 settings for 𝜌𝑓2 * 3 settings for 𝛽2). Tables 10 through 13 report bias and the 
MSE for all simulation conditions respectively, while Figures 13 and 14 illustrate these results to 
make the patterns easier to discern. Results suggest that meta-analyzing logistic regression slopes 
with a random-effects model is remarkably accurate up to moderate levels of collinearity. Across 





 As in the first arm, the most consistent pattern is that bias and the MSE both increase as 
the between-study variance (𝜏2) increases, with larger increases in the MSE. Again, the patterns 
between 𝜏2 and the bias and MSE is weaker but still present when N = 1,000. Also mirroring 
results from the first simulation study, bias and the MSE to a lesser degree systematically 
increase as the effect size magnitude (𝛽𝑓) increases – but only for N = 100. There is no 
relationship between effect size magnitude and the bias or MSE when N  = 1,000. Increasing the 
within-study sample size from 100 to 1,000 pushes bias and the MSE close to zero.  
A key simulation parameter for the second simulation study is the impact of collinearity. 
Four values of correlation (𝜌𝑓2) between the two IVs are tested: -0.2, 0.0, 0.2 and 0.5. The meta-
analytic pooled slope estimator remains remarkably accurate even as 𝜌 rises to moderately high 
levels like 0.5. When N = 100, bias tends to rise as the level of collinearity rises. This pattern is 
barley present when N = 1,000. The surprisingly small effect of collinearity found here mirrors 
Aloe (2014): “The results also suggest that even in the presence of cooperative suppression and 
collinearity, the accuracy of the results is remarkable” (p. 53).  
 Increasing the partial effect size of the non-focal predictor leads to (small) increases in 
bias and the MSE (Note: Results only shown in tabular form). For example, the mean level of 
bias is 0.0027, 0.0034, and 0.0036 for the values of 0.25, 0.50 and 1.00 for 𝛽2 respectively (when 
averaged across all other simulation conditions). The MSE also increases modestly as the size of 





Table 10. Bias of the pooled slope estimator (N=100) in simulation study II 
    𝛽2 = 0.25 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
𝛽𝑓 
1 0.3 -2.2 -1.4 -0.5  -5.6 -1.1 -2.9 3.3  -0.5 -1.5 -0.2 -2.5 
1.5 3.4 0.5 2.7 1.3  5.8 7.3 7.3 10.8  9.2 6.0 4.2 10.2 
3 3.3 2.5 0.6 5.9   15.4 14.8 14.9 15.6   22.2 20.7 11.2 24.5 
  𝛽2 = 0.50 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
 
-0.2 0 0.2 0.5 
𝛽𝑓 
1 0.9 0.7 -0.2 1.6  0.4 1.4 3.5 3.9  0.1 0.4 -1.5 0.4 
1.5 1.2 0.5 3.0 4.4  5.0 8.0 3.6 8.8  6.0 7.7 5.2 12.1 
3 4.3 4.1 3.4 7.0   12.8 14.1 14.0 19.6   12.5 20.0 22.4 19.2 
  𝛽2 = 1 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
𝛽𝑓 
1 0.1 -0.3 0.9 1.9  -1.0 2.1 6.1 2.6  -3.0 -7.9 6.2 5.3 
1.5 0.6 2.9 2.2 1.7  3.1 3.3 4.1 14.8  4.8 3.0 9.6 15.7 
3 4.9 3.9 3.6 6.3   12.6 17.7 14.6 23.5   17.8 19.8 21.8 23.6 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation.   










Table 11. MSE of the pooled slope estimator (N=100) in simulation study II 
    𝛽2 = 0.25 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
𝛽𝑓 
1 1.5 1.3 1.2 1.7  4.4 4.5 4.3 5.0  9.5 9.5 9.2 9.4 
1.5 1.5 1.4 1.5 1.9  4.7 4.6 4.8 5.3  10.4 9.4 8.7 9.5 
3 2.6 2.5 2.6 3.3   6.0 6.1 5.7 5.9   10.9 10.3 10.2 11.6 
  𝛽2 = 0.50 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
 
-0.2 0 0.2 0.5 
𝛽𝑓 
1 1.4 1.3 1.4 1.8  4.4 4.3 4.7 5.1  9.9 9.1 9.6 9.9 
1.5 1.6 1.5 1.5 2.2  4.9 4.8 4.8 5.0  8.7 8.7 8.7 10.3 
3 2.5 2.5 2.5 3.1   5.9 5.8 6.1 6.7   10.4 10.3 10.4 12.3 
  𝛽2 = 1 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
𝛽𝑓 
1 1.6 1.5 1.6 2.1  5.0 4.6 4.8 5.4  8.4 9.2 9.9 9.6 
1.5 1.8 1.8 1.7 2.3  4.9 5.0 5.1 5.7  9.6 9.2 9.1 10.6 
3 2.9 2.8 2.9 3.9   6.5 5.8 6.1 7.5   10.8 11.5 10.9 12.7 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation.   








Table 12. Bias of the pooled slope estimator (N=1,000) in simulation study II 
    𝛽2 = 0.25 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
𝛽𝑓 
1 -0.6 -0.2 -0.5 0.5  1.0 -0.2 1.3 -0.5  2.5 -5.8 -2.4 -0.7 
1.5 0.0 0.7 0.3 -0.4  1.5 0.4 1.8 0.2  2.1 -2.9 -2.7 1.6 
3 -0.2 0.9 -0.1 -0.4   -0.2 1.2 0.5 -0.4   -0.1 -2.4 -1.3 -3.3 
  𝛽2 = 0.50 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
 
-0.2 0 0.2 0.5 
𝛽𝑓 
1 -0.1 -0.5 -0.2 0.0  -1.5 -0.7 0.6 1.1  2.1 2.7 -0.1 -0.4 
1.5 -0.3 -0.2 0.1 0.4  0.8 -0.3 3.9 3.8  -0.2 0.9 -2.4 0.2 
3 0.6 -0.3 0.3 0.1   0.7 -0.8 1.1 5.2   -0.8 -1.0 2.3 -0.1 
  𝛽2 = 1 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
𝛽𝑓 
1 -0.3 -0.4 -0.7 0.2  0.0 -0.9 -0.5 1.8  -3.5 -0.6 -0.5 2.1 
1.5 -0.2 0.2 0.5 0.1  1.9 -1.6 -0.4 2.4  3.0 3.0 -0.7 1.6 
3 -0.1 0.6 0.2 1.0   1.8 3.0 0.7 2.0   0.8 -0.1 -4.3 2.0 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation.   








Table 13. MSE of the pooled slope estimator (N=1,000) in simulation study II 
    𝛽2 = 0.25 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
𝛽𝑓 
1 0.1 0.1 0.1 0.2  3.3 3.4 3.0 3.2  8.6 7.9 8.3 8.0 
1.5 0.2 0.2 0.2 0.2  3.6 3.3 3.4 3.1  8.3 8.4 8.5 8.1 
3 0.2 0.2 0.2 0.3   3.3 3.1 3.4 3.8   7.6 8.0 7.6 7.0 
  𝛽2 = 0.50 
  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
𝜌 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5 
 
-0.2 0 0.2 0.5 
𝛽𝑓 
1 0.1 0.1 0.1 0.2  3.3 3.5 3.1 3.4  8.4 7.8 7.8 8.0 
1.5 0.2 0.2 0.1 0.2  3.4 3.4 3.2 3.2  8.3 8.2 7.8 8.1 
3 0.3 0.2 0.3 0.3   3.6 3.3 3.4 3.6   7.9 7.5 8.0 8.0 
  𝛽2 = 1 
𝜌  𝜏2 = 0  𝜏2 = 0.1  𝜏2 = 0.25 
 -0.2 0 0.2 0.5 
 -0.2 0 0.2 0.5  -0.2 0 0.2 0.5 
𝛽𝑓 
1 0.2 0.1 0.2 0.2  3.2 3.4 3.3 3.6  7.5 8.6 8.5 8.3 
1.5 0.2 0.2 0.2 0.3  3.4 3.2 3.5 3.4  7.6 8.3 8.5 7.7 
3 0.3 0.3 0.3 0.4   3.4 3.5 3.4 3.4   7.5 8.2 8.6 8.2 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation.   






Figure 13. Absolute value of bias for the pooled slope estimator in simulation study II (𝛽2=0.50) 
 
 







In summary, after introducing a single covariate into the equation, meta-analyzing 
logistic regression slopes with the standard random-effects model of meta-analysis produces an 
accurate summary measure. This suggests that logistic regression slopes are a promising partial 
effect size index if the assumptions in Table 2 are met. But the first and second simulation 
studies represent ideal circumstances that are not likely to be representative of real research 
settings. Logistic regression models almost always will include more than two covariates. 
Furthermore, there should be variability in model specifications/covariate sets across different 
studies examining the similar phenomena. The third simulation study therefore introduces 
additional covariates into the picture and also varies model specification made by primary 
studies. The goal is to create a context that is more representative of what applied researchers 
seeking to meta-analyze logistic regression slopes are likely to encounter.  
4.1.3. Simulation study III 
Simulation variables in simulation study III  
The population DGP relates a single binary DV to four standard normal IVs: 
logit (𝑃(𝑌 = 1|𝑋𝑓 , 𝑋2, 𝑋3, 𝑋4))  = 𝛽0 + 𝛽𝑓𝑋𝑓 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4. Six simulation factors are 
tested: (1) the magnitude of the focal partial effect size (𝛽𝑓), (2) the number of studies (k), (3) the 
level of collinearity between predictors, (4) the strength of relation between the outcome and the 
non-focal predictors, (5) missing variable patterns and (6) meta-analytic method. There are a 
total of 972 settings in simulation study III.  
Each of these simulation factors is reviewed in the methods chapter above, so the only 
clarifying comments made here regard the last two simulation variables (missing variable 
patterns and meta-analytic method) given their complexity. Three meta-analytic methods are 





full population DGP. The Naïve method synthesizes results while ignoring model specification 
differences. The third method, MRA, uses meta-regression to adjust for covariate differences. 
Four missing variable patterns are tested, as listed in Figure 8. Every method cannot be crossed 
with all the missing variable patterns, however. The Identical method cannot be tested with 
Pattern II since no primary-level studies included correctly specified models. Pattern IV is a 
control case which represents the ideal situation where every primary study correctly specified 
their models. Only the Identical method can therefore be tested with Pattern IV. All three meta-
analytical methods are possible to test with Patterns I and III. In total then, there are nine 
different combinations of missing variable patterns and meta-analytical methods that are tested. 
Tables 15 through 18 and Figures 15 through 18 show the results. The first two tables and 
figures focus on exploring the effects of 𝛽𝑓 and k, while the last two tables and figures focus on 
the other four simulation variables. This framing of the results reflects the expectation that 
collinearity, non-focal variable slope parameter magnitudes, missing variable patterns, and 
synthesis method might interact to affect the bias and/or MSE. Given the complexity of the third 
simulation study, each simulation variable is discussed in its own sub-section below. 
Partial effect size for the focal IV 
The partial effect size for the focal X is measured by the magnitude of its regression 
coefficient 𝛽𝑓. As Tables 15 and 16 and Figures 15 and 16 make clear, the magnitude of 𝛽𝑓 is 
generally unrelated to both bias and the MSE – echoing the findings from the first two simulation 
studies (since N = 1,000 here). There is one clear exception to this rule. For the Naïve method, 
bias is positively associated with the size of 𝛽𝑓 when all predictors are independent of one 
another. This positive pattern reverses to a negative relation even when modest levels of 





negative relationship with size of 𝛽𝑓. The MSE exhibits this same relationship with 𝛽𝑓 for the 
Naïve meta-analysis method. The magnitude of 𝛽𝑓 does not interact with any other simulation 
variable.  
Study-level sample size (k) 
Although bias is unaffected by increasing k, the MSE decreases as the study-level sample 
size increases. This pattern of results is similar to what was found in simulation study I and what 
Aloe (2014) found in the context of linear regression slopes. k does not interact with any other 
simulation factor. 
Collinearity 
 The level of collinearity between the predictor variables is manipulated through testing 
four correlation matrices with common correlations of 0, 0.1, 0.3, and 0.5. Tables 17 and 18 and  
Figures 17 and 18 show that there is a complex interaction between missing variable pattern, 
synthesis method, non-focal variable slope parameter magnitudes, and the level of collinearity. 
The Identical method only meta-analyzes slopes from studies which included correctly specified 
models. Regardless of the level of collinearity, when possible (Pattern I, III, & IV) such a 
method works with minimum bias and MSE. The results for MRA closely track the Identical 
method in these cases. The Identical and MRA methods are remarkably accurate when at subset 
of the k studies include correctly specified models – regardless of the level of collinearity. 
Looking at Pattern II (where the Identical method is not possible since every model is 
misspecified), both the bias and MSE increase as the level of collinearity rises (for both MRA 
and the Naive method). For the Naïve method, increasing the level of collinearity creates a clear 





Regarding the interaction between collinearity and non-focal slope parameter set, the 
effects of collinearity on bias are largest for Set 2 where all non-focal slope magnitudes are set to 
a value of 0.5 (as compared to the common value of 0.25 for Set 1). The effects of collinearity 
are assuaged for Set 3 (𝛽2 = −0.5, 𝛽3 = 𝛽4 = 0.5), where the effects of the non-focal predictors 
are pulling Y in different directions. Surprisingly, the effects of collinearity are even smaller for 
Set 3. Despite the magnitude of relation between the non-focal variables and Y being double for 
Set 3, the effects of rising level of collinearity are weaker for Set 3 as compared to Set 1.  
Missing variable pattern 
 Missing variable pattern is part of a four-way interaction interact with meta-analytical 
method, collinearity (reviewed above), and non-focal slope parameter values. Starting with 
Pattern IV, which represented a control case where all primary-level models were correctly 
specified, it is clear that such an ideal situation results is no bias and low MSE (at least when 
within-study sample sizes are fixed at 1,000). Although theoretically pleasing, Patten IV, which 
uses the Identical method, is not likely to occur in real-world settings.  
The second-best performance is for missing variable pattern I, followed closely by 
Pattern III. Both methods lead to similarly small degrees of bias when the Identical or MRA 
method is used, with the MSE for Pattern I always equal to or less than the MSE for Pattern III. 
When comparing the Identical and MRA methods, the main difference between Pattern I and 
Pattern III is that there are simply more studies included in the meta-analysis. This occurs 
because one-fourth of the models have the correct specification in Pattern I, while only one-fifth 
have the correct specification in Pattern II (See Figure 8 above). This difference between the two 





has no effect on the level of bias while it decreases the MSE. The pattern of effects for the bias 
and MSE with the Identical and MRA methods in Patterns I and III play out across all three sets 
for the non-focal variable slope parameters.  
 An interesting finding emerges when we compare missing variable patterns II and III. 
These missing variable patterns were designed to be very similar, with one important difference. 
Pattern III has a subset of studies which include correctly specified models. In comparing 
Patterns II and III then, the two patterns are similar except that Pattern III has less specification 
bias as compared to Pattern II. Having less specification bias in the case of Pattern III led less 
bias in every case as compared to Pattern II. The MSE was always equal to less for Pattern III as 
compared to Pattern II. In short, the degree of misspecification bias among primary studies 
trickles down to affect bias on the meta-analytical level.  
The most striking outcome in terms of missing variable pattern is how poorly meta-
regression analysis (MRA) performs when no primary-level models are correctly specified 
(Pattern II). In Pattern II, when there are low levels of collinearity then the degree of bias is 
present but perhaps tolerable for both the Naïve and MRA methods. But as the common 
correlation rises to the level of 0.5 among the four variables, the results of a meta-analysis may 
become more misleading than helpful as bias reaches large sizes (with an absolute value of 0.1 to 
0.3 depending on which non-focal slope set is used). In the most extreme case for example, the 
bias in Pattern II with the MRA method reaches 0.32 on the logit scale (and 0.35 for the Naïve 
method) for Set 2 of the non-focal slope parameters. The Naïve method results in fairly high 
levels of bias for all missing variable patterns. Bias increases rapidly as the level of collinearity 






The meta-analytical method is strongly tied to the missing variable patterns tested in the 
third simulation study, and as such was commented on in the previous section. The Identical 
method works well when feasible. Previous simulation studies of regression slopes have shown 
that meta-analyzing regression slopes from models with common sets of predictors which match 
the population DGP leads to an asymptotically unbiased estimator (e.g., Yoneoka et al., 2015). 
The Identical method suffers in terms of MSE however, since the large reduction in the study-
level sample size results in a loss of efficiency (Notice that the Naïve method has a lower MSE 
in some cases than the Identical method in missing variable Patterns I and III for example). 
Although the Identical method is not controversial in the methodological literature (see Becker & 
Wu (2007) for example), there is a bias-variance tradeoff therefore if one chooses to only 
synthesize regression slopes from models with identical sets of covariates.  
Looking at Figures 17 and 18, the performance of MRA closely tracks the Identical 
method in cases where both can be applied (Patterns I and III). This was expected. As explained 
in the methods section, meta-regression is implemented by using dummy variables to indicate 
differences in covariate sets. The intercept parameter in MRA corresponds to the mean logistic 
regression slope for studies which controlled for 𝑋2, 𝑋3 and 𝑋4. The subset of studies which 
controlled for 𝑋2, 𝑋3 and 𝑋4 are the only studies used in the synthesis for the Identical method. 
The summary estimates for the Identical and MRA methods are the same in the case of Patterns I 
and III as they condition on the same subset of studies. The bias and MSE are almost identical 
for the Identical and MRA methods in situations where both can be applied (Patterns I and III). 





meta-regression analysis since the Identical method produces similar results? There are two 
reasons.  
First, the Identical method is simply impracticable in most applied research settings. 
Primary studies will almost always vary in their sets of regression controls. Second, MRA 
provides richer information about the focal slope of interest. Table 14 illustrates this by 
comparing output for the Identical and MRA methods on the same sample of data. While both 
the Identical and MRA have the same summary effect, MRA also shows that models which omit 
𝑋2 report a summary effect of 0.60 (0.49 + 0.11). That is, omitting 𝑋2 leads to an increase in the 
focal slope estimate of 0.11; this represents specification bias at the primary study level due to 
incorrectly omitting the control for 𝑋2 (Stanley & Jarrell, 1989). In this case however, the 
moderating effect of controlling for 𝑋2 on 𝛽𝑓 is ultimately not significant.  
Table 14. A comparison of output for the Identical and MRA methods (𝛽𝑓 = 0.41, k = 60,    
Set 2 for the non-focal variable slope parameters, common correlation of 0.1, Pattern I) 
Panel A: Output from a meta-analysis analysis using the Identical method based on 15 studies 
 Estimate SE z-value p-value 
Intercept 0.49 0.11 4.41 <.001 
Panel B: Output from a meta-regression analysis using all 60 studies  
 Estimate SE z-value p-value 
Intercept 0.49 0.09 5.08 <.001 
𝑊2 0.11 0.14 0.81 .415 
𝑊3 0.05 0.14 0.39 .699 
𝑊4 -0.10 0.14 0.47 .471 
Note: 𝑊2, 𝑊3, and 𝑊4 are between-study variables that take the value of “1” if a primary-level 
study omitted a control for 𝑋2, 𝑋3 and 𝑋4 respectively, and “0” when the relevant control 
variable is included in the model.  
MRA only does well, however, when a subset of the primary-level studies has correctly 
specified models. In Pattern III, where no such subset exists, the performance of MRA closely 
tracks that of the naïve method in terms of bias and has a higher MSE. In such situations, meta-





MRA summary estimate is likely to be misleading. This is a serious limitation in the meta-
analysis of partial effect sizes based on logistic regression slopes. Of the missing variable 
patterns, Pattern III is perhaps the most relevant to what one would encounter in real research 
settings. This point will be elaborated on in the discussion section. 
The Naïve method leads to small degrees of bias when all the covariates are independent 
(which could be case in a meta-analysis of randomized control trials (RCTs)), but the bias 
increases to fairly high levels as collinearity increases. For example, with missing variable 
Pattern I and Set 1 for the non-focal slope parameter values, bias rises steadily from being close 
to 0 when all predictors are independent to -0.14 (See Table 17) on the logit scale when the 
common correlation reaches 0.5. In Set 2, the bias is even higher, reaching -0.24 when 
collinearity is at its highest. This pattern plays out across all the different combinations of 
settings tested in simulation study 3: The Naïve method produces uncomfortably high levels of 
bias across all missing variable patterns and the three sets of values for the non-focal slope 
parameters. The cost of using the Naïve method increases as the level of collinearity increases. 
The one type of research design that the Naïve method is useful for is experimental research. But 
in practice, such cases will be rare as primary studies using an experimental design will almost 
always report odds ratios (or risk ratios) when the outcome is categorical rather than a 
univariable logistic regression model.  
Non-focal variable slope parameter sets 
Three sets of values were used for the non-focal variable slope parameters (Set 1: 𝛽2 =
 𝛽3 = 𝛽4 = 0.25; Set 2: 𝛽2 = 𝛽3 = 𝛽4 = 0.5; Set 3: 𝛽2 = −0.5, 𝛽3 = 𝛽4 = 0.5). As noted 
above, the three sets interacted with collinearity, missing variable pattern and synthesis method. 





Patterns I and III for all three sets (because in these patterns, there is a subset of studies which 
reflect the population DGP). When no studies in a meta-analysis are correctly specified (Pattern 
II), MRA ceases to work well and there are high levels of bias. Across the board, the Naïve 
method does not perform well for any slope parameter sets for non-focal predictors. 
Aside from these interactions, it is clear that Set 1 leads to less bias and a slightly smaller 
MSE as compared to Set 2. The only difference between these sets is that the partial effect size 
of the non-focal variables is half as large in Set 1 as compared to Set 2. Thus, increasing the 
relative contribution of the non-focal variables in the DGP increases the level of bias for a 
synthesis of single focal slope 𝛽𝑓. Turning to Set 3, all of the non-focal slopes are similar in 
magnitude as compared to Set 2. The difference is that in Set 3, the effect of 𝑋2 on Y is negative, 
while the effect of 𝑋3 and 𝑋4 is positive. That is, the non-focal variables are pulling Y in opposite 
directions. When the effect of some the non-focal variable slopes is “offsetting” then, the impact 
of collinearity on the bias and MSE is assuaged – and sometimes to a surprisingly large extent. 
For example, the pooled slope estimator for 𝛽𝑓 has generally lower bias for Set 3 as compared to 
Set 1 – despite the effect of non-focal variables being twice as large in Set 3. There are two 
interpretations for this pattern of effects. The first is that when meta-analyzing regression slopes, 
the presence of covariates which vary in their direction of effect may lead to a more accurate 
meta-analysis for a focal slope. This claim is perhaps overly optimistic and needs more empirical 
support. A second and more conservative interpretation is that the pattern of findings regarding 
the magnitude and direction of the non-focal slope variables found in this dissertation could be 
the result of the unique combination of settings tested in the simulation studies. That is, the 






Table 15. Bias of the pooled slope estimator (Pattern I, non-focal slope parameters set 1) in simulation 
study III 
    Identical Method 
 𝛽𝑓 = ln(1) 
 𝛽𝑓 = ln(1.5) 
 𝛽𝑓 = ln(3.0) 
𝜌a 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
 0.0 0.1 0.3 0.5 
k 
12 -2.1 -3.1 3.3 -6.0  3.2 -4.5 3.6 -14.9  -2.7 -12 -1.6 -7.7 
40 -6.8 -0.6 -1.1 7.5  1.2 1.7 -4.2 -6.9  -9.4 -2.7 -3.8 -0.5 
60 -1.3 -0.4 -0.7 0.1   -3.0 1.3 1.7 0.9   -1.8 -1.8 -3.0 -1.0 
 Naïve Method 
 𝛽𝑓 = ln(1)  𝛽𝑓 = ln(1.5)  𝛽𝑓 = ln(3.0) 
𝜌 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
k 
12 -2.3 -33.0 -96.6 -144  6.9 -25 -81.7 -131  20.0 -14 -70.7 -127 
40 -2.3 -37.1 -95.2 -145  9.1 -23 -83.4 -141  18.2 -15 -68.6 -127 
60 -1.2 -33.7 -93.8 -146   5.7 -26 -83.1 -136   19.3 -13 -72.6 -128 
 MRA Method 
 𝛽𝑓 = ln(1)  𝛽𝑓 = ln(1.5)  𝛽𝑓 = ln(3.0) 
𝜌 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
k 
12 -2.0 -3.0 3.3 -6.0  3.3 -4.4 3.8 -14.8  -2.5 -12 -1.2 -7.2 
40 -6.8 -0.6 -1.1 7.5  1.3 1.9 -4.1 -6.7  -9.1 -2.3 -3.4 -0.3 
60 -1.3 -0.4 -0.7 0.1   -2.9 1.4 1.9 1.0   -1.4 -1.6 -2.8 -0.8 
a𝜌 signals the level of the common correlation. 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. Values were rounded so that 







Table 16. MSE of the pooled slope estimator (Pattern I, non-focal slope parameters set 1) in 
simulation study III 
    Identical Method 
 𝛽𝑓 = ln(1) 
 𝛽𝑓 = ln(1.5) 
 𝛽𝑓 = ln(3.0) 
𝜌a 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
 0.0 0.1 0.3 0.5 
k 
12 7.0 6.7 7.9 6.8  6.9 6.8 7.2 7.1  7.4 7.1 6.6 7.2 
40 1.9 2.1 2.0 2.1  2.1 2.2 2.1 2.1  2.0 2.1 2.0 2.2 
60 1.4 1.4 1.4 1.4   1.3 1.4 1.3 1.4   1.4 1.4 1.4 1.4 
 Naïve Method 
 𝛽𝑓 = ln(1)  𝛽𝑓 = ln(1.5)  𝛽𝑓 = ln(3.0) 
𝜌 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
k 
12 1.7 1.7 2.6 3.6  1.7 1.7 2.3 3.4  1.7 1.7 2.2 3.4 
40 0.5 0.7 1.4 2.6  0.5 0.6 1.2 2.5  0.5 0.5 1.0 2.1 
60 0.3 0.4 1.2 2.5   0.3 0.4 1.0 2.2   0.4 0.3 0.9 2.0 
 MRA Method 
 𝛽𝑓 = ln(1)  𝛽𝑓 = ln(1.5)  𝛽𝑓 = ln(3.0) 
𝜌 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 
k 
12 7.0 6.7 7.9 6.8  6.9 6.8 7.1 7.1  7.4 7.1 6.6 7.2 
40 1.9 2.1 2.0 2.1  2.1 2.2 2.1 2.1  2.0 2.1 2.0 2.2 
60 1.4 1.4 1.4 1.4   1.3 1.4 1.3 1.4   1.4 1.4 1.4 1.4 
a𝜌 signals the level of the common correlation. 






Table 17. Bias of the pooled slope estimator (𝛽𝑓 = ln(1.5), k = 40) in simulation study III 
    Identical Method 
 Set 1b  Set 2  Set 3 
𝜌a 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 






I 1.2 1.7 -4.2 -6.9  6.0 -9.7 -0.4 -1.0  2.5 -6.8 -0.9 -6.5 
II - - - -  - - - -  - - - - 
III -0.6 -1.0 -0.2 -9.1  6.7 -10 -0.9 0.9  4.4 -9.4 -1.3 -5.5 
IV 0.3 1.2 0.6 -3.3   -2.3 0.7 2.0 0.2   -2.3 -2.1 1.9 -2.0 
 Naïve Method 
 Set 1  Set 2  Set 3 






I 9.1 -23.6 -83.4 -141  26.6 -32 -138 -243  26.7 -15 -81.4 -146 
II 13.4 -35.8 -123 -203  40.7 -47 -205 -353  40.7 7.3 -49.1 -109 
III 10.7 -28.5 -98.6 -163  32.3 -38 -164 -283  32.4 5.2 -39.0 -87.8 
IV - - - -   - - - -   - - - - 
 MRA Method 
 Set 1  Set 2  Set 3 






I 1.3 1.9 -4.1 -6.7  6.3 -9.4 0.0 -0.6  2.8 -6.4 -0.6 -6.2 
II -2.6 7.0 94.6 220.4  -19 33.0 114.4 321.7  -8.4 22.9 76.2 163.8 
III -0.5 -0.9 -0.2 -9.0  7.1 -9.8 -0.5 1.4  4.7 -9.0 -1.0 -5.1 
IV - - - -   - - - -   - - - - 
a𝜌 signals the level of the common correlation. 
bSet refers to the set of non-focal slope parameter values tested: Set 1is 𝛽2 = 𝛽3 = 𝛽4 = 0.25; 𝛽2 = 𝛽3 = 𝛽4 = 
0.5; 𝛽2 = -0.5, 𝛽3 = 𝛽4 = 0.5. 
Note: Results are on the logit scale and multiplied by 1,000 for easier interpretation. Values were rounded so that 







Table 18. MSE of the pooled slope estimator (𝛽𝑓 = ln(1.5), non-focal slope parameters set 1) in 
simulation study III 
    Identical Method 
 Set 1b  Set 2  Set 3 
𝜌a 0.0 0.1 0.3 0.5  0.0 0.1 0.3 0.5 






I 2.1 2.2 2.1 2.1  2.1 2.0 2.1 2.0  2.1 2.1 1.9 2.1 
II - - - -  - - - -  - - - - 
III 2.8 2.6 2.7 2.7  2.6 2.6 2.6 2.6  2.5 2.6 2.4 2.6 
IV 0.5 0.5 0.5 0.5   0.5 0.5 0.5 0.5   0.5 0.5 0.5 0.5 
 Naïve Method 
 Set 1  Set 2  Set 3 






I 0.5 0.6 1.2 2.5  0.5 0.6 2.4 6.3  0.5 0.5 1.1 2.6 
II 0.5 0.6 2.0 4.6  0.6 0.6 4.7 12.9  0.5 0.4 0.7 1.7 
III 0.5 0.6 1.5 3.2  0.5 0.6 3.2 8.5  0.5 0.4 0.6 1.2 
IV - - - -   - - - -   - - - - 
 MRA Method 
 Set 1  Set 2  Set 3 






I 2.1 2.2 2.1 2.1  2.1 2.0 2.1 2.0  2.1 2.1 1.9 2.1 
II 13.9 14.5 15.3 19.5  11.5 10.8 11.3 22.2  11.2 10.6 11.8 15.0 
III 2.7 2.6 2.7 2.7  2.6 2.6 2.6 2.6  2.5 2.6 2.4 2.6 
IV - - - -   - - - -   - - - - 
a𝜌 signals the level of the common correlation. 
bSet refers to the set of non-focal slope parameter values tested: Set 1is 𝛽2 = 𝛽3 = 𝛽4 = 0.25; 𝛽2 = 𝛽3 = 𝛽4 = 
0.5; 𝛽2 = -0.5, 𝛽3 = 𝛽4 = 0.5. 







Figure 15. Absolute value of bias for the pooled slope estimator (Pattern I, non-focal slope 







Figure 16. MSE for the pooled slope estimator (Pattern I, non-focal slope parameter set 1) in 







Figure 17. Absolute value of bias for the pooled slope estimator (k = 40, 𝛽𝑓 = log(1.5)) in 















4.2. Applied example: Albumin levels and mortality 
4.2.1. Background and aims 
Serum albumin is found in the blood stream and helps transport fatty acids, hormones, 
and other compounds, and helps maintain appropriate levels of pressure within a human’s blood 
cells. More generally, albumin levels are an indicator of nutritional status. Hypoalbuminemia is 
medical condition defined by having abnormally low levels of serum concentration. The healthy 
range of albumin serum in the blood is around 3.5-5.0 g/dL. Low levels of albumin have been 
linked to poor health outcomes, including mortality, morbidity (i.e., suffering from multiple 
diseases or medical conditions simultaneously), extended stays in intensive care units (ICUs), 
and cardiovascular complications, among other difficulties (Vincent et al., 2003). This applied 
example focuses on how albumin relates to mortality. As stated above in the methods chapter, 
the inclusion criteria consisted of three factors: (1) the outcome had to be a dichotomous (e.g., 
survived/died), (2) the focal IV had to be albumin measured continuously, and (3) the study had 
to use logistic regression with the correct outcome and focal IV.  
A total of 31 studies were found which met the study’s inclusion criteria. The partial 
effect size of interest from each study is the estimated logistic regression coefficient for the 
effect of albumin on mortality. The goal of this example is to demonstrate what a meta-analysis 
of logistic regression slopes might look like. Since this dissertation considered meta-regression 
analysis in the simulation studies, a meta-regression model is included in the example.  
4.2.2. Sample and population 
  Tables 19 and 20 show meta-analytic data for the 31 medical studies included in this 
applied example. All primary-level studies sampled from an older population, with the mean age 






Table 19. Study-level data for included studies 





 Hospitalization       
1 McCluskey 1996 Hospital mortality Albumin g/L 348  29.3%  
2 Herrmann 1992 Hospital mortality Albumin g/dL 5,511  5.7% 67 
3 Klonoff-Cohen 1991 3 y mortality Albumin g/dL 2,342  3.5% 70 
4 Tal 2005 29 m mortality Albumin g/L 191  33.0% 84 
5 Agarwal 1988 Hospital mortality Albumin g/L 80  11.3% 89 
6 Hucker 2005 3 m mortality Albumin g/dL 1,424  9.0% 67 
7 Bhangu 2010 30 d mortality Albumin g/L 158  38.0% 82 
8 Annweiler 2010 Hospital mortality Albumin g/L 399  4.3% 85 
9 Artero 2010 Hospital mortality Albumin g/L 112  42.0% 64 
10 Kitamura 2010 2 y mortality Albumin g/L 205  20.5% 84 
11 Newson 2010 8 y mortality Albumin 1 SD 2,008  31.8% 76 
12 Boniatti 2011 Hospital mortality Albumin g/dL 175  25.1% 56 
13 Lee 2011 28 d mortality Albumin g/dL 424  13.7% 70 
 Renal Dysfunction      
14 Owen 1993 6 m mortality Albumin g/dL 13,473  11.5% 59 
15 Rocco 1993 1 y mortality Albumin g/dL 41  24.4% 54 
16 Owen 1998 6 m mortality Albumin g/dL 1,054  -   59 
17 Shoji 2004 2 y mortality Albumin g/dL 1,206  12.4% 60 
18 Lowrie 1990 1 y mortality Albumin g/dL 19,746  20.6% 58 
19 Obialo 2005 4 y mortality Albumin g/dL 460  27.6% 51 
20 Satomura 2006 3 y mortality Albumin g/dL 131  13.7% 62 
21 Westhuyzen 2006 2 y mortality Albumin g/L 46  13.0% 62 
22 Lin 2010 20 m mortality Albumin g/dL 100  15.0% 62 
23 Bazeley 2011 1 y mortality Albumin g/dL 4,586  10.0% 61 
 Surgery       
24 Gibbs 1999 30 d mortality Albumin g/L 53,055  3.9% 61 
25     Ryan 1997 14 d mortality Albumin g/dL 324  43.5% 67 
26 Hedstrom 1998 1 y mortality Albumin g/L 428  24.1% 81 
27 Scott 2001 28 d mortality Albumin g/dL 9,061  2.5% 61 
28 Friedenberg 1997 30 d mortality Albumin g/dL 64  32.8% 76 
29 Stone 2006 4 y mortality Albumin g/dL 380  15.5% 67 
30 Huang 2010 Hospital mortality Albumin g/dL 215  14.4% 84 







Table 20. Study-level effect size data for included studies 
ID First author Year 𝛽𝑓 SE OR p-value p a Age CRP b 
 Hospitalization         
1 McCluskeyc 1996 -2.14 0.39 0.12 0.001 2 1 1 
2 Herrmann 1992 -1.31 0.08 0.27 0.0001 7 0 1 
3 Klonoff-Cohen 1991 -0.77 0.44 0.46 0.04 3 0 1 
4 Tal 2005 -11.49 3.75 0.00 0.0021 3 1 1 
5 Agarwalc 1988 -2.40 9.68 0.09 0.05 2 0 1 
6 Hucker 2005 -0.12 0.04 0.89 0.05 4 0 1 
7 Bhanguc 2010 -0.83 0.30 0.43 0.01 3 1 1 
8 Annweiler 2010 -4.00 2.76 0.02 0.144 10 0 1 
9 Artero 2010 -10.79 4.14 0.00 0.001 4 0 1 
10 Kitamura 2010 -1.51 0.56 0.22 0.0076 3 0 1 
11 Newson 2010 -1.17 0.23 0.31 0.001 3 0 1 
12 Boniatti 2011 -0.64 0.29 0.53 0.025 5 0 1 
13 Lee 2011 -0.99 0.34 0.37 0.004 7 1 0 
 Renal Dysfunction      
  
14 Owen 1993 -1.43 0.07 0.24 0.001 9 0 1 
15 Rocco 1993 -1.53 0.86 0.22 0.08 7 1 1 
16 Owen 1998 -1.24 0.34 0.29 0.001 17 0 0 
17 Shoji c 2004     17 0 0 
18 Lowrie 1990 -1.77 0.09 0.17 0.0001 19 0 1 
19 Obialo 2005 -1.61 0.31 0.20 0.0001 5 1 1 
20 Satomurac 2006 -0.05 0.14 0.95 0.73 16 0 0 
21 Westhuyzen 2006 -6.63 3.13 0.00 0.034 3 1 0 
22 Lin c 2010     1 1 1 
23 Bazeley 2011 -0.71 0.12 0.49 0.01 8 0 0 
 Surgery         
24 Gibbs 1999 -8.21 0.40 0.00 0.001 7 0 1 
25     Ryan 1997 -0.95 0.25 0.39 0.0002 9 1 1 
26 Hedstrom 1998 -1.39 0.32 0.25 0.00001 4 0 1 
27 Scott 2001 -1.08 0.10 0.34 0.001 13 0 1 
28 Friedenberg 1997 -1.37 0.64 0.25 0.044 2 1 1 
29 Stone 2006 -0.86 0.31 0.42 0.005 8 0 1 
30 Huang 2010 -1.01 0.45 0.36 0.0267 4 1 1 
31 Miyanishi 2010 -17.67 4.99 0.00 0.0004 4 1 1 
Notes: The variables Age and CRP are “1” if the model did not control for age or CRP 
respectively, and “0” otherwise. 
a p refers to the number of covariates included in the model. 
b CRP is an abbreviation for C-reactive protein.  
c These studies provided results from a univariable logistic regression model (not shown in table). 
Two of these studies did not provide results from a multiple logistic regression model, which is 






hospitalization, renal dysfunction, and surgery patients. The first group represents patients 
referred to the hospital for general health issues, such as patients suffering from a urinary tract 
infection (Tal, 2005), clostridium difficile-associated diarrhoea (CDAD) (Bhangu, 2010), 
bloodstream infections (Artero, 2010), pneumonia (Lee, 2011), or acutely ill or injured patients 
referred to the hospital (Boniatti, 2011; Annweiler, 2010; Hucker, 2005; Herrmann, 1992; 
McCluskey, 1996). The second group of patients were referred to the hospital for renal 
dysfunction (i.e., kidney failure) issues. The third group includes patients who underwent 
surgery, such as gastrointestinal surgery (Huang, 2010) or surgery to fix bone fractures 
(Miyanishi, 2010; Hedstrom, 1998). Some studies focus on patients experiencing different types 
of surgery (e.g. surgery in the orthopedics, neurology, and/or cardiothoracic departments) (Scott, 
2001; Gibbs, 1999).   
4.2.3. Partial effect size data 
Three different scales for the focal IV (albumin concentration level) were used: g/L, 
g/dL, and SD units (i.e., a standardized slope). There are clear conversion factors between these 
different scales. For example, the ratio between g/L and g/dL is 10:1 so that an albumin 
concentration of 35 g/L equals 3.5 g/dL. All regression slopes were transformed to be on the 
g/dL scale for the focal X. The relevant focal regression coefficient measures the change in the 
log-odds of Y (i.e., the logit of Y) for a 1 g/dL increase in albumin concentration level, which can 
be written as 
𝛽 logit of 𝑌
1 𝑔/𝑑𝐿
. For studies which entered albumin into the regression on a g/L scale, the 
regression coefficient was converted to the appropriate scale by multiplying it by 10: 
 





. As reviewed in section 2.4.2, this conversion technique works for logistic 
regression slopes because we can apply any linear transformation to the logistic regression slopes 





coefficient, also had to be transformed by multiplying by 10 if the unis were g/L.24 If a study 
used SD units for the scale of albumin, then the reported SD was used for the conversion.  
The variation in follow up time for which mortality was tracked is a challenge. For 
example, some studies only tracked hospital mortality (n = 7), which is defined as a death 
occurring after hospital admission but before discharge. Other studies tracked mortality over 
longer stretches, and in two cases up 6 years (Owen, 1993; Owen, 1998). This creates variability 
in the partial effect size parameter across studies, which is partly accounted for by between-study 
variance. A modest attempt is also made to model this variation by including a between-study 
variable (follow_up) in the full meta-regression model (see below). This variable is created by 
transforming the data in the “DV follow-up” column of Table 19 into a count for the number of 
days for which mortality was tracked (assuming an average hospital stay of 10 days for studies 
reporting “hospital mortality” if this data was unreported). The follow_up variable was then 
transformed by taking the log (since there was large positive skew) and centering it on the mean. 
Table 20 shows information statistical information for the included studies, including the 
estimated regression slope for the impact of albumin on the log-odds of mortality, the SE, OR, p-
value, number of covariates used in the logistic regression model, and two indicator variables 
denoting whether age or CRP were controlled for (“0” indicates the control was included, and 
“1” indicates the control was omitted). Creating the complete meta-analytic dataset listed in 
Table 2 required a few transformations/imputations. For example, although most studies coded 
the DV as “1” to indicate mortality, a few let “1” indicate survival. In these cases, the regression 
slope had to be reverse coded by multiplying it by -1. In other cases, the SEs were unreported. 
 
24 Note that Vincent et al. (2003), who previously did a meta-analysis on this topic and combined logistic regression 
slopes, ignore this scale issue. They performed their meta-analysis on partial effect sizes which were on different 





Since most studies reported the OR and its 95% CI, the 95% CI could be used to impute the SE. 
For example, Owen (1993) reported the OR as 0.24 and its 95% CI as [0.21, 0.28]. The SE can 
be imputed using both the lower and upper bounds, and then averaging the result to get a more 
accurate imputation by minimizing the rounding error: 
SE based on lower bound of 95% CI: (log(0.21) − log (0.24))/−1.96 = 0.68 
SE based on upper bound of 95% CI: (log(0.28) − log (0.24))/   1.96 = 0.78 
The average of 0.068 and 0.078 is 0.073 (rounded to 0.07 in Table 20). Sometimes the 95% CI 
was not reported, and the SE was also missing. In these cases, one can work backwards from the 
p-value to impute the missing SE. Specifically, the inverse CDF function for the standard normal 
distribution was used based on the reported p-value to obtain the Wald Z test statistic. Since the 
Wald Z statistic equals the regression coefficient divided by the SE, the SE could be recovered 
by dividing the regression coefficient by the imputed Wald Z test statistic. Note that sometimes 
only rounded p-values are reported, which creates more rounding error. The first imputation 
method based on the 95% CIs is more accurate and was used when possible.  
4.2.4. Analytical strategy 
A forest plot is introduced to describe the sampled logistic regression slopes across 
studies. This forest plot shows the regression coefficient and its 95% CI on the OR scale, for 
each study. Three methods are taken to meta-analyze the regression slopes; these three methods 
are the three methods tested in the simulation study (i.e., the Identical, Naïve, and MRA 
methods). The Identical method meta-analyzes results only from models which have identical 
covariate sets. The Identical method is used to meat-analyze results for six studies which used 
univariable logistic regression with albumin as the lone predictor. Note however that effect sizes 





The second method meta-analyzes logistic slope estimates while ignoring covariate 
differences and variations in follow-up length. This approach uses the standard random-effects 
model (See eq. (2)) and corresponds to the Naïve method tested in the simulation studies. 
Thirdly, a meta-regression model (the MRA method) with three predictors is also used. In 
addition to the follow_up variable described above, the age and CRP variables are included. Age 
(and CRP) takes the value of “1” when age was not included as a control variable in the original 
logistic regression model, and “0” otherwise. Age is a clear confounding variable, since advanced 
age causes adults to have both lower albumin levels (Gomi et al., 2007) and increased probability 
for mortality. This can be expressed in a DAG:  
 
Figure 19. A DAG of the relationship between age, albumin levels, and mortality 
Another important variable is C-reactive protein (CRP), which is a protein created by the liver 
that flows through the bloodstream in response to inflammation. Some have argued that CRP 
mediates the pathway from albumin levels to mortality (Vincent et al., 2003, p. 330). This 
relationship is expressed in the following DAG: 
 
Figure 20. A DAG of the relationship between CRP, albumin levels, and mortality 
If this hypothesis is true, then one should not control for CRP when the interest is to estimate the 
impact of albumin on mortality. Note that Vincent et al.’s (2003) meta-analysis did not find 
support for this hypothesis, since controlling for CRP did not significantly moderate/attenuate 





no empirical evidence that CRP mediates the pathway from albumin to mortality. The full meta-
regression model uses age, CRP and follow_up:  
 𝑌𝑖 = 𝛽0 + 𝛽1𝐴𝑔𝑒𝑖 + 𝛽2𝐶𝑅𝑃𝑖 + 𝛽3𝐹𝑜𝑙𝑙𝑜𝑤_𝑢𝑝𝑖  +  𝑢𝑖 + 𝑖 (50) 
where 𝑌𝑖 is the observed partial effect size in study i, 𝛽0 is the summary effect (i.e., the weighted 
mean partial effect size) for studies when all the predictors are zero (the reference group is the 
estimated summary effect for studies which controlled for age and CRP and had 15-day follow-
up period), 𝑢𝑖  ~𝑁(0, 𝜏
2) is the study-level deviation away from the mean population treatment 
effect for study i, and 𝑖~𝑁(0, 𝜎𝑖
2) is the observed sampling error for study i.  
The rma function in the metator package (Viechtbauer, 2010) was used to synthesize the 
results with a random-effects model. All code for this applied example in Appendix B. 
4.2.5. Results for applied example 
Figure 21 shows a forest plot of logistic regression slopes (on the OR scale) extracted 
from 29 studies. Figure 21 shows the change in the odds of death for a 1 g/dL increase in 
albumin concentration, which this would be considered a large change in albumin concentration, 
as typical ranges of albumin are in between 2.5 g/dL to 4.5 g/dL). The forest plot is grouped 
according to the three patient groups described above. This presentation of the data is helpful, 
summarizing results across 29 studies succinctly. Only four studies reported insignificant effects, 
with most studies reporting a strong effect of albumin levels on mortality. In general, as albumin 
levels increase, the odds of mortality decrease substantially. Given the different covariate sets, 
we must remain conservative with these interpretations – they are associational and merely 
suggestive. But roughly, each 1 g/dL increase in albumin concentration decreases the odds of 











3.5 g/dL, a 1 g/dL is considered a large change. 
Tables 21 and 22 show results for t synthesis methods. The Identical method, which only 
meta-analyzes regression slops from models with identical covariates, was used only for six 
studies which used univariable logistic regression models (i.e., they had no covariates), the mean 
regression slope was -0.70 (SE = 0.35, df = 5, p<.05), which is equal to 0.50 on the odds scale. 
The Naïve method of meta-analysis ignores model specification differences and uses every 
study. After controlling for an average of 6.7 covariates, the effect of albumin more than doubles 
(on the logit scale) when compared to the estimate from univariable models, growing to -1.69 
(SE = 0.33, df=28, p<.0001) in magnitude. This is an interesting pattern of results, that is 
difficult to arrive at without the aid of meta-analytical techniques. The great limitation is that 
strong conclusions are not warranted, however. As the simulation studies in this dissertation 
show, even with this larger sample size of 29 studies the Naïve method may contain large 
degrees of bias and therefore does not accurately summarize the mean effect size across the 
included studies. 
 Meta-regression analysis was also applied to the sample of 29 studies, as seen in Table 
22. Five models are shown here. The first is a model with three predictors. The simulation 
studies show that meta-regression works with 3 predictors even with small sample sizes – at least 
as far as the bias and MSE are concerned. What the simulation studies did not consider was the 
issue of statistical power. Table 22 shows that when the full meta-regression model with all three 
covariates is estimated, nothing is significant – not even the summary effect which is reflected by 
the intercept parameter. Two factors may explain why nothing is significant in model 1, given 
that one is comfortable assuming that the effects of albumin on mortality are not zero – which 





Table 21. Summary estimates of logistic regression slopes  
 𝛽𝑓 SE exp(β) df p OR 95% CI 𝜏2 𝐼2 
Ignoring covariate differences (Naïve method, k = 29) 
 -1.69 0.33 0.18 28 <.0001 [.09,  .36] 2.53 98.6% 
Univariable logistic regression models only (Identical method, k = 6) 
 -0.70 0.35 0.50 5 .049 [0.24,  0.99] 0.68 99.4% 
 
Table 22. Meta-regression models (MRA method) 
 Model 1 Model 2 Model 3 Model 4 Model 5 
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CRP control omitted 
-0.86 




Model statistics       
    Study sample size (k) 29 29 29 29 4 
    Q-test of heterogeneity < .0001 < .0001 < .0001 < .0001 < .0001 
    𝜏2  2.73 2.56 2.70 2.55 0.00 
    𝐼2   98.7% 98.7% 99.0% 98.9% 0.0% 
has consistently been shown to be an under powered procedure as large sample sizes can be hard 
to come by in many meta-analytic contexts (Simmonds & Higgins, 2006). On the other hand, 
basic features and interrelations of the data may be responsible. For the intercept parameter 
which represents the summary effect of interest, there may be few studies where the three 
predictor variables (follow_up, age, and CRP) were all simultaneously zero – which would 
inflate the SE. Only 4 studies included both age and CRP while very few would have had mean 
follow up times right at the average follow up time across studies (the follow_up variable is mean 
centered as described above, and since there was large variance in tracking times across studies 
not many studies would have fallen near the mean). As for the predictors in model 1, none are 





sample size is only 29 studies) as well as other data limitations. Maybe the three variables truly 
don’t moderate the size of the albumin effect estimated across studies. Or perhaps collinearity is 
problematic, something which can be empirically checked via a correlation table. As Table 23 
shoes, collinearity between the predictors cannot explain the lack of significance.  
Table 23. Correlation matrix of predictors in meta-regression  
  1 2 3 
1. Follow up time 1   
2. Age control omitted -0.13 1  
3. CRP control omitted -0.22 -0.02 1 
When no predictors are significant in a meta-regression model, a common strategy for is to test 
moderators one at a time – as this would help overcome any limitations in statistical power to the 
extent that they exist (Ng & Feldman, 2010; Tipton, Pustejovsky, & Ahmadi, 2016). This 
strategy was adopted here. In Models 2, 3, and 4 only one predictor variable is used at a time. 
None of the moderators turn out significant, suggesting that follow up length for tracking 
morality and controlling for either age or CRP do not moderate the effect of albumin on 
mortality across the 29 studies that were sampled.  
 Finally, a fifth model was fit on a subset of 4 studies. One result of the simulation studies 
was finding that there is less bias in the random-effects estimator when there is less specification 
bias in primary-studies included in a meta-analysis. Suppose that we were convinced that 
controlling for age and CRP were both effect modifiers, and that identifying the cause of albumin 
on mortality depending on controlling for them. In this scenario, any studies which failed to 
control for age and CRP would be considered misspecified. A meta-analyst has no control over 
the sets of control variables used across studies within the literature. But the meta-analyst can 
provide subgroup estimates based on studies which share certain features – such as controlling 





albumin on mortality controlling for the variation in follow-up time – but only for the subset of 
studies which correctly controlled for age and CRP. In this sample, only four studies happened to 
include controls for both age and CRP in their models. Among this subset of studies, the random-
effects estimate is a significant -0.78 (SE = 0.11, p<.0001). And the variation in follow time is 
shown to moderate the estimated effect of albumin – with studies adopting longer follow-up 








5.1. Dissertation rationale and brief summary of findings 
Meta-analysis concerns the mathematical combination of study-level effects into a single 
summary effect (Cooper, 2019). Findings from each study are first transformed to the same scale 
before quantitative integration, typically leading to the accumulation and combination of effect 
sizes. Unlike p-values, effect sizes measure the magnitude of association between two variables 
on a standardized scale and are independent of sample size (Borenstein et al., 2009). Though 
mathematically valid, combing zero-order statistics ignores all other variables. In observational 
research settings, the research environment cannot be perfectly controlled and correlations can be 
misleading – even having the opposite sign of its “true” relation since extraneous variables are 
ignored (Stanley and Doucouliagos, 2012). Partial effect sizes on the other hand are so named 
for how they partial out the influence of nuisance variables when estimating the association 
between two variables (e.g., a partial correlation).  
A few partial effect sizes based on continuous outcomes already exist. A linear regression 
slope, for example, can be transformed to either a part or partial correlation (Aloe & Becker, 
2012; Aloe, 2014). While many argue that synthesizing regression slopes from linear models is 
permissible (Becker & Wu, 2007; Aloe, 2014), this defense has not been extended to logistic 
slopes yet. The possibility of meta-analyzing logistic regression slopes provides the opportunity 
of meta-analyzing partial effect sizes based on dichotomous, categorical dependent variables. To 





methods to synthesize logistic regression coefficients (there is however a small literature on 
meta-analyzing logistic regression slopes in the epidemiology literature). 
This dissertation examines whether logistic regression slope estimates from different 
studies, which are a type of partial effect size, can be jointly synthesized. Logistic regression 
models how a set of covariates relate to a binary Y. Given a key independent variable (IV) of 
interest, which we can call the focal IV or 𝑋𝑓, the slope estimate (𝛽𝑓) in a logistic regression 
measures the impact of 𝑋𝑓 on Y on a logit (log-odds) scale, while controlling for other variables. 
Since the logit scale is invariant across studies, combining logistic slopes from different studies 
is possible – although it requires a set of strong assumptions. This dissertation is, to my 
knowledge, the first that outlines a set of assumptions that suggest a set of logistic regression 
slopes are identically distributed across studies. If satisfied, these assumptions can justify the 
possibility of comparing and possibly combing logistic slopes across studies.  
Briefly, these assumptions are: (1) Y must be on the same scale, (2) 𝑋𝑓 must be on the 
same scale, (3) all effect sizes are logistic regression slopes adjusted for the same covariates, and 
(4) model specifications are identical. More detail about these assumptions can be found in 
section 2.4.2. A similar set of assumptions was given by Becker and Wu (2007) to justify the 
synthesis of linear regression slopes. In practice, the third assumption is particularly challenging 
as different studies inevitably include different sets of control variables. This dissertation 
therefore designed a series of three simulation studies to understand whether meta-analyzing 
logistic regression slopes is feasible, giving special attention to how violations of the third 
assumption affect a synthesis. 
A brief synopsis of the findings in this dissertation is that, under ideal conditions, the 





random-effects model of meta-analysis can be used to meta-analyze logistic regression slopes. 
Such a model describes the central tendency of a hypothetical distribution of partial effect sizes 
across studies for a given binary Y and focal X. The catch and major limitation of meta-analyzing 
logistic regression slopes is that when covariate sets differ, collinearity is high and the relative 
importance of non-focal slopes increases, then using a random-effects model to synthesize a set 
of logistic regression slopes may be more misleading than helpful. In such cases then, more 
simple meta-analytic methods, like creating a histogram or forest plot of the logistic slopes to 
describe their distribution across studies could still prove useful.  
5.2. Research questions and hypotheses 
There are nine research questions addressed in this dissertation. Each research question is 
based on meaningful simulation variables in the context of meta-analyzing logistic regression 
slopes. All nine research questions and hypotheses (which are listed in Chapter 3, too) are 
explicitly outlined in Table 24, along with the degree of support (“Yes”, “No”, or “Mixed”) for 
each hypothesis. As the simulation evidence generated in this dissertation is reviewed for each 
research question, the findings are compared with results from pervious meta-analytic simulation 
studies. This dissertation’s findings are largely consistent with the previous literature. The main 
takeaway is that meta-analyzing logistic regression slopes when the assumptions outlined in 
Table 2 results in remarkable degrees of accuracy when using the standard random-effects model 
(see equation 2). There are, however, potentially large degrees of bias when covariate sets differ, 






Table 24. Research questions and hypotheses 
Research question Hypothesis Support 
1. How does the magnitude of the partial 
effect size (𝛽𝑓) affect a meta-analysis of 
logistic regression slopes?  
As 𝛽𝑓 increases, 
performance b is unaffected.  
Mixed; S1, 
S2, S3 a 
2. How does the study-level samples size (k) 
affect a meta-analysis of logistic regression 
slopes?  
As k increases, performance 
improves. 
Yes; S1, S3 
3. How does the within-study sample size (N) 
affect a meta-analysis of logistic regression 
slopes?  
As N increases, 
performance improves. 
Yes; S1, S2 
4. How does the degree of between-study 
variance (τ2) affect a meta-analysis of 
logistic regression slopes?  
As τ2 increases, 
performance declines. 
Yes; S1, S2 
5. How does focal IV type (continuous vs. 
binary) affect a meta-analysis of logistic 
regression slopes?  
Performance is better for a 
continuous focal IV.  
Mixed; S1 
6. How does the level of collinearity between 
𝑋𝑓 and other covariates affect a meta-
analysis of logistic regression slopes?  
As collinearity increases, 
performance declines. 
Yes; S2, S3 
7. How do different partial effect size 
magnitudes for non-focal variables affect a 
meta-analysis of logistic regression slopes?  
As the importance of other 
non-focal IVs increases, 
performance declines. 
Yes; S2, S3 
8. How do models controlling for different 
covariate sets affect a meta-analysis of 
logistic regression slopes? 
As differences in covariate 
sets increase, performance 
declines. 
Yes; S3 
9. How does meta-analytical method c affect a 
meta-analysis of logistic regression slopes?  
Ranked from best to worst 
performance: MRA, 
Identical, and Naïve. 
Yes, but all 
methods may 
fail in some 
contexts; S3. 
a S1, S2 and S3 stand for simulation study 1, 2 and 3 respectively.  
b Performance is defined in terms of bias and MSE for the random-effects pooled slope 
estimator.  
c Three methods  are compared: meta-regression analysis (MRA), meta-analyzing logistic 
regression slopes only from models with identical covariate sets matching the population DGP 
(Identical), and synthesizing slopes while ignoring model specification differences (Naïve). 






5.2.1. Research question 1: Magnitude of the partial effect size (𝜷𝒇) 
The magnitude of the partial effect size was not expected to affect the performance of the 
random-effects pooled slope estimator (See hypotheses 1.1, 2.1, and 3.1 in Chapter 3). There is 
mixed simulation evidence for this. The magnitude of the partial effect size is governed by the 
size of 𝛽𝑓 in all three simulation studies. In all three simulation studies, when the within-study 
sample size was set to 1,000, 𝛽𝑓 was not associated with either the bias or MSE. However, when 
within-study sample size was only 100 (tested in simulation study 1 and 2), the bias (and the 
MSE to a weaker extent) was positively related to the size of 𝛽𝑓. Although there was a positive 
relationship when N = 100, this relationship was weak. Even at very large partial effect sizes 
(like having an OR of 3), the absolute value of bias was still under 0.03 on the logit scale in all 
cases. In short, the relationship between partial effect size magnitude and bias/MSE is very weak 
to non-existent – though it depends on the within-study sample size. There is no clear theoretical 
reason to expect a correlation between the bias (and MSE) and the magnitude of the partial effect 
size. 
These findings are consistent with past research on meta-analyzing linear regression 
slopes, which has found that the size of a regression slope is not associated with the bias or MSE. 
For example, Aloe (2014) finds no relationship between the size of the partial correlation 
between Y and the focal X and bias or the RMSE. Similarly, Yoneoka and Henmi (2017b; 2017a) 
found no relationship between partial effect size and the bias or MSE. In the only simulation on 
logistic regression slopes, Yoneoka et al. (2015) also found no relationship between the bias or 





5.2.2. Research question 2: Study-level sample size (k) 
 Simulation studies 1 and 3 varied the number of studies, with k = 10, 30, and 100 in the 
first simulation arm and k = 12, 40, and 60 in the second. I hypothesized that the performance of 
the random-effects estimator would improve as k increases. This prediction was confirmed by the 
simulation evidence in both arms, and matched Aloe’s (2014) findings regarding the meta-
analysis of linear regression slopes. Namely, the bias is generally unaffected by increasing k, but 
the MSE declines sharply as k increases. Sampling estimates from more studies means including 
more data in a meta-analysis, giving us more data to make inferences with. This decreases the 
variance of the random-effects pooled slope estimator. The finding that the bias is unaffected 
however is not intuitive. Resche-Rigon et al. (2013) document the same trend (i.e., increasing k 
lowered the MSE while k is unassociated with the bias) in their simulation study for the 
conditions were there was no missing data (their study focused on imputation strategies of 
missing data and focused on meta-analyzing slopes from Cox proportional hazard models). The 
only meta-analytic simulation study that found bias decreased with study-level sample size was 
Keef and Roberts (2004), though the relationship was weak and the evidence in this study was 
mixed. Bias clearly decreased when comparing 30 to 120 studies, but there was no difference in 
the bias between 120 and 120,000 studies in their study. 
5.2.3. Research question 3: Within-study sample size (N) 
The first two simulation studies varied N and confirmed the hypothesis that increasing N 
improves the performance of using a random-effects meta-analysis model to synthesize logistic 
regression coefficients. The random-effects estimator appears to be asymptotically unbiased as 
the within-study sample size approaches infinity, with the MSE also shrinking toward zero (note 





1,000, the degree of bias dropped sharply – often zero until the second or third decimal place. 
This finding is theoretically sound. It is well known that as the sample size within a particular 
study increases toward infinity, the MLE slope estimator is asymptotically unbiased while the 
MSE decreases. As the bias and MSE shrink in primary studies, a meta-analysis which 
incorporates these studies will share these benefits. Wu and Becker (2013) examined the effect 
of within-study in a meta-analytic study focusing on linear regression slopes. They also find a 
negative association between the degree of bias and N.  
It is essential to note that the property of unbiasedness found in this dissertation hinges on 
the assumptions listed in Table 2. That is, using the random-effects pooled slope estimator for 
logistic regression slops leads to unbiased estimation as long as the scale of Y and X are similar 
across studies (assumptions 1 and 2) and covariate sets and model specifications are identical 
(assumptions 3 and 4). These are very stringent assumptions, and the third assumption will 
almost always be broken in practice (this point is discussed below). Additionally, there are other 
implicit assumptions for the property of unbiasedness to hold. As is true in any meta-analysis, 
the implicit assumptions I refer to here affect both primary-level studies and meta-analyses. 
These implicit assumptions include factors like measurement error, obtaining a truly random 
sample from some well-defined population, and using the software correctly to process the data 
and fit the models. 
5.2.4. Research question 4: Between-study variance (τ2) 
I hypothesized that increasing the between-study variance would decrease performance. 
This hypothesis was borne out in simulation studies 1 and 2. Increasing levels the between-study 
variance increased both the bias and MSE of the meta-analytic pooled slope estimator. Other 





Rigon et al., 2013). Theoretically, we can think of τ2 as random noise what is normally 
distributed with a mean of zero. It is no surprise that increasing noise leads to worse simulation 
performance. The negative effects of increasing levels of τ2 is a robust finding in the meta-
analysis literature, even when zero-ordered effect sizes are combined. Moreno et al. (2009), for 
example, find that higher levels of the between-study variance have negative impacts on both the 
bias and MSE in meta-analyses of zero-ordered odds ratios. 
5.2.5. Research question 5: Focal variable type 
 Focal variable type refers to whether the focal X is distributed as a binary categorical (i.e., 
a Bernoulli random variable with a probability parameter of 0.5) or continuous (i.e., a standard 
normal random variable). I hypothesized that the performance of the pooled slope estimator 
would be better for a continuous 𝑋𝑓. There was mixed evidence for this hypothesis, which was 
tested only in the first simulation arm. Although the MSE was lower for a continuous focal IV, 
the bias was higher for a continuous IV (though the pattern for bias was not as consistent). The 
difference in bias for a continuous vs categorical focal X on the logit scale was often zero until 
the second or third decimal place. The only other meta-analytic simulation study that compared a 
continuous to a categorical focal IV found for this dissertation is Yoneoka et al. (2015). In odds 
with the current research, they found that both the bias and MSE were higher for categorical 
focal IVs. This is what I hypothesized, since continuous variables typically have more variance 
than categorical variables. True variance (i.e., not error or measurement variance) is typically 
seen as an asset in statistics. 
5.2.6. Research question 6: Collinearity 
 I hypothesized that increasing levels of collinearity would lead to increases in both the 





of collinearity were remarkably small for the most part. Previous meta-analytic simulation 
studies have found similar results. Namely, that the impact of collinearity on a meta-analysis of 
regression slopes is surprisingly small. This result is not surprising since primary studies where 
collinearity happens to be stronger in degree will have larger SEs for the associated slope 
estimate. Since inverse variance weights are the typically used, studies where collinearity is more 
problematic will receive less weight in a meta-analysis. 
 As Aloe (2014) remarked, “The results also suggest that even in the presence of 
cooperative suppression and collinearity, the accuracy of the results is remarkable” (p. 53). Aloe 
(2014) found that increasing levels of collinearity are positively but modestly associated with the 
RMSE while being unrelated to the bias. Likewise, Yoneoka and Henmi (2017b) and Yoneoka et 
al. (2015) found the same pattern of results – increasing collinearity had no impact on bias while 
it increased the MSE. Yoneoka and Henmi (2017a) found that both the bias and MSE increase 
modestly as collinearity increased. The bias, for example, rose from an average of 0.0028 when 
the predictors were independent up to -0.0076 when the predictors had a 0.5 correlation in their 
study. Overall, these findings match the pattern of results in this dissertation and lead to the 
surprising conclusion that the impacts of collinearity are small. One large limitation concerning 
this claim is that the previous simulation studies (including this dissertation) designed relatively 
simple scenarios with few covariates. Furthermore, simulation study 3 in this dissertation shows 
that the effects of collinearity appear to interact with other simulation variables (e.g., meta-
analytical method, missing variable patterns, and the magnitude of non-focal partial effect sizes 
with the outcome).  
More research needs to consider the contexts where the effects of collinearity are 





differences to meta-analyze a regression slope can result in potentially large bias – bias which 
increases rapidly as the level of collinearity increases. Most previous meta-analytic simulation 
studies did not test the Naïve method of meta-analysis, as they designed scenarios where all 
models were perfectly and identically specified (e.g., Aloe, 2014; Aloe & Thompson, 2013). The 
same is true for the meta-regression method when no subset of the primary-level studies included 
correctly specified models. Magnitude and direction of non-focal variable partial effect sizes also 
moderate the impact of collinearity.  
5.2.7. Research question 7: Non-focal variable partial effect sizes 
Increasing the relative contribution of non-focal predictors in the DGP was expected to 
lead to higher levels of bias and MSE for a focal X. This hypothesis was tested in simulation 
studies 2 and 3 and was supported with the simulation data. In simulation study 2, where there 
were only two predictor variables, increasing the strength of the non-focal IV with Y led to 
modest increases in the bias and MSE in a meta-analysis for the focal IV. Simulation study 3 
included four predictor variables in the DGP. Three different sets of values were used for the 
partial effect sizes of the non-focal predictors. In the first set, the regression coefficient of all 
non-focal predictors was set to 0.25. In Set 2, they were all increased to 0.50. In Set 3, they were 
set to have offsetting influences (𝛽2 = −0.5, 𝛽3 = 𝛽4 = 0.5). The bias and MSE of the pooled 
slope estimator increased when moving from Set 1 to Set 2, while performance was best for Set 
3. On the surface, this appears to be an encouraging finding; in most real-world contexts the 
effects of various predictors are probably varied in both direction and size. Although 
performance was best for Set 3, this finding could be an artifact of the unique combination of 





the non-focal variables are “offsetting” in the DGP does indeed improve performance for in a 
meta-analysis for a focal slope. 
In comparing Set 1 to Set 2, it is easy to understand why Set 1 performed the best. In Set 
1, the focal predictor is relatively more important in the population DGP, while in Set 2 there is 
more noise from the non-focal variables. The surprising result for Set 3 being the best is more 
difficult to understand, and more research needs to be done for the better performance for Set 3 
to be confirmed.  
Simulation study 3 also shows that the size of the non-focal predictor partial effect sizes 
interacts with both collinearity, missing data pattern, and meta-analytical method. The effects of 
increasing level of collinearity were smallest in Set 3. Even the Naïve method of integrating 
regression slopes, which ignores covariate differences, tends to have larger biases for Set 1 and 2 
as compared to Set 3. Set 3 also had the best performance for the second missing variable 
pattern, where no primary-level studies have correctly specified models.  
Aloe (2014) did not find any clear patterns in the bias or MSE in a meta-analysis for a 
focal predictor as the partial correlation between Y  and the non-focal IV increased. The only 
other study that varied partial effect sizes of the non-focal predictors is Wu and Becker (2013). 
But they did present comprehensive output, and so it is not possible to say how the bias or MSE 
for a focal slope changes as the relative contribution of non-focal IVs change. 
5.2.8. Research question 8: Diverse covariate sets 
Accuracy for a summary estimate for a focal IV was expected to decline as diversity in 
covariate sets across primary-level models increases. This hypothesis was tested in the third 
simulation study. Although all primary-level studies in the third simulation are based on a 





Figure 8. Four patterns were tested. The fourth pattern was included as a control case, where all 
primary-level studies are correctly specified. The bias and MSE were consistently the lower for 
this missing variable pattern, regardless of other simulation variables. The second-best 
performance was for Pattern I, followed by Pattern III. Both methods lead to similarly small 
degrees of bias when the Identical or MRA method was used, with the MSE for Pattern I always 
equal to or less than the MSE for Pattern III. The lesson here is that the Identical and MRA 
methods appear to work well when there is a subset of studies with the correctly specified model. 
But what does a “correctly specified” model even mean in real-world research settings? The 
answer is not obvious, as many scholars offer competing theories about the correct data 
generating process. Perhaps it is more accurate to say that in real-world research settings, there is 
no such thing as correctly specified models. As Box’s cliché goes: “All models are wrong, but 
some are useful.” This raises questions about how the results for the Identical and MRA methods 
in Patterns I and III (when there is a subset of studies which are correctly specified) generalize to 
real research settings. This is why Pattern II was included as a missing variable pattern.  
All primary-level models are misspecified in Pattern II (see Figure 8). Here, primary 
level-studies incorrectly omit either two or three of the important covariates in the DGP. When 
all the predictors were independent (which could be the case if all studies are experimental and 
focus on estimating the same treatment effect), then the bias and MSE were generally low. But as 
the level of common correlation rose, both the bias and MSE increase rapidly to uncomfortable 
levels. Bias, for example, was as high as 0.20-0.30 on the logit scale in some instances. This was 
true whether the Naïve or MRA method was used.  
 In summary, the effect of covariate diversity decreases the accuracy of a meta-analysis 





an inconsistency for the partial effect size being meta-analyzed – since its distribution is 
conditional on what a primary study controls for. While this lends support to my hypothesis, the 
complex interaction that covariate set diversity has with other simulation parameters is perhaps 
more important. This simulation variable interacted with other simulation variables like 
collinearity, meta-analytic method, and the partial effect size magnitude of the non-focal IVs.  
 Previous meta-analytic simulation studies which varied the number of predictor variables 
used by primary-level studies have generally found that performance declines as covariate 
diversity increases. Keef and Roberts (2004), for example, found that when primary-level studies 
omitted important covariates, the bias in the summary effect for a focal slope increases as well.  
5.2.9. Research question 9: Meta-analytical method 
Simulation study 3 included three different meta-analytic methods for estimating a focal 
slope. The Identical method only synthesized regression slopes from models matching the full 
population DGP. The Naïve method synthesized results while ignoring model specification 
differences. The third method, MRA, uses meta-regression to adjust for covariate differences. I 
hypothesized that the MRA method would perform the best, while the Naïve method would be 
the worst. This hypothesis was largely borne out in the data, although meta-analytic method was 
part of four-way interaction with collinearity, missing variable pattern, and partial effect size 
magnitude for the non-focal IVs. In general, the MRA and Identical methods worked well when 
a subset of primary-level studies included correctly specified models (missing variable Patterns I 
and III), regardless of collinearity or the relative strength of non-focal IVs in the DGP. The naïve 
method tends to work ok when all the predictors are independent, but the bias and MSE rise 
quickly as the level of collinearity goes up. Both the Naïve and MRA methods result in 





Pattern II is more representative of real-world research settings, these findings suggest there are 
limits to meta-analyzing regression slopes when covariate sets are very different. When the 
direction of effects for non-focal IVs are varies (i.e., some have positive and some have negative 
effects on Y), then the bias and MSE appear to be smaller as compared to the case where all non-
focal IVs have the same direction of effect on Y.  
Finding that all three methods work well when collinearity is non-existent (i.e., when 
none of the independent variables covary) is not surprising since the effect of the focal variable 
would be independent of all other variables – so ignoring covariate differences in these cases 
makes for a sound meta-analytical strategy. Furthermore, the good performance of the Identical 
and MRA methods when a subset of studies is correctly specified is straightforward 
mathematically. The intercept parameter of the random effects meta-analytical model becomes 
the effect of the focal X on Y – when the important covariates are controlled for (this fact was 
reviewed thoroughly in both Chapters 3 and 4). In other words, that intercept parameter provides 
a summary effect for the focal slope based on the studies which have correct model 
specifications. The large deterioration in MRA when no studies are correctly specified is a result 
of the fact that the intercept parameter in the meta-analytical model does not have a subgroup of 
studies to condition on which had correctly specified models. In this case, the exact interpretation 
of the intercept in the meta-analytical model is a little unclear, and the performance of the pooled 
slope estimator is far from ideal. 
This dissertation is possibly the first that compared Identical, Naïve, and MRA methods 
in a variety of different contexts (i.e., as the level of collinearity changes and covariate sets 
differ) when meta-analyzing regression slopes. As such, it offers only a starting point in filling in 





different methods. Although in some circumstances (i.e., when there is a subset of correctly 
specified studies), using the Identical or MRA methods of meta-analysis produce an accurate 
solution, these circumstances which produce accurate results are perhaps limited. In the real 
world, covariate specifications will almost certainly vary, as will other factors like 
multicollinearity and other forms of model misspecification like measurement error. This 
research confirms Becker and Wu’s (2007) suspicion that “there will be some limitations to the 
application of the estimation approach shown here when the models used across different studies 
differ widely, and in particular when some suffer from multicollinearity or other forms of 
misspecification” (p. 417).  
5.3. Future directions 
There are a few obvious areas for further exploration in research concerning the synthesis 
of logistic regression slopes. First, all the simulation studies in this dissertation focused on the 
case when the even rate for the outcome was a balanced 50%. Could a more uneven balance for 
Y lead to increasing bias or MSE? Another question is whether it is possible to combine effect 
size estimates into the same meta-analysis when they have been operationalized with different 
instruments. For example, assume depression is the binary outcome. Some scholars could make 
dichotomous measures of depression using either the Beck depression inventory or the center of 
epidemiological studies depression scale. Is it possible to combine slope estimates when Y  is 
measured with different instruments? If different instruments measuring the same construct are 
known to be highly correlated, then it may be possible to meta-analyze the effect sizes together 
and then conduct a moderator analysis to see whether the effect sizes vary systematically with 
measurement method. It is unknown whether such a strategy would work, so it may be safer to 





with different instruments for now. This dissertation only considered the bias and MSE of the 
pooled slope estimator from a random effects meta-analysis model, leaving the variance of this 
estimator unbiased. Making correct statistical inferences requires sound estimation of both the 
parameter and its variance. One avenue that is ripe for future exploration is whether the variance 
of the pooled slope estimator obtained from standard meta-analytical software like the metafor 
package is accurate. Finally, this dissertation is one of the first simulation studies to study the 
meta-analysis of regression slopes when collinearity, missing variable patterns, diversity in 
covariate sets, and magnitudes of non-focal predictors are all varied. There appears to be a 
complex four-way interaction between these factors. More research needs to explore the 
contextual factors where a meta-analysis of regression slopes is reliable.    
5.4. Conclusion 
This dissertation has demonstrated that the meta-analysis of logistic regression slopes is 
feasible, given the list of stringent assumptions outlined in Table 2. In practice, however, the 
third assumption of identical covariate sets is likely to be violated. This dissertation is one of the 
first to systematically explore how having different covariate sets affects a meta-analysis of 
regression slopes – which is the start of clearly delimiting the limits to synthesizing regression 
that Becker and Wu (2007) warned about in the only review article on meta-analyzing regression 
slopes. In short, ignoring model specification differences is likely to result in large biases. Nor is 
meta-regression analysis a panacea; large biases persist when there is no subgroup of studies 
which include “correctly” specified models. The challenge, of course, is that “correctly 
specified” models are a theoretical device, and what this assumption translates into for real-world 





Bearing in mind these limitations and potentially large biases depending on the research 
context, applying meta-analytic methods to a set of logistic regression slopes can still be very 
useful as the applied example demonstrates. At its most basic level, meta-analysis just means 
reappropriating techniques used for primary data analysis (describing the central tendency and 
average degree of dispersion, maybe visualizing the data through a histogram) or using other 
meta-analytic techniques (i.e., creating a forest plot or using a random-effects model to estimate 
the mean effect size across the sample of studies) to describe the distribution of a set of effect 
sizes across studies. These types of meta-analytical strategies make a quantitative, rather than a 
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Appendix A: Calculating effect sizes 
The first step in any meta-analysis is deciding upon an appropriate effect size measure. 
Effect sizes are scale invariant and measure the magnitude or strength of relationship between 
two variables. Synthesis techniques require both the effect size (a point estimate) and its 
variance. This appendix introduces methods to compute various effect size measures as well as 
their variances.  
Effect sizes based on the standardized mean difference 
Usually referred to as the “d family” in a nod to Cohen (1988), the class of effect sizes 
based on means are transformed to the standardized mean difference in each study. For meta-
analyses that focus on a quantitative dependent variable with a binary independent variable 
(often called the treatment variable) this is the effect size of choice. Cohen’s d is the most 
commonly used standardized mean difference statistic. It is simple to calculate, commonly 
reported and, when it is not reported it is easy to calculate from statistics that are provided in 
most studies. Six pieces of information are needed, the mean, variance/standard deviation, and 
sample size for both the treatment and control groups. With all of this information, Cohen’s d is 
computed as follows (Borenstein, Hedges, Higgins & Rothstein, 2009): 




Where 𝑋1 is the mean of the treatment group, 𝑋2 is the mean of the control group, and 𝑠𝑝 is the 
pooled standard deviation, calculated from the variance of the treatment and control groups: 



















Effect sizes based on binary data (2x2 tables) 
Research focusing on dichotomous outcome and treatment variables are often reported in 
primary studies as 2x2 table, as shown in Table 24. This type of data is very common in the 
medical sciences, where the event outcome could be something like cured or not cured, or 
survived or did not survive. There are three main effect sizes used to generate effect sizes from 
binary data, including the risk ratio, odds ratio, and the risk difference (Borenstein et al., 2009). 
Only the odds ratio method is described here. 
The odds ratio is the ratio of two odds. As simple as it sounds, interpreting it is another 
matter as most people do not normally think in terms of odds (unless you gamble a lot!). Odds 
are a ratio in of themselves. For example, if 90 out of 100 patients survive, then the odds of 
survival are 90/10 = 9/1. The odds ratio compares the odds of even occurrence to the odds of 
non-event occurrence. An example of how to compute the odds ratio and its variance are shown 
below.  
Table 25. Example of 2x2 table for categorical 
variables 
 Events Non-events N 
Treated A B n1 
Control C D n2 
Based on the 2x2 table above, the odds ratio (OR) is computed as (Borenstein et al., 2009): 



















Effect sizes based on correlations 
When two continuous variables are of interest, the correlation or r family of effect sizes 





This section introduces synthesis methods for the bivariate correlation statistic; the next section 
introduces methods for computing three different types of partial effect size measures. These 
partial effect size measures are ideal for use when the phenomenon under study is a regression 
parameter.  
When synthesizing correlation statistics, once challenge is that the variance of the 
correlation statistic is intimately related to the size of correlation statistic. The solution is to 
transform the correlation statistic to Fisher’s z scale (Borenstein et al., 2009). The results would 
then be presented after back transforming to the original correlation scale. The sample 
correlation can be transformed to Fisher’s z index by: 




Its variance is approximated by: 




Once the z-transformed correlation statistics has been synthesized, it is usually back-transformed 






Appendix B: Code for applied example 
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