Abstract. The Poisson-Boltzmann (PB) equation describes the electrostatic potential of a biomolecular system composed by a molecule in a solvent. The electrostatic potential is involved in biomolecular models which are used in molecular simulation. In consequence, nding an ecient method to simulate the numerical solution of PB equation is very useful. As a rst step, we establish in this paper a probabilistic interpretation of the nonlinear PB equation with Backward Stochastic Dierential Equations (BSDEs). This interpretation requires an adaptation of existing results on BSDEs.
Introduction
In this paper, we establish a probabilistic interpretation for the solution of the nonlinear Poisson-Boltzmann (PB) equation where and κ are piecewise constant functions from R 3 to (0, +∞), and g is a singular measure. Our probabilistic interpretation consists in the sum of a singular known function and the solution of a particular Backward Stochastic Dierential Equation (BSDE). We prove an existence and uniqueness result for this BSDE by extending to our situation the methodology developed in [BDH + 03] or [Par99] . The PB equation is used to calculate electrostatic energies and forces in molecular simulation. The numerical methods which are already used are Finite Element, Boundary Element or Finite Dierence (cf. [BBC06] for a discussion on these methods). The probabilistic interpretation we state in this work should provide theoretical foundations for the use of BSDEs simulation methods.
In Section 1, we introduce the Poisson-Boltzmann equation in molecular dynamics and underline three diculties we have to face to get a probabilistic interpretation of the nonlinear Poisson-Boltzmann equation.
In Section 2, we recall the probabilistic interpretation of divergence-form operators with discontinuous coefcients in term of SDE with weighted local time.
In Section 3, we very briey introduce BSDEs theory, before giving a general result for the existence and uniqueness of the solution of BSDEs with time-dependent monotonicity (Theorem 3.3), which we apply in order to get a probabilistic interpretation theorem (Theorem 3.5) of the solution of the corresponding Partial Dierential Equation (PDE).
In Section 4, we state our main result (Theorem 4.1). In order to prove it, we state an existence, uniqueness and regularity theorem (Theorem 4.2) for the solution v in H 1 (R d ) to the regularised Poisson-Boltzmann equation. Then we conclude in Section 4.3 by giving the steps of proof for our main result.
The Poisson-Boltzmann equation in Molecular Dynamics
The electrostatic potential of a biomolecular system in a medium of electric permittivity generated by a charge distribution ρ c is given by the Poisson equation (cf. [BBC06] )
We consider a molecule immersed in an aqueous solvent. The charge distribution ρ c can be decomposed as a sum of the molecule contribution ρ m and the solvent contribution ρ s . The contribution of the molecule is modelled by a nite system of charges centred in the positions of the N atoms of the molecule
where q i ∈ R and x i ∈ R 3 are respectively the charge and the position of the ith atom and where δ x is the Dirac distribution at x ∈ R
3
. The solvent contribution is modelled by:
where m is the number of dierent types of ions in the solvent,n j is the number of ions of the type j, z j is the valence of ions of the type j, e c is the elementary charge, k B is the Boltzmann constant, T e is the system temperature and V j models the steric interaction between the ions of the type j and the molecule.
For an electrolyte as NaCl where N = 2 with q 1 = 1 and q 2 = −1, the Poisson equation simplies to give the nonlinear Poisson-Boltzmann equation
Let ; Ω int is supposed to be bounded with a smooth boundary Γ. The dielectric permittivity is represented by a discontinuous function taking two values inside the molecule Ω int (vacuum permittivity) and outside Ω ext (solvant permittivity):
In the following, we study the nonlinear Poisson-Boltzmann equation
(2) hal-00648180, version 3 -1 Mar 2012
where the modied Debye-Hückel parameter . We should emphasize that this approximation requires a hypothesis of low linear charge density as underlined in [BBC06] .
The probabilistic interpretation for the nonlinear PB equation we propose in this paper requires to handle three diculties:
(1) singularity of the source term (cf. Section 2.1); (2) discontinuity of the coecient in the divergence-form operator (cf. Section 2.2); (3) non-linearity of the equation (cf. Section 3).
Remark 1.1. If we suppose e c u(·) much smaller than k B T e , we obtain a linear version of the Poisson-Boltzmann
for which a probabilistic interpretation has been established in [BCMT10] .
2. Handling of the singularity of the source term and the divergence-form operator
In this section, we handle the singularity of the source term and discontinuity of the coecient in the divergence-form operator.
The Poisson-Boltzmann equation with a regularised source terme
The singular source term is handled by writing the solution as a sum of a known singular function and the solution of a regularised equation.
The following regularisation is introduced in [BCMT10] . Let χ be a C ∞ function with a compact support embedded in Ω int , such that χ(x) = 1 for x close to {x 1 , . . . , x N } and G = i G i where
We then study the function v = u − χG which is the solution of
, since the support of χG is in Ω int while κ is null on Ω int . In particular, the functiong is C 
where is a piecewise constant function from R d to (0, ∞) with a smooth discontinuity manifold Γ. We suppose that Ω int is a simply connected set with a boundary Γ of class C ∞ , and that
The smoothness of Γ allows us to construct a mapping π of class C 
Figure 1
dierentiable functions with bounded derivatives of all order up to 2) from a neighborhood N of Γ to Γ such that
where d(x, Γ) denotes the distance of x to Γ. Let n(x) be the unit vector normal to Γ at x ∈ Γ pointing in direction of Ω ext . Finally, let ρ be the signed distance to Γ positive in Ω ext and negative in
which can be extended to the whole Euclidean space R and, for all φ satisfying
the process
It is shown in [BCMT10] that the unique solution of this martingale problem is the law P x of all weak solution
where B is a F In all what follows, we consider B be a standard d-dimensional Brownian motion dened on a probability space (Ω, F, P), where {F} is the natural augmented ltration of B. Let τ be a F t stopping time not necessarily inite, ξ a F τ -measurable random variable and f an application from
, which satises the following properties (h1) (a) f (·, y, z) is progressively measurable for all y and z;
(b) for all r > 0, for all n ∈ N , sup |y| r |f (t, y, 0) − f (t, 0, 0)| ∈ L 1 (]0, n[×Ω, dt ⊗ P); (c) Lipschitz continuity : |f (t, y, z) − f (t, y, z )| K(t) z − z for all t, y, z, z a.s., where K is a progressively measurable positive process which is upper bounded by a constantK, (d) monotonicity : for all t, y, y , z a.s.,
where µ is a progressively measurable process which is upper bounded by a constantμ and lower bounded by a constant µ,
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(e) integrability :
where λ is a progressively measurable process such that, for all t in R
(h2) the nal condition ξ is a F τ -measurable random variable such that
(s)ds ξ,ξ t = E ξ |F t andη are predictable processes such that
Denition 3.2. For a given progressively measurable process λ, the solution
We prove in [Per12] the following existence and uniqueness result of the solution to BSDEs. such that, for all progressively measurable process λ such that
The proof of this theorem follows closely the steps of the proof in [Par99] by adapting them to time dependent coecients.
BSDEs driven by SDEs with weighted local time
be an arbitrary weak solution of the SDE (6). Consider the Forward-Backward SDE (∞, 0, f ), for all t, T , such that for all 0 t T , (H4) monotonicity : for all x, y, y , z a.s.,
where µ is measurable, upper bounded by a constantμ and lower bounded by a constant µ,
where λ is measurable and such that 2µ( 
Sketch of proof. The key arguments of the proof are the following:
• The weak uniqueness of the solution (Ω, F
to the SDE (6) allows one to apply Theorem 4.29 in [JS03] to (Ω, F x , (F x t ) t 0 , P x ) local martingales to get a process Z x t ; t 0 and express them with stochastic integrals
• The uniform ellipticity of allows one to changeZ
The BSDE (8) provides a probabilistic interpretation to elliptic semilinear PDEs driven by the dierential operator L:
Theorem 3.5. Let u belongs to C
Suppose there exists a function r in C 2 , such that ∀x ∈ N ,
and such thatû belongs to C
Then, for all x in R d , the couple u(X The regularised PB equation (Eq. (5)), for d = 3, is associated to the BSDE (∞, 0, f ) of generator given by
where X x t is the solution of the SDE given by Eq. (6), and :
for all t, T as 0 t T . Le us remind a result in [BDH
Theorem 3.7 (Briand and al.) . Under Assumptions (h1-h2) with K, µ and λ constants, there exists a unique solution to the BSDE (τ, ξ, f ). This result does not directly apply to the regularised PB equation (Eq. (5)), on the one hand because of the discontinuities of and on the other hand because assuming (h1d) and (h1e) with µ constant would impose µ 0 and λ > 0. It makes dicult (and wrong in general) the verication of the integrability hypothesis that E ∞ 0
Remark 3.8. We should emphasize that a result for monotone BSDEs (with constant µ = 0) is obtained in [Roy04] , under the strong hypothesis that f (t, 0, 0) ≡ 0 a.s., which is not satised in our case. To prove this result, we need to verify that the unique solution to the regularised Poisson-Boltzmann equation (Eq. (5)) satises the assumptions of Theorem 3.5.
Existence and uniqueness of the solution
In [Per12] we show the following existence and uniqueness theorem of a weak solution in the subset M of There also exists a function r in C
and such thatv Second, we notice that for k in {1, · · · , 3}, v satises:
By using the fact thatκ cosh κ > 0, we can prove in a very similar way as for the proof of Theorem IX.27 by H. Brezis in [Bre83] that ∇u ∈ L ∞ (Ω ext ). 
Conclusion
With this probabilistic interpretation, it should be possible to implement new numerical methods for the Poisson-Boltzmann equation. To this aim, an ecient way to simulate the forward process given by Eq. (6) has to be implemented. With more regularities hypothesis, simulation of a Forward-Backward SDE system can be done by quantication (cf. [DM06] ) or by a combination of Picard's iterations and an adaptive control variable (cf. [GL10] ). However, the adaptation to the PB equation has to be done.
