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Abstract 
In cooperation between a German and a Vietnamese manufacturing laboratory, activities of training for assembly are performed by support of 
motion tracking at similar workplaces. The assembly of bicycle e-hubs is trained with Vietnamese students to check the transfer of assembly 
process knowledge between distant countries. The experimental set-up consists of the remote “teach-in” of assembly instructions, motion 
tracking on workplaces and the evaluation of student’s performance. The applicability of motion tracking vs. traditional paper based 
instructions for initial learning is investigated.  
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1. Introduction 
The transfer of assembly knowledge between companies 
and/or subsidiaries located in distant countries is a big 
challenge. A different qualification level of workers is just one 
example which requires the exchange of workers for training. 
In the Collaborative Research Center 1026 (CRC 1026) at 
Technische Universität Berlin, a research approach is taken, 
focusing on the development of so-called learnstruments [1]. 
Learnstruments are defined as artefacts, automatically 
mediating their functionality to the learner [2] [3]. They 
consist of aspects of cognitive stimulation and emotional 
association with new and existing Information- and 
Communication technologies (ICT) and aim at increasing the 
learning and teaching productivity for sustainable 
manufacturing [4][5]. One example is the Smart-Assembly-
Workplace (SAW). The SAW is designed to convey 
knowledge about the assembly sequence of a bicycle e-hub to 
hardly qualified workers in an intuitive way. Through 
application of additional learning methods, workers shall 
finally be enabled to improve and plan such a workplace by 
their own. The SAW has been replicated to the Assembly and 
Automation laboratory of the Vietnamese-German University 
(VGU) in Ho Chi Minh City, Vietnam.  
This paper firstly describes the concept and implementation 
of the SAW, the worker’s learning path and the online-
connection between the Vietnamese and German one. 
Secondly the initial learning performance of Vietnamese 
students, hardly experienced in assembly, is discussed. One 
group of students assembles e-hubs based on a paper-
instruction and another group is only using the SAW.  
2. State of the art 
Relevant assistance technologies for manual assembly can 
be classified in pick-by-x, tracking-based operator guidance 
and augmented reality.  
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Manifold applications of pick-by-light can be found in 
industry. Lights located at material-boxes are indicating the 
worker where parts need to be taken. Often a display indicates 
the number of parts to be picked. In case the worker is 
informed about the respective action via auditive instructions, 
the concept is called pick-by-voice. Mostly pick-by-light and -
voice is used for commissioning tasks in logistics, however it 
can also be used to indicate the worker on a manual assembly 
station which part needs to be assembled next.  
Tracking-based operator guidance means that the current 
state of assembly of the product is recognized, e.g. via an 
evaluation of a camera picture [6]. An example can be found 
in reference [7]. Based on the detected state of product’s 
finishing, the next assembly step is displayed to the worker. 
Beside the camera, other technologies like infrared or 
ultrasonic allow the determination of the worker’s hands. 
Additional wearables however are required to be tightened at 
the worker [6]. An example for an ultrasonic system can be 
found in reference [8].  
Augmented reality (AR) is defined as human-computer 
interaction tool that overlays computer-generated information 
on the real world environment [9]. Mobile AR-systems 
require the worker to wear a head mounted display where the 
computer generated information is laid over the real view. 
This technology allows displaying required data to the 
worker, depending on the current direction of worker’s view.  
It can be concluded that many technical approaches for 
ICT-based assistance in manual assembly are available in 
research and industry. Pick-by-x approaches are mostly very 
cost intensive and inflexible due to the need of lots of 
hardware. Current developments in tracking-based operator 
guidance are either inflexible due to the effort of teaching-in 
of new product variants or uncomely for worker due to the 
need for additional wearables. AR-technologies are very hard- 
and software intensive [9]. Most of the current AR 
developments so far are laboratory-based implementations. 
Finally, making such technologies widely-used has shown to 
be expensive. 
3. Smart Assembly Workplace and Network 
The SAW consists of a combined working and learning 
environment [10]. The goal finally is to enable initially 
hardly qualified workers to improve and plan a manual 
assembly system by their own. The SAW is equipped with a 
low-cost Kinect® sensor on top of the workplace (see Fig. 1).  
The camera allows the determination of the worker’s 
hand’s position without using markers [11] [12] [13]. The 
usage of the camera permits immediate reaction to the user’s 
actions and even to a certain degree to his current knowledge 
level. 
The working environment consists of a standard, in 
industry widely-used workplace. It comprises bunkers for 
small parts’ storage, tools for assembly and a fixture for the e-
hub. The learning environment basically consists of a 
computer supported instruction (see Fig. 2) and an e-
learning module (see Fig. 4).  
3.1. Computer supported instruction 
The instruction determined to be used by the learners for 
the initial learning of the assembly sequence is shown in Fig. 
2. It contains a short textual description of the assembly task 
and a picture of where to perform the required action.  
The description automatically changes over to the next 
assembly step, as soon as the worker’s action has been 
recognized as valid. In case of wrong actions, the worker is 
being notified by a message box popping up.  
In order to initially set-up an assembly instruction, an 
experienced worker is required for the so-called “teach-in”. 
All work steps for the assembling of e.g. an e-hub are 
recorded based on pictures and the determined position of the 
hands in x, y and z dimensions. Based on the pictures and 
positions of the hands, the experienced worker defines a so-
called knowledge base. It contains the pick and place features 
according to Methods-Time Measurement (MTM) as well as 
so-called event areas. MTM is a system of predetermined 
times [14]. It allows to calculate the target time for a given 
(dis-)assembly task. The time calculation mainly bases on the 
distance and the type of pick and place movements of the 
workers hands. Event areas are the workspace, the bunkers 
and the tools (see Fig. 5). They are determined by the 
experienced worker. In case a hardly qualified worker 
assembles and if his or her hand is detected to enter such an 
event area, the graphical user-interface (see Fig. 2) displays 
Fig. 2. Screenshot of SAW's computer supported instruction: learners view. 
Fig. 1. Smart Assembly Workplace: Assembly sequence of bicycle e-hub is 
automatically mediated to the user. 
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either an error message for a wrong action or the next 
assembly step in case of a correct action. The assembly 
instruction, which finally is shown to the learner, is derived 
from the knowledge base.  
The usage of the SAW not only allows informing the 
worker about e.g. wrong grasps, but also about his or her 
individual work performance. The performance is evaluated 
by comparing the duration of the learner’s assembly actions 
with the predetermined ones. It has been realized by logging a 
time stamp for every detected action of the learner. A 
graphical representation serves the worker for an individual 
evaluation and self-reflection of his or her performance (see 
Fig. 3). The valuation is intended to be displayed only to the 
individual worker on his or her individual user account to 
maintain privacy. The data shown in Fig. 3 are real data of a 
learner, performing 49 repetitions of assembling a bicycle e-
hub. The trend of the learner’s actual time towards the target 
time can be seen. This is called the learning curve. With this 
curve the learning success can be estimated with respect to the 
duration of learning [15]. It typically drops steeply in the 
beginning of learning due to the high level of learning gain.  
 
During the course of (dis-)assembly-time the curve gets 
rather even. The learner has the chance not only to see the 
overall progress of learning but also the data for every single  
(dis-)assembly step in relation to the respective target time.  
3.2. E-learning module 
An e-learning module has been designed. Workers learn 
about the theoretical background of MTM on the example of 
the already known e-hub-assembly (see Fig. 4), in a self-
explanatory manner. MTM has been selected because it is 
widely used in industry to plan manual assembly processes. 
Therefore, application oriented MTM theory has been 
prepared, showing recommendations, hints and questions to 
the learner. A detailed theoretical outline helps the learners to 
solve the interactive questions asked during the course.  
In the final stage of e-learning generic suggestions for 
improvements are displayed to the learner in terms of 
workplace design according to MTM. The e-learning course is 
available for public on www.learnstruments.de [16]. 
3.3. Learning path 
The learning path for reaching the goal of qualifying 
hardly experienced workers to plan a (dis-)assembly system 
by their own is structured into five modules. 
Implicit learning of MTM-code: A hardly skilled worker 
starts assembling with the SAW, whereby an expert already 
taught-in an assembly instruction. As soon as the worker 
accomplished the initial learning stage and strives towards the 
target time, the MTM codes are displayed graphically within 
the assembly instructions (see field “UAS” [Universal 
Analysis System] in Fig. 2, showing “AC3”). Through 
implicit learning, the worker should build up an understanding 
about the composition and meaning of the particular code. 
Implicit learning means in this context to unconsciously build 
up knowledge.  
Individual analysis of worker’s performance: During 
assembly, learners can explore their individual performance in 
reference to the target time (see chapter 3.1). Individual work 
actions, e.g. step two: grasp a part, can be analyzed 
throughout all repetitions in detail. This analysis serves the 
worker as orientation towards possible improvements of the 
workplace design.  
Self-guided e-learning about MTM: Hereafter the learner 
can explore the theoretical background of MTM in a self-
dependant manner on the website www.learnstruments.de (see 
chapter 3.2). The last part of the e-learning contains generic 
suggestions for improvements of manual workplaces. 
Workers shall create ideas for improvement of their own, 
individual (dis-)assembly workplace.  
Individual improvement of the assembly workplace 
according to MTM: An online-ambassador system that 
provides distant learning via online communication enables 
the learner to enhance his or her knowledge further in order to 
improve and plan work systems according to MTM. Learners 
can “call” experts via online conferences and discuss 
individually about possible improvements. The ambassador 
(expert) can access the camera mounted on top of the 
learners’ workplace. If he or she is willing to share his / her 
individual performance with the ambassador for the 
Fig. 3. Representation of workers individual performance. X-axis shows the 
total repetitions of assembly, left y-axis shows the workers actual time of the 
respective repetition (continuous line) and the target time according to MTM 
(dashed line), the right y-axis the number of wrong actions.  
Fig. 4. Screenshot of the MTM e-learning platform www.learnstruments.de.  
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determination of possible improvements of the workplace, the 
trainer mode can be activated by the learner. This allows the 
ambassador to access the performance profile of the learner 
and thus to discuss upon a quantitative basis.  
“Teach-in” of new assembly instruction: In case the 
learner changes the layout of the workplace, the knowledge 
base needs to be updated. In most of the cases the effort to 
create a new knowledge base is less than manipulating the 
current one. Therefore the learner can use an intuitive 
interface and determine all the necessary (dis-)assembly steps 
in order to build up a new instruction. He / she can finally 
become an ambassador who takes responsibilities for new 
learners.  
3.4. Automated work step recognition  
The task of the automated work step recognition is to 
determine the current work step the human is performing. It is 
essential that the recognition time is short, as the system is 
required to provide immediate feedback [17]. To support 
distant learning, the method is required to be easily 
transferable to different workplace layouts. Users shall not 
need to wear additional equipment which potentially limits 
the freedom of movement. 
As hardware, a Microsoft Kinect® sensor, which is a cost 
efficient depth camera, specialized on human motion analysis, 
is used [18] [19]. The Kinect can acquire image data with 
roughly 30 frames per second, which is considered as 
sufficient for capturing also quick assembly movements. This 
device acquires colored (resolution: 640 x 480) and depth 
images (resolution: 320 x 240) of the workplace.  
When a learner assembles a product at the SAW, the 3D 
position of his or her hands is detected in every image frame. 
Based on the position of the hands it is checked whether an 
event zone has been triggered (see Fig. 5, left hand). If this is 
the case, the system checks whether the correct hand triggered 
the corresponding event zone according to the work 
description. Afterwards, the graphical user interface displays 
the next work step (see Fig. 2). If the learner triggered the 
wrong one, feedback via the graphical user interface is 
provided in the sense that a message box pops up, making the 
learner aware of the wrong action.  
An algorithm operating on the Kinect sensor determining 
the positions of the worker’s hands in the 3D-environment has 
been developed. The key idea is to successively reduce the 
space where the hands possibly could lie: 
x Discard the region which does not belong to the table. 
Hands are only tracked when they are in the work space 
(see Fig. 6 top right). 
x Detect the human in the image. This is done by subtracting 
the values of depth image containing only the workplace 
from the one containing a human. The hands must be 
located where the human is (see Fig. 6 bottom left). 
x Detect the skin regions within the human pixels. This is 
realized by analyzing the color image. The hand 
coordinates are expected to be in one of the skin regions 
(see Fig. 6 bottom right).  
x Assign hand labels to the skin region.  
x Having detected the regions of the hands, the algorithm 
checks the proportional area located in the event zone. If 
the value exceeds 40% of the region’s pixels the zone is 
triggered.  
3.5. Interconnected SAWs 
To date, two SAWs exist. One is located in the laboratory 
of the production technology center of Technische Universität 
Berlin, Germany, and the second one in the Assembly and 
Automation laboratory of the Vietnamese-German-University 
in Ho Chi Minh City, Vietnam. They are connected via 
internet for two purposes: online-ambassador system and 
sharing of the knowledge bases. The online-ambassador 
system has been described in the previous chapter 3.3. The 
need for the online connection bases upon the situation, that a 
SAW incl. tools and equipment was available in Vietnam, but 
no experienced worker. Therefore the team decided to use the 
ambassador-system in order to tell one hardly experienced 
user what assembly steps to perform one after each other. The 
corresponding pictures and the event zones have been 
transferred from the Vietnamese to the German SAW, where 
Fig. 5. Visualization of event zones: bunkers, tools and workspace. 
Fig. 6. The hand tracking algorithm successively removes regions 
which are not relevant for the determination of the hand’s position. 
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the experienced worker created the knowledge base. This has 
been transferred back to the Vietnamese SAW.  
A direct transfer of original knowledge bases is hardly 
possible, since the layout of the German and Vietnamese 
workplaces is slightly different. This would have implications 
on the event zones. Finally it can be stated that the assembly 
description of the Vietnamese SAW has been created at the 
German SAW on the basis of data gathered via the 
ambassador system from the Vietnamese one.  
4. Experiments  
4.1. Setup  
An experiment with students and staff from the 
Vietnamese-German University has been conducted. The 
purpose of the study was to compare the teaching 
effectiveness of the SAW in comparison to traditional 
teaching methods for the initial learning. Training times for an 
assembly process based on printed instructions (PI) including 
pictures have been compared with the instructions from the 
SAW (SAWI). The participant set was divided into two 
groups. Both perform 25 repetitions of the assembly of the 
same bicycle e-hub. Group one is guided by the PI. Each 
participant of group two assembles the same product using the 
SAWI. Both of the assembly instructions have been created in 
Germany and transferred to Vietnam. To avoid learning 
effects which would distort the result, each participant 
belongs to just one group. In order to determine the required 
group size (samples), a power analysis using the tool 
G*Power [20] has been conducted. The power analysis takes 
an expected effect size (in this case: the absolute difference of 
training times of PI and SAWI group) and outputs the 
required number of participant to prove the effect. If a high 
effect is expected (the durations significantly differ from each 
other) then 21 participants are needed per group. If the effect 
is expected to be low, 310 participants are required. Due to 
the limited availability of participants, the group size has been 
set to 21. Hence, only bigger sized effects can potentially be 
proven. The following work flow has been agreed upon: 
x The time is recorded as soon as the participant enters the 
workplace. This also includes the reading time for the 
instructions. 
x Each participant performs the assembly task 25 times. The 
duration of assembling an e-hub is measured and the 
number of errors in assembly sequence is counted. 
x After the learner finished the experiment, he / she fills out 
a questionnaire regarding prior experience with assembly, 
computer systems and an estimation of his / her mental 
load during assembly. 
The questionnaire has been designed in order to find out 
whether the performance results correlate more to prior 
experience than to the respective mode of assembly 
instruction. The questions concerning mental load are taken 
from the Nasa TLX questionnaire [21], which is a standard 
questionnaire to determine physical and mental load of tasks.  
4.2. Results and discussion 
The results are visualized in Fig. 7. Note that the reading 
time for the instructions in the PI group has not been included 
as there is no equivalent for the SAWI group. The graph 
indicates that the assembly time in the PI group is 
significantly lower than in the SAWI group. Additionally, the 
mean error rate in the PI group is much lower (0.3 vs 2.2). An 
evaluation of the questionnaires indicates that the groups 
consist of participants with similar experience in assembly 
and computers. This leads to the conclusion that the result 
might be independent from prior experience and technological 
affinity of participants. Additionally, a t-test is used to 
determine the statistical significance of the results. The null-
hypothesis has been set as: “the training time using the SAW 
is lower than using traditional written instructions with 
pictures”. In this test, the overall learning time is considered, 
which includes the reading time for the printed instructions. 
Even including this time, the mean training time using printed 
instructions is significantly lower (t = 7.5s, p-value = 7e-9). 
An analysis of observations during the experiment reveals 
two main reasons for the outcomes. Firstly, it has been 
reported by participants that the hand tracking often fails to 
correctly locate the hands either outputting the wrong location 
or completely missing them. This error occurs when 
illumination conditions vary, making the algorithm not able to 
detect skin color. Moreover, the transfer of the workplace 
layout is prone to errors leading to regions belonging to the 
table in Vietnam being discarded by the algorithm. Some 
participants stated that frequent occurring tracking errors have 
irritated them, leading to reduced concentration. 
Secondly, the short textual instructions at the SAW (see 
Fig. 2) have been designed to be easily and quickly readable. 
However, this leads to the problem that detailed information 
are missing. For example, the participants did not know in 
which direction to put the motor into the casing body. The 
images in the SAWI are generated by the Kinect sensor. It has 
the advantage that they can automatically be created and 
integrated into the SAWI. However, an image taken from a 
Fig. 7. Assembly time for each trial. The dashed line represents the target 
time according to MTM. 
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different perspective than from top would have been more 
precise for the learners.  
5. Summary and Outlook  
This paper firstly describes the concept and implementation 
of the SAW. The need for the SAW has mainly been derived 
based on the high price for current assistance technologies in 
manual assembly and its static application. Consisting of a 
combined learning and working environment, the SAW is 
designed to mediate knowledge on assembly planning to 
unskilled users. A test with 42 Vietnamese participants has 
been conducted, comparing the time for initial learning for the 
assembly of bicycle e-hubs based on classical PI and the 
SAWI. Results show that the average learning time for 
assembling with PI is significantly lower. This unexpected 
result can be drawn back firstly to a lack of the robustness of 
hand tracking under different illumination conditions and 
technical challenges in the transfer of assembly descriptions. 
Secondly the graphical representation of the individual 
assembly step from a top-perspective proved to be not 
sufficient for building up users understanding of how to 
assemble the parts. However, the live-feedback with respect to 
the correct assembly sequence and the possibility to 
automatically observe the time in comparison with the 
traditional approach of assembling according to a paper-based 
instruction showed to be one key benefit of using the SAW. 
Further research is necessary with respect to the above 
mentioned challenges. A further study, focusing on the 
evaluation of the learning content for workplace design is 
planned.  
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