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Abstract
For a stochastic differential equation driven by a fractional Brownian motion with Hurst
parameter H > 1
2
it is known that the classical Euler scheme has the rate of convergence 2H−1.
In this paper we introduce a new numerical scheme which is closer to the classical Euler scheme
for diffusion processes, in the sense that it has the rate of convergence 2H − 1
2
. In particular,
the rate of convergence becomes 1
2
when H is formally set to 1
2
(the rate of Euler scheme for
classical Brownian motion). The rate of weak convergence is also deduced for this scheme. The
main tools are fractional calculus and Malliavin calculus. We also apply our approach to the
classical Euler scheme.
Keywords. Fractional Brownian motion, Euler scheme, fractional calculus, Malliavin calculus,
stochastic differential equations, strong convergence, weak convergence, rate of convergence.
1 Introduction
Consider the following stochastic differential equation on Rd
Xt = X0 +
∫ t
0
b(Xs)ds +
m∑
j=1
∫ t
0
σj(Xs)dB
j
s
= X0 +
∫ t
0
b(Xs)ds +
∫ t
0
σ(Xs)dBs t ∈ [0, T ] , (1.1)
where B = (B1, . . . , Bm) is an m-dimensional fractional Brownian motion with Hurst parameter
H ∈ (12 , 1) and b, σ1 , . . . , σm : Rd → Rd are continuous mappings. The above stochastic integrals
are of path-wise Riemann-Stieltjes type. If σ1, . . . , σm are continuously differentiable and their
partial derivatives are bounded and locally Ho¨lder continuous of order δ > 1H − 1 and b is Lipschitz,
then the above equation (1.1) has a unique solution and the solution is Ho¨lder continuous of order
γ > 0 for any γ < H. This result was proved first by Lyons [7] using Young integrals (see [15]) and
p-variation estimates, and later by Nualart and Rascanu [13] using fractional calculus (see [16]).
We are interested in the numerical approximations for the solution to Equation (1.1). For
simplicity of the presentation we consider uniform partitions of the interval [0, T ], ti = i
T
n = ih,
i = 0, . . . , n. For every positive integer n, we define η(t) = ti when ti ≤ t < ti+ h, and ǫ(t) = ti + h
if ti < t ≤ ti+h. The following Euler numerical approximation scheme has been previously studied
Xnt = X0 +
∫ t
0
b(Xnη(s))ds +
∫ t
0
σ(Xnη(s))dBs, t ∈ [0, T ]. (1.2)
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This scheme can also be written as
Xnt = X
n
tk
+ b(Xntk)(t− tk) +
m∑
j=1
σj(Xntk )(B
j
t −Bjtk) , tk ≤ t ≤ tk+1 , k = 0, 1, . . . , n− 1 .
It was proved by Mishura [9] that for any ǫ > 0 there exist a random variable Cǫ such that almost
surely,
sup
0≤t≤T
|Xnt −Xt| ≤ Cǫn1−2H+ǫ .
This means that this approximation scheme has the rate of convergence 2H − 1. Moreover, the
convergence rate n1−2H is also sharp for this scheme, in the sense that n2H−1[Xnt −Xt] converges
almost surely to a finite and nonzero limit. This has been proved in the one-dimensional case by
Nourdin and Neuenkirch [10] by using the Doss representation of the solution (see also Theorem
6.1 below). Notice that if H = 12 , then 2H − 1 = 0, which means that Xnt does not converge to
Xt. This is not surprising. In fact, if H is formally set to be
1
2 (standard Brownian motion case),
then it is well-known from the classical results of numerical approximations (see [3], [5]) that Xnt
converges to X˜t which is the solution to the following Itoˆ stochastic differential equation
X˜t = X0 +
∫ t
0
b(X˜s)ds +
∫ t
0
σ(X˜s)δWs
= X0 +
∫ t
0
b(X˜s)ds +
∫ t
0
σ(X˜s)dWs − 1
2
∫ t
0
m∑
j=1
(∇σjσj)(X˜s)ds . (1.3)
In the above and throughout this paper, d denotes the Stratonovich integral and δ denotes the Itoˆ
integral. Moreover, ∇σj denotes the d×d matrix
(
∂σi,j
∂xk
)
1≤i,k≤d
. However, in the case whereH = 12 ,
Equation (1.1) becomes the Stratonovich equation Xt = X0 +
∫ t
0 b(Xs)ds+
∫ t
0 σ(Xs)dWs driven by
a standard Brownian motion W , whose solution will then not be the limit of Xnt .
From the above we see that the numerical scheme (1.2) has a completely different rate of con-
vergence than the Euler-Maruyama scheme (see [3], [5]) for classical Brownian motion. It is then
natural to ask the question: how to construct a numerical scheme analogous to the Euler-Maruyama
scheme? In particular, we need the convergence rate of this new scheme to be 12 when H is formally
set to be 12 . This paper will answer this question. We shall introduce and study a new approx-
imation scheme, which can be viewed as an authentical modified version of the Euler-Maruyama
scheme (1.2).
To obtain the new numerical scheme, we rewrite the equation (1.1) on the interval tk ≤ t ≤ tk+1
as
Xt = Xtk +
m∑
j=1
∫ t
tk
σj(Xs)dB
j
s , tk ≤ t ≤ tk+1,
where we assume b = 0 for simplicity. Then, the chain rule for the Young’s integral yields for any
s ≥ tk
σj(Xs) = σ
j(Xtk) +
m∑
l=1
∫ s
tk
∇σj(Xu)σl(Xu)dBlu .
2
Hence,
Xt = Xtk +
m∑
j=1
∫ t
tk
σj(Xtk)dB
j
s +
m∑
j,l=1
∫ t
tk
∫ s
tk
∇σj(Xu)σl(Xu)dBludBjs
= Xtk +
m∑
j=1
∫ t
tk
σj(Xtk)dB
j
s +
m∑
j=1
∫ t
tk
∫ s
tk
∇σj(Xtk )σj(Xtk)dBjudBjs
+
m∑
j=1
∫ t
tk
∫ s
tk
[∇σj(Xu)σj(Xu)−∇σj(Xtk)σj(Xtk)] dBjudBjs
+
∑
j 6=l
∫ t
tk
∫ s
tk
∇σj(Xu)σl(Xu)dBludBjs
= Xtk +
m∑
j=1
σ(Xtk )(B
j
t −Bjtk) +
1
2
m∑
j=1
∇σj(Xtk )σj(Xtk)(t− tk)2H
+Rk,n(tk, t) , tk ≤ t ≤ tk+1 , (1.4)
where
Rk,n(tk, t) =
∑
j 6=l
∫ t
tk
∫ s
tk
∇σj(Xu)σl(Xu)dBludBjs
+
m∑
j=1
∫ t
tk
∫ s
tk
[∇σj(Xu)σj(Xu)−∇σj(Xtk )σj(Xtk)] dBjudBjs
+
1
2
m∑
j=1
∇σj(Xtk)σj(Xtk )
[(
Bjt −Bjtk
)2
− (t− tk)2H
]
.
Now we obtain our new numerical scheme by throwing away the higher order stochastic term
Rk,n(tk, t) in (1.4). More precisely, the new approximation scheme (including the term b) is defined
by
Xnt = X0+
∫ t
0
b(Xη(s))ds+
∫ t
0
σ(Xnη(s))dBs+H
m∑
j=1
∫ t
0
∇σj(Xnη(s))σj(Xnη(s))(s−η(s))2H−1ds, (1.5)
or
Xnt = X
n
tk
+ b(Xntk)(t− tk) +
m∑
j=1
σ(Xntk )(B
j
t −Bjtk) +
1
2
m∑
j=1
∇σj(Xntk)σj(Xntk)(t− tk)2H
for any t ∈ [tk, tk+1]. Notice that, taking into account (1.3), if we take H = 12 and replace B by
a standard Brownian motion W , this is the classical Euler scheme for the Stratonovich stochastic
differential equation
Xt = X0 +
∫ t
0
b(Xs)ds +
∫ t
0
σ(Xs)dWs.
For this numerical scheme we shall prove
sup
0≤t≤T
(
E|Xt −Xnt |2
) 1
2 ≤

Cn−(2H−
1
2
) if 12 < H <
3
4 ,
Cn−1
√
log n if H = 34 ,
Cn−1 if 34 < H < 1.
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The proof of this result combines the techniques of Malliavin calculus with classical fractional
calculus. The main idea is to express the path-wise Riemann Stieltjes integral appearing in (1.1)
and in (1.3) as the sum of a Skorohod integral plus a correction term which involves the trace of
the Malliavin derivative. A key ingredient in the study of the numerical schemes is the asymptotic
behavior of weighted quadratic variations. We refer to [11] for a discussion on the asymptotic
behavior of general Hermite weighted variations. On the other hand, we make use of uniform
estimates for the moments of all orders of the processes X, Xn and their first and second order
Malliavin derivatives, which can be obtained using techniques of fractional calculus, following the
approach used, for instance, by Hu and Nualart in [4].
We also obtain a weak approximation result for our new numerical scheme. In this case, the rate
is of the order n−1 for all values ofH. More precisely, we are able to show that n [E(f(Xt))− E(f(Xnt ))]
converges to a finite non zero limit which can be explicitly computed. Finally, let us mention the
fact that the techniques of Malliavin calculus also allows us to provide an alternative and simpler
proof of the fact that the rate of convergence of the numerical scheme (1.2) is of the order n1−2H and
this rate is optimal, extending to the multidimensional case the result by Neuenkirch and Nourdin
[10]. The Malliavin calculus technique has first been introduced to the study of weak approximation
by Kohatsu-Higa in [6].
In the case 14 < H <
1
2 the stochastic differential equation (1.1) can be solved using the theory
of rough paths introduced by Lyons (see[8]). There are also a number of results on the rate of
convergence of Euler-type numerical schemes in this case (see, for instance, the paper by Deya,
Neuenkirch and Tindel [1] for a Milstein-type scheme without Le´vy area in the case 13 < H <
1
2 ,
and the monograph by Friz and Victoir [2]).
The paper is organized as follows. The next section contains some basic material on fractional
calculus and Malliavin calculus that will be used along the paper. In Section 3 we derive the
necessary estimates for the uniform and Ho¨lder norms of the processes X, Xn and their first and
second Malliavin derivatives. In Section 4 we prove our main result on the rate of convergence in L2
for the numerical scheme (1.5). The weak approximation result is discussed in Section 5. In Section
6 we deal with the numerical scheme (1.2). In the last section, we prove some auxiliary results. To
simplify the presentation, we shall set b(x) = 0, and our results can be easily extended to the case
where the equation includes a drift term.
2 Preliminaries
Let B = {(B1t , . . . , Bmt ), t ∈ [0, T ]} be an m-dimensional fractional Brownian motion (fBm) with
Hurst parameter H ∈ (12 , 1), defined on a complete probability space (Ω,F ,P). Namely, B is a
mean zero Gaussian process with covariance
E(B itB
j
s ) =
1
2
(t2H + s2H − |t− s|2H)δij ,
for all s, t ∈ [0, T ], where δ is the Kronecker delta function.
2.1 Elements of fractional calculus
In this subsection we introduce the definitions of the fractional integral and derivative operators
that will be used to estimate path-wise Riemann Stieltjes integrals.
Let a, b ∈ [0, T ] with a < b. Let β ∈ (0, 1). We denote by Cβ(a, b) the space of β-Ho¨lder
continuous functions on the interval [a, b]. For a function x : [0, T ] → R, ‖x‖a,b,β denotes the
β-Ho¨lder norm of x on [a, b], that is,
‖x‖a,b,β = sup
{ |xu − xv|
|u− v|β ; a ≤ u < v ≤ b
}
.
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We recall that for each n ≥ 1 and i = 0, . . . , n, we set ti = iTn = ih and we define η(t) = ti when
ti ≤ t < ti + h. We will also make use of the following seminorm:
‖x‖a,b,β,n = sup
{ |xu − xv|
|u− v|β ; a ≤ u < v ≤ b, η(u) = u
}
.
We will denote the supnorm of x on the interval [a, b] as ‖x‖a,b,∞. When a = 0 and b = T , we will
simply write ‖x‖∞ and ‖x‖β .
Let f ∈ L1([a, b]) and α > 0. The left-sided and right-sided fractional Riemann-Liouville
integrals of f of order α are defined for almost all t ∈ (a, b) by
Iαa+f(t) =
1
Γ(α)
∫ t
a
(t− s)α−1f(s)ds
and
Iαb−f(t) =
(−1)−α
Γ(α)
∫ b
t
(s− t)α−1f(s)ds,
respectively, where (−1)α = e−iπα and Γ(α) = ∫∞0 rα−1e−rdr is the Gamma function. Let Iαa+(Lp)
(resp. Iαb−(L
p)) be the image of Lp([a, b]) by the operator Iαa+ (resp. I
α
b−). If f ∈ Iαa+(Lp) (resp.
f ∈ Iαb−(Lp)) and 0 < α < 1 then the fractional Weyl derivatives are defined as
Dαa+f(t) =
1
Γ(1− α)
(
f(t)
(t− a)α + α
∫ t
a
f(t)− f(s)
(t− s)α+1 ds
)
(2.1)
and
Dαb−f(t) =
(−1)−α
Γ(1− α)
(
f(t)
(b− t)α + α
∫ b
t
f(t)− f(s)
(s− t)α+1 ds
)
, (2.2)
where a ≤ t ≤ b.
Suppose that f ∈ Cλ(a, b) and g ∈ Cµ(a, b) with λ + µ > 1. Then, according to [15], the
Riemann-Stieltjes integral
∫ b
a fdg exists. The following proposition can be regarded as a fractional
integration by parts formula, and provides an explicit expression for the integral
∫ b
a fdg in terms of
fractional derivatives. We refer to [16] for additional details.
Proposition 2.1 Suppose that f ∈ Cλ(a, b) and g ∈ Cµ(a, b) with λ + µ > 1. Let λ > α and
µ > 1− α. Then the Riemann-Stieltjes integral ∫ ba fdg exists and it can be expressed as∫ b
a
fdg = (−1)α
∫ b
a
Dαa+f(t)D
1−α
b− gb−(t)dt,
where gb−(t) = g(t)− g(b).
For any integer k ≥ 1, we denote by Ckb (Rd;RM ) the space of k times continuously differentiable
functions f : Rd → RM which are bounded together with their first k partial derivatives. Also
C∞b (R
d;RM ) is the space of infinitely differentiable functions which are bounded together with all
their partial derivatives. If M = 1 we simply write Ckb (R
d) and C∞b (R
d).
2.2 Elements of Malliavin calculus
Let us introduce some basic notation and results on the Malliavin calculus of variations with respect
to the m-dimensonal fBm B. We refer to Nualart [12] for a complete presentation of these notions.
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Let H be the Hilbert space defined as the closure of the set of step functions on [0, T ] with respect
to the scalar product
〈1[0,t],1[0,s]〉H =
1
2
(t2H + s2H − |t− s|2H).
The space L
1
H ([0, T ]) is continuously embedded into H, and for φ,ψ ∈ L 1H ([0, T ]) the scalar product
in H can be expressed as
〈φ,ψ〉H = αH
∫ T
0
∫ T
0
φ(s)ψ(t)|t − s|2H−2dsdt,
where αH = H(2H − 1).
Let S be the set of smooth and cylindrical random variables of the form
F = f (Bs1 , . . . , BsN ) ,
where N ≥ 1 and f ∈ C∞b
(
R
m×N). The derivative operator is defined in S as the Hm-valued
random variable such that for j = 1, . . . ,m and for t ∈ [0, T ]
DjtF =
N∑
i=1
∂f
∂xi,j
(Bs1 , . . . , BsN )1[0,si](t).
We can iterate this expression and get higher order derivatives Dj1t1 · · ·D
jk
tk
. For any p ≥ 1, we define
the Sobolev space Dk,p as the closure of S with respect to the seminorm
‖F‖pk,p = E [|F |p] + E
 k∑
l=1
 m∑
j1,...,jl=1
∥∥Dj1 · · ·DjlF∥∥2H⊗l

p
2
 .
We can also fix j = 1, . . . ,m and introduce the Sobolev space Dj,k,p of random variables which are
k times differentiable with respect to the one-dimensional fBm Bj. That is, Dj,k,p is the completion
of S with respect to the seminorm
‖F‖pj,k,p = E [|F |p] + E
[
k∑
l=1
∥∥Dj · · ·DjF∥∥pH⊗l
]
.
Clearly ∩mj=1Dj,k,p = Dk,p.
For any j = 1, . . . ,m we denote by δj the adjoint of the derivative operator Dj . That is, the
domain of δj in L2 is a subspace of L2(Ω;H) and for any u ∈ Domδj and F ∈ Dj,1,2 the following
duality relationship holds
E
(〈u,DjF 〉H) = E(δj(u)F ).
Then, δj(u) is also called the Skorohod integral of u with respect to the fBm Bj and we use the
notation δj(u) =
∫ T
0 u
j
tδB
j
t .
Suppose that u = {ut, t ∈ [0, T ]} is a stochastic process whose trajectories are Ho¨lder continuous
of order γ > 1−H. Then, for any j = 1, . . . ,m, the path-wise Riemann-Stieltjes integral ∫ T0 utdBjt
exists by the results of Young [15]. On the other hand, if u ∈ Dj,1,2(H) and the derivative Djsut
satisfies almost surely∫ T
0
∫ T
0
|Djsut||t− s|2H−2dsdt <∞,
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and E
(
‖Du‖2
L
1
H ([0,T ]2)
)
<∞, then (see Proposition 5.2.3 in [12]) we can write
∫ T
0
utdB
j
t =
∫ T
0
utδB
j
t + αH
∫ T
0
∫ T
0
Djsut|t− s|2H−2dsdt. (2.3)
Let p > 1, and u ∈ Dj,1,p(H). The following inequality gives an estimate of Lp norm of the Skorohod
integral of u with respect to the fBm Bj (see Proposition 1.5.8 in [12])
E
(∣∣∣ ∫ T
0
utδB
j
t
∣∣∣p) ≤ Cp [‖E(ut)‖p
L
1
H ([0,T ])
+ E
(
‖Djsut‖p
L
1
H ([0,T ]2)
)]
. (2.4)
For simplicity, in the remaining part of this section we assume m = 1. For every n ≥ 1, let Hn
be the nth Wiener chaos of B, that is, the closed linear subspace of L2(Ω,F ,P) generated by the
random variables {Hn(B(h)), h ∈ H, ‖h‖H = 1}, where for an integer n ≥ 2, we denote by Hn the
Hermite polynomial with degree n defined by
Hn(x) =
(−1)n
n!
e
x2
2
dn
dxn
(e−
x2
2 ).
The mapping In(h
⊗n) = n!Hn(B(h)) provides a linear isometry between the symmetric tensor
product H⊗˜n (equipped with the modified norm ‖ · ‖H⊗˜n = 1√n!‖ · ‖H⊗n) and Hn. The following
duality formula holds
E(FIn(h)) = E(〈DnF, h〉H⊗n), (2.5)
for any element h ∈ H⊗˜n and any random variable F ∈ Dn,2, and where DnF denotes the nth
iteration of the derivative operator.
Let {ek, k ≥ 1} be a complete orthonormal system in H. Given f ∈ H⊗˜n and g ∈ H⊗˜m, for
every r = 0, . . . , n ∧m, the contraction of f and g of order r is the element of H⊗(n+m−2r) defined
by
f ⊗r g =
∞∑
k1,...,kr=1
〈f, ek1 ⊗ · · · ⊗ ekr〉H⊗r ⊗ 〈g, ek1 ⊗ · · · ⊗ ekr〉H⊗r .
We denote the symmetrization of f ⊗r g by f⊗˜rg ∈ H⊗˜(n+m−2r). We have the following product
formula for multiple stochastic integrals. If f ∈ H⊗˜n and g ∈ H⊗˜m, then
In(f)Im(g) =
n∧m∑
r=0
r!
(
n
r
)(
m
r
)
In+m−2r(f⊗˜rg). (2.6)
Throughout the paper, we will assume that β and α satisfy 12 < β < H and
1
2 > α > 1 − β.
Also, C and k will represent constants that are independent of the n and whose value may change
from line to line.
3 Estimates of the processes Xn, X and their Malliavin derivatives
In this section, we will consider the case when m = 1 in order to simplify the notation. All results
developed here can be generalized to general case m > 1. In the case m = 1, σ : Rd → Rd. Recall
that α and β are two numbers such that 12 < β < H and
1
2 > α > 1− β.
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3.1 Uniform and Ho¨lder estimates for Xn and X
Our first result are uniform and Ho¨lder bounds for the process Xn defined in (1.5).
Proposition 3.1 Let Xn be the process defined in (1.5). Assume σ ∈ C1b (Rd;Rd). Then there exist
positive constants k and k′ depending on α, β, H, T , ‖σ‖∞ and ‖∇σ‖∞, such that, almost surely,
‖Xn‖∞ ≤ |X0|+ k
(
‖B‖
1
β
β + 1
)
, (3.1)
and
‖Xn‖β ≤ k′
(
‖B‖
1
β
β + 1
)
. (3.2)
Proof: We first prove (3.1). Fix s, t ∈ [0, T ] such that s = η(s) and s ≤ t. By the definition of Xn,
we can write∣∣∣Xnt −Xns ∣∣∣ ≤ ∣∣∣∣∫ t
s
σ(Xnη(r))dBr
∣∣∣∣+H ∣∣∣∣∫ t
s
(∇σσ)(Xnη(r))(r − η(r))2H−1dr
∣∣∣∣ .
From Lemma 7.1 and using r − η(r) ≤ r − s, we obtain∣∣∣Xnt −Xns ∣∣∣ ≤ k1‖B‖β‖σ‖∞(t− s)β + k3‖B‖β‖∇σ‖∞‖Xn‖s,t,β,n(t− s)2β
+
1
2
‖∇σ‖∞‖σ‖∞(t− s)2H ,
where k1 and k3 are the constants appearing in Lemma 7.1. Dividing both sides by (t− s)β we get
|Xnt −Xns |
(t− s)β ≤k1‖B‖β‖σ‖∞ + k3‖B‖β‖∇σ‖∞‖X
n‖s,t,β,n(t− s)β
+
1
2
‖∇σ‖∞‖σ‖∞(t− s)2H−β.
Notice that the above equality is still true if we replace s, t by s′, t′, where s ≤ s′ ≤ t′ ≤ t, s′ = η(s′).
Therefore, we can write
‖Xn‖s,t,β,n ≤k1‖B‖β‖σ‖∞ + k3‖B‖β‖∇σ‖∞‖Xn‖s,t,β,n(t− s)β
+
1
2
‖∇σ‖∞‖σ‖∞(t− s)2H−β.
We can assume that ‖∇σ‖∞ 6= 0 otherwise the inequality (3.1) is straightforward. Let us define
∆ = 1 ∧ (2k3‖B‖β‖∇σ‖∞)−
1
β . (3.3)
Then we have k3‖B‖β‖∇σ‖∞∆β ≤ 12 and, as a consequence, if s, t ∈ [0, T ] satisfy s ≤ t, s = η(s)
and t− s ≤ ∆, we obtain
‖Xn‖s,t,β,n ≤ k1‖B‖β‖σ‖∞ + 1
2
‖Xn‖s,t,β,n + 1
2
‖∇σ‖∞‖σ‖∞(t− s)2H−β,
and thus
‖Xn‖s,t,β,n ≤ 2k1‖B‖β‖σ‖∞ + ‖∇σ‖∞‖σ‖∞(t− s)2H−β . (3.4)
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Furthermore, we have
‖Xn‖s,t,∞ ≤|Xns |+ ‖Xn‖s,t,β,n(t− s)β
≤|Xns |+ ‖σ‖∞(2k1‖B‖β + ‖∇σ‖∞∆2H−β)∆β
≤|Xns |+ k5,
(3.5)
where k5 =
k1
k3
‖∇σ‖−1∞ ‖σ‖∞ + ‖∇σ‖∞‖σ‖∞ and the last inequality is obtained by observing that
∆β ≤ (2k3‖B‖β‖∇σ‖∞)−1 and ∆ ≤ 1.
If ∆ > 2Tn , we divide the interval [0,m
∆
2 ] ⊂ [0, T ] into m = ⌊2T∆ ⌋ intervals of length ∆2 . Here
⌊2T∆ ⌋ denotes the integer part of 2T∆ . Since the length of each of these subintervals is larger than
T
n , we are able to choose m points s1, s2, . . . , sm from each of these intervals such that η(si) = si,
i = 1, 2, . . . ,m. On the other hand, we have si+1 − si ≤ ∆ for all 0 = 1, . . . ,m − 1. Using (3.5)
repeatedly, we obtain
sup
0≤t≤T
|Xnt | ≤|X0|+ (m+ 1)k5 ≤ |X0|+ k5
(
2T ∨ 2T (2k3‖B‖β‖∇σ‖∞)
1
β + 1
)
, (3.6)
which implies (3.1) with k = k5max
(
1 + 2T, 2T (2k3‖∇σ‖∞)
1
β
)
.
If ∆ ≤ 2Tn , that is, n ≤ 2T
{
1 ∨ (2k3‖B‖β‖∇σ‖∞) 1β}, then
sup
0≤t≤T
|Xnt | ≤ |X0|+ sup
t∈[0,T ]
∣∣∣ ∫ t
0
σ(Xnη(s))dBs
∣∣∣
≤ |X0|+ sup
t∈[0,T ]
∣∣∣∣∣∣
[nt
T
]−1∑
i=0
σ(XnT
n
i
)(BT
n
(i+1) −BT
n
i) + σ(X
n
[nt
T
]
)(Bt −B[nt
T
])
∣∣∣∣∣∣
≤ |X0|+ n‖σ‖∞‖B‖β
( T
n
)β
≤ |X0|+ 2T 1+β‖σ‖∞‖B‖β
[
1 ∨ (2k3‖B‖β‖∇σ‖∞) 1−ββ ],
(3.7)
which implies (3.1) with k = 2T 1+β‖σ‖∞
(
1 + (2k3‖∇σ‖∞)
1
β
−1)
. Therefore, the inequalities (3.7)
and (3.6) allow us to complete the proof of (3.1).
In order to show (3.2), let s, t be such that 0 ≤ t− s ≤ ∆. Using (3.4) and the definition of Xn,
we can write∣∣Xnt −Xns ∣∣
|t− s|β ≤
∣∣Xnt −Xnη(s)+T
n
∣∣+ ∣∣Xn
η(s)+T
n
−Xns
∣∣
|t− s|β
≤
∣∣Xnt −Xnη(s)+T
n
∣∣
|t− (η(s) + Tn )|β
+
∣∣Xn
η(s)+T
n
−Xns
∣∣
|η(s) + Tn − s|β
≤‖Xn‖s,t,β,n +
∣∣∣σ(Xnη(s))(Bη(s)+T
n
−Bs) +H(∇σσ)(Xnη(s))
∫ η(s)+T
n
s (r − η(r))2H−1dr
∣∣∣
|η(s) + Tn − s|β
≤2k1‖B‖β‖σ‖∞ + ‖∇σ‖∞‖σ‖∞(t− s)2H−β + ‖B‖β‖σ‖∞
+H‖∇σ‖∞‖σ‖∞
∣∣η(s) + T
n
− s∣∣1−β
≤(2k1 + 1)‖B‖β‖σ‖∞ + ‖∇σ‖∞‖σ‖∞(∆2H−β + T 1−β),
which implies
‖Xn‖s,t,β ≤ k6 (‖B‖β + 1) , (3.8)
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with a constant k6 = max
(
(2k1 + 1)‖σ‖∞, ‖∇σ‖∞‖σ‖∞(1 + T 1−β)
)
.
On the other hand, if t− s ≥ ∆, we can write∣∣Xnt −Xns ∣∣
|t− s|β ≤
∣∣Xns+∆ −Xns ∣∣+ ∣∣Xns+2∆ −Xns+∆∣∣+ · · ·+ ∣∣Xnt −Xn⌊ t−s
∆
⌋∆
∣∣
|t− s|β ,
where ⌊ t−s∆ ⌋ denotes the integer part of t−s∆ . Then, using (3.8) we can write∣∣Xnt −Xns ∣∣
|t− s|β ≤ k6
(
⌊t− s
∆
⌋+ 1
)
∆β
|t− s|β (‖B‖β + 1)
≤ k6
(
T 1−β∆β−1 + 1
)
(‖B‖β + 1)
≤ k6
(
T 1−β
(
1 ∨ (2k3‖B‖β‖∇σ∞)
1
β
−1)+ 1) (‖B‖β + 1) ,
which implies the estimate (3.2). 
The following result has been obtained in [4]. Here we give a concise proof for the sake of
completeness.
Proposition 3.2 Let X be the process defined in (1.1). Assume σ ∈ C1b (Rd;Rd). Then there exists
positive constant k depending on α, β, H, T , ‖σ‖∞ and ‖∇σ‖∞, such that almost surely
‖X‖∞ ≤ |X0|+ k
(
‖B‖
1
β
β + 1
)
, (3.9)
and
‖X‖β ≤ k
(
‖B‖
1
β
β + 1
)
. (3.10)
Proof: We first show (3.9). Let s, t ∈ [0, T ] be such that s ≤ t. Using Lemma 7.1, we have
|Xt −Xs| ≤ k1‖B‖β‖σ‖∞(t− s)β + k2‖B‖β‖∇σ‖∞‖X‖s,t,β(t− s)2β,
where k1 and k2 are the constants in Lemma 7.1. Hence
‖X‖s,t,β ≤k1‖B‖β‖σ‖∞ + k2‖B‖β‖∇σ‖∞‖X‖s,t,β(t− s)β .
Let ∆1 be defined by
∆1 = 1 ∧ (2k2‖B‖β‖∇σ‖∞)−
1
β . (3.11)
If we assume 0 ≤ t− s ≤ ∆1, we obtain
‖X‖s,t,β ≤ 2k1‖B‖β‖σ‖∞. (3.12)
Therefore,
‖X‖s,t,∞ ≤ |Xs|+ ‖X‖s,t,β(t− s)β ≤ |Xs|+ 2k1‖σ‖∞‖B‖β∆β1 . (3.13)
By (3.13) and the definition of ∆1 we have ‖X‖s,t,∞ ≤ |Xs| + k1k2‖σ‖∞‖∇σ‖−1∞ . Then, we divide
the interval [0, T ] into m = [ T∆1 ] + 1 ≤ T ∨ (2Tk2‖B‖β‖∇σ‖∞)
1
β + 1 subintervals, and we choose
s1, . . . , sm from each subinterval. In this way we obtain
sup
0≤t≤T
|Xt| ≤|X0|+mk1
k2
‖σ‖∞‖∇σ‖−1∞
≤|X0|+
(
T ∨ (2Tk2‖B‖β‖∇σ‖∞) 1β + 1) k1
k2
‖σ‖∞‖∇σ‖−1∞ ,
which completes the proof of (3.9).
In order to show (3.10), we can estimate ‖X‖s,t,β by (3.12) if t− s ≤ ∆1, and if t− s > ∆1, we
use the same method as in the proof of (3.2) in Proposition 3.1. 
10
3.2 Estimates for solutions of two SDE’s driven by fBm
The following results in this section are tailored for our use in the next section.
Lemma 3.3 Let X and Xn be the processes defined in (1.1) and (1.5), respectively. Assume σ ∈
C1b (R
d;Rd). Fix τ ∈ [0, T ] and consider a d-dimensional process Q = {Qt, t ∈ [τ, T ]} with β-Ho¨lder
continuous trajectories. Assume that V = {Vt, t ∈ [τ, T ]} is a d-dimensional process satisfying
Vt = Qt +
∫ t
τ
f(c1Xu + c2X
n
u )VudBu,
where f : Rd → Rd×d is of class C1b and c1, c2 ∈ [0, 1]. Then, there exists a positive constant k
depending on α, β, H, T , ‖σ‖∞, ‖∇σ‖∞, ‖f‖∞ and ‖∇f‖∞ such that
‖V ‖τ,T,∞ ≤ kek‖B‖
1
β
β (|Qτ |+ ‖Q‖β) , (3.14)
and
‖V ‖τ,T,β ≤ kek‖B‖
1
β
β (|Qτ |+ ‖Q‖β). (3.15)
Proof: First we show (3.14). Let τ ≤ s ≤ t ≤ T . By the definition of V ,
∣∣Vt − Vs∣∣ ≤ ∣∣Qt −Qs∣∣+ ∣∣∣∣∫ t
s
f(c1Xu + c2X
n
u )VudBu
∣∣∣∣ . (3.16)
Lemma 7.1(ii) applied to the vector valued function (x, v, y)→ f(c1x+ c2y)v yields∣∣∣∣ ∫ t
s
f(c1Xu + c2X
n
u )VudBu
∣∣∣∣
≤k1‖f‖∞‖V ‖s,t,∞‖B‖β(t− s)β + k2‖f‖∞‖V ‖s,t,β‖B‖β(t− s)2β
+ k3‖∇f‖∞‖V ‖s,t,∞ [‖X‖s,t,β + ‖Xn‖s,t,β] ‖B‖β(t− s)2β .
(3.17)
Now (3.16) and (3.17) imply
|Vt − Vs| ≤‖Q‖β(t− s)β + k1‖f‖∞‖V ‖s,t,∞‖B‖β(t− s)β
+ k2‖f‖∞‖V ‖s,t,β‖B‖β(t− s)2β
+ k3‖∇f‖∞‖V ‖s,t,∞ [‖X‖s,t,β + ‖Xn‖s,t,β] ‖B‖β(t− s)2β .
Hence
‖V ‖s,t,β ≤‖Q‖β + k1‖f‖∞‖V ‖s,t,∞‖B‖β + k2‖f‖∞‖V ‖s,t,β‖B‖β(t− s)β
+ k3‖∇f‖∞‖V ‖s,t,∞ [‖X‖s,t,β + ‖Xn‖s,t,β] ‖B‖β(t− s)β.
Choose ∆2 such that
∆2 = ∆ ∧∆1 ∧ (2k2‖f‖∞‖B‖β)−
1
β , (3.18)
where ∆1 is defined in (3.11) and ∆ is defined in (3.3). Let s, t be such that 0 ≤ t− s ≤ ∆2. Then
we have
‖V ‖s,t,β ≤2‖Q‖β + 2k1‖f‖∞‖V ‖s,t,∞‖B‖β
+ 2k3‖∇f‖∞‖V ‖s,t,∞ [‖X‖s,t,β + ‖Xn‖s,t,β] ‖B‖β∆β2 .
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From (3.8) and (3.12), we have
‖V ‖s,t,β ≤ 2‖Q‖β + 2k1‖f‖∞‖V ‖s,t,∞‖B‖β
+ 2k3‖∇f‖∞‖V ‖s,t,∞ [2k1‖σ‖∞‖B‖β + k6(‖B‖β + 1)] ‖B‖β∆β2
≤2‖Q‖β + ‖V ‖s,t,∞‖B‖β
{
k7 + k8‖B‖β∆β2
}
,
(3.19)
where
k7 =2k1‖f‖∞ + 2k3k6‖∇f‖∞,
k8 =2k3‖∇f‖∞[2k1‖σ‖∞ + k6].
Hence
‖V ‖s,t,∞ ≤|Vs|+ 2‖Q‖β∆β2 + ‖V ‖s,t,∞‖B‖β∆β2
{
k7 + k8‖B‖β∆β2
}
.
If we further assume ∆2 satisfying
‖B‖β∆β2
{
k7 + k8‖B‖β∆β2
}
≤ 1
2
, (3.20)
then we obtain, taking into account that ∆2 ≤ 1,
‖V ‖s,t,∞ ≤ 2(|Vs|+ 2‖Q‖β).
If we divide the interval [τ, T ] into m = [T−τ∆2 ] + 1 subintervals and choose s1, s2, . . . , sm from each
of these intervals, we have
‖V ‖τ,T,∞ ≤ 2m+1 (|Vτ |+ 4‖Q‖β) . (3.21)
Notice that for (3.20) to hold it suffices that
∆2‖B‖β ≤
√
k27 + 2k8 − k7
2k8
= K1. (3.22)
Thus by (3.18) and (3.22),
m ≤1 + T
(
1 ∨ (K−11 ‖B‖β) ∨ (2(k3 ∨ k2)(‖∇σ‖∞ ∨ ‖f‖∞)‖B‖β) 1β ) . (3.23)
Finally, from equations (3.18) and (3.23) we obtain the estimate (3.14).
In order to show (3.15), we notice that if 0 ≤ t− s ≤ ∆2, from (3.19) and (3.14), we deduce
‖V ‖s,t,β ≤ 2‖Q‖β + k
(‖B‖2β + 1) ek‖B‖ 1ββ (|Qτ |+ 4‖Q‖β) ,
for some constant k, which provides the desired estimate. On the other hand, if t − s > ∆2, we
use the same method as in the proof of (3.2) in Proposition 3.1. The proof of the lemma is now
complete. 
Consider now a second type of stochastic differential equation driven by a fractional Brownian
motion.
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Lemma 3.4 Let X and Xn be the processes defined by (1.1) and (1.5), respectively. Assume
σ ∈ C1b (Rd;Rd). Fix τ ∈ [0, T ] and consider a d-dimensional process Q = {Qt, t ∈ [τ, T ]} with
Ho¨lder continuous paths of order β. Let U = {Ut, τ ≤ t ≤ T} be a d-dimensional process that
satisfies
Ut = Qt +
∫ t
ǫ(τ)
g(Xnη(u))Uη(u)dBu +
∫ t
ǫ(τ)
h(Xnη(u))Uη(u)(u− η(u))2H−1du, (3.24)
for any t such that ǫ(τ) ≤ t ≤ T , and Ut = Qt when τ ≤ t ≤ ǫ(τ). Here g, h ∈ C1b (Rd;Rd×d), and
ǫ(τ) = ti + h if ti < τ ≤ ti + h for some i = 0, . . . , n.
Then, there exists a positive constant k depending on α, β, H, T , ‖σ‖∞, ‖∇σ‖∞, ‖g‖∞, ‖∇g‖∞,
‖h‖∞ and ‖∇h‖∞ such that
‖U‖τ,T,∞ ≤ k(|Qτ |+ ‖Q‖β)ek‖B‖
1
β
β , (3.25)
and
‖U‖τ,T,β ≤ k(|Qτ |+ ‖Q‖β)ek‖B‖
1
β
β . (3.26)
Proof: We first prove (3.25). Let s, t ∈ [0, T ] be such that τ ≤ s ≤ t and s = η(s). This implies
s ≥ ǫ(τ). Then we can write
∣∣Ut − Us∣∣ ≤ ∣∣Qt −Qs∣∣+ ∣∣∣ ∫ t
s
g(Xnη(u))UudBu
∣∣∣+ ∣∣∣ ∫ t
s
h(Xnη(u))Uη(u)(u− η(u))2H−1du
∣∣∣.
By Lemma 7.1(i) applied to the vector-valued function (u, x)→ g(x)u we obtain∣∣∣ ∫ t
s
g(Xnη(u))UudBu
∣∣∣
≤k1‖g‖∞‖U‖s,t,∞‖B‖β(t− s)β +
[
k3‖g‖∞‖U‖s,t,β,n‖B‖β
+ k2‖∇g‖∞‖U‖s,t,∞‖Xn‖s,t,β,n‖B‖β
]
(t− s)2β.
Therefore,
‖U‖s,t,β,n ≤‖Q‖β + k1‖g‖∞‖U‖s,t,∞‖B‖β + k3‖g‖∞‖U‖s,t,β,n‖B‖β(t− s)β
+ k2‖∇g‖∞‖U‖s,t,∞‖Xn‖s,t,β,n‖B‖β(t− s)β
+
1
2H
‖h‖∞‖U‖s,t,∞(t− s)2H−β.
Choose ∆3 such that
∆3 = ∆ ∧ (2k3‖g‖∞‖B‖β)−
1
β , (3.27)
where ∆ is defined in (3.3). Then, when |t− s| ≤ ∆3, we can write
‖U‖s,t,β,n ≤2‖Q‖β + 2k1‖g‖∞‖U‖s,t,∞‖B‖β
+ 2k2‖∇g‖∞‖U‖s,t,∞‖Xn‖s,t,β,n‖B‖β(t− s)β
+
1
H
‖h‖∞‖U‖s,t,∞(t− s)2H−β .
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Using the estimate (3.4) yields
‖U‖s,t,β,n ≤2‖Q‖β + ‖U‖s,t,∞
{
2k1‖g‖∞‖B‖β
+ 2k2‖∇g‖∞‖∇σ‖∞‖σ‖∞(t− s)2H−β‖B‖β(t− s)β
+ 4k1k2‖∇g‖∞‖B‖2β‖σ‖∞(t− s)β +
1
H
‖h‖∞(t− s)2H−β
}
≤2‖Q‖β + ‖U‖s,t,∞
{[
k9 + k10‖B‖β∆3β
]
‖B‖β + 1
H
‖h‖∞∆2H−β3
}
,
(3.28)
where
k9 =2k1‖g‖∞ + 2k2‖∇g‖∞|∇σ‖∞‖σ‖∞;
k10 =4k1k2‖∇g‖∞‖σ‖∞.
As a consequence,
‖U‖s,t,∞ ≤|Us|+ 2‖Q‖β∆3β
+ ‖U‖s,t,∞
{
(k9 + k10‖B‖β∆3β)‖B‖β∆3β + 1
H
‖h‖∞∆32H
}
,
If we further assume that ∆3 satisfies
1
H
∆3
2H‖h‖∞ ≤ 1
4
and (k9 + k10‖B‖β∆3β)‖B‖β∆3β ≤ 1
4
, (3.29)
then
‖U‖s,t,∞ ≤ 2|Us|+ 4‖Q‖β . (3.30)
If ∆3 >
2T
n , we divide the interval [0,m
∆3
2 ] ⊂ [0, T ] into m = ⌊ 2T∆3 ⌋ intervals of length ∆32 .
Since the length of each of these subintervals is larger than Tn , we are able to choose m points
s1, s2, . . . , sm from each of these intervals such that η(si) = si, i = 1, 2, . . . ,m. On the other hand,
we have si+1 − si ≤ ∆3 for all 0 = 1, . . . ,m− 1. Using (3.30) repeatedly, we obtain
‖U‖τ,T,∞ ≤ 2m+1(|Uτ |+ 4‖Q‖β).
Notice that for (3.29) to hold, it suffices that
∆β3‖B‖β ≤
√
k29 + k10 − k9
2k10
= K2 and ∆3
β ≤ H
4
‖h‖−1∞ . (3.31)
By (3.27), (3.29), (3.31) and the definition of ∆3, we have
m ≤ 2T
∆3
≤ k + k‖B‖
1
β
β ,
for some constant k not depending on the partition. Therefore
‖U‖τ,T,∞ ≤ k2k‖B‖
1
β
β
(
|Uτ |+ 4‖Q‖β
)
.
When ∆2 ≤ 2Tn , that is, when n ≤ 2T∆2 ≤ m ≤ k + k‖B‖
1
β
β , by the definition of U in (3.24), we
can write for any t ∈ [τ, T ]
|Ut| ≤|Uη(t)|+ |Qt −Qη(t)|+ ‖g‖∞|Uη(t)|‖B‖β(T/n)β +
1
2H
‖h‖∞|Uη(t)|(T/n)2H
=|Qt −Qη(t)|+ |Uη(t)|
[
1 + ‖g‖∞‖B‖β(T/n)β + 1
2H
‖h‖∞(T/n)2H
]
.
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Iterating this estimate, we obtain
sup
τ≤t≤T
|Ut| ≤|Qτ |
[
1 + ‖g‖∞‖B‖β(T/n)β + 1
2
‖h‖∞(T/n)2H
]n
+ ‖Q‖β(T/n)βn
[
1 + ‖g‖∞‖B‖β(T/n)β + 1
2H
‖h‖∞(T/n)2H
]n−1
≤k(|Qτ |+ ‖Q‖β)ek‖B‖
1
β
β ,
(3.32)
for some constant k independent of n, where we have used the inequalities
1 + ‖g‖∞‖B‖β(T/n)β + 1
2
‖h‖∞(T/n)2H ≤ 1 + k(1 + ‖B‖β)n−β,
for some positive constant k and
exp
(
n log(1 + k(1 + ‖B‖β)n−β)
)
≤ ek(1+‖B‖β )n1−β .
This completes the proof of (3.25).
In order to show (3.26), we notice that if 0 ≤ t− s ≤ ∆3, from (3.28) and (3.25), we deduce
‖U‖s,t,β,n ≤ k(1 + ‖B‖2β)(|Qτ |+ ‖Q‖β)ek‖B‖
1
β
β .
for some constant k. Then, we can finish the proof using the same approach as in the proof of
Proposition 3.1. The proof of the lemma is now complete. 
3.3 Estimates for the Malliavin derivatives of X and Xn
We are now ready to derive upper bounds for the processes that we will need in the proof of the
main result, including the Malliavin derivative of the solution of (1.1) and the modified Euler scheme
process (1.5). We refer the reader to Nualart and Saussereau [14] for results on Malliavin regularity
of the solution of Equation (1.1). In particular, if σ belongs to C2b (R
d;Rd), then Xit belongs to D
2,p
for all p ≥ 1, i = 1, . . . , d and t ∈ [0, T ].
Proposition 3.5 Let X and Xn be the processes defined in (1.1) and (1.5), respectively. Suppose
that σ ∈ C3b (Rd;Rd). Then, there exists a positive constant k such that for all s, r ∈ [0, T ] and for
all n
max (‖DrX‖∞, ‖DrX‖β , ‖DsDrX‖∞, ‖DsDrX‖β) ≤ kek‖B‖
1
β
β , (3.33)
and
max (‖DrXn‖∞, ‖DrXn‖β, ‖DsDrXn‖∞, ‖DsDrXn‖β) ≤ kek‖B‖
1
β
β . (3.34)
Proof: Let us first prove part (3.33). For any 0 ≤ r ≤ t ≤ T we can write
DrXt =σ(Xr) +
∫ t
r
∇σ(Xu)DrXudBu.
On the other hand, DrXt = 0 if r > t. Applying Lemma 3.3 with τ = r, Vt = DrXt, Qt = σ(Xr),
f = ∇σ, c1 = 1 and c2 = 0 we deduce the estimates
‖DrX‖∞ ≤ k‖σ‖∞ek‖B‖
1
β
β (3.35)
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and
‖DrX‖β ≤ k‖σ‖∞ek‖B‖
1
β
β . (3.36)
Taking the second derivative yields for 0 ≤ s ≤ r ≤ t
DsDrXt = ∇σ(Xr)DsXr +
∫ t
r
Ds[∇σ(Xu)]DrXudBu +
∫ t
r
∇σ(Xu)DsDrXudBu.
Set
Qt = ∇σ(Xr)DsXr +
∫ t
r
Ds[∇σ(Xu)]DrXudBu. (3.37)
Applying (3.35) yields
|Qr| = |∇σ(Xr)DsXr| ≤ k‖∇σ‖∞‖σ‖∞ek‖B‖
1
β
β .
On the other hand, Lemma 7.1(ii) leads to the estimate
‖Q‖β ≤k
(
‖DsX‖∞‖DrX‖∞‖B‖β + ‖DsX‖∞‖DrX‖∞‖X‖β
+ ‖DsX‖β‖DrX‖∞ + ‖DsX‖∞‖DrX‖β
)
,
where the constant k depends on the uniform bounds of the partial derivatives of σ up to the third
order. Then, (3.10), (3.35) and (3.36) imply
‖Q‖β ≤ k(1 + ‖B‖
1
β
β )e
k‖B‖
1
β
β .
Finally, applying Lemma 3.3 to Vt = DsDrXt, with τ = r, f = ∇σ, c1 = 1 and c2 = 0 and Q given
by (3.37), we obtain
‖DsDrX‖∞ ≤ kek‖B‖
1
β
β , (3.38)
and
‖DsDrX‖β ≤ kek‖B‖
1
β
β . (3.39)
Then, part (3.33) follows from (3.35), (3.36), (3.38) and (3.39).
In order to prove part (3.34), let r, t be such that 0 ≤ r ≤ t ≤ T . We have
DrX
n
t =σ(X
n
η(r)) +
∫ t
ǫ(r)
∇σ(Xnη(u))DrXnη(u)dBu
+H
∫ t
ǫ(r)
[∇(∇σσ)](Xnη(u))DrXnη(u)(u− η(u))2H−1du.
(3.40)
Applying Lemma 3.4 with τ = r, Ut = DrX
n
t , Qt = σ(X
n
η(r)), g = ∇σ and h = [∇(∇σσ)] we deduce
the estimates
‖DrXn‖∞ ≤ k‖σ‖∞ek‖B‖
1
β
β , (3.41)
16
and
‖DrXn‖β ≤k‖σ‖∞ek‖B‖
1
β
β , (3.42)
which implies the desired result for ‖DrXn‖∞ and ‖DrXn‖β.
Now we show the same type of estimate for the second derivative D2Xn. Let 0 ≤ s ≤ r ≤ t.
Differentiating (3.40), we obtain
DsDrX
n
t =∇σ(Xnη(r))DsXnη(r) +
∫ t
ǫ(r)
∇σ(Xnη(u))DsDrXnη(u)dBu
+
∫ t
ǫ(r)
Ds[∇σ(Xnη(u))]DrXnη(u)dBu
+H
∫ t
ǫ(r)
[∇(∇σσ)](Xnη(u))DsDrXnη(u)(u− η(u))2H−1du
+H
∫ t
ǫ(r)
Ds[∇(∇σσ)(Xnη(u))]DrXnη(u)(u− η(u))2H−1du.
Denote
Qt =∇σ(Xnη(r))DsXnη(r) +
∫ t
ǫ(r)
Ds[∇σ(Xnη(u))]DrXnη(u)dBu
+H
∫ t
ǫ(r)
Ds[∇(∇σσ)(Xnη(u))]DrXnη(u)(u− η(u))2H−1du,
for t ≥ ǫ(r) and Qt = ∇σ(Xnη(r))DsXnη(r) if r ≤ t < ǫ(r). Then, by (3.41),
|Qr| ≤ ‖∇σ‖∞‖DsXn‖∞ ≤ k‖∇σ‖∞‖σ‖∞ek‖B‖
1
β
β . (3.43)
Lemma 7.1(i) and the estimates (3.41) and (3.42) yield
‖Q‖β ≤ kek‖B‖
1
β
β . (3.44)
Finally, we obtain the desired bound for ‖DsDrXn‖∞ and ‖DsDrXn‖β applying Lemma 3.4 and
using the estimates (3.43) and (3.44). This completes the proof of the proposition. 
We also need the following result on estimates for the first and second derivatives of solutions
to linear equations.
Proposition 3.6 Let X and Xn be the processes defined in (1.1) and (1.5), respectively. Assume
that σ ∈ C3b (Rd;Rd). Let V be a d-dimensional process satisfying the equation
Vt = V0 +
∫ t
0
f(c1Xu + c2X
n
u )VudBu,
where f ∈ C3b (Rd;Rd×d) and c1, c2 ∈ [0, 1]. Then, there exists a positive constant k such that (which
does not depend on c1 and c2) such that for all s, r ∈ [0, T ] and for all n
max (‖V ‖∞, ‖V ‖β, ‖DrV ‖∞, ‖DrV ‖β , ‖DsDrV ‖∞, ‖DsDrV ‖β) ≤ kek‖B‖
1
β
β . (3.45)
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Proof: We only need to show that for all 0 ≤ s ≤ r ≤ T , the processes {Vt, t ∈ [0, T ]}, {DrVt, t ∈
[r, T ]} and {DsDrVt, t ∈ [r, t]} satisfy the conditions of Lemma 3.3 for a suitable process Q such
that
|Qτ |+ ‖Q‖∞ ≤ kek‖B‖
1
β
β . (3.46)
For the process V we take τ = 0 and Qt = V0 and (3.46) is obvious. For the derivative DVt, we
have, if 0 ≤ r ≤ t ≤ T
DrVt =f(c1Xr + c2X
n
r )Vr +
∫ t
r
Dr
[
f(c1Xu + c2X
n
u )
]
VudBu
+
∫ t
r
f(c1Xu + c2X
n
u )DrVudBu.
In that case,
Qt =f(c1Xr + c2X
n
r )Vr +
∫ t
r
Dr
[
f(c1Xu + c2X
n
u )
]
VudBu.
Therefore,
|Qr| ≤ ‖f‖∞‖V ‖∞
and by Lemma 7.1(ii) we obtain that ‖Q‖β is bounded by a polynomial in the variables ‖B‖∞, ‖V ‖∞,
‖V ‖β, ‖X‖β , ‖Xn‖β , ‖DrX‖∞, ‖DrXn‖∞, ‖DrX‖β and ‖DrXn‖β . Then, again this process Q
satisfies (3.46), by Lemma 3.3 applied to V and the estimates (3.2), (3.10), (3.35), (3.36), (3.41)
and (3.42).
Finally, let 0 ≤ s ≤ r ≤ t ≤ T . We have
DsDrVt =Ds
[
f(c1Xr + c2X
n
r )Vr
]
+
∫ t
r
DsDr
[
f(c1Xu + c2X
n
u )
]
VudBu
+
∫ t
r
Dr
[
f(c1Xu + c2X
n
u )
]
DsVudBu +
∫ t
r
Ds
[
f(c1Xu + c2X
n
u )
]
DrVudBu
+
∫ t
r
f(c1Xu + c2X
n
u )DsDrVudBu.
Denote for r ≤ t ≤ T
Qt =Ds
[
f(c1Xr + c2X
n
r )Vr
]
+
∫ t
r
DsDr
[
f(c1Xu + c2X
n
u )
]
VudBu
+
∫ t
r
Dr
[
f(c1Xu + c2X
n
u )
]
DsVudBu +
∫ t
r
Ds
[
f(c1Xu + c2X
n
u )
]
DrVudBu.
Then
|Qr| ≤ k‖DV ‖∞(1 + ‖DrX‖∞ + ‖DrXn‖∞),
and by Lemma 7.1(ii) we obtain that ‖Q‖β is bounded by a polynomial in the variables ‖B‖∞ and
supremum and β-Ho¨lder norms of V , DrV , DsV , X, DrX, DsX, DrDsX, X
n, DrX
n, DsX
n and
DsDrX
n. It is then easy to check that this process Q satisfies (3.46). 
Remark 3.7 All the results obtained in this section hold true when the approximation process Xnt
is replaced by the one defined by the recursive scheme (1.2). In this case we would need one less
derivative of the coefficient σ. We omit the details of the proof. We use Xnt to represent both the
solutions computed by (1.2) and (1.5). This will not cause confusion since in Sections 4 and 5 deal
with the scheme (1.5) and in Section 6 we consider the classical Euler scheme (1.2).
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4 Rate of convergence for the modified Euler scheme
The main result of this section is the convergence in L2 of the scheme defined in (1.5) to the solution
of the SDE (1.1).
Theorem 4.1 Let X and Xn be solutions to equations (1.1) and (1.5), respectively. We assume
σ ∈ C6b (Rd;Rd). Then there exists a constant C independent of n such that
sup
0≤t≤T
(E(|Xnt −Xt|2))
1
2 ≤

Cn−1, 34 < H < 1.
Cn−1
√
lnn, H = 34 .
Cn
1
2
−2H , 12 < H <
3
4 .
Proof: We split the proof into five steps.
Step 1. Let Yt = Xt −Xnt , t ∈ [0, T ]. By the definition of the processes X and Xn, we can write
Yt =
∫ t
0
[
σ(Xs)− σ(Xnη(s))
]
dBs −H
m∑
j=1
∫ t
0
(∇σjσj)(Xnη(s))(s − η(s))2H−1ds
=
∫ t
0
[
σ(Xs)− σ(Xns ) + σ(Xns )− σ(Xnη(s))
]
dBs
−H
m∑
j=1
∫ t
0
(∇σjσj)(Xnη(s))(s− η(s))2H−1ds.
Since
σj(Xs)− σj(Xns ) =
∫ 1
0
∇σj(θXs + (1− θ)Xns )Ysdθ,
and
σj(Xns )− σj(Xnη(s)) =
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))
[
σ(Xnη(s))(Bs −Bη(s))
+
1
2
m∑
l=1
(∇σlσl)(Xnη(s))(s − η(s))2H
]
dθ,
we have
Yt =
m∑
j=1
∫ t
0
σj1(s)YsdB
j
s +
m∑
j=1
∫ t
0
σj2(s)(Bs −Bη(s))dBjs
+
m∑
j=1
∫ t
0
σj3(s)(s− η(s))2HdBjs −H
m∑
j=1
∫ t
0
σj4(s)(s − η(s))2H−1ds,
where, for j = 1, 2, . . . ,m we set
σj1(s) =
∫ 1
0
∇σj(θXs + (1− θ)Xns )dθ,
σj2(s) =
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))σ(Xnη(s))dθ,
σj3(s) =
1
2
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))
[ m∑
l=1
(∇σlσl)(Xnη(s))
]
dθ,
σj4(s) =∇σjσj(Xnη(s)).
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Let Λn = {Λnt , t ∈ [0, T ]} be the d × d matrix-valued solution of the following linear stochastic
differential equation
Λnt = I +
m∑
j=1
∫ t
0
σj1(s)Λ
n
s dB
j
s ,
where I denotes the identity matrix. By applying the chain rule for the Young’s integral to PtΛ
n
t ,
where P = {Pt, t ∈ [0, T ]} is the unique solution of the equation
Pt = I −
m∑
j=1
∫ t
0
Psσ
j
1(s)dB
j
s ,
we see that PtΛ
n
t = I for all t ∈ [0, T ]. Therefore, (Λnt )−1 exists and satisfies for all t ∈ [0, T ]
(Λnt )
−1 = I −
m∑
j=1
∫ t
0
(Λns )
−1σj1(s)dB
j
s .
With this process Λn, we can express the process Yt explicitly as
Yt =Λ
n
t
{ m∑
j=1
∫ t
0
(Λns )
−1σj2(s)(Bs −Bη(s))dBjs +
m∑
j=1
∫ t
0
(Λns )
−1σj3(s)(s− η(s))2HdBjs
−H
m∑
j=1
∫ t
0
(Λns )
−1σj4(s)(s− η(s))2H−1ds
}
.
(4.1)
Remark 4.2 Proposition 3.6 and Fernique’s theorem imply that the norms ‖Λn‖∞, ‖Λn‖β, ‖DrΛn‖∞,
‖DrΛn‖β, ‖DsDrΛn‖∞ and ‖DrΛn‖β are bounded uniformly in s ≤ r ≤ t and n by random variables
that have moments of all orders. The same property holds (Λn)−1.
Step 2. We consider the first sum in (4.1). Without loss of generality, we only consider the jth
term of this sum. Using (2.3), we obtain
Λnt
∫ t
0
(Λns )
−1σj2(s)(Bs −Bη(s))dBjs =
∫ t
0
Λnt (Λ
n
s )
−1σj2(s)(Bs −Bη(s))δBjs
+αH
∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj2(s)(Bs −Bη(s))
]
|r − s|2H−2dsdr
=
∫ t
0
Λnt
[
(Λns )
−1σj2(s)− (Λnη(s))−1σj2(η(s))
]
(Bs −Bη(s))δBjs
+
∫ t
0
Λnt (Λ
n
η(s))
−1σj2(η(s))(Bs −Bη(s))δBjs
+αH
∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj2(s)
]
(Bs −Bη(s))|r − s|2H−2dsdr
+H
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j(s− η(s))2H−1ds
= A1n +A
2
n +A
3
n +A
4
n, (4.2)
where [σj2(s)]j is the jth column of the matrix σ
j
2(s), that is, for j = 1, . . . ,m we have
[σj2(s)]j =
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))σj(Xnη(s))dθ.
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We claim that the following estimate holds for the L2 norm of the first term in (4.2)
E
(|A1n|2) ≤ Cn−2H−2β, (4.3)
for any β such that 12 < β < H. In order to prove (4.3) we first apply (2.4) and we obtain
E
( ∣∣∣∣∫ t
0
Λnt
[
(Λns )
−1σj2(s)− (Λnη(s))−1σj2(η(s))
]
(Bs −Bη(s))δBjs
∣∣∣∣2)
≤C
∥∥∥∥E(Λnt [(Λns )−1σj2(s)− (Λnη(s))−1σj2(η(s))] (Bs −Bη(s)))∥∥∥∥2
L
1
H ([0,T ])
+ CE
(∥∥∥∥∥
m∑
i=1
Dis
[
Λnt
[
(Λns )
−1σj2(s)− (Λnη(s))−1σj2(η(s))
]
(Bs −Bη(s))
]∥∥∥∥∥
2
L
1
H ([0,T ]2)
)
.
(4.4)
By Proposition 3.6 (see also Remark 4.2), the estimate (3.2) for the β-Ho¨lder norm of Xn and
Fernique’s theorem, for any β such that 12 < β < H,∣∣∣(Λns )−1σj2(s)− (Λnη(s))−1σj2(η(s))∣∣∣ ≤ n−βFβ,
for some nonnegative random variable Fβ, which has finite moments of all orders.
Therefore,
E
(∣∣∣Λnt [(Λns )−1σj2(s)− (Λnη(s))−1σj2(η(s))] (Bs −Bη(s))∣∣∣)
≤
[
E
(∣∣∣Λnt [(Λns )−1σj2(s)− (Λnη(s))−1σj2(η(s)]∣∣∣2)E[|Bs −Bη(s)|2]] 12
≤Cβn−H−β.
So the first term in (4.4) is less than or equal to Cβn
−2H−2β, where Cβ is a constant independent
of n.
By Proposition 3.6 (see also Remark 3.7), Proposition 3.5, the estimate (3.2) for the β-Ho¨lder
norm of Xn and Fernique’s theorem, we also have∣∣∣∣Dis[Λnt (Λns )−1σj2(s)]−Dis[Λnt (Λnη(s))−1σj2(η(s))]∣∣∣∣ ≤ n−βFβ,
where Fβ is a nonnegative random variable having finite moments of all orders, and β is such that
1
2 < β < H. Using this inequality, we see that the second term in (4.4) is less than or equal to
Cn−2H−2β. This completes the proof of the estimate (4.3).
Step 3. Consider the second term in (4.2). We can write, using Equation (2.3)
A2n =
n−1∑
l=0
∫ tl+1
tl
Λnt (Λ
n
tl
)−1σj2(tl)(Bs −Btl)δBjs
=
n−1∑
l=0
∫ tl+1
tl
Λnt (Λ
n
tl
)−1σj2(tl)(Bs −Btl)dBjs
−αH
n−1∑
l=0
∫ tl+1
tl
∫ t
0
Djr
{
Λnt (Λ
n
tl
)−1σj2(tl)(Bs −Btl)
}
|r − s|2H−2drds
= B1n −B2n. (4.5)
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The term B1n can be expressed as follows
B1n =
n−1∑
l=0
∑
i 6=j
∫ tl+1
tl
Λnt (Λ
n
tl
)−1[σj2(tl)]i(B
i
s −Bitl)dBjs
+
1
2
n−1∑
l=0
Λnt (Λ
n
tl
)−1[σj2(tl)]j(B
j
tl+1
−Bjtl)2.
(4.6)
As before, [σj2(tl)]i, i = 1, . . . ,m, denotes the ith column of the matrix σ
j
2(tl).
For the term B2n in equation (4.5) we can write
B2n = αH
n−1∑
l=0
Λnt (Λ
n
tl
)−1σj2(tl)
∫ tl+1
tl
∫ t
0
Djr(Bs −Btl)|r − s|2H−2drds
+αH
n−1∑
l=0
∫ tl+1
tl
∫ t
0
Djr
{
Λnt (Λ
n
tl
)−1σj2(tl)
}
(Bs −Btl)|r − s|2H−2drds
= αH
n−1∑
l=0
Λnt (Λ
n
tl
)−1[σj(tl)]j
∫ tl+1
tl
∫ s
tl
|r − s|2H−2drds
+αH
∫ t
0
∫ t
0
Djr
{
Λnt (Λ
n
η(s))
−1σj2(η(s))
}
(Bs −Bη(s))|r − s|2H−2drds
=
1
2
n−1∑
l=0
Λnt (Λ
n
tl
)−1[σj(tl)]j(tl+1 − tl)2H (4.7)
+αH
∫ t
0
∫ t
0
Djr
{
Λnt (Λ
n
η(s))
−1σj2(η(s))
}
(Bs −Bη(s))|r − s|2H−2drds.
Substituting (4.6) and (4.7) into (4.5), we have
A2n =
n−1∑
l=0
∑
i 6=j
∫ tl+1
tl
Λnt (Λ
n
tl
)−1[σj2(tl)]i(B
i
s −Bitl)dBjs
+
1
2
n−1∑
l=0
Λnt (Λ
n
tl
)−1[σj2(tl)]j
[
(Bjtl+1 −B
j
tl
)2 − (tl+1 − tl)2H
]
− αH
∫ t
0
∫ t
0
Djr
{
Λnt (Λ
n
η(s))
−1σj2(η(s))
}
(Bs −Bη(s))|r − s|2H−2drds
=A2,1n +A
2,2
n +A
2,3
n .
Proposition 7.4 and Proposition 7.5 in Section 7.4 provide the desired estimates for the L2 norm of
the terms A2,1n and A
2,2
n , respectively. On the other hand, we can combine the above A
2,3
n with the
term A3n in (4.2) to obtain
A2,3n +A
3
n =αH
[ ∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj2(s)
]
(Bs −Bη(s))|r − s|2H−2dsdr
−
∫ t
0
∫ t
0
Djr
{
Λnt (Λ
n
η(s))
−1σj2(η(s))
}
(Bs −Bη(s))|r − s|2H−2drds
]
.
By Proposition 3.6 (see also Remark 4.2), Proposition 3.5, the estimate (3.2) for the β-Ho¨lder norm
of Xn and Fernioque’s theorem, we have∣∣∣Djr [Λnt (Λns )−1σj2(s)]−Djr [Λnt (Λnη(s))−1σj2(η(s))]∣∣∣ ≤ n−βFβ,
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where β is any number such that 12 < β < H and Fβ is a nonnegative random variable having finite
moments of all orders and independent of n. As a consequence, we obtain
E
(|A2,3n +A3n|2) ≤Cn−2H−2β.
Step 4. The sum of the last term in (4.1) and the forth term A4n in (4.2) is
H
m∑
j=1
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j(s− η(s))2H−1ds −H
m∑
j=1
∫ t
0
Λnt (Λ
n
s )
−1σj4(s)(s− η(s))2H−1ds
=H
m∑
j=1
∫ t
0
Λnt (Λ
n
s )
−1[[σj2(s)]j − σj4(s)](s − η(s))2H−1ds.
We can easily verify that the L2 norm of the above expression is less than or equal to a constant
times n1−3H .
Step 5. We consider the second sum in (4.1). It suffices to consider the jth term of the sum. By
(2.3) we can write
Λnt
∫ t
0
(Λns )
−1σj3(s)(s− η(s))2HdBjs =
∫ t
0
Λnt (Λ
n
s )
−1σj3(s)(s − η(s))2HδBjs
+
∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj3(s)
]
(s− η(s))2H |r − s|2H−2dsdr.
Taking into account that supr,s,t
∣∣∣Djr[Λnt (Λns )−1σj3(s)]∣∣∣ has bounded moments of all orders by Re-
mark 4.2, we obtain
E
{∣∣∣∣ ∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj3(s)
]
(s− η(s))2H |r − s|2H−2dsdr
∣∣∣∣2} ≤ Cn−4H .
By (2.4), we also have
E
{∣∣∣∣ ∫ t
0
Λnt (Λ
n
s )
−1σj3(s)(s − η(s))2HδBjs
∣∣∣∣2} ≤ Cn−4H .
This completes the proof of the theorem. 
5 Weak approximation
The next result provides the rate of the convergence of the weak approximation associated with the
scheme (1.5).
Theorem 5.1 Let X and Xn be the solution to the equations (1.1) and (1.5), respectively. Suppose
that σ ∈ C4b (Rd;Rd×m) and consider a function f ∈ C3b (Rd). Then
n
{
E
[
f(Xt)
]− E[f(Xnt )]}
→ α
2
HT
2
m∑
j=1
m∑
l=1
∫ t
0
∫ t
0
∫ t
0
E
{
DluD
j
r
[
∇f(Xt)ΛtΛ−1s
(∇σj · σl)(Xs)]}
× |u− s|2H−2|s− r|2H−2dudsdr,
(5.1)
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as n tends to infinity, where Λ is the solution of the equation
Λt = I +
m∑
j=1
∫ t
0
∇σj(Xs)ΛsdBjs . (5.2)
In particular, there exists a constant C independent of n such that
sup
0≤t≤T
∣∣∣E[f(Xt)]− E[f(Xnt )]∣∣∣ ≤ Cn . (5.3)
Proof: Recall that Yt = Xt −Xnt , t ∈ [0, T ]. Given a function f ∈ C3b (Rd), we can write
E
[
f(Xt)
]− E[f(Xnt )] = ∫ 1
0
E
[
∇f
(
θXt + (1− θ)Xnt
)
Yt
]
dθ =
∫ 1
0
E
[
∇f(Zθt )Yt
]
dθ,
where we denote Zθt = θXt + (1− θ)Xnt , 0 ≤ t ≤ T . By (4.1), we have
E
[∇f(Zθt )Yt] =E[∇f(Zθt )Λnt { m∑
j=1
∫ t
0
(Λns )
−1σj2(s)
(
Bs −Bη(s)
)
dBjs
+
m∑
j=1
∫ t
0
(Λns )
−1σj3(s)(s − η(s))2HdBjs
−H
m∑
j=1
∫ t
0
(Λns )
−1σj4(s)(s − η(s))2H−1ds
}]
=
m∑
j=1
(
Ij1 + I
j
2 − Ij3
)
.
(5.4)
Step 1. We consider first the term Ij1 in (5.4). Applying (2.3) yields
Ij1 =E
[
∇f(Zθt )Λnt
∫ t
0
(Λns )
−1σj2(s)
(
Bs −Bη(s)
)
dBjs
]
=αHE
∫ t
0
∫ t
0
Djr
[
∇f(Zθt )Λnt (Λns )−1σj2(s)
(
Bs −Bη(s)
)]|r − s|2H−2dsdr
=αH
∫ t
0
∫ t
0
E
{
Djr
[
∇f(Zθt )Λnt (Λns )−1σj2(s)
](
Bs −Bη(s)
)}|r − s|2H−2dsdr
+αH
∫ t
0
∫ t
0
E
{
∇f(Zθt )Λnt (Λns )−1σj2(s)Djr
[
Bs −Bη(s)
]}
|r − s|2H−2dsdr
=α2H
m∑
l=1
∫ t
0
∫ t
0
∫ t
0
∫ t
0
E
{
DluD
j
r
[
∇f(Zθt )Λnt (Λns )−1[σj2(s)]l
]
1[η(s),s](v)
}
× |u− v|2H−2|r − s|2H−2dudvdsdr
+H
∫ t
0
E
{
∇f(Zθt )Λnt (Λns )−1[σj2(s)]j
}
(s− η(s))2H−1ds = J j1 + J j2 .
Taking into account Proposition 3.6 (see also Remark 4.2), Proposition 3.5 and the estimates
(3.1) and (3.9) on the uniform norm of Xn and X, we can easily deduce that |J j1 | ≤ Cn−1. The
term J j2 will be treated in Step 3.
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Step 2. Consider the term Ij2 in (5.4). Applying again (2.3) yields
|Ij2 | =
∣∣∣∣E[∇f(Zθt )Λnt ∫ t
0
(Λns )
−1σj3(s)(s − η(s))2HdBjs
]∣∣∣∣
=αH
∣∣∣∣E ∫ t
0
∫ t
0
Djr
[
∇f(Zθt )Λnt (Λns )−1σj3(s)(s− η(s))2H
]
|r − s|2H−2dsdr
∣∣∣∣
≤Cn−2H .
Step 3. Finally, the difference between J j2 and the term I
j
3 in (5.4) is given by
J j2 − Ij3
=H
∫ t
0
E
{
∇f(Zθt )Λnt (Λns )−1([σj2(s)]j − σj4(s))
}
(s− η(s))2H−1ds
=H
∫ t
0
E
{
∇f(Zθt )Λnt (Λns )−1
∫ 1
0
[
∇σj
(
θXns + (1− θ)Xnη(s)
)
−∇σj(Xnη(s))]dθ}
× σj(Xnη(s))(s− η(s))2H−1ds.
We can easily verify that |J j2 − Ij3 | ≤ Cn−2H . In summary, we have proved the estimate (5.3).
Step 4. From the above estimates, to prove (5.1) we only need to show that for any j = 1, . . . ,m,
nJ j1 →
α2HT
2
m∑
l=1
∫ t
0
∫ t
0
∫ t
0
E
{
DluD
j
r
[
∇f(Xt)ΛtΛ−1s
(∇σjσl)(Xs)]}
× |u− s|2H−2|s− r|2H−2dudsdr,
as n tends to infinity. We show this in two steps. Denote
Φu,s =
m∑
l=1
∫ t
0
E
{
DluD
j
r
[
∇f(Xt)ΛtΛ−1s
(∇σjσl)(Xs)]}|s− r|2H−2dr.
Notice that Φu,s is uniformly bounded by Proposition 3.6 (see also Remark 4.2), Proposition 3.5
and the estimate (3.9). Then, applying Lemma 7.3, the following convergence holds
lim
n→∞nα
2
H
∫ t
0
∫ t
0
∫ t
0
Φu,s1[η(s),s](v)|u − v|2H−2dudvds
=
α2HT
2
∫ t
0
∫ t
0
Φu,s|u− s|2H−2duds.
The second step is to show that
lim
n→∞n
[
J j1 − α2H
∫ t
0
∫ t
0
∫ t
0
Φu,s1[η(s),s](v)|u− v|2H−2dudvds
]
= 0. (5.5)
We can write
J j1 − α2H
∫ t
0
∫ t
0
∫ t
0
Φu,s1[η(s),s](v)|u − v|2H−2dudvds
=α2H
m∑
l=1
∫ t
0
∫ t
0
∫ t
0
∫ t
0
E
{
DluD
j
r
[
∇f(Zθt )Λnt (Λns )−1[σj2(s)]l
−∇f(Xt)ΛtΛ−1s
(∇σjσl)(Xs)]}1[η(s),s](v)|u − v|2H−2|r − s|2H−2dudvdsdr.
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Then, (5.5) follows by the dominated convergence theorem, taking into account that
lim
n→∞E
{
DluD
j
r
[
∇f(Zθt )Λnt (Λns )−1[σj2(s)]l −∇f(Xt)ΛtΛ−1s
(∇σjσl)(Xs)]} = 0
The proof of Theorem 5.1 is then completed. 
6 Rate of convergence for the Euler scheme
In this section the approach based on Malliavin calculus to study the numerical schemes developed
in Section 4 shall be applied to study the rate of convergence of the classical Euler scheme defined
in (1.2).
Our first result in this section is the strong convergence of the classical Euler scheme. The
proof is significantly shorter comparing to that of the modified Euler scheme which provides a
finer approximation of the solution of the stochastic differential equation, where weighted quadratic
variation terms are involved. As we will see, the rate of weak convergence and the rate of strong
convergence are the same for the Euler scheme.
Theorem 6.1 Let X and Xn be the processes defined in (1.1) and (1.2), respectively. Suppose that
σ ∈ C3b (Rd;Rd×m). Then as n tends to infinity,
n2H−1(Xt −Xnt )→
T 2H−1
2
m∑
j=1
∫ t
0
ΛtΛ
−1
s (∇σjσj)(Xs)ds,
where Λ is the solution to the linear equation (5.2), and the convergence holds both almost surely
and in Lp for all p ≥ 1.
Proof: Let Yt = Xt −Xnt , t ∈ [0, T ]. By the definition of Xt and Xnt
Yt =
∫ t
0
[σ(Xs)− σ(Xnη(s))]dBs
=
∫ t
0
[σ(Xs)− σ(Xns ) + σ(Xns )− σ(Xnη(s))]dBs.
Since
σj(Xs)− σj(Xns ) =
∫ 1
0
∇σj(θXs + (1− θ)Xns )Ysdθ,
and
σj(Xns )− σj(Xnη(s)) =
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))σ(Xnη(s))(Bs −Bη(s))dθ,
we have
Yt =
m∑
j=1
∫ t
0
σj1(s)YsdB
j
s +
m∑
j=1
∫ t
0
σj2(s)(Bs −Bη(s))dBjs ,
where
σj1(s) =
∫ 1
0
∇σj(θXs + (1− θ)Xns )dθ,
σj2(s) =
∫ 1
0
∇σj(θXns + (1− θ)Xnη(s))σ(Xnη(s))dθ.
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The process Yt can be expressed explicitly as follows
Yt = Λ
n
t
m∑
j=1
∫ t
0
(Λns )
−1σj2(s)(Bs −Bη(s))dBjs , (6.1)
where Λn is the solution of the equation
Λnt = I +
m∑
j=1
∫ t
0
σj1(s)Λ
n
s dB
j
s .
Furthermore, we have
Λnt
∫ t
0
(Λns )
−1σj2(s)(Bs −Bη(s))dBjs =
∫ t
0
Λnt (Λ
n
s )
−1σj2(s)(Bs −Bη(s))δBjs
+ αH
∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj2(s)(Bs −Bη(s))
]
|r − s|2H−2dsdr
=
∫ t
0
Λnt (Λ
n
s )
−1σj2(s)(Bs −Bη(s))δBjs
+ αH
∫ t
0
∫ t
0
Djr
[
Λnt (Λ
n
s )
−1σj2(s)
]
(Bs −Bη(s))|r − s|2H−2dsdr
+ αH
∫ t
0
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j1[η(s),s](r)|r − s|2H−2dsdr
=A1n +A
2
n +A
3
n.
Recall that
[
σj2(s)
]
j
denotes the jth column of the matrix σj2(s).
As in the proof of Theorem 4.1 and taking into account Remark 3.7, we can show that the Lp
norms of the first term A1n and second term A
2
n are bounded by a constant times n
−H . Therefore,
n2H−1(E(|A1n +A2n|p))
1
p ≤ CpnH−1. (6.2)
This implies that n2H−1(A1n +A2n) converges to zero almost surely and in Lp for all p ≥ 1.
Then, to prove the theorem we only need to show that for j = 1, 2, . . . ,m,
n2H−1αH
∫ t
0
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j1[η(s),s](r)|r − s|2H−2dsdr
→ T
2H−1
2
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xs)ds
almost surely and in Lp for all p ≥ 1.
As in the proof of Theorem 5.1, we can show this in two steps. It is clear that
n2H−1
∫ t
0
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xs)1[η(s),s](r)|r − s|2H−2dsdr
=n2H−1
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xs)
(s− η(s))2H−1
2H − 1 ds
→ T
2H−1
2αH
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xs)ds,
almost surely and in Lp for all p ≥ 1.
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Set
Φn =
∫ t
0
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j1[η(s),s](r)|r − s|2H−2dsdr
−
∫ t
0
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xs)1[η(s),s](r)|r − s|2H−2dsdr.
The next step is to show that n2H−1Φn converges to zero as n tends to infinity almost surely and
in all Lp. We make the decomposition Φn = Φ
1
n +Φ
2
n, where
Φ1n =
∫ t
0
∫ t
0
Λnt (Λ
n
s )
−1[σj2(s)]j1[η(s),s](r)|r − s|2H−2dsdr
−
∫ t
0
∫ t
0
ΛtΛ
−1
s ∇σjσj(Xns )1[η(s),s](r)|r − s|2H−2dsdr,
and
Φ2n =
∫ t
0
∫ t
0
ΛtΛ
−1
s [∇σjσj(Xns )−∇σjσj(Xs)]1[η(s),s](r)|r − s|2H−2dsdr.
With the help of (6.1) we can write for r < t, i = 1, . . . ,m,
DirX
n
t −DirXt =DirΛnt
m∑
j=1
∫ t
0
(Λns )
−1σj2(s)(Bs −Bη(s))dBjs + Λnt (Λnr )−1σi2(r)(Br −Bη(r))
+ Λnt
m∑
j=1
∫ t
0
Dir[(Λ
n
s )
−1σj2(s)](Bs −Bη(s))dBjs
+ Λnt
m∑
j=1
∫ t
0
(Λns )
−1[σj2(s)]i1[η(s),s](r)dB
j
s .
Applying (2.3) and (2.4) to the right-hand side of the above expression and taking into account
Remark 4.2 adapted to the classical Euler scheme (see Remark 3.7), we can show that for any
p > 1,
n2H−1 sup
t∈[0,T ]
E(|DrXnt −DrXt|p)1/p ≤ C. (6.3)
By the chain rule for the Young’s integral, we can verify the expression
Λnt − Λt = Λt
m∑
j=1
∫ t
0
Λ−1s [σ
j
1(s)−∇σj(Xs)]Λns dBjs .
Applying again (2.3), (2.4), (6.3), Proposition 3.6 (see also Remark 4.2) and the estimate (3.2) for
the Ho¨lder norm of Xn, adapted to the classical Euler scheme (see Remark 3.7), we can show that
n2H−1 sup
t∈[0,T ]
E(|Λnt − Λt|p)1/p ≤ C. (6.4)
Now it follows from (6.4) that for all p ≥ 1,
(E(|Φ1n|p))
1
p ≤ Cpn2−4H . (6.5)
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On the other hand, we can also show that (E(|A3n|p))
1
p ≤ Cpn1−2H , which together with (6.2)
implies that the Lp norm of Yt is bounded uniformly in t by a constant times n
1−2H . This leads to
the inequality
(E(|Φ2n|p))
1
p ≤ Cpn2−4H . (6.6)
Then (6.5) and (6.6) imply that Φn converges to zero as n tends to infinity almost surely and in L
p
for all p ≥ 1. The proof of the theorem is now complete. 
As a consequence of the above theorem, we can deduce the following result.
Corollary 6.2 Let X and Xn be the processes defined in (1.1) and (1.2), respectively. Suppose
that σ ∈ C3b (Rd;Rd×m) and f ∈ C2b (Rd). Let Λ be the process defined in (5.2). Then as n tends to
infinity,
n2H−1 [f(Xnt )− f(Xt)]→
T 2H−1
2
m∑
j=1
∫ t
0
∇f(Xt)ΛtΛ−1s ∇σjσj(Xs)ds ,
almost surely and in Lp for all p ≥ 1.
Proof: First, we can write
n2H−1 [f(Xnt )− f(Xt)] = n2H−1
(∫ 1
0
∇f(Zθt )dθ
)
(Xnt −Xt) ,
where Equation (6.1) has been applied, and we denote Zθt = θXt+(1− θ)Xnt , t ∈ [0, T ]. The result
follows from Theorem 6.1, the convergence of Xnt to Xt and the assumption on f . 
The above corollary implies the following weak approximation result
lim
n→∞n
2H−1 [E[f(Xt)]− E[f(Xnt )]] =
T 2H−1
2
m∑
j=1
∫ t
0
E[∇f(Xt)ΛtΛ−1s ∇σjσj(Xs)]ds.
7 Appendix
7.1 Estimates of a stochastic integral driven by fBm
In this section, we give an estimate on a stochastic integral driven by a fractional Brownian motion
with Hurst parameter H > 12 using fractional calculus.
Lemma 7.1 Let B = {Bt, t ∈ [0, T ]} be a one-dimensional fractional Brownian motion with Hurst
parameter H ∈ (12 , 1). Suppose that f : Rl+m → R is continuously differentiable. Let α and β be
constants such that 12 < β < H and α :
1
2 > α > 1 − β. We denote by ∇xf the l-dimensional
vector with coordinates ∂f∂xi , i = 1, . . . , l, and by ∇yf the m-dimensional vector with coordinates
∂f
∂xl+i
, i = 1, . . . ,m. Consider processes x = {xt, t ∈ [0, T ]} and y = {yt, t ∈ [0, T ]} with dimensions
l and m, respectively, such that ‖x‖0,T,β and ‖y‖0,T,β,n, are finite for each n ≥ 1. Then, we have
the following estimates:
(i) For any s, t ∈ [0, T ] such that s ≤ t and s = η(s) we have∣∣∣∣∫ t
s
f(xr, yη(r))dBr
∣∣∣∣ ≤k1 sup
r∈[0,T ]
|f(xr, yη(r))|‖B‖β(t− s)β
+ k2 sup
r∈[0,T ]
|∇xf(xr, yη(r))|‖x‖s,t,β‖B‖β(t− s)2β
+ k3 sup
r∈[0,T ]
|∇yf(xr, yη(r))|‖y‖s,t,β,n‖B‖β(t− s)2β,
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where the ki, i = 1, 2, 3, are constants depending on α and β.
(ii) If the function f only depends on the first l variables, then the above estimate holds for all
0 ≤ s ≤ t ≤ T .
Proof: Fix s, t ∈ [0, T ] such that s = η(s) and s ≤ t. We use the fractional integration by parts
formula established in Proposition 2.1 to obtain∣∣∣∣∫ t
s
f(xr, yη(r))dBr
∣∣∣∣ ≤ ∫ t
s
∣∣Dαs+f(xr, yη(r))∣∣ ∣∣D1−αt− (Br −Bt)∣∣ dr. (7.1)
By the definition of fractional differentiation in (2.2), we can write∣∣∣D1−αt− (Br −Bt)∣∣∣ ≤ k0‖B‖β(t− r)α+β−1, s ≤ r ≤ t, (7.2)
where k0 =
1
Γ(α)
(
1 + αβ+α−1
)
. On the other hand, using (2.1) we obtain∣∣∣Dαs+f(xr, yη(r))∣∣∣ ≤ 1Γ(1− α)
[|f(xr, yη(r))|
(r − s)α + α
∫ r
s
|f(xr, yη(r))− f(xu, yη(u))|
(r − u)α+1 du
]
≤ 1
Γ(1− α)
[
sup
r∈[0,T ]
|f(xr,yη(r))|(r−s)−α+α sup
r∈[0,T ]
|∇xf(xr,yη(r))|‖x‖s,t,β
∫ r
s
(r−u)β−α−1du
+ α sup
r∈[0,T ]
|∇yf(xr, yη(r))|‖y‖s,t,β,n
∫ r
s
|η(r)− η(u)|β
(r − u)α+1 du
]
.
(7.3)
The inequalities (7.1), (7.3) and (7.2) together imply∣∣∣∣∫ t
s
f(xr, yη(r))dBr
∣∣∣∣
≤ 1
Γ(1− α)
∫ t
s
[
sup
r∈[0,T ]
|f(xr, yη(r))|(r−s)−α+α sup
r∈[0,T ]
|∇xf(xr, yη(r))|‖x‖s,t,β
∫ r
s
(r−u)β−α−1du
+ α sup
r∈[0,T ]
|∇yf(xr, yη(r))|‖y‖s,t,β,n
∫ r
s
|η(r)− η(u)|β
(r − u)α+1 du
]
k0‖B‖β(t− r)α+β−1dr
≤k1 sup
r∈[0,T ]
|f(xr, yη(r))|‖B‖β(t− s)β + k2 sup
r∈[0,T ]
|∇xf(xr, yη(r))|‖x‖s,t,β‖B‖β(t− s)2β
+ k3 sup
r∈[0,T ]
|∇yf(xr, yη(r))|‖y‖s,t,β,n‖B‖β(t− s)2β,
where k1 = k0
Γ(α+ β)
Γ(β + 1)
and k2 = k0
αΓ(α + β)Γ(β − α+ 1)
Γ(2β + 1)(β − α) and k3 = k0k4
α
Γ(1− α) , k4 being the
constant in Lemma 7.2. This completes the proof. 
Lemma 7.2 Let β and α satisfy 12 < β < H and
1
2 > α > 1 − β. Choose s, t ∈ [0, T ] such that
s < t, s = η(s). Then there exists a constant k4 depending on α, β and T , such that∫ t
s
(t− r)α+β−1
∫ r
s
|η(r)− η(u)|β
(r − u)α+1 dudr ≤ k4(t− s)
2β.
Proof: Without loss of generality, we let T = 1. Note that when η(s) = s < t ≤ η(s) + 1n , the
double integral equals zero. In the following we will assume t > η(s) + 1n . We can write∫ t
s
(t− r)α+β−1
∫ r
s
|η(r)− η(u)|β
(r − u)α+1 dudr
=
∫ t
η(s)+ 1
n
(t− r)α+β−1
∫ η(r)
s
|η(r)− η(u)|β
(r − u)α+1 dudr.
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In the case when η(s) + 1n ≤ t ≤ η(s) + 2n , noticing that in the above integral the inequalities
t− r ≤ t− s and η(r)− η(u) = 1n are always correct, we have∫ t
η(s)+ 1
n
(t− r)α+β−1
∫ η(r)
s
|η(r)− η(u)|β
(r − u)α+1 dudr
≤
∫ t
η(s)+ 1
n
(t− s)α+β−1
∫ η(r)
s
( 1n)
β
(r − u)α+1 dudr
=n−β(t− s)α+β−1
∫ t
η(s)+ 1
n
∫ η(r)
s
(r − u)−α−1dudr
≤Cn−β(t− s)α+β−1nα−1 ≤ C(t− s)2β,
(7.4)
since in this case t− s ≤ 2n or n−β+α−1 ≤ (t− s)β−α+1.
Now we consider the case when t > η(s) + 2n . We can write∫ t
η(s)+ 1
n
(t− r)α+β−1
∫ η(r)
s
|η(r)− η(u)|β
(r − u)α+1 dudr
=(
∫ t
η(s)+ 2
n
+
∫ η(s)+ 2
n
η(s)+ 1
n
)(t− r)α+β−1
∫ η(r)
s
|η(r)− η(u)|β
(r − u)α+1 dudr = I1 + I2.
Following the same lines as in (7.4), we have I2 ≤ (t− s)2β. Finally, we write
I1 =
∫ t
η(s)+ 2
n
(t− r)α+β−1
∫ η(r)
s
|η(r) − η(u)|β
(r − u)α+1 dudr
=
∫ t
η(s)+ 2
n
(t− r)α+β−1(
∫ η(r)
η(r)− 1
n
+
∫ η(r)− 1
n
s
)
|η(r)− η(u)|β
(r − u)α+1 dudr
=I11 + I12.
Notice that in the term I12, we always have r − u > 1n . Thus η(r) − η(u) ≤ r − u+ 1n ≤ 2(r − u).
Therefore,
I12 ≤
∫ t
η(s)+ 2
n
(t− r)α+β−1
∫ η(r)− 1
n
s
2β(r − u)β
(r − u)α+1 dudr ≤ k(t− s)
2β.
On the other hand, we have
I11 =
∫ t
η(s)+ 2
n
(t− r)α+β−1
∫ η(r)
η(r)− 1
n
|η(r) − η(u)|β
(r − u)α+1 dudr
≤kn−β(t− s)α+β−1
∫ t
η(s)+ 2
n
[
1
(r − η(r))α −
1
(r − η(r) + 1n)α
]dr
≤kn−β(t− s)α+β−1
∫ t
η(s)+ 2
n
1
(r − η(r))α dr
≤kn−β(t− s)α+β−1 (η(t) +
1
n)− (η(s) + 2n)
1/n
nα−1
≤k(t− s)2β .
The lemma is now proved. 
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7.2 A technical lemma
Lemma 7.3 Suppose that Φ : [0, T ]2 → R is a bounded measurable function. Then, for any t ∈
[0, T ],
lim
n→∞n
∫ t
0
∫ t
0
∫ t
0
Φu,s1[η(s),s](v)|u − v|2H−2dudvds
=
T
2
∫ t
0
∫ t
0
Φu,s|u− s|2H−2duds.
Proof: The results is clearly true if Φ is continuous. On the other hand, we can approximate any
bounded function on [0, T ]2 by a continuous function Φǫ in Lp([0, T ]2), where p > 12H−1 . Then, the
Ho¨lder inequality yields the estimate
n
∫ t
0
∫ t
0
∫ t
0
|Φu,s − Φǫu,s|1[η(s),s](v)|u− v|2H−2dudvds ≤ C‖Φ− Φǫ‖Lp([0,T ]2),
where the constant C does no depend on n, and this allows us to complete the proof. 
The above result holds true also for a bounded function Φ taking values in some separable
Banach space.
7.3 Estimates of the L2-norm of weighted quadratic variations
For notational convenience, we let T = 1. Let B = {Bt, t ∈ [0, 1]} be a one-dimensional fractional
Brownian motion with Hurst parameter H > 12 . For any n ≥ 1 and k = 1, . . . , n we define
δk/n = 1[(k−1)/n,k/n] and ∆Bk = Bk/n − B(k−1)/n. We need an estimate of the L2 norm of the
quadratic variation defined as
V (2)n (F ) =
n∑
k=1
Fnk
[
(∆Bk)
2 − n−2H] , (7.5)
where Fnk , k = 1, . . . , n, n ≥ 1 is a family of random variables.
Proposition 7.4 Let B = {Bt, t ∈ [0, 1]} be a one-dimensional fractional Brownian motion with
Hurst parameter H > 12 . Consider random variables F
n
k , k = 1, . . . , n, n ≥ 1 in D4,p for all p ≥ 1,
such that for each k = 1, . . . , n and n ≥ 1 and j = 1, 2, 3, 4 there exist a version of the derivative
DjFnk satisfying
sup
k,n∈N:k≤n
sup
t1,...,tj∈[0,1]
E
(
|Djt1,...,tjFnk |
)
<∞. (7.6)
Then the weighted quadratic variation defined in (7.5) satisfies
E(V (2)n (F )
2) =

O(n1−4H) H < 3/4,
O(n−2 lnn) H = 3/4,
O(n−2) H > 3/4.
Proof: Notice that (∆Bk)
2 − n−2H = I2(δ⊗2k/n), where I2 denotes the double stochastic integral.
In this way we obtain
E(V (2)n (F )
2) =
n∑
k,l=1
E
(
Fnk F
n
l I2(δ
⊗2
k/n
)I2(δ
⊗2
l/n
)
)
.
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The product formula of multiple stochastic integrals (see (2.6)) yields
I2(δ
⊗2
k/n)I2(δ
⊗2
l/n) = I4(δ
⊗2
k/n⊗˜δ⊗2l/n) + 4I2(δk/n⊗˜δl/n)〈δk/n, δl/n〉H + 2〈δk/n, δl/n〉2H.
Therefore, using the duality relationship between the iterated derivative and multiple stochastic
integrals (see (2.5)), we can write
E(V (2)n (F )
2)
=
n∑
k,l=1
E
(
Fnk F
n
l I4(δ
⊗2
k/n⊗˜δ⊗2l/n)
)
+ 4
n∑
k,l=1
E
(
Fnk F
n
l I2(δk/n⊗˜δl/n)
) 〈δk/n, δl/n〉H
+ 2
n∑
k,l=1
E [Fnk F
n
l ] 〈δk/n, δl/n〉2H
=
n∑
k,l=1
E
(〈
D4(Fnk F
n
l ), δ
⊗2
k/n⊗˜δ⊗2l/n
〉
H⊗4
)
+ 4
n∑
k,l=1
E
(〈
D2 (Fnk F
n
l ), δk/n⊗˜δl/n
〉
H⊗2
)
〈δk/n, δl/n〉H
+ 2
n∑
k,l=1
E (Fnk F
n
l ) 〈δk/n, δl/n〉2H
=I1 + I2 + I3.
(7.7)
For the second term in the above expression, we have∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
|E (Dt1,t2(Fnk Fnl ))| δ k
n
(s1)δ l
n
(s2)
× |s1 − t1|2H−2|s2 − t2|2H−2ds1dt1ds2dt2 ≤ Cn−2,
where C is a constant independent of n. Therefore,
|I2| ≤ Cn−2
n∑
k,l=1
〈δk/n, δl/n〉H = Cn−2. (7.8)
Similarly, for the first term we have
|I1| ≤ sup
t1,t2,t3,t4∈[0,1]
∣∣E [D4t1,t2,t3,t4(Fnk Fnl )]∣∣ 〈1, δ⊗2k/n⊗˜δ⊗2l/n〉H⊗4 ≤ Cn−4, (7.9)
where C is a constant independent of n. In addition, by the results in [11] (Lemma 5 and Lemma
6), we have
n∑
k,l=1
∣∣∣〈δk/n, δl/n〉H ∣∣∣2 =

O(n1−4H) H < 3/4,
O(n−2 lnn) H = 3/4,
O(n−2) H > 3/4.
(7.10)
Now applying these estimates to the third term in (7.7) and using (7.8) and (7.9) we obtain the
desired result. 
The above result can be generalized to weighted Hermite variations of order q ≥ 2 of the form
n∑
k=1
Fnk Hq(n
H∆Bk),
where Hq, q ≥ 2, denotes the Hermite polynomial with degree q.
In the particular case where Fnk = f(Bk/n) for a suitable function f , the asymptotic behavior of
the weighted Hermite variations of order q ≥ 2 has been analyzed in [11].
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7.4 Estimates of the L2-norm of the weighted covariation of two independent
fractional Brownian motions
We also need an estimate of the weighted covariation of two independent fractional Brownian mo-
tions.
Proposition 7.5 Let B and B˜ be two independent one-dimensional fractional Brownian motions,
with the same Hurst parameter H > 12 . Let F
k
n , k = 1, . . . , n, n ≥ 1 be random variables satisfying
(7.6). Then, if tk = k/n,
E
[( n∑
k=1
∫ tk
tk−1
Fnk (B˜s − B˜tk−1)dBs
)2]
=

O(n1−4H) H < 3/4,
O(n1−4H lnn) H = 3/4,
O(n−2) H > 3/4.
Proof: Using the product formula for double stochastic integrals we can write
E
( n∑
k=1
∫ tk
tk−1
Fnk (B˜s − B˜tk−1)dBs
)2
=E
 n∑
k,l=1
Fnk F
n
l
∫ tk
tk−1
(B˜s − B˜tk−1)dBs
∫ tl
tl−1
(B˜s − B˜tl−1)dBs

=E
 n∑
k,l=1
Fnk F
n
l I2
([
(B˜· − B˜tk−1)δk/n
]
⊗˜
[
(B˜· − B˜tl−1)δl/n
])
+ E
 n∑
k,l=1
Fnk F
n
l
〈
(B˜· − B˜tk−1)δk/n, (B˜· − B˜tl−1)δl/n
〉
H
 .
(7.11)
The duality formula for the double stochastic integral yields
E
( n∑
k=1
∫ tk
tk−1
Fnk (B˜s − B˜tk−1)dBs
)2
=α2H
n∑
k,l=1
E
[ ∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
D2t1,t2 (F
n
k F
n
l )
[
(B˜s1 − B˜tk−1)δk/n(s1)
]
×
[
(B˜s2 − B˜tl−1)δl/n(s2)
]
|t1 − s1|2H−2|t2 − s2|2H−2dt1ds1dt2ds2
]
+ αH
n∑
k,l=1
E
[
Fnk F
n
l
∫ 1
0
∫ 1
0
(B˜t − B˜tk−1)δk/n(t)(B˜s − B˜tl−1)δl/n(s)|t− s|2H−2dtds
]
=I1 + I2.
Notice that∣∣∣E [D2t1,t2(Fnk Fnl )(B˜s1 − B˜tk−1)(B˜s2 − B˜tl−1)]∣∣∣
≤ ∣∣E [D2t1,t2 (Fnk Fnl ) I2 (1[tk−1,s1] ⊗ 1[tl−1,s2])]∣∣+ ∣∣E [D2t1,t2 (Fnk Fnl )]∣∣ 〈1[tk−1,s1],1[tl−1,s2]〉H
≤
∣∣E〈D2 [D2t1,t2 (Fnk Fnl )] ,1[tk−1,s1] ⊗ 1[tl−1,s2]〉H⊗2∣∣+ C〈1[tk−1,s1],1[tl−1,s2]〉H
≤ C
n2
+ C〈1[tk−1,s1],1[tl−1,s2]〉H.
(7.12)
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Substituting (7.12) into the first term I1 in (7.11), we get
|I1| ≤ C
n2
n∑
k,l=1
[∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
δk/n(s1)δl/n(s2)|t1 − s1|2H−2|t2 − s2|2H−2dt1ds1dt2ds2
]
+ C
n∑
k,l=1
∫ tl
tl−1
∫ 1
0
∫ tk
tk−1
∫ 1
0
〈1[tk−1,s1],1[tl−1,s2]〉H|t1 − s1|2H−2|t2 − s2|2H−2dt1ds1dt2ds2
≤Cn−2.
Similarly,∣∣∣E [Fnk Fnl (B˜t − B˜tk−1)(B˜s − B˜tl−1)]∣∣∣
≤ ∣∣E [Fnk Fnl I2 (1[tk−1,t] ⊗ 1[tl−1,s])]+ E [Fnk Fnl ] 〈1[tk−1,t],1[tl−1,s]〉H∣∣
≤ ∣∣E〈D2 [Fnk Fnl ] ,1[tk−1,t] ⊗ 1[tl−1,s]〉H⊗2∣∣+ C〈1[tk−1,t],1[tl−1,s]〉H
≤Cn−2 +C〈1[tk−1,t],1[tl−1,s]〉H.
(7.13)
Substituting (7.13) into the second term I2 of (7.11), we get
|I2| ≤ C
n2
n∑
k,l=1
[∫ 1
0
∫ 1
0
δk/n(t)δl/n(s)|t− s|2H−2dtds
]
+ C
n∑
k,l=1
∫ 1
0
∫ 1
0
〈1[tk−1,t],1[tl−1,s]〉Hδk/n(t)δl/n(s)|t− s|2H−2dtds
≤Cn−2 +
n∑
k,l=1
∣∣∣〈δk/n, δl/n〉H ∣∣∣2.
The above estimates together with (7.10) implies the result. 
References
[1] Deya, A.; Neuenkirch, A. and Tindel S. A Milstein-type scheme without Le´vy area terms for
SDEs driven by fractional Brownian motion. Ann. Institute Henri Poincare´ 48 (2012), 518–550.
[2] Friz, P. and Victoir, N. Multidimensional Stochastic Processes as Rough Paths: Theory and
Applications. Cambridge Univ. Press, Cambridge, 2010.
[3] Hu, Y. Strong and weak order of time discretization schemes of stochastic differential equations,
Se´minaire de Probabilite´s XXX, Ed. J. Azema, P.A. Meyer and M. Yor, Lecture Notes in
Mathematics 1626, Springer, 1996, 218-227.
[4] Hu, Y. and Nualart, D. Differential equations driven by Ho¨lder continuous functions of order
greater than 1/2. In: Stochastic Annalysis and Applications, 399–413, Abel Symp., 2, Springer,
Berlin, 2007.
[5] Kloeden, P. E. and Platen, E. Numerical Solution of Stochastic Differential Equations, Springer,
1992.
[6] Kohatsu-Higa, A. Weak approximations. A Malliavin calculus approach. Mathematics of com-
putation 70, no. 233 (2001), 135-172.
35
[7] Lyons, T. Differential equations driven by rough signals. I. An extension of an inequality of L.
C. Young. Math. Res. Lett. 1 (1994), 451–464.
[8] Lyons, T. and Qian, Z. System Control and Rough Paths. Clarendon Press, Oxford, 2002.
[9] Mishura, Y. Stochastic calculus for fractional Brownian motion and related processes. Lecture
Notes in Mathematics, 1929. Springer-Verlag, Berlin, 2008.
[10] Neuenkirch, A. and Nourdin, I. Exact rate of convergence of some approximation schemes
associated to SDEs driven by a fractional Brownian motion. J. Theoret. Probab. 20 (2007)
871–899.
[11] Nourdin, I.; Nualart, D. and Tudor, C. Central and non-central limit theorem for weighted
power variation of fractional Brownian motion. Annales de l’Institut Henri Poincare´ 46 n. 4
(2010) 1055–1079.
[12] Nualart, D. The Malliavin calculus and related topics. Springer Verlag 2006.
[13] Nualart, D. and Rascanu, A. Differential equations driven by fractional Brownian motion.
Collectanea Mathematica 53 (2002), 55–81.
[14] Nualart, D. and Saussereau, B. Malliavin calculus for stochastic differential equations driven by
a fractional Brownian motion. Stochastic Processes and their Applications 119 (2009), 391-409.
[15] Young, L. C. An inequality for the Ho¨lder type connected with Stieltjes integration. Acta Math
67 (1936), 251–282.
[16] Za¨hle, M. Integration with respect to fractal functions and stochastic calculus. I. Probability
Theory and Related Fields 111(1998), 333–374.
36
