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Abstract 
In today’s competitive market, the quality of a product or service is no longer measured by a single 
variable but by a number of variables that define the quality of the final product or service. It is 
known that these quality variables of products or services are correlated with each other, and it is 
therefore important to monitor these correlated quality characteristics simultaneously. Multivariate 
quality control charts are capable of such monitoring. Multivariate monitoring of industrial or 
clinical procedures often involves more than three correlated quality characteristics, and the status 
of the process is judged using a sample of one size. The majority of existing control charts for 
monitoring multivariate process variability for individual observations are capable of monitoring 
up to three quality characteristics. One of the hurdles in designing optimal variability control charts 
for large dimension data is the enormous computing resources and time that is required by the 
simulation algorithm to estimate the charts parameters.  
In this research, a novel algorithm based on the parallelised Monte Carlo simulation has 
been developed to improve the ability of the Multivariate Exponentially Weighted Mean Squared 
Deviation (MEWMS) and Multivariate Exponentially Weighted Moving Variance (MEWMV) 
charts to monitor multivariate process variability with a greater number of quality characteristics. 
Different techniques have been deployed to reduce computing space and the time complexity taken 
by the algorithm. The novelty of this algorithm is its ability to estimate the optimal control limit L 
(optimal L) for any given number of correlated quality characteristics, size of the shifts to be 
detected based on the smoothing constant, and the given in-control average run length in a 
computationally efficient way. The optimal L for the MEWMS and MEWMV charts to detect 
small, medium and large shifts in the covariance matrix of up to fifteen correlated quality 
characteristics has been provided. Furthermore, utilising the large number of optimal L values 
generated by the algorithm has enabled us to develop two mathematical functions that are capable 
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of predicting L values for MEWMS and MEWMV charts. This would eliminate the need for 
further execution of the parallelised Monte Carlo simulation for high dimension data. 
One of the main challenges in deploying multivariate control charts is to identify which 
characteristics are responsible for the out-of-control signal detected by the charts, and what is the 
extent of their contribution to the signal. In this research, a smart diagnostic technique has been 
developed by using a hybrid of the wrapper filter approach to effectively identify the variables that 
are responsible for the process faults and to classify the percentage of their contribution to the 
faults. The robustness of the proposed techniques has been demonstrated through their application 
to a range of clinical and industrial multivariate processes where the percentage of correct 
classifications is presented for different scenarios. 
The majority of the existing multivariate control charts have been developed to monitor 
processes that follow multivariate normal distribution. In this thesis, the author has proposed a 
control chart for a non-normal high dimensional multivariate process based on the percentile point 
of Burr XII distribution. Geometric distance variables are fitted to the subset of correlated quality 
characteristics to reduce the dimension of the data, which is then followed by fitting the Burr XII 
distribution to each geometric distance variable. Since individual distance variables are 
independent, each can be monitored by individual control charts based on the percentile points of 
the fitted Burr XII distributions. A simulated annealing approach is used to estimate parameters of 
the Burr XII distribution. The proposed hybrid is utilised to identify and rank the variables 
responsible for the out-of-control signals of geometric distance variables.  
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1.1 Introduction 
Quality is a significant component in sustaining the competitiveness of any firm or product in 
the market. Quality control procedures are necessary to maintain the desired quality level, and at 
the very beginning, the quality management aims to prevent the manufacture of defective products. 
Statistical Process Control is a collection of tools that are designed for measuring and controlling 
quality during the manufacturing process. A control chart is one of the tools used to determine 
whether a manufacturing or business process is in a state of control or not. The quality control 
charts play a significant role in identifying defects and causes of faults, which lead to minimal 
operational losses, and they also focus on achieving process stability and reduce variability. 
The first control chart in 1945 was invented by Walter A. Shewhart, and it was designed 
to detect large shifts from an acceptable quality level. The Cumulative Sum control chart and 
Exponentially Weighted Moving Average control chart were introduced later to detect small shifts 
in quality level. Shewhart, CUSUM and EWMA were originally designed to monitor the process 
mean, whilst later research focused on monitoring process variability.  
In the modern manufacturing environment, the extension of these charts to monitor the 
quality and performance of a process or product can be attributed to several correlated quality 
characteristics, all of which need to be controlled and monitored simultaneously. Manufacturers 
need to maintain the quality of several attributes in order to achieve the desired quality in the final 
product. Assessing these quality characteristics individually may be very misleading since the 
correlation between the variables would be ignored. The importance of developing multivariate 
control charts, which can monitor several correlated quality characteristics simultaneously has 
emerged. In the last two decades there has been an increasing research interest in multivariate 
quality control procedures, which is evidenced by the large number of papers published in 
statistical and quality control journals.  
3 
 
The research in this thesis focuses on monitoring the multivariate variability of quality 
characteristics with individual observations. It attempts to monitor high-dimensional datasets 
containing more than three variables. Multivariate quality characteristics are often correlated with 
each other. Therefore, multivariate charts are used to monitor either mean vector or the variance-
covariance of these correlated characteristics. The research also investigates monitoring and fault 
diagnostic techniques for normal and non-normal multivariate data. 
 
1.2  Multivariate Control charts 
Multivariate process control techniques were established by Hotelling (1947) in his 
pioneering paper suggesting the use of the T2 statistic for monitoring the mean vector of 
multivariate processes. Development of multivariate control charts can be divided into two main 
segments based on the monitoring characteristics of the chart: one that monitors the mean of the 
process; and one that monitors the variance of the process. 
The majority of the research in the last 20 years has focused on developing multivariate 
control charts for monitoring shifts in the process mean. Reviews of these developments can be 
found in Wierda (1994), Lawry and Montgomery (1995), Mason et al. (1997), Montgomery 
(2012), Peres and Fogliatto (2018), and Wodall and Montgomery (2014). Although these reviews 
also contain discussions on multivariate control charts for monitoring changes in a covariance 
matrix, their coverage is limited. 
The charts which were developed to monitor process dispersion can be categorised as multivariate 
Shewhart, Multivariate Cumulative Sum (MCUSUM) and multivariate exponentially weighted 
moving average (MEWMA).  
The first multivariate control chart for monitoring the covariance matrix Σ was based on 
the charting statistic obtained from the generalised likelihood ratio test. For the case of two 
variables, Alt (1984) proposed the generalised variance statistic |S| to control the covariance matrix 
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Σ. Guerrero-Cusumano (1995) proposed a chart based on conditional entropy. Tang and Barnett 
(1996a, 1996b) proposed a multivariate Shewhart chart that is based on deconstructing a 
covariance matrix into a sum of a series of independent ᵪ2 statistics. Further work can be found in 
Levinson et al. (2002) and Khoo and Quah (2003). More efficient control charts than the |S| chart 
have also been proposed. Recently, Costa and Machado (2008, 2008a, 2009) considered the 
VMAX statistic to control the covariance matrix of bivariate processes, and later extended it to 
monitor p multivariate quality characteristics. The points plotted on the VMAX chart correspond 
to the maximum of the sample variances of the p-quality characteristics. Machado et al. (2009) 
proposed two new control charts for monitoring the mean vector and the covariance matrix of the 
bivariate processes. First, they proposed the MVMAX chart, which only requires the computation 
of statistics familiar to the users, i.e., sample means and sample variances. Second, they proposed 
the joint use of the two charts based on the non-central ᵪ2 statistic (NCS statistic), known as the 
NCS charts. The joint NCS charts are recommended for those who aim to identify the OOC 
variable or sample, instead of the nature of the disturbance. 
In general, multivariate Shewhart-type control charts only use information from the current 
sample and they are relatively insensitive to small and moderate shifts. MCUSUM and MEWMA 
control charts have been developed in order to overcome this problem. Woodall and Ncube (1985) 
described how a p-dimensional multivariate normal process can be monitored by using p univariate 
CUSUM charts. This univariate CUSUM scheme is called the MCUSUM. Healy (1987) used the 
fact that CUSUM charts can be viewed as a series of sequential probability ratio tests in order to 
develop a MCUSUM chart. Hawkins (1993) suggested that it is possible to develop multiple 
CUSUM and EWMA control charts in order to detect changes in the covariance matrix based on 
regression-adjusted variables. Crosier (1988) proposed two new multivariate CUSUM schemes. 
The first scheme is based on the square root of Hotelling’s T2 statistic, while the second can be 
derived from replacing the scalar quantities of a univariate CUSUM scheme. Further work on 
MCUSUM charts can be found in Pignatiello and Runger (1990). Chan and Zhang (2001) proposed 
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Cumulative Sum charts for controlling the covariance matrix. Runger and Testik (2004) 
highlighted the advantages and disadvantages of MCUSUM schemes. Comparisons of the 
performance have been carried out for MCUSUM with multivariate (Kuvattana et al., 2015) and 
MEWMA (Han and Zhong, 2015) charts. Abdella et al. (2017) have proposed a variable selection-
based MCUSUM control chart, which has improved the power of detecting changes in high-
dimensional processes. Adegoke et al. (2018) have proposed shrinkage estimates of covariance 
matrices in order to improve the performance of MCUSUM. 
Lowry et al. (1992) proposed a multivariate extension of the EWMA chart, which can perform 
better than the multivariate CUSUM procedure of Crosier (1988), and Pignatiello and Runger 
(1990). Prablu and Runger (1997) provided recommendations for the selection of parameters for 
a MEWMA chart. Yumin (1996) proposed the construction of a MEWMA chart using the principal 
components of the original variables. Yeh et al. (2003) introduced a MEWMA chart which is 
designed to detect small changes in the variability of correlated multivariate quality characteristics. 
Runger et al. (1999) showed how the shift detection capability of the MEWMA chart can be 
significantly improved by transforming the original process variables to a lower dimensional 
subspace through the use of the U transformation. A series of excellent review papers on 
multivariate control charts can be found in Lawry and Montgomery (1995), Bersimis et al. (2007) 
and Yeh et al. (2006). A Multivariate Synthetic Exponentially Weighted moving average 
(MSEWMA) chart (Lee, 2012) consists of a MEWMA chart and a Conforming Run Length (CRL) 
chart. The CRL of the MSEWMA chart is obtained using the Markov chain approach. The 
MSEWMA chart has been shown to be more efficient than both the multivariate synthetic T2 
control chart and the MEWMA chart for detecting shifts in the mean vector. Wu et al. (2015) have 
used the MEWMA chart with five different estimators as a population covariance matrix, which 
is applied to monitor shifts in processes. Park and Jun (2015) have proposed a new type of 
multivariate EWMA chart for detecting process mean shifts based on the Benjamini-Hochberg 
procedure. The results show that the proposed BH-MEWMA chart outperforms the existing 
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multivariate EWMA chart under all mean shift levels. Shen et al. (2014) have proposed a new 
multivariate EWMA chart by integrating the classical L2-norm-based test with a maximum-norm 
based test. Numerical results show the new control chart affords a more balanced performance 
under various shift directions. 
 
1.3  Simultaneous monitoring of mean and variance 
Recently, monitoring the mean and variability processes simultaneously for multivariate 
processes through a single control chart has attracted attention. Zhang and Chang (2008) proposed 
a single control chart which integrates the Exponentially Weighted Moving Average (EWMA) 
procedure with the generalised likelihood ratio (GLR) test in order to jointly monitor both the 
multivariate process mean and variability. McCracken and Chakraborti (2013) have written a 
review paper for joint monitoring schemes discussing possible approaches and have highlighted 
their advantages and disadvantages. Maleki and Amiri (2015) proposed two multi-layer neural 
networks for simultaneous monitoring of mean vectors and covariance matrices in the multivariate 
process. Garthoff et al. (2014) have used several EWMA and CUSUM charts to jointly monitor 
the mean vector and covariance of nonlinear time series. Park (2014) studied some combined 
control charts for joint monitoring of the process mean and variance. Li et al. (2016) have proposed 
two CUSUM control schemes for monitoring of mean and variance when the process parameters 
are unknown. Haridy et al. (2016) have shown that a simple X chart outperforms a joint X-bar & 
R chart, and X-bar & S control charts as well as an X-bar & MR chart. The other advantages of an 
X chart are that it is very simple to understand, implement and design. A control chart for the 
multivariate coefficient of variation (CV) has been proposed by Yeong et al. (2016). The CV-chart 
is capable of monitoring relative variability compared with the mean. 
These joint monitoring schemes are useful for situations in which special causes can result 
in a change in both the mean and the variance. The schemes allow practitioners to avoid the inflated 
false-alarm rate which results from simply using two independent control charts (one each for 
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mean and variance) without adjusting for multiple testing. However, due to the complexity of 
multivariate distributions, most existing methods in univariate processes cannot be readily 
extended to multivariate processes. 
1.4  Individual observation of multivariate data 
In general, multivariate data are collected according to the subgroup concept. A subgroup 
represents a sample of data taken at a certain point in the process. When the data are collected as 
samples, the mean vector or covariance matrix is estimated based on the samples. The control 
charts are then constructed using these estimated values. 
Sometimes, it may not be possible to collect samples of a size of larger than one. This can 
happen in situations when the production rate is too slow and taking repeated samples will be 
highly expensive. This is more likely to happen in clinical monitoring when the observations are 
available only as individual observations; or in chemical monitoring when the repeated 
measurements tend to produce measurement errors. In the case of individual observations, one 
common method is to construct control charts based on Hotelling’s T2 statistic, in which all the 
observations are pooled in order to estimate the mean vector and covariance matrix (Jackson, 1985; 
Tracy et al., 1992; Wierda, 1994; Lawry and Montgomery, 1995). In contrast, several different 
control charting schemes have been proposed to monitor multivariate process variance with 
individual observations (Huwang et al., 2007; Macgregor and Harris, 1993; Yeh et al., 2012; Yeh 
et al., 2006). 
1.5  Data fusion techniques for monitoring multivariate processes 
Data fusion methods were primarily developed for military applications, but over the past 
decade significant attention has been focused on non-military applications such as monitoring 
manufacturing processes, environmental monitoring, medical applications and robotics. Multi-
sensor data fusion refers to the acquisition, processing and synergistic combination of information 
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gathered by various sources and sensors in order to improve the accuracy levels and provide more 
specific inferences of a process. Choice of architecture is critical for successful data fusion. One 
of the most widely used data fusion architectures is Joint Directors of Laboratories (JDL, 1991). 
Llinas and Hall (1998) describe a number of levels at which data fusion could be undertaken. 
Esteban et al. (2005) discuss five models: JDL (Thomopoulos, 1998); Multi-sensor integration; 
Behavioural knowledge-based; and Waterfall and Distributed blackboard of data fusion 
frameworks. Khaleghi et al. (2013) categorise data fusion algorithms based on four challenging 
problems of input data: data imperfection, data correlation, data inconsistency and disparateness 
of data form. Kalman filtering (Olfati-Saber, 2007), adaptive observers, weighted average 
(Suranthiran and Jayasuriya, 2003), nonlinear system fusion (Luo et al., 2002; Mao and Jiang, 
2007), Algebraic functions (Berdjag et al., 2002), and Bayesian estimators are some of the most 
conventional approaches to sensor fusion. Neural networks, fuzzy logic (Manjunatha et al., 2008) 
and soft computing techniques are preferred for high-performance data fusions. Castanedo (2013) 
has also written a paper reviewing the most popular methods and techniques for performing 
information fusion. 
Substantial research has also been devoted in recent years to achieving better performance 
in multivariate process monitoring, predictive control and fault diagnosis by using data fusion 
methods. Data mining model-based Multivariate Cumulative Sum (MCUSUM) control charts 
have been proposed by Kim et al. (2012). They have shown that the combination of ANN, Support 
Vector Regression (SVR) and Multivariate Adaptive Regression Splines (MARS) with an 
MCUSUM chart give better results for multivariate and auto-correlated process control. (Mahony  
et al., 2016) have given a snapshot of the industrial applications of data fusion and process 
modelling in order to determine the quality and performance attributes of a process. Shi (2013) has 
discussed the concepts and achievements of data fusion for in-process quality improvements 
(IPQI) in complex manufacturing systems based on stream-of-variation theory and causation-
based quality control. Safizadeh and Latifi (2014) have used multi-sensor data fusion for vibration 
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fault diagnosis of rolling element bearings by utilising the Principal Component Analysis and K-
Nearest Neighbour (KNN) classifier. Their study shows that the fusion of data from different 
sources enhances fault detection and diagnosis by supplying complementary information. Banerjee 
and Das (2012) proposed a hybrid method for motor fault signal classification based on sensor 
data fusion using Support Vector Machine (SVM) and Short-Term Fourier Transform techniques 
(STFT). They have shown that the hybrid approach of fusion data provides high performance and 
accuracy in nonlinear systems. The hybrid approach of data fusion is a potential new field of future 
research that is yielding promising results.  
However, the nonexistence of standard fusion evaluation procedures, independently 
applicable of any given domain, is a common drawback. Data fusion techniques have been applied 
in many specific domains in the literature. Specific data fusion models have been selected based 
on analyses of the nature of the data (imperfection, disparateness, inconsistency or behavioural 
motivation and source of data generation) by the particular domain experts. These specific fusion 
models are not a generic approach, and their applicability is limited to the extent of experts’ 
knowledge of the domain. In contrast, our approach focuses on developing a generic model which 
can be applied to any high-dimensional data set. Therefore, in this research, the attention is focused 
on research based on quality control charts which have been developed based on Exponentially 
Weighted Moving Variance (EWMV) statistics. It also focuses on improving the fault diagnostics 
of multivariate control charts when monitoring multivariate variance using machine-learning 
techniques. 
 
1.6  Research questions investigated in this thesis 
1. What are the current methods widely used for monitoring the variability of multivariate 
processes with normal characteristics when individual observations are available? 
2. Is it possible to develop algorithms to estimate the optimum parameters for the Multivariate 
Exponentially Weighted Mean Squared Deviation (MEWMS) and Multivariate Exponentially 
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Weighted Moving Variance (MEWMV) charts, which are capable of monitoring multivariate 
quality variability for more than three variables in a computationally efficient way? 
3. Is it possible to develop hybrid wrapper-filter approaches that can be used as a source 
identification for the out-of-controls in both the MEWMS and MEWMV charts? 
4. Is the performance of the developed fault diagnostic techniques better than the existing 
procedures in identifying the sources of OOC signals when monitoring process variability? 
5. Is it possible to reduce the dimension of the non-normal data using Geometric Distance (GD) 
variables?  
6. Is it possible to fit a distribution for GD variables? Is it possible to compute control limits for 
GD variables based on the fitted distribution and identify OOC signals?  
7. Is it possible to identify responsible variables for out-of-controls of GD variables using fault 
diagnostic techniques?  
 
1.7 Proposed approaches to research questions 
The following procedures have been followed to investigate the research questions: 
 
1. Study the available charts for process variability – this includes familiarisation with current 
process variability charts under normal and non-normal conditions, and their efficiencies and 
accuracies through literature searches. 
2. Develop an algorithm to design control charts for higher dimensional data – in this section, the 
author deploys a parallelised Monte Carlo simulation in order to extend the multivariate 
variability chart’s ability to monitor process variability of more than three correlated variables 
in a computationally effective way. 
3. Integrate the application of the MEWMS and MEWMV charts with source-identification 
approaches – here, the author would develop a smart diagnostic technique using a combination 
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of a Fisher-based filter and an ANNIGMA wrapper approach to effectively identify the 
variables that are responsible for the process faults and classify the percentage of their 
contribution to the faults.  
4. Compare the performance of fault diagnostic techniques – the author would compare the 
performance of the proposed hybrid fault diagnostic technique with the existing machine-
learning approaches detailed in the literature. 
5. Dimensionality reduction of non-normal multivariate data – the author would identify 
correlated subsets of variables and fit GD variables to each subset. 
6. Distribution fitting to GD variables – the author would fit Burr XII distribution to GD variables 
using the Simulated Annealing technique. This would be followed by estimating the 2.5th and 
97.5th percentile points based on the fitted Burr distribution and use them to estimate control 
limits. 
7. Fault diagnostic of GD variables – the task of responsible variable identification would be 
carried out using a univariate EWMA chart and the proposed hybrid approach.  
 
1.8 Organisation of the thesis 
 In this thesis, multivariate control charts for monitoring process variance are being 
investigated. It focuses on current issues on monitoring high-dimensional processes (more than 
three variables) and proposes approaches to address limitations. The chapters have been organised 
as follows. 
Chapter 1 aims to provide background on control charts and their development. It discusses 
the importance and usefulness of multivariate control charts. Research questions and proposed 
approaches for research questions have been presented. Contributions arising from the research 
have been reported as referred journal and conference papers. 
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Chapter 2 focuses mainly on limitations of current multivariate control charts and the way 
the research attempts to address the current limitations. 
In Chapter 3, the theories behind the proposed multivariate control charts and the way the 
Monte Carlo simulation has been designed to estimate control limits for high dimensions are 
discussed. A detailed discussion of the algorithm has also been included, along with the techniques 
that have been used to reduce computational time. 
Once the multivariate control charts for monitoring high-dimensional datasets have been 
designed, the practitioner should be able to identify the subset of variables that are responsible for 
the out-of-controls (OOC) in the control chart. Chapter 4 discusses the development of the hybrid 
of wrapper and filter in order to identify the variables responsible for the OOCs. The performance 
of the hybrid has been compared with well-known existing machine-learning approaches. A case 
study has been analysed based on real data from coal-fired power plant monitoring. 
In Chapter 5, two case studies demonstrate the practical applicability of the multivariate 
control chart, with the proposed hybrid for monitoring of the multivariate variability. A 
comparison of the performance of the hybrid with the commonly used machine-learning 
approaches has also been provided. 
Chapter 6 discusses monitoring of the non-normal multivariate data. The theories behind 
GD variables and Burr XII distribution are also presented. In addition, this chapter outlines the 
steps taken to develop control charts for non-normal high-dimensional data based on GD variables 
and Burr XII distribution.  
Finally, Chapter 7 presents the research conducted, the main findings and the contribution 
to the multivariate variance monitoring of high-dimensional processes. The chapter concludes with 
recommendations for future research in the above area. 
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1.9 Publications 
The publications resulting from the research are listed below. 
1.9.1 Refereed journal papers 
 N. G. T. Gunaratne, M. A. Abdollahian, S. Huda and J. Yearwood. 2017. "Exponentially 
Weighted control charts to monitor multivariate process variability for high dimensions", 
International journal of production research, vol. 55, no. 17, pp. 4948-4962. 
 N. G. T. Gunaratne, M. A. Abdollahian, S. Huda and J. Yearwood. 2017. " Identifying 
sources of variance shifts in multivariate processes using a hybrid of wrapper and filter", 
under review. 
1.9.2 Refereed conference papers 
 N. G. T. Gunaratne, M. A. Abdollahian and S. Huda. 2018. "Fault diagnostic of variance 
shifts in clinical monitoring using an Artificial Neural Network Input Gain Measurement 
Approximation (ANNIGMA)" in: International Conference on Information Technology: 
New Generations, Las Vegas. 
 N. G. T. Gunaratne, M. A. Abdollahian and S. Huda. 2014. "Monitoring multivariate 
progress variability after heart surgery" in:  Innovative trends in multidisciplinary 
academic research, Kuala Lumpur. 
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1.10 Summary 
 The first chapter outlines the objectives of this thesis and indicates the methods will be 
utilised in order to resolve the research questions. The chapter also highlights the peer-reviewed 
journals and conference publications that arise from the research. 
In Chapter 2, the author will briefly discuss the limitations of the existing multivariate 
control charts and the importance of extending the ability of multivariate control charts to monitor 
high-dimensional data sets. 
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Chapter 2 
Background of multivariate control 
charts and their limitations for individual 
observations 
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2.1  Introduction 
This chapter begins by discussing the development of multivariate control charts, which 
are designed to monitor multivariate process variability, followed by outlining the limitations of 
current multivariate charts. The steps taken to improve the ability of multivariate control charts to 
monitor high-dimensional data are also discussed. In addition, past and current developments of 
multivariate control chart-related literature are also listed.  
 
2.2  Multivariate charts for individual observations 
Yeh et al. (2005) proposed the Maximum Multivariate Exponentially Weighted Moving 
Variability (MaxMEWMV) chart to monitor variability of a process with individual observations, 
but their chart best performs under the smaller smoothing constants and variables with strong 
positive correlations. 
Hawkins and Maboudou-Tchao (2008) have proposed the Multivariate Exponentially 
Weighted Moving Covariance (MEWMC) chart to monitor the covariance matrix by applying the 
techniques of regression adjustment and likelihood ratio statistics on individual observations. 
Memar and Niaki (2009, 2011) have proposed control charts based on the sum of the absolute and 
the sum of the squared deviations of the elements of the covariance matrix estimator from their 
corresponding expected value. However, their control charts have poor performance when changes 
in correlation occur. It provides not only information on covariance structure but also on 
conditional variances. Djauhari et al. (2016) proposed a control chart based on Total Conditional 
Variance (TCV). They claimed that their proposed TCV chart is reliable and very sensitive to 
change in variance for small to moderate correlations. Teoh et al. (2014) proposed a monitoring 
scheme based on the Medium Run Length (MRL), because Average Run Length (ARL) is a 
confusing performance measure when the parameters of the Shewhart control chart are estimated. 
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Hwang (2017) has proposed a control chart based on the ᵪ2 quantile to monitor multivariate 
variance monitoring for individual observations. He claimed that proposed charts effectively 
detected OOCs without a false alarm in the in-control process. Variyath and Vattathoor (2014) 
have proposed robust control charts called Re-weighted minimum covariance determinant 
(RMCD) and re-weighted minimum volume ellipsoid (RMVE) charts under MEWMS/MEWMV 
schemes for phase I monitoring of process variance when individual observations are considered.  
In the univariate case, when the subgroup size is 1, Macgregor and Harris (1993) developed 
the exponentially weighted mean square error (EWMS) and the EWMV charts. These charts detect 
changes in the process mean and variance and the process variance only. Huwang et al. (2007) 
extended MacGregor and Harris’s univariate charts to monitor multivariate processes when the 
individual observations are available. Huwang et al.’s (2007) multivariate EWMS (MEWMS) and 
multivariate EWMV (MEWMV) charts are only capable of monitoring multivariate processes with 
up to three variables. However, most multivariate processes have more than three variables to 
monitor and control simultaneously. Hawkins (1974) refers to a geochemical process in coal 
mining, in which each observation consists of 14 correlated characteristics. In the ICU unit, the 
progress of patients following open heart surgery is assessed by monitoring more than ten quality 
characteristics (Gunaratne et al., 2014). Therefore, development of a multivariate control chart 
which is capable of monitoring more than three variables is needed. 
 
2.3 Limitations of the current multivariate control charts 
According to the literature (Huwang et al., 2007), current multivariate control charts designed to 
monitor process variability suffer the following constraints and limitations: 
 Complexity of deriving control limits gets tougher when data becomes high-dimensional 
simply due to the difficulty of theoretically estimating the distribution. 
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 High-dimensional control limits need to be estimated through time-consuming simulations. 
The time required for simulation becomes greater as the number of variables increase 
(high-dimensional data). 
 Available multivariate control charts have the limitation of monitoring a maximum of three 
variables. This is simply due to the nonexistence of control limits for high dimension data. 
 The performance of the fault diagnostics of multivariate control charts are complex and 
time-consuming. Several machine-learning approaches for fault diagnostics have been 
proposed in the literature but proper comparison of performance has not been carried out. 
 The majority of multivariate control charts are designed based on the assumption that data 
follows multivariate normal distribution. 
This research is focused on solving or reducing the above limitations on multivariate control charts 
when monitoring process variability. 
2.3.1 Complexity of deriving control limits for high dimension  
In the multivariate scenario, variance-covariance takes the matrix form. One way to 
measure overall variability in a covariance matrix is to reduce the matrix to a single summary 
statistic. Generalised variance (determinant) and the trace of the covariance are such statistics 
(Huwang et al., 2007). The trace of the covariance is the measure of the total variation of the 
variables in the process. It is difficult to derive both distribution and the moments of the 
determinant when the dataset becomes high dimensional (Macgregor and Harris, 1993; Huwang 
et al., 2007). 
 
2.3.2 Simulation of control limits for high dimension 
As mentioned above, the theoretical proof of distribution for determinant and control limits 
are complex. The next available option is simulating the control limits for the high dimension. All 
of the developed multivariate control charts in the literature have provided control limits for up to 
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three variables or have selected the number of dimension to be monitored (Surtihadi et al., 2004; 
Huwang et al., 2007; Memar and Niaki, 2009; Wang et al., 2015; Memar and Niaki, 2011). This 
is simply due to the enormous computing time required by the simulation. 
 
2.3.2.1 Average Run Length (ARL) 
The run length is a random variable reflecting the number of samples taken (number of 
points plotted on the chart) before receiving an OOC signal when the process is in-control. The 
ARL value is widely used as the main criterion to compare the performance of control charts. A 
large ARL value is expected when the process is at an acceptable level, and a small ARL value is 
expected when the process is at a rejectable level. When the process is in-control, the expected 
value of ARL is 370, but in some applications (Chen and Huang, 2005; Osei-Aning et al., 2017; 
Yourstone and Zimmet, 1992; Faraz et al., 2017; Macgregor and Harris, 1993), an ARL value of 
200 has also been used (Saghir and Lin, 2014; Lowry et al., 1992; Amin and Ethridge, 1998; Aly 
et al., 2016). The integral equation, the Markov chain approach and simulation are the most 
common procedures used in the calculation of ARL (Yin and Makis, 2006; Ershadi and Niaki, 
2009). 
2.3.3 Performance of fault diagnostics based on machine-learning approaches 
Once the multivariate chart is designed to monitor high-dimensional processes, the next 
challenge that arises is identifying the subset of variables (fault diagnostics) responsible for OOCs 
in multivariate charts. Individual monitoring is impossible due to the high number of variables and 
the ignorance of correlation among variables. Several different approaches have been proposed in 
the literature, such as statistical approaches and machine-learning approaches 
(Venkatasubramanian et al., 2003). In this research, the authors have proposed a combination of 
two machine-learning approaches (hybrid) for fault diagnostics and have compared the 
performance of the proposed hybrid with conventional machine-learning approaches.  
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2.3.4 Non-normality of high-dimensional data 
Most of the control charts developed are based on the assumption that data follows normal 
distribution (Huwang et al., 2007; Memar and Niaki, 2009; Yeh et al., 2006). In the multivariate 
case, data might not follow multivariate normality. In Chapter 6 of this thesis, the author proposes 
a multivariate control chart for non-normal high-dimensional data. The proposed approach is based 
on transforming non-normal data into GD variables and then fit an appropriate Burr XII 
distribution to GD variables. A Simulated Annealing algorithm has been used to estimate the 
parameters of the fitted Burr XII distribution. The 2.5 and 97.5 percentile points of the fitted Burr 
XII distribution are computed and used as upper and lower control limits.  
 
2.3.4.1 Multivariate normality test 
Henze and Zirkler (1990) introduced a multivariate version of the test for assessing 
multivariate normality. The Henze-Zirkler test is based on a non-negative functional distance that 
measures the distance between two distribution functions.  
The distance measure is given by 
 
 
𝑑𝛽(𝑃, 𝑄) =  ∫ |?̂?(𝑡) −  ?̂?(𝑡)|
2 𝜑𝛽(𝑡)𝑑𝑡
𝑅𝑑
 (1) 
Where ?̂?(𝑡) and ?̂?(𝑡) are Fourier transformation of P and Q. 
 ?̂?(𝑡) =  ∫  𝑒𝑖𝑡′𝑥 𝑃(𝑑𝑥)
𝑅𝑑
 ,   ?̂?(𝑡) =  ∫  𝑒𝑖𝑡′𝑥 𝑄(𝑑𝑥)
𝑅𝑑
 
𝜑𝛽(𝑡) =  (2𝜋𝛽
2)−
𝑑
2𝑒𝑥𝑝 (−
||𝑡||
2
2𝛽2
) , 𝑡 ∈  𝑅𝑑 
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||𝑡|| =  (𝑡′𝑡)
1
2 is the Euclidean norm. 
P(t) is characteristic function of the multivariate normality distribution and Q(t) is empirical 
characteristic function. The Henze-Zirkler statistic is approximately distributed as a lognormal. 
 
2.4 Summary 
In this chapter, the author has listed the control charts that are capable of monitoring 
process variability for multivariate data. The author has identified the limitations of the current 
multivariate charts and proposes approaches that improve or minimise the current weaknesses. 
This chapter forms the foundation for the rest of the thesis. 
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Chapter 3 
Estimation of optimal control limits for 
variance monitoring of high dimensional 
data 
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3.1 Introduction 
As mentioned in Chapter 2, the main drawback that prevents multivariate control charts 
being utilised for monitoring the variance-covariance matrix of high-dimensional data is the 
difficulty of estimating the control limits, theoretically by deriving distributions for the 
multivariate data. The next available option is estimating optimal control limits through 
simulation. However, a significant hurdle to using simulation in order to design optimal control 
charts for high-dimensional data is the enormous computing resources needed, and the time that is 
required by the simulation algorithm to estimate the charts’ parameters. Furthermore, the amount 
of time that is required for the simulation is increased as the dimensions become larger. 
In this chapter, the author has focused on estimating the control limits for the high 
dimension by deploying parallelised Monte Carlo simulation. Different modern techniques and 
parallel computing have been employed to reduce computing time. At the end of the chapter, there 
is a summary of the mathematical models that have been developed to estimate optimal control 
limits to monitor large, medium and small shifts for any dimension. This significant achievement 
has eliminated the deployment of a time-consuming simulation for a quality control practitioner. 
The results have been published in the article, Exponentially Weighted control charts to monitor 
multivariate process variability for high dimensions (Gunaratne et al., 2017). 
 
3.2 Estimation procedure of optimal control limits 
In this thesis, algorithms based on a parallelised Monte Carlo simulation will be developed 
in order to improve the ability of the MEWMS and the MEWMV charts in order to monitor 
multivariate process variability of high-dimensional quality characteristics (Gunaratne et al., 
2017). The MEWMV chart has the ability to monitor multivariate variability while stabilising the 
shifts from the target mean of the process. Different techniques will be deployed to reduce the 
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computing time taken by the algorithm. The novelty of this algorithm would be its ability to 
estimate the optimal control limit L (optimal L) for any given number of correlated quality 
characteristics in a computationally efficient way. The optimal L for the MEWMS and MEWMV 
charts to detect small, medium and large shifts in the covariance matrix of up to 15 correlated 
quality characteristics will be provided. Furthermore, the large number of optimal L values 
generated by the algorithm are used to develop mathematical functions, which predict L values 
directly for the MEWMS and MEWMV charts. This would eliminate the need for further execution 
of the parallelised Monte Carlo simulation for high-dimensional data.  
 
3.3 Theory behind MEWMS and MEWMV charts 
In the following section, the theories behind the MEWMS, MEWMV and Moving Range charts 
are discussed. 
 
3.3.1 Moving Range chart 
This chart uses the moving range of two successive observations as the basis for estimating the 
process variability of individual observations for a given quality characteristic. 
 
Moving range for the ith observation is defined as 
 
 
𝑀𝑅𝑖 =  |𝑋𝑖 −  𝑋𝑖−1| (2) 
 
The chart centre line is the average of the moving range and is defined as 
 
𝑀𝑅 =  ∑
𝑀𝑅𝑖
(𝑛 − 1)⁄
𝑛
𝑖=2
 
(3) 
Where, n is the number of observations used in calculating the moving range. 
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The lower control limit (LCL) is the horizontal reference line placed at a specified number of 
standard deviations below the centre line. The formula is: 
 
 
𝐿𝐶𝐿 =   𝐷3 𝑀𝑅 (4) 
If LCL < 0, LCL= 0 
The upper control limit (UCL) is placed above the centre line at the position: 
 
 
𝑈𝐶𝐿 =   𝐷4 𝑀𝑅 (5) 
D3 = 0 and D4 = 3.267 for m = 2. 
In the following section, we discuss the deployment of the Monte Carlo simulation. We also 
discuss how parallelisation is used to reduce the execution time of the algorithm.   
 
3.3.2 Multivariate Exponentially Weighted Mean Squared Deviation 
(MEWMS) chart 
Let g = (g1,….gp)1 be a random vector that represents p correlated quality characteristics from a 
process of interest. It is assumed that the distribution of g is N (µu, ∑u), a p dimensional normal 
distribution with mean vector µu and covariance matrix ∑u. When the process is in-control, it is 
also assumed that µu=µ0 and ∑u=∑0 where µ0 &∑0 are the target mean and variance. In most 
practical situations, both µ0 and ∑0 are known or their values can be estimated at the end of phase 
1 process control.  
Therefore, one can find an appropriate transformation of g, 
 X =   ∑0-1/2(g - µ0) (6) 
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Such that in general X is distributed as N(µ, ∑), where µ =   ∑0-1/2(µ -µ0) and ∑=∑0-1/2∑u∑0-1/2. 
Consequently, when the process is in-control, X is distributed as N (0,Ip), where Ip is a p * p identity 
matrix. The chart is developed based on the transformed variable X. 
In the case of individual observations, although the sample covariance matrix is not available 
(rational sub group size one), the matrix XXT of each observation still provides an unbiased 
estimator of ∑ when the process mean does not shift.  
Let t ≥ p, define Multivariate exponentially weighted mean squared matrix (St) as  
 St  =  ω Xt Xt '  + (1 - ω) St-1 (7) 
 
Where 0<ω< 1 is a smoothing constant and So = X1X1T 
After some algebraic simplification, the matrix St can be written as  
 𝐒𝒕   =   ∑ C𝑖  𝐗𝑖
𝑡
𝑖=1
𝐗𝑖 ′ 
(8) 
Where c1 = (1-ω)t-1 , ci = ω(1-ω)t-i , i  = 2,……t, and ∑ci = 1. It can be shown that, when t ≥ p, St 
is a positive definite matrix with probability one. When, t ≥ p , St can be used to estimate ∑ 
(Huwang et al., 2007). 
One way of measuring the overall variability in a covariance matrix is to reduce the matrix to a 
single summary statistic such as trace of the covariance matrix (tr(St)) (Huwang et al., 2007). Trace 
represents the total variation of the p quality characteristics of the covariance matrix. MEWMS 
chart monitors the covariance matrix through use of trace of the matrix. 
Expected value (Huwang et al., 2007) of the tr (St) 
 
E[𝑡𝑟(𝐒𝐭)]   =   ∑ C𝑖E (∑ 𝑥𝑖𝑗
2
𝑝
𝑗=1
)  =  𝑝 ∑ C𝑖   =   𝑝
𝑡
𝑖=1
𝑡
𝑖=1
 
(9) 
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Variance of trace St 
 
Var[𝑡𝑟(𝐒𝐭)]   =   ∑ C𝑖
2 Var (∑ 𝑥𝑖𝑗
2
𝑝
𝑗=1
)  =  2𝑝 ∑ C𝑖
2   
𝑡
𝑖=1
𝑡
𝑖=1
 
(10) 
where   ∑ C𝑖
𝑡
𝑖=1  =   1  and  
∑ C𝑖
2 
𝑡
𝑖=1
 =   
ω
2 − ω 
  +  
2 − 2ω
2 − ω
  (1 − ω)2(𝑡−1) 
which converges to ω / (2- ω) as t       ∞. 
Control limits for MEWMS chart are defined as (Huwang et al., 2007) 
 
E[𝑡𝑟(𝐒𝐭)]  ±   𝐿 √Var[𝑡𝑟(𝐒𝐭)]   =   𝑝 ±   𝐿 √2𝑝 ∑ C𝑖
2 
𝑡
𝑖=1
  
(11) 
Where L is a real number and its' value is estimated by Monte Carlo simulation to design a chart 
with the desired in-control Average Run Length (ARL). 
 
3.3.3  MEWMV chart 
Although the MEWMS chart is designed to monitor the covariance matrix, if the process mean 
vector experiences shifts, this chart may respond to both mean vector and the covariance matrix 
changes. To overcome this issue (Huwang et al., 2007) proposed the MEWMV chart with control 
statistic Vt. Defined by,  
 
𝐕𝐭   =   ω( 𝐗𝑡 −   𝐘𝑡)(𝐗𝑡 −  𝐘𝑡)′  +   (1 − ω)𝐕𝐭−𝟏 (12) 
Where Yt is the predicted mean shift at sampling point t and its value is obtained by the multivariate 
exponentially moving average of Xt.   
 
𝐘𝐭   =   λ 𝐗𝐭  +   (1 − λ)𝐘𝐭−𝟏 (13) 
 
They have shown that for 0 < ω <1, 0 < λ<1 and t ≤ p, the matrix Vt is positive definite with 
probability1. ω represents smoothing constant for variance and λ represents smoothing constant 
for mean of the process. 
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Defining It as the t * t identity matrix and X,Y,C and M as follows 
 
𝐗𝐭   =   (𝐗𝟏, 𝐗𝟐, . . . . . . 𝐗𝐭 )′ (14) 
 
𝐘𝐭   =   (𝐘𝟏, 𝐘𝟐, . . . . . . 𝐘𝐭 )′ (15) 
 
C  =   diag ( C1, C2, . . . . . . Ct) (1) 
 
𝐌  =    (
      𝜆          0              …                0
𝜆(1 − 𝜆)   𝜆              …                0
      ⋮           ⋮                           ⋱      ⋮
𝜆(1 − 𝜆)𝑡−1   …    𝜆(1 − 𝜆)      𝜆
) (17) 
 
(Huwang et al., 2007) showed that Vt can be written as 
     𝐕𝐭   =   (𝐗 −   𝐘)′ C (𝐗 −   𝐘) 
 
=   𝐗′(𝐈𝑡 − 𝐌)′ C (𝐈𝑡 − 𝐌) 𝐗 
or 
 
𝐕𝐭   =   𝐗′ 𝐐 𝐗 (18) 
where 𝐐 =  (𝐈𝑡 − 𝐌)′ C (𝐈𝑡 − 𝐌)  
The expected value and variance of 𝒕𝒓(𝐕𝒕) are defined by 
 
𝐄[𝒕𝒓(𝐕𝒕)]   =   𝒑 ∗ 𝑡𝑟(𝐐)  (19) 
 
Var[𝑡𝑟(𝐕𝐭)]   =   2 𝑝 ∑ ∑ 𝑞𝑖𝑗
2
𝑡
𝑗=1
𝑡
𝑖=1
 
(20) 
The control limits for the MEWMV chart are defined by 
  
E[𝑡𝑟(𝐕𝐭)]  ±   L √Var[𝑡𝑟(𝐕𝐭)]   
=   𝑝 𝑡𝑟(𝐐)  ±   L √2𝑝 ∑ ∑ 𝑞𝑖𝑗
2
𝑡
𝑗=1
𝑡
𝑖=1
 
(21) 
Where the constant L depends on p, ω and λ which can be estimated by Monte Carlo simulations 
to achieve the desired ARL0. 
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3.4  Parallelised Monte Carlo simulation technique 
Hammersley and Handscomb (1964) have mentioned that Monte Carlo algorithms often 
proceed by averaging large numbers of computed values. It is sometimes straightforward to have 
different processors compute different values and then use an appropriate average of these values 
in order to produce a final value. Rosenthal (2000) has mentioned that Monte Carlo algorithms are 
ideally suited to parallel computing and that ‘Parallel Monte Carlo’ should be more widely used. 
The Monte Carlo simulation can be parallelised in our simulation, because simulation runs 
used to estimate optimal L value for a given chart are independent from one another. Independent 
Monte Carlo algorithms can be run in parallel, with little changes to a program, and the resulting 
estimator has the same results compared to the original single-processor estimate, with the 
advantage of having a significant reduction in processing time. 
Rosenthal (2000) has also mentioned several different ways of achieving parallel 
computing depending on the extent to which the computing is distributed. At one extreme are 
highly specialised supercomputer hardware arrangements, which require specialised software. At 
the other extreme are web-based distributed computing efforts, which require thousands of 
volunteers around the world to assist in running software and sending in the results over the 
internet. Between these two extremes are situations in which a large number of ordinary computers 
(e.g., in a computer laboratory) are available for direct control and use which provide the added 
advantage of cost effectiveness. 
The proposed program needs an initial starting point and requires continuous monitoring 
of output. Depending on the output, we have to re-initialise the starting point or change the size of 
the shift to obtain the optimum L values. Based on the above reasons, we have used the RMIT 
University computer labs for running the simulation on individual computers but have parallelised 
it using multi-core processors. 
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Extensive simulation is needed to estimate the optimum L values for both charts. The programming 
time for the simulation has been reduced dramatically by parallelising the Monte Carlo simulation 
(Gunaratne et al., 2017). 
 
3.5  Technique developed to reduce computational time 
The developed algorithm consists of several FOR loops that generate multivariate data and matrix 
computations. The time taken by the initial program was suitably massive for the computation of 
the optimal L values for a given value of smoothing constant and in-control ARL. The time 
required for simulation also increased with the increase of number of variables to be monitored. 
The following programming steps – mentioned in MathWorks (2015) – were taken in order to 
reduce the time taken by the Matlab program to estimate the optimal L values. 
 
3.5.1  Pre-allocating arrays 
Incrementally increasing the size of a data array each time through a loop adversely affects 
performance and memory use. Repeatedly resizing arrays often requires spending extra time 
looking for larger contiguous blocks of memory, and then moving the array into those blocks. 
Code execution time will improve by pre-allocating the maximum amount of space required for 
the array, and this has been incorporated into the proposed algorithm.  
 
3.5.2  Use of appropriate logical operators 
Generally, in IF and WHILE statements, it is more efficient to use the short-circuit operators AND 
and OR, since these operators evaluate only the first part of an expression depending on whether 
the first input argument is true or false. 
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3.5.3  Vectorisation of loop-based code 
Rewriting loop-based code to use matrix and vector operations is known as vectorisation. Without 
loops, vectorised code is often shorter. Fewer lines of code mean fewer opportunities to introduce 
programming errors. Vectorised code often runs much faster than the corresponding code-
containing loops.  
3.5.4  Parallelising loops 
If a code consists of independent computations or matrix operations in a loop, then running the 
loops in parallel significantly improves programming time. Parallelising the code helps to utilise 
the full power of a computer or use of computational power of a cluster (Rosenthal, 2000). 
The executions of the above steps have led to significant time improvements of the simulation 
algorithm based on 20,000 runs. 
The following table shows the significant improvements of the optimisation program times for a 
20,000-run iteration following the execution of the above steps when estimating the optimal L 
values. 
Table 1 : CPU time required to estimate L based on 20,000 simulations 
Modifications to the code 
CPU time for 20,000 iteration 
(Seconds) 
Initial code 431,369 
Program with vectorisation 396,859 
Parallel program with 4 cores 198,430 
 
Table 1 shows that the vectorisation has reduced the execution time by 8% (9.5 hours) while 
parallelisation has reduced the time almost by 50.4% (2.5 days). 
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3.6 Simulation and algorithm description 
In this section, the author discusses algorithms that deploy parallelised Monte Carlo simulation in 
order to extend the ability of MEWMS and MEWMV charts (Huwang et al., 2007) to monitor the 
variance-covariance matrix for high-dimensional correlated quality characteristics in a 
computationally efficient way. Using the algorithm, the optimal L values for up to 15 correlated 
variables will be estimated.  
The program is written in Matlab. 20,000 iterations of the Monte Carlo simulation were run in 
order to obtain the optimal control limits for the charts. The time taken by the simulation has been 
reduced dramatically by parallelisation of the iterations. Both optimal charts have been set to have 
a commonly used in-control ARL of 370. 
The structure of the algorithms is shown in Figure 1. The algorithm consists of two computational 
stages: the data generation for the ARL computation and the optimum L value computation. 
 
3.6.1  Algorithm for the optimum L values for MEWMS chart 
The main algorithm calls following subroutine on a parallelised loop in order to compute run 
lengths. Next, it determines whether to increase or decrease the initial L value by the given pre-
specified increment. 
Input number of quality characteristics (P), smoothing constant (ω), initial L value 
& increment 
Output   20,000 Run Lengths for MEWMS chart 
I. Initialise the number of quality characteristics (p) and smoothing constant (ω) 
II. Generate data using the desired multivariate normal distribution (with the specified 
mean vector and Covariance matrix) 
III. Transform data (standardise data) using equation (6) 
IV. Perform matrix operations and compute St, E[tr(St)] and Var[tr(St)] using equations 
(8) to (10) 
V. Compute upper and lower control limits using equation (11) 
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VI. Record the first out of control sample number 
VII. Repeat above steps 20,000 times 
 
3.6.2 Algorithm for the optimum L values for MEWMV chart 
The main algorithm (Figure 1) remains the same but the subroutine is different to the previous 
MEWMS routine. The only difference in this subroutine compared to the previous subroutine is 
the calculation of the statistics through the matrix operations. 
 
Input number of quality characteristics (P), smoothing constant (ω), initial L value 
& increment 
Output   20,000 Run Lengths for MEWMV chart 
I. Initialise the number of quality characteristics (p) and smoothing constants (ω and 
λ) 
II. Generate data using the desired multivariate normal distribution (with the specified 
mean vector and Covariance matrix) 
III. Transform data (standardise data) using equation (6) 
IV. Perform matrix operations and compute MEWMV statistic Vt, E[tr(Vt)] and 
Var[tr(Vt)] using equations (18) to (20) 
V. Compute upper and lower control limits using equation (21) 
VI. Record the first out of control sample number 
VII. Repeat above steps 20,000 times 
Once the subroutine has repeated itself 20,000 times, it returns the run length vector, where the 
vector elements represent the first OOC sample for each run (i=1,. . . .20,000). The ARL is then 
calculated by taking the average of the recorded run lengths. The subroutines are executed in 
parallel on a multi-core processor in order to reduce the execution time.  
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Figure 1:  Flow chart for estimating parameter L for in-control MEWMS chart 
 
 
Yes 
Yes 
No 
No 
Start with an arbitrary initial value L, 
desired smoothing constant & in 
control ARL increment  
Compute tr (St), upper and lower 
limits using equation (2) to (6) 
Generate Multivariate Normal data using 
desired mean vector and co-variance matrix 
Normalise data using transformation
 equation (1) 
Compute Average Run Length(ARL) by taking the 
average of the recorded  run length 
If ARL = 370 then stop otherwise continue 
Store 
observation 
number as in 
control run 
length 
Increase L by the 
given increment 
Decrease L by half 
the given 
increment 
Yes 
     If tr (St ) > 
upper limit 
or < lower 
limit  
 
     If 
iterations < 
20000 
 
    If   ARL < 
370 
    If   ARL < 370 
No 
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3.7  Estimated optimal L values for MEWMS chart 
The simulated L values based on the proposed algorithm for small (ω = 0.1), medium (ω = 0.5) 
and large (ω = 0.9) shifts in the covariance matrix are shown in the following tables. 
 
Table 2:  Simulated L values for MEWMS chart 
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3.8  Estimated optimal L values for MEWMV chart 
 
Table 3:  Simulated L values for small shifts in MEWMV chart (ω = 0.1) 
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Table 4:  Simulated L values for medium shifts in MEWMV chart (ω = 0.5) 
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Table 5:  Simulated L values for large shifts in MEWMV chart (ω = 0.9) 
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3.9  Mathematical model to predict optimal control limits for higher 
dimensions 
As outlined in the algorithm in section 3.6, the execution of the algorithm requires the user 
to enter the initial L value. For a given ARL and the desired shift in covariance matrix, the 
execution time would be further reduced if the initial L value is not far from the optimal L value 
that is estimated by the algorithm. In order to overcome this challenge, the author has investigated 
the possibility of developing a mathematical model that can estimate the L values for a given shift, 
level ω, when ARL is 370. Figure 2 and Figure 3 both show that simulated L values take the form 
of an exponential decay function.  
 
 
 
Figure 2:  Simulated L values against number of variables for MEWMS chart  
 
Nonlinear Least Squares method has been applied on the simulated optimal L values (tables 2 to 
5) to develop two terms exponential model as follows 
 
 𝐿 = 𝑎 ∗  𝑒𝑏∗𝑝 + 𝑐 ∗ 𝑒𝑑∗𝑝  (22) 
 
 
 
Where a, b, c and d are constants and p represents the number of variables to be monitored. 
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Figure 3:  Simulated L values against number of variables for MEWMV chart 
 
The proposed mathematical model is capable of estimating the L values directly for both 
charts for a given shift (ω) when ARL is 370. The R-square value of the proposed mathematical 
model is 99%. The parameters of the exponential models for both MEWMS & MEWMV charts 
are presented in Tables 6–9. 
 
 The mathematical model presented here would aid the practitioners to start the execution 
of the proposed algorithms for any unknown larger number of correlated variables with an initial 
L value that is very close to the optimal L to be estimated. Hence, it would dramatically reduce the 
required simulation time.  
 
 The author has compared the L values for a process with 20 variables using the optimal 
L (obtained by the proposed algorithm) with the estimated L (based on the developed two-term 
exponential decay functions). Tables 6–9 show that the deviations between the optimal L’s and 
the estimated L’s, which are presented in the last column, are very minimal. This indicates that the 
fitted exponential decay functions are capable of providing an initial L value for large dimensional 
multivariate data that are very close to the optimal L value to be estimated through the proposed 
algorithm. Consequently, the developed exponential decay functions can aid the practitioners in 
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significantly reducing the required execution time for the proposed algorithm for any desired 
higher dimension. 
 
Table 6:  Exponential decay functions for different smoothing constants in MEWMS chart 
ω a b c d R2 
Estimated 
20th  L 
Simulated 
20th  L deviation 
0.1 0.2494 -0.2223 2.6740 0.0009 0.9760 2.7264 2.7125 -0.0139 
0.5 1.3930 -0.3343 3.6670 -0.0060 0.9995 3.2549 3.2814 0.0265 
0.9 1.5600 -0.2798 3.8910 -0.0059 0.9998 3.4656 3.4789 0.0133 
 
 
Table 7:  Exponential decay functions for small smoothing constant in MEWMV chart 
ω λ a b c d R2 
Estimated 
20th  L 
Simulated 
20th  L deviation 
 0.1 0.2827 -0.3691 2.719 0.0000 0.9758 2.7168 2.7015 -0.0063 
0.1 0.5 0.2781 -0.3356 2.713 -0.0003 0.9965 2.6985 2.7036 0.0051 
 0.9 0.4232 -0.4272 2.728 -0.0010 0.9963 2.6760 2.6849 0.0089 
 
 
Table 8:  Exponential decay functions for medium smoothing constant in MEWMV chart 
ω λ a b c d R2 
Estimated 
20th  L 
Simulated 
20th  L deviation 
 0.1 1.337 -0.3235 3.66 -0.0058 0.9997 3.2599 3.2868 0.0269 
0.5 0.5 1.316 -0.2992 3.628 -0.0051 0.9996 3.2783 3.2888 0.0105 
 0.9 1.275 -0.2811 3.621 -0.0051 0.9991 3.2719 3.2823 0.0104 
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Table 9:  Exponential decay functions for large smoothing constant in MEWMV chart 
ω λ a b c d R2 
Estimated 
20th  L 
Simulated 
20th  L deviation 
 0.1 1.739 -0.332 3.967 -0.0069 0.9994 3.4573 3.8464 0.0291 
0.9 0.5 1.64 -0.3037 3.92 -0.0062 0.9996 3.4675 3.4831 0.0156 
 0.9 1.586 -0.3068 3.916 -0.0063 0.9996 3.4555 3.4718 0.0163 
 
3.10  Application of the proposed charts to monitor multivariate 
processes 
In this section, the utilisation of the developed charts to monitor real-world scenarios are presented. 
 
3.10.1  Monitoring inpatients’ progress in the intensive care unit (ICU) 
 
The developed optimal charts have been used to monitor patients’ progress in the ICU. 
Patients undergoing cardiac surgery, including Coronary Artery Bypass Grafting or valve 
replacements, are normally placed in the ICU for routine monitoring of vital signs related to simple 
and complex aspects of heart function. This is usually achieved by screening several indicators 
such as Systolic Blood Pressure (SBP), Diastolic Blood Pressure (DBP), Mean Arterial Pressure 
(MAP) and many more. The target mean and variability for these characteristics provided by 
medical specialists are used to estimate corresponding statistics to be monitored by the control 
charts. In most clinical monitoring, there is always more than one quality characteristic of interest, 
which are usually correlated, and the condition of a patient is assessed by a subgroup of size-one 
multivariate data at any given time. Therefore, multivariate quality control charts should be 
deployed to monitor the progress of a patient. In this section, the optimal MEWMS control chart 
is deployed to simultaneously monitor the variability of nine correlated characteristics that 
represent a patient’s progress in the ICU unit using subgroup size one. The following section 
briefly explains the monitoring of the variability of the patient using a MEWMS chart. 
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Figure 4: MEWMS chart for nine variables 
 
According to Figure 4, if all the nine characteristics are monitored simultaneously, the condition 
of the patient is OOC only at the reading times of 1 and 11. 
 
It is a common practice in statistical quality control to use individual charts to identify the 
characteristic(s) responsible for the multivariate OOC signals. They can be used to examine the 
behaviour of individual variables and to identify the direction of any shift(s). For this reason, the 
univariate Moving Range chart is imposed on each individual quality characteristic. Out of the 
nine quality characteristics for this patient, four characteristics do not indicate any OOC signals. 
Individual charts of the five characteristics that detect some OOC signals are presented in Figures 
5–9. 
MEWMS chart for all nine variables 
(SBP, DBP, MAP, SPAP, DPAP, MPAP, PCWP, CVP 
-5.64 
23.62 
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Figure 5: Univariate Moving Range chart of DPAP  
 
The individual Moving Range charts of DPAP, PCWP and CVP (Figures 5–7), suggest that the 
condition of the patient is OOC at observation 13 due to high DPAP and PCWP. CVP is high at 
time 10; SBP is OOC at time 22 and 23; while HR is only OOC at time 2. However, when these 
characteristics are monitored simultaneously and the correlation structure between them is taken 
into account by using the MEWMS chart (Figure 4), the condition of the patient is only OOC at 
time 2 and 11. In other words, using individual charts would unnecessarily require action to be 
taken at times 2, 10, 13, 22 and 23 to control the patient’s HR, CVP, DPAP, PCWP and SBP levels, 
even though the only individual variable that actually required attention was HR at time 2. 
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Figure 6: Univariate Moving Range chart of PCWP 
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Figure 7: Univariate Moving Range chart of CVP 
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Figure 8: Univariate Moving Range chart of SBP 
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Figure 9: Univariate Moving Range chart of HR 
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The results clearly show that disregarding the correlation between the characteristics and 
monitoring the patient’s progress under the current practice that uses individual charts will lead to 
misdiagnosis. The research is based on real data collected from an ICU unit.  
It has also been demonstrated that individual variable monitoring of correlated 
characteristics in a clinical area can lead to false out-of-norm signals and perhaps unnecessary 
action to adjust the OOC characteristics through treatment of the patient. Consequently, additional 
medical costs can arise from a ‘false alarm’ produced by the univariate chart. The results have 
been published in the proceedings of the International Conference on Innovative Trends in 
Multidisciplinary Academic Research (ITMAR, 2014). 
The univariate Moving Range charts are commonly used to identify the variable or group 
of variables that cause the OOC signals in the MEWMS chart. However, the results show that the 
traditional statistical approach that uses individual charts to identify the variables responsible for 
OOCs in multivariate charts not only ignores the impact of correlation but is also unnecessarily 
time-consuming as the number of quality characteristics increases.  
As outlined in the literature review section, the main shortcoming of a multivariate control 
chart is its inability to identify the variable or group of variables responsible for the OOC 
characteristic. There are a number of machine-learning approaches (ANN and SVM) that have 
been proposed in the past for identifying the variables responsible for OOCs in the multivariate 
control charts (Niaki and Abbasi, 2005; Cheng and Cheng, 2008; Du et al., 2012). In recent years, 
a combination of machine-learning approaches instead of using a single approach for learning 
accuracy has shown better performance (Shao and Hou, 2013; Huda et al., 2014). A hybrid of 
classifiers is a collection of several classifiers whose individual decisions are combined in some 
way to classify the testing examples. It has been shown that a hybrid often exhibits a better 
performance than the individual classifiers that compose it (Gunaratne et al., 2017). 
Our objective is to use hybrid of the wrapper and filter approach as the classifier for OOC 
signals on MEWMS and MEWMV charts. To the best of our knowledge, the hybrid wrapper-filter 
approach has not been used to identify variables causing OOCs in the process of variability 
monitoring. 
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The next chapter outlines the fault diagnostic techniques developed for multivariate control 
charts by the author.  
 
3.11 Conclusion 
The main challenge in developing a multivariate control chart to monitor variability for more than 
three variables is the extensive time need run the simulation task for high-dimensional data. In 
order to overcome this challenge, the author has utilised parallelised Monte Carlo simulations to 
develop two algorithms that are capable of estimating control limits in a computationally efficient 
way. The results, presented in Table 1, show that parallelisation has reduced the simulation time 
by 50%. Access to a large number of control limits generated through the algorithms have enabled 
the author to develop two-term exponential decay functions in order to estimate the control limits 
for MEWMS and MEWMV charts. The functions can estimate the control limits for any number 
of correlated quality characteristics when the desired in-control ARL is the commonly used value 
of 370. This significant step has removed the need for the time-consuming task of simulation.  
 
The numerical results for a process with 20 correlated characteristics show the robustness of the 
developed mathematical functions in estimating the optimal control limits for high-dimensional 
data. The results of monitoring the condition of patients after open heart surgery also shows the 
applicability of the developed charts in real-word scenarios. The work outlined in this chapter has 
already been published in the International Journal of Production Research and in the proceedings 
of the Innovative trends in multidisciplinary academic research.  
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Chapter 4 
 
Fault diagnostic of multivariate control 
charts with hybrid of wrapper and filter 
approach 
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4.1 Introduction 
Multivariate control charts have been widely used as effective tools in multivariate 
statistical process control. The main shortcoming of multivariate control charts is that they can 
detect an unusual event but do not directly provide the information required by a practitioner to 
determine which variables or combination of variables are causing the OOC signals. This raises 
the issue of fault identification in relation to multivariate control procedure. 
Traditionally, univariate Moving Range charts are used to identify the variable or group of 
variables that cause the OOC signals in multivariate charts. However, this not only ignores the 
correlation between the quality characteristics but also takes more time as the number of quality 
characteristics increases. 
In this chapter, the author focuses on fault diagnostics of multivariate charts (MEWMS and 
MEWMV) using machine-learning approaches. Our objective is to develop the hybrid of wrapper 
(ANNIGMA) and filter (Fisher) approaches to effectively identify the variables that are 
responsible for the process faults and to classify the percentage of their contribution to the faults 
using MEWMS (to detect shifts in mean vector as well as process variance) and MEWMV charts 
which are used to monitor process variance. To the best of the author’s knowledge, this is the first 
time that the hybrid approach has been used to monitor variance shifts of a multivariate process in 
the literature. This chapter first provides a brief review of the current methods that have been 
proposed in the literature and then discusses an algorithm that has been developed for the proposed 
hybrid. The theories behind ANNIGMA and the Fisher filter are also discussed. At the end of the 
chapter, a flow chart is presented which illustrates the flow of information from the multivariate 
chart to the hybrid.  
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4.2 Fault diagnostic techniques for control charts  
Venkatasubramanian et al. (2003) have written an excellent review paper for diagnostic 
techniques that can be used to identify variables causing the OOC signals in multivariate control 
charts. Methods that extract quantitative information can be broadly classified as statistical or non-
statistical. Neural networks and SVMs are an important class of non-statistical classifiers. Principal 
component analysis (PCA), partial least squares (PLS) and statistical pattern classifiers form a 
major component of statistical feature-extraction methods. In the next two sections, the available 
feature-extraction methods are discussed in detail.  
 
4.2.1  Variable selection based on statistical approaches 
Yoon and MacGregor (2004) discussed fault detection of multivariate processes based on 
multi-scale principal component analysis (MSPCA). The fault detection performance of the 
MSPCA-based method was compared to that of the regular PCA-based method by Monte Carlo 
simulation and the results showed that MSPCA has better performance. The principal components 
analysis is a way of explaining the variance-covariance structure in a multivariate environment by 
the use of a few linear combinations of the original variables. Jackson and Morris (1957) gave a 
detailed description of the principal components and their possible use as a multivariate quality 
control tool. The problem with principal components is that they are not easily interpretable in 
many cases. Integration of PCA with the MCUSUM-based approach has been proposed by Harrou 
et al. (2015). This procedure has been used to detect anomalies in the paediatric emergency 
department in a hospital. The results showed that the PCA-MCUSUM-based approach gives a 
better performance compared to conventional PCA. PCA based MSPC approaches have been 
explored by several researches (Jeong et al. 2012, Jiang et al. 2016 and Ghosh et al. 2014).  
Shao et al. (2012) proposed a scheme composed of independent component analysis (ICA) 
and an SVM to determine the quality variables responsible for the fault signals in multivariate 
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process. The proposed scheme initially applies ICA to the Hotelling T2 MSPC chart in order to 
generate independent components (ICs). The hidden information of the quality variables 
responsible for the fault signals can be identified in these ICs. The ICs are then served as the input 
variables of the classifier SVM for performing the classification process. The performance of the 
PCA and SVM was analysed by Jing and Hou (2015). The comparison showed that the PCA 
approach offers a higher classification rate with less computational effort. 
4.2.2  Variable selection based on machine-learning approaches 
There are several machine-learning approaches that have been used as the source 
identification for OOC signals in the multivariate quality control charts. Most common approaches 
are ANN, wrappers, filters and SVMs.  
Wrapper approaches have been used for fault detection by many researches (Yan and Yoa, 
2015, Zhoa and Wang, 2016 and Yan et al. 2017). Niaki and Abbasi (2005) proposed an Artificial 
Neural Network-based model to diagnose faults in OOC conditions and to help identify aberrant 
variables when monitoring a multivariate process mean. Low et al. (2003) presented a back-
propagation neural network procedure for detecting variations in the variances, with the 
assumption that the mean value of the multiple-quality characteristics of a process are under 
control. The developed neural model was compared with the traditional |∑| control method and 
demonstrated the superiority of the proposed procedure in process control. 
Cheng and Cheng (2008) have used neural networks (NN) and SVMs as a classifier for 
multivariate control charts designed to monitor the process variance. Their results indicate that the 
NN-based classifier and SVM classifier have similar classification performance. However, SVM 
offers some advantages in comparison with the neural network. One significant advantage is that 
SVM is easier to implement than neural network. There are also fewer free parameters in SVM. 
The main difference between NNs and SVMs is in their risk minimisation (Gunn, 1998). In case 
of SVMs, structural risk minimisation principle is used to minimise an upper bound based on an 
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expected risk, whereas in NNs traditional empirical risk minimisation is used to minimise the error 
in the training of data. The difference in risk minimisation leads to a better generalisation 
performance for SVMs than NNs (Gunn, 1998). 
Du et al. (2012) presented an improved particle swarm optimisation with SA-based 
selective multiclass support vector machines ensemble (PS-SVME) approach, in which some 
selective multiclass SVMs were jointly used for classifying the source(s) of process mean shifts in 
multivariate control charts. 
Hsu et al. (2002) demonstrated a feature-selection approach called the Artificial Neural Net 
Input Gain Measurement Approximation (ANNIGMA) to direct the search in the wrapper model, 
which allows effective feature selection that is feasible for neural net applications. This approach 
can efficiently reduce the number of features while maintaining or even improving accuracy. They 
have used this approach in helicopter maintenance applications. 
In recent years, a combination of machine-learning approaches instead of using a single 
approach for learning accuracy is leading to an active research area. An ensemble of classifiers is 
a collection of several classifiers whose individual decisions are combined in certain ways in order 
to classify the testing examples. It is known that an ensemble often exhibits a better performance 
than the individual classifiers that compose it. 
Shao and Hou (2013) presented a study that proposes hybrid modelling schemes to address 
problems that involve a large number of quality variables in a normal multivariate process. In 
contrast with the traditional single classifier approach, the proposed scheme includes multivariate 
adaptive regression splines (MARS), logistic regression (LR), and ANNs. They obtained fewer 
but more significant quality variables by applying MARS and LR techniques which can serve as 
inputs to the ANN classifier. Islam et al. (2015) proposed a hybrid feature-selection approach, 
which is a combination of a genetic algorithm-based filter and a k-NN average classification 
accuracy-based wrapper, in order to select the optimal features. 
54 
 
Huda et al. (2014) proposed a hybrid wrapper-filter-based source-identification approach 
that hybridises a Mutual Information (MI) based Maximum Relevance (MR) filter ranking 
heuristic with an ANN-based wrapper. They showed that their proposed hybrid approaches 
outperform other existing approaches in identifying the most significant variables for OOC signals 
in a MEWMA chart, when monitoring the process mean. 
Our objective is to develop hybrid wrapper-filter approaches in order to effectively identify 
the variables that are responsible for the process faults and to classify the percentage of their 
contribution to the faults using MEWMS (detecting shifts in mean vector as well as process 
variance) and MEWMV charts, which are used to monitor process variance.  
This thesis proposes a combination of wrapper-type classifier with a supervised ﬁlter-based 
source identiﬁcation approach that hybridises a Fisher filter ranking heuristic with a neural 
network-based wrapper heuristic. This approach utilises the knowledge about the intrinsic pattern 
of the quality characteristics computed by the ﬁlter while searching for the source of the fault in 
the wrapper search space. The proposed approach develops a new heuristic process by combining 
the advantages of both wrapper and filter that do not require any expert knowledge about the 
sources of the OOC signals. In the following sections, theoretical explanations of the Fisher filter, 
ANNIGMA wrapper and the proposed hybrid are detailed. 
 
4.3  Fisher filter 
A Fisher score (Duda et al., 2000) is increasingly used as a feature extractor for 
classification problems. It selects top features independently, according to their large scores under 
the Fisher criteria, which lead to a suboptimal subset of features (Gu et al., 2012).  
 
Let input data set X ϵ ℝ𝑑 𝑋 𝑛 reduces to Z ϵ ℝ𝑚∗ 𝑛, given the selected m features. 
Fisher Score is computed as follows 
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F(Z)    =    tr{(S̅𝑏)(S̅𝑡 +  𝛾I)
−1} (23) 
 
Where 𝛾 is a positive regularisation parameter, S̅𝑡 and S̅𝑏 are called total scatter matrix and 
between-class scatter matrix respectively, 
 S̅𝑏 =  ∑ 𝑛𝑘(?̅?𝑘 −  ?̅? )(?̅?𝑘 −  ?̅?)
𝑇𝑐
𝑘=1  
 S̅𝑡 =  ∑(𝑧𝑖 − ?̅? )(𝑧𝑖 − ?̅?)
𝑇
𝑛
𝑘=1
 
Where ?̅?𝑘and 𝑛𝑘are the mean vector and size of the k-th class respectively in the reduced data 
space,  ?̅?  =  ∑ 𝑛𝑘
𝑐
𝑘=1 ?̅?𝑘 is the overall mean vector of reduced data. Perturbation term (𝛾I) is added 
to make  S̅𝑡 positive semi-definite.  
Let 𝜇𝑘
𝑗
 and 𝜎𝑘
𝑗
 be the mean and standard deviation of kth class, corresponding to the jth feature. Let 
𝜇𝑗 and 𝜎𝑗 denote the mean and standard deviation of the whole data set corresponding to the jth 
feature. 
The Fisher score for the jth feature is estimated by 
 
F(x𝑗) =  
∑  𝑛𝑘  ( 𝜇𝑘
𝑗 −  𝜇𝑗  )2𝑐 𝑘=1
( 𝜎𝑗 )2
 (24) 
Where ( 𝜎𝑗  )2 =  ∑  𝑛𝑘  ( 𝜎𝑘
𝑗  )2𝑐 𝑘=1  
 
4.4  ANNIGMA wrapper 
Selecting features exclusively based on a weight-based metric may yield unreliable 
outcomes. Hsu et al. (2002) proposed an approach that incorporates a weight analysis-based 
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heuristic called ANNIGMA, to direct the search in the wrapper model and to allow effective 
feature selection for NNs.  
ANNIGMA is a feature-ranking approach that is mathematically derived from the back-
propagation training formulation of ANN. This weight analysis-based approach can rank features 
of a data set during the training of ANN by relating the weight associated with each input feature. 
In general, irrelevant or redundant features generate more errors than relevant or significant 
features. ANNIGMA controls the weights of noisy features during training such that the noisy 
features contribute to the output of the network as little as possible.  
Let us assume a two-layer neural network with the first layer having a logistic activation function 
as Z(x) = 1/ (1+ exp(-x)). 
 
Let i, j and k represent the input, hidden and output layer indexes, L the second layer linear 
multiplier value, A the input node (feature), O the output node and W the weight between the layers, 
then the output Ok as a function of a single input Ai can be expressed as 
   𝑂𝑘 = 𝐿𝑘  ×  ∑ 𝑍 (𝐴𝑖  × 𝑊𝑖𝑗 + 𝐶𝑖𝑗) × 𝑊𝑗𝑘𝑗     (25) 
where 𝐶𝑖𝑗 represents the constant value of all the other inputs, including biases. 
The local gain 𝐿𝐺 is defined as 
𝐿𝐺𝑖𝑘 =  |
∆ 𝑂𝑘
∆ 𝐴𝑖
|       (26)  
 
According to Hsu et. al (1999), the local gain  𝐿𝐺𝑖𝑘 can be defined in terms of network weights by 
    𝐿𝐺𝑖𝑘  =    ∑  |𝑊𝑖𝑗 × 𝑊𝑗𝑘| 𝑗      (27)  
The ANNIGMA score for 𝑖 th input and 𝑘 th node is defined as  
𝐴𝑁𝑁𝐼𝐺𝑀𝐴𝑖𝑘  =   
𝐿𝐺𝑖𝑘
max(𝐿𝐺𝑘)
     (28)  
The weights give an estimate of the relative gain of input features when scaled in same range. 
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4.5  Proposed approach: Hybrid of ANNIGMA and Fisher filter 
Standard filter approaches use intrinsic characteristics of data to rank the individual 
features, which is very computationally efficient. However, it ignores the interaction of features 
with the class labels and cannot evaluate the subset. In contrast, wrapper approaches can evaluate 
the subset based on performance criteria which guarantee the significance of subsets based on their 
performance. However, this requires many evaluations and is therefore not computationally 
efficient. 
The proposed hybrid of the wrapper and filter approach (figure 10) uses the complementary 
properties of both wrapper and filter to generate a feature-ranking score. This ranking score is used 
in a backward elimination search process to generate the feature subsets in a computationally 
efficient way. Consequently, it can identify the significant subset of responsible quality 
characteristics better than wrapper or filter alone. In this research, the authors have combined 
Fisher filter heuristics with an ANNIGMA wrapper to identify variables responsible for OOCs in 
a MEWMV chart. 
Algorithm 1: Hybrid Fisher-ANNIGMA approach  
Input:   𝐷(𝐹1, 𝐹2, … . . 𝐹𝑚) // Training data with m features 
Output:  𝑆𝒃𝒆𝒔𝒕  // an optimal subset of features 
1.  Let S=whole set of m features  𝐹1, 𝐹2, … . . 𝐹𝑚 
2.  𝑆0 =  Initial set of feature which records all generated subsets with accuracy 
// Apply a BE search strategy 
3.  for N = 1 to m-1 
4.   Current set of feature 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =  𝑆  
5.   Compute Fisher score using equation (24) 
6.   for fold=1 to n 
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7.   Train the network with 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 
8.   Compute ANNGMA of all features 
9.   Compute Accuracy 
10.   end for 
11.   Compute average accuracy of all folds for 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 
12.   Compute average ANNIGMA of 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 using equation (29) 
13.   Compute combined score for every feature in 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 using equation (30) for 
hybrids 
14.   Rank the features in 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 using the combined score in descending order 
15.   𝑆0  =  𝑆0  ⋃  𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 
16.   Update the current feature set 𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 by removing the feature with lowest score 
17.  end for 
18.  𝑆𝑏𝑒𝑠𝑡  =  Find the subset form 𝑆0 with the highest accuracy. 
19.  return 𝑆𝑏𝑒𝑠𝑡 
End 
Initially, the hybrid starts with a full feature set. Each stage of the hybrid uses the combined 
score to rank its features. The computation of the combined score is described in the following 
section. 
 
4.5.1  Computation of combined score in the hybrid Wrapper-filter (Fisher-
ANNIGMA) feature selection algorithm 
Artificial Neural Network has been used as classification algorithm for ANNIGMA. An n-
fold cross-validation approach has been used to train the wrapper. The ANNIGMA score for each 
feature is averaged as below after training of all folds. 
𝐴𝑁𝑁𝐼𝐺𝑀𝐴 (𝐹𝑖)𝑎𝑣𝑒𝑟𝑎𝑔𝑒  =   [𝐴𝑁𝑁𝐼𝐺𝑀𝐴 (𝐹𝑖)1 +  … . . + 𝐴𝑁𝑁𝐼𝐺𝑀𝐴 (𝐹𝑖)𝑛] / 𝑛   (29) 
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The combined score of filter’s score and wrapper’s score in the proposed Fisher-ANNIGMA is 
computed as  
𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 𝑆𝑐𝑜𝑟𝑒(𝐹)𝑖  =    𝐹𝑖𝑠ℎ𝑒𝑟 𝑆𝑐𝑜𝑟𝑒 (𝐹𝑖) +  𝐴𝑁𝑁𝐼𝐺𝑀𝐴 𝑆𝑐𝑜𝑟𝑒 (𝐹𝑖)𝑎𝑣𝑒𝑟𝑎𝑔𝑒  (30) 
4.5.2  Backward Elimination (BE) and subset generation 
All features are ranked based on the combined score. The wrapper score of each subset is 
computed while the training is completed. Hence, it is embedded and does not require a separate 
process. The wrapper score of each individual subset is then used in order to compute the combined 
score.  
  
 
 
 
 
 
 
 
 
 
 
Figure 10:  Hybrid Wrapper-filter approach for variable identification 
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BE search strategy generates new subsets based on the ranked features by removing the lowest-
ranked feature from the current subset. For each subset that the wrapper evaluation has been 
accomplished, the corresponding variables, together with the accuracy, will be recorded. BE 
iteration continues until the last feature in the subset. The final feature subset is chosen as the 
subset with the highest accuracy or closest to the highest accuracy and with the least number of 
features. The filter score for all features were computed once and were used in the computation of 
the combined score. This avoids the high computational cost in the proposed hybrid approach. 
 
4.6 Summary 
At the beginning of this chapter, the author investigated the available and current machine-learning 
approaches that have been used in the literature for source identification of control charts. The 
most common approaches were ANN, SVM and filters. In this thesis, the author proposes the 
integration of the MEWMV chart with the source-identification approach based on the hybrid 
approach of machine-learning (ANNIGMA wrapper and Fisher filter approach) that does not 
require any expert knowledge, and yet is capable of detecting the sources of OOC signals, 
classifying the percentage of their contribution to the fault. This chapter has discussed the 
theoretical background and the algorithm that has been used. Implementation of this step 
eliminates the use of univariate control charts for identification of variables or groups of variables, 
which are responsible for the OOC signals in both charts. The performance of the proposed hybrid 
is tested on a case study of power plant monitoring in the next chapter. 
4.7 Conclusion 
The proposed hybrid of machine learning approach (Fisher filter and ANNIGMA wrapper) can be 
used to identify variables or group of variables that are responsible for OOC signals in any 
multivariate quality control charts. 
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Chapter 5 
Fault diagnostic of variance shifts using 
machine learning approaches  
Case study:  
A: Clinical monitoring - To monitor variability of patient’s 
condition after heart surgery (ANNIGMA approach) 
B: Process monitoring - To monitor variance shifts of a coal-
fired power plant (hybrid approach) 
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5.1 Introduction 
This chapter focuses on applying the proposed mathematical formula to set up control 
limits for real-life scenarios in order to monitor variability of high-dimensional multivariate 
processes. The fault diagnostics of variance shifts (MEWMV chart) of the process are carried out 
by applying the proposed hybrid of the ANNIGMA wrapper and the Fisher filter. The first part of 
this chapter focuses on monitoring the variability of a patient’s condition after open heart surgery 
using the ANNIGMA wrapper. The second part of the chapter focuses on using the proposed 
hybrid approach for fault diagnostics of variance shifts of a coal-fired power plant with 25 
variables. Data have been monitored by MEWMV chart and OOC, and in-control samples are fed 
into the proposed hybrid. The hybrid identifies and ranks the subset of variables which are 
responsible for variance shifts in the MEWMV chart. As the author discussed in the earlier 
chapters, one of the drawbacks of a multivariate control chart is the nonexistence of a proper 
comparison of the performance of different fault-diagnostic techniques. This chapter addresses 
that issue by comparing the performance of the hybrid with other commonly used machine-
learning techniques. The consistency of the performance of the hybrid was also tested in different 
scenarios. The results demonstrated the superiority of the proposed hybrid. 
 
5.2 Patient condition after heart surgery 
Patients are transferred to an ICU following major surgery. Continuous monitoring is 
essential to the daily care of ICU patients. Ongoing and continuous monitoring is achieved by 
complex devices that require special training and experience to operate. If certain physiological 
limits are exceeded, the devices are set to generate alarms. Those alarms need to be investigated 
by following strict protocols. The measured observations are highly correlated for a given patient, 
and the condition of the particular patient is assessed with individual observations. It is imperative 
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to maintain overall variability of all the observations with respect to the accepted variability (target 
variance-covariance matrix) in order to maintain the stable medical condition of the patient. 
In this thesis, the MEWMV chart developed for the monitoring of more than three variables 
(Gunaratne et al., 2017) has been used as the variance shift identifier for individual observations. 
The advantage of the MEWMV chart is its ability to monitor variance while stabilising the mean 
of the process. The challenge in deploying a multivariate control chart (Gunaratne et al., 2014) is 
to identify variables responsible for the OOC signals (fault diagnoses). Several machine-learning 
approaches such as ANN and SVMs have been proposed (Cheng and Cheng, 2008; Niaki and 
Abbasi, 2005; Low et al., 2003; Maleki et al., 2015; Yin et al., 2014; Gunn, 1998; Malhotra, 2014; 
Venkatasubramanian et al., 2003; Du et al., 2012; Huda et al., 2014) for fault diagnoses. Hsu et al. 
(2002) proposed an improved ANN known as the ANNIGMA approach. The method incorporates 
weights analysis-based heuristics to direct the search in the wrapper model, and allows effective 
feature selection for the ANN.  
This thesis, for the first time, presents a new strategy for the fault diagnosis of variance 
shifts in multivariate clinical processes. The proposed approach integrates the deployment of the 
MEWMV chart with ANNIGMA.  
Table 10 : Correlation among variables 
    SBP DBP MAP HR SPAP DPAP MPAP PCWP CVP 
          P value       
SBP  1.00 0.00 0.00 0.92 0.55 0.27 0.35 0.66 0.12 
DBP  0.84 1.00 0.00 0.02 0.52 0.67 0.48 0.16 1.00 
MAP 
co
rr
el
at
io
n
 
0.92 0.98 1.00 0.31 0.80 0.89 0.87 0.41 0.63 
HR 0.02 0.34 0.22 1.00 0.84 0.69 0.56 0.03 0.76 
SPAP -0.24 0.02 -0.09 -0.08 1.00 0.00 0.00 0.00 0.00 
DPAP -0.24 0.09 -0.03 0.09 0.92 1.00 0.00 0.00 0.00 
MPAP  -0.29 0.02 -0.10 0.06 0.97 0.96 1.00 0.00 0.00 
PCWP  0.02 0.42 0.30 0.63 0.60 0.69 0.70 1.00 0.00 
CVP  -0.33 0.00 -0.11 0.07 0.86 0.93 0.92 0.67 1.00 
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The author has used observations from nine correlated variables that play a substantial role 
in assessing the condition of a patient after open heart surgery. This is usually achieved by 
screening Systolic Blood Pressure (SBP), Diastolic Blood Pressure (DBP), Mean Arterial Pressure 
(MAP), Systolic Pulmonary Artery Pressure (SPAP), Diastolic Pulmonary Artery Pressure 
(DPAP), Mean Pulmonary Artery Pressure (MPAP), Pulmonary Capillary Wedge Pressure 
(PCWP), Central Venous Pressure (CVP) and Heart Rate (HR). According to Table 10, the 
characteristics indicate highly significant correlation (P-value = 0.05) among them. A total of 600 
samples of a size of one with nine characteristics in each sample were available. The data recording 
times were recommended by medical practitioners. 
 
5.2.1 MEWMV chart for monitoring condition of the patient 
An MEWMV chart has been used to monitor large variance shifts (ω = 0.9) while the mean is 
stabilised for small shifts (λ = 0.1). Stabilising the mean is essential while monitoring variance of 
the process in order to avoid capturing changes in the mean. The control limits for the MEWMV 
charts are obtained using the predictive models developed by Gunaratne et al. (2017). Figure 11 
shows 22 OOCs for the MEWMV chart (out of 600 observations). 
 
Figure 11: Out-of-controls (OOCs) for an MEWMV chart with ω = 0.9 and λ = 0.1 
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5.2.2 Fault diagnostics to identify the responsible characteristics based on the 
ANNIGMA approach 
The OOCs and in-control samples from the MEWMV chart have been injected into ANNIGMA 
and other commonly used machine-learning approaches (MR filter, SVM and Naïve Bayes) in 
order to identify the group of variables responsible for in-controls and OOC signals and to estimate 
the percentage of their individual contribution to the signals. The accuracy of the ANNIGMA 
results have been investigated by deploying univariate Moving Range (UMR) charts. 
Table 11: Average accuracies for large variance shifts (ω=0.9) while mean is stabilised for small                     
shifts (λ=0.1) 
Number 
of 
variables 
ANNIGMA 
accuracy 
Maximum 
Relevance 
filter 
SVM Naïve- 
Bayes 
9 96.53 96.58 96.33 94.83 
8 96.96 96.58 96.33 94.83 
7 96.43 96.16 96.33 96.00 
6 96.26 96.66 96.33 96.16 
5 96.53 95.66 96.33 96.66 
4 96.60 95.83 96.33 97.50 
3 97.00 95.83 96.33 97.33 
2 96.53 95.91 96.33 96.83 
1 96.86 96.33 96.33 96.83 
 
Table 11 shows that the ANNIGMA approach is superior to other commonly used approaches in 
selecting the minimum number of variables with the highest accuracy. The accuracy computation 
starts with a full set of variables. The lowest-ranked variable has been removed by utilising the BE 
process. The BE iteration continues until the last variable is in the subset. The subset with the 
highest accuracy and minimum number of variables is then selected as the best subset. 
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Table 12: Responsible variable selection by ANNIGMA 
Number of 
variables 
Accuracy 
Removing 
variable 
Variables left in the dataset 
9 96.53  SBP, DBP, MAP, HR, SPAP, DPAP, MPAP, PCWP, CVP 
8 96.96 SBP DBP, MAP, HR, SPAP, DPAP, MPAP, PCWP, CVP 
7 96.43 PCWP DBP, MAP, HR, SPAP, DPAP, MPAP, CVP 
6 96.26 HR DBP, MAP, SPAP, DPAP, MPAP, CVP 
5 96.53 SPAP DBP, MAP, DPAP, MPAP, CVP 
4 96.60 MPAP DBP, MAP, DPAP, CVP 
3 97.00 DBP MAP, DPAP, CVP 
2 96.53 MAP DPAP, CVP 
1 96.86 DPAP  CVP 
 
According to Table 12, the highest accuracy (97%) achieved for ANNIGMA by monitoring 
only three characteristics, i.e., 97% of the total variability of the patient condition, is due to three 
variables: Mean Arterial Pressure (MAP), Diastolic Pulmonary Artery Pressure (DPAP) and 
Central Venous Pressure (CVP). 
Table 13: Percentage contribution of variables selected by ANNIGMA to fault signals 
Variable name % contribution 
MAP 37.96% 
DPAP 31.99% 
CVP 30.05% 
 
ANNIGMA also ranks the percentage contribution of the significant variables as shown in Table 
13. The highest contributing variable for the OOC signals is MAP (37.96%) followed by DPAP 
(31.99%) and CVP (30.05%). 
 
5.2.3 Fault diagnosis using Univariate Moving Range (UMR) charts 
As mentioned earlier, the traditional statistical approach for identifying variables responsible for 
the variance shift in multivariate chart is to deploy UMR charts for each individual variable and to 
67 
 
select the variables that produce OOC signals similar to the MEWMV chart. However, this 
approach disregards the correlation among variables, and may misdiagnose the cause of the OOC 
signals (samples that are in-control in a multivariate chart may be OOC in UMR charts or vice 
versa). 
In this section, UMR charts were deployed to monitor the three characteristics (MAP, DPAP and 
CVP) identified by ANNIGMA. The results of matching OOC and in-control samples between 
UMR and MEWMV charts are shown in Table 14. The accuracy and percentage contribution of 
selected variables (MAP, DPAP and CVP) by ANNIGMA and UMR charts are approximately 
similar (the results of table 12, 13 and 14).  
Table 14: Accuracy and percentage contribution based on UMR charts 
 MAP DPAP CVP 
OOCs in MEWMV 22 22 22 
OOCs in UMR 3 8 5 
matching OOCs with UMR 1 5 4 
matching in-controls with UMR 576 575 577 
Accuracy for UMR (%) 96.1 96.6 96.8 
Percentage contribution (%) 33.2 33.4 33.4 
 
In order to assess the impact of the characteristics that were not identified as significant variables 
by ANNIGMA, the author has deployed UMR charts with the first variable (SBP) and the last 
variable (DBP) removed, in order to monitor the matching OOC and in-control samples with the 
MEWMV chart. Figures 12 to 15 show individual UMR charts for SBP, DBP, DPAP and CVP 
variables. 
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Figure 12: UMR chart for Systolic Blood Pressure 
 
 
Figure 13: UMR chart for Diastolic Blood Pressure 
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The UMR charts for SBP and DBP (Figures 12 and 13) do not produce any OOC observations that 
match the OOCs produced by the MEWMV chart. ANNIGMA removes SBP, PCWP, HR, SPAP, 
MPAP and DBP variables as insignificant variables in order to process faults (Table 12). The 
following UMR charts (Figures 14 and 15) show OOC and in-control signals for two of the 
responsible variables, DPAP and CVP, which have been identified by ANNIGMA. The OOC and 
in-control signals almost match those produced by the MEWMV chart. 
 
Figure 14: UMR chart for Diastolic Pulmonary Artery Pressure 
The accuracy has been calculated for the variables selected by ANNIGMA (MAP, DPAP and 
CVP) using UMR charts. Table 14 shows that the calculated accuracies are relatively close to 97% 
as indicated by ANNIGMA. The percentage contribution (around 33%) is also in line with the 
ANNIGMA results. Therefore, the UMR chart results further confirm the precision of the results 
given by ANNIGMA. 
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Figure 15: UMR chart for Central Venous Pressure 
 
However, univariate charts not only ignore the correlation among the variables, but are also time-
consuming, as the number of variables that need to be monitored increase. This thesis, for the first 
time, deployed ANNIGMA to identify and rank the characteristics responsible for the multivariate 
variance shifts when monitoring ICU patients. Average classification accuracy has been used to 
select the most significant subset of variables. The comparison results (Table 11) show that the 
ANNIGMA approach selected the responsible variables more effectively than other commonly 
used machine-learning approaches. Information on the extent of the responsible variables’ 
abnormal rates and rhythms to the patient condition can effectively aid the medical practitioners 
in their early diagnostic interventions. The results of this case study have been published in the 
proceeding of the International conference on information technology (New Generations, 2018).  
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5.3 Coal-fired power plant 
A coal-fired power plant is an extremely complex engineering facility. It perpetually 
depends upon a control system that is fully automated in order to achieve timely and safe 
operations. Control systems for plant status monitoring are anticipatory synthesis of signal 
validation, diagnostics and alarm-filtering techniques. The aim of these systems is to provide 
operators with an assessment of the status of the plant as a whole, with strong supporting 
justifications for actions to be made. If not, the entire power plant could be shut down due to high 
temperatures, a super heater outage, high levels of water in the steam boiler drum, etc. Therefore, 
there has been an increase in the demand for a control system that can provide continuous and 
simultaneous monitoring of all the correlated characteristics of a plant to attain and then maintain 
the stability of the operational system. 
5.3.1 MEWMV chart for monitoring process variability 
The author has used 25 correlated quality characteristics that play significant roles in the operation 
of the power plant. Real-time data were captured by recording hourly measurements. A total of 
651 samples of a size of one, with 25 characteristics in each sample, were used. The variables 
indicate a highly significant correlation among them at P-value = 0.05. Due to the large size, the 
correlation matrix is not included in this thesis. The MEWMV chart has been used to observe in-
control and OOC samples. The control limits for the MEWMV charts are obtained using the 
predictive models developed by Gunaratne et al. (2017). The control charts are deployed for 
different scenarios to monitor small, medium and large variance shifts. 
The OOCs and in-control samples of the MEWMV chart have been used as inputs for the 
proposed hybrid and other commonly used machine-learning approaches (Fisher filter, MR filter, 
SVMs, Decision Trees and Naïve Bayes) in order to identify the group of variables responsible for 
the in-control and OOC signals and estimate the percentage of their individual contribution to the 
signals. UMR charts have been deployed to investigate the accuracy of the hybrid results.  
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The MEWMV chart has been set up to monitor large variance shifts (ω = 0.9) under three 
different scenarios (Figures 17 to 19) when the mean is stabilised for small (λ = 0.1), median (λ = 
0.5) and large (λ = 0.9) shifts. Stabilising mean is essential while monitoring the variance of the 
process in order to avoid capturing changes in the mean. The ability to monitor variability while 
stabilising mean is an advantage of MEWMV chart. 
 
 
Figure 16: Out-of-controls (OOCs) for MEWMV chart with ω = 0.1 and λ = 0.1 when mean is 
stabilised for small shifts for the power plant with 25 correlated variables 
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Figure 17: Out-of-controls for MEWMV chart with ω = 0.9 and λ = 0.9 when mean is stabilised 
for large shifts for the power plant with 25 correlated variables 
 
Figure 18: Out-of-controls for MEWMV chart with ω = 0.9 and λ = 0.5 when mean is stabilised 
for medium shifts for the power plant with 25 correlated variables 
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Figure 19: Out-of-controls for MEWMV chart with ω = 0.9 and λ = 0.1 when mean is stabilised 
for small shifts for the power plant with 25 correlated variables 
Figure 16 shows 541 OOCs; Figure 17 shows 354 OOCs for variance when mean is 
stabilised for large (λ = 0.9) shifts; while Figure 18 and Figure 19 show 274 and 53 OOCs, 
respectively. 
The OOCs in the MEWMV charts (Figures 16, 17, 18 and 19) need to be investigated in 
order to identify the variables responsible for variance shifts. The OOC variance signals from the 
MEWMV chart are used as an input for the proposed hybrid wrapper-filter approach to identify 
the variables or group of variables responsible for the OOC signals. The accuracy of the variables 
selected by hybrid were tested and verified by deploying UMR charts. 
5.3.2 Significant Variable identification based on hybrid and other commonly 
used machine-learning approaches 
Average accuracies are calculated from hybrid and other feature-selection methods (SVM, MR 
filter, Decision Trees and Naïve Bayes) by inputting the OOC and in-control samples from the 
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MEWMV chart while stabilising the mean for small (λ=0.1) medium (λ=0.5) and large (λ=0.9) 
shifts. The significant group of variables that are responsible for the OOCs in the process is 
determined by the subset with the highest accuracy, or closest to the highest accuracy that contains 
the smallest number of variables. 
At the initial stage, classifiers use full features (25 variables) and compute the accuracy 
score for each feature. In each iteration, the classifiers use the BE process, where the feature with 
the lowest combined score is eliminated from the next subset. The BE process continues until a 
single feature remains.  
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Table 15:  Average accuracies for large variance shifts (ω=0.9) while mean is stabilised for large 
shifts (λ=0.9) 
Number of 
quality 
characteristics 
Hybrid  
 
ANNIGMA 
 
SVM Fisher 
Filter 
Maximum 
Relevance 
Filter 
Decision  
Trees 
Naïve- 
Bayes 
25 63.22 62.98 60.98 61.78 61.67 65.28 61.44 
24 63.71 62.76 60.67 63.62 56.91 66.05 61.59 
23 63.13 62.51 60.82 62.79 57.52 66.20 61.75 
22 63.41 62.51 60.98 62.61 57.6 59.44 60.21 
21 62.91 62.24 61.59 63.74 58.67 59.44 60.06 
20 63.65 63.34 61.44 63.71 59.37 59.60 60.52 
19 62.27 63.56 61.75 62.70 58.44 59.44 60.21 
18 62.61 63.28 61.75 60.95 58.90 57.75 60.06 
17 63.16 64.30 61.13 58.52 58.98 58.67 60.82 
16 64.48 63.68 61.59 60.55 61.36 59.60 60.98 
15 62.48 63.31 61.13 62.39 59.75 61.13 60.82 
14 63.41 62.18 61.29 59.07 58.21 60.82 60.52 
13 62.39 65.06 61.29 59.17 59.37 64.51 60.82 
12 62.36 64.11 60.67 59.26 59.29 64.20 60.36 
11 63.44 63.10 61.13 59.96 58.06 65.28 60.82 
10 62.98 63.93 61.44 59.53 54.22 64.36 61.13 
9 63.71 63.87 60.98 59.90 57.14 65.28 61.44 
8 63.53 65.03 61.65 60.09 56.45 62.82 60.06 
7 64.79 63.47 61.29 59.84 58.29 63.90 59.91 
6 63.62 62.55 57.14 59.81 58.60 64.82 60.06 
5 60.49 59.38 56.83 61.44 54.22 62.98 60.06 
4 60.36 59.69 57.45 59.96 54.22 62.21 60.52 
3 59.50 59.04 57.14 61.10 54.22 61.13 60.36 
2 59.84 58.21 57.14 62.70 61.29 54.68 57.14 
1 61.13 54.31 54.22 61.16 54.22 56.06 58.37 
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Table 16:  Average accuracies for large variance shifts (ω=0.9) while mean is stabilised for 
medium shifts (λ=0.5) 
Number of 
quality 
characteristics 
Hybrid  
 
ANNIGMA 
 
SVM Fisher 
Filter 
Maximum 
Relevance 
Filter 
Decision  
Trees 
Naïve- 
Bayes 
25 61.84 62.55 64.05 63.31 64.36 67.28 57.29 
24 61.87 62.51 64.82 62.12 61.21 64.82 57.45 
23 62.98 62.61 64.82 62.88 57.98 63.74 57.29 
22 63.87 62.42 64.97 63.96 58.90 64.51 57.14 
21 62.18 63.01 64.36 62.85 60.13 62.82 57.45 
20 64.08 63.50 64.36 62.85 58.67 64.9 57.14 
19 63.47 61.72 63.90 60.55 63.67 64.97 57.45 
18 62.39 62.18 63.59 62.36 59.83 63.28 57.45 
17 63.37 61.96 63.44 61.81 62.44 63.44 57.45 
16 63.37 61.32 62.21 62.82 64.74 62.98 57.60 
15 63.41 63.13 63.13 62.45 59.67 63.13 57.29 
14 63.59 64.24 62.98 62.61 63.05 62.82 57.29 
13 63.37 63.25 62.98 61.75 60.98 61.29 56.98 
12 63.93 63.25 63.59 61.90 62.21 62.21 57.75 
11 63.22 62.70 62.67 62.27 58.98 61.13 57.91 
10 61.99 61.41 63.13 63.13 57.91 59.44 57.45 
9 63.13 63.04 63.13 63.89 59.44 60.36 59.4 
8 63.56 62.36 62.82 63.04 58.06 60.98 61.13 
7 64.82 63.25 62.82 62.58 58.21 61.29 58.67 
6 63.34 61.62 63.59 63.65 58.98 64.51 57.14 
5 63.87 62.02 57.91 63.53 57.91 63.74 57.60 
4 63.25 63.04 57.91 63.74 57.91 60.98 54.07 
3 61.65 61.96 57.91 60.95 57.91 59.13 55.60 
2 58.55 61.10 57.91 58.80 57.83 57.60 57.29 
1 56.62 57.91 57.91 55.63 57.91 56.52 57.91 
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Table 17:  Average accuracies for large variance shifts (ω=0.9) while mean is stabilised for small 
shifts (λ=0.1) 
Number of 
quality  
characteristics 
Hybrid  
 
ANNIGMA 
 
Fisher 
Filter 
Maximum 
Relevance 
Filter 
Decision  
Trees 
Naïve- 
Bayes 
25 92.65 92.62 92.78 92.32 91.09 86.63 
24 93.11 92.90 93.42 92.47 91.09 86.78 
23 92.90 93.21 92.96 92.62 91.09 87.25 
22 93.24 93.21 93.02 92.78 89.86 87.09 
21 92.75 93.27 92.99 92.01 89.86 87.25 
20 93.18 93.05 92.75 91.85 90.16 87.40 
19 93.11 93.08 92.93 92.01 90.16 87.40 
18 92.99 93.08 92.65 92.55 90.93 87.71 
17 93.08 93.11 92.96 92.78 90.93 88.32 
16 92.78 93.02 93.05 92.08 90.16 88.63 
15 92.87 93.39 93.11 92.93 90.47 88.94 
14 93.18 92.99 92.93 92.32 90.47 89.55 
13 93.21 93.24 92.71 92.47 90.78 89.55 
12 93.27 93.05 92.84 92.39 91.09 90.47 
11 93.21 92.99 92.96 92.55 91.09 90.78 
10 93.18 93.11 92.87 92.78 91.09 91.24 
9 93.45 93.24 92.44 92.62 91.09 91.09 
8 93.39 93.18 92.16 92.39 91.09 91.09 
7 93.36 93.14 92.53 92.47 91.24 91.24 
6 93.33 93.14 91.95 92.47 91.24 91.09 
5 93.05 93.05 92.07 91.93 91.71 91.09 
4 92.84 93.21 92.32 92.39 91.71 91.09 
3 92.32 92.19 92.25 92.47 91.85 90.93 
2 91.88 91.98 91.85 92.62 91.85 91.39 
1 91.85 91.76 91.85 91.85 91.85 92.01 
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Table 18: Average accuracies for small variance shifts (ω=0.1) while mean is stabilised for small 
shifts (λ=0.1) 
Number of 
quality 
characteristics 
Hybrid  
 
ANNIGMA 
 
Fisher 
Filter 
Maximum 
Relevance 
Filter 
Decision  
Trees 
Naïve- 
Bayes 
25 84.332 84.639 84.639 84.025 80.184 74.501 
24 84.178 84.793 84.793 84.025 80.952 74.654 
23 84.025 85.561 83.871 84.025 80.031 74.347 
22 85.253 84.485 84.639 83.103 79.569 74.039 
21 83.871 83.564 85.253 84.409 79.569 75.115 
20 84.025 85.868 84.639 83.871 79.569 75.115 
19 83.717 84.793 83.410 84.255 81.106 74.501 
18 84.485 84.946 83.871 82.719 80.491 74.347 
17 85.253 84.793 83.257 83.410 81.720 74.808 
16 84.793 84.485 84.485 83.333 81.720 74.501 
15 86.329 85.714 83.257 82.949 82.027 75.115 
14 84.639 85.714 83.410 82.412 82.027 74.501 
13 84.178 83.564 84.178 83.026 82.488 77.880 
12 84.946 85.022 83.717 84.101 82.488 77.726 
11 85.100 85.407 83.410 82.642 83.102 78.033 
10 83.717 84.485 84.178 83.103 82.795 77.880 
9 83.717 84.639 83.871 82.949 81.720 79.109 
8 83.717 84.946 84.485 82.104 81.566 78.648 
7 83.564 84.178 83.871 83.103 82.642 79.109 
6 84.178 83.103 83.871 83.103 82.642 80.491 
5 84.946 83.871 84.025 83.103 82.334 81.106 
4 83.717 82.488 84.332 83.103 82.949 81.106 
3 84.178 83.410 83.103 83.103 83.256 80.491 
2 84.178 83.564 84.639 82.104 83.563 84.331 
1 83.103 83.103 83.717 83.103 83.563 84.331 
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According to Table 15, the hybrid provides the highest accuracy (64.79%) with the smallest 
subset size (seven variables) compared to Fisher (accuracy 63.74% with 21 variables), ANNIGMA 
(accuracy 65.06% with 13 variables), SVM (accuracy 61.75% with 18 or 19 variables) and the MR 
filter (accuracy 61.67% with full set). The Decision Tree and Naïve Bayes provide accuracy of 
66.20% and 61.75% respectively, for a set of 23 variables. Table 16 shows similar accuracies. 
According to Table 17, the hybrid provides the highest accuracy (93.45%) with the smallest size 
subset (nine variables) compared to Fisher (accuracy 93.42% with 24 variables) and ANNIGMA 
(accuracy 93.39% with 15 variables). The SVM results are not shown in Table 17 as it did not 
perform well in the third scenario. Table 18 shows the hybrid also outperforms other machine-
learning approaches when monitoring smaller shifts. 
Tables 15–18 confirm that the proposed hybrid achieved the highest accuracy with the 
smallest subset of variables under all the different scenarios. This indicates the superiority of the 
proposed hybrid compared to other existing machine-learning approaches in selecting the variables 
responsible for OOCs in multivariate process variability monitoring. It also ranks the significant 
variables in terms of the percentage of their contribution to the fault signals. In all scenarios, the 
proposed hybrid has been able to pick the same significant variables (Table 19), which validates 
the consistency of selecting variables responsible for the MEWMV chart’s faults. 
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Table 19:  Percentage contribution of the significant variables selected by hybrid to fault signals 
given by MEWMV chart 
Variable name λ=0.9 λ=0.5 λ=0.1 
SHRT Water injection (SWI) 12.39% 19.56% 17.41% 
Average Burner tilting (ABT) 35.62% 14.09% 17.22% 
Average HTR Temp (AHT) - - 14.59% 
Steam pressure (SP) - 11.48% 12.46% 
RH Outlet Flue Gas Temp 
(RHOFGT) 
- - 10.67% 
Average secondary Air Temp 
(ASAT) 
- 12.77% 8.55% 
SO2 Levels (SL) 10.53% - 7.67% 
Coal Feeder flow (CFF) - - 6.37% 
Dust (D) 12.72% 20.22% 5.05% 
Feed Water flow (FWF) 11.54% - - 
Average Outlet temp (AOT) 8.70% 11.25% - 
LH Total Sec air flow (LTSAF) - 10.63% - 
NX2 Levels (NL) 8.50% - - 
 
5.3.3 Fault detection using the Univariate Moving Range (UMR) chart 
 In this section, the author has used the UMR chart to identify the subset of variables 
responsible for OOCs in a multivariate control chart. The hybrid results, as shown in Table 17, 
were further investigated using UMR charts. 
UMR charts have been produced for the nine significant variables selected by the hybrid in Table 
17. The accuracies were computed by comparing the matching OOC and in-control samples in the 
UMR charts and the MEWMV chart. According to Table 20, the average classification accuracy 
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for the selected variables (88.79%) using UMR charts have been less than the hybrid accuracy 
(93.45%). This is due to the ignorance of correlation among variables by the UMR charts. 
Consequently, the utilisation of UMR charts would mislead the fault diagnostic results (Gunaratne 
et al., 2014). Therefore, the proposed hybrid is superior in identifying the variables that are 
responsible for the OOCs in a multivariate chart and in overcoming the drawbacks of the UMR 
chart-based source detection in polynomial time. 
Table 20:  Accuracy using UMR charts 
 SWI ABT AHT SP RHOFGT ASAT SL CFF D 
OOCs in UMR 27 59 19 48 40 19 17 41 12 
OOCs in MEWMV 53 53 53 53 53 53 53 53 53 
matching OOCs with 
UMR 
5 14 2 12 10 2 1 4 1 
matching in-controls 
with UMR 
581 567 583 574 578 583 583 565 588 
Accuracy for UMR (%) 89.25 87.10 89.55 88.17 88.79 89.55 89.55 86.79 90.32 
Percentage contribution 
(%) 
9.8 27.45 3.92 23.52 19.6 3.92 1.96 7.84 1.96 
For the first five variables (Table 20), the total percentage contribution computed by the 
UMR charts is 84.29%, whereas the first five variables’ (Table 19) total percentage contribution 
computed by the proposed hybrid is 72.35%. This indicates the accuracy of the ranking of 
percentage contributions computed by the hybrid.  
UMR charts (Figures 20-23) have been deployed to investigate the OOCs of the most-contributing 
variables (SWI, ABT, SP and RHOFGT). According to Figures 20–23, higher OOCs are shown in 
the UMR charts for the variables SP, RHOFGT, ABT and SWI. Higher number of OOC’s can be 
seen in UMR Charts (Figures 20-23). 
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Figure 20: UMR chart for Steam Pressure 
 
  
 
Figure 21: UMR chart for RH Outlet Flue Gas Temp 
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Figure 22: UMR chart for Average Burner Tilting 
  
 
 
Figure 23: UMR chart for SHRT Water Injection 
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The variables that were not selected by the proposed hybrid were further investigated by deploying 
the UMR charts. Out of the 16 unselected variables, a further nine variables did not produce any 
matching OOCs with the MEWMV chart. The other seven variables produced higher individual 
OOCs, but few matching OOCs with the MEWMV chart. This further confirms that the proposed 
hybrid has effectively selected the most responsible variables for the OOCs in the MEWMV chart.  
 
5.4 Summary 
In this chapter, the author has applied the research findings of the thesis to two case studies. The 
case studies are based on the monitoring of the variance shifts for patients after heart surgery (nine 
correlated variables) and the operation of a coal-fired power plant (25 correlated variables). The 
developed mathematical model has been used to predict the control limits for the MEWMV chart 
with 25 variables. The OOCs and in-controls have been fed into the proposed hybrid in order to 
identify the subset of variables responsible for process faults. The performance of the hybrid has 
been compared with other machine-learning approaches suggested in the literature.  
The consistency of the hybrid was tested under different scenarios and the results were verified by 
using the UMR charts. The case studies show that the hybrid approach is superior to the existing 
approaches in the fault diagnostics of multivariate control charts. 
 
 
5.5 Conclusion 
This chapter concludes the estimated control limits for high dimension have been successful 
monitoring real world multivariate processes. Fault diagnostic of proposed hybrid is consistent 
both under different monitoring schemes and under different multivariate processes.    
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Chapter 6 
Non- normal multivariate control chart 
using Burr XII distribution 
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6.1 Introduction  
The multivariate control charts that are used on previous chapters have underlined the 
assumption that the data follow normal distribution. If the variables under study do not follow 
some specific distribution, then the inferences drawn from such procedures will be inaccurate. The 
performance of the control charts may also be affected by an increase in the false-alarm rate and a 
reduction in the efficiency of detecting shifts. Therefore, when data are not normal, the alternative 
will be to use non-parametric multivariate control charts. The flexibility of not needing to assume 
the underlying distribution of the data is the main advantage of non-parametric control charts. 
Very few multivariate non-parametric control charts exist in the literature. Hayter and Tsui 
(1994) proposed a Shewhart-type multivariate non-parametric control chart in order to monitor 
process location based on the maximum of deviation of the observations from their sample means. 
Sun and Tsung (2003) proposed a multivariate control chart based on the kernel distance, which 
is a measure of the distance between the ‘kernel centre’ and the incoming new sample to be 
monitored. Chou et al. (2001) proposed a non-parametric control chart based on the T2 statistic. 
The distribution of the T2 and UCL are estimated using the kernel smoothing technique. 
Hamurkaroglu et al. (2004) proposed R and Q-control charts based on the Mahalanobis depth 
concept. Das (2009) has used the bivariate sign test to propose a new non-parametric control chart. 
Saghir and Lin (2014) developed the probability limits of the |S| and the |G| charts for the bivariate 
exponential, bivariate t, bivariate Laplace and bivariate logistic distributions. A multivariate 
control chart based on the multivariate Smirnov test has been proposed by Zhou et al. (2015). It 
integrates the multivariate two-sample goodness-of-fit test based on multivariate empirical 
distribution function and the change-point model. They have claimed that the chart is efficient in 
detecting large shifts. Kang et al. (2016) have studied the monitoring methodologies for time 
varying and multimodal processes. They introduced the time adaptive clustering (TAC) chart for 
the monitoring of the multimodal processes. 
88 
 
This chapter focuses on developing a multivariate control chart to monitor process location 
when the data are non-normal. The non-normal multivariate data are transformed into GD 
variables, which are independent from each other. The dimensionality of the multivariate data can 
be significantly reduced into a few GD variables, which facilitate easier monitoring of the 
multivariate data using individual charts for independent GD variables (Wang, 2006; Nazari et al., 
6th International Management Conference, 2008; Ahmad et al., 2009, 2012). 
The proposed approach aims to fit the Burr XII distribution to each GD variable by 
deploying SA. The control limits for the charts are placed at the 97.5 and 2.5 percentile points of 
the fitted Burr distributions from the target mean. The OOCs of the GD variables are further 
investigated by deploying the proposed hybrid to identify and rank variables responsible for the 
OOC signal. 
 
6.2 Geometric distance approach 
In the multivariate scenario, conventional control charts have three constraints (Wang and 
Hubele, 1999). The first one is that normality assumption on multivariate data is required. The 
second one is that the control limits of the multivariate control charts are difficult to derive. The 
third one is that the computation of the control limits for high dimensions are time-consuming and 
complex. The GD approach reduces the dimension of the multivariate data and produces 
independent GD variables. This would facilitate easier monitoring and control of the multivariate 
data. Wang (2006) has used the GD variables to estimate the Composite Capability Index for 
multivariate data. Ahmad et al. (2012) have used the GD approach to reduce the dimensions of the 
multivariate data and to estimate the proportion of non-conformance. 
GD variables utilises the Euclidean distance (or L2 norm). Using L2 norm, let (x, y, z) be a point, 
where (x, y) is measured points of the centre of a hole and z is the measured diameter of a hole. 
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Let (x1, y1, z1) be the nominal target location, where (x1, y1) is the nominal point of the centre of a 
hole and z1 is the nominal diameter of a hole. Then distance from the nominal is defined as: 
 
𝐺𝐷 =  √(𝑥 −  𝑥1)2 +  (𝑦 − 𝑦1)2 +  (𝑧 −  𝑧1)2  
Let the point X = (x1, x2…… xn), then geometric distance for X to the target T = (t1, t2…… tn), is 
given by 
 
𝐺𝐷 =  √(𝑥1 −  𝑡1)2 + (𝑥2 − 𝑡2)2 + ⋯ . … +  (𝑥𝑛 −  𝑡𝑛)2 (31) 
The distribution fitting to GD variables are discussed by Wang and Hubele (1999) and 
Ahmad et al. (2012). This thesis proposes to fit the Burr XII distribution to the GD variables by 
deploying SA and using the 2.5 and 97.5 percentile points of the fitted Burr XII distribution as the 
lower and upper control limits. 
 
6.3 Burr XII distribution 
Burr (1942) developed a number of useful cumulative frequency functions that can 
describe various non-normal distributions. An additional scale parameter was introduced by 
Tadikamalla (1980). The Burr XII distribution is recommended in the literature, as it can be used 
to describe the data that arises in the real world, especially by non-normal processes. The Burr XII 
distribution can be fitted to many types of data because it has a non-monotone hazard function and 
wide-range coefficients of skewness and kurtosis. It approximates the distributional form of 
normal, lognormal, gamma, logistic, and several Pearson-type distributions. The normal density 
function may be approximated as a Burr XII distribution with c = 4.85437 and k = 6.22665. The 
Burr XII distribution has been applied in areas of hydrology, manufacturing, reliability analysis, 
and failure time modelling. In the past, Burr’s density function has been successfully applied for 
various normal and non-normal probability distributions in the areas of statistical quality control 
research, such as economic design of control charts and product tolerance design (Chou et al., 
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2000, 2001; Chen, 2004; Chen and Yeh, 2011). The connections between the Burr XII and other 
continuous distributions have been studied by Rodriguez (1977). The shape of the Burr XII 
distribution depends on the values of skewness and kurtosis, as shown in Figure 24. 
 
 
 
 
 
 
 
 
 
Figure 24: Different values of skewness and kurtosis for probability density function of Burr 
distribution (source: Wikipedia) 
The effect of non-normality on the constants of the X ̅and R control charts using the Burr 
distribution has been studied by Burr (1967). The Burr XII distribution has been used to generate 
an economic statistical design of the X ̅ chart (Chou et al., 2000) for non-normally distributed data. 
Chou et al. (2005) applied the Burr distribution in order to design the control limits and the sample 
size for the acceptance control chart under non-normality. Rezac et al. (2015) utilised the Burr XII 
percentiles as control limits on a Shewhart-type chart and two parametric bootstrap charts, namely 
the Maximum Likelihood Estimation bootstrap (MLE-b) chart and the Modified Moment 
Estimation bootstrap (MME-b) chart. 
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Figure 25:  Cumulative density function of Burr distribution for different values of skewness and 
kurtosis for (source: Wikipedia) 
Abbasi et al. (2010) have shown the use of the neural network approach in order to estimate 
the Burr distribution parameters. Skewness and kurtosis have been used as inputs for the neural 
network. Ganora and Laio (2015) have outlined a simplified method to analytically compute the 
two shape parameters, starting from the dimensionless L-moments ratios representing the 
distribution’s variability (L-CV) and skewness (L-skewness), and untangling the effect of 
parameter skewness on L-skewness, which remains a function of kurtosis – the other shape 
parameter. Shao et al. (2004) studied the three-parameter Burr XII distribution by adding scale 
parameter. The three-parameter Burr XII distribution is widely known as an extended Burr XII 
distribution. MLE has been used to estimate the parameters. 
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Probability density function and Cumulative density function of Burr XII distribution are defined 
as  
 
𝑓(𝑥) =
𝑐𝑘 𝑥𝑐−1
(1 + 𝑥𝑐)𝑘+1
    𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑐, 𝑘 > 0 
(32) 
 
𝐹(𝑥) = 1 −
1
(1 + 𝑥𝑐)𝑘
  𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑐, 𝑘 > 0 
(33) 
The most straightforward approach to estimating Burr XII parameters is to use standard 
tables of Burr XII distribution, but the tables do not provide all the values of skewness and kurtosis. 
The other alternative is to use Maximum Likelihood Estimation. In this thesis, the SA technique 
was deployed to estimate MLE for Burr XII. 
 
 
6.4 Maximum likelihood estimation method to estimate Burr XII 
parameters 
MLE is a method of estimating the parameters of a distribution by finding the parameter 
values that maximise the likelihood of making the observations. The joint density function of all 
the observations in initially needs to be specified. It is often more convenient to do calculations 
using a logarithm of likelihood. The log-likelihood of Burr XII is: 
 
𝐿𝑛(𝐿) = 𝑛 (ln(𝑐) + 𝑛 ln(𝑘) + (𝑐 − 1) ∑ ln(𝑥𝑖) − (𝑘 + 1) ∑ ln (1 + 𝑥𝑖
𝑐)
𝑛
𝑖=1
𝑛
𝑖=1
) (34) 
 
Derivative of equation (34) with respect to c is 
 
𝑛
𝑐
− (𝑘 + 1) ∑ (
𝑥𝑖
𝑐
1 + 𝑥𝑖
𝑐 𝑙𝑛(𝑥𝑖))
𝑛
𝑖=1
+  ∑ 𝑙𝑛 (𝑥𝑖)
𝑛
𝑖=1
 (35) 
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Derivative of equation (34) with respect to k 
 
𝑛
𝑘
−  ∑ ln(1 +  𝑥𝑖
𝑐)
𝑛
𝑖=1
= 0 (36) 
Equations (35) and (36) can be solved by utilising different algorithms. However, they may 
converge to a local optimum. SA has the ability to find a global optimum rather than being stuck 
in a local optimum. 
 
6.5 Simulated Annealing to estimate Burr XII distribution 
parameters 
In this section, the author discusses the ways that SA has been used to estimate the MLE 
of the Burr XII parameters. The algorithm has been developed based on the technique that involves 
heating and controlled cooling of metal to increase the size of its crystals and reduce their defects. 
SA uses an analogy between the way in which a metal cools and freezes into a minimum 
energy crystalline structure (the annealing process) and the search for a minimum. It is a 
metaheuristic to approximate the global optimum of a given function. 
The likelihood function of a problem is considered as analogous to the energy function of 
the physical process, and the parameters being optimised are considered to be the state of the metal 
in the physical process.  
SA starts with an initial random solution, and its log-likelihood function value L(x0) is 
computed using equation 34. The initial temperature (T0) is set at a very high value. Subsequent 
steps try to cool the system slowly by selecting a neighbourhood solution compared to the initial 
one, according to the acceptance criteria described in Step 6 of the following algorithm. The 
neighbour solution is accepted as the new current point if the solution of the neighbour is improved. 
If the neighbour solution does not improve, then it is accepted with a probability defined by the 
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change in the value of cost-function relative to the temperature. The process continues until it 
reaches the final temperature. The parameters of the fitted Burr XII distribution are given at the 
end of the process. 
Algorithm: Simulated Annealing 
1. Obtain Geometric distance variable data 
2. Determine control parameters of SA i.e. T0, Tf, C, I. 
3. Choose a random initial solution x0 = (c0, k0) 
4. Compute likelihood function L0 at this initial point 
5. While T > T0 
T = C. T 
6. For i  = 1 to I 
Search neighbouring value x1 = (c1, k1) 
Compute the likelihood function L1 at neighbour 
Evaluate parameters 
if  L1 > L0 
then c0 = c1, k0 = k1 and L0 = L1 
else   
generate a random value n ϵ {0,1} 
if   𝑛 <  𝑒(
𝐿1− 𝐿0
𝑇
)
 then c0 = c1, k0 = k1 
7. Print c and k 
6.6 Case study: Monitoring a power plant using GD variables 
The author has used 25 correlated quality characteristics that play a significant role in the 
operation of the power plant. A total of 651 samples of a size of one, with 25 characteristics in 
each sample were selected. The variables indicate a highly significant correlation among them at 
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P-value = 0.05. A GD variable was fitted to each group of correlated variables using correlation 
matrix of the entire dataset. The objective was to reduce the dimension of the dataset by identifying 
subgroups of correlated variables. The author identified four correlated subsets by investigating 
the correlation of the entire data set. Therefore, four GD variables were created. 
Table 21: GD variables 
 
 
 
 
 
6.6.1 Estimation of control limits for GD variables based on Burr XII 
distribution 
The computed values of the GD variables are shown in Appendix 3. The Burr XII 
distribution was fitted to each GD variable by utilising the SA algorithm. The percentile points 
(97.5 and 2.5) were obtained based on the C and K values obtained through equation 33.  
Table 22: Estimation of Control limit based on Burr XII distribution 
  GD variable Original variable in dataset 
GD1 X4, X9, X18, X24 
GD2 X7, X21, X22 
GD3 X20, X23 
GD4 X1, X2, X3, X5, X6, X8, X10, X11, X12, X13, X14, X15, 
X16, X17, X19, X25 
GD 
variable 
Skewness 
value (C) 
Kurtosis 
value (K) 
97.5% 
percentile 
2.5% 
percentile 
Mean Standard 
Deviation 
Upper 
Control 
Limit 
Lower 
Control 
Limit 
GD1 30.43 0.290 1.5186 0.9243 31.17 20.9 62.91 11.85 
GD2 25.33 0.288 1.6591 0.9101 115.92 67.40 227.73 54.58 
GD3 2.90 0.692 6.2623 0.3223 2.25 1.25 10.08 1.85 
GD4 19.92 0.286 1.9112 0.8874 368.02 188.48 728.24 200.76 
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According to Table 22, the control limits are calculated based on the percentile points of the Burr 
distribution which is used to determine the out-of-controls of GD variables. 
Table 23: Out-of-controls for GD variables 
 
 
 
 
 
The OOCs of each GD variable need to be investigated in order to identify the variables or group 
variables that are responsible for the OOCs. The responsible variable identification can be 
achieved by either deploying an EWMA chart or the proposed hybrid approach, which is discussed 
in Chapter 4. The author has applied both methods on GD variables for fault diagnostics. 
6.6.2 Variable identification based on EWMA charts 
The GD1 variable contains four variables (X4, X9, X18 and X24). An EWMA chart was 
constructed for each variable in order to identify the OOCs. The smoothing constant (ω) was set 
to 0.9 in order to monitor large mean shifts. 
  GD variable Number of out-of-controls 
GD1 164 
GD2 76 
GD3 307 
GD4 141 
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Figure 26: EWMA chart of variable 4 
 
 
Figure 27:  EWMA chart of variable 9 
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Figure 28:  EWMA chart of variable 18 
 
 
Figure 29:  EWMA chart of variable 24 
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Figure 26 shows 16 OOCs for the EWMA chart of Variable 4. Figures 27–29 show OOCs for 
variables 9 (90 OOCs), 18 (44 OOCs) and 24 (155 OOCs), respectively. The EWMA charts for 
the other variables are not shown due to space limitations. 
Table 24: Accuracy for EWMA charts with GD1 variable 
 X24 X9 X18 X4 
OOCs in EWMA 155 90 44 16 
OOCs in GD1 variable 164 164 164 164 
matching OOCs with EWMA 52 23 17 4 
matching in-controls with EWMA 384 420 460 475 
Accuracy for EWMA (%) 66.97 68.05 73.27 73.58 
Percentage contribution (%) 54.16 23.96 17.71 4.17 
 
According to Table 24, the calculated accuracies for each individual EWMA chart based on 
matching the OOCs and the in-controls with the GD1 variable are high. Therefore, this implies 
that the Geometric Distance variable (GD1), formed based on the four variables, is capable of 
explaining the behaviour of individual variables. The most influential variable is the 24th variable 
which contributes 54.16%.  
Similar analysis has been carried out for the other GD variables (GD2, GD3 and GD4). GD 
variables-based analysis helps the practitioner to split high-dimensional datasets into smaller and 
more manageable subsets. Tables 25–27 show the contribution of each variable to the 
corresponding GD variables (GD2, GD3 and GD4) according to the EWMA chart. 
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Table 25 : Accuracy for EWMA charts with GD2 variable 
 X7 X21 X22 
OOCs in EWMA 525 651 651 
OOCs in GD2 variable 76 76 76 
matching OOCs with EWMA 66 76 76 
matching in-controls with EWMA 116 0 0 
Accuracy for EWMA (%) 27.96 11.67 11.67 
Percentage contribution (%) 30.28 34.86 34.86 
 
 
Table 26 : Accuracy for EWMA charts with GD3 variable 
 X20 X23 
OOCs in EWMA 349 18 
OOCs in GD3 variable 307 307 
matching OOCs with EWMA 106 0 
matching in-controls with EWMA 101 326 
Accuracy for EWMA (%) 31.8 50.08 
Percentage contribution (%) 100 0 
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Table 27 : Accuracy for EWMA charts with GD4 variable 
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6.6.3 Significant variables identification based on the hybrid of the Fisher filter 
and the ANNIGMA wrapper 
The proposed hybrid approach discussed in Chapter 4 has been deployed to identify and rank the 
contribution of individual variables in producing OOCs on corresponding GD variables.   
Table 28:  Hybrid ranking of variables for GD1 
 X24 X9 X18 X4 
Hybrid ranking of variables 0.745 0.629 0.287 0.059 
Percentage contribution (%) 43.3 36.54 16.69 3.47 
 
Table 28 shows the hybrid ranking of variables included in GD1 and the percentage contribution 
of each variable. It is evident that the percentage contribution computed by the hybrid (Table 28) 
and the percentage contribution computed by the EWMA charts (Table 24) for each variable are 
relatively similar. Both methods identified variables 9 and 24 as being the most-contributing 
factors for the OOCs in GD1. Variable 4 is the least-contributing variable. The practitioner can 
utilise this information in order give more attention to variables 9 and 24 in order to reduce OOC 
signals in the power plant. Similar analysis can be carried out for other GD variables and can 
identify the variables responsible for the OOCs on those GD variables.  
 
Table 29 : Hybrid ranking of variables for GD2 
variable X21 X22 X7 
Hybrid ranking 0.99 0.77 0.15 
Percentage contribution (%) 52.03 40.30 7.67 
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Table 30 : Hybrid ranking of variables for GD3 
variable X20 X23 
Hybrid ranking 0.81 0.4 
Percentage contribution (%) 66.94 33.06 
 
According to the hybrid results in Table 29, variables X21 and X22 are the variables most 
responsible for the OOCs in the GD2 variable. According to Table 30, X20 is the most significant 
variable for GD3. 
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Table 31 : Hybrid ranking of variables for GD4 
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According to Table 31, the hybrid has selected the X5, X19, X16 and X15 as the most responsible 
variables for OOCs in GD4 which is also in line with the results displayed in Table 27. Variables 
X5, X19, X16 and X15 have higher accuracies with the EWMA chart. 
The construction of GD variables allow practitioners to identify and monitor the variables 
responsible for OOCs more easily than monitoring of all the variables in the process at once. 
 
6.7 Conclusion 
In this chapter author focused on developing a control chart for non-normal multivariate 
process with high-dimensionality measurement. The chapter proposed to reduce the 
dimensionality of the data by transforming them into independent GD variables, which facilitate 
easier monitoring the data. The Burr XII distribution was fitted to individual GD variables by using 
a SA algorithm. Control limits were set at 2.5 and 97.5% percentile points of the fitted Burr 
distribution. The OOCs for each GD variable were analysed based on either a separate univariate 
EWMA chart for each variable, or by deploying the proposed hybrid. The percentage contribution 
computed for each variable indicates the most responsible variables for OOCs in GD variables.  
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Chapter 7 
Conclusions and future research 
directions 
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7.1 Conclusions 
The quality of a product or service is assessed based on a number of correlated quality 
variables that need to be monitored simultaneously. Multivariate control charts are capable of such 
monitoring. However, most of the existing research has focused on monitoring the mean of a 
multivariate process. In this research, the focus was on monitoring multivariate process variance. 
The charts which were developed to monitor process dispersion can be categorised as multivariate 
Shewhart, Multivariate Cumulative Sum (MCUSUM) and multivariate exponentially weighted 
moving average (MEWMA). In general, multivariate Shewhart-type control charts only use 
information from the current sample and they are relatively insensitive to small and moderate 
shifts. MCUSUM and MEWMA control charts have been developed in order to overcome this 
problem. MEWMA charts have better performance for processes with individual observations 
compare to MCUSUM charts. This thesis has investigated the ability of multivariate control charts 
to monitor variance shifts for high-dimensional data. It has also addressed the current main 
limitations of the existing multivariate control charts. The multivariate control charts used in this 
study were the MEWMS and the MEWMV charts. For a multivariate process, it is important to 
stabilise or control the mean of the process while monitoring process variance shifts to avoid 
capturing shifts in the mean. An MEWMV chart has the ability to monitor variance while stylising 
the mean of the process. 
The main practical limitation of the proposed control charts in the literature is that they can 
only monitor variability of multivariate processes with a maximum of three variables. This is due 
to the nonexistence of control limits for high-dimension data. The first part of the thesis explored 
how to overcome this limitation. In a multivariate scenario, the variance takes the form of a matrix. 
which makes it difficult to derive its corresponding distribution theoretically. Obtaining control 
limits through simulation is the other available option, but this takes up a huge amount of time. 
Furthermore, the time required increases as the dimension of the data increases. The study 
proposes a novel ARL-based algorithm to estimate optimal control limits for high-dimension data. 
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ARL of 370 has been used for the study. The time required for the simulation was reduced 
dramatically by parallelising the 20,000 iterations of Monte Carlo simulation combined with other 
current time-saving programming techniques. The Monte Carlo simulation can be parallelised in 
our simulation, because simulation runs used to estimate optimal L value for a given chart are 
independent from one another. Independent Monte Carlo algorithms can be run in parallel, with 
little changes to a program, and the resulting estimator has the same results compared to the 
original single-processor estimate, with the advantage of having a significant reduction in 
processing time. The vectorisation has reduced the execution time by 8% while parallelisation has 
reduced the time almost by 50.4%. The proposed program needs an initial starting point and 
requires continuous monitoring of output. Depending on the output, we have to re-initialise the 
starting point or change the size of the shift to obtain the optimum L values. 
The control limits for the MEWMS and MEWMV charts to monitor large, medium and small shifts 
in the variance-covariance matrix of up to 15 correlated variables have been provided. Having 
access to a large number of control limits has enabled the author to develop, for the first time, a 
mathematical model (a two-term exponential decay function) to estimate control limits for any 
high-dimension scenario. The proposed mathematical model has eliminated the use of time-
consuming simulation and allows the practitioner to estimate optimal control limits for any desired 
high-dimension scenario. Hence, it would dramatically reduce the required simulation time. The 
author has compared the L values for a process with 20 variables using the optimal L (obtained by 
the proposed algorithm) with the estimated L (based on the developed two-term exponential decay 
functions). 
The next challenge in deploying multivariate control charts is to identify the variables 
responsible for the OOC signals produced by the charts. In this thesis, the fault diagnostics of 
multivariate control charts when monitoring the process variance were explored. Several 
techniques have been explored in the literature, but a comprehensive comparison has not been 
carried out. There are statistical approaches such as Factor Analysis, ICA and PCA as well as 
machine-learning approaches such as filters, NNs and SVMs. In this thesis, a hybrid approach has 
been developed by combining an ANNIGMA wrapper and a Fisher filter. The OOC’s and in-
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controls of MEWMV chart have been used as input for the hybrid. The performance of the 
proposed hybrid was compared with the other commonly used machine-learning approaches 
suggested in the literature. Average classification accuracy has been used as the performance 
measure. The proposed hybrid also ranked the importance of the variables in terms of their 
percentage contribution to the OOC signals. Backward Elimination iteration continues until the 
last feature in the subset. The final feature subset is chosen as the subset with the highest accuracy 
or closest to the highest accuracy and with the least number of variables. The real-world data from 
a power plant with 25 correlated characteristics; and patient monitoring processes (9 variables) 
after open heart surgery have been used as case studies. The results show that the proposed hybrid 
outperforms other approaches (ANN, SVM, Maximum relevance filter, Decision Trees and Naïve 
Bayes) in identifying significant variables responsible for OOCs in multivariate control charts. 
This research has also fulfilled the comparison of machine learning approaches in fault detection 
for multivariate monitoring which wasn’t done in the literature before. 
Research also investigated the constancy of performance of proposed hybrid under four 
different monitoring schemes. The smoothing constants of MEWMV charts’ have been changed 
(ω and λ) to generate different inputs for the hybrid. Based on the results, the hybrid performance 
is consistent under different monitoring scenarios (either changing variance or mean of the 
process).   Evidence of the two case studies prove the fault diagnostic ability of hybrid is consistent 
and it can be used to identify variables or group of variables responsible for any multivariate 
process.    
Finally, in Chapter 6, the research proposes a multivariate monitoring scheme for high 
dimensional process for when data is non-normal.  The majority of the proposed control charts are 
designed for multivariate processes that follow normal distribution. However, in the real world, 
there are many processes that do not follow normal distribution. This thesis, for the first time, 
proposes a control chart based on the percentile points of the Burr XII distribution in order to 
monitor non-normal multivariate data. It is recommended to reduce the dimension of the data by 
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fitting GD variables to each set of correlated variables. This is then followed by fitting an 
appropriate Burr XII distribution to each individual GD variable. Since fitted GD variables are 
independent from each other, one can monitor them through a univariate chart based on the 
percentile points of their corresponding fitted Burr XII distribution. A SA algorithm was deployed 
in order to estimate the parameters of the fitted Burr XII distribution. The control limits can be set 
at any desired percentile point. In this thesis, they were set at the 2.5 and the 97.5 percentile points. 
The fault diagnostic tasks can be carried out by either using individual EWMA charts for the group 
of variables which have formed the corresponding GD variables, or by using the proposed hybrid. 
The proposed approach reduces the dimension of non-normal data into more manageable GD 
variables. Consequently, the task of cause identification for the OOC signals can be carried out 
with less complexity. 
 
7.2 Future research directions 
The optimal control limits for multivariate charts have been estimated only for the 
commonly used smoothing constants of 0.1, 0.5 and 0.9. Estimation can be carried out for the 
remaining values of 0.2, 0.3, 0.4, 0.6, 0.7 and 0.8. The control limits, which were estimated for 
high dimensions, are based on the commonly used in-control ARL of 370. Another commonly 
used ARL value is 200. Further research can be carried out to estimate control limits based on 
ARL 200.  
The proposed hybrid for fault diagnostics of multivariate charts utilises the ANNIGMA 
wrapper and the Fisher filter. Further research can be carried out to investigate the possibility of 
further improvements to the hybrid by using different wrappers and filters. The hybrid uses the BE 
process to eliminate irrelevant features. The performance of the hybrid can be further tested by 
using Forward Selection and Stepwise Selection techniques.  
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The research focused on proposing a control chart to monitor the multivariate process 
mean, when the underlying distribution is non-normal. Further research can be carried out on 
multivariate control charts for process dispersion. 
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Appendix 1 
The dataset used in the study consist of 25 correlated variables with 651 individual observations. 
Dataset is obtained from monitoring of a coal fired power plant.  
 
Variable name  Notation 
Outlet (MW) X1 
Steam Flow (t/h) X2 
Steam Pressure  X3 
Steam Temp (°C) X4 
Feed water flow X5 
Coal Feeder 40 Flow (t/h) X6 
AVE Outlet Temp (°C)  X7 
AVE Drum Pressure  X8 
AVE HTR Temp (°C)   X9 
Economiser Inlet Temp X10 
CRH Steam Temp X11 
RH Outlet Flue Gas Temp X12 
LH Outlet Flue Gas Temp X13 
RH Combustion Air Mean Temp X14 
113 
 
LH Total Sec Air Flow X15 
RH Total Sec Air Flow X16 
Hot Secondary Air Flow+ Primary Air Flow X17 
Ave Burners tilting % X18 
Ave Combustion Air Flow (kNm3/h) X19 
Ave Secondary Air Temp at Ah (r/h) Inlet (°C) X20 
SO2 Levels (Mg/Nm3)  X21 
NOx Levels (Mg/Nm3) X22 
Dust (Mg/Nm3) X23 
SHTR Water Injection X24 
Ave Combustion Air Temp (°C)  X25 
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Appendix 2 
Calculated values of GD variables 
GD1 GD2 GD3 GD4 GD1 GD2 GD3 GD4 
5.25 171.70 0.22 69.67 7.20 191.16 1.91 190.02 
2.60 175.43 2.35 38.54 20.85 191.05 3.36 204.24 
15.39 175.42 1.23 140.66 28.21 190.82 3.03 161.37 
15.43 172.05 1.41 403.61 37.49 191.66 4.22 146.24 
14.15 182.94 1.45 374.11 38.27 189.28 5.09 149.80 
8.17 181.84 2.23 371.31 23.10 193.15 6.14 163.27 
5.24 181.43 1.57 381.14 4.59 193.12 4.32 190.24 
7.19 181.22 1.87 393.64 12.66 194.33 4.24 211.71 
81.99 175.45 2.16 163.12 10.51 195.49 3.37 214.63 
16.56 187.09 2.48 171.26 18.76 199.72 3.19 345.68 
25.23 197.12 1.12 188.96 12.09 200.12 3.98 194.68 
22.30 203.90 1.39 166.65 2.38 200.18 5.28 190.63 
44.88 205.47 1.66 148.31 7.59 200.85 2.38 184.31 
59.55 213.88 2.52 165.63 50.55 195.30 4.26 59.29 
50.53 220.62 3.40 123.14 23.63 195.71 2.62 243.50 
22.04 224.42 1.92 137.62 61.34 192.40 3.34 312.34 
10.66 224.41 1.68 178.58 26.35 198.88 2.44 514.67 
11.04 221.80 1.39 153.51 16.56 196.89 0.80 502.08 
3.51 214.21 2.37 138.33 32.04 200.06 1.45 284.80 
26.43 206.14 2.90 202.15 36.77 199.14 3.13 257.59 
16.63 201.62 4.11 186.43 43.05 198.15 2.48 217.63 
8.57 200.95 1.54 215.74 2.40 197.49 2.86 98.14 
8.97 197.51 1.66 185.48 16.32 199.70 2.21 223.93 
3.88 194.42 1.08 188.31 17.38 199.41 1.58 183.92 
15.02 195.88 0.66 140.41 3.28 196.66 2.82 225.83 
13.37 195.63 1.57 94.69 20.09 189.22 4.11 139.06 
24.14 194.05 1.22 127.67 34.07 190.07 3.27 140.27 
27.71 194.04 1.31 281.68 17.01 186.99 2.82 172.25 
20.80 193.07 1.50 296.82 34.40 192.05 2.61 149.11 
25.45 190.98 0.65 413.50 51.53 187.74 2.78 179.47 
43.23 192.12 1.74 255.33 26.17 189.71 4.79 183.32 
39.43 194.63 1.73 290.59 24.72 187.22 3.33 193.84 
36.07 191.89 6.22 280.30 18.05 189.11 3.89 203.50 
62.41 196.50 2.80 147.07 48.44 190.87 4.36 173.75 
50.89 193.88 2.50 152.77 41.89 188.27 5.13 171.83 
12.83 191.91 2.95 217.83 48.17 185.47 4.87 83.94 
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58.35 182.42 6.51 145.65 39.11 258.57 2.27 118.89 
33.78 191.85 5.18 242.93 47.55 259.17 2.46 118.19 
13.02 192.57 3.77 240.22 27.90 258.85 1.82 351.27 
38.85 191.40 4.92 512.43 17.50 260.62 1.81 406.23 
37.78 187.95 6.62 747.90 22.57 261.14 2.07 384.46 
69.80 186.34 3.50 765.55 27.44 262.38 1.56 355.73 
62.16 197.86 3.63 551.42 64.77 262.22 2.02 114.57 
98.67 201.15 3.00 330.56 15.79 261.73 1.79 48.95 
50.87 200.41 4.21 406.97 23.88 261.07 1.15 211.35 
48.57 199.69 6.28 236.24 6.95 262.47 1.49 342.19 
16.80 201.59 1.23 275.58 33.14 261.53 0.58 289.49 
6.19 206.87 0.29 301.61 43.77 264.60 1.03 391.76 
5.43 204.83 0.97 328.03 23.55 265.11 0.79 447.36 
11.34 207.04 1.34 516.45 36.26 265.30 1.69 403.98 
14.70 209.48 2.40 484.17 8.34 262.43 0.86 695.24 
9.67 208.41 2.61 495.16 32.46 265.61 2.49 597.05 
16.36 210.11 1.38 463.01 37.07 262.49 5.64 615.91 
25.93 215.47 1.45 314.49 34.96 262.13 1.78 614.64 
25.35 227.62 3.32 281.60 23.52 270.66 4.18 611.25 
28.66 233.31 1.18 270.85 46.62 270.77 2.94 616.48 
39.51 236.76 1.19 275.96 50.73 271.30 2.96 597.71 
50.35 241.40 1.56 259.75 86.44 265.10 3.75 156.74 
51.06 243.28 1.33 276.67 59.93 261.24 6.51 213.40 
39.45 245.44 1.73 156.62 30.52 259.86 2.38 182.07 
67.48 244.33 3.61 109.72 28.46 257.69 4.04 326.97 
18.17 243.12 3.30 275.82 43.44 256.01 2.67 332.11 
41.49 251.03 2.92 174.89 47.25 261.24 3.92 181.54 
38.14 249.96 2.77 286.19 17.55 263.85 3.60 371.32 
54.04 251.58 0.94 265.00 19.74 262.88 2.84 386.27 
79.35 251.28 0.37 229.06 11.04 264.94 3.39 279.35 
77.19 253.91 0.97 245.52 9.84 264.50 2.16 115.25 
70.51 255.98 0.91 258.45 18.43 254.33 1.74 245.22 
92.82 255.44 1.85 266.71 6.74 266.49 1.53 55.17 
24.15 257.84 1.31 232.14 31.72 261.52 0.62 135.01 
29.84 256.52 1.92 352.66 29.42 259.64 1.18 264.28 
22.77 256.98 1.42 568.68 28.97 265.01 0.71 308.34 
12.41 255.55 2.65 543.80 50.47 261.75 2.35 300.73 
29.16 256.19 1.54 345.02 32.40 259.57 0.99 306.94 
21.28 256.71 4.80 399.68 51.75 260.08 0.60 194.42 
65.63 257.38 3.66 417.10 25.35 264.82 0.39 489.52 
56.19 257.42 3.50 428.91 78.32 263.17 2.94 517.39 
58.82 257.13 2.69 280.51 66.47 264.22 3.08 569.43 
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55.57 265.07 3.85 540.78 23.76 81.71 1.48 404.41 
38.67 274.65 4.02 403.16 20.86 78.41 1.68 252.60 
27.83 281.30 5.20 350.97 18.90 78.33 1.25 242.54 
37.30 284.25 1.51 315.86 43.35 78.31 1.59 374.88 
20.27 293.26 0.60 406.19 52.46 78.30 1.26 388.11 
28.76 295.40 1.01 431.71 44.08 78.27 0.93 383.38 
47.24 296.40 1.48 388.51 34.34 79.36 1.47 366.09 
29.81 295.47 2.67 443.66 51.84 80.27 0.34 368.20 
32.23 296.51 1.80 370.72 44.41 79.24 0.70 372.38 
25.86 296.46 3.95 421.53 49.72 78.95 1.21 377.24 
28.09 295.78 3.67 322.05 52.75 79.58 3.03 378.02 
43.49 79.07 1.61 362.73 46.67 79.41 3.62 364.00 
43.50 77.03 0.27 72.81 40.34 76.58 0.70 349.44 
9.10 79.83 0.68 105.20 45.07 82.20 2.56 368.99 
5.20 77.67 0.95 294.95 48.49 79.58 2.22 395.68 
18.47 79.12 1.46 275.52 41.88 76.58 2.80 373.73 
2.89 78.23 0.93 394.85 50.04 79.18 1.78 370.91 
15.90 79.97 1.51 389.44 32.65 76.94 2.42 363.56 
22.69 79.47 1.18 407.53 27.36 78.79 0.69 845.34 
4.68 77.90 1.26 271.73 8.36 76.82 4.77 47.70 
41.65 79.04 1.18 151.52 8.19 78.50 4.77 99.41 
22.45 80.64 1.70 340.26 9.76 77.68 4.87 231.57 
76.65 77.93 3.62 228.92 8.85 78.63 3.35 659.50 
46.09 78.18 0.45 352.37 4.84 79.57 3.11 477.77 
38.51 80.66 2.23 351.64 14.30 79.28 4.19 509.25 
36.52 78.69 1.50 344.75 23.97 78.25 2.66 508.06 
37.26 80.18 3.21 319.63 10.52 77.69 3.08 493.06 
25.68 81.25 1.57 330.70 42.85 77.66 3.09 313.19 
20.86 79.98 2.61 357.31 5.06 77.25 3.78 310.47 
68.54 77.72 1.69 385.32 48.82 80.10 3.89 301.17 
62.08 79.36 3.89 364.16 36.65 79.40 1.97 337.74 
54.65 77.02 1.29 361.86 27.16 79.24 2.12 329.59 
42.42 77.64 2.76 350.62 23.63 79.08 0.52 302.80 
51.14 78.76 0.91 341.17 12.54 80.54 0.87 301.73 
50.40 78.25 2.53 363.72 45.97 79.01 1.83 334.85 
63.67 77.33 1.52 263.46 50.51 79.12 3.25 385.49 
15.52 77.68 1.33 63.30 45.15 80.46 2.49 335.03 
4.60 79.87 1.06 104.79 54.74 78.21 2.63 372.29 
11.19 78.27 0.85 261.04 52.24 78.20 2.91 349.96 
15.35 78.19 1.16 385.85 25.86 78.27 1.35 337.17 
30.49 80.06 0.69 389.81 38.81 78.18 3.82 335.39 
25.96 78.16 1.38 392.56 21.42 80.68 3.08 335.68 
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25.49 77.95 1.41 377.38 3.46 79.28 2.60 1079.93 
44.23 77.46 1.26 230.55 11.05 80.47 4.15 1087.06 
4.18 80.00 0.87 98.09 29.54 78.65 1.80 1070.95 
44.84 78.88 1.09 399.87 22.19 76.95 1.41 880.33 
13.60 79.13 3.62 514.86 53.36 80.04 1.71 831.55 
17.68 79.90 0.80 501.81 16.26 78.87 0.70 744.82 
41.83 77.44 1.07 506.39 6.26 77.88 1.12 744.69 
38.16 77.53 1.20 512.07 11.43 78.78 1.07 764.52 
43.42 77.25 2.52 500.05 16.62 78.16 0.46 737.41 
15.29 77.43 1.56 500.64 36.30 78.30 1.18 784.33 
69.37 79.05 3.26 291.46 26.85 78.88 1.63 775.04 
48.19 76.53 3.40 184.25 44.35 80.60 3.52 797.13 
24.24 76.50 3.57 285.94 52.55 77.86 1.10 765.43 
21.44 77.32 1.30 295.12 48.03 77.45 1.45 787.93 
12.32 80.49 1.17 309.58 14.97 77.54 0.71 311.48 
22.05 77.64 1.07 308.74 26.38 78.23 1.23 262.30 
41.42 78.74 3.26 304.23 59.49 80.44 2.09 390.64 
24.23 79.03 0.92 291.25 56.27 78.10 2.26 381.11 
56.02 77.20 1.00 271.70 42.28 78.11 1.48 393.63 
33.40 79.12 1.51 41.90 29.77 77.87 2.07 385.87 
52.13 77.06 2.10 295.63 40.51 76.86 1.32 385.81 
19.91 76.50 0.96 291.07 31.75 77.39 1.08 358.29 
36.65 76.60 1.38 281.14 38.15 77.45 2.60 342.23 
32.37 77.42 1.07 292.52 33.77 77.56 2.10 360.15 
52.99 79.97 1.44 178.21 52.78 76.68 1.35 376.37 
52.93 77.78 0.57 173.77 29.28 76.53 1.27 382.46 
55.73 77.41 2.74 80.92 21.97 77.01 3.02 375.09 
8.64 78.14 1.01 421.13 6.64 78.22 0.86 331.19 
57.78 78.25 1.82 433.00 12.84 76.55 1.92 341.96 
29.28 78.24 0.16 455.87 10.74 77.19 5.24 314.04 
24.31 77.93 3.98 516.01 24.26 79.12 3.61 342.11 
14.60 77.50 2.77 611.13 25.89 77.13 2.78 65.23 
16.77 76.95 1.40 615.14 6.72 76.62 2.27 244.31 
7.71 76.87 1.07 612.70 22.37 78.26 2.03 242.13 
25.71 76.64 1.09 530.17 6.88 79.41 2.32 490.48 
26.92 77.80 3.27 1223.83 21.37 77.60 3.13 478.92 
17.72 79.20 1.35 1221.14 19.06 77.10 2.23 486.17 
22.43 77.61 3.85 1068.01 31.19 78.61 2.25 505.49 
12.26 77.78 2.01 1139.96 41.54 85.37 4.55 256.02 
21.63 80.74 2.33 1066.09 38.52 77.64 3.14 264.31 
3.59 80.76 3.20 1064.48 30.78 76.82 2.36 322.24 
8.36 78.34 3.31 1082.93 29.37 77.10 3.78 364.61 
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28.85 76.58 1.30 338.01 19.16 78.49 3.37 246.92 
4.83 78.98 1.33 337.55 23.57 77.78 2.84 262.14 
12.23 77.75 0.94 322.20 23.13 76.91 1.53 272.91 
4.48 78.30 2.78 305.18 31.69 77.59 1.40 273.82 
11.06 78.13 2.10 312.65 45.11 77.31 3.65 279.27 
12.81 77.27 1.99 292.05 20.73 77.46 1.12 334.67 
15.46 76.95 1.37 349.58 44.03 79.19 3.18 303.47 
23.83 78.02 1.46 333.24 71.14 79.37 0.29 289.21 
5.94 77.99 1.38 338.96 46.16 81.99 1.19 309.43 
8.89 76.64 1.30 355.28 37.34 78.18 2.82 301.27 
20.52 76.85 0.86 376.46 31.87 79.72 1.00 303.47 
5.90 79.15 0.95 362.95 34.81 79.05 2.13 301.73 
4.71 76.57 1.82 342.07 10.02 78.02 2.06 346.59 
48.85 77.75 0.45 55.31 20.03 78.18 2.35 349.73 
30.23 80.27 1.55 235.77 25.35 80.66 2.49 343.44 
25.83 77.59 2.14 256.07 16.14 76.99 2.52 329.76 
14.12 77.45 0.73 332.48 14.08 79.95 2.77 341.81 
30.59 77.52 2.95 324.80 3.72 76.50 2.38 334.88 
19.79 78.22 1.04 325.80 23.94 78.74 2.16 392.38 
14.32 77.62 3.83 327.82 20.99 76.53 3.81 66.44 
12.92 77.38 2.75 225.52 32.26 76.50 1.53 228.16 
30.31 76.85 3.29 238.37 32.99 79.81 1.65 249.41 
14.25 76.53 1.91 329.13 22.36 78.25 1.65 241.11 
15.15 76.57 2.00 333.01 7.43 79.29 2.96 722.55 
13.99 76.51 1.85 330.09 20.70 77.32 2.53 775.48 
24.52 76.51 0.34 316.77 20.72 78.68 2.34 754.56 
18.13 76.52 3.04 306.77 51.23 79.00 1.60 639.98 
21.54 77.82 1.00 298.37 8.39 79.16 1.40 258.33 
32.28 78.19 3.58 293.37 5.68 78.94 3.65 352.46 
8.47 77.85 1.85 296.01 53.78 76.63 2.34 355.61 
23.05 77.48 1.06 313.30 22.07 80.17 3.16 361.87 
9.74 77.47 3.62 297.74 27.67 80.22 0.44 366.49 
27.47 77.43 0.99 309.29 12.87 78.61 1.37 352.01 
13.64 77.36 2.67 319.49 21.22 77.66 3.07 353.16 
37.28 76.83 1.35 313.37 16.57 80.66 3.73 324.78 
13.39 76.55 0.58 305.65 13.53 78.96 4.07 308.79 
10.32 77.22 3.24 319.22 20.91 78.56 2.69 343.38 
35.22 77.48 1.74 69.36 21.94 77.26 5.87 348.56 
10.33 79.29 0.84 241.48 32.16 77.78 1.53 342.26 
12.03 78.18 1.22 223.22 24.28 80.63 1.95 311.42 
31.25 78.18 2.12 250.14 24.27 79.15 0.96 338.20 
17.33 79.32 3.40 271.58 31.11 79.22 1.21 357.76 
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16.09 76.74 0.97 223.02 95.22 76.76 0.82 377.79 
15.20 78.01 0.50 54.19 76.81 80.50 1.24 402.79 
7.45 77.43 1.22 234.60 95.38 79.06 0.79 441.64 
9.57 79.84 0.85 492.69 95.13 77.97 1.07 450.92 
15.05 78.31 3.52 366.85 96.22 77.51 2.45 415.05 
16.46 77.80 3.54 339.30 75.09 78.22 2.16 415.84 
17.96 78.23 2.13 520.87 76.16 79.57 3.90 366.46 
10.34 77.52 0.84 507.86 42.14 77.23 2.23 305.79 
19.43 78.32 0.46 366.83 6.42 77.44 1.55 89.35 
29.22 79.94 1.74 360.69 16.08 77.00 5.97 211.94 
36.86 80.28 2.48 238.67 13.17 77.75 6.32 301.46 
26.93 76.89 3.16 242.69 4.59 76.95 4.07 441.28 
21.34 78.17 2.79 257.47 10.12 76.91 6.54 456.23 
13.61 77.16 1.48 234.08 21.36 79.37 2.99 460.47 
12.29 77.28 1.77 255.90 7.67 78.28 1.56 474.80 
17.44 80.15 2.80 256.35 22.49 77.60 4.15 459.70 
3.91 76.70 3.10 247.84 13.33 77.46 2.25 477.33 
4.55 77.84 3.00 216.66 32.99 79.25 2.42 363.61 
13.80 80.13 1.66 274.22 60.77 78.06 1.94 406.21 
24.85 76.56 3.67 83.45 75.47 79.13 1.04 415.23 
12.05 76.56 3.83 100.85 58.10 78.18 0.59 386.28 
32.84 77.43 1.54 381.48 44.36 77.92 3.28 422.05 
58.85 77.16 3.18 396.75 46.64 80.39 1.33 374.47 
65.86 77.14 1.62 266.63 41.14 78.22 1.73 360.94 
31.24 76.65 1.95 103.25 27.40 76.89 1.50 374.52 
3.32 76.70 3.25 89.06 27.11 77.34 0.71 375.86 
3.71 77.56 3.93 212.48 27.44 76.55 1.54 341.34 
14.24 76.68 5.21 341.91 53.48 75.57 1.91 365.57 
16.64 76.71 4.42 477.38 50.49 76.69 2.73 374.62 
14.56 77.26 4.48 480.93 46.98 76.13 4.77 360.08 
23.09 77.15 3.08 593.53 88.14 76.60 1.38 436.38 
8.15 77.73 2.27 566.74 35.54 79.33 1.20 285.26 
4.88 78.35 2.17 483.32 12.07 79.84 1.35 74.66 
13.38 78.49 3.64 488.95 13.36 76.60 1.12 82.59 
30.85 79.82 3.65 208.45 8.18 78.40 3.13 198.44 
36.19 77.48 4.10 158.89 8.85 78.95 2.31 452.11 
84.27 81.73 4.09 475.16 16.80 77.71 2.89 433.47 
73.53 78.27 1.89 444.93 24.96 88.95 3.08 424.18 
69.78 77.88 1.42 443.80 58.03 76.92 2.68 394.00 
74.34 78.34 2.69 424.58 40.24 76.73 1.71 440.52 
70.90 77.96 3.12 414.32 18.76 76.83 1.63 249.81 
77.95 76.73 1.48 404.77 39.20 78.12 3.28 535.68 
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59.88 77.57 4.51 565.81 29.20 76.57 2.00 423.65 
44.49 77.59 5.08 565.57 16.24 76.56 1.96 606.54 
33.76 78.22 2.32 545.74 17.79 76.56 3.89 612.43 
24.89 80.10 1.99 473.80 23.87 77.47 3.34 562.36 
26.16 78.65 1.69 434.10 25.67 77.89 3.40 331.24 
18.79 77.05 1.90 366.82 80.45 77.46 4.12 419.46 
11.46 76.64 3.53 383.78 84.33 77.39 2.96 455.82 
34.22 76.51 2.01 396.53 65.52 77.78 4.58 391.40 
28.27 77.43 1.71 365.08 74.18 77.58 1.36 420.19 
31.21 76.66 1.46 366.35 73.86 79.01 0.36 440.45 
74.55 77.49 1.57 411.11 61.89 76.54 0.57 431.90 
66.49 77.65 1.40 396.49 94.87 76.55 0.50 506.12 
43.84 76.52 1.08 395.78 83.16 80.17 2.80 477.67 
25.83 76.60 3.77 244.76 59.24 79.21 0.65 462.73 
39.90 76.52 0.94 114.24 52.04 78.66 3.29 445.76 
25.24 76.93 0.48 92.15 18.80 76.54 1.35 455.00 
10.19 76.52 1.38 36.31 71.66 77.92 0.66 470.96 
6.28 76.61 3.56 477.80 45.63 76.74 0.65 423.53 
5.19 78.80 2.45 451.24 17.59 77.98 1.66 646.13 
10.84 77.45 2.70 464.95 15.50 77.50 0.86 611.37 
10.66 78.94 0.98 456.07 10.26 77.15 1.46 503.50 
11.41 76.52 2.34 339.22 9.61 80.27 1.16 466.67 
9.71 76.59 3.10 219.30 17.48 78.40 1.29 442.37 
44.04 78.71 2.85 420.00 19.36 79.74 0.70 664.80 
32.47 77.32 3.79 413.81 50.65 77.71 0.07 658.10 
30.24 76.52 0.28 421.50 50.55 76.43 2.94 664.18 
21.95 77.76 3.10 408.83 27.66 76.51 3.07 549.02 
20.82 76.51 1.52 407.05 91.58 78.71 1.59 316.36 
18.82 78.36 0.92 410.04 44.25 76.51 1.80 236.47 
17.83 77.36 1.23 414.75 20.88 76.53 1.29 137.28 
32.61 79.38 2.21 432.45 98.11 75.55 3.65 228.47 
37.78 78.13 0.98 422.68 21.34 75.68 1.10 621.67 
33.57 77.53 1.65 403.88 41.06 75.58 1.84 679.90 
26.98 105.26 0.61 419.58 52.75 75.05 1.00 378.37 
43.55 79.29 1.13 422.95 38.03 76.31 1.45 370.25 
38.41 78.68 0.58 425.71 38.89 77.36 1.65 359.34 
33.92 77.41 1.32 426.66 45.97 78.12 0.59 372.60 
30.38 78.22 1.40 256.95 95.42 77.36 0.53 459.02 
27.50 76.59 1.75 125.81 92.02 75.91 1.50 336.74 
5.33 78.19 2.90 125.41 71.24 76.05 2.80 315.71 
6.32 77.38 3.04 170.00 94.90 77.35 0.80 458.04 
3.80 78.59 2.36 304.12 66.27 75.29 0.52 437.76 
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51.38 74.90 0.74 261.09 52.06 76.00 2.87 440.36 
76.84 75.04 2.63 355.46 7.29 76.52 4.11 695.34 
45.25 74.71 0.72 169.65 21.26 77.65 2.00 624.65 
15.58 75.20 1.54 197.77 9.21 77.68 1.57 306.97 
24.97 75.40 1.61 441.89 21.12 76.66 1.76 323.88 
8.65 74.58 2.40 432.31 26.09 77.57 2.09 373.86 
25.93 74.60 2.02 477.52 47.19 76.72 5.18 410.43 
15.88 74.71 6.04 723.03 34.53 76.31 3.05 426.30 
26.79 74.66 3.51 732.25 50.12 76.67 2.47 434.71 
17.48 73.84 2.87 710.11 33.12 76.30 1.15 424.19 
4.10 74.56 2.56 692.87 21.20 76.96 1.66 402.64 
10.26 74.37 0.73 706.68 17.04 77.25 1.73 386.19 
9.94 74.80 1.13 437.04 6.57 77.25 3.40 197.01 
14.01 75.32 1.05 173.07 20.03 77.35 2.57 48.50 
9.03 74.92 2.80 166.35 16.63 77.11 3.69 190.36 
4.12 75.30 1.59 185.61 26.27 75.87 0.62 325.11 
28.74 75.80 1.70 202.53 4.17 75.42 3.44 294.39 
30.30 76.26 1.65 225.85 2.02 75.59 1.79 281.63 
5.91 76.48 1.36 175.54 20.57 74.83 1.17 297.87 
14.94 76.28 2.89 666.58 10.44 74.84 2.63 156.85 
12.27 76.03 1.76 767.78 19.85 75.59 3.83 150.97 
18.44 77.32 3.31 211.22 45.61 74.81 0.89 357.76 
41.39 76.66 1.15 305.29 16.93 74.66 1.44 353.54 
26.04 76.72 2.74 761.44 38.74 76.96 3.14 341.42 
18.10 77.79 1.66 611.34 32.38 76.87 3.35 343.39 
48.65 75.90 2.91 660.14 30.64 76.28 2.33 439.22 
42.66 75.69 1.94 946.71 38.97 77.12 4.16 658.24 
32.31 75.19 3.30 898.83 42.95 77.52 4.22 209.53 
37.35 75.71 1.18 915.24 56.13 77.15 2.85 217.72 
42.99 75.67 1.48 922.24 14.50 76.21 2.25 303.05 
28.84 74.64 3.38 934.65 14.45 75.93 2.75 332.25 
23.93 74.81 2.66 991.71 21.13 75.75 3.19 381.16 
104.17 75.30 3.31 803.67 17.51 76.07 1.62 373.62 
29.70 74.51 3.76 476.38 29.82 75.62 1.67 373.41 
32.38 74.63 3.27 271.73 21.93 75.69 1.61 356.04 
82.01 74.62 3.60 472.26 28.13 75.64 2.23 484.32 
94.42 75.41 1.52 468.65 31.16 76.09 1.78 934.22 
59.04 76.02 1.35 444.76     
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