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CHARACTERIZATIONS OF DEMOCRATIC SYSTEMS OF TRANSLATES ON
LOCALLY COMPACT ABELIAN GROUPS
VJEKOSLAV KOVACˇ AND HRVOJE SˇIKIC´
Abstract. We present characterizations of democratic property for systems of translates on a general
locally compact abelian group, along a lattice in that group. That way we generalize the results from
[11] on systems of integer translates. Furthermore, we investigate the possibilities of more operative
characterizations for lattices with torsion group structure, mainly through examples and counterexamples.
1. Introduction
The study of greedy approximations in Banach spaces brought the democratic property to the attention
of mathematical community. For early results on the greedy algorithm consult the work of V.N.Temlyakov
[34] and [35]. We would like to emphasize the theorem of S.V.Konyagin and V.N.Temlyakov (see [18]),
which states that a basis in a Banach space is greedy if and only if it is unconditional and democratic.
Recall that conditional bases are often very difficult to construct and, therefore, the democratic property
provides an interesting framework to analyze large classes of conditional bases. Furthermore, as already
outlined in an article by P.Wojtaszczyk [37], one can extend the notion of the democratic property to
more general systems than bases. In particular, it is natural to analyze the democratic property within
the realm of various reproducing function systems, like wavelets, Gabor systems, etc. Within such systems
most often we have a core space, which is generated by integer translations of a single function. This was
a point of view taken in [11]; this paper serves as the main motivating point for our paper. Let us be more
precise here.
A family F of nonzero vectors in a Banach space (X, ‖ · ‖) is called democratic if there exists a constant
D ∈ 〈0,+∞〉 such that for any two finite subsets Γ1 and Γ2 of F with the same cardinalities one has∥∥∥ ∑
f∈Γ1
f
‖f‖
∥∥∥ ≤ D ∥∥∥ ∑
f∈Γ2
f
‖f‖
∥∥∥. (1.1)
If all vectors in F have the same norm, then the above inequality becomes∥∥∥ ∑
f∈Γ1
f
∥∥∥ ≤ D ∥∥∥ ∑
f∈Γ2
f
∥∥∥
and it can be rephrased by saying that the norms of the sums
∑
f∈Γ f are mutually comparable (up to an
absolute constant) for all finite sets Γ ⊆ F of the same size.
Many of the common systems for decomposition and reconstruction of functions begin by considering
a closed subspace of L2(R) generated by integer translates of a single square-integrable function. More
precisely, one can take ψ ∈ L2(R), denote
Fψ :=
(
ψ(· − k)
)
k∈Z
, 〈ψ〉 := spanFψ,
and ask to characterize various basis-like properties of the system Fψ for the Hilbert space 〈ψ〉. It turns
out that all such properties can be characterized in terms of the periodization of |ψ̂|2, defined by
pψ(ξ) :=
∑
k∈Z
|ψ̂(ξ + k)|2; ξ ∈ T,
where T = R/Z is a one-dimensional torus, while the Fourier transform of f ∈ L1(R)∩L2(R) is normalized
as
f̂(ξ) :=
∫
R
f(x)e−2piixξdx; ξ ∈ R
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and then extended by continuity to the whole L2(R). These characterizations are consequences of the
isometric isomorphism between the shift-invariant space 〈ψ〉 and the weighted Lebesgue space L2(T, pψ),
which maps the translates of ψ to the exponentials, and in turn enables the usage of many classical results
from the Fourier analysis. An interested reader can find more details and numerous references in [12];
consult also [2], [10], [13], [14, Sec. 2.1], [17], [20], [21], [22], [25], [26], [27], [29], and [30].
Consider the system of translates Fψ generated by some ψ ∈ L
2(R). It is natural to try to characterize
all ψ for which this system is democratic. This task was initiated in [11]. Some characterizing theorems
are provided there, as well as numerous necessary or sufficient conditions in various special situations.
However, as stated by the authors in [11], the characterizing condition which is at the same time simple
and operative remains unknown. It is perhaps somewhat intriguing why this problem is so difficult,
especially in the light of various other basis-like properties that have been successfully treated even on
the higher level of generality. We believe that one aspect of the difficulty of this problem is hidden in the
fact that the additive group of integers has an “unsuitable” subgroup structure, that is with respect to
this characterization problem. It does not contain any non-trivial elements of the finite order. Why is
this important? We propose to elevate the problem to the higher level of generality and thus reveal the
elements of its complexity more clearly. The problem can be formulated for functions on locally compact
abelian groups G translated by elements of a lattice L ⊆ G. As we will see, the democratic property leads
to conditions that need to be checked for a very large class of subsets and this problem is quite demanding
from the combinatorics point of view. The problem can be radically simplified, but this discussion leads
us to several issues related to seemingly unrelated disciplines, like the subgroup structure of the group G,
some ergodic properties and some geometric properties (convexity in particular). In short, we prove that
the democratic property is a condition that is characterized via an operative integrability condition that
needs to be tested on a family of extreme points of a certain convex set. This family is essentially always
boxed in between the class of all finite subsets of G (which is usually much larger than the testing family)
and the class of all finite subgroups of G (which, unfortunately, is smaller than the testing family).
Let us give a few words about the organization of the present paper. In Section 2 we generalize
the results from [11] at the level of arbitrary locally compact abelian groups. Theorem 1 characterizes
democratic systems of translates by testing sizes of the finite sums
∑
k∈Γ ψ(· − k) for all nonempty finite
sets Γ ⊆ L. Theorem 3 characterizes democratic systems of translates in terms of boundedness and
certain density properties of the generalization of the periodization function pψ. It is suspected that there
is a lot of redundancy in verifying those conditions. However, no “operative” equivalent conditions are
known, even in the case of integer translates, and only a conjecture was stated in the prequel to this paper
[11]. Consequently, Section 3 discusses the possible operative conditions for torsion lattices, but mostly
through a series of remarks, examples, counterexamples, and numerical data. We also use the opportunity
to formulate a couple of open questions.
2. Translates along general lattices
In this section we first describe the setting in which we formulate the questions mentioned in the
introduction. Then we raise the main results from [11] to the level of abstract abelian groups.
2.1. Locally compact abelian setting. Most of the following material is taken from standard books on
harmonic analysis on locally compact groups, such as [5], [15,16], or [24], and it has already been adapted
to a similar context, for instance in the papers [1], [2], [13], [19], [28], and [29].
Whenever we have two subsets A,B of an additively written abelian group (G,+), let us use the notation
A+B for the so-called sumset, defined as
A+B := {x+ y : x ∈ A, y ∈ B}.
If one of the subsets is just a singleton, for instance A = {x}, then we simply write x + B instead of
{x} + B, and in this case the sumset is just a translate of B by x. Analogously we define the difference
set A− B and the multiple sumset A1 +A2 + · · ·+An. The subgroup generated by a set A ⊆ G will be
denoted by 〈A〉; it is the smallest subgroup of G that contains A.
Let (G,+) be an abelian topological group, which means that the underlying topology makes both the
addition G × G → G, (x, y) 7→ x + y and the inversion G → G, x 7→ −x continuous. Assume that the
topology of G is Hausdorff and locally compact, i.e., each point of G has a compact neighborhood. The
smallest σ-algebra on G containing all open subsets is called the Borel σ-algebra and denoted B(G). There
exist a nontrivial Radon measure λG on (G,B(G)) that is invariant under the translations on G, i.e.,
λG(x +A) = λG(A)
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for all A ∈ B(G) and x ∈ G. Such measure λG is unique up to a constant multiple and it is called the
Haar measure of G. It will always be understood whenever we suppress it notationally from integrals or
function spaces, i.e., dx will have to be interpreted as dλG(x) for an appropriate group G and L
p(G) will
be an abbreviation for Lp(G,B(G), λG). The measure λG is finite if and only if G is compact, while in the
case of a discrete group G the Haar measure is simply a constant multiple of the counting measure.
If (S1, ·) is the group of unimodular complex numbers, then any continuous homomorphism ξ : (G,+)→
(S1, ·) is called a (unitary) character of G and the collection of all characters is denoted Ĝ. If we endow
Ĝ with the most obvious pointwise binary operation,
(ξ + ζ)(x) := ξ(x)ζ(x); x ∈ G,
and with the topology of uniform convergence on compact subsets of G, it also becomes a locally compact
Hausdorff topological group. It is called the dual group of G and it possesses its own Haar measure λĜ.
The group Ĝ is compact if and only if G is discrete and vice versa. Let EG : G×Ĝ→ S
1 be the bi-character
function, i.e.,
• EG(x, ξ) = ξ(x) for x ∈ G and ξ ∈ Ĝ,
• EG(·, ξ); ξ ∈ Ĝ are all characters of G,
• EG(x, ·); x ∈ G are all characters of Ĝ.
Here we implicitly use the Pontrjagin duality theorem, i.e., that the dual group of Ĝ is canonically
isomorphic to G itself. The fundamental algebraic properties of EG are
EG(x+ y, ξ) = EG(x, ξ)EG(y, ξ), EG(x, ξ + ζ) = EG(x, ξ)EG(x, ζ), (2.1)
and
EG(−x, ξ) = EG(x, ξ) = EG(x, ξ)
−1 = EG(x,−ξ) (2.2)
for any x, y ∈ G and any ξ, ζ ∈ Ĝ. The function EG serves as an analogue of the pure exponentials, since
in the classical case G = Rd, Ĝ ∼= Rd one can take
ERd : R
d × Rd → S1, ERd(x, ξ) = e
2piix·ξ, (2.3)
where x · ξ stands for the standard inner product on Rd. The Fourier transform is initially defined for
f ∈ L1(G) ∩ L2(G) by the formula
f̂ : Ĝ→ C, f̂(ξ) :=
∫
G
f(x)EG(x, ξ)dx; ξ ∈ Ĝ (2.4)
and then the isometry f 7→ f̂ extends to a unitary operator from L2(G) onto L2(Ĝ) if we choose the
appropriate normalization of λĜ depending on the normalization of λG.
If H is any closed subgroup of G, then its orthogonal complement is defined as
H⊥ := {ξ ∈ Ĝ : EG(x, ξ) = 1 for each x ∈ H}
and it is actually a closed subgroup of Ĝ. Indeed, H 7→ H⊥ is a bijective correspondence between closed
subgroups of G and closed subgroups of Ĝ. If q : G → G/H denotes the canonical epimorphism onto the
quotient of G by some closed subgroup H , then the maps
Ĝ/H → H⊥, η 7→ η ◦ q (2.5)
and
Ĝ/H⊥ → Ĥ, ξ +H⊥ 7→ ξ|H (2.6)
constitute isomorphisms of topological groups; see [5, Thm. 4.39].
Let us explain how one can construct the bi-character function EH of H from the bi-character function
EG of G. Observe that for any x ∈ H and any ξ1, ξ2 ∈ Ĝ such that ξ1−ξ2 ∈ H
⊥ we have EG(x, ξ1−ξ2) = 1,
so by (2.1) and (2.2) we get EG(x, ξ1) = EG(x, ξ2). Thus, EG : G × Ĝ → S
1 restricted to H × Ĝ factors
via a bi-homomorphism H × (Ĝ/H⊥) → S1, which becomes precisely the bi-character of H after the
identification coming from (2.6). In other words,
EH(x, ζ) = EG(x, ξ) (2.7)
whenever x ∈ H , ζ ∈ Ĥ , and ξ ∈ Ĝ is any character such that ξ|H = ζ.
Another structural ingredient we need is a lattice L in G, or more precisely, a closed subgroup L of G
such that the relative topology on L inherited from G becomes discrete and such that the quotient space
G/L is compact (i.e., it is a compact Hausdorff topological group). In all that follows we assume that L
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is countably infinite, so that it serves as a reasonable generalization of the integer lattice Zd. Note that
in particular L cannot be compact, which also forces the whole group G to be noncompact. Since G/L is
compact, its dual group is discrete, so from (2.5) applied with H = L we get
Ĝ/L ∼= L⊥ (2.8)
and thus we know that L⊥ is discrete too. On the other hand, since L is discrete, its dual must be compact,
so by applying (2.6) with H = L we obtain
Ĝ/L⊥ ∼= L̂ (2.9)
and we conclude that L⊥ is cocompact in Ĝ. From these observations we find that L⊥ is a lattice in Ĝ.
2.2. Testing sizes of finite sums. The translate of f ∈ L2(G) by y ∈ G is the function Tyf ∈ L
2(G)
defined by
(Tyf)(x) := f(x− y); x ∈ G.
Now we take a function ψ ∈ L2(G) such that ‖ψ‖L2(G) 6= 0 and consider its translates by the elements of
L,
Fψ :=
(
Tkψ
)
k∈L
.
The basic question we want to answer is:
When does Fψ constitute a democratic system in L
2(G) in the sense of the general definition (1.1)?
The first step towards the resolution is the following straightforward generalization of [11, Thm. 4.3].
Recall that we have assumed L to be infinite and countable. The characterization below fails when L is
finite, but finite democratic families are not particularly interesting and they have already been discussed
in [11].
Theorem 1. The system Fψ is democratic if and only if there exist constants cψ, Cψ ∈ 〈0,+∞〉 such that
for every nonempty finite set Γ ⊂ L we have
cψ cardΓ ≤
∥∥∥∑
k∈Γ
Tkψ
∥∥∥2
L2(G)
≤ Cψ cardΓ. (2.10)
Proof of Theorem 1. The sufficiency is trivial, as one can simply take D =
√
Cψ/cψ. For the necessity it
is enough to show that for each positive integer n there exists a subset Γn ⊂ L of cardinality n such that
1
2
n‖ψ‖2L2(G) ≤
∥∥∥ ∑
k∈Γn
Tkψ
∥∥∥2
L2(G)
≤
3
2
n‖ψ‖2L2(G). (2.11)
This statement is easily established by the induction on n. For the induction basis n = 1 we can simply
take Γ1 to be a singleton containing an arbitrary element of L and use the translation invariance of the
L2 norm. In the induction step we take n ≥ 2 and assume that we have already constructed the set
Γn−1. By a density argument one can first find a compactly supported continuous function ϕ on G such
that ‖ϕ − ψ‖L2(G) < (1/10n
2)‖ψ‖L2(G). Denote K :=
⋃
k∈Γn−1
(k + suppϕ). Since the set K − suppϕ is
compact, while L is not, there exists at least one element m ∈ L\(K−suppϕ). Thus m+suppϕ is disjoint
from K, i.e., suppTmϕ and
⋃
k∈Γn−1
suppTkϕ are mutually disjoint sets. If we define Γn := Γn−1 ∪ {m},
we will get a subset of cardinality n and the previously mentioned disjointness of supports will yield∥∥∥ ∑
k∈Γn
Tkϕ
∥∥∥2
L2(G)
=
∥∥∥ ∑
k∈Γn−1
Tkϕ+ Tmϕ
∥∥∥2
L2(G)
=
∥∥∥ ∑
k∈Γn−1
Tkϕ
∥∥∥2
L2(G)
+ ‖Tmϕ‖
2
L2(G) =
∥∥∥ ∑
k∈Γn−1
Tkϕ
∥∥∥2
L2(G)
+ ‖ϕ‖2L2(G).
Using this equality and estimating∣∣‖f‖2L2(G) − ‖g‖2L2(G)∣∣ ≤ ‖f − g‖L2(G)(‖f‖L2(G) + ‖g‖L2(G))
for any f, g ∈ L2(G), we see that∥∥∥ ∑
k∈Γn
Tkψ
∥∥∥2
L2(G)
and
∥∥∥ ∑
k∈Γn−1
Tkψ
∥∥∥2
L2(G)
+ ‖ψ‖2L2(G)
differ by at most (
n2 + (n− 1)2 + 1
)
‖ϕ− ψ‖L2(G)
(
‖ϕ‖L2(G) + ‖ψ‖L2(G)
)
,
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which is, by the choice of ϕ, less than ‖ψ‖2L2(G) times(
n2 + (n− 1)2 + 1
) 1
10n2
(
2 +
1
10n2
)
<
1
2
.
Combining this with the induction hypothesis
1
2
(n− 1)‖ψ‖2L2(G) ≤
∥∥∥ ∑
k∈Γn−1
Tkψ
∥∥∥2
L2(G)
≤
3
2
(n− 1)‖ψ‖2L2(G)
gives (2.11) and completes the inductive proof. 
Characterization from Theorem 1 is still not especially operative, since it might be redundant to verify
condition (2.10) for all finite subsets Γ.
2.3. Testing the periodization function. One can also hope to phrase the answer to the main question
in terms of the periodization function, which is now defined as
pψ(ξ) :=
∑
m∈L⊥
|ψ̂(ξ +m)|2; ξ ∈ Ĝ.
Since pψ(ξ) only depends on the coset of Ĝ/L
⊥ to which ξ belongs, by (2.9) we can view pψ as a function
L̂ → [0,+∞], τ 7→ pψ(τ) := pψ(ξ). Here one has to extend the character τ of L arbitrarily to a character
ξ of G, which is always possible via the isomorphism (2.9). Moreover, the formula in [5, Thm. 2.49] tells
us how to integrate over the quotient group, so we have∫
Ĝ/L⊥
pψ(ξ)dξ =
∫
Ĝ/L⊥
( ∑
m∈L⊥
|ψ̂(ξ +m)|2
)
dξ
=
∫
Ĝ
|ψ̂(ζ)|2dζ = ‖ψ̂‖2
L2(Ĝ)
= ‖ψ‖2L2(G) < +∞.
Hence, in fact pψ ∈ L
1(Ĝ/L⊥) ∼= L1(L̂) and in particular pψ is finite a.e.
The bi-character of L will be denoted e : L×L̂ → S1 from now on. The one thing we need to remember
from the construction leading to (2.7) is that
e(k, τ) = EG(k, ξ) (2.12)
whenever k ∈ L, ξ ∈ Ĝ, and τ = ξ|L ∈ L̂. For example, when G = R
d, L = Zd, then L̂ ∼= Td and in
addition to (2.3) we have
e : Zd × Td → S1, e(k, τ) = e2piik·τ .
The Haar measure on L̂ is finite because this group is compact. We find convenient to normalize it so
that λL̂(L̂) = 1.
Let us agree to denote
gΓ : L̂ → [0,+∞〉, gΓ(τ) :=
1
cardΓ
∣∣∣∑
k∈Γ
e(k, τ)
∣∣∣2; τ ∈ L̂ (2.13)
for every nonempty finite set Γ ⊂ L. By (2.9) and (2.12) we can also interpret gΓ as a function on Ĝ/L
⊥.
From (2.1) we immediately see that translating Γ does not affect gΓ. Basic properties of the functions gΓ
are given in the following lemma and its part (b) also motivates their definition.
Lemma 2. Let Γ ⊂ L be an arbitrary nonempty finite set.
(a) The function gΓ defined by (2.13) is nonnegative, even, continuous, and it integrates to 1. More-
over, gΓ is a generalized trigonometric polynomial (i.e., a finite linear combination of characters
e(k, ·); k ∈ L) with all coefficients in [0, 1], and its expansion is given by
gΓ(τ) =
∑
k∈L
card(Γ ∩ (k + Γ))
cardΓ
e(k, τ); τ ∈ L̂.
(b) For any ψ ∈ L2(G) we have
1
cardΓ
∥∥∥∑
k∈Γ
Tkψ
∥∥∥2
L2(G)
=
∫
L̂
gΓ(τ)pψ(τ)dτ.
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Proof of Lemma 2. (a) The first three mentioned properties of gΓ are obvious. We can use the well-known
fact that the characters of L̂ form an orthonormal basis for L2(L̂) to also conclude∫
L̂
gΓ(τ)dτ =
1
cardΓ
∥∥∥∑
k∈Γ
e(k, ·)
∥∥∥2
L2(L̂)
=
1
cardΓ
∑
k∈Γ
12 = 1.
Furthermore, expanding the expression from definition (2.13) and using (2.1) and (2.2) we get
gΓ(τ) =
1
cardΓ
∑
k1,k2∈Γ
e(k1, τ)e(k2, τ) =
1
cardΓ
∑
k1,k2∈Γ
e(k1 − k2, τ)
=
1
cardΓ
∑
k∈L
( ∑
k1,k2∈Γ
k1−k2=k
1
)
e(k, τ) =
∑
k∈L
card(Γ ∩ (k + Γ))
cardΓ
e(k, τ).
Observe that the summation in k is actually taken over a finite set Γ−Γ ⊂ L, so gΓ really is a generalized
trigonometric polynomial.
(b) It is readily verified that
(T̂yf)(ξ) := EG(y, ξ)f̂(ξ); ξ ∈ Ĝ
for f ∈ L2(G) by an easy application of formula (2.4) on a dense subspace L1(G) ∩ L2(G). This fact
combined with unitarity of the Fourier transform enables us the following computation for a nonempty
finite subset Γ of L:∥∥∥∑
k∈Γ
Tkψ
∥∥∥2
L2(G)
=
∥∥∥∑
k∈Γ
T̂kψ
∥∥∥2
L2(Ĝ)
=
∫
Ĝ
∣∣∣∑
k∈Γ
EG(k, ξ)
∣∣∣2︸ ︷︷ ︸
L⊥-periodic
|ψ̂(ξ)|2dξ
=
∫
Ĝ/L⊥
∣∣∣∑
k∈Γ
EG(k, ξ)
∣∣∣2( ∑
m∈L⊥
|ψ̂(ξ +m)|2
)
dξ =
∫
L̂
∣∣∣∑
k∈Γ
e(k, τ)
∣∣∣2pψ(τ)dτ.
It remains to divide by cardΓ and apply the definition of gΓ. 
Now we can characterize democracy in terms of the periodization function pψ.
Theorem 3. The system Fψ is democratic if and only if pψ is essentially bounded (i.e., pψ ∈ L
∞(L̂))
and
inf
Γ
∫
L̂
gΓ(τ)pψ(τ)dτ > 0, (2.14)
where the infimum is taken over all nonempty finite sets Γ ⊂ L.
Before the proof we will establish two auxiliary result. As the first ingredient we need an appropriate
analogue of the classical Dirichlet kernel on T, which was used in [11, Thm. 4.7] for the same purpose,
and the classical Feje´r kernel derived from it.
The key concept that we borrow from ergodic theory is a Følner sequence [6] for L, which is a sequence
(Fn)
∞
n=1 of nonempty finite subsets of L such that for each k ∈ L one has
lim
n→∞
card(Fn△(k + Fn))
cardFn
= 0. (2.15)
Here △ denotes the symmetric difference of sets, i.e., A△B := (A \ B) ∪ (B \ A). It is a well-known
fact that every countable discrete abelian group possesses a Følner sequence, which is just one of many
equivalent ways of saying that each countable discrete abelian group is amenable; see [23]. Indeed, an
obvious choice of the Følner sets for Z are discrete intervals Fn = {−N, . . . , N}. One similarly verifies that
every finitely generated abelian group is amenable. Finally, while considering an arbitrary (not necessarily
finitely generated) countable discrete abelian group one only needs to observe that the direct limit of an
increasing sequence of countable amenable groups is also amenable; see [33] for details.
Furthermore, recall that L1(L̂) is a Banach algebra with respect to the convolution as multiplication,
which is in turn defined as
(f ∗ h)(τ) :=
∫
L̂
f(τ − σ)h(σ)dσ.
This algebra does not have an identity. We say that a sequence (fn)
∞
n=1 is an approximate identity (a
notion used for instance in [5, Sec. 2.5] and [15, Sec. V.20]) for L1(L̂) if for every function h in that space
we have limn→∞ fn ∗ h = h with convergence in the L
1 norm.
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Lemma 4. If (Fn)
∞
n=1 is a Følner sequence for L, then (gFn)
∞
n=1 constitutes an approximate identity for
L1(L̂).
Proof of Lemma 4. Let us begin by taking a generalized trigonometric polynomial
q(τ) =
∑
k∈Γ
αke(k, τ)
for a finite set Γ ⊂ L and some complex coefficients (αk)k∈Γ. Observe that by part (a) of Lemma 2 we
have
(gFn ∗ q)(τ) =
∑
k∈Γ
card(Fn ∩ (k + Fn))
cardFn
αke(k, τ)
and thus also
q(τ) − (gFn ∗ q)(τ) =
∑
k∈Γ
card(Fn \ (k + Fn))
cardFn
αke(k, τ),
so we can estimate
‖gFn ∗ q − q‖L1(L̂) ≤
∑
k∈Γ
card(Fn \ (k + Fn))
cardFn
|αk|. (2.16)
For each k ∈ Γ the corresponding term in (2.16) converges to 0 by the Følner property (2.15), which
implies
lim
n→∞
‖gFn ∗ q − q‖L1(L̂) = 0. (2.17)
Now take an arbitrary h ∈ L1(L̂) and an ε > 0. By density there exists a generalized trigonometric
polynomial q such that ‖q − h‖L1(L̂) < ε/3, while by (2.17) there exists a positive integer n0 such that
n ≥ n0 implies ‖gFn ∗ q − q‖L1(L̂) < ε/3. Therefore, for each index n ≥ n0 we have
‖gFn∗ h− h‖L1(L̂) ≤ ‖gFn‖L1(L̂)‖h− q‖L1(L̂) + ‖gFn ∗ q − q‖L1(L̂) + ‖q − h‖L1(L̂) < ε. 
Existence of approximate identities as in Lemma 4 at the level of general countable abelian lattices was
named the Feje´r property in [19]. It was the working assumption in that paper.
The following lemma is a certain folklore and it appears (in some form and with a larger constant)
in many texts on Banach spaces; for instance see [9, Sec. 3.4]. For completeness we give its elegant
self-contained proof.
Lemma 5. For any finite system of vectors (fk)k∈Γ in a complex Banach space (X, ‖ · ‖) and any finite
system of coefficients (αk)k∈Γ satisfying |αk| ≤ 1 for each k ∈ Γ, we have∥∥∥∑
k∈Γ
αkfk
∥∥∥ ≤ πmax
Γ′⊆Γ
∥∥∥ ∑
k∈Γ′
fk
∥∥∥,
where the maximum is taken over all subsets Γ′ of Γ.
Proof of Lemma 5. By the dual characterization of the norm,
‖f‖ = sup
ϕ∈X∗, ‖ϕ‖≤1
|ϕ(f)|,
it is enough to show that for each continuous linear functional ϕ one has∑
k∈Γ
|ϕ(fk)| ≤ πmax
Γ′⊆Γ
∣∣∣ϕ( ∑
k∈Γ′
fk
)∣∣∣. (2.18)
Indeed, by the assumption on the coefficients αk we can then estimate∥∥∥∑
k∈Γ
αkfk
∥∥∥ = sup
ϕ∈X∗, ‖ϕ‖≤1
∣∣∣∑
k∈Γ
αkϕ(fk)
∣∣∣ ≤ sup
ϕ∈X∗, ‖ϕ‖≤1
∑
k∈Γ
|ϕ(fk)|
≤ π sup
ϕ∈X∗, ‖ϕ‖≤1
max
Γ′⊆Γ
∣∣∣ϕ( ∑
k∈Γ′
fk
)∣∣∣ ≤ πmax
Γ′⊆Γ
∥∥∥ ∑
k∈Γ′
fk
∥∥∥.
In order to show (2.18), observe that for every β ∈ C we have the identity∫
T
max{Re(e2piiθβ), 0}dθ =
∫ 1/4
−1/4
|β| cos(2πθ)dθ =
|β|
π
.
Therefore, if for each θ ∈ T we define
Γ′θ :=
{
k ∈ Γ : Re
(
e2piiθϕ(fk)
)
≥ 0
}
,
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then ∑
k∈Γ
|ϕ(fk)| = π
∫
T
∑
k∈Γ′
θ
Re
(
e2piiθϕ(fk)
)
dθ = π
∫
T
Re
(
e2piiθϕ
( ∑
k∈Γ′
θ
fk
))
dθ
≤ π
∫
T
∣∣∣ϕ( ∑
k∈Γ′
θ
fk
)∣∣∣dθ ≤ πmax
Γ′⊆Γ
∣∣∣ϕ( ∑
k∈Γ′
fk
)∣∣∣. 
It is interesting to observe that the constant π in Lemma 5 is optimal, already in the one-dimensional
caseX = C. Indeed, for a positive integer n take Γ := {0, 1, . . . , 2n−1}, fk := e
piik/n, and αk := e
−piik/n. It
can be easily seen that the largest absolute value of the sum over a subset equals |
∑n−1
k=0 fk| = 1/ sin(π/2n)
and its ratio to the left hand side |
∑2n−1
k=0 αkfk| = 2n converges to 1/π as n→∞.
Finally, we are ready to give the proof of the desired characterization of democracy, following the outline
from [11].
Proof of Theorem 3. We will reduce the claim to Theorem 1. By part (b) of Lemma 2 we immediately
see that the left inequality in (2.10) is equivalent to condition (2.14), so it remains to show that the right
inequality is equivalent with essential boundedness of pψ.
One implication is trivial, as pψ ∈ L
∞(L̂) together with part (b) of Lemma 2 guarantees
1
cardΓ
∥∥∥∑
k∈Γ
Tkψ
∥∥∥2
L2(G)
≤ ‖gΓ‖L1(L̂)‖pψ‖L∞(L̂) = ‖pψ‖L∞(L̂) < +∞
for every finite subset Γ of L.
Conversely, suppose that ψ is such that the right inequality in (2.10) holds with some finite constant
Cψ . By Lemma 5 for any finite set Γ ⊂ L and any coefficients (αk)k∈Γ satisfying |αk| ≤ 1 we also have∥∥∥∑
k∈Γ
αkTkψ
∥∥∥2
L2(G)
≤ C cardΓ,
where C := π2Cψ. The same computation from the proof of Lemma 2 now gives∫
L̂
1
cardΓ
∣∣∣∑
k∈Γ
αke(k, τ)
∣∣∣2pψ(τ)dτ ≤ C
and the particular choice αk = e(k, σ) for a fixed σ ∈ L̂ simplifies to
(gΓ ∗ pψ)(σ) =
∫
L̂
gΓ(σ − τ)pψ(τ)dτ ≤ C. (2.19)
Finally, we take a Følner sequence (Fn)
∞
n=1 for L and recall that the sequence (gFn ∗ pψ)
∞
n=1 converges to
pψ in the L
1 norm by Lemma 4. There exist a subsequence (gFnj ∗pψ)
∞
j=1 that converges a.e., so by taking
Γ = Fnj in (2.19) and letting j →∞ we conclude that pψ ≤ C a.e. 
Theorem 3 is still not much more practical than Theorem 1, as condition (2.14) requires computation of
a certain integral for each finite subset Γ. However, there is one thing worth noticing that has now become
evident: the democratic property of the system Fψ is characterized only in terms of the lattice and the
periodization function. More precisely, once we are given the function pψ on L̂ (rather than Ĝ/L
⊥), the
democracy condition depends only on properties of the lattice L (and its bi-character e), but not on the
ambient group G. In particular, this means that the general case is not any more difficult than the special
case G = L. In this latter case L⊥ is trivial by (2.8) and Theorem 3 calls for a characterization in terms
of pψ = |ψ̂|
2, which can a priori be an arbitrary nonnegative integrable function on Ĝ = L̂.
Therefore, in the remaining text we mostly work on the lattice (L,+) and its (compact) dual group
(L̂,+). For any A ∈ B(L̂) we will simply write its measure as |A|, instead of λL̂(A), in analogy with the
usual practice on the torus T. Recall that we have chosen the normalization so that |L̂| = 1.
We end this section with a sufficient condition from democracy, which is just an adaptation of [11,
Cor. 4.20].
Corollary 6. If there exist constants c, C ∈ 〈0,+∞〉 and an open neighborhood U of 0 in L̂ such that
pψ(τ) ≤ C for a.e. τ ∈ L̂ and pψ(τ) ≥ c for a.e. τ ∈ U,
then Fψ is a democratic system.
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Proof of Corollary 6. This will be a consequence of Theorem 3 as soon as we show that the hypothesis
pψ ≥ c a.e. on U implies (2.14). By [5, Prop. 2.1] or [15, Thm. 4.5&4.6] there exists an open neighborhood
V ⊆ L̂ of 0 such that V + V ⊆ U and −V = V . Its characteristic function 1V vanishes outside U and
satisfies 0 ≤ (1V ∗1V )(τ) ≤ |V | for each τ ∈ L̂. From the properties of the Haar measure we know |V | > 0;
see [3, Lm. 9.2.5] or [15, Rem. 15.8]. Finally, for each nonempty finite Γ ⊂ L by part (a) of Lemma 2 we
have ∫
L̂
gΓ(τ)pψ(τ)dτ ≥ c
∫
U
gΓ(τ)dτ ≥
c
|V |
∫
L̂
gΓ(τ)(1V ∗ 1V )(τ)dτ
=
c
|V |
∑
k∈Γ−Γ
card(Γ ∩ (k + Γ))
cardΓ
∫
L̂
∫
L̂
e(k, σ)e(k, σ − τ)1V (σ)1V (σ − τ)dσdτ
=
c
|V |
∑
k∈Γ−Γ
card(Γ ∩ (k + Γ))
cardΓ
∣∣∣ ∫
L̂
e(k, σ)1V (σ)dσ
∣∣∣2 ≥ c
|V |
|V |2 = c|V |,
where in the last inequality we estimated the sum of nonnegative terms by its single term for k = 0.
Therefore,
inf
Γ
∫
L̂
gΓ(τ)pψ(τ)dτ ≥ c|V | > 0,
as desired. 
Even though we would like to find more operative equivalent conditions for democratic systems of
translates, obtaining these is an open problem even in the particular case when the lattice is L = Z, as
commented in the paper [11]. It was conjectured in [11] that it is sufficient to test the democratic property
on the arithmetic progressions
Γ = {0, d, 2d, . . . , (m− 1)d}
for positive integers d and m. In the same paper it was also conjectured that the system Fψ is democratic
if and only if pψ ∈ L
∞(T) and
inf
d∈N
0<ε<1/2
1
2ε
∫
⋃d−1
j=0 [
j−ε
d
, j+ε
d ]
pψ(τ)dτ > 0.
3. Translates along torsion lattices
The goal of this section is to investigate further the conditions from Theorems 1 and 3 from the viewpoint
of convex geometry.
Some lattices L have very different algebraic structure from the integers. We say that L is a torsion
lattice if (L,+) is also a torsion group, i.e., each of its elements has finite order. This is clearly equivalent
to the fact that there exists a sequence (Mn)
∞
n=0 of finite subgroups of L such that
{0} =M0 ⊂M1 ⊂M2 ⊂ · · · and
∞⋃
n=0
Mn = L. (3.1)
In order to construct such a sequence recursively one has to enumerate the lattice as L = {ki}
∞
i=1 and at the
n-th step take the smallest index i such that ki 6∈ Mn−1, observing that the sumsetMn :=Mn−1+〈{ki}〉
is a finite subgroup. Any such sequence of subgroups is also a Følner sequence, i.e., it satisfies the Følner
property (2.15), which is a trivial consequence of the fact that k +Mn =Mn as soon as k ∈Mn.
There are two typical examples of discrete abelian torsion groups to keep in mind.
Example 7. Let us use the standard notation Zn for the cyclic group of residues modulo n, i.e., Zn ∼=
Z/nZ. Consider the infinite direct sum of cyclic groups
L :=
⊕
i∈N
Zni = Zn1 ⊕ Zn2 ⊕ Zn3 ⊕ · · · (3.2)
=
{
(aj)
∞
j=1 ∈
∏∞
j=1 Znj : only finitely many aj are nonzero
}
,
where n1, n2, n3, . . . is an arbitrary sequence of positive integers. By [5, Prop. 4.8] and [5, Thm. 4.31] its
dual group L̂ is isomorphic to
∏
i∈N Zni , which are the so-called Vilenkin groups. A particular case is
Zω2 = Z2 ⊕ Z2 ⊕ Z2 ⊕ · · · ,
which we simply call the discrete dyadic group and its dual is known as the Cantor dyadic group.
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The group Zω2 is bijectively mapped to the set of nonnegative integers N0 via
Zω2 → N0, (bj)
∞
j=1 7→
∞∑
j=1
bj2
j−1
and its inverse is given by
N0 → Z
ω
2 , b 7→ the sequence of binary digits of b viewed from right to left.
Transporting the group operation from Zω2 to N0 via the above bijection yields a binary operation called the
nim-addition, which plays an important role in the theory of impartial combinatorial games; see [4, Ch. 6].
It is often convenient to represent the discrete dyadic group on the set of nonnegative integers, whenever
we need to list some of its elements, as we do in Table 2 below.
It is also natural to regard L = Zω2 as a lattice in the so-called Walsh field G = W, consisting of
two-sided sequences of binary digits (bj)j∈Z such that bj = 0 when j is large enough, but which can have
infinitely many nonzero digits for negative indices j. In harmonic analysis W is commonly considered as
a “toy model” for the (nonnegative) reals and Zω2 is then regarded as a toy model for the (nonnegative)
integers. Many difficult problems in analysis and combinatorics can be first studied in those simplified
models; see [36, Ch. 8] and [8, Sec. 5] respectively.
If supj nj <∞ and N is the least common multiple of the numbers n1, n2, . . ., then a notable property
of (3.2) is Nk = 0 for each k ∈ L. We say that L has a bounded exponent and the smallest such positive
integer N is called the exponent of L. Conversely, by the first Pru¨fer theorem (see [7, Ch. 3]) any countable
abelian group of bounded exponent is isomorphic to (3.2) for some bounded sequence of positive integers
(nj)
∞
j=1.
Example 8. Take a prime number p and consider the set
L :=
{m
pn
: n ∈ N0, m ∈ Z, 0 ≤ m < p
n
}
with the binary operation being the addition modulo 1. This group is called the Pru¨fer p-group and
it is sometimes denoted Z(p∞). The dual group L̂ is isomorphic to the group of p-adic integers, see
[5, Thm. 4.12], so it is important in number theory. The only finite subgroups of L are
Mn :=
{m
pn
: m ∈ Z, 0 ≤ m < pn
}
for each nonnegative integer n and observe that M0 ⊆ M1 ⊆ M2 ⊆ · · · and Mn ∼= Zpn . It can be said
that the Pru¨fer group is a direct limit of the sequence (Zpn)
∞
n=1. Actually, the only subgroups of L are
M0,M1,M2, . . . and the whole group itself, which complements the previous example, where the lattice
has abundance of finite subgroups.
3.1. Redundancy of convex combinations. Let us begin with the following easy observation. Suppose
that we want to be sparing and verify condition (2.14) from Theorem 3 by taking infimum only over a
certain collection G of finite sets Γ ⊂ L. Whenever we have Γ0,Γ1, . . . ,Γm ∈ G such that gΓ0 is a convex
combination of functions gΓ1 , . . . , gΓm , then we can freely throw out the set Γ0 from the collection G.
Indeed, if gΓ0 =
∑m
i=1 γigΓi for some nonnegative numbers γ1, . . . , γm adding up to 1, then obviously∫
L̂
gΓ0(τ)pψ(τ)dτ =
m∑
i=1
γi
∫
L̂
gΓi(τ)pψ(τ)dτ ≥ min
1≤i≤m
∫
L̂
gΓi(τ)pψ(τ)dτ.
It might be easier to spot dependencies among the functions gΓ by looking at “sequences” of their
Fourier coefficients vΓ ∈ ℓ
∞(L). By part (a) of Lemma 2 we know that vΓ : L → C is given by
vΓ(k) =
card(Γ ∩ (k + Γ))
cardΓ
and we can view vΓ as an infinite vector of numbers from [0, 1] such that all but finitely many if its entries
are equal to 0. For each finite set Γ ⊂ L we write 1Γ for the characteristic function of the set Γ, which
can also be thought of as an infinite vector with only finitely many nonzero elements. Several examples
for the groups L = Z and L = Zω2 are given in Tables 1 and 2 respectively. For example, on the latter
group we have
v{0,1,2} =
1
6v{0,1} +
1
6v{0,2} +
1
6v{0,3} +
1
2v{0,1,2,3}
= 13v{0} +
2
3v{0,1,2,3}.
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Γ 1Γ vΓ
{0} (. . . , 0, 0, 0, 1, 0, 0, 0, . . .) (. . . , 0, 0, 0, 1, 0, 0, 0, . . .)
{0, 1} (. . . , 0, 0, 0, 1, 1, 0, 0, . . .) (. . . , 0, 0, 12 , 1,
1
2 , 0, 0, . . .)
{0, 1, 2} (. . . , 0, 0, 0, 1, 1, 1, 0, . . .) (. . . , 0, 13 ,
2
3 , 1,
2
3 ,
1
3 , 0, . . .)
{0, 2} (. . . , 0, 0, 0, 1, 0, 1, 0, . . .) (. . . , 0, 12 , 0, 1, 0,
1
2 , 0, . . .)
{0, 1, 2, 3} (. . . , 0, 0, 0, 1, 1, 1, 1, . . .) (. . . , 14 ,
1
2 ,
3
4 , 1,
3
4 ,
1
2 ,
1
4 , . . .)
{0, 3} (. . . , 0, 0, 0, 1, 0, 0, 1, . . .) (. . . , 12 , 0, 0, 1, 0, 0,
1
2 , . . .)
{0, 1, 3} (. . . , 0, 0, 0, 1, 1, 0, 1, . . .) (. . . , 13 ,
1
3 ,
1
3 , 1,
1
3 ,
1
3 ,
1
3 , . . .)
Table 1. A table of vectors 1Γ and vΓ for several sets Γ ⊂ Z. Dots on either side replace
sequences of zeros.
Γ 1Γ vΓ
{0}∗ (1, 0, 0, 0, . . .) (1, 0, 0, 0, . . .)
{0, 1}∗ (1, 1, 0, 0, . . .) (1, 1, 0, 0, . . .)
{0, 2}∗ (1, 0, 1, 0, . . .) (1, 0, 1, 0, . . .)
{0, 3}∗ (1, 0, 0, 1, . . .) (1, 0, 0, 1, . . .)
{0, 1, 2} (1, 1, 1, 0, . . .) (1, 23 ,
2
3 ,
2
3 , . . .)
{0, 1, 3} (1, 1, 0, 1, . . .) (1, 23 ,
2
3 ,
2
3 , . . .)
{0, 1, 2, 3}∗ (1, 1, 1, 1, . . .) (1, 1, 1, 1, . . .)
Table 2. A table of vectors 1Γ and vΓ for several sets Γ ⊂ Z
ω
2
∼= N0. Subgroups are
marked with an asterisk.
The Fourier transform ℓ2(L)→ L2(L̂) is a linear bijection, so any convex dependence among the vectors
vΓ translates into convex dependence among the functions gΓ and vice versa. Certain lattices might not
even have many such dependencies. This is why we restrict our attention to torsion groups throughout
this section.
Here is an easy consequence of Theorem 3 and the previous observations. Recall that an extreme point
of a convex set is any point that cannot be expressed as a nontrivial convex combination of two different
points in that set.
Corollary 9. Suppose that L is a torsion lattice. Let K ⊆ L1(L̂) be the convex hull of the functions gΓ
as Γ ranges over all nonempty finite subsets of L and let E be the collection of functions gΓ that are also
extreme points of K. The system Fψ is democratic if and only if pψ ∈ L
∞(L̂) and
inf
g∈E
∫
L̂
g(τ)pψ(τ)dτ > 0. (3.3)
Proof of Corollary 9. Modulo Theorem 3 the necessity of obvious, while for the sufficiency we only need
to show that condition (3.3) implies condition (2.14). Taking into account the remarks from the beginning
of this subsection, it remains to prove that each function gΓ is a convex combination of the functions from
E .
Take an arbitrary nonempty finite Γ0 ⊂ L. Choose a finite subgroup M of L that contains Γ0 − Γ0;
it could simply be a member of the sequence (3.1). Let Q be the set of all generalized trigonometric
polynomials q of the form
q(τ) =
∑
k∈M
αke(k, τ)
for some coefficients αk ∈ R. Furthermore, let K
′ ⊆ L1(L̂) be the convex hull of the functions gΓ that also
belong to the set Q.
At first we claim that K′ = K ∩Q. The inclusion “⊆” is obvious as Q is a convex set, so we only need
to show the reverse inclusion “⊇”. Any q ∈ K ∩ Q is (by the definition of K) a convex combination of
some functions gΓ1 , . . . , gΓm , i.e., there exist γ1, . . . , γm > 0 such that
∑m
i=1 γi = 1 and q =
∑m
i=1 γigΓi . If
we had gΓj 6∈ Q for some index j, then there would exist k ∈ L \M such that vΓj (k) > 0. This would
imply that the k-th Fourier coefficient of q is
∑m
i=1 γivΓi(k) > 0 and contradict q ∈ Q. Therefore, gΓi ∈ Q
for i = 1, . . . ,m, which precisely means q ∈ K′. Since by the construction gΓ0 ∈ K ∩ Q, in particular we
conclude gΓ0 ∈ K
′.
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Observe that Q is a finite-dimensional real vector space; it is isomorphic to RcardM. Moreover, there are
only finitely many different function gΓ belonging to Q. Indeed, take one corresponding Γ. By translating
it we may assume that 0 ∈ Γ; the resulting function gΓ will not change. Then we must have Γ ⊆M, since
existence of k ∈ Γ \M would imply
vΓ(k) =
card(Γ ∩ (k + Γ))
cardΓ
≥
card({k})
cardΓ
> 0,
so gΓ could not belong to Q. Using Minkowski’s theorem (i.e., a finite-dimensional variant of the Krein-
Milman theorem) we conclude that each point of K′ is a convex combination of some functions gΓ that
are also extreme points of K′. In particular this holds for gΓ0 .
Finally, it remains to show that each function gΓ which is an extreme point of K
′ is also an extreme
point of the larger convex set K. If the latter was not true, then we could write gΓ as a convex combination∑m
i=1 γigΓi with m ≥ 2 and γi > 0 for each index i. As before, from gΓ ∈ Q we would conclude gΓi ∈ Q
for i = 1, . . . ,m, so that indeed gΓi ∈ K
′ for each i, which would contradict the fact that gΓ is an extreme
point of K′. 
If Γ0 ⊆MN for some large enough integer N , where (Mn)
∞
n=0 is a sequence from (3.1), then from the
previous proof we also know that gΓ0 is an extreme point of K if and only if vΓ0 is an extreme point of
the convex hull of the points vΓ as Γ ranges over nonempty subsets of MN .
When M is a subgroup of L, then we reserve the notation M⊥ for the orthogonal complement of M
relative to L, i.e.,
M⊥ := {τ ∈ L̂ : e(k, τ) = 1 for each k ∈M}.
Since the topology of L is discrete, M is automatically closed in L, so M 7→ M⊥ is now a bijective
correspondence between subgroups of L and closed subgroups of L̂. Moreover, suppose that M is finite.
From the isomorphism (2.6) we get
L̂/M⊥ ∼= M̂ (3.4)
and, since the dual group of a finite abelian group is isomorphic to itself (see [5, Cor. 4.7]), we conclude
card(L̂/M⊥) = cardM. (3.5)
Consequently, M⊥ is a closed subgroup of L̂ of finite index and each such subgroup must also be open,
since its complement is a union of finitely many closed cosets. Conversely, every closed subgroup of L̂ is
certainly of the form M⊥ for some subgroup M of L. If it is also of finite index, then from the same
isomorphism (3.4) we conclude thatM must be finite. Let us summarize by saying thatM 7→M⊥ is also
a bijective correspondence between finite subgroups of L and closed subgroups of L̂ of finite index (which
are automatically also open).
Take a torsion lattice L. Orthogonal complements of the terms in (3.1) satisfy
L =M⊥0 ⊃M
⊥
1 ⊃M
⊥
2 ⊃ · · · and
∞⋂
n=0
Mn = {0}.
Suppose that we have the periodization function pψ associated with some square-integrable function ψ
for which we want to verify the democratic property of Fψ. In any real-world application it is likely that
pψ will be given to us with a precision to certain scale and we are required to verify conditions pψ ≤ C
and
∫
L̂
gΓ(τ)pψ(τ)dτ ≥ c, where C (resp. c) is some reasonably large (resp. small) constant. If we only
have information about the averages of pψ on the cosets of M
⊥
N (for some large but fixed positive integer
N), then it only makes sense to test the lower bound for Γ ⊆ MN , as gΓ is constant on the cosets of
M⊥N only for such sets Γ. This allows us to preprocess the finite group MN in the search for extreme
points. Numerical experimentation in Example 11 suggests that this can save the computational time
significantly.
3.2. Subgroups as extreme points and some examples. We continue by investigating a special role
of finite subgroups of L. It is already hinted by the following auxiliary lemma.
Lemma 10.
(a) If Γ = m+M, where m ∈ L and M is a finite subgroup of L, then
gΓ(τ) =
∑
k∈M
e(k, τ); τ ∈ L̂
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and
gΓ(τ) =
{
1/|M⊥| for τ ∈ M⊥,
0 for τ 6∈ M⊥.
(b) Conversely, if Γ ⊆ L is a nonempty finite set such that all coefficients of gΓ are either 0 or 1, i.e.,
gΓ(τ) =
∑
k∈S
e(k, τ)
for some finite S ⊆ L, then Γ has to be of the form Γ = m+M where m ∈ L and M is a finite
subgroup of L, and indeed S =M.
Proof of Lemma 10. (a) The first claim is a consequence of part (a) of Lemma 2, since the cosets m+M
and k +m+M are either equal (when k ∈ M) or disjoint (when k 6∈ M). For the second claim observe
that from (3.5) we obtain
cardM = |L̂|/|M⊥| = 1/|M⊥|, (3.6)
so for τ ∈M⊥ we have
gM(τ) =
∑
k∈M
e(k, τ) =
∑
k∈M
1 = cardM =
1
|M⊥|
.
On the other hand, if τ 6∈ M⊥, then there exists k0 ∈ M such that e(k0, τ) 6= 1. Therefore,
gM(τ) =
∑
k∈M
e(k0 + k − k0, τ) = e(k0, τ)
∑
k∈M
e(k − k0, τ)
= e(k0, τ)
∑
m∈M−k0=M
e(m, τ) = e(k0, τ)︸ ︷︷ ︸
6=1
gM(τ),
which implies gM(τ) = 0.
(b) Recall that e(k, ·); k ∈ L form an orthonormal basis for L2(L̂), so in particular these functions are
linearly independent. Combining the assumption with part (a) of Lemma 2 and equaling the coefficients
we see that for any k ∈ L the sets Γ and k + Γ are either equal or disjoint. Fix an arbitrary m ∈ Γ and
define M := Γ−m. We need to prove that M is a subgroup of L. Take any a, b ∈M and observe that
m ∈ Γ ∩ (m− b+M) = Γ ∩ (−b+ Γ).
Since this intersection is nonempty, we must have Γ = −b + Γ i.e., M = −b +M, which in particular
implies a− b ∈ −b+M =M. We have just shown M−M ⊆M, which verifies that M is a subgroup.
Applying part (a) and using linear independence once again we also conclude S =M. 
In particular we see that the vector of Fourier coefficients vM of a finite subgroup M of L has only
{0, 1}-entries. Consequently, the corresponding function gM certainly belongs to the set of extreme points
E of the set K described in Corollary 9. Part (b) of Lemma 10 characterizes subgroup cosets as the only
nonempty finite sets Γ having {0, 1}-Fourier coefficients. However, we need to emphasize that in general
these are not the only extreme points; Example 13 will indirectly disprove that fact on the Pru¨fer 2-group.
On a related note, polytopes whose vertices are tuples with all entries from {0, 1} are called 0/1-polytopes.
They are combinatorially interesting and extensively studied; see [38].
When Γ = M is a finite subgroup of L, then from part (a) of the previous lemma we see that the
integral in (2.14) becomes a density-type expression for the periodization:
1
|M⊥|
∫
M⊥
pψ(τ)dτ.
Example 11. This is a continuation of Example 7; recall the discrete dyadic group Zω2 introduced there.
Take
Mn := Z2 ⊕ · · · ⊕ Z2 ⊕ {0} ⊕ {0} ⊕ · · · ∼= Z
n
2
as finite subgroups that exhaust the whole group. Each Mn is actually an n-dimensional vector space
over Z2. The number of k-dimensional subspaces of Mn, 0 ≤ k ≤ n, is given by the particular case q = 2
of the q-binomial coefficient, (
n
k
)
q
:=
(qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)
(q1 − 1)(q2 − 1) · · · (qk − 1)
.
14 VJEKOSLAV KOVACˇ AND HRVOJE SˇIKIC´
Z02 Z
1
2 Z
2
2 Z
3
2 Z
4
2
Total number of subsets Γ 1 3 15 255 65535
Number of different points gΓ 1 2 6 45 3966
Number of extreme points gΓ 1 2 5 16 ≥ 67
Table 3. Numerical data for the discrete dyadic group.
Consequently, cardinality of the set En of extreme points gΓ ∈ E such that Γ ⊆Mn is at least
∑n
k=0
(
n
k
)
2
.
The last expression defines sequence A006116 in the encyclopedia OEIS [31] (beginning with 1, 2, 5, 16,
67, . . . ) and its asymptotic behavior is well-known. We can find
lim inf
n→∞
card(En)
2n2/4
> 0,
so the number of extreme points in Mn grows super-exponentially in n. The actual numerical data are
given in Table 3. A lot of torsion already causes that many functions gΓ coincide, but it is expected that
removing convex combinations reduces that number further significantly.
The following lemma will be needed in the next example.
Lemma 12. If Γ ⊂ L is a nonempty finite set and M is a finite subgroup of L, then∫
M⊥
gΓ(τ)dτ =
card{(k, k′) ∈ Γ× Γ : k − k′ ∈M}
cardM cardΓ
.
Proof of Lemma 12. Let us begin by showing∫
M⊥
e(k, τ)dτ =
{
|M⊥| for k ∈M,
0 for k 6∈ M.
This claim is obvious for k ∈ M, so take k ∈ L \M. By (M⊥)⊥ = M there exists τ0 ∈ M
⊥ such that
e(k, τ0) 6= 1. Now we can write (using translation invariance of the Haar measure on L̂):∫
M⊥
e(k, τ)dτ =
∫
M⊥
e(k, τ0 + τ − τ0)dτ = e(k, τ0)
∫
M⊥
e(k, τ − τ0)dτ
= e(k, τ0)
∫
−τ0+M⊥
e(k, τ)dτ = e(k, τ0)︸ ︷︷ ︸
6=1
∫
M⊥
e(k, τ)dτ,
which implies that the above integral is 0, as needed. Applying part (a) of Lemma 2, integrating term-
by-term, and using (3.6) we get∫
M⊥
gΓ(τ)dτ =
∑
k∈M card(Γ ∩ (k + Γ))
cardM cardΓ
.
In order to transform this formula into the desired one it remains to observe that the numerator above
equals
card
{
(k1, k2) ∈ Γ× Γ : k1 − k2 ∈M
}
,
which is easily seen by double counting. 
One might get an impression that, in the case of torsion lattices, it is enough to test the democratic
property on subgroups. However, this is not the case, as the following example shows.
Example 13. This is a continuation of Example 8; recall the Pru¨fer 2-group Z(2∞) and its subgroups
Mn ∼= Z2n . For each positive integer n choose sn ∈ Mn \Mn−1. Then Mn−1 and sn +Mn−1 are the
only two cosets of the smaller subgroup in the larger one. For any positive integer n define
Γn := {0, s1}+ {0, s3}+ · · ·+ {0, s2n−1}.
Any k, k′ ∈ Γn have unique representations as k =
∑n
j=1 αjs2j−1, k
′ =
∑n
j=1 α
′
js2j−1, where αj , α
′
j ∈ {0, 1}
for each index j = 1, . . . , n. For a fixed integer 0 ≤ m ≤ 2n− 1 we observe that
k − k′ ∈ Mm ⇐⇒ αj = α
′
j for all indices j such that j > (m+ 1)/2.
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Consequently,
card
{
(k, k′) ∈ Γn × Γn : k − k
′ ∈Mm
}
=
{
2n+m/2 if 0 ≤ m ≤ 2n− 1 is even,
2n+(m+1)/2 if 0 ≤ m ≤ 2n− 1 is odd,
so Lemma 12 gives ∫
M⊥m
gΓn(τ)dτ =
{
2−m/2 if 0 ≤ m ≤ 2n− 1 is even,
2−(m−1)/2 if 0 ≤ m ≤ 2n− 1 is odd,
From this we conclude ∫
M⊥
2i−1
\M⊥
2i
gΓn(τ)dτ = 2
−i (3.7)
for i = 1, 2, . . . , n− 1.
Let us now choose a square-integrable function ψ such the periodization function pψ is equal to the
characteristic function of the set
⋃∞
i=0(M
⊥
2i \ M
⊥
2i+1). (For this purpose one can simply take G to also
equal Z(2∞).) Using (3.7) we get∫
L̂
gΓn(τ)pψ(τ)dτ = 1−
∞∑
i=1
∫
M⊥
2i−1
\M⊥
2i
gΓn(τ)dτ ≤ 1−
n−1∑
i=1
2−i = 2−n+1,
so by taking n → ∞ we see that condition (2.14) fails and Fψ cannot be a democratic system. On the
other hand, for each nonnegative integer n by part (a) of Lemma 10 we have∫
L̂
gMn(τ)pψ(τ)dτ =
1
|M⊥n |
∫
M⊥n
pψ(τ)dτ =
∑
i≥n/2 |M
⊥
2i \M
⊥
2i+1|
|M⊥n |
=
{
2/3 if n is even,
1/3 if n is odd,
so the above quantities, obtained by testing (2.14) on subgroups only, are bounded from below by 1/3.
The previous example shows that, in general, testing the democratic property on subgroups is not
sufficient.
3.3. Closing remarks. Recall that the paper [11] conjectures the sufficiency of testing the democratic
property on the finite arithmetic progressions in Z. When we pass to the torsion lattice L, sufficiently long
progressions automatically become finite subgroups. In Example 13 we saw that finite subgroups are not
enough, but it might still be sufficient to test condition (2.14) for the democratic property of Fψ by taking
only finite sets Γ that are approximate subgroups in an appropriate sense. The notion of an approximate
subgroup was defined in several possible ways in the book [32].
When we are given a concrete sequence of exhausting subgroups (3.1), numerical data suggest that
the number of extreme points gΓ ∈ E coming from Γ ⊆ Mn grows at most like e
P (log card(Mn)) for some
polynomial P . Indeed, Example 11 gives a lower bound of the form c′ec(log card(Mn))
2
for the discrete
dyadic group Zω2 , but we were not able to establish the upper bound, either for Z
ω
2 , or for any other
torsion lattice L.
We conclude that characterizations of democratic systems of translates still remain without definite
answers and we hope that they might attract researchers from various fields.
References
[1] M. Bownik and K. A. Ross, The structure of translation-invariant spaces on locally compact abelian groups, J. Fourier
Anal. Appl. 21 (2015), no. 4, 849–884.
[2] C. Cabrelli and V. Paternostro, Shift-invariant spaces on LCA groups, J. Funct. Anal. 258 (2010), no. 6, 2034–2059.
[3] D. L. Cohn, Measure theory, Birkha¨user Advanced Texts: Basel Textbooks, Birkha¨user/Springer, New York, 2013.
[4] J. H. Conway, On numbers and games, A K Peters, Ltd., Natick, MA, 2001.
[5] G. B. Folland, A course in abstract harmonic analysis, Studies in Advanced Mathematics, CRC Press, Boca Raton, FL,
1995.
[6] E. Følner, On groups with full Banach mean value, Math. Scand. 3 (1955), 243–254.
[7] L. Fuchs, Infinite abelian groups. Vol. I., Pure and Applied Mathematics, vol. 36, Academic Press, New York-London,
1970.
[8] B. Green, Finite field models in additive combinatorics, Surveys in combinatorics 2005, London Math. Soc. Lecture
Note Ser., vol. 327, Cambridge Univ. Press, Cambridge, 2005, pp. 1–27.
[9] C. Heil, A basis theory primer. Expanded edition, Applied and Numerical Harmonic Analysis, Birkha¨user/Springer, New
York, 2011.
[10] C. Heil and A. M. Powell, Gabor Schauder bases and the Balian-Low theorem, J. Math. Phys. 47 (2006), no. 11, 113506,
21pp.
16 VJEKOSLAV KOVACˇ AND HRVOJE SˇIKIC´
[11] E. Herna´ndez, M. Nielsen, H. Sˇikic´, and F. Soria, Democratic systems of translates, J. Approx. Theory 171 (2013),
105–127.
[12] E. Herna´ndez, H. Sˇikic´, G. Weiss, and E. Wilson, On the properties of the integer translates of a square integrable
function, Contemp. Math. 505 (2010), 233–249.
[13] , Cyclic subspaces for unitary representations of LCA groups; generalized Zak transform, Colloq. Math. 118
(2010), no. 1, 313–332.
[14] E. Herna´ndez and G. Weiss, A first course on wavelets, Studies in Advanced Mathematics, CRC Press, Boca Raton,
FL, 1996.
[15] E. Hewitt and K. A. Ross, Abstract harmonic analysis. Vol. I: Structure of topological groups. Integration theory. Group
representations, Die Grundlehren der mathematischen Wissenschaften, vol. 115, Springer-Verlag, Berlin-Heidelberg-New
York, 1979.
[16] , Abstract harmonic analysis. Vol. II: Structure and analysis for compact groups. Analysis on locally compact
Abelian groups, Die Grundlehren der mathematischen Wissenschaften, vol. 152, Springer-Verlag, Berlin-Heidelberg-New
York, 1970.
[17] R. Hunt, B. Muckenhoupt, and R. Wheeden, Weighted norm inequalities for the conjugate function and Hilbert trans-
form, Trans. Amer. Math. Soc. 176 (1973), 227–251.
[18] S. V. Konyagin and V. N. Temlyakov, A remark on greedy approximation in Banach spaces, East J. Approx. 5 (1999),
no. 3, 365–379.
[19] M. Nielsen, On quasi-greedy bases associated with unitary representations of countable groups, Glas. Mat. Ser. III 50
(2015), no. 1, 193–205.
[20] M. Nielsen and H. Sˇikic´, Schauder bases of integer translates, Appl. Comput. Harmon. Anal. 23 (2007), no. 2, 259–262.
[21] , On stability of Schauder bases of integer translates, J. Funct. Anal. 266 (2014), no. 4, 2281–2293.
[22] M. Paluszynski, A note on integer translates of a square integrable function on R, Colloq. Math. 118 (2010), no. 2,
593–597.
[23] A. L. T. Paterson, Amenability, Mathematical Surveys and Monographs, vol. 29, AMS, Providence, RI, 1988.
[24] W. Rudin, Fourier analysis on groups, Interscience Tracts in Pure and Applied Mathematics, vol. 12, Interscience
Publishers, John Wiley and Sons, New York-London, 1962.
[25] S. Saliani, ℓ2-linear independence for the system of integer translates of a square integrable function, Proc. Amer. Math.
Soc. 141 (2013), no. 3, 937–941.
[26] H. Sˇikic´ and I. Slamic´, Linear independence and sets of uniqueness, Glas. Mat. Ser. III 47 (2012), no. 2, 415–420.
[27] H. Sˇikic´, D. Speegle, and G. Weiss, Structure of the set of dyadic PFW’s, Frames and operator theory in analysis and
signal processing, Contemp. Math., vol. 451, AMS, Providence, RI, 2008, pp. 263–291.
[28] H. Sˇikic´ and E. N. Wilson, Lattice invariant subspaces and sampling, Appl. Comput. Harmon. Anal. 31 (2011), no. 1,
26–43.
[29] I. Slamic´, ℓ2-linear independence for systems generated by dual integrable representations of LCA groups, to appear in
Collect. Math. (2016), 15pp.
[30] , ℓp-linear independence of the system of integer translates, J. Fourier Anal. Appl. 20 (2014), no. 4, 766–783.
[31] N. J. A. Sloane (ed.), The On-Line Encyclopedia of Integer Sequences (OEIS), published electronically.
[32] T. Tao and V. Vu, Additive combinatorics, Cambridge Studies in Advanced Mathematics, vol. 105, Cambridge University
Press, Cambridge, 2006.
[33] T. Tao, Some notes on amenability, What’s new (2009), available at terrytao.wordpress.com.
[34] V.N. Temlyakov, Greedy algorithm and m-term trigonometric approximation, Constr. Approx. 14 (1998), no. 4, 569–587.
[35] V. N. Temlyakov, The best m-term approximation and greedy algorithms, Adv. Comput. Math. 8 (1998), no. 3, 249–265.
[36] C. Thiele, Wave packet analysis, CBMS Regional Conference Series in Mathematics, vol. 105, AMS, Providence, RI,
2006.
[37] P. Wojtaszczyk, Greedy algorithm for general biorthogonal systems, J. Approx. Theory 107 (2000), no. 2, 293–314.
[38] G. M. Ziegler, Lectures on 0/1-polytopes, Polytopes — combinatorics and computation, Oberwolfach Seminars, vol. 29,
Birkha¨user, Basel, 2000, pp. 1–41.
Vjekoslav Kovacˇ, University of Zagreb, Faculty of Science, Department of Mathematics, Bijenicˇka cesta 30,
10000 Zagreb, Croatia.
E-mail address: vjekovac@math.hr
Hrvoje Sˇikic´, University of Zagreb, Faculty of Science, Department of Mathematics, Bijenicˇka cesta 30,
10000 Zagreb, Croatia.
E-mail address: hsikic@math.hr
