Introduction
Visual tracking is a goal in itself, but is also a preprocessing step before further analysis of the activities, behaviours, interactions and relationships between objects of interest. Recent progress in object tracking has yielded a steady increase in performance, but designing a robust algorithm to track generic objects in the presence of partially occluded and deformable targets is still a major challenge (as shown in Fig. 1 ). This additional difficulty falls on top of those that regularly challenge visual tracking including significant variation in appearance due to factors such as changing pose, viewpoint, and illumination.
To address the appearance variation challenge researchers have developed sophisticated appearance models and methods of adapting these models during tracking. One solution is to build a robust object appearance model and find the best candidate image patch to match the model, see, for example, incremental subspace learning [18] , integral histogram tracking [1] , visual tracking decomposition [13] , Figure 1 : Qualitative tracking results of our tracker and competing trackers over representative frames of three sequences. These sequences contain heavy pose variation (board, the first row), shape deformation (fskater, the second row), partial occlusion (faceocc2, the third row), and etc. Note that the number marked on small rectangles represents the index of object parts. and sparse representation tracking [16, 14] . Another approach is to model both the object and the background, and then to distinguish the object from the background using a discriminative classifier [3, 8, 9, 25, 4, 10] . Avidan [3] , for example, used a Support Vector Machine as an off-line binary classifier to distinguish target from background. In [4] , Babenko et al. employ an online Multiple Instance Learning based appearance model to resolve the sample ambiguity problem. Hare et al. [10] applied structured learning to (whole) visual object tracking, which builds upon its previous successful application to object detection [5] . This category of approach is termed tracking-by-detection. All of these methods, however, delineate the tracked object by a single regular bounding box (e.g., a rectangular or circular window), which renders them sensitive to partial occlusions and shape deformations.
Deformable part-based models have been successfully applied to object detection [7, 29, 15] and object recognition [2, 19] on numerous occasions. Part-based appearance models [7, 15, 29, 19, 2, 17] have been shown to have favourable properties such as robustness to partial occlusions [7] and articulation [29] . In those cases, highly variable objects are represented using mixtures of deformable part-based models, which are parametrised by the appearance of each part and a geometric model capturing spatial relationships among parts.
The difficulty in extending part-based appearance models to visual tracking is that adding parts dramatically increases the complexity of the model, and the model needs to be updated online. In addition, explicitly tracking each part would require individual training and initialisation for each part, which would significantly limit the practicality of an online method. We avoid this problem here by instead using latent variables in the representation of each part, thereby avoiding the need for additional interaction. As discussed above, structured SVMs have shown very promising results for whole object tracking. The difficulty with using latent variables in a structured SVM, however, is that the underlying optimisation problem ceases to be convex. This is a problem because structured SVM based tracking methods have thus far optimised the dual form of the underlying problem in order to reduce computational cost. Nonconvexity, however, means that the optimal solutions of the primal and dual do not coincide, thus rendering the existing dual-based approach inapplicable.
Developing a practical, online, structured SVM visual tracking method which uses a part-based appearance model thus requires solving the primal form of the underlying optimisation problem. In this paper, an object is made up of a set of parts, each with an associated weight. We employ an online structured output learning with latent variables to learn the weight parameters for an object and its parts, and distinguish the target object from the background using the weight parameters consequently. During tracking, the target object location is estimated by searching for the maximum classification score in the vicinity around the estimate from the previous frame, where the classification score is composed of the score of object and each parts. In doing so, our method possesses the flexibility of object appearance representation by part-based model and the separability of the target object and its background by the power of discriminative learning. Fig. 1 shows some tracking results obtained by our algorithm.
Contributions (1) Unlike existing offline latent SVMs in object detection [7, 27, 29] , we propose an online latent structured SVM for visual tracking. (2) We propose twostage training: the stage 1 tracks the parts and estimates the part parameter, and the stage 2 tracks the object and estimate the object parameter and correlation parameter. The two-stage training outperforms training all parameters as a whole. (3) We design a part-based linear kernel tracker that has competitive and often better tracking results than nonlinear kernel trackers. Our tracker adapts quickly to appearance changes such as partial occlusions and deformations.
Related Work
Deformable part-based appearance models In [2] , Amit et al. formulate a deformable template model for an object, where the deformation of an object is defined in terms of the locations of several reference points. Each reference point is associated with a part. Felzenszwalb et al. [7] , in contrast, develop a multi-scale deformable part model to detect and localise objects of a generic category. The part model is composed of a coarse global template for entire object and higher resolution part templates. However, the part model in [7] requires careful initialisation and complex training. To overcome those problems, Zhu et al. [29] present a hierarchical tree model to represent an object, where the nodes of the tree represent object parts.
Discriminative learning with latent variables Motived by object detection with parts, Felzenszwalb et al. [7] introduce latent variables into discriminative training models for binary classification. They propose a latent binary SVM to handle object parts, which are not labelled during training. Inspired by this work, Yu et al. [27] extend this latent approach to use structured prediction, and solve the ensuing non-convex optimisation problem using Concave-Convex Procedure (CCCP). In [29] the viewpoint and the positions of object parts are treated as structural latent variables, and the latent structural SVM optimised in its dual form using an incremental CCCP algorithm. Vedaldi et al. [23] also use a latent SVM framework, but develop a structured output model for detection with partial truncation. Although all of these part-based object detection frameworks use latent variables as part of a structured SVM, they rely on the availability of a model at training time, and thus cannot easily be used for online object tracking.
Object tracking with parts In [11] , each part is tracked independently, and the results treated as multiple measurements. Tracking is then achieved by identifying inconsistent measurements. Nejhum et al. [20] model the foreground object shape in terms of a small number of rectangular blocks. The algorithm tracks objects by matching foreground intensity histograms, and updating the part-based appearance model on-the-fly. However, these methods require manual initialisation of part locations carefully. Kwon et al. [12] represent an object by a fixed number of local patches and update the model during tracking. Their approach requires prior knowledge of local patches.
Structured output tracking In [5] , Balschko et al. propose an object detection algorithm using a structured output SVM [22] . Motived by this success Hare et al. [10] apply structured learning to online visual tracking. In [26] , a weighted online structural learning approach is used to deal with the inevitable changes in target appearance over time. In comparison, the method we propose adds a part-based model to a discriminative training framework, and solves the ensuing linear structured SVM optimisation problem in primal form.
Modelling Tracking with Unknown Parts
In this section, we show how to track an object with unknown parts. In Section 2.1, we will introduce the partbased model, and in Section 2.2, we describe a simple way to train the model. After showing that this simple training mechanism is not as effective as may be hoped we develop in Section 3 a more effective two-stage training process.
Representation
The method proceeds as follows: a bounding box on the target object is given in the 1st frame of the video, and the tracker is then required to track the object (by predicting a bounding box containing the object) from the 2nd frame to the end of the video. At the t-th frame, the bounding box of the target object is represented by B t = (c t , r t , w t , h t ), where c t , r t are the column and row coordinates of the upper-left corner, and w t , h t are the width and height. The offset is y t = (Δc t , Δr t , Δw t , Δh t ) ∈ Y. As in [10, 26] , we only consider a fixed size bounding box ( i.e. Δw t = Δh t = 0), though in principle bounding boxes with varying sizes can be incorporated with slight modification.
We consider a part, which can contain a piece of object, or a piece of background or both, to be represented by a smaller bounding box b j t = (c The task can be cast as that of learning a function f : X × Y × Z → R, such that, given the t-th frame x t ∈ X, and the bounding box B t−1 of the object in the (t − 1)-th frame, the bounding box B t in the t-th frame can be obtained via predicting offset y * t ,
As in many learning methods, we consider functions that are linear in some feature representation Φ,
The feature Φ consists of three types of local features,
Here φ 1 (x t , z j ) represents the appearance of the j-th part box, φ 2 (x t , y) represents the appearance of the bounding box, and φ 3 (y, z j ) reflects the compatibility between bounding box and the j-th part box. Letting
we have
Features are detailed in Section 2.4.
Latent Pegasos for Training Online
As in existing tracking applications [10, 26] , we would like the tracker to track the object from the 2nd frame on the basis of a bounding box of the target object provided in the 1st frame. That means that the true value of z is not available, as obtaining it would require more user input. The fact that users may well not be able to accurately divide an object into its component parts is also an issue. By defining z to be a latent variable avoids these problems.
Latent variables have been used with SVMs previously [7, 27, 29] but only in a batch learning scenario (which implies training offline). In order to allow the use of latent variables in an online SVM for visual tracking, we propose what can be seen an extension of online pegasos [21] (originally for binary or multi-class problems, but not latent variables) to structured output.
We assume B 0 = B 1 i.e. y 1 = (0, 0, 0, 0) and sample some y = y 1 . The sampled ys, and y 1 , are provided to our online learner to update w. We then use this w to predict y 2 to obtain tracking result for the 2nd frame i.e. the bounding box B 2 . We then take the predicted y 2 as the true label, sample y = y 2 , and feed them into the online learner to update w, and so on.
Denote w t the parameter to predict y t for the t-th frame. After predicting y t via f (x t , y, z; w t ), we sample offsets
, and estimate w t+1 via
where we consider the following objective
Here [a] + = max(0, a). We refer the readers to supplementary material for how we get Eq. (7) and Eq. (8) . The label cost Δ(y t , y) measures dis-similarity between the true output y t and a candidate output y. Here we use
which was introduced in [6] to measure the VOC (Visual Object Classes) bounding box overlap ratio. We consider the sub-gradient of the above objective,
where
and indicator function 1(a) = 1 when the statement a is true, 0 otherwise. We then update w t+1 = w t −η t ∇ t with step size η t = 1/(λt), it can be written as:
Inference
Given the parameters w t and an image x t , the inference is to find the offset of bounding box of the target object with the best score,
We restrict all possible offset y within a radius
Similarly all possible z j ∈ Z j is restricted within a ball of radius s j . Since the goal is to track the object, z * t does not need to be stored. We keep and visualise z * t to show the part boxes are indeed meaningful.
Features
We use Haar-like features [24] to represent the appearances of the bounding box of object and object parts. Each feature consists of 2 scales, each scale has 6 types rectangles on a 4 × 4 grid. We use integral image proposed in [24] to compute the feature efficiently. The integral image requires computing the sum of rectangular region, the tracking performance will be reduced when the shape of the target cannot be well fitted by rectangle. However, our part-based appearance model can alleviate this problem by decomposing the whole rectangular region into small parts.
Algorithm 1: Two-stage Training
Input: λ, the number of part M , number of training samples N ,
Generate a set of offset {z
Crop out the corresponding image regions of {b 12 Crop out the corresponding image regions of 14 Update the weight vector v t+1 using Eq. (15).
The Haar-like feature of object and object parts are concatenated as a vector, i.e. φ 1 (x t , z j ) and φ 2 (x t , y). The spatial relationship between bounding box and part box is defined as φ 3 (y, z j ) = (a, a 2 ) ∈ R 4 where
Here [1 : 2] means taking the first two dimensions of the vector. v j , φ 3 (y, z j ) measures the compatibility between the bounding box and the j-th part box. For example, the part boxes far away from the bounding box will be discouraged for an appropriate v j .
Two-stage Training
The latent pegasos proposed in Section 2.2 has two problems: (1) the label cost Δ in (8) does not take into account the part boxes. This can potentially cause part boxes are predicted badly (though there is no ground truth of z, one can still see if the predicted z makes sense); (2) incorporating part boxes increases the dimensionality of the parameter significantly, hence may cause over-fitting during training. If the model is trained well, the problem (1) may not be so severe, because a well learnt w should ensure max z f (x t , y t , z; w) ≥ max z f (x t , y, z ; w) + Δ(y t , y). However, because of problem (2), the model is often not well learnt. For example in Fig. 3 (Left), a good y with red highlighted frame boundary does not receive the highest score in latent pegasos, and the predicted y via the parameter learnt by latent pegasos is obviously not a good one.
To tackle above problems, we propose a two-stage training method below. At every frame, say the t-th frame, we learn the weight vector w t+1 = [u t+1 , v t+1 ] in two stages.
In the first stage, given t-th frame x t and predicted z j t , we sample offsets of part box {z 
is still the VOC label cost defined in Eq. (9). Learning u j t+1 is effectively tracking part boxes, thus the learnt u j t+1 gives pretty good estimate of where the parts should be. Estimating u j t+1 via sub-gradient method [21] can be found in the stage 1 of Algorithm 1.
In the second stage, we update v t+1 via
where δΨ t (y t ) = Ψ(x t , y t ,ẑ) − Ψ(x t , y t,i ,ẑ ), and Ψ(x t , y, z) defines as: Algorithm 1 describes the whole procedure of two-stage training. The stochastic sub-gradient method [21] is guaranteed to converge to the optimal SVM solution. After using the above two-stage training, we have updated the weight vector w t+1 at time step t. The parameter w t+1 can be used to predict the best offset y * t+1 relative to the bounding box B t+1 for tracking task, and used as the starting point in next iteration. Fig. 2 shows the illustration of the values of weight vector w at frame 153 of sequence faceocc2 while a partial occlusion appears. The tracker adapts to deal with partial occlusion quickly: u 1 and u 2 (not occluded) adapt to have higher weights than u 3 and u 4 (occluded), thus the tracking result will rely more on the not occluded parts. Investigating the trends of weights will also help to understand which feature contributes more in various scenarios.
So far, we have introduced the part-based appearance model and online updated discriminatively structured output classifier to identify the target object from candidates. The overall procedure of the proposed tracking algorithm we implemented in this work is shown in Algorithm 2.
Experiments
We evaluated our tracking system on thirteen challenging sequences, which include eight tracking by detection benchmark sequences (coke, david, faceocc1, faceocc2, girl, sylvester, tiger1, tiger2) and additional five sequences (board, fskater, threemen, trellis, dollar). These sequences contain varied tracking targets (e.g., human body, car, face, et al.) and different challenging situations in object tracking, as shown in Table 2 .
The proposed algorithm is implemented in C++ on a workstation with an Intel Core 2 Duo 2.66GHz processor and 4.0G RAM. The average running time of our tracker is 2-3 frames per second, which is similar to Struck under the same experimental environment. To make fair comparisons, we use the same image feature as Struck [10] and MIL [4] . The parameters are presented as follows. λ in Eq. (8) and Eq. (14) are all set to 0.1. As mentioned in Sec. 2.1, we simply consider the offset in 2D translation. we sample offsets y and z within a search radius s = 30 exhaustively in tracking stage, while on a polar grid within a search radius s = 60 in training stage. The search radius of object tracker and part trackers are all the same for all sequences. We 
Sequence Ours
Struck [10] StruckL [10] CT [28] MIL [4] OAB [8] BHMC [12] Frag [1] 1T [16] VTD [13] IVT [18] Table 1 : Compared average VOC overlap ratio on thirteen sequences. The target object of three sequences marked with star ( * ) wasn't decomposed into parts in experiment since the object is too small. Our algorithm without parts is different from Struck with linear kernel, we solve the structured SVM based on primal form. The main challenges showed in thirteen experimental sequences employ a simple heuristic to determine the number of part within the tracking object. If the ratio of width and height of object is larger than 0.5, we divide the object into four parts (two rows and two columns). Otherwise, the tracking object is divided into three parts (in vertical direction if width is larger than height, or in horizontal direction).
Main Challenges
To examine the performance of the proposed tracking algorithm, we run nine state-of-the-art algorithms with the same initial position of the tracking object. These algorithms are Struck (structured output tracker [10] ), CT (compressive tracking [28] ), MIL (multiple instance boostingbased tracker [4] ), OAB (online AdaBoost [8] , r = 1), BHMC (Basin Hopping Monte Carlo tracker [12] ), Frag (Fragment-based tracker [1] ), IVT (incremental subspace visual tracker [18] ), VTD (visual tracking decomposition [13] , and 1T ( 1 minimisation tracker [16] ). We use the publicly available source code or binary code of those trackers in the experiments. For BHMC, only partial frames can be processed by using the binary code released by authors, we report the tracking results of those frames. Because our tracker use latent structured SVM with linear kernel, we also compared Struck with linear kernel (named as Struck Linear or StruckL). For quantitative performance comparison, three popular evaluation criteria are introduced. Firstly, the mean center position error (CLE) per frame is calculated for each tracker. Secondly, we report the Pascal VOC overlap ratio, which is defined as
, where B T is the tracking bounding box and B GT the ground truth bounding box. If the VOC overlap ratio is larger than 0.5, it is considered to be successful in tracking for each frame.
Comparison of different latent structured learning schema In order to evaluate the performance of different latent learning schema, we conduct an experiment on david sequence using different form of latent structural SVM. We sort the score of candidate offsets ys at frame 112 with different latent learning schema, and report the score of maximum 100 samples in Fig. 3 . From the experimental results, we can see that the part boxes and object boxes with la-Sequence Ours Struck [10] StruckL [10] CT [28] MIL [4] OAB [8] BHMC [12] Table 3 : Compared average center location error (pixels) on thirteen sequences. The explanation of star ( * ) marked on the last three sequences is the same as Table 1 .
The centre location error plots of our tracker with/without parts and struck with linear kernel on four sequences.
tent pegasos shown in Fig. 3 (Left) are drifting heavily. On the contrary, the tracker with two-stage training maintains tracking the object and the parts robustly shown in Fig. 3 (Right). Note that the output score of two-stage training is higher than latent pegasos due to different parameter scales. What really matters is the ranking of the scores for each tracker. A good tracker should rank a good result higher. For example, the best candidate sample (the sample with red rectangle in Fig. 3 ) doesn't not get the highest score using the latent pegasos. The success rate is 0.57 and 1.00 for using latent pegasos and two-stage training, respectively. Evaluation of our tracking algorithm with and without part To justify the effect of object parts, we run Struck with linear kernel, ours tracking algorithm with and without part. Note that our algorithm without part is different with Struck with linear kernel, the structured SVM of Struck is solved in dual, but for us, it's optimised based on primal form. For generality, we choose four video sequences with different kind of objects (human body, face, rigid object and toy). Fig. 4 shows the performance of these algorithms in centre location error. Note that the quantitative VOR and CLE results, and VOR curve for these four sequences can be found in the supplementary material. We can see that ours without part gets the similar performance to Struck with lin- ear kernel, and ours with part achieves higher success rate and lower CLE than another two algorithms.
Evaluation of different part initialisations In [29] , the authors point out that the traditional latent SVM using a gradient decent algorithm requires careful part initialisation. As mentioned above, in this paper, we use a simple heuristic method to initialise part number and position. To investigate the effect of different part initialisations, we conduct two experiments with different initialised method. In the first experiment as shown in the upper row of Fig. 5 , we initialise part with the same number in sequence fskater by using our automatic heuristic method and dividing meaningful object parts manually, respectively. The lower row of Fig. 5 shows the result of the second experiment on sequence sylvester with different number of parts. From Fig. 5 , we found that two kinds of part initialisation achieve the similar CLE performance in most frames. The results indicate that our tracking algorithm is robust to part initialisation. Note that the quantitative VOR, CLE, and success rate results, and VOR curve for these four sequences can be found in the supplementary material.
Comparison of competing tracking algorithms We compare the proposed tracking algorithm with nine state-of- Table 4 : Compared success rates on thirteen sequences. The explanation of star ( * ) marked on the last three sequences is the same as Table 1. the-art tracking algorithms. Fig. 1 shows some qualitative tracking results of our tracker and another several competing trackers on three sequences (for clarity, we just show the results of five trackers with better performance.) More tracking results can be found in the supplemental material. Table 1 reports the average VOC overlap ratio of ten trackers over all sequences. Table 3 summarises the average centre location error performance of the compared tracking algorithms over the thirteen sequences. Table 4 shows the success rate. From the experimental results, we can see that our tracking algorithm obtains the best result on ten sequences. As for sequence girl, the tracking performance of our tracker is slightly lower than Stuck, it's partly due to the part will not help when each part appears similarly (e.g. the whole object region is filled with hair when the girl swivelled around). As mentioned in Table 1 , there are not many practical implications to divide the target object of sequence coke, tiger1 and tiger2 into parts due to their small object region. The results are not as well as the competing trackers. But the results of our tracker on the above mentioned four sequences are better than Struck with linear kernel. In conclusion, the proposed tracker performs well on rigid objects such as board and faces as well as deformable objects such as persons.
Conclusion We have introduced a part-based tracking algorithm with online latent structured learning. We use a global object box and a small number of part boxes to approximate the irregular object, and the model can be initialised easily. The proposed appearance model reduced the amount of visual drift. We developed an online twostage training mechanism to learn the parameter of the partbased model. The new online learning schema overcame the over-fitting caused by the complexity of part model, thus improved the tracking accuracy of object parts. We believe that the proposed part-based tracker provides powerful framework for visual tracking. We performed object tracking using the proposed algorithm on thirteen challenging sequences comparable with a few of state-of-the-art methods, the results demonstrated the effectiveness and robustness of the proposed tracker.
