Today, public areas, such as airports, hospitals, city centers are monitored by surveillance systems. The widespread use of surveillance systems reduces security concerns while creating an amount of video data that cannot be examined by people in real-time. Therefore, the concept of automatic understanding of video activities has raised the standards of security camera systems. In this paper, we propose a framework (OF-ConvAE-LSTM) to detect anomalies using Convolutional Autoencoder and Convolutional Long Short-Term Memory in an unsupervised manner. Besides the deep learning model, the feature extraction stage based on dense optical flow is applied in the framework to obtain the velocity and direction information of foreground objects. The experiments were carried out on three popular public datasets consisting of Avenue, UCSD Ped1, and UCSD Peds2. The experimental results have shown that the proposed framework models the complex distribution of the pattern of regular motion changes with high accuracy. Besides, this method was observed to outperform state-of-the-art approaches based on unsupervised and semi-supervised deep learning models.
I. INTRODUCTION
In the last decade, the widespread use of surveillance systems has brought about massive amounts of video data. For this reason, there is a growing requirement for computer-aided tools performing the automatic analysis of these data. Especially automatic understanding of activities in videos with an unsupervised manner is a very critical problem for computer vision applications [1] .
The classification of abnormal activities has attracted significant attention in the area of image processing [2] . In particular, automatic detection of abnormal activities, behaviors, or events in complex and crowded scenes is an important challenge because the definition of anomalous events in videos does not only depend on the context but also human-defined semantics. Furthermore, video data is hard to represent and model because of its high dimensionality, noise, and a wide variety of events. There are many fundamental limitations in anomaly detection of video surveillance systems. The main limitation is that there is a lack of a commonly accepted definition of anomaly because it varies significantly depending on the given scenario. For instance, running in a bank could The associate editor coordinating the review of this manuscript and approving it for publication was Guitao Cao . be defined as an abnormal behavior while running at a traffic light could be normal. Another limitation in this area is to find out in which video frames anomalies occur and to localize regions that cause anomalies within these video clips. These limitations have made it difficult for computer systems to detect video anomalies.
The extraction of proper features plays an important role in anomaly detection methods to be capable of detecting a wide variety of anomalies [3] . The most popular feature extraction methods are based on spatial and temporal features such as Optical Flow-based [4] , Histogram of Oriented Gradientsbased [5] , and trajectory-based [6] . In addition to feature extraction, learning models also have a remarkable effect on the efficiency of the approaches. Recently, Convolutional Neural Networks have been widely seen in image processing applications. There are some critical applications using CNNs such as object detection [7] , face recognition [8] , and edge detection [9] , which is closely related to the application of the paper. In particular, CNNs have shown remarkable performance in anomaly detection for videos [10] , [11] . The main advantage of CNN compared to its predecessors is that it automatically extracts the key features without any human effort. However, CNNs generally need strong-supervision, which is necessary for the training stage. Labeling data is highly time-consuming and sometimes requires expert knowledge. Besides, it may also be difficult to find a set of data containing abnormalities in large sizes.
Recently, researchers aim to bridge the gap between the performance of supervised learning, which CNNs use in the training stage, and unsupervised learning. Learning valuable features by using large unlabeled datasets has been an area of intensive research with the advent of deep generative models which include convolutional autoencoder [12] , variational autoencoder [13] , generative adversarial network [14] , convolutional long short-term memory [15] , and their variations. This paper presents a new framework in an unsupervised manner that benefited from dense optical flow-based handcrafted feature extraction, Convolutional autoencoder, and Convolutional LSTM. The pattern of apparent motion of foregrounds was obtained, such as velocities and movement directions for the input of the model. Then, the temporal and spatial patterns of normal activities were learned with the framework. Besides, while previous studies in the literature [16] - [18] have worked on grayscale video frames with a square aspect ratio such as 224x224, our framework used RGB video frames with an aspect ratio of 16:9, known as HD widescreen, as an input.
The rest of this paper is organized as follows: Section 2 provides the literature regarding the development of anomaly detection methods and state-of-the-art methods. Section 3 describes the details and key aspects of our framework and its stages. Section 4 discusses the experimental results. Finally, section 5 presents the conclusions of our study and suggestions for future work.
II. RELATED WORKS
Regarding the existing learning models, the approaches consider anomaly detection as a binary classification task, and activities are classified as either normal or abnormal. An extensive amount of literature has been devoted to the field of anomaly detection in videos, and researchers have published valuable survey articles on the literature [1] , [3] , [19] , [20] . The vast majority of anomaly detection methods in videos engage a handcrafted feature extraction stage, followed by establishing a pattern model using videos containing only regular activities. Any activity that does not fit the learned model is considered as an anomaly. Previous studies in abnormal event detection in videos concentrated on handcrafted features and deep learning-based approaches.
Handcrafted approaches extract different types of motion information such as trajectories, optical flow, and histogram of gradient. Then they try to model normal or abnormal patterns of the scenes. Trajectory estimation is a widely used task in the feature extraction process. The trajectory-based models generally learn the normal pattern of trajectories and describe the dynamic information of moving objects. Visual tracking algorithms are employed to obtain the motion of moving objects in the videos. In a pioneering study [21] , a statistical-based method, which learns from the long image sequences for event detection, was presented. For tracking multiple objects, Hu et al. [22] proposed a system that automatically learns motion patterns of moving objects and uses a fuzzy k-means based tracking algorithm. Jiang et al. [23] proposed a video event detection method based on Hidden Markov model (HMM) in an unsupervised learning manner. The model is capable of preventing overfitting via including a dynamic hierarchical process incorporated. In another study [24] , unlike convolutional trajectory-based approaches, they combined the output of trajectory and pixel-based analysis. Therefore, the method is able to consider not only object trajectories but also the speed of the objects. As a result, trajectory-based approaches have good performance when the scenes are sparse because detecting and tracking moving objects are easy in sparse scenes. On the opposite, the success of the trajectory-based methods degrades in crowded scenes due to the difficulty of detecting and tracking objects.
Deep learning has been one of the most remarkable rising research areas due to bearing high potential to change the pattern of learning in almost every area of human life. Deep learning-based approaches have proved their success in many image processing and computer vision tasks as well as anomaly detection in videos. Researchers have recently proposed generative models of regular activity patterns with the consideration of the difficulty of finding abnormal activity patterns. Generative adversarial networks and especially convolutional neural networks are commonly used to build generative models. Convolutional neural network was initially used for anomaly detection to obtain both spatial and temporal features in the study [10] . However, CNNs were not built to learn temporal features in mind and are not a natural fit for videos. Convolutional Autoencoder is a good alternative to CNNs. Hasan et al. [12] proposed an approach that benefits from both fully connected autoencoder and fully convolutional feed-forward autoencoder to learn temporal regularity. The approach benefits from either state-of-the-art motion features or obtained features from autoencoder. To learn spatio-temporal representations better, Medel and Savakis [24] proposed a convolutional long-shortterm memory network that is capable of encoding a video sequence. Another study [2] takes advantage of ConvAE and ConvLSTM together. Thus, the framework allows the extraction of spatial features and their temporal evolutions. In a similar study [25] , The ConvAE + ConvLSTM model was trained by minimizing a Weighted Euclidean Loss. Principal Component Analysis (PCA) was used for segmentation of moving foregrounds from the video volume, and then the loss function was calculated with only extracted foregrounds. Thus, the influences of backgrounds were reduced.
Previous literature has shown that unsupervised deep learning models are prevalent and making progress in performance day by day. Especially, autoencoder based methods have come to the fore due to the easiness of its application and relatively reduced processing time for real-time surveillance systems. 
III. MATERIALS AND METHODS
In this study, a convolutional autoencoder method is employed to learn the pattern of normal activities in videos. The main idea of the framework is that the frames, which contain any abnormal event, give significantly different motion pattern than the normal frames. As an input to the encoder, dense optical flow maps are used. Then the network is trained with videos in which no abnormal event is included. After the training stage is properly done, the autoencoder can model the complex distribution of the pattern of normal motion changes. If an input video has an abnormal event, the model is expected to give a higher reconstruction error. Besides, the model was able to reconstruct optic flow maps for corresponding normal video volumes.
Our framework consists of three main stages. The first stage of the framework, called preprocessing, aims at extracting dense optical flow map of each frame. In the second stage, the convolutional autoencoder is used in order to obtain the spatial structure of each dense optical flow map volume. The last stage includes a convolutional long short-term memory network to learn the temporal patterns of encoded optical flow maps.
A. PREPROCESSING
The objective of the preprocessing step is to obtain acceptable input in terms of suitability to real-time application and the model. The preprocessing stage consists of two parts: rescaling and obtaining optical flow maps of each eight consecutive video frames. The universal video format of today is 16:9 [26] , which is an aspect ratio with a width of 16 units and a height of 9 units. In our study, each frame was extracted from the dataset videos and rescaled to 320 x 180. In this way, we both reduced the dimension of the frames and kept the aspect ratio. At the last step of the preprocessing, the frames were converted to grayscale. Preprocessing flow is given in Fig. 1 .
The inputs of the framework are formed by optical flow displacements areas between eight consecutive video frames. As the second step in the preprocessing, Farneback optical flow is employed to obtain dense optical flow maps. Therefore, the velocity and direction information of foregrounds objects are obtained. Farneback [27] proposed a dense optical flow algorithm based on modeling the neighbors of an observed pixel by quadratic polynomial basis. The term dense means optical flow is calculated for every single pixel in the frame. The cost resulting from the calculation of optical flow for each pixel can be easily solved with Farneback algorithm as it is linear. The principle is to represent the video signal in the neighborhood of each video frame by a 3D surface and identify the apparent motion of frame objects by finding the motion of pixels moving between two consecutive frames. For Farneback algorithm, quadratic polynomials expressed in a local coordinate system,
where A represents a symmetric matrix, b stands for a vector, and c is a scalar. The coefficients are computed from a weighted least squares fit to the signal values in the neighborhood. Polynomial for the first frame is given in (2), and the next frame with displacement is given in (3).
Displacement d is obtained by approximating the neighborhood polynomials on two consecutive video frames. The frame f 1 (x) is obtained at time t, and consecutive frame f 2 (x) is obtained at time (t + dt).
Equating coefficients of (2) and (3) in the quadratic polynomials yields,
When at least A 1 is non-singular, (6) can be solved for the translation d.
An obtained displacement vector yields a motion vector corresponding to displacement. At the final stage of optical flow, displacement vectors are converted to color codes displayed in Fig. 2 . The colors represent the direction of the optical flow vector, while the magnitude is converted into the color intensity. The dark colors indicate relatively low flow magnitudes, and green, blue, red, and other colors stand for a specific direction and flow magnitudes. After the preprocessing step, optical flow maps of eight consecutive video frames are obtained. These optical flow maps would be the inputs of our deep learning model. The training stage will be explained in the next section.
B. DEEP LEARNING MODEL
Our deep learning model is shown in Fig. 1 as a training stage. The model consists of a spatial decoder and an encoder with convolutional LSTM layers. In this way, it is aimed to establish an unsupervised model in order to learn the motion pattern of normal behavior in the training phase. As known, the traditional autoencoder models are incapable of maintaining the spatial features of images [28] . Therefore, Masci et al. [29] proposed a convolutional autoencoder that learns the optimal filters for minimizing reconstruction error. Convolutional neural networks generally provide unsupervised learning and solve classification problems. In contrast, convolutional autoencoders provide reconstructed images by using back-propagation in an unsupervised manner and preserve the spatial relationship of video frames.
Spatial convolution maintains the spatial correlation between image areas by using square filters. These filters are used in convolution operations that perform dot products with local regions of a given image. Assume that we are given n x n square and m x m filter, the convolutional layer output will be (n-m+1) x (n-m+1). Besides filter properties, the parameters, such as number of layers, number of filters, size of filters, and stride values are needed to be specified for the learning performance of the model. The most important issue that restricts us is that increasing the number of filters requires extra computational time and memory. In this study, the proposed architecture was determined considering the needs and experimental studies. The structure of the proposed deep learning method is shown in Fig. 3 .
For sequence modeling and learning, LSTM, as a special recurrent neural network architecture, has achieved remarkable results for temporal sequences in various studies [30] - [33] . The major advantage of the LSTM is that it has a memory cell in its structure [34] .
The LSTM has achieved remarkable success in obtaining correlations between temporal events. ConvLSTM [34] allows LSTM to work on video data by substituting the matrix multiplication of LSTM with the convolutional operation. In this way, ConvLSTM captures both temporal and spatial information and provides superior performance with video frames comparing to fully connected LSTM [25] . As shown in Fig. 3 , our framework consists of three ConvLSTM layers in order to learn temporal information of video frame sequences.
The ConvLSTM is expressed as follow [34] :
where x t and h t refer to the network input and output at time t; i t , f t , o t stand for the input gate, forget gate, and output gate, respectively. The temporal information is stored in the memory cell c t . The weights of the convolutional filters are represented with w xi , w hi , w xf , w hf , w xo , w ho , w xc , and w hc . σ and b represent the sigmoid activation function and bias, respectively. The operation stands for multiplication, and * stands for convolutional operation.
C. REGULARITY SCORE
For performance assessment, the optical flow map volumes are compared, which are the inputs of our model obtained VOLUME 7, 2019 after the preprocessing stage, with reconstructed optical flow map volumes, which are the outputs of our model. After the training stage, a reconstruction error between an optical flow volume and corresponding reconstructed optical flow volume for each eight consecutive video frames is computed according to the multi-scale structural similarity (MS-SSIM) [35] quality metric. State-of-the-art anomaly detection methods in videos generally use pixel-wise the mean squared error (MSE), which is derived by squared intensity differences of an input image and reconstructed image. MS-SSIM provides the similarity map in the pixel domain. For any two optical flow map input x and output y, MS-SSIM models the similarity between them as three complementary components, which are structural similarity, contrast similarity, and luminance similarity. The mathematical notations of the metric were given in the study [35] . We compute the anomaly score of an optical flow volume (x) and corresponding reconstructed optical flow volume f w (x) as follows:
f w denotes the weight obtained from the model. Anomaly score of volume a(x) is obtained by summing up all the pixelwise errors. Finally, the regularity score of r(x) is derived by scaling to a range of the anomaly score to 0 to 1, and subtracting normalized anomaly score from 1:
We also used the Persistence1D [36] algorithm to avoid the local minima problem in the regularity score. We assume that an event must take at least 48 frames to occur to deal with the local minima problem. Thus, the success of the method is increased in the frame-level anomaly detection.
IV. EXPERIMENTS AND ANALYSIS A. DATASETS
In order to conduct a comprehensive evaluation, we worked on three well-known datasets: Avenue [37] , The UCSD Anomaly Detection Dataset [38] : Ped1, and Ped2. The datasets included both train and test videos. Training processes with the train videos containing only regular events were set up for each dataset. The models were evaluated with the test videos containing both normal and abnormal events.
Avenue dataset consists of 16 training and 21 test videos acquired with a stationary camera. The total frame number is 30652, and the duration of videos is equal or less than one minute. The average video length of videos was 37.75 seconds for training, and 28.6 seconds for testing. Training videos contain pedestrians at the entrance of the subway. The test dataset also includes regular events like a pedestrian walking to the subway entrance, as well as abnormal actions such as walking and running in the opposite direction. The challenges in Avenue dataset are some crowded scenes, camera shakes in one of the test videos, and some normal patterns that rarely come out in training data.
The UCSD Dataset was obtained with a stationary camera mounted at a high distance, overlooking 
B. IMPLEMENTATION DETAILS
We used Adam optimizer to optimize the model with the hyperbolic tangent as the activation function. The learning rate was automatically adjusted in accordance with the update history of model weights. The batch size was set as 64, and each training volume was trained up to 150 epochs. However, when the reconstruction lost does not decrease for 20 epochs, the training stage is automatically terminated. For optical flow, pyr_scale, window size, iterations, poly_n, and poly_sigma were selected as 0.5, 15, 3, 5, and 1.1, respectively.
Training and evaluation of the model were performed on a personal computer running 64-bit Windows 10 Pro operating system with an Intel Core i7-7700K CPU and 16 gigabytes DDR4 RAM. Graphics card was GeForce GTX 1070 with 256 bit 1920 CUDA cores and 8 GB GDRR5 RAM. Implementations of the models were written in python 3.6 version with using CUDA 9.
C. PERFORMANCE METRICS
In evaluating the performance of anomaly detection methods in videos, Receiver Operating Characteristic (ROC) curve and area under the curve (AUC) metrics were used. Using the AUC metric, the detection performance of our framework was quantitatively evaluated. The definitions of performance measure for comparisons are as follows: (FP+TN) , and TPR is calculated by TP/(TP+FN). ROC curve provides a way to evaluate the model at all thresholds of score returned by a classifier. AUC is a common metric for assessing ROC curves, and it is the area under a ROC curve. The AUC degrades the curve to a single number in order to make the result easier to compare a considerable number of methods. The AUC value ranges from 0 to 1, and an AUC of 1 represents the best classification result. Further information and detailed definitions of the evaluation metrics can be found in [39] .
D. EXPERIMENTAL RESULTS
The illustration of an example of model input is given in the second and fourth columns in Fig. 4 . Each frame was extracted from the dataset videos and rescaled to 320 x 180. Then, dense optical flow of each frame was computed. The input of the model was defined as eight consecutive optical flow maps in Fig. 4 (b1) and Fig. 4 (b2) .
The regularity score provides information about the possibility of abnormal activity in the video frames. Frames containing abnormal activities are expected to give a low regularity score, whereas frames containing normal activities are expected to give a high regularity score. Fig. 5 . illustrates the regularity scores on a sample from the Avenue dataset. In the figure, red areas represent the anomalies obtained from the ground truth. The yellow area is an example of normal activity in video clip 4. The anomalies in video clip 4, running to the left and running to the right, can be observed as they produce low regularity scores with strong downward spikes. This situation indicates that the evaluated video frames contain abnormal conditions. As shown in Fig. 5 , regular pedestrian activities give high regularity scores, and these scores approach 1.
We provide frame-level and event-level performance comparison for the datasets. The effectiveness of the proposed framework was tested by comparing our model with six different approaches based on autoencoder. These are Con-vAE [12] , ST-AE [2] , ConvLSTM-AE [40] , Two-Stream R-ConvVAE [41] and WCAE-LSTM [25] , and STAN [42] . ConvAE [12] benefits from both fully connected autoencoder with trajectory-based handcrafted spatio-temporal features and convolutional autoencoder. The main limitation of the ConvAE is directly affected by the success of the trajectorybased feature extraction stage. It is because the success of the trajectory-based methods decreases in crowded scenes due to the difficulty of detecting and tracking objects. ST-AE [2] proposed spatio-temporal architecture, which leverages Convolutional AE and Convolutional LSTM without using any handcrafted local features. In this way, the method captures the spatial and the temporal features of videos with fast training and testing time. However, the fact that ST-AE does not use any handcrafted features as an input has reduced the performance of the method. ConvLSTM-AE [40] integrates Convolutional Neural Network and ConvLSTM with autoencoder in order to encode the pattern of normal activities. Two-Stream R-ConvVAE [41] aimed to model regular scenes by using two-stream recurrent variational autoencoder in a semisupervised learning manner. WCAE-LSTM [25] proposed a weighted ConvAE and LSTM in order to encode spatial and temporal information of video frames. WCAE-LSTM [25] proposed a weighted Euclidean loss in order to extract foreground objects. In this way, the method was aimed to concentrate on moving objects without being affected by TABLE 1. Frame-level performance comparison of state-of-the-art approaches and our framework. UAC illustrates the detection ability of the methods. AUC ranges in value from 0 to 1, and higher AUC is desired. A model of which the predictions are 100% true has an AUC of 1. backgrounds. However, segmented foreground objects only provide information about the presence and shape of moving objects. Whereas, optical flow provides rate and direction of motions, alongside presence and shape information of moving objects. STAN [42] proposed a generative spatiotemporal adversarial network model to reveal whether the video frame sequence is real or fake. The model consists of a spatio-temporal generator and a spatio-temporal discriminator in order to efficiently represent spatio-temporal features of normal activity patterns. The generator generates interframes, and through the adversarial learning, the discriminator is trained to distinguish real frames from the frames generated by the generator. The advantage of STAN [42] is that it gives more robust results in complex scenes with frequent occlusions than our method. Despite the capabilities of the proposed methods, our framework is superior because it is less affected by the backgrounds and utilizes the velocity and direction information of foreground objects sufficiently. Table 1 illustrates the frame-level performance comparison of area under ROC curve (AUC) between state-of-the-art methods and our framework for UCSD and Avenue datasets. According to the results, our framework is comparable to the state-of-the-art based on autoencoder. The proposed framework provided the best performance in anomaly detection for the Avenue and the Ped1 datasets with the 89.5% and 92.4% AUC scores, respectively. However, the AUC result of the STAN [42] is better than the proposed method for the Ped2 dataset. One of the reasons is the difficulty of our method in modeling activities that take place very far from the camera. Another reason may be that it is very difficult to get accurate and stable results due to the size of the Ped2 dataset, which contains only 16 training and 12 test videos.
The detailed information about the datasets and anomaly detection performance of our framework such as the total frames of the datasets and their frame numbers with anomalous activities, frame numbers with normal activities, and the number of true positives, false positives, true negatives, and false negatives are provided in Table 2 . Event-level performance comparison of the methods is also presented in Table 3 . We got better results than state-of-the-art methods for the Avenue and Ped1 datasets. For the Avenue dataset, our framework could not detect only two running events. It could be because the running events were among the pedestrians and quite far away from the camera. We detected an equal number of anomalous events with the studies [12] , [41] ; however, the framework gave less false alarms compared to the studies. Despite detecting all anomalous of the Ped2 dataset, the false alarm rate of our framework is higher than the studies [12] , [41] , [42] . As a result, our framework has shown superior performance to the state-of-the-arts, considering the average accuracy for all datasets.
Run-time analysis on our framework for both CPU (Intel Core i7-7700k 4.20GHz) and GPU (NVIDIA GeForce GTX 10170) is given in Table 4 . For CPU, the framework can handle approximately 4 frames; besides, the GPU process approximately 42.5 frames per second. This means that the graphics card runs about 10 times faster than the CPU.
V. CONCLUSION
A new framework was introduced to detect anomalies in videos based on an unsupervised generative model. The framework generates reconstructed dense optical flow maps and reconstruction error between input optical flow maps and corresponding reconstructed dense optical flow maps. In this paper, the success of the method in modeling normal behavior patterns and detecting abnormal behaviors was addressed.
We experimentally evaluated our model on the datasets, and the results indicated that the framework is effective in anomaly detection in videos. For future study, we are planning to investigate how to obtain interaction forces between foreground objects in addition to optical flow information without reducing model interest for real-time applications.
