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School of Biomedical, Biomolecular and Chemical Sciences, University of Western Australia, Crawley, Western Australia, AustraliaABSTRACT The ability of macrocycles, enzymes, ion channels, transporters, and DNA to differentiate among ion types is
often crucial to their function. Using molecular dynamics simulations on both detailed systems and simple models, we quantify
the importance of several factors which affect the ion selectivity of such molecules, including the number of coordinating ligands,
their dipole moment, and their vibrational motion. The information resulting from our model systems is distilled into a series of
selectivity maps that can be used to read off the relative free energy associated with binding of different ions, and to provide an
estimate of the importance of the various factors. Although our maps cannot capture all elements of real systems, it is remark-
able that they produce differential site-binding energies that are in line with experiment and more-detailed simulations for
a variety of systems—making them useful for understanding the origins of selective binding and transport. The chemical nature
of the coordinating ligands is essential for creating thermodynamic ion selectivity in flexible molecules (such as 18c6), but as the
binding site becomes more rigid, the number of ligands (as in ion channels) and the reduction of thermal fluctuations (as in
amino-acid transporters) can become important. In the future, our maps could aid in the determination of the local structure
from binding energies and assist in the design of novel ion selective molecules.INTRODUCTIONMany biological molecules, including ion channels, trans-
porters, enzymes, macrocycles, and DNA, selectively bind
or transport ions. In most cases, the differentiation between
ion types is critical to the function of the molecule. For
example, potassium channels must be able to rapidly move
Kþ out of a cell while preventing the passage of Naþ, other-
wise the electrochemical gradient across the cell membrane
would be lost, and the cell would die (1). Ions also play
important and specific roles in the structure and function of
many enzymes; binding of the wrong ion can inactivate
such molecules, thus perturbing important regulatory
systems (2). Natural macrocyclic ionophores such as valino-
mycin and nonactin, as well as synthetic counterparts such as
crown ethers and cryptands, can also selectively complex
ions and have found uses in electrophysiology, in catalysis,
and in building ion-selective electrodes.
The discrimination between Kþ and Naþ is particularly
interesting given their prevalence in biology and their iden-
tical charge, spherical nature, and similar size. There has
been a long history of describing selectivity in small macro-
cyclic ligands which particularly highlighted the role of
rigidity in creating a cavity that preferentially bound ions
of a certain size (3). Biological macrocycles such as valino-
mycin, however, are conformationally flexible, and pioneer-
ing free energy simulations highlighted the importance of
the solvation energies of the ions and the strength of the
electrostatic interaction with the closest ligands as playing
an important role in creating selectivity in addition to struc-Submitted August 5, 2010, and accepted for publication November 15, 2010.
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0006-3495/11/01/0060/10 $2.00tural (steric) considerations (4,5). Recently, there has been
much discussion of the origins of selectivity in potassium
channels that are able to discern between Kþ and Naþ
ions with up to 1000-fold preference for Kþ (6–9). Selec-
tivity is achieved in a narrow region of the channel known
as the selectivity filter, which is lined with carbonyl oxygens
that coordinate permeating ions (10,11), creating a thermo-
dynamic preference for binding Kþ relative to Naþ in the
range of 5–6 kcal/mol (6–9,12,13). The preference has
been suggested to at least partly arise due to the channel
better-compensating the energy cost of dehydrating Kþ
than of Naþ.
Many of the explanations for ion selectivity in Kþ chan-
nels are thermodynamic in nature, and this article works
from this basic premise. For a long time the most widely
held view attributed selectivity to the better structural fit
of Kþ into the selectivity filter binding sites than could
occur for the smaller Naþ (14,15), seemingly consistent
with the crystal structures (10,16). However, in its simplest
form, such an explanation requires that the protein main-
tains a large degree of rigidity because the two ions differ
in ionic radius by only 0.38 A˚. Noskov et al. (12) and Nos-
kov and Roux (17) challenged this structural explanation of
selectivity, arguing that not only is the channel likely to be
too flexible for this mechanism to work, but also that such
flexible sites can still achieve Kþ selectivity.
They showed that the balance of local ion-ligand and
ligand-ligand interactions can create preferences for differ-
ent ions in flexible/dynamic ion binding sites, in line with
ideas presented by Eisenman (18) and previously suggested
to operate in valinomycin (4). Thus, the precise selectivity
is determined by the chemical nature and the number
of ligands coordinating the ion, which determine thedoi: 10.1016/j.bpj.2010.11.022
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Considerable subsequent analysis has attempted to assess
the relative importance of the ligand type and ligand
number in potassium channels. Although all investigators
acknowledge that both can be important, some emphasize
the role of restriction of coordination numbers (13,19–21),
others reemphasize the chemical nature of the ligands
(22,23), and others maintain a more agnostic view (24–26).
Kinetic factors have also been suggested to be impor-
tant in preventing intracellular Naþ from permeating the
pore (27).
All the factors discussed for Kþ ion channels are likely to
be important to a greater or lesser extent for ion selectivity
in a large range of biological ion binding sites. It is our aim
to investigate the conditions in which each factor becomes
important in creating ion selectivity in a number of specific
biological molecules. Although there is an infinite range of
factors over which to explore selectivity, here we systemat-
ically explore only four factors:
1. The magnitude of the dipole moment of the coordinating
ligands.
2. Restrictions on the number of coordinating ligands, and
the somewhat related concepts of:
3. Cavity size of the coordination site and
4. The thermal fluctuations in the positions of the ligands.
Factors 2–4 are imposed by the protein scaffold and share
some characteristics with a weak interpretation of the early
structural fit hypothesis, whereas factor 1 is an intrinsic
property of the coordinating ligands.
Admittedly, the factors chosen for investigation in this
article are arbitrary. For example, one could choose instead
to examine the ion-ligand and ligand-ligand energy contri-
butions. We chose the above set of factors because we
believe they afford the most explanatory power, since they
can used to directly analyze binding-site structures found
in the Protein DataBank. Furthermore, as defined below,
the energetic contributions arising from these factors can
be defined in such a way that they additively combine to
the total selectivity of the site.
Model systems have been used to isolate each of the
factors above to investigate the conditions under which
each dominates the contribution to ion selectivity. The
models range from an ion in a liquid of ligands of variable
dipole moment, to an ion surrounded by a fixed number of
ligands constrained within a sphere and, finally, to an ion
surrounded by ligands tethered with variable force constants
to the vertices of classic coordination polyhedra at a fixed
distance from the central ion. The resulting information
yields insight into the interplay of the various factors in
achieving selectivity in a range of biological molecules.
The understanding gleaned from these models is tested
against additional detailed atomistic molecular dynamics
simulations on the full biological molecules in question
and with experimental data.The use of model systems to study selectivity in ion chan-
nels was pioneered by Noskov et al. (12). In this article, we
hope to extend this work and show how the binding energy
explicitly depends simultaneously on all the factors
described. Bostick et al. (21) have also used simplified
models and molecular dynamics simulations to investigate
ion selectivity. Binning techniques with an ion solvated in
a liquid were used to derive how the free energy of binding
depends on the average ion-ligand separation and the
average coordination number. In this article, we explore
more parameters, in particular the dipole moment of the
ligand and the dynamic flexibility of the coordinating atoms.
Like Noskov et al. (12) and Bostick et al. (21), we produce
selectivity maps, but in our case, these are obtained by using
constrained (biased) sampling of the configuration space.
We have previously used simplified molecular dynamics
(MD) models and quantum mechanical (QM) models to
examine selectivity in KcsA (13). Varma and Rempe (19)
and Dudev and Lim (25) examine a larger range of param-
eters within a QM framework highlighting similar trends
to those seen in MD, but such QM approaches cannot easily
cover the same range of parameters as the MD simulations
carried out here.
The question arises: Are the simplified models used in
this article capable of producing quantitative or even semi-
quantitative ion binding energies? First, this depends on
whether the free energy of binding is dominated by local
contributions. Second, it depends on whether we can calcu-
late accurate energies for the locally interacting atoms; in
general, this is a question of the accuracy of the force field
or other methods used. The veracity of the first assumption
can be tested by comparison with large-scale atomistic
calculations. The second can be tested against more accurate
calculations and/or experimental data.
Nonlocal effects such as strain energy with atoms not
directly coordinated to the ion and cases where different
ion types have a different number of coordinating ligands
when in the same site could be important and therefore
would cause simplified models like ours to break down. A
number of these effects have been examined in detail and
are briefly presented here and at length in the Supporting
Material. Provided one keeps in mind these limitations,
the selectivity maps that we produce from our models could
be of great value for interpreting and understanding ion
selective binding.METHODS
Model systems
Four local factors affecting ion selectivity (dipole moment of the ligand,
number of ligands, cavity size, and thermal fluctuations) were investigated
using free energy perturbation molecular dynamics (FEP MD) simulations.
Ion exchange reactions were used to compare selectivity between ions.
Fig. 1 is an overview of the three families of model systems, successively
more elaborate and nuanced, used to model a generalized ion bindingBiophysical Journal 100(1) 60–69
FIGURE 1 Families of model systems used in this study. The first family
is used to examine the influence of the ligand dipole moment (characterized
by the charge on the ligands q) on ion selectivity whereas families 2 and 3
introduce the effect of the ion coordination number (n) and harmonic
restrictions on the ligand position and thermal motion (characterized by
rKþ , rNaþ and k), respectively. Ideally, a consistent nonoverlapping set of
systems would be employed (left). However, due to limitations in computa-
tional power, the simplified systems on the right were used. (Squares repre-
sent periodic boxes of model ligands, large circles represent spherical finite
droplets of model ligands, and small circles represent constraints on the
number of ligands that can coordinate the ion.)
62 Thomas et al.site. The most complex model considers an FEP between two ions, where
each of the dipole moments (characterized by q), the number of ligands
(n), the distance of the ligands from each ion (rKþ and rNaþ ), and the thermal
fluctuation of the ligands (characterized by k) are systematically varied. By
building up from a simple system, each of these factors can be investigated
in turn. Once we have chosen to examine particular factors, the only
obvious way in which to explore them is to build them up in the sequence
shown in the Fig. 1 and described below.
In the first family of model systems, Fig. 1, family 1, we looked at the
influence of ligand dipole moment in isolation by considering the exchange
of an ion Mþ (where M ¼ Li, Na, Rb, and Cs) with Kþ between water and
a second solvent, Sol(q), with controllable dipole moment (controlled by
the partial charge q):
Mþ =H2O þ Kþ =SolðqÞ !DGq Kþ =H2O þ Mþ =SolðqÞ:
(1)
The change in free energy DG indicates the partitioning of the two ions
(Mþ and Kþ) between the solvents. The DG value for the exchange reaction
is calculated as the combination of two individual FEP simulations (28)
(one for each solvent) in which an ion of one type is slowly morphed
into another over a number of steps. Bulk water was represented by
a 30  30  30 A˚ TIP3P periodic water box with a counterion while the
second solvent was a 30  30  30 A˚ box of abstract ligands based on
the structure of formaldehyde molecules. The model ligands are not in-
tended to represent formaldehyde itself, but rather an abstract, simple
dipole that we can manipulate as a crude representation of a range of
ligands of different chemical composition. The dipole moment of the
abstract ligands was set by altering the partial charge on the carbon and
oxygen atoms (C ¼ q, O ¼ q, H1 ¼ 0, H2 ¼ 0). The model ligand boxBiophysical Journal 100(1) 60–69simulation was equilibrated with partial charge 0.51 under an NPT
ensemble before subsequent FEP simulations were conducted under an
NVT ensemble, such that the ligand density was the same for all values
of the partial charge.
In the second family of binding-site models, Fig. 1, family 2, restrictions
on the coordination number of the ion were imposed to add to the effect of
the ligand dipole moment. This was done by forcing n ligand oxygen atoms
into the first solvation shell of the ions, yielding another ion exchange
reaction:
Mþ =H2O þ Kþ =modelðn; qÞ !
DGnq
Kþ =H2O
þ Mþ =modelðn; qÞ: (2)
For this purpose, the oxygen atoms were held with a flat-bottom, steep
harmonic potential within a 3.5 A˚ sphere (4.0 A˚ for Csþ) representing
position of the first minimum in the radial distribution function of Kþ
in water. Three varieties of this second family of model sites were
considered as shown in Fig. 1; all comprised of the n ligands forming
the binding site which were surrounded by (a) periodic box of model
ligand molecules, (b) finite spherical droplets of model ligand molecules,
and (c) a vacuum. The significance of these different models is discussed
below.
Whether a Kþ ion is thermodynamically likely to leave the bulk water to
enter a binding site was determined from the FEP-MD of another ion
exchange reaction:
Kþ =H2O þ modelðn; qÞ !
DGentry
H2O þ Kþ =modelðn; qÞ:
(3)
The free energy was calculated by conducting two FEP calculations:
the first where Kþ disappears in a 30  30  30 A˚ TIP3P periodic water
box, and the second where Kþ appears in a model ligand system. The elec-
trostatics in these simulations was conducted using a cutoff of 12 A˚,
so that problems associated with using a lattice sum method could be
avoided (29). Two additional sources of error could potentially arise due to
the use of the double-annihilation method (30) and the sensitivity of the
system to the boundary conditions and the treatment of electrostatics (29).
Correction terms were calculated for each of these factors (see the Support-
ing Material). DGentry for the other ion types is determined by combining
Eqs. 2 and 3.
In a final family of binding sites, Fig. 1, family 3, the influence of cavity
size and thermal fluctuations was investigated on top of the ligand dipole
and coordination number. In these the n ligands coordinating the ion were
placed at the vertices of optimal coordination polyhedra (trigonal bipyra-
midal for n ¼ 5, octahedral for n ¼ 6, and cubic for n ¼ 8). The size of the
binding cavity was controlled by placing a harmonic restraint with force
constant k on the oxygen atoms at a distance rKþ and rNaþ from K
þ and
Naþ, respectively, and the thermal fluctuations of the coordinating ligands
(measured by the root-mean-square deviation (RMSD) of the oxygen atoms
relative to a fixed ion) controlled by the magnitude of k. The oxygen atoms
were additionally constrained to the same 3.5 A˚ sphere about the ion tomain-
tain the desired coordination number, avoiding entropic divergences that
could arise in an unconstrained system.To determine the effects of restricting
ligand thermal fluctuations on selectivity, two separate sets of FEP were
required. This is to account for the changing ion-ligand distance when
different ions occupy the binding site:
Kþ =modelðrKþ ; ks0Þ !
DGkr
Kþ
Kþ =modelðrKþ ; k ¼ 0Þ;
(4)
Naþ=modelðrNaþ ; ks0Þ !
DGkr
Naþ
Naþ=modelðrNaþ ; k ¼ 0Þ:
(5)
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between Kþ and Naþ in a hypothetical binding site incorporating each of
the local factors:
Naþ =H2Oþ Kþ =modelðn; q; rKþ ; kÞ!
DGnqkr
Kþ rNaþ
Kþ =H2O þ Naþ =modelðn; q; rNaþ ; kÞ:
(6)
The change in free energy from the exchange reaction of Kþ and Naþ
between water and the binding site that includes all our factors of interest
is then (as dictated by equations (2) þ (4)  (5)):
DGnqkrKþ rNaþ ¼ DGnq þ DGkrKþ  DGkrNaþ : (7)
Unless otherwise stated, simulations are run using NAMD2 (31) with the
CHARMM27 force field (32) at 310 K with 1 fs timesteps. More detailed
simulation setups are provided in the Supporting Material.Energy contributions
To determine the contribution to selectivity from the various factors, we
combined the results of the ion exchange reactions described above. The
free energy contribution from ligand dipole alone is derived from the first
family of model systems as DGq (Eq. 1). In the idealized case, depicted
on the left side of Fig. 1, the only difference between the first and second
families of model system is the constraint on the ligand number, and
thus, the free energy contribution from coordination number restriction,
DGn, can be determined from Eqs. 1 and 2:
DGn ¼ DGnq  DGq: (8)
The only difference between the second and third families of model
system is the inclusion of a harmonic restraint placed on the oxygen atoms
of the coordinating ligands and by placing these atoms at r to control cavity
size and thermal fluctuations. Thus, the free energy contribution is calcu-
lated from Eqs. 4 and 5 as
DGkrKþ rNaþ ¼ DGkrKþ  DGkrNaþ : (9)
Defined in this way, the components are strictly additive, i.e., the total
free energy difference in model system 3 is the sum of these three free
energy contributions.
Unfortunately, using the idealized model systems described above is
computationally expensive. As each contribution is added, the number of
parameters used to describe the model system increases, and thus the
number of simulations needed to survey the parameter space increases
significantly. To this end, some approximations were used in our systems
to decrease the time needed to conduct the FEP, as depicted on the right
side of Fig. 1. The ideal model system 2 (using a periodic box of model
ligands) was used for one set of parameters only, namely (n, q) ¼
(8, 0.5). To reduce the size of the medium surrounding the binding site,
subsequent simulations were conducted by keeping only the model ligand
molecules within in a 10.5 A˚ radius sphere around the ion and simulating
the system in a spherical constraint rather than with periodic boundaries
(model 2b).
To reduce the size of the system even further, a final family of models
were used in which all model ligand molecules not directly coordinating
the ion were removed. One could argue which model system best represents
the environment of a protein binding site, and for this reason we include
results of all model systems in Table 2 (seen later), or in the Supporting
Material. For our energy components to remain strictly additive, a consistent
family of model systems must be used. Because we have introduced
approximations, our energy components should be seen as indicative rather
than as strictly additive; however, as shown in the Supporting Material, the
difference in the relative contributions of each of the factors found using the
ideal and approximate model systems is small.The fractional contribution to ion selectivity is defined as
cq ¼
DGq
jDGqj þ jDGnj þ


DGkrKþ rNaþ



; (10)
cn ¼
DGn
jDGqj þ jDGnj þ


DGkrKþ rNaþ



; (11)
cr ¼
DGkrKþ rNaþ
jDGqj þ jDGnj þ


DGkrKþ rNaþ



; (12)
where cq, cn, and cr are portions from dipole moment, coordination number
restriction, and cavity size/thermal fluctuations, respectively. To obtain
these values, DGq and DGn were calculated using the 2B family of model
systems from Fig. 1. This was done so that the fractional contributions cor-
responding to these could be broken down in an additive fashion. The term
DGkrKþ rNaþ was calculated using model 3.Biological simulations
For comparison with the model systems, FEP simulations are also con-
ducted on full biological systems (e.g., full protein, solvation box and lipid,
and periodic boundaries under an NPT ensemble) for each molecule
studied. Details of each simulation system are given in the Supporting
Material . The RMSD information was calculated by Celik et al. (33) during
simulations investigating substrate binding in the leucine transporter.RESULTS AND DISCUSSION
Influence of ligand dipole moment
The role played by the dipole moment of the coordinating
ligands is elucidated by investigating the free energy
changes involved in an ion-exchange reaction for the group
I ions between water and a second solvent with a dipole
moment controlled by adjusting the partial charge on each
end of the dipole. For simplicity in our results, we refer to
only the positive value of the partial charge on the ligands q.
Because the parameters for Liþ, Rbþ, and Csþ are less well
developed, results for these ions are included only to show
qualitative trends.
As can be seen in Fig. 2, the smaller ions (Liþ and Naþ)
selectively partition into the solvents of greater dipole
moment and the larger ions (Rbþ and Csþ) into that with
smaller dipole moment. A binding site with highly charged
ligands is therefore likely to be selective to smaller ions and
vice versa, confirming that selectivity can, in principle, be
generated by considering only the dipole moment of the
ligands. This supports previous studies that suggest the pres-
ence of highly charged ligands could be responsible for the
Naþ selectivity of sodium channels (12,13) and the binding
sites within the GluR5 kainate receptor (34). The ligands
used in our model systems represent an abstract generalized
dipole, and this must be taken into account when equating
them to real chemical groups. For example, the dipole
moment of the protein backbone carbonyl group will beBiophysical Journal 100(1) 60–69
FIGURE 2 Influence of ligand dipole moment on ion selectivity. Nega-
tive values indicate that an ion Mþ is more likely to leave water and enter
the alternate solvent than Kþ.
64 Thomas et al.somewhere between a bare carbonyl group (~3.0 Debye,
partial charge 0.51) and that with an amide plane, as with
n-methyl acetamide (~4.0 Debye, charge ~0.65). In the
case of the potassium channel KcsA selectivity filter, the
dipole moment of the carbonyl group could contribute, at
most, 2 kcal/mol (out of a total of 5–6 kcal/mol) toward
Kþ selectivity.Influence of coordination number and dipole
moment
The influence that restricting the number of ligands around
the ion has on ion selectivity can be examined through ion
exchange reactions in the second family of model systems
in which we control the ions coordination number n as
well as the partial charge on the ligands q as above. This
allows us to map the expected ion selectivity of a binding
site both qualitatively and quantitatively, as shown in
Fig. 3. In addition, we show the conditions in which an
ion is thermodynamically unlikely to leave the bulk water
environment and enter the site by the black exclusion
zone (DGentry > 0) because such a binding site is not likely
to be useful in a biological context.
The selectivity maps shown in Fig. 3, A and B, enable us
to predict the thermodynamic selectivity of a (flexible/liquid
like) binding site based only upon the number and charge of
the coordinating ligands. It can be seen in Fig. 3 B that
smaller ions can be selected either by increasing the charge
on the ligands or reducing the number of coordinating
ligands. Selecting a large ion is most easily done by having
a large number of ligands with small dipole moment (the
thin, yellow Csþ selective region at low coordination
number and large dipole moment is effectively nonselective
because of the small free energy difference—see contour
lines in Fig. 3 A). The applicability of this map can be deter-Biophysical Journal 100(1) 60–69mined by examining how well it predicts the selectivity of
known ion selective structures. Our previous work on the
potassium channel, for example (13), indicates that an ion
in the selectivity filter has a coordination number of 8.
Assuming a carbonyl ligand partial charge of 0.5–0.6, the
related point on the selectivity map (1. in Fig. 3 A)
shows a free energy difference between Kþ and Naþ of
~5.5–6.5 kcal/mol, similar to both experimental estimates
(6–9) and those from detailed MD studies of the system (12).
Similar predictive success can also be achieved for
a number of other ion selective molecules such as a model
Naþ channel, DNA quadruplex, and aminoimidazole ribo-
side kinase (ARK), as indicated on Fig. 3 A. Some discrep-
ancies arise if the partial charge on all the ligands is not
equal. For instance, the presence of some fully charged
ligands favors smaller ions (12,35), while the presence of
water dissipates selectivity (24,35) (as seen in Fig. S7 in
the Supporting Material). However, using the average
charge of the ligands gives a good indication of the likely
selectivity using Fig. 3 A. By extending our model, it is
also possible to quantify selectivity when the coordination
number of Naþ can be different from that of Kþ, as is shown
in Fig. 3 F and in greater detail in the Supporting Material.
Remarkably, our simple system replicates the trends in ion
selectivity seen in a variety of complex molecules.
The origins of selectivity discussed so far consists of the
chemical nature of the ligands and the restriction of coordi-
nation number. How much each of these contributes toward
the total ion selectivity for each value of n and q is shown
in Fig. 3, C and D. It can be seen from the white band in
Fig. 3 D that when q ~0.6, the dipole moment does not
differentiate between the ions at any coordination number.
Any selectivity at this partial charge is thus dominated by
coordination number restriction. The vertical blue band at
n ¼ 4 – 6 in Fig. 3 C representing selectivity for Naþ is
expected as these coordination numbers are known to be
most favorable for Naþ (13,20). Similarly, coordination
numbers n > 6 favor Kþ. Looking at the parameters for
a potassium ion channel, the restriction of coordination
number contributes ~60% (3.9 kcal/mol) of total ion selec-
tivity while the dipole moment contributes the remaining
40% (2.6 kcal/mol) (assuming a carbonyl partial charge
of 0.51).Influence of cavity size and ligand thermal
fluctuations
There are some structures such as the leucine transporter
(LeuT) and aspartate transporter (GltPh) for which the map
shown in Fig. 3 A does not accurately predict selectivity.
This is because we have yet to consider the third possible
origin of ion selectivity—the effects of restricted cavity
size or ligand fluctuations which have previously been
shown to be important in LeuT (36). To examine, in
a general context, how structural restraints that influence
FIGURE 3 Influence of coordination number
and ligand charge on ion selectivity. (A) Selectivity
between Kþ and Naþ is shown with 2 kcal/mol
contour differences. Regions that yield Kþ selec-
tivity are indicated in red, Naþ selectivity in
blue, and regions where ions will not leave water
to enter the site in black. The numbers in circles
correspond to the molecules in Table 2: 1. Kþ
channel model; 2. Naþ channel model; 7. DNA
quadruplex; and 8. valinomycin. (B) Selectivity
map for multiple group I ions with regions shown
that are selective for Liþ (green), Naþ (blue), Kþ
(red), Rbþ (cyan), and Csþ (yellow). The percent-
age contribution to selectivity between Kþ and
Naþ by (C) the restriction of coordination number,
cn and (D) the partial charge on the coordinating
ligands, cq. Color indicates whether this contribu-
tion is toward Kþ (reds) or Naþ (blues) selectivity.
(E) The effect on Naþ/Kþ selectivity when two of
the n ligands are water molecules. (F) The effect on
Naþ/Kþ selectivity when the coordination number
of Naþ can be different to that of Kþ with q ¼ 0.5.
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we constructed the third family of model binding sites. This
gave us additional control of the equilibrium ion-oxygen
distance for each ion type rKþ and rNaþ as well as the size
of the thermal fluctuations of the ligands, controlled by
the harmonic force constant k.
Because we are adding three new parameters to our inves-
tigation of selectivity (rKþ , rNaþ , and k), only particular
combinations can be easily visualized. In the first instance,
we show selectivity for various values of rNaþ and rKþ for
three specific force constants, as shown in Fig. 4 A and
Fig. S10, A and B. When the force constant is small, cavity
size and ligand fluctuations are relatively unconstrained and
so there is little contribution from these toward selectivity(Fig. S10, A and B). With a larger force constant, Fig. 4 A,
the situation is a bit more complicated. If rKþ ¼ rNaþ and
the force constant is large, the cavity size is being rigidly
constrained, and this can create selectivity using a classic
snug fit mechanism (a complete map of this case is shown
in Fig. S9). If the cavity is large (>~2.5 A˚), Kþ will be
more favored in the site. If it is small (<~2.5 A˚), Naþ will
be more favored. In our detailed simulations of complete
biological molecules, we find that this rigid cavity situation
never arises. That is, the size of the binding cavity is always
different with Naþ bound than with Kþ, even in the trans-
porters in which cavity size was expected to be restricted.
For example, in the second ion-binding site, S2, in the
LeuT, the average ion-ligand distance is 2.69 A˚ for KþBiophysical Journal 100(1) 60–69
FIGURE 4 Influence of cavity size and ligand thermal fluctuations on ion
selectivity. (A) Selectivity between Kþ and Naþ is shown with 1 kcal/mol
contour levels with k ¼ 3.0 kcal/mol/A˚2. (B) The effect of decreasing
the ligand RMSD on selectivity for five different systems with different
values of partial charge and ligand number. Cases with five or six ligands
correspond to binding sites in the transporters, while that with eight ligands
corresponds to KcsA. (Arrows) RMSD at specific k values for the (n, q) ¼
(6, 0.5) system.
66 Thomas et al.and 2.31 A˚ for Naþ, very close to the average ion-ligand
distances found for those ions in a solvent. Thus, we believe
that the most useful case to examine in our model systems is
where rNaþ and rKþ are taken to be the first peak in the radial
distribution function of the equivalent unconstrained system
(~2.4 and 2.7 A˚, respectively).
In this case, the cavity size is not being rigidly con-
strained, that is, the ion-ligand distance can be optimized
for the ion type. However, the thermal fluctuations of the
ligands are still being influenced by the harmonic restraint.
At large RMSD (small k), the contribution of limited ligand
fluctuations toward DG is 0. Decreasing fluctuations
(increasing k) contributes to Naþ selectivity in the cases
with five or six ligands and toward Kþ selectivity in the
eight-ligand case, as shown in Fig. 4 B. This shows that
even when the radius of the cavity is not constrained,Biophysical Journal 100(1) 60–69reducing the magnitude of the thermal fluctuations of the
coordinating ligands can create ion selectivity. The possi-
bility of ligand fluctuations influencing selectivity has
been suggested previously (12), but here we show that it
can be important even when the equilibrium cavity size is
allowed to optimize for each ion type, as well as separating
these effects from those of ligand type, number, and cavity
size.
In the two transporters considered in this study, an ion-
ligand distance close to that seen in solution is maintained
for each ion; however, the ligands display smaller-than-
usual RMSD fluctuations of ~0.3–0.5 A˚. In comparison,
the ligand RMSD in the enzyme ARK is between
0.55–0.6 A˚, while in KcsA it is >0.7 A˚ (12). Examining
Fig. 4 B, it is evident that decreased fluctuations of the
ligands will have a substantial effect on ion selectivity in
the transporters, a small effect in ARK, and little effect
with KcsA. Thus, it is the last situation considered with
respect to cavity size and ligand flexibility, reduced ligand
fluctuations but not constrained cavity size, that we believe
is the most informative for the molecules studied here. The
influence of reduced ligand thermal vibrations adds to
possible influences of the other effects.From models to reality
Having considered four mechanisms of ion selectivity, we
now have the necessary tools to determine in which biolog-
ical molecules each of these mechanisms is likely to be
important. To demonstrate the practicality of this model,
we compare predictions from the maps with experimental
data for a number of different ion selective biological mole-
cules with ion binding sites of differing chemical composi-
tion, as shown in Table 1. The results of this study are
shown in Table 2. In addition, we ascertain how well the
model systems capture reality by conducting additional
detailed MD simulations of each molecule in its natural
environment, as detailed fully in the Supporting Material.
For each molecule, n, q, rKþ , rNaþ , and RMSD of the
coordinating ligands (calculated from the detailed simula-
tions) was used to predict selectivity of the ion binding
site (DG) via the selectivity maps. MD FEP simulations of
each molecule were conducted within the detailed molec-
ular dynamics simulations for comparison, and experi-
mental data was gathered from the literature.
As can be seen in Table 2, the trends seen in our selec-
tivity maps are comparable with the values derived through
detailed simulation and experiment (except for valinomycin,
which is discussed below). As well as yielding selectivity
for the correct ion, the simple maps give an indication of
the magnitude of this selectivity. A strength of this map
approach is that an estimate of the relative importance of
each mechanism investigated can be determined, as shown
in Table 2. It should be noted that such relative contributions
should be taken as indicative values only, rather than being
TABLE 1 The chemical nature of the ligands surrounding the
ion within each binding site
Structure Carbonyl Hydroxyl Carboxyl Water Ether
Kþ channel model 8 0 0 0 0
Naþ channel model 1 0 4 0 0
LeuT Na1 4 1 1 0 0
LeuT Na2 3 2 0 0 0
GltPh Na1 4 0 2 0 0
GltPh Na2 5 0 0 0 0
DNA quadruplex 8 0 0 0 0
ARK 4 0 1 0 0
Valinomycin 6 (4) 0 (1) 0 0 0
18-crown-6 0 0 0 2 (2) 6 (4)
NaK 6 (4) 0 0 2 0
Nonactin 3 3 (2) 0 0 1
Entries with two numbers indicate number of ligands with Kþ (no paren-
theses) and Naþ (with parentheses).
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gaining an understanding and intuition of the systems.
From these results, it is possible to see that different
molecules make use of different means to differentiate
between ions, but that all the factors described tend to
have some influence in each case. As we and others have
suggested previously, the ability of potassium channels to
enforce a large coordination number around the permeating
ions appears to be important in determining the thermody-
namic favorability of the binding sites for Kþ. The specific
chemical nature of the carbonyl ligands is also important,
accounting for up to 40% of the total, if we assume
a carbonyl partial charge of 0.51; but less if the effective
dipole moment on the backbone carbonyls is larger. The
large size of the thermal fluctuations of the carbonyl
oxygens seen in the crystallographic and simulation data
(12), as well as the ability of the site to shrink around small
ions in our simulations, suggest that the cavity size and
restrictions of the fluctuations of the ligands have little influ-
ence on the selectivity of the site.TABLE 2 Predicted, simulated, and experimental Kþ /Naþ ion selec
Structure DG Predicted DG Simulated/ (Ref.) DG Ex
1. Kþ channel model 6.6 5.6 (13)
2. Naþ channel model 2.6 5.3
3. LeuT Na1 1.8 6.1 (36)
4. LeuT Na2 0.7 3.2 (36)
5. GltPh Na1 2.2 1.3
6. GltPh Na2 1.0 0.6
7. DNA quadruplex 6.7 4.0
8. ARK 0.8 1.3
9. Valinomycin 3.0 7.2
10. 18-crown-6 3.1 2.6
11. NaK channel ~0 1.0–1.0 (35)
12. Nonactin 0.2 0.7 0
Predicted selectivities determined with the binding site surrounded by vacuum
butions toward selectivity from coordination number restriction, cn; ligand di
A positive value indicates a contribution toward Kþ preference whereas a nega
that the coordination number is different for Naþ and Kþ, making an estimate
*In contrast to other studies (as discussed in the text), nonlocal effects that areThe enzyme ARK, on the other hand, has a smaller
average dipole moment on the ligands, something that
favors the binding of Kþ over Naþ. Combined with
a moderate reduction in the RMSD of the ligands that also
favors Kþ, this overcomes the effect of the small number
of ligands surrounding the ion would otherwise favor Naþ.
As noted above, the ligands in the LeuT and GltPh binding
sites have smaller-than-usual fluctuations, which appear to
be important in determining the Naþ selectivity of both
binding sites, even though previous work has suggested
only one of these is rigid in LeuT (36). The presence of
the zwitterionic leucine in site Na1 of LeuT also creates
a significant preference for Naþ over Kþ in accord with
previous results (36) and our simple models with some fully
charged ligands (Fig. S7). In GltPh, site Na2 contains no
fully charged ligands, and thus, has a relatively lower
average dipole moment than the other transporter binding
sites. For these reasons, it seems that reduced ligand fluctu-
ation plays a large role in determining the selectivity in each
of the transporter sites, which is further enhanced in the Na1
sites by the presence of acidic residues.
The selectivity filters of sodium channels contain
a conserved DEKA motif. The presence of highly charged
ligands around the permeating ion would create a preference
for Naþ in accord with our maps and previous suggestions
(12,13). In addition, there is likely to be a smaller number
of ligands surrounding the ions in this case than in Kþ chan-
nels, which also leads to some degree of Naþ selectivity in
our model. Our maps also suggest that the flexible crown
ether, 18-crown-6, relies on the dipole moment of coordi-
nating oxygens to achieve Kþ selectivity over Naþ.
Our results also support the understanding of the differing
selectivity of Kþ and NaK channels. Crystallographic and
computational studies of the NaK channel indicate that the
slight differences in the structure of NaK channel enable
water molecules to more easily contact the permeating ion
(24,35,37). As shown in Fig. 3 E, and in greater detail intivities for various structures
perimental/ (Ref.) DG Predicted 3 > 1 % cn % cq % cr
5–6 (6–9) 5.5 60 40 0
~3 (40) 3.5 30 70 0
<5 (41) 3.2 20 10 70
2.7 10 30 60
<3 (42) 3.6 20 5 75
0.3 10 45 45
1.7 (43) 5.5 60 40 0
>0 (44) 0.4 45 25 30
5–7 (45,46) 1.1 35 65 0*
0–2 (47) 3.1 0 100 0
~0 (48) — — — —
.7–1.0 (47) — — — —
and by bulk solvent (3 > 1) are shown. A percentage breakdown of contri-
pole moment, cq; and cavity size/ligand thermal motion, cr, is included.
tive value indicates a contribution toward Naþ preference. Dashes indicate
of contribution to selectivity difficult.
important in valinomycin are not included in this number.
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groups with two water molecules reduces selectivity
by >2 kcal/mol. Previous studies also show that coordina-
tion numbers are less constrained in NaK than in KcsA
(24,35,37). As shown in Fig. 3 F, this can reduce selectivity
by a further 4 kcal/mol. Together these effects lead to
little differentiation between Naþ and Kþ. The number of
coordinating ligands also changes with ion type in nonactin,
resulting in a small predicted selectivity similar to the case
of NaK.
Although our model systems enable us to visualize trends
in factors that create ion selectivity, there are some elements
of real biological systems that they cannot capture. In our
model, the ligands are not bound to one another, and the
strain in the molecular scaffold that may arise when the
ligands adopt particular configurations, a nonlocal effect,
is only approximated through a harmonic potential. Under-
standing when molecular strain is likely to influence selec-
tivity requires knowledge of the particular molecule in
question. It can be expected to be smaller in cases where
the individual ligands have a large degree of flexibility,
such as when they are not directly bound to one another
as in large proteins and many of the cases studied here.
One exception is valinomycin: although Naþ can optimize
its coordination number, this comes at the energy cost of
breaking a hydrogen bond in the backbone of the molecule,
a nonlocal effect that is poorly captured by our harmonic
strain model.
We note that in some situations there are differences
between the simple model systems and real molecules. In
LeuT, one of the ion binding sites abuts the fully charged
zwitterionic leucine being transported by the protein. As
noted above, our maps become less accurate (in this case
the role of dipole moment is underestimated) when the
charge on any of the ligands deviates far from the average.
The accuracy of the simple model can be improved by
including inhomogeneous charges as done in the Supporting
Material. We also do not include differential polarizations of
the ligands in the presence of different ions.
To further analyze the validity of our approach, we
consider how altering the force-field model or simulation
protocol influences our results. As shown in the Supporting
Material, use of the OPLS force field (38,39) in place of
CHARMM27 (32) within our model systems changes the
predicted selectivity by <1 kcal/mol for all the conditions
corresponding to the molecules studied. Changing the setup
of the model system has a small effect on the exact degree of
selectivity seen in our model systems, but does not change
the overall trends. For example, the environment of a real
ion binding site could influence its selectivity, and it has
previously been suggested that this can change the coordina-
tion numbers of ions in the site (19). To examine this, selec-
tivity maps were created with the model binding sites
surrounded by a bulk medium (shown in the Supporting
Material) in addition to those in which the site is surroundedBiophysical Journal 100(1) 60–69by vacuum (as in Fig. 3). The effect of this is to increase the
dielectric constant around the site, and as can be seen by the
corresponding column in Table 2 (DG3 > 1), this leads to
a slight shift in the predicted selectivity toward Naþ over
Kþ compared to the predictions made in vacuum. This result
is in accord with the suggestions of Varma and Rempe (19):
increasing the dielectric constant around the site makes it
possible for ligands to reduce their interaction with the ion
and replace them with interactions with surrounding mole-
cules. This situation is more favorable to Naþ than Kþ as
it allows for an effective reduction in coordination number.
The differences in the predictions made with and without
a surrounding dielectric medium (shown in Table 2) give
an indication of the uncertainty inherent to our scheme,
due to the fact it does not attempt to mimic the specific envi-
ronment of each of the biological binding sites studied.
We have presented a scheme for understanding the
mechanisms behind ion selectivity that involves four factors
that can influence the thermodynamic stability of a binding
site. By conducting detailed simulations in parallel with our
simplified models, we hope to have achieved a useful
compromise that allows general principles to be laid out
while checking that this is still a plausible representation
of reality. Although our scheme cannot capture all the
effects that can contribute to ion selectivity, we have shown
that it is applicable to a large range of biological and
synthetic molecules, each of which employs these factors
in different degrees. We believe that our results provide
valuable insight into fundamental biological processes,
and can be used to estimate the nature of uncharacterized
sites or assist in the development of novel ion selective
molecules.SUPPORTING MATERIAL
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