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ABSTRACT OF THESIS

CLASSIFYING AND MAPPING AQUATIC VEGETATION IN HETEROGENEOUS
STREAM ECOSYSTEMS USING VISIBLE AND MULTISPECTRAL UAV
IMAGERY
The need for assessment and management of aquatic vegetation in stream
ecosystems is recognized given the importance in impacting water quality, hydrodynamics,
and aquatic biota. However, existing approaches to monitor are laborious and its currently
not feasible to track spatial and temporal differences at broad scales. The objective of this
study was therefore to map and classify aquatic vegetation of a shallow stream with
heterogeneous mixtures of emergent and submerged aquatic vegetation. Data was
collected in the Camden Creek watershed within the Inner Bluegrass Region of central
Kentucky. The use of unmanned aerial vehicles (UAVs) was employed and both visible
(RGB) and multispectral imagery were collected. Machine learning techniques were
applied in an off-the-shelf software (QGIS environment) to develop visible and
multispectral classification land-cover maps following an effective object-based image
analysis workflow. Visible images were additionally coupled with high frequency water
quality data to examine the spatial and temporal behavior of the aquatic vegetation. Results
showed high overall classification accuracies (OA=83.5% for the training dataset and
OA=83.73% for the validation dataset) for the visible imagery, with excellent user’s and
producer’s accuracies for duckweed, both for training and validation. Surprisingly,
multispectral overall accuracies were substantial (OA=77.8% for the training dataset and
OA=70.2% for the validation dataset) but were inferior to the visible classification results.
User’s and producer’s accuracies were lower for almost all classes. However, this approach
was unsuccessful in detecting, segmenting and classifying submerged aquatic vegetation
(algae) for both datasets. Finally, a change detection algorithm was applied to the visible
classified maps and the changes in duckweed areal coverage were successfully estimated.
KEYWORDS: aquatic vegetation, duckweed, unmanned aerial vehicles (UAV), streams,
object-based image analysis (OBIA), stream restoration, land cover
change detection
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Chapter 1. Introduction
1.1

Mapping spatial and temporal variability in aquatic vegetation
Aquatic vegetation in stream ecosystems has important implications for regulatory

requirements, and ecological function (Husson et al., 2016). Vegetation provides food,
cover, and corridors for a wide range of species (Flynn and Chapra, 2014; Husson et al,
2016). Aquatic plants can remove toxins from the water column, such as heavy metals (Rai,
2008) and sediments (Flynn and Chapra, 2014). As primary producers, aquatic vegetation
is important in nutrient and biochemical cycling of polluted runoff (McRoy and Helfferich
1977; Orth et al., 1993; Phillips and McRoy 1980). As a result, aquatic vegetation has
proven to be an important indicator for water quality and ecosystem health as they integrate
impacts of nutrient, temperature, light intensity and toxins (Baattrup-Pedersen et al., 2001;
Duarte, 1995; USEPA, 2006). Mapping, identifying, and classifying spatial variability in
aquatic plant types and species are vital in managing and restoring streams, including
identifying problematic stretches of reach and for assessing the impact of management
practices (Abeysinghe et al., 2019; Husson et al., 2016;). Furthermore, identification may
also help capture the distribution of invasive plant species, which is a significant challenge
in restoration of aquatic environments (Zedler et al., 2004).
While the needs to monitor, map and classify aquatic vegetation are continuously
growing, there have been limitations with existing applications for mapping its
spatiotemporal variability. Manual mapping and visual identification of aquatic vegetation
can provide a more detailed observation of plant species. However, it is labor intensive,
time consuming and costly especially when a large area of interest is investigated. In
1

addition, aquatic vegetation may be difficult to directly survey in regions that are hard to
access or have dangerous wildlife.
As a result, remote sensing approaches are now more prevalent for assessing spatial
variability of aquatic vegetation in surface waters. Satellite products that are widely
available to the public (e.g., Landsat, MODIS, or MERIS) have low spatial and temporal
resolution and cannot satisfy monitoring needs in streams (Flynn and Chapra, 2014).
Moreover, propriety satellite imagery such as QuickNird, GeoEye-1 or Worldview-1 or 2, or commercial aerial photography have higher resolutions but are costly (Mumby et al.,
1999; Schuchman et al., 2013).The use of satellite or aerial imagery to map and study
spatial and temporal changes in aquatic vegetation are limited by the inherently low
reflectance signal of water across the visible and near infrared spectrum, as well as
environmental variables such as surface scattering effects (sun glint), substrate and aquatic
vegetation reflectance, and atmospheric effects (Zeng et al., 2017). Consequently, more
efficient, and low-cost platforms are needed to map and monitor stream ecosystems.
In recent years, the use of Unmanned Aerial Vehicles (UAVs) for mapping and
surveying aquatic vegetation has been actively adopted. They have proven useful for
analyzing patterns of ecosystem change (Langner et al., 2007; Wang et al., 2019) since
they can operate on lower altitudes than satellites and provide higher resolution images
(Huang et al., 2013; Senthilnath et al., 2017). These high resolutions allow different plant
species to be precisely analyzed and help to classify vegetation and identify the spatial and
temporal distribution of the aquatic vegetation (Abeysinhge et al., 2019; Mizuno et al.,
2018). Furthermore, UAVs can survey a wide area stretching from a few meters to
kilometers within a short amount of time (Escallante et al., 2019) and can obtain images
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over areas that are inaccessible with traditional means (Hardin and Hardin, 2010). They
can be operated to obtain data over any area and at any time desired, which offers great
flexibility to a survey, and usually at a lower cost relative to other methods (Flynn and
Chapra, 2014; Song and Park, 2020;). As a result, UAVs have been successfully applied
for environmental monitoring, surveying, and river corridor monitoring (Martin et al.,
2012; Watts et al., 2012).
Unmanned aerial vehicles (UAV’s) can acquire visible spectrum (true-colored
image) images and multi-spectral imagery that have centimeter-level spatial resolutions.
With this high level of resolution, distinguishing details of individual aquatic species are
possible, offering a valuable data source for detailed surveying and classification of aquatic
vegetation. The classification is performed with the use of machine learning algorithms
(Husson et. al 2017; Milas et. al, 2017). UAV’s can also obtain multispectral images and
analyze the unique spectral information of plants to classify plant species or identify the
distribution of the aquatic vegetation. Although UAVs have been used for aerial surveying
and monitoring, their remote sensing capabilities have not been fully investigated for
classifying submerged and non-submerged aquatic vegetation at a stream reach, which is
the focus of this research.
1.2

Objectives
The focus of this thesis is to map and classify aquatic vegetation in small streams

towards improved understanding of the spatial and temporal variability of aquatic
vegetation biomass dynamics. Specifically, this thesis focuses on eutrophic karst streams
where heterogeneous contributions of submerged and non-submerged aquatic vegetation
are prominent. The primary objectives of this research are defined below:
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1) Assess utility of visible imagery for classifying aquatic vegetation in heterogeneous
systems with submerged and non-submerged vegetation.
2) Assess utility of multispectral imagery for classifying aquatic vegetation in
heterogeneous systems with submerged and non-submerged vegetation.
3) Determine spatial and temporal variability of vegetation along a stream reach as a
function of environmental and landscape gradients.
1.3

Thesis Contents
Chapter 1: Introduction. Provides an overview of the implementation of UAV’s for

mapping and classifying aquatic vegetation in fluvial environments, defines the objectives
of this thesis, and defines the contents of this thesis.
Chapter 2: Literature Review. Provides a review of research focused on remote
sensing applications, specifically on unmanned aerial vehicles sensors. Details on their
technical background are given as well as their different sensors (visible, multi-spectrum
and thermal). An overview of the different classification methods is presented and a
detailed summary of the different environmental and landscape factors that impact
vegetation growth is reviewed.
Chapter 3: Methodology. Outlines methodology for the data collection, data
analysis, and analytical approach used to classify the different types of aquatic vegetation
in the stream, and to perform change detection analysis.
Chapter 4: Results and Discussion. Details the results of the visible, multispectral,
and change detection analyses and presents results of sampling campaigns across a multimonth monitoring period. Results are discussed in the context of the prevailing literature.
Chapter 5: Conclusions and Future Work. Summarizes the major findings of this thesis and
highlights future research needs.
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Chapter 6: References Cited. Lists the details of works cited in this thesis.
Appendices

Chapter 2. Literature review
The goal of this literature review is to provide an overview on aquatic vegetation
in stream ecosystems, review applications of mapping spatial variability in aquatic
vegetation using UAVs based on relevant remote sensing measurement and analysis
techniques and review environmental and landscape drivers of aquatic vegetation
variability in stream ecosystems.
2.1

Overview of Aquatic Vegetation in Stream Ecosystems
Microscopic plants (micro-algae) or “phytoplankton” form the base of the aquatic

food chain, while larger algae (macro-algae) or benthic algae play several roles of
fundamental importance to stream ecosystems (Stevenson et al., 1996). As organisms at
the base of the food web, algae are at the interface of the physical–chemical environment
and the biological community. Photosynthesis by benthic algae provides oxygen for
aerobic organisms in the ecosystem. Via photosynthesis they store energy that feeds many
of the organisms that live in and around streams (Lamberti and Steinman, 1996). Algae are
also considered to be water quality indicators since they possess many attributes that make
them ideal organisms to employ in water quality monitoring (Lowe and Pan, 1996;
Stevenson and Smol, 2015). In addition, they respond rapidly to environmental changes
such as nutrient concentrations, organic pollution, acidity, physical disturbance, and
salinity in the water system (Lowe and LaLiberte, 2017). However, algae can also be
harmful. The introduction of nutrients, such as nitrogen and phosphorus, into our
waterways can cause algae to grow rapidly, forming algal blooms. Overabundance of algae
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in a stream, river, or lake can smother fish and other species. Some algal species release
toxic chemicals called "biotoxins" that can harm other organisms (Lembi, 2003).
Flowering plants (macrophytes) can be grouped by their morphology (shape) and
their habitat. A simple five-group system, defined by position of roots and photosynthetic
structures relative to their water surface, has been widely accepted (Sculthorpe, 1967). For
the purposes of this research only two types of the macrophytes will be reviewed, the
emergent and the free-floating macrophytes. Emergent macrophytes are plants rooted
below the water surface but with most of their stem and leaves above the water surface.
They typically require fine sediment to root in (O’Hare, 2015). The emergent macrophytes
play a role in the stabilization and protection of the banks from erosive actions or currents.
They also keep sediment on the stream bottom, which improves water quality (Sraj-Krzic
and Germ, 2006). Free-floating macrophytes may or may not have roots, which dangle free
in the water, but live unattached to the substrate (though they may be closely associated
with it in some cases) with their photosynthetic structures below or upon the water surface
(e.g., duckweed). Free-floating macrophytes grow only in areas that are characterized with
slow water flows (except where they can find refuge from high flows in faster-flowing
rivers, for example, among marginal beds of emergent vegetation). Even though they are
not rooted into sediment and sediment cannot build up around them, they have a great
ability to affect hydraulic, hydrological, and fluvial geomorphological processes. They are
a significant group and as they are carried on the water surface, they can block filters, and
intakes to hydraulic structures (Cook et al., 1990). Their dispersal relies partly on water
drift, and thus on seed buoyancy, on the ability of plants to break themselves up and regrow
from broken dispersed fragments, and partly on endozoochory by animals (mainly birds)
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(O’Hare, 2015). Free‐floating and tall species with floating leaves are the most competitive
for light, and usually dominate macrophyte communities when nutrient levels in the water
are sufficiently high (Bornette and Puijalon, 2009).
2.2
2.2.1

Mapping spatial variability of aquatic vegetation using remote sensing.
Overview
Remote sensing (RS) is a potentially powerful tool to produce cover maps for

aquatic vegetation and identify different aquatic species (Silva et al. 2008). It is a
developing technology which is often combined with conventional techniques (like ground
truthing) to improve accuracy (Duffey et al. 2019; Visser et al. 2013; Zhao et al. 2013). In
addition, it is a time and cost-efficient approach, that reduces accessibility issues and allows
the survey of sensitive ecosystems, as well as dangerous regions (Kalacska et al. 2017;
Rhee et al. 2008). Remote sensing can acquire precise, qualitative data that can be
compared over space and time and monitor the progressive changes in the aquatic
ecosystem (Jia et al. 2017; Klemas 2016). However, remote sensing approaches have not
been applied extensively in the study of the aquatic environment. The reason is ascribed to
the technological challenges that rise when monitoring aquatic vegetation, especially
submerged aquatic vegetation (Brando and Phinn 2007; Visser et al. 2018). Some of the
challenges are the high cost of high spatial resolution data, and the complicated analysis of
the water column and other optically active material (i.e., plankton, sediment, organic
molecules) which introduces heterogeneity within an image (Nelson et al, 2011; Silva et
al. 2008).
Remote sensing images are defined by four types of resolutions including spatial,
spectral, radiometric, and temporal. Spatial resolution describes the number of pixels
utilized in construction of an image (Zhao et al. 2018). The spatial resolution depends on
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the sensor collecting parameters and cannot be improved after the data collection. In
research concerning aquatic vegetation, especially submerged aquatic vegetation, spatial
resolution is very important, as it must be fine enough to provide high accuracy. Imagery
collected at a high spatial resolution can thus be used to identify smaller features than
coarser images (Rowan and Kalacska, 2020). The spectral resolution comprises the
number of spectral bands, the range over which the bands are located, and the width of the
bands (Lillesand et al. 2008). In addition, a sensor’s spectral range is crucial given that
water absorbs most energy in the infrared region and the signals in the ultraviolet region
are often weak with no dependency (Wolf et al. 2013). Radiometric resolution describes
how the system is able to detect very fine differences in energy. This is typically given in
the form of a sequence of bits used to encode the pixel values in binary format where the
position of each bit corresponds to an exponent of 2 (e.g. an 8 bit color can yield 256
possible colors) (Klemas, 2011). Higher radiometric resolution is important when
analyzing surfaces with very similar reflectance values. The temporal resolution depicts
how often a landscape is imaged as determined by the platform and its operation. For
example, the temporal resolution of satellite imagery is determined by the satellite’s revisit
time (Markham et al. 2018; Planet 2020b), whereas the temporal resolution of unmanned
aerial vehicles is determined according to the project planning.
Remote sensing of aquatic vegetation can be accomplished through use of
unmanned aerial vehicles (UAVs). UAVs can be classified into two categories by methods
of lift (airframe type), fixed-wing and rotor-based vehicles. Fixed wing UAVs operate
similar to a traditional aircraft in that they require an open area to take off and land. Rotorbased UAVs are able to rise vertically and thus face no constraint in their lift off and
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landing procedures (Watts et al. 2012; Anderson and Gaston 2013). Another significant
feature of UAVs is their size, which greatly determines their operating range and the
payload they can carry (Anderson and Gaston 2013). UAVs range from large and medium
size, to small and mini sized, and finally to micro and nano vehicles. Each category has
different flight heights, payloads, costs, and maintenance. The choice of the proper UAV
is based on the needs of the application (Nowak et al. 2018). The UAVs mentioned in this
review are the ones that are available to civilian researchers, are relatively small and
operate at lower altitudes (<20 km). These units are lightweight and can be deployed to
monitor areas with average-sized regions. However, their application is constrained by
their flight duration and their limited payload tolerance, which affects the choice of sensor
(Husson et al. 2016). Usually, the smallest sized UAVs are powered by batteries and have
limited flight times (Kalascka et al. 2020). A summary of existing platforms and sensors is
provided in Lopez and Mulero-Pazmany (2019).
Remote sensing applications measure the energy that is reflected or emitted by an
object or surface, to infer specific information about it. Remote sensors are labeled either
passive or active, based on the how they measure energy. Passive sensors collect and
measure ambient incoming energy, whereas active sensors emit a signal which is then
reflected and recorded (Lillesand et al. 2008). However, not all sensors use the same kind
of energy; acoustic sensors register sound wave energy, while optical sensors recognize
electromagnetic energy. The information obtained can be qualitative, such as the presence
or the absence of a certain vegetation type, or quantitative, as a reflectance profile or a
temperature. The data obtained from a remote sensing application is always also positional,
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which means that every piece of information represents a known location and has discrete
coordinates (Rowan and Kalacska, 2020).
The application of passive optical RS is based on the principles of field
spectrometry. The principles that are behind aquatic vegetation spectral characteristics are
the same as behind its terrestrial counterparts. At the leaf level, each leaf pigment interacts
with electromagnetic radiation according to its molecular composition, physical structure,
and morphology. These interactions cause the radiation at a given wavelength to be
absorbed, transmitted, or reflected in different proportions by various materials. Measuring
the reflectance of a material across many wavelengths produces a curve called the “spectral
profile” or “spectral signature” of that material. If the spectral profiles in an image are
known, a pixel representing an unknown material can be identified by matching its
spectrum to one in a “library” of profiles (Rowan and Kalacska, 2020; Silva et al. 2008).
Aerial photography, aerial/orbital multispectral systems and hyperspectral systems,
satellite systems and unmanned aerial vehicles are some examples of passive optical
remote sensing that are being successfully applied to study aquatic vegetation. Because of
the wide range of reflectance values, there is often an overlap between the spectral
signature of emergent aquatic vegetation and the signals from terrestrial vegetation, water
and occasionally soil or sediment. This variability can lead to poor results from simple
automated classification procedures and hinder visual interpretation (Best et al. 1981;
Ozesmi and Bauer 2002). Passive optical remote sensing applications have been employed
for over 40 years and are most used for studying and mapping aquatic vegetation (Silva et
al. 2008).
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The active remote sensing approaches (both optical and acoustical) emit and record
one frequency of energy and determine the distance that a specific target has by measuring
how long it takes for that emitted energy to return to the device (Stocks et al. 2019). This
allows positional and structural data to be collected with great accuracy. Active remote
sensing approaches include sonar systems and microwave sensors as well as the use of side
scan. They can be used to measure and model vegetation presence and absence (Stocks et
al. 2019). Several studies have applied active remote sensing approaches for their research
such as the use of synthetic aperture radar (SAR) systems (Costa 2005; Kasischke et al.
2003), however this application faces some disadvantages such as low backscatter values
from the aquatic vegetation, which can be attributed to a few factors which subsequently
requires more training and familiarity with radar imagery than optical data (Silva et al.
2008). Furthermore, another disadvantage of the radar systems is that most have a single
band/polarization configuration, reducing the data available for an accurate identification
of macrophyte stands (Hess et al. 2003). Airborne LiDar (light detection and ranging)
systems have also been applied to study aquatic vegetation (Brennan and Webster 2006;
Rosso et al; 2006). However, as with other optical systems a major factor affecting the
LiDAR response is water absorption, which influences the overall precision of the system
(Hopkinson et al. 2005). Based on this, the subsequent sections of this review will focus
on the passive optical remote sensing application, specifically the implementation of
unmanned aerial vehicles (UAV’s) with capacity for high spatial and temporal resolution
using both visible spectrum and the multi-spectral imaging systems for monitoring,
identifying, and mapping aquatic vegetation. These methodologies are the most broadly
applied and accessible approaches for aquatic vegetation.
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2.2.2

Visible spectrum images
Visible spectrum cameras provide feasible means for collecting reliable data but

sacrifice spectral resolution. The most used visible range of light (red-green-blue or RGB)
digital compact cameras include Phase One, iXA 180, Trimble, IQ180, Hasselblad, H4D60, Sony, NEX-7, Ricoh and AXR A16 (Colomina and Molina, 2014). These cameras
record incoming light in RGB channels and produce color images. RGB cameras have
limited spectral information but produce imagery viewable on a wide range of software
that is amenable to manual visual interpretation. Visual interpretation is a well-established
and reliable method which allows a high level of thematic detail. However, the main
drawback of visual interpretation is that it is time-consuming (Husson, 2016). Red-greenblue cameras have relatively lower cost and flexible deployment options, compared to
multispectral and hyperspectral cameras, which makes them a popular choice (Malthus
2017). Flynn and Capra (2014) deployed an RGB digital camera sensor mounted on a UAV
to map the presence of the nuisance green algae Cladophora glomerata in rivers. The
analysis of their optical imagery correctly identified the algae and background coverage,
with high accuracy. Furthermore, Husson et al. (2016) used true-color images with very
high-resolution data generated from a UAV to demonstrate that an automated classification
approach for mapping non-submerged aquatic vegetation was feasible, indicating that true
color UAV images can be a great tool for mapping. Cumulatively these studies point to the
potential efficacy of visible imagery to classify both submerged and non-submerged
aquatic vegetation. Nevertheless, the effectiveness of this approach for small streams
where heterogeneous mixtures of submerged, non-submerged and riparian vegetation
occur is not well understood.
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Automated classification is a process used to develop spatial maps of aquatic
vegetation and requires image segmentation and classification. Classification and
segmentation algorithms can be used to determine aquatic vegetation extent, canopy
density, stressors (such as disease and salinity), the taxonomic composition of a canopy,
and differentiate between the different species (Rowan and Kalacska, 2020). High‐
resolution drone imagery tends to be laborious to analyze manually; thus, increasingly
sophisticated approaches have been developed and tested to automate such tasks for aquatic
vegetation detection and classification. Classification algorithms can be applied through
different workflows. For example, they can be used to identify similarities between
neighboring pixels in an image. Similar pixels can then be grouped to automatically
develop image segments. This process is sometimes referred to as “automatic image
segmentation” (Campos et al. 2016). Classification algorithms can then be applied to
identify different images or image segments based on a known spectral signature
(Sessanna, 2019). However, few studies discuss the distinct challenge of automated
classification of submerged vegetation (Chabot et al. 2018).
Classification belongs to the supervised machine learning category, where the
target outcome is known or labeled. Classification algorithms in machine learning use input
training data to predict the likelihood that subsequent data will fall into one of the
predetermined categories. In other words, classification algorithms try to determine a
digital or spectral signature for each image, by processing pixel properties (e.g., color).
Spectral signatures of individual image categories are used to develop spectral libraries
during the training process. Spectral signatures of unknown images are compared to
spectral library signatures using different statistical measures of separability and categorize
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these pixels into classes. Once the classifier is trained appropriately, it can illustrate how
multiple materials known to be present are distributed throughout a dataset (Kotsiantis,
2007, Osisanwo et al. 2017).
There are several types of machine learning classification algorithms that are used
for classification tasks with more than two class labels (multi-class classification). Some
of the most popular algorithms for multi-class classification are the k-Nearest Neighbors,
Decision Tree (which include the Random Forest algorithm), Logistic Regression, Naïve
Bayes Classifier and Support Vector Machines. Support Vector Machines (SVM) have
generally yielded superior results for classifying aquatic vegetation (Mills, 2008; Chhetri,
2014; Lou et al., 2014; Azhar, 2015). SVM was a major achievement in machine learning
proposed by Corte and Vapnik (1995). It was developed from dimension theory and
structural risk minimization in statistical learning, rather than empirical risk minimization
in traditional statistics. After supplying an SVM model sets of labeled training data for
different categories, it can classify new datasets rapidly. The excellence of SVM is its
ability to search for the optimal tradeoff between complicated model and learning ability
to reach the best extensibility based on limited data (Azhar, 2015; Lou et. al, 2014).
Most classification involving RGB analysis of aquatic vegetation requires ground
truth data collection to supplement the remotely sensed imagery (Duffy et al. 2019).
Ground truth data allows for proper data calibration, and development and validation of
analysis models. The recording of GPS coordinates, the elevation of major features and
representative plants or vegetation cover, allows for ground-truthing of these points with
the aerial images (Cruzan et al. 2016). Ground truthing commonly involves visual
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surveying of channels by wading a river reach, noting the presence of vegetation cover and
comparing that to the aerial images (e.g., Flynn and Chapra, 2014).
2.2.3

Multi-spectral imaging and analysis
Aquatic vegetation monitoring sometimes demands more sophisticated filters and

sensors. Multispectral images can offer that level of sophistication as they can register an
image in several different spectral ranges, as opposed to traditional RGB cameras (Nowak,
2018). Multispectral images generally have 4 to 7 bands in the visible (VIS), near infra-red
(NIR) and shortwave IR (SWIR) regions and may have additional thermal bands (Klemas
2011). Bands across the VIS to SWIR range may be placed to detect specific features such
as the green peak, red edge, or reflectance features of valuable minerals (or other materials
of interest). While multispectral imagery contains less spectral information than
hyperspectral imagery, it is well suited to aquatic applications such as detecting submerged
aquatic vegetation cover and tends to be less expensive than hyperspectral imagery of the
same spatial resolution (O'Neill and Costa 2013).
In a study conducted from Chabot et al. in 2018, a collection of radiometrically
calibrated UAV multispectral imagery including a near infrared band was created to be
automatically classified with a supervised machine-learning classifier. This approach
yielded excellent classification accuracy for emergent species and good accuracy for
submerged features, which shows the potential of multispectral images for monitoring
applications. Moreover, their workflow employed off the shelf graphical software tools
that do not require advanced knowledge of programming or coding, and therefore can be
used by anyone with basic GIS and image analysis skills for a potentially wide variety of
aquatic vegetation monitoring operations. Additionally, Sessana (2019) collected
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multispectral imagery via UAV to identify and classify the presence of submerged aquatic
vegetation in a small urban stream. A linear discriminant analysis (LDA) model was
developed to provide land cover classification maps using training data from hand
delineated multispectral shapefiles. The results indicated that this proved to be a robust
technique in classifying submerged aquatic vegetation for individual reaches, with a small
dataset. Ahmed et al. (2017) found significantly higher inaccuracies in land cover and
vegetation classification when using consumer-grade RGB sensors compared to a
multispectral sensor. To date, few research studies have employed multispectral imagery
in diverse environments. Researchers have called for greater numbers of operational
applications to diverse places and conditions to better explore and highlight the capabilities
of multispectral imagery collected from UAV platforms (Ahmed et al., 2017). Automated
classification methods following the collection of imagery require merging approaches of
remote sensing, machine learning and image processing, creating a novelty in the
combination of differing techniques between the data collection, processing, and analysis
stages of a project.
2.3

Spatial and Temporal Variability in Vegetation Dynamics
Knowledge of the spatial and temporal variability in aquatic plant growth is

essential for proper determination of each aquatic specie’s impact on a freshwater
ecosystem (Silva et al. 2010). Because of the important ecological functions of aquatic
plants, examining and monitoring the spatial and temporal dynamics of these organisms
can provide valuable information concerning the mechanisms that influence the aquatic
vegetation distribution. This information can be used to better manage freshwater systems
and aid in restoration (Zhao et al. 2013). The driving forces that influence the distribution
of the vegetation in a stream can be due to human activities or various environmental
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factors. However, for the needs of this research, the focus will be on the environmental
drivers that influence the spatio-temporal variability.
2.3.1

Environmental factors and aquatic vegetation
The production, community composition and life‐history traits of the aquatic

vegetation are governed by the availability of carbon, nitrogen and phosphorous (O’Hare,
2015). In addition, water movement (waves, flow velocity) tend to select streamlined or
prostrate growth forms via the direct effect (stretching, breakage, uprooting, etc.) and the
indirect effect (changes in gas exchange, bed material distribution, sediment resuspension
etc.). Fast currents also bring about mechanical damages on the vegetation (Wang et al.,
2015). Water flows can also contribute to the dispersal of seeds and vegetative propagules.
Moderate disturbances (by floods or drawdowns) decrease biotic interactions in aquatic
plant communities and consequently favor biodiversity and decrease successional rate
(Cook et al., 1990). The frequency of disturbance by ﬂoods is a fundamental determinant
of spatial patterns in aquatic biomass among streams (Biggs, 1996). Furthermore, within
streams, years with more frequent ﬂooding have lower richness in biomass than years when
ﬂooding is less frequent (Biggs et al. 1998a). In addition, light and temperature are
important in determining morphology and distribution (with latitude, season, and depth),
thereby influencing productivity and species composition (Barko et al. 1981). Most
biological processes function at a maximum rate at some optimal temperature or range of
temperatures, with declining rates as temperature departs from the optimum (Thornton and
Lessem, 1978). Temperature preferences vary among and within species both seasonally
and geographically, highlighting the need to research plant growth within a natural setting
and over the course of a season (Madsen and Adams, 1989). There has been a long-standing
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debate in the literature regarding the importance of nitrogen (N) in regulating macrophyte
production in freshwater, with some researchers maintaining that this nutrient is an
important growth-limiting factor (Carr, 1996; Carr and Goulder, 1990; Chambers et al.,
1991; Ziefert et al., 1991;) and others suggesting that high N background concentrations
and growth limitations due to light and carbon availability preclude nitrogen as being
influential in plant growth (Canfield and Hoyer, 1988; Madsen and Adams, 1988;
Westlake, 1973). Nevertheless, there are numerous reported cases of luxuriant plant growth
in culturally-eutrophicated waters (Carr, 1996; KernHansen and Dawson, 1978; Ozimek,
1978; Peltier and Welch, 1969; Smith et al., 1978) indicating that resource managers could
make valuable use of models and consistent datasets that include nutrient-mediated growth
rates. The fact that rooted macrophytes in streams incorporate varying amounts N from
both the open-water and bottom sediments (Barko et al., 1991; Carignan and Kalff, 1980;
Chambers et al., 1991; Gabrielson et al., 1984) further confounds attempts to understand
in depth nutrient-mediated growth. Finally, primary production in flowing waters is
generally high compared to lentic ecosystems, because exchange of dissolved substances
(phosphorus, nitrogen, oxygen and carbon) is facilitated by a decreased boundary layer
thickness at the plant surface (Odum, 1956; Madsen and Adams, 1988; Stevenson, 1988).
Therefore, it is critical to determine the environmental factors that influence the growth
and distribution of aquatic vegetation and understand their natural successional patterns
(Kosten et. al, 2009). In this section the environmental factors that influence the growth of
the three different species of aquatic vegetation of interest are reviewed.
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2.3.2

Algae
In both natural and engineered systems, algae can be exposed to a variety of

environmental conditions that not only affect photosynthesis and growth rate but also
influence the activity of cellular metabolism and composition (Juneja et al. 2013). One of
the most important environmental factors that influences algal growth rate, cell size,
biochemical composition and nutrient requirements is temperature. More specifically, in
the United States, algae can grow under a broad range of water temperatures (from 15 to
40 °C), depending upon strain, region, and season. Growth rate can increase with increasing
temperature but declines significantly above the species- or strain- specific optimum, as it
reduces protein synthesis and consequently results in decreased growth rates. The
efficiency of carbon and nitrogen utilization decreases at non-optimal temperatures.
Temperature may also play a key role in photo-inhibition, which is known to impact algal
growth rate (Darley, 1982; Harris, 1986; Hope, 1975; Konopka and Brock, 1978; Raven
and Geider, 1988; Renaud et al., 2002; Rhee, 1982). Temperature also has a significant
effect on the formation of carotenoids. Carotenoids absorb light energy for use in
photosynthesis and protect chlorophyll from photo damage (Armstrong and Hearst, 1996).
Furthermore, they play a vital role in the photosynthetic reaction center by either
participating in the energy-transfer process or protecting the reaction center from autooxidation. Carotenoid accumulation in algal species increases with temperature because of
the increased oxidative and photo damaging effects noted at elevated temperatures (Liu
and Lee, 200, Tjahjono et al., 1994, Tripathi et al., 2002). Increase in temperature can also
lead to reductions in nutrient availability (Juneja et al. 2013).

19

Moreover, the growth rate of algae is proportional to the uptake rate of the most
limiting nutrient under optimal conditions of temperature and pH (Titman, 1976). Nitrogen
is one of the most important macronutrients for growth and metabolism of algal cells.
Nitrogen is a fundamental element for the formation of proteins and nucleic acids, and it is
an essential constituent of all structural and functional proteins in the algal cells (Hu, 2004).
Inorganic nitrogen taken up by algae is rapidly assimilated into biochemically active
compounds and recycled within cells to meet changing physiological needs (Frujita et al.,
1988). It is not unusual for algae to become nutrient-limited (i.e., nitrogen-limited) in the
natural environment (Harris, 1986). Limitation of this key nutrient shifts the metabolic
pathway of the organism. The cause of this limitation varies between different water
systems. Nitrate limitation can occur because of the accumulation of organic biomass in
the water system. When this biomass dies, it sinks to the bottom of the water system, where,
in a healthy system, decomposers will process it and release the nitrates and phosphates
back into the system. However, in an unhealthy system with a large proliferation of algae,
there is not enough oxygen for the decomposers to survive, thus the dead biomass is not
decomposed and nitrates are not released into the water system. This results in nitrate
depletion which results in a decrease in algal growth (Freeman 2002). It is commonly
observed that an increase in nitrate levels increases algal growth (Fried et al., 2003).
Hydrodynamic conditions and flow velocity are vital parameters that influence
algae growth and biomass. Low flows provide favorable conditions for the occurrence of
algae growth (Shen and Qun, 2009). The optimal velocity that will accelerate algal growth
is close to zero but not equal to zero. When water flow velocity is lower than the optimal
velocity, as it increases, the algae growth rate increases and vice versa. It has been found
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that the optimal velocity and the appropriate range changes with local geographical and
hydrological environment of the water body, as well as different kinds of algae, but their
interrelationship are still under study because of its complexity. Long et al. (2011)
developed a mathematical model to study impacts of hydrodynamic conditions on algal
growth by taking into consideration the optimal velocity and the velocity range of algal
growth and concluded that hydrodynamic conditions have significant impacts on the
growth of algae, and the flow velocity of about 0.04 m s−1 was optimal. Wang et al. (2015)
also simulated the algal growth in a river–lake system, and the temporal and spatial
distributions of Chl-a concentration in the area were analyzed. Their results also show that
hydrodynamic conditions play an apparent effect on algae growth, and different flow
disturbance intensities during periods, results in alteration in the algae cell density.
Moreover, high velocities (from large storm events) expose the algal biomass to high shear
stresses, abrasion, and bed disturbance which results in algal biomass loss (Rutherford et
al., 2000). Algal material is relatively neutrally buoyant and would not be expected to settle
out of suspension during flow conditions that result in high shear stresses which induce
loss (Ford et al., 2017). However, during periods of low flow there is also a small,
continuous loss of algal cells by abrasion and scour (Uehlinger et al. 1996).
Growth of microalgae under photoautotrophic conditions is also affected by
changes in dissolved oxygen (DO) concentration. Torzillo et al. (1998) reported that the
combined effect of high oxygen concentration and low temperature resulted in photoinhibition. According to the research that Ugwu et al. (2007) conducted, a combination of
high concentration of oxygen, high temperature, and high irradiance would drastically
reduce the photosynthetic activities of alga during outdoor cultures. Both the biomass
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productivity and the Chl fluorescence declined when the DO concentration was increased.
The decrease in biomass productivity was an indication that high concentration of DO
resulted in photochemical damage to the photosynthetic apparatus. Kazbar et al. (2019)
also proved that high concentrations of dissolved oxygen can inhibit the growth of
photosynthetic microorganisms in micro-algal culture systems. The study investigated the
impact of high dissolved oxygen concentrations (CO₂) on biomass productivity. Results
showed a loss of biomass productivity.
2.3.3

Duckweed
Duckweed growth is directly affected by temperature (Filbin and Hough, 1985).

The temperature affects important chemical and physical processes, such as nutrient
absorption, assimilation and nutrient translocation, photosynthesis, respiration, diffusion,
water flow, and other various enzymatic activities (Hutabarat amd Indradewa, 2020). Each
duckweed species will behave differently under the same temperatures. Generally,
duckweed can grow at temperatures ranging from 5 to 35 oC (Oron and Willers, 1989) with
optimum growth between 20 and 31 oC depending on the species (Iqbal, 1999; Boniardi et
al.,1999; Zirschky and Reed, 1988). Within this range, duckweeds reproduce quickly,
rapidly consuming nutrients. However, in the vicinity of 45oC, duckweed growth is
strongly inhibited (Filbin and Hough, 1985). Lasfar et al. (2007) developed a model to
predict duckweed growth under different temperatures among other parameters. The results
indicated that for temperatures outside of the calculated optimal value the intrinsic growth
rate decreases significantly, more specifically for temperatures lower than 10 oC or higher
than 35 oC the growth is strongly inhibited. An optimal temperature for proper growth was
observed at 26 oC which was has been confirmed by others (e.g., Ruigrok, 2015).
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Duckweed grows rapidly in nitrogen-rich environments and growth rates can be
heavily influenced by the form of dissolved inorganic nitrogen. Duckweed assimilate
dissolved inorganic nitrogen and either use it for growth or may store it in tissue. Dissolved
inorganic nitrogen may be released back to the stream channel through endogenous
respiration of biomass pools, or decomposition of detrital organic matter (Bunnell, 2020).
Nitrogen uptake efficiencies are also impacted by flow conditions and channel bathymetry.
For instance, nitrogen removal decreases with increasing water depth and increase with
increasing surface area to depth ratios (Bunnell, 2020). However, while both nitrate and
ammonium are biologically available in a water system, duckweed has been shown to
prefer uptake of ammonium when both species are abundant (Fang et al., 2007; Matusiak
et al. 1976). Duckweed preferentially absorbs ammonia rather than nitrate because nitrogen
in ammonium form is transformed directly to plant protein, rather than being assimilated
and subsequently reduced as in the case of nitrate (Zhang et al. 2014). Cedergreen and
Madsen (2002) studied the nitrogen uptake by duckweed and found that species grown in
one to one ratio of ammonium and nitrates preferentially assimilated ammonium,
particularly at low nitrogen availability. High concentrations of ammonium can however
be inhibitory to duckweed growth, which can negatively affect wastewater purification in
wastewater ponds, since duckweed would not effectively remove nutrients from the
wastewater (Caicedo et al. 2000; Huang et al. 2013; Xu and Shen 2011).
Duckweed plants require enough oxygen and favorable flow conditions to
proliferate. The water flow rate will affect oxygen distribution and temperature stability,
as stated by Van Den Top (2014) and Ruigrok (2015) that duckweed plants will die
following oxygen depletion and high temperature exposure. Nutrient-rich stream channels
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that are managed to reduce flow velocities may have significant pools of duckweed that
exert control over the fluvial nitrogen budget during certain times of year (Bunnell, 2020).
Flow conditions also impact advection of nutrients, which will influence growth. When
flow is too low, nutrients are not supplied, and if flow is too high it washes biomass
downstream. Therefore, duckweed proliferates in ponds and shallow streams, where the
current is slow-moving (Walbridge, 2004).
2.3.4

Rooted Macrophytes
Temperature is known to be an important factor in macrophyte growth, as it

influences a variety of physiological responses (Pip, 1989). A number of researchers have
noted that growth of some species is more robust at high temperatures, although the growth
cycle is compressed (Ander- son, 1969; Barko and Smart, 1981; Grace and Tilly, 1976;
Young, 1974). In deeper waters, low temperature may limit the length of the growing
season (Moeller, 1980). Changes in the temperature regime of a water body have been
reported to result in alterations of macrophyte community composition (Allen and Gorham,
1973). Water temperature also influences the productivity of aquatic plants by controlling
the rate at which chemical reactions take place (Kirk, 1994; Simpson and Eaton, 1986). As
mentioned previously, optimal growth rates can be succeeded at some optimal temperature
or range of temperatures, with declining rates as temperature departs from the optimum
(Thornton and Lessem, 1978). However, temperature preferences vary among and within
species both seasonally and geographically. This highlights the need to research plant
growth within a natural setting and over the course of a season (Madsen and Adams, 1989)
A number of studies have associated nutrient enrichment from industrial,
municipal, and agricultural sources to increased growth rate in macrophytes, declines in
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species diversity, and shifts towards phytoplankton-dominated systems (Cambridge and
McComb, 1984; Carr, 1996; Chambers et al., 1991; Orth and Moore, 1983; Ozimek, 1978;
Smith et al., 1978; Ziefert et al., 1991). Some studies have shown that nitrogen is more
likely to limit production than phosphorus because it is depleted more rapidly (Barko et al.
1988; Carignan 1985; Chen and Barko 1988). In some species, ammonium is preferred
over nitrate as the nitrogen source (Nichols and Keeney 1976; Short and McRoy 1984).
However, many macrophyte models assume that nutrients are not limiting and are limited
only by light and temperature (Best and Boyd 1999; Scheffer et al. 1993; Titus and Adams
1979).
Modifications to flow regimes caused by the construction of dams, weirs and the
withdrawal of water for industrial and agricultural purposes have been linked with
increased growth rate in macrophyte biomass in the Nechako River, Canada (French and
Chambers, 1997), the Otra, Suldalslakgen, and Borleva rivers, Norway (Rorslett et al.,
1989), and many other waterways worldwide (French and Chambers, 1997). Primary
production of macrophyte species in flowing waters is generally high compared to lentic
ecosystems, because exchange of dissolved substances (phosphorus, nitrogen, oxygen and
carbon) is facilitated by a decreased boundary layer thickness at the plant surface (Odum,
1956; Madsen and Adams, 1988; Stevenson, 1988).
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2.4

Tables and Figures.

Table 2.1: Reported studies of mapping and classifying aquatic and non-aquatic vegetation
with the use of unmanned aerial vehicles. (UAV is unmanned aerial vehicle, OA is overall
accuracy, UA is user’s accuracy, PA is producer’s accuracy, OBIA is object-based image
analysis, ACE is adaptive cosine estimator, SAM is spectral angle mapper, RF is random
forest, LDA is Linear Discriminant Analysis, RGNIR is red-green-near infrared bands,
NDVI is normalized difference vegetation index and DSM is digital surface model, SVM
is support vector machines, MAV is manned aerial vehicle.)
Referenc
e

Objectives

Image
acquisition

UAV

Camera

Landscape

Ground
truthing

Husson et
al. (2014)

1. Evaluating
the use of UAV
for producing
digital
vegetation
maps.
2. Identifying
and mapping
non-submerged
vegetation
species and
species
abundance.
3. Evaluating
the accuracy of
the
identification
from the UAV
images.

Each site
was
surveyed
once, one in
July and two
in August.

Personal
Aerial
Mapping
System
(PAMS), a
miniature
UAV
developed by
SmartPlanes
Sweden AB.

Canon
Ixus 70
digital
compact
camera.

One
river
and
two
lakes.

Assessment of
homogenous
vegetation
patches.
Calibration
and validation
were based on
field controls.

Flynn
and
Chapra
(2014)

Classifying of
submerged
nuisance green
algae.

Aerial
surveys were
completed
every two
weeks, with
a total of 18
different
flights from
late May to
late
November.

DJI multirotor UAV.

Threeband
GoPro
Hero 3
lightweig
ht digital
camera

Shallo
w nonturbid
river.

Visual survey
of a stream
segment, by
wading, and
noting the
presence of
algal cover.

ACE and
SAM
algorith
ms were
used for
algal
identifica
tion

Algae
and
backgro
und
coverage
were
identifie
d 90%
and 92%
of the
time.
Tau
coefficie
nts were
0.82 and
0.84 for
ACE and
SAM.

Husson
(2016)

Evaluating the
potential of true
color digital
images acquired
with an UAV
for surveying
non submerged
aquatic and
riparian
vegetation.

Images were
acquired
during JulyAugust.

Personal
Aerial
Mapping
System
(PAMS)
micro-UAV
by
SmartPlanes
AB..

Canon
Ixus 70
lightweig
ht digital
compact
camera.

Two
streams
and
three
lakes.

Survey of the
local plants
and vegetation
types and
biomass
sampling.

Error
matrices,
PA, UA
and OA
were
evaluate
d.

Visual
interpret
ation
from
UAV
images
is
possible,
UAS
images
are
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Classification

Notable
Finding
s
OA, UA OA of
and PA
95.1%
were
for the
implemen lake,
ed for the 80.4%
classificat for the
river.
on.
Digital
vegetatio
n map
was
produce
d.

Husson et
al. (2016)

Comparing an
automated
classification
approach to
manual
mapping and
assess their
accuracies.

I
mages were
acquired
from 12 to
14 of
August.

Personal
Aerial
Mapping
System
(PAMS)
micro-UAV
SmartPlanes
AB.

Canon
Ixus 70
lightweig
ht digital
compact
camera.

Lake.

Survey for
species
recognition.

Chabot et
al (2016)

Evaluating the
efficiency of
automatically
detecting and
mapping
submerged and
emergent
invasive water
soldiers using
object-based
image analysis,
for a composite
RGB and NIR
orthomap.

Images were
acquired
during one
flight in
October.

eBee
“mapping
drone”
senseFLY.

1. For
RGB:
Sony
CyberShot
DSCWX220
camera.
2. For
NIR
imagery:
Canon
PowerSho
t S110.

Shallo
wwater
river.

1. Collecting
multispectral
imagery (NIR
band).
2. Separating
above water
and submerged
aquatic
vegetation.
3. Performing
supervised
classification to
the water
features.

Images were
acquired
during one
flight in
October

eBee
“mapping
drone”
senseFLY

Sequoia
multispect
ral camera
that
captures
RGB
imagery
through a
dedicated
sensor.

Five
study
sites on
a
shallow
-water
lake.

With the use
of GIS
polygons
colonies of the
aquatic
vegetation
were marked
in the RGB
orthomaps, to
which
surveyors
navigated and
recorded the
vegetation
type.
A field survey
was
conducted,
with a grid of
sampling
points, where
at each point
the vegetation
was recorded.

1. Determining
the information
that is required
to classify

Missions
were
repeatedly
flown every

DJI Inspire 1
UAV.

Sequoia
Multispec
tral
Camera

First
order
stream.

Chabot et
al (2018)

Sessana
(2019)

27

A visual
survey was
performed to
note the

suited
for
manual
vegetatio
n
mapping
.
OA, PA, Successf
UA and ul
kappa
classific
coefficie ation of
nt were
noncalculate submerg
d.
ed
aquatic
vegetatio
n from
true
color
UAV
orthoma
ps in an
automate
d way.
RF was Results
used
proved
from
classific
which
ation
OA, PA, approach
UA and promisin
the
g for
kappa
mapping
coefficie invasive
nt were
water
calculate soldier.
d.

RF
classifier
s was
used,
from
which
OA, PA,
UA and
the
kappa
coefficie
nt were
calculate
d

The
classific
ation
performa
nce
under
varying
paramete
rs
yielded
excellent
automate
d image
classific
ation
performa
nce for
above
water
features,
and a
fair
performa
nce for
submerg
ed
features.
An LDA Multispe
model
ctral
was used imagery
for
may be

submerged
aquatic
vegetation.
2. Determining
the
classification
efficiency of
statistical
models based
on UAV
imagery.
3. Determining
if the statistical
relationships
are robust.

one to two
weeks from
April
through July
30.

and
Sunshine
Sensor
(Parrot
Drones
SAS). The
camera
collects
RGB
images as
well as
red edge
and NIR
bands.

De Luca
et al.
(2019)

Applying
supervised
classification
and OBIA
methods to high
resolution UAV
imagery to
identify
vegetation,
implementing
the use of
RGNIR
mosaics, NDVI
and DSM.

Images were
acquired at
two different
periods of
the year
(spring and
summer).

Fixed-wing
UAV
(SpinWorks
S20).

A
modified
RGB
camera in
which the
blue
channel
was
replaced
with a
NIR
channel.

Song and
Park
(2020)

Evaluating a
UAV-based
method of
surveying the
distribution of
aquatic plant
habitats,
utilizing
multispectral
UAV images
and various
vegetation uses,
to find the
method with the
highest
accuracy.

Images were
acquired four
times, in
April, May,
June and
October.

Firefly UAV.

A
redEdge
multispect
ral camera
from
MicaSens
e.
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submerged
aquatic
vegetation.

automate
d land
cover
delineati
on.

Cork
oak
woodla
nd.

Ground
control points
were used for
vegetation
identification.

RF and
SVM
classifier
s, error
matrix,
OA and
kappa
coefficie
nt.

Small
reservo
ir.

None

A total
of five
vegetatio
n indices
were
statistical
ly
analyzed
for
extractin
g
vegetatio
n
informati
on.

particula
rly
useful,
and may
not
require
much
data to
achieve
robust
classific
ations.
Moreove
r even a
small
dataset
can yield
robust
classific
ations.
The
OBIA
workflo
w
coupled
with the
use of
machine
learning
classific
ation
algorith
ms was
consider
ed an
excellent
classific
ation
method
of forest
tree
species.
The
most
effective
vegetatio
n indices
of the
aquatic
plant
areas
were the
NDVI
and
GNDVI,
as they
were
clearly
distingui
shed
since
their
values
were
significa
ntly
different
between
aquatic
plants

Bolch et
al. (2021)

Comparing the
mapping
performance of
an imaging
spectrometer
mounted on an
UAV to one
mounted on a
MAV that is
used for
monitoring.

Imagery was
collected
once in
April.

DJIM600Pro
UAV.

1. UAV
mounted:
Headwall
NanoHyperspe
c, sensor.
2. MAV
mounted:
HyMap
sensor
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Tidal
freshw
ater
estuary
(lake or
wetlan
d like
environ
ment).

Plant species
geolocations
were collected
to use for the
training
classification.

RF
algorith
m was
used.
OA, PA,
UA and
kappa
coefficie
nts were
evaluate
d.

and the
water
surface.
The map
making
model for
the
classificat
ion of the
NanoIma
gery had
an OA of
94.1%,
better
than the
OA of the
HyMap
classificat
ion of
85.7%.

Chapter 3. Methodology
3.1

Study Site
To meet the objectives of this study, the Camden Creek watershed was selected as

the study area. Camden Creek is located within a karst agroecosystem watershed (drainage
area of 10.69 km2) in the Inner-Bluegrass physiographic region of central Kentucky
(Figure 3.1). A temperate Midwestern United States climate prevails in the region, which
includes four distinct seasons. These seasons are characterized by moderately cold winters,
warm and humid summers and moderate transition periods in spring and fall. The surface
tributaries in the watershed are shallow and emanate from springs. They flow over mainly
limestone bedrock and are mostly unshaded through grazed pasture with riparian
vegetation, and with low streambed sediment storage on exposed bedrock (Fogle et al.,
2003, Ford et al. 2019). This watershed was chosen because 1) it is characterized by high
heterogeneity of submerged and emergent aquatic vegetation, 2) it has an open canopy
system, providing a fairly unobscured area for monitoring, and 3) this site has been used
for long-term research on water quality, so there is existing high frequency environmental
monitoring dataset that can complement the aerial images collected from the UAVs.
Aquatic vegetation in Camden Creek is characterized by an abundance of both
submerged and emergent aquatic vegetation. The in-stream vegetation is dominated mainly
by duckweed, benthic algae and a variety of rooted macrophytes. The aquatic vegetation is
highly heterogeneous both spatially and temporally in the stream channel (Figure 3.2).
Based on recent modeling results, the cumulative aquatic biomass is typically at a
minimum in winter, begins to develop in the spring (April or May) and reaches a maximum
cover during the summer (July or August) and continues to proliferate until late fall
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(Bunnell et al. 2020). More specifically, duckweed dominates the vegetation during the
summer months, while benthic algae typically dominate in the early spring and late fall.
The rooted macrophytes mainly occur in the near bank regions, due to a lack of sediments
along the bedrock channels.
3.2

Data Collection and Analysis
Workflow of image data collection and processing procedures for predicting

aquatic vegetation is summarized in Figure 3.3 and described in the following subsections.
3.2.1

UAV Deployment and Image Acquisition
The DJI Mavic 2 Pro was the UAV used for the visible system and the DJI Inspire

2 with a MicaSense Altum Camera was the UAV used for the multispectral system (Table
3.1-Table 3.3). The Mavic 2 was controlled using the DJI Pilot app on DJI’s Android-

based smart controller. The visible camera on the Mavic 2 was controlled using that app
since a waypoint navigation independent of the camera was used to control the flight path.
The interval was set to 2 s. The multispectral camera on the Inspire 2 was pre-programmed
to collect images once the camera was ~50 ft above the ground automatically collected
images based on altitude. The interval was set to 2 s as well. The multispectral camera was
also manually triggered about 1.5 meters above a calibration target at the beginning of the
first flight on each date. The calibration target is used in Pix4Dmapper to correct for the
ambient light conditions in conjunction with the on-board ambient light sensors. The
Inspire 2 was controlled using the DJI Ground Station Pro app on an Apple iPad connected
to the remote controller. Waypoints were used to control the flight trajectory and velocity
was set to provide ample overlap between successive images. Each flight consisted of two
roughly parallel paths along each bank of the stream. The altitude above ground level
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(AGL) for the waypoint flights should be provided here with note that we took off from a
hill above the stream so actual distance between the camera and the ground was greater.
Related to this, the reports from Pix4D probably show the average altitude of the imagery
above ground level (or at least the average ground sampling distance).
Two trial surveys were conducted in November 2019 and January 2020 to calibrate
the drones, develop a mission plan that would satisfy the needs of the research and schedule
the flights based on the optimal time of day to avoid the sun’s reflection (glitter or glint)
from water surfaces, which can diminish the amount of detail in underwater imagery.
Before the initial flight in June 2020, the compass of the autopilot system was calibrated
to local magnetic conditions. The purpose of this calibration was to improve the UAV’s
heading accuracy.
Thereafter, the UAV was operated by remote control during each reconnaissance
mission. The camera was activated manually upon takeoff and digital images were taken
every 2–5 sec on auto-exposure depending on mission conditions using the camera’s timelapse feature. The aerial surveys were completed roughly every two weeks over the stream
of interest, over a 4.5-month period (16th of June 2020 – 27th of October 2020). Ten
campaigns were complete for the visual dataset and five for the multispectral (Table 3.4Table 3.5). The flights were typically conducted between 10 am and 12 pm EDT, to best

constrain changing lighting conditions based on sun position.
3.2.2

Ground Truth Surveys for Verification
Ground truth surveys were performed in a selected stream reach (approximately 1

km of distance) to verify the remote sensing results (Figure 3.4). The stream reach was
selected based on previous modeling in the reach which suggested high rates of duckweed
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and algal growth, as well as high temporal variability (Bunnell et al., 2020). Homogenous
vegetation pools for duckweed, algae and macrophytes existed within the segment, which
simplified identification of vegetation species in the aerial images. The surveys were
conducted on August 17th, August 31st, and September 14th. The segments were surveyed
visually by wading the stream reach. Different groups of the aquatic vegetation were noted,
and the regions where specific vegetation was predominant were identified. A handheld
GPS was used during the surveys to note the coordinates of the specific regions. Moreover,
samples of duckweed, algae and macrophytes were gathered from these regions and were
dried and evaluted for validation. Results from all the surveys were recorded, transcribed
to an excel spreadsheet and can be seen in (Appendix A) as well as some images of the
surveyed areas.
3.2.3

Image Processing
The images recorded by UAVs were initially pre-processed in Pix4DMapper

software (4.5.6) using the “3D Mapping” processing option. The analysis process consisted
of georeferencing RGB and multispectral (one for each of the five bands) orthoimages,
point cloud (overlapping points), mesh generation, and generation of orthomosaics
(orthorectified image-mosaics and image correction using reflection panel information).
When more than one step is processed sequentially, a PDF Quality Report was generated
in the results folder when the processing is completed. The quality report assess the
accuracy of the image processing. It is automatically displayed in Pix4Dmapper once a
step is completed. The quality reports for both the visible and multispectral imagery is
provided in Appendix D. The results of the analysis process can be seen in Chapter 4.
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The orthomosaics were then imported to QGIS Desktop 3.18 where portions of the
imagery that were extended beyond the boundaries of the stream reach were clipped using
a polygon shapefile, leaving mainly the areas containing water and aquatic vegetation of
interest, excluding terrestrial vegetation and man-made structures as white space (Figure
3.5). The process of creating the polygon shapefile and generating the clips can is
demonstrated in Appendix B. The clips in the visible spectrum that were generated from
Pix4DMapper included four bands (red, green, blue, and alpha bands), and machine
learning algorithms were applied to the RGB bands. The fourth band (alpha band) is used
to represent transparency. An alpha value of 255 denotes no-data and it should be
eliminated before further processing. To ensure that all datasets were similar, the alpha
band was removed from all images. In addition, the background color of each image was
set to be white. As a result, the algorithm used to develop the SVM model operated only
on three bands (RGB). In addition, the space between the clip and the rectangular image
boundaries had to be changed from black to white. The exact process which was applied
using the QGIS functions is included in the Appendix (Appendix B). The resulting clipped
orthomosaics can be seen in Chapter 4 under the image processing section. Riparian
vegetation is present in many of the clips, due to the difficulty to isolate it from the stream
boundaries, without clipping portions of the stream. Therefore, riparian vegetation was
included as one of the classes in the classification process. Enlarged clips of the stream
from one of the visible maps can be seen in Figure 3.6a.
The multispectral data were also initially pre-processed in Pix4DMapper software
(4.5.6) using the Ag Multispectral processing option with additional configuration to
export the spectral bands individualy.. The multispectral data were made up from five
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different spectral bands, the Blue, Green, Red, Red-Edge and near-infrared (NIR) bands.
However, only the red, green, and near-infrared bands were imported in QGIS after their
initial processing. These three bands were chosen from trial and error as well as from the
results of De Luca et al. (2019) that showed that the combination of these three bands
results in a classification with higher accuracy. Chabot et al. (2018) also used multispectral
data with the same band combination which resulted in overall classification accuracies of
89-92% for above water features. From the trial-and-error procedure, it was clear that
compared to other combinations (i.e., red-green-Red Edge or blue-green-NIR, etc.) the
combination of red-green-NIR (RGNIR) gave the best results, since it best differentiated
vegetation types visually. After importing the three bands in QGIS, each was multiplied by
255 in the raster calculator in order to convert the 0-1 pixel range in each of the
multispectral bands to a 0-255 pixel range (which corresponds to RGB values), and
typecasts the bands to an 8-bit integer. Therefore, the segmentation algorithm which was
developed for the visible range could be applied to the modified multispectral range, as if
it were a visible image.
By merging the modified red, green and near infrared (NIR) reflectance maps,
three-band false-color composite images were created. These three-band false-color
images created a new virtual red-green-NIR raster, which was further implemented for all
the multispectral analysis. Enlarged clips of parts of the stream from the NIR multispectral
raster before applying this processing option can be seen in Figure 3.6b. The virtual RGNIR
multispectral rasters from the same date and position can be seen in Figure 3.6c. The
methodology for the multispectral orthomaps can be found in Appendix B.
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3.2.4

Image Segmentation
After processing visible imagery datasets, segmentation was performed, using the

Orfeo Toolbox (OTB) in the QGIS environment (Figure 3.5, 3.7-3.8). The OTB is a library
designed for remote sensing image processing which can be accessed via the command
line, a graphical interface, Python and as a QGIS plugin. The toolbox provides algorithms
for image processing and a segmentation tool that offers several different segmentation
algorithms. The process of segmentation focused not only on the radiometric information
of the pixels, but also on the semantic properties of each segment, on the image structure,
and on other background information (color, intensity, texture, weft, shape, context,
dimensional relations, and position) whose values described the association between
adjacent pixels.
Segmentation was performed on clips of the stream reach from July 28th. The
number of the total clips that were used for segmentation was ten. The mean shift algorithm
was used as it allows more user defined thresholds and is a flexible clustering technique.
Using the OTB, the input image was divided into tiles and then the mean shift segmentation
was performed within each tile. This was done by grouping together neighboring pixels
whose range distance was below the range parameter and optionally spatial distance was
below the spatial range parameter. After conducting a sensitivity analysis with values
ranging from 50 to 1000-pixel units, it was concluded that to process images from the
visible dataset, a minimum size of a region of 300-pixel units was appropriate to be used
as the input value (Figure 3.7). However, in some cases a minimum region of 400-700pixel units was appropriate. The range depends on the size of the clip (larger clip sizes may
require larger minimum regions), the resolution of the clip (higher resolution clips may
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require larger minimum regions) and the density of the different features included in the
clip (a large number of small clusters may require a smaller minimum region). The rest of
the parameters were left with default values. The resulting segmentation was stored as a
shapefile defined by the user, in which every polygon represented a segment. More
specifically, the original images were subdivided into a set of segments that were spatially
adjacent, composed of a set of pixels with homogeneity and collectively covered the whole
image.
The processing of the multispectral dataset was similar to that of the visible
spectrum images (Figure 3.8). Multispectral images consisted of three bands (e.g. RGNIR),
and the segmentation algorithm processed the image features in the same way as the visible
images. Segmentation was performed on clips from July 28th multispectral orthomap. The
total number of the clips was ten as well. The minimum pixel region for segmenting the
multispectral images was adjusted to a lower value. Processing of single band images (e.g.
Red) was also performed, to evaluate if single band segmentation performs better for under
water features, than segmentation of multiple bands (RGNIR).
Following the segmentation process, an object radiometric statistics function was
used to calculate several different classification attributes for every resulting segment
including spatial attributes (variously describing segment size, dimensions, and shape), for
both the visible and the multispectral datasets. Further, four spectral attributes per band
(minimum, maximum, mean, and standard deviation), were recorded in an attribute table
accompanying the polygon shapefile containing the segments.
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3.2.5

Image Classification
After completing the segmentation process, supervised classification was first

performed on the segments generated from the visible dataset of the ten clips (Figure 3.9).
In the attribute table that was created from the segmentation, two new fields (columns)
were manually added. The first column contained the class name and the second one the
class identity (class ID). The features were classified into six different categories and an
identification number was assigned to each one. The number zero was assigned to riparian
vegetation, the number one to water, number two to duckweed, number three to algae,
number four to macrophytes, and number five to the white space surrounding the clipped
image. It should be noted that all the image segments were manually classified including
the segments corresponding to the white space.
Using a combination of visual interpretation from the high-resolution RGB images
and the qualitative verification from the data that were collected from the stream surveys
and field observations, features were identified, and the appropriate class ID was assigned
in the attribute table. The different types of aquatic vegetation were easily distinguished
from one another and from the rest of the features in the image. Five of the manual
classified clips were then used as the training dataset for the machine learning algorithm.
The total number of segments in these five training clips was 666. The remaining five
classified clips were used as the validation dataset, with a total of 498 segments. Using half
of the available clips for training and the remaining half for validation samples for
subsequent assessment of the performance of the trained classifier models is a common
approach as discussed by Chabot et al. (2018), De Luca et al. (2019) and Husson et al.
(2016).
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The OTB toolbox was implemented again to train the classifier using the “train
vector classifier” function. Five of the shapefiles that were generated from segmentation,
with the radiometric statistics in the attribute table for all the segments, were specified as
the input vector data. The remaining five shapefiles were specified as the validation data.
The following string "meanB1 meanB2 meanB3 stdB1 stdB2 stdB3" was specified as the
field names to be used for training features. The function also gives the option to the user
to select their preferred classifier to use for the training. Both the “support vector machine
(SVM)” algorithm and the “random forest (RF)” algorithm were evaluated for the image
classifications; however, the SVM algorithm was found to deliver the best overall
classification performance and is therefore the focus of the remainder of the study.
The output of this function is a confusion matrix (or error matrix) which is a table
used to describe the performance of the selected classification model when comparing the
classified validation segments to the actual class ID in the attribute table (Hardin and
Shumway, 1997; Huang et al., 2017; Jeness and Wynne, 2005). It is usually used as the
quantitative method of characterizing image classification accuracy and show the
correspondence between the classification result and a reference image. The diagonal
elements of the matrix are the ones that contain the number of correctly identified pixels
or the true values (TV). Dividing the sum of these pixels by the total number (TN) of pixels
we will get classification’s overall accuracy (OvAc) as shown in equation 1.
(1)

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑇𝑇𝑇𝑇/𝑇𝑇𝑇𝑇

The size of the testing set has important implications to accuracy assessment and
comparison. It is important that an appropriate sample size is used, noting that both smaller
and larger sample sizes may be problematic. With careful planning of the accuracy
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assessment, however, useful results can be obtained. Careful planning of an accuracy
assessment and comparison activity can help reduce the use of designs that have little
chance of producing significant results (Foody, 2009).
Although a target accuracy is often not stated explicitly in classification accuracy
assessments, one value that has been widely used as a target in thematic mapping via an
image classification is to achieve an accuracy of >85% correct allocation (e.g. McCormick
1999, Scepan 1999, Wulder et al. 2006), which is the most common target value specified
in the literature. Sometimes this 85% target is qualified further to indicate that the
component classes of the classification should be classified to comparable levels of
accuracy. However, the 85% target accuracy that is often adopted in thematic mapping
from remotely sensed data appears to stem from early research on mapping broad landcover classes at a small cartographic scale and may be inappropriate for some current
mapping applications (Foody, 2006).
Apart from the overall accuracy, the accuracy of class identification needs to be
assessed. This information can be acquired from the non-diagonal cells in the matrix. These
cells contain classification errors, i.e., cases when the reference image and the classified
image don’t match. There are two types of errors: overestimation (commission errors) and
underestimation (omission errors). For the following statistics, an example calculation is
shown for the first attribute in a 3-attribute classification model for illustration purposes.
For any class, errors of commission occur when a classification procedure assigns
pixels to a certain class that do not belong to it. The number of pixels that are mistakenly
assigned to a class are found in column cells of the class above and below the main
diagonal. The sum of these cell pixels is the absolute value of the class commission. And
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if we divide this sum by the total number of class pixels (all the pixels in the column of X
or Xn,1), we will get the relative commission error (Com). The calculation of Com for the
first attribute is:

𝐶𝐶𝐶𝐶𝐶𝐶 =

� 𝑋𝑋2,1 +𝑋𝑋3,1 �

(2)

∑31 𝑋𝑋𝑛𝑛,1

The number of errors of commission is also described by the Producer’s accuracy (PrAc)
indicator. It is the number that is used to correctly identify pixels (the number that is on the
diagonal line) divided by the total number of pixels in the reference image. For example,
for the first attribute:
𝑋𝑋

(3)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = ∑3 1,1

1 𝑋𝑋𝑛𝑛,1

The values of Com and PrAc are connected through the following equation:
(4)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 1 − 𝐶𝐶𝐶𝐶𝐶𝐶

For any class, errors of omission occur when pixels that in fact belong to one class,

are included into other classes. In the confusion matrix, the number of omitted pixels is
found in the row cells to the left and to the right from the main diagonal. The sum of these
cells is the absolute value of the class omission. If this sum is divided by the total number
of class pixels in the classified image, the relative omission error occurs (Om):

𝑂𝑂𝑂𝑂 =

� 𝑋𝑋1,2 +𝑋𝑋1,3 �

(5)

∑31 𝑋𝑋1,𝑛𝑛
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The user’s accuracy (UsAc) is another index which can be used to characterize the
number of errors of omission. It is the number of the correctly identified pixels of a class,
divided by the total number of pixels of the class in the classified image.
𝑋𝑋

(6)

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 = ∑3 1,1

1 𝑋𝑋𝑛𝑛,1

Again, the omission error and the user’s accuracy values are connected:
(7)

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 = 1 − 𝑂𝑂𝑂𝑂

Another accuracy indicator is the kappa coefficient. It is a measure of how the

classification results compare to values assigned by chance. The kappa coefficient can be
estimated easily from the confusion or error matrix that is widely used in classification
accuracy assessment (Foody, 2020).
Using notation similar to Cohen (1960), the kappa coefficient of agreement, κ, is
estimated from:
𝑘𝑘 =

𝑝𝑝𝑜𝑜 −𝑝𝑝𝑐𝑐

(8)

1−𝑝𝑝𝑐𝑐

where po is the proportion of cases correctly classified (i.e. overall accuracy) and pc

is the expected proportion of cases correctly classified by chance.
The kappa coefficient can take values from 0 to 1. If kappa coefficient equals to 0,
there is no agreement between the classified image and the reference image. If kappa
coefficient equals to 1, then the classified image and the ground truth image are totally
identical. So, the higher the kappa coefficient, the more accurate the classification.
It should be noted that if a validation dataset is not provided, the classifier function
will use the training dataset for validation (internal or self-validation) and will generate the
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corresponding confusion matrix. The above mentioned statistics will also be generated for
a self-validated confusion matrix.
Following training, the SVM model was then used as an input in the “image
classification” tool, along with a visible image of the stream, to perform the classification.
The result was a raster map that consists of several classes. Each class corresponds to a
distinct image defined by the classifier. The user can assign a color in each class so that a
color map can be produced, where each color corresponds to a different feature (targeting
the aquatic vegetation.).
The classification of the multispectral imagery was similar to the classification of
the visible datasets. Supervised classification was also performed on the segments that were
generated from segmentation. In the attribute table, two new fields were manually added,
with the class name and the class ID. However, this time the features were classified in five
categories instead of six, and an identification number was assigned to each one. The
number zero was assigned to riparian vegetation, the number one to water, number two to
duckweed, number three to algae, number four to macrophytes. In the case of the
multispectral dataset, the white segments generated negative values in the attribute table,
so the segments were manually eliminated from all the training clips.
The feature identification of the multispectral training dataset was more challenging
than the visible dataset. To identify the multispectral segments a combination of visual
interpretation from the high resolution RGNIR images and qualitative verification from the
visible data was used. However, the different types of aquatic vegetation were not easily
distinguished from one another and from the rest of the features in the image, like in the
visible imagery. More specifically, separating macrophytes and riparian vegetation proved
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to be a challenge in some of the training clips, because the different lighting conditions.
The detection of the submerged vegetation (algae) was also more challenging compared to
the above-water features. The submerged features had a muted appearance in the imagery
compared to the emergent vegetation. Therefore, the process of segmentation performed
on both submerged and emergent vegetation led to important issues, with undersegmentation of the submerged features (the features were grouped into larger segments,
which contained adjacent features) and over-segmentation of the emergent features (the
features were subdivided into numerous smaller segments, providing too many segments
to classify, which made the classification process very time consuming). To circumvent
those issues, the use of the raster calculator function was explored, as a possible solution
to segregate the submerged vegetation from the above-water vegetation.

After the

multispectral segments were manually classified, the same steps for the classification of
the multispectral maps were implemented as for visible orthomosaics. The SVM model
was also used for the multispectral classification. The analytical steps for this workflow
can be found in Appendix C.
3.2.6

Spatial and Temporal Variability Analysis
To assess changes in environmental variables between sampling periods, in-situ

water sensors were used to monitor flowrate, temperature, dissolved oxygen, and nitrogen.
Detailed description of data collection and quality control efforts of the in-situ datasets are
provided elsewhere (Bunnell, 2020; Radcliff, 2021). Briefly, a YSI EXO2 sonde housing
conductivity/temperature, dissolved oxygen (DO), and an integrated pressure transducer
for water depth was implemented at the outlet of the Camden Creek watershed throughout
the duration of our monitoring period and collected measurements every 15-minutes.
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Sensors were calibrated and maintained based on manufacturer specifications. Flowrates
were calculated based on stage measurements over a v-notch weir. Nitrate-nitrite was
measured using a Seabird Scientific Submersible Ultraviolet Nitrate Analyzer (SUNA)-V2
submersible sensor, in which measures were validated using a grab-sampling routine at a
wide range of flow conditions and across seasons (Bunnell, 2020). The SUNA was
collocated with the YSI sonde and collected measurements at a 15-minute sampling
interval. It should be noted SUNA data was missing from June 16th through July 10th due
to sensor malfunctions that occurred early in the COVID 19 pandemic. Measured surface
water parameters were plotted with respect to time from June 16th to October 27th using the
AMANDA software, which stands for Atmospheric Monitoring Analysis and Database
mAnagement. AMANDA has been designed explicitly for time series atmospheric data but
can be used with any timeseries data. It includes subsystems for data import and export,
data analysis, data statistics and data visualization (Diaz et al., 2020).
In order to capture the spatial variability through change detection analysis, the
main reach of Camden Creek was separated into ten stream reaches (Figure 3.10). Small
tributaries were not included since duckweed did not proliferate in those stretches during
our monitoring period. The stream was divided according to the location of the weirs and
the springs discharging into the main-stem. The clips were created from the classified raster
images of June 16th, July 1st and July 28th. Even though the imagery dataset consisted of
ten orthomosaics which would generate ten clips, the shapefile that was initially created
only fit the above mentioned dates, which overlapped perfectly with each other.
Assessing spatial and temporal differences in aquatic vegetation was accomplished
using a Land Cover Change Detection function in QGIS. The Land Cover Change
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Detection function, which is part Semi-Automatic Classification Plugin (SCP), was used
for the change detection analysis. The function allows for the comparison between two
classifications to assess land cover changes. The utility of the change detection analysis
software was evaluated to define gradients in duckweed biomass for the three overlapping
sampling periods.

The datasets input were the classified images that demonstrated

presence/absence of duckweed. The output was a raster (i.e. a ‘.tif’ file) showing the
changes in the map, where each pixel represents a category of comparison between the two
classifications. Output also included a text file containing the cover change statistics. A
comparison category was defined by combining a classification band from the first input
image with a classification band from the second input image e.g., Image1Band1 with
Image2Band3. The statistics show how many pixels have changed to a different class. The
pixels that represented duckweed were marked when they changed from other classes to
duckweed and vice versa. For visualization purposes, pixels were marked with the color
green when they turned into duckweed and the color red when the pixels that represented
duckweed represented a different class in the prior time step. Change detection was not
performed for the remaining classes because of poor performance and were marked with
the color gray. The change detection analysis was applied on the classified raster’s,
between the dates of June 16th - July 1st, and July 1st - July 28th.
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3.3

Tables and Figures

Table 3.1: Specifications for DJI Mavic 2 Pro and DJI Inspire 2

Division

DJI Mavic 2 Pro

Maximum Flying Speed
Weight (including propellers
and two batteries, without
gimbal or camera)
Maximum Flight Time

40 mph in sport mode without wind
743 g

Max Travel Distance (One Full
Battery, No Wind)
Maximum Elevation (Mean Sea
Level)
Operating Temperature Range

DJI Inspire
2
3440 g

21 min (in normal flight, 15%
remaining battery level)
13 km

23-27 min

5000 m

5000 m

0o to 40o C

-20o to 40o C

7 km

Table 3.2: Spectral bands of the MicaSense Altum multispectral camera
Spectral Bands
Blue
Green
Red
RedEdge
Near Infrared

Center Wavelength (nm)
475
560
668
717
842

Bandwidth (nm)
32
27
14
12
57

Table 3.3: Specifications of the MicaSense Altum multispectral camera
Specifications
Weight
Dimensions
Sensor Resolution
Capture Rate
Ground Sample Distance

DJI Mavic 2 Pro
460 g
11.0 x 8.0 x 6.9 cm
2064 x 1544 (3.2 MP per MS band)
2 capture per second (all bands))
8 cm per pixel (per band) at 120m (~400 ft)
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Table 3.4: Dates of the dataset collection in the year 2020.
Collection Date (2020)
June 16th
July 1st
July 17th
July 28th
August 17th
August 31st
September 14th
September 28th
October 15th
October 27th

Dataset Collected
Visible
Visible
Visible, Multispectral
Visible, Multispectral
Visible, Multispectral
Visible, Multispectral
Visible
Visible
Visible, Multispectral
Visible, Multispectral
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Table 3.5: Features of the collected datasets. The multispectral images were collected in two
separate flights, which is why there are two different values for the covered area, the duration of
the flight and the number of images. Note that the number of the images and the image overlap is
a rough estimation since both datasets were collected on a fixed time interval along the path, so
the total number of images and overlap varies with every flight. The visible images were captured
at a speed over ground of 5 m/s and the multispectral images were captured at 4.5 m/s. Both
cameras were set to capture images on a 2 s interval.

Features of the Datasets
Flight height
Covered area
Duration of flight
Number of images
Spatial resolution
Image overlap (front and side)

Visible Dataset
60m above ground level
(AGL)
4532m for the single
flight

Multispectral dataset
60m above ground
level (AGL)
2350m for the first
flight, 2792m for the
second flight
17 min 5 s for the single 11 min 42 s and 14 min
flight
and 48 sec for the two
flights
475 for the single flight 412 and 184 for the
two flights
< 2 cm/pixel
< 4 cm/pixel
≈ 80%
≈ 80%
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Figure 3.1: Camden Creek surface and cumulative watershed area and location within the
state of Kentucky (modified from Bunnell et al. 2020). The green colored line represents
the surface and spring watershed delineation, the blue lines represent the stream network
and the dashed red line represents the flight plan for the UAV. Two images collected in
2019 from the surveyed reach can be seen on the right, that show some of the algae biomass
(top-right image) and the dense population of duckweed (middle-right image). Image of
DJI Inspire Pro 2 UAV ready for takeoff (bottom left image). Image of DJI Inspire Pro 2
UAV capturing the images along the stream reach of interest (bottom right image).

50

Macrophytes
Algae
Water
Riparian vegetation

Duckweed

Figure 3.2: Visible image of a small section of Camden Creek displaying the heterogeneity
of vegetation pools in the surface water and surrounding riparian area.
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Figure 3.3: Workflow of the preprocessing, segmentation, classification, and validation
implemented to create an aquatic vegetation cover map for duckweed, algae and
macrophytes from UAV imagery.
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Figure 3.4: Aerial image of the surveyed reach on a) August 17th 2020, b) August 31st
2020, and c) September 14th 2020. The red boundaries mark the part of the stream that was
waded. Along that path all the homogenous pools were noted.

53

Figure 3.5: Example of the converted white space and the segmentation process of the
visible imagery.
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a.

b.

c.
Figure 3.6: a) Enlarged clips of Camden Creek from the visible map of August 17th. The
clips on the left display a segment of Camden Creek containing riparian vegetation,
duckweed, macrophytes and water whereas the clip on the right displays mostly the
presence of algae submerged in the water column. b) Enlarged clips of Camden Creek
from one of the five multispectral reflectance maps of August 17th, from the same
location as the visible clips. In this image, the clips of the NIR reflectance map are
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displayed. c) Enlarged clips of Camden Creek from the multispectral map, after the
merge of the red, green and NIR bands.

Figure 3.7: Segmentation performed on a visible clip (map of August 17th) of the stream
reach with minimum pixel region of 300 pixel units. The red lines show the segmentation
of the various features.
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Figure 3.8: Example of segmentation performed with different minimum regions on the
red band of a multispectral clip in an attempt to separate the segments of the emergent
vegetation and the water column from the algae (Left clip: 100-pixels in minimum region,
Middle clip: 50-pixels in minimum region, Right clip: 20-pixels in minimum region).
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Figure 3.9: Flow chart for the calibration (training) and validation of the SVM model for
supervised classification of aquatic vegetation.
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Figure 3.10: An image of the main stream of Camden Creek segmented into ten separate
smaller reaches to evaluate spatial variability, for the purpose of the change detection
function. Major stream features (weirs and springs) were considered when creating the
clips.
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Chapter 4. Results and Discussion
4.1

Visible Image Analysis
The pre-processed visible orthomosaic maps from the Pix4DMapper software were

found to vary across the monitoring period due to vegetation dynamics and sampling
conditions (Figures 4.1-4.3). The whole-stream visible orthomosaics displayed some color
variability due to lighting effects (e.g., Figure 4.1f and Figure 4.1i). This occurs because
the ambient lighting and metrological conditions can result in different and inconsistent
spectral signatures across UAV flights (Flynn and Chapra, 2014). A magnified view of the
stream reach (Figure 4.2) illustrates the spatial and temporal variability of the vegetation
during the monitoring period. Temporally, the channel oscillated between a relatively clear
stream reach (e.g., June 16th, August 17th, and October 27th) to a densely vegetated channel
(e.g., July 17th and July 28th). Spatial variations in biomass patterns were also prevalent, as
evidenced by the spatial gradients on July 17th and July 28th. Despite all orthomaps having
the same geographic coordinates, distortions from the visible camera resulted in only four
out of the ten orthomosaic clips (June 16th, July 1st, July 28th and October 27th) completely
overlapping with each other. The main error that contributed to this distortion was the
relative low accuracy of the GPS receiver that was used to geo-tag each image. Both the
onboard GPS for the Mavic 2 and the GPS for the Altum are 1-5 m.
As a result, four polygon shapefiles were needed to extract the stream channel from
the broader image and change detection analyses were restricted to the periods with
overlapping images (e.g., see Figure 4.3). Based on the abundance and diversity of aquatic
vegetation during the July 28th flight, this image was selected to train the SVM model.
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Segmentation of the visual training clip for the July 28th, 2020 flight provided
sufficient data for riparian vegetation, duckweed, and macrophytes; however, the
automated segmentation procedure provided limited discretization of algal biomass (Figure
4.4). Each training and each validation clip contained over 130 super pixel segments. For
the training dataset (first five clips) 666 super pixels were generated during segmentation.
Of these 26 were duckweed, 10 were algae, 389 were riparian vegetation, 91 were water,
133 were macrophytes and 17 were white spaces. For the validation dataset (remaining five
clips) 498 super pixels were generated during segmentation. Of these 116 were duckweed,
5 were algae, 213 were riparian, 98 were water, 44 were macrophytes and 22 were white
spaces.
The trained SVM classifier performed well overall during training and validation
as evidenced by statistical (Table 4.1) metrics, although algae and macrophytes were not
well predicted. The overall accuracy (OA) that was achieved for the visible dataset was
OA = 83.5% for training and OA = 83.7% for validation. Similarly, the kappa index of the
training dataset was equal to 0.74 and for the validation training dataset was equal to 0.77
which illustrates a fairly accurate classification in both cases (Chabot et al., 2013).
Duckweed was generally predicted well by the classifier and had low errors of commission
therefore a high producer’s accuracy (PA) which was PA=94% in validation, but some
errors of omission, therefore a lower user’s accuracy (UA) equal to UA=81% in validation
in which duckweed was mistaken as water and macrophytes. Riparian vegetation also had
low errors of commission and omission. Conversely, the omission and commission errors
were high for both algae and macrophytes, as evidenced by UA values of 10-61% during
validation and PA values of 20-64% during validation. Only one super pixel was correctly
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classified from the ten super pixels that were randomly chosen for training for algae. The
correctly identified super pixel was insignificant in the training process compared to the
rest of the segments collected for the training dataset. The reason that only one out of ten
algae superpixels was correctly classified was that even though algal biomass was present
in Figures 4.4b and 4.4d, the segmentation algorithm was unsuccessful at separating it from
the water.
Few studies have specifically performed automated classification of submerged
vegetation in UAS visible imagery. Casado et al. (2015) performed a study on classifying
aquatic vegetation in a river reach of the river Dee in Wales, United Kingdom, using high
resolution RGB aerial imagery and a classification technique based on artificial neural
networks. Similar to the findings of this study, the authors struggled to classify submerged
vegetation, with a producer’s accuracy of 29% despite an overall classification accuracy of
81%. Conversely, Flynn and Chapra (2014) achieved a classification accuracy of 92% for
submerged Cladophora along a 1-km stretch of a shallow non-turbid river, although the
river was virtually devoid of other types of vegetation, and thus only two classes were
defined: “Cladophora” and “background”. These findings suggest landscape heterogeneity
plays a key role in submerged vegetation predictions.
In order to understand why emergent vegetation types were better predicted than
submerged (algae) or partially submerged vegetation (macrophytes), the values of the three
visible RGB bands were investigated (Figure 4.5). Box and whisker plots of visible band
values for the different vegetation showed that the spectral signatures of duckweed were
greater than all other classes. Similarly, the spectral signatures of riparian vegetation were
less than the RGB bands of the other classes. The spectral signature of the algae and
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macrophytes had broadly overlapping ranges that fell between duckweed and riparian endmembers, which may have contributed to the poor prediction of these classes. In addition,
the spectral signature of the water overlapped with the spectral signature of the algae, which
can explain why the two classes were not properly distinguished by the segmentation
algorithm. An overlap between the ranges of the bands of the water and of the bands of
macrophytes is also evident, but it is not as significant as the overlap between the water
and the algae.
Interferences alter spectral characteristics of vegetation, which may have
contributed to overlapping spectral signatures and poor classification of submerged aquatic
vegetation for the shallow bedrock channel of this study. Water strongly absorbs the
electromagnetic radiation in the optical spectral region, resulting in significant dampening
of the radiometric signal. Because of this, reflectance measurements for submerged species
are usually very low (on the order of 10×10−2) (Dierssen and Zimmerman 2003; Everitt et
al. 1999; Fyfe 2003; Han and Rundquist 2003; Heege et al. 2003; Paringit et al. 2003;
Pinnel et al. 2004). The main challenge of remote sensing of submerged aquatic plants is
thus to isolate the vegetation signal from the overall water column interference. However,
as can be seen from the results in Figure 4.5, the water spectral signals were similar to that
of macrophytes and algae for the RGB bands. Apart from water interferences, the presence
of optically active material (e.g., sediment and organic matter) affects the scattering and
absorption of radiation and thus may influence the spectral signatures of vegetation (Han
and Rundquist 2003; Kirk 1994). In addition, bottom reflectance is a factor to be considered
when interpreting the radiometric signal of beds in shallow waters. As a result, studies have
demonstrated that accounting for flow depth can improve accuracy of classifiers (Ackleson
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and Klemas, 1987; Gagnon et al. 2008; Klemas 2013b). Another potentially important
source of variation for submerged vegetation reflectance is the presence of epibiont
organisms, especially epiphytes, which can cover the plant surface. Fyfe (2003) showed
significant differences between the reflectance of cleaned and fouled leaves, in all
wavelengths, for different macrophyte species. These effects were most significant
between 570 and 590 nm (Fyfe 2003; Williams et al. 2003). The presence of epiphytes can
also smooth the spectral curve, reducing the difference in reflectance between wavelengths
and masking subtle spectral features (Armstrong 1993). Collectively, the results of the
classification analysis highlight the complexities of representing all vegetation types in
heterogeneous shallow-water stream systems and highlight potential interferences should
be considered when assessing the utility of visible spectrum classification approaches.
Although the model generally predicted emergent vegetation well for the July 28th
sampling period and other spring and summer sampling campaigns, results showed that
predictions were not accurate during the fall. A magnified view of the classification results
for a section of the monitored reach across the four overlapping sampling dates highlighted
the importance of seasonal differences in vegetation predictions (Figure 4.6). The
classification results of the application of the trained model to three out of the four images
of interest confirm the high accuracy which was achieved by the classifier model. These
three images correspond to dates in June and July where the vegetation was still actively
growing. However, during the classification of the fourth image (October 27th)
misclassification issues were noted. The reason for these misclassification problems was
that much of the riparian vegetation was likely in a senesced or detrital state at that time,
resulting in a change of its spectral signature. The spectral signature of the riparian
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vegetation subsequently overlapped with duckweed and most of the riparian vegetation of
that date was misclassified as duckweed (Figure 4.6). This outcome highlights the
importance of temporal-specific training to account for seasonality of spectral signatures.
Such findings are supported by others that have demonstrated the importance of temporal
variability of aquatic vegetation in classification and the associated challenges. For
instance, Silva et al. (2010) attempted to characterize the spatio-temporal variation of
macrophyte cover over an annual flooding cycle for a region in the eastern Amazon
floodplain using satellite imagery and an object-based classification. They highlighted the
importance of temporal information (e.g., differentiation of pasture and agricultural areas,
identifying forest clearing and burn) as well as the importance of a robust classification
analysis to deal with the large variability.
4.2

Multispectral Image Analysis
Results of the virtual red-green-NIR (RGNIR) raster datasets initially highlighted

that by using this specific band combination, the different vegetation species were visually
easy to distinguish (Figure 4.7-.4.8). The pseudo colors that were generated marked
duckweed as pink, macrophytes as yellow and riparian vegetation as green. The water was
marked purple, black or blue depending on the shadowing coming from the vegetation.
However, there was variability in the color ranges used to depict the different vegetation
species on the map, in different parts of the stream. The variability was noticeable between
the five different RGNIR rasters, which were generated from all the multispectral data that
were collected. The air-water interface complicates the analysis of multispectral imagery
because of white caps, sun glint, ripples, reflection, and refraction. White caps and sun
glint increase the radiation reflected towards the sensor (Bostater et al. 2004). The best way
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to minimize the impact of sun glint and ripple action is to collect imagery during calm
surface conditions, and by gathering data along a path perpendicular to the incident sunlight
(Bostater et al. 2004; Kirk 1994; O'Neill and Costa 2013). Post-processing of sun glint in
imagery can include masking out the affected pixels or algorithmic corrections such as the
ones presented by Hedley et al. (2005) and Kutser et al. (2012), though no single
algorithmic correction is effective under all conditions (Kutser et al. 2012; Visser et al.
2018). Applying these algorithmic glint corrections can also be time-consuming (Hedley
et al. 2005). Further, Sessana (2019) discussed the shortcomings in multispectral imagery
collection and post-processing, in their attempt to classify submerged aquatic vegetation in
a small urban stream, debunking the idea that multispectral data are an absolute
measurement when properly calibrated. The author noted that the attempts to create a
model that was robust through space and time depended on changing environmental and
physical reach conditions (i.e., solar radiation, reach orientation, shading). Jameel et al.
(2020) researched the implications and challenges of multispectral image analysis and
highlighted the need to develop more robust, adaptive, dynamic predictive approaches
(beyond traditional machine learning approaches) to overcome deficiencies of representing
spectral, spatial, temporal and data source variability.
Similar to the visible dataset, the segmentation analysis of the multispectral training
clips for the July 28th, 2020 flight provided sufficient data to evaluate riparian vegetation,
duckweed, and macrophytes; however, the automated segmentation procedure did not
discretize algal biomass from water (Figure 4.9). Each training and each validation clip
contained an average of 100 super pixel segments. For the training dataset (first five clips)
439 super pixels were generated during segmentation. Of these 143 were duckweed, 20
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were algae, 160 were riparian vegetation, 74 were water, and 42 were macrophytes. For
the validation dataset (remaining five clips) 456 super pixels were generated during
segmentation. Of these 104 were duckweed, 2 were algae, 250 were riparian vegetation,
65 were water and 35 were macrophytes. The reason for a small number of algae data
points can be attributed to the fact that the RGNIR spectral signatures of the water were
again similar to the spectral signature of the benthic algae. Therefore, the segmentation
process treated the water pixels and the algae pixels as being of the same class and grouped
them together in the same segment clusters. Chabot et al. (2018) also found that the
submerged features have a significantly muted and less contrasting appearance in
multispectral imagery compared to above-water features, therefore segmentation of
imagery containing both above water and submerged features of interest can be
challenging. Chabot et al. (2018) used a mask layer that was based on the spectral
reflectance of the species to effectively segregate both classes from each other and from
the water column.

This approach was explored for our data (as mentioned in the

methodology) but was not successful because a very small minimum region of pixels
needed to be specified as input to the segmentation algorithm, which resulted in a large
number of very small segments. That made the manual classification process time
consuming and inefficient.
The training and validation accuracies of the SVM classifier in the multispectral
data, which was trained using five clips and validated using five additional clips, did not
provide improvements over the visible analysis when integrating the training and validation
across the stream reach (Table 4.2). The overall accuracy achieved for the multispectral
dataset was OA = 77.8% for training and OA = 70.2% for validation. The kappa index of
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the training dataset was equal to kappa = 0.70 and for the validation dataset kappa= 0.57,
which illustrates a moderate classification (Chabot et al. 2016). Duckweed was predicted
well by the classifier, with low comission errors (PA=89% in validation) but higher
omission errors (UA=75% in validation). Duckweed was mostly mistaken as water.
Riparian vegetation had low omission errors with a UA=99% in validation but high
commission errors, with a PA=66% in validation, where most of the error came from
overestimating macrophytes as riparian vegetation. Errors were high for both water and
macrophytes, as displayed by PA values of 59-69% during validation and PA values of 2555% during validation. Algae were not detected at all during validation, having 0% PA and
UA values.
The values of the three bands of every multispectral training segment were plotted
in a box and whiskers plot (Figure 4.10). The figure shows clearly that the spectral
signatures of macrophytes and riparian vegetation almost overlap, with the same happening
between water and algae. These overlaps can explain the confusion between these classes
in the classification results. Duckweed seems to have a median green band signature, but
higher red/NIR bands than other classes, which can explain why the classification accuracy
was generally good; however, there was some overlap which may explain why the model
did not perform as well in validation as the visible model.
The findings from the multispectral analysis were supported by findings from
several previous submerged aquatic vegetation studies. Brooks et al. (2019) gathered data
using hand-held, vessel-mounted, and UAV-mounted sensors to determine if the invasive
Myriophyllum spicatum could be discriminated amongst other submerged aquatic
vegetation (SAV) species present. Analysis using the untransformed multispectral
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measurements could not successfully distinguish M. spicatum from background vegetation
because of spectral overlap. Visser et al. (2018) expanded on object-based image analysis
(OBIA) classification to discriminate between five species of submerged aquatic
vegetation, areas of species mixing, general vegetation and background materials. They
used spectral thresholds in multiple bands and geometric analysis to identify plants’
properties such as stem length or leaf shape. The classification accuracy was also modest
(61% overall accuracy) but suggested that OBIA shows promise in SAV research. Nelson
et al. (2006) used Landsat 5 Thematic Mapper (TM) imagery of a set of Michigan lakes to
test how well macrophyte growth types could be predicted through modelling. While the
model they produced performed well (61–98% classification accuracy) for the calibration
lakes, it did poorly when applied to a set of validation lakes. This inconsistent model
success is potentially due to the lack of variation captured by their set of calibration lakes
which thereby limits the conditions that the model is suited to. Finally, multispectral
imagery from the Landsat TM and SPOT satellite instruments have proven insufficient for
discriminating vegetation species in detailed wetland environments (Harvey and Hill 2001;
McCarthy et al. 2005; May et al. 1997). This was attributed to the difficulties faced in
distinguishing fine, ecological divisions between certain vegetation species and the broad
nature of the spectral wavebands with respect to the sharp ecological gradient with narrow
vegetation units in aquatic ecosystems. Spectral discrimination between vegetation types
in complex environments is a challenging task, because different vegetation types may
possess the same spectral signature in remotely sensed images (Xie et al. 2008).
Nevertheless, other studies have had success with discriminating SAV using
multispectral imaging and OBIA. As previously mentioned, Chabot et al. (2018)
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successfully mapped and classified submerged and emergent aquatic vegetation, using an
OBIA classification approach yielding excellent classification accuracy for emergent
features and good accuracy for submerged features. Visser et al. (2013) used subcentimetre resolution data from hand-held and UAV-mounted sensors to perform OBIA
when spectral analysis alone was unable to discriminate between species. By combining
the texture, shape and spectral information of the targets, they successfully distinguished
three species of SAV. Chen et al. (2018) used GF-1 satellite imagery, field measurements
and a decision tree analysis using band ratios to classify emergent vegetation, submerged
vegetation and alga with over 90% accuracy. Seasonality, spatial resolution, and canopy
density were critical determinants of separability. Therefore, these findings highlight both
the strong potential of multispectral imagery as a monitoring tool, and the need for
extensive input data in developing robust classification models. Our results suggest that
in some landscapes, visible images may be sufficient for classification, but heterogeneity
in findings in the literature suggest further work is needed to provide guidance on
landscapes, applications, and unified frameworks for using multispectral data to measure
spatial variations in aquatic vegetation.
4.3

Spatial and Temporal variability analysis results
Given the superior performance of the SVM model for the visible image analysis

to predict duckweed with limited errors of omission or commission, spatial and temporal
variability analysis for overlapping visible images in late spring and summer was
performed. Specifically, this section focuses on change detection from June 16th through
July 1st and between July 1st and July 28th. Environmental and spatial variation results are
presented and discussed in the following sections.
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4.3.1

Temporal variability analysis
High frequency in situ sensor data at the watershed outlet displayed distinct

gradients between the mid-June and July monitoring periods reflecting transition from an
alga dominated to duckweed dominated vegetative cover (Figure 4.11-4.12). During midJune through early July, the water temperature was fluctuating between 17-26oC. The
temperature of the water increased during the month of July, ranging from 18-31oC with
an average value of 25oC. Regarding flow conditions, low flow conditions were prominent
from mid-June through July due to a dry summer; however, flow was higher from June
16th- July 1st (average = 0.04 cms), as compared to July 1st through July 28th (average =
0.02 cms). Likewise, % dissolved oxygen saturation showed greater fluctuations in midJune through July 1 as compared with the July monitoring period. Further, minimum %
dissolved oxygen saturation rates declined steadily throughout the monitoring period and
were a minimum at the end of July. Nitrate data was only available from July 10th through
July 28th and cannot be compared between the two monitoring periods. However, nitrate
showed steadily decreasing concentrations with some diel fluctuations during this period,
although concentrations were always above rate-limiting concentrations for algal growth
(Ford and Fox, 2014). Visible image data suggest algal biomass was prominent from June
16th through July 1st and transition to duckweed biomass during the July 1st- July 28th
monitoring period. As can be seen in Figure 4.12a-b on June 16th and July 1st the stream
was mostly dominated by algae and duckweed was not prominent at that time, although
some duckweed growth began in early July. It can be seen clearly from Figure 4.12c that
during July 28th duckweed was the most prominent vegetation in portions of the stream
reach, although not the entire stream reach.
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Surface water sensor results support that algal biomass should be more prominent
in the July 16th- July 1st period, but conditions are favorable for duckweed in July.
Optimum temperatures for algal growth have been estimated to be 20 oC for similar
agricultural streams (Rutherford et al., 2000; Ford et al., 2014; Bunnell, 2020). Therefore,
the temperature during June 16th-July 1st was favorable for primary production of algal
biomass. Further, duckweed can proliferate at higher temperatures ranging from 5 to 35 oC
with optimum growth between 20 and 31 oC depending on the species (Boniardi et al.,
1999; Iqbal, 1999; Oron and Willers, 1989; Zirschky and Reed, 1988). Researchers report
that the average optimal temperature for duckweed growth was observed at 26 oC (Lasfar
et al., 2007, Ruigrok, 2015). This supports the transition to duckweed prominence in July.
The relatively stable nitrate values suggest duckweed may receive nitrogen from recycling
of algal biomass, which is plausible given uptake rates of ammonium mineralized from
algae are greater than nitrate uptake rates (Bunnell. 2020). Flow conditions are favorable
for the proliferation of duckweed biomass for both time intervals. Based on previous
findings from the literature duckweed proliferates in ponds and shallow streams, with low
flows. Low stream flows also benefit the occurrence of algal growth. According to the
literature, the optimal velocity that will accelerate algal growth is close to zero, which
agrees with the average flow values for the two intervals. The % dissolved oxygen
measurements verify the proliferation of both aquatic species, since the highly variable
concentrations during both summertime intervals indicate that photosynthesis and
respiration were prominent.
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4.3.2

Change Detection Analysis
The changes in duckweed area per unit length of stream reach were investigated for

each of the ten stream reaches using the change detection analyses (June 16th-July 1st and
July 1st-July 28th) (Figure 4.13-4.16). During the first period from June 16th through July
1st there were very small changes of duckweed area coverage in most of the reaches. Reach
5 and reach 6 had the highest duckweed accumulation, with reaches 8, 9 and 10 displaying
smaller duckweed coverage. Reach 3 and reach 4 both displayed a small loss of duckweed
biomass during that time interval, while results from reach 1 and 2 displayed absence of
the plant from those reaches altogether. During the second time interval of July 1st through
July 28th increase in duckweed coverage was noted for most reaches. More specifically,
reach 4, 5, and 6 showed the highest change in duckweed area. Reaches 1, 3 and 7 also
displayed notable changes compared to the previous interval, although they were
considerably less than the middle reaches. The changes in duckweed accumulation in
reaches 2, 8, 9 and 10 were small for both time periods. Results for reaches 4, 5 and 6 from
the change detection analysis can be seen in Figures 4.14-4.16, where the change detection
function has highlighted the positive or negative change of the area covered by duckweed.
The positive change (area increase) of duckweed is noted with green and the negative
change (area decrease) is noted with the color red. The rest of the classes which were not
examined due to poor predictive power of the model, are displayed in gray.
The high accumulation of duckweed biomass in reaches 4, 5, and 6 are likely
attributed to favorable environmental conditions downstream of spring-surface water
interfaces and ponds. The spring that discharges upstream of reach 4 is a large perennial
spring with nutrient concentrations significantly greater than that of the main tributary
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(Ford et al., 2019). It is possible that the presence of the spring is important for (a)
supplying nutrients into the main-stem of Camden Creek and (b) lowering the water
temperature downstream of the confluence point that exceeded favorable growth
conditions, due to the cooler water mixing with warm water. Both support the development
of favorable conditions for duckweed proliferation. This finding supports recent studies
that have suggested spring-surface water interfaces are hotspots for biogeochemical
processes (Briggs and Hare, 2018). Additionally, the results of this study showed that
duckweed biomass proliferated downstream of a pond in reach 6. Ponds are widely
recognized as sources of duckweed and may have enhanced colonization rates in reach 6.
Cumulatively, the findings of the change detection analysis suggest that sensing using
UAVs can pick up on critical processes occurring at ecosystem control points, and their
utility should be further explored in the future in order to improved process-based
understanding of surface water dynamics.
Results of the change detection analysis and spatially distributed maps will be
useful in informing management decisions and assessing the impact of management
practices on aquatic biota. The results from this study can be used to better identify drivers
of vegetation dynamics, which in turn can be implemented to refine models and improve
estimates of parameters that are highly uncertain, such as temporally dynamic biomass
levels (Bunnell et al., 2020; Tamondong et al., 2020). Such approaches will be useful in
improving water quality assessments, given aquatic biomass has a significant impact on
nutrient and dissolved oxygen dynamics in stream reaches (Bunnell et al., 2020; Ford et
al., 2017; Grace et al., 2015). Refined models will be important decision-making tools as
in-stream management practices are evolving to focus on water quality issues in addition
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to water quantity and geomorphology. Other examples of applications where this data may
be useful in assessment include stream restoration projects (for monitoring or surveying
streams post-restoration), survey of aquatic plants and analysis of vegetation growth
patterns, phytoremediation, and assessing habitat values (Dronova et al, 2011; Husson,
2016).
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Produced
Classes

Produced
Classes

Table 4.1: The confusion matrix for the support vector machines (SVM) classification algorithm
for the visible dataset. Each row represents the reference classes and each column represents the
produced classes. The classes are denoted as follows: 0 = riparian vegetation; 1 = water; 2 =
duckweed; 3 = algae; 4 = macrophytes, 5 = white space. PA stands for the producer’s accuracy and
UA stands for the user’s accuracy that was calculated for each class.
Class
0
1
2
3
4
5
Total
PA
Class
0
1
2
3
4
5
Total
PA

(a) Training
0
1
329
6
5
80
4
0
22
3
28
2
1
0
389
91
84.58% 87.91%
(b) Validation
0
1
184
0
12
77
0
15
8
0
9
6
0
0
213
98
86.38% 78.57%

Reference Classes
2
3
4
1
2
15
0
0
4
24
0
4
0
7
11
1
1
99
0
0
0
26
10
133
92.31% 70.00% 74.44%
Reference Classes
2
3
4
1
1
5
6
0
1
109
0
9
0
1
1
0
3
28
0
0
0
116
5
44
93.97% 20.00% 63.64%
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5
0
0
0
0
0
17
17
100.00%

Total
353
89
32
43
131
18

UA
93.20%
89.89%
75.00%
16.28%
75.57%
100.00%

5
3
0
1
0
0
18
22
81.82%

Total
194
96
134
10
46
18

UA
94.85%
80.21%
81.34%
10.00%
60.87%
100.00%

Table 4.2: The confusion matrix for the support vector machines (SVM) classification
algorithm for the multispectral dataset. The classes are denoted as follows: 0 = Riparian
Vegetation; 1 = water; 2 = duckweed; 3 = algae; 4 = macrophytes. PA stands for the

Produced
Classes

Produced
Classes

producer’s accuracy and UA stands for the user’s accuracy that was calculated for each class.

0

(a) Training
1
2

Reference Classes
3
4
Total UA

0

(b) Validation
1
2

Reference Classes
3
4
Total UA

Class
0
1
2
3
4
Total
PA

134
3
1
2
20
160
83.75%

Class
0
1
2
3
4
Total
PA

165
16
5
0
64
250
66.00%

4
49
11
5
5
74
66.22%

0
7
123
4
9
143
86.01%

1
38
21
0
5
65
58.46%

0
8
93
0
3
104
89.42%

1
8
1
10
0
20
50.00%

8
4
2
1
27
42
64.29%

147
71
138
22
61

0
1
1
0
0
2
0.00%

0
5
4
2
24
35
68.57%

166
68
124
2
96
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91.16%
69.01%
89.13%
45.45%
44.26%

99.40%
55.88%
75.00%
0.00%
25.00%

Figure 4.1: Images of the ten georeferenced and calibrated visible orthomaps that were
taken in 2020. Dates of image acquisition include (a) June 16th, (b) July 01st, (c) July 17th,
(d) July 28th, (e) Aug. 17th, (f) Aug. 31st, (g) Sept 14th, (h) Sept 28th, (i) Oct 15th, (j) Oct.
27th.
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Figure 4.2: Stream reach of interest displaying temporal variability of vegetation pools in
visible images on (a) June 16th, (b) July 01st, (c) July 17th, (d) July 28th, (e) August 17th, (f)
August 31st, (g) September 14th, (h) September 28th, (i) October 15th, and (j) October 27th.

79

Figure 4.3: (a) One of the four manually created shapefiles that delineate the stream reach
in order to generate clips of the stream corridor, (b) the shapefile overlain on a visible
orthomap (August 17th).
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Figure 4.4: Clips from left to right: a. Segmentation 700-pixel minimum region (pmr), b.
Segmentation 300 pmr, c. Segmentation of 500 pmr, d. Segmentation 100 pmr, e.
Segmentation 1100 pmr, f. Segmentation of 300 pmr, g. Segmentation of 300 pmr, h.
Segmentation of 400 pmr, i. Segmentation of 400 pmr, j. Segmentation of 400 pmr. Half
of the clips were used for training and half for validation based on a random selection.
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Figure 4.5: Spectral signatures of all the different training and validation segments
acquired from the ten clips (five for training/calibration and five for validation) of the
visible training dataset of July 28th, 2020.

82

Figure 4.6: (a) Supervised classification map from June 16th 2020. (b) Supervised
classification map from July 1st 2020. (c) Supervised classification map from July 28th
2020. (d) Supervised classification map from October 27th 2020. All of the identified
classes are marked as: 1. Water, 2. Duckweed, 3. Riparian vegetation, 4. Macrophytes, 5.
White space.
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Figure 4.7: (Left) The five multispectral bands (red, green, red edge, NIR) and (right) the
combination of red, green and NIR that produce the RGNIR virtual raster.
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Figure 4.8: (Left) The true color RGB orthomosaic from July 28th and (right) the pseudocolor RGNIR virtual raster from July 28th.
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Figure 4.9: Multispectral training and validation clips including a. Segmentation 300-pixel
minimum region (pmr), b. Segmentation 300pmr, c. Segmentation of 100pmr, d.
Segmentation 50pmr, e. Segmentation 300pmr, f. Segmentation of 100pmr, g.
Segmentation of 100pmr, h. Segmentation of 20pmr, i. Segmentation of 100pmr, j.
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Segmentation of 100pmr. Half of the clips were used for training the algorithm and half for
validation, based on a random selection

Figure 4.10: Spectral signatures of all the different training and validation segments
acquired from the ten clips (five for training/calibration and five for validation) of the
multispectral training dataset of July 28th, 2020.
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Figure 4.11: Time series of high-frequency data at 15-minute frequency for temperature,
percent saturation of dissolved oxygen, nitrate, and flow rate from June 16th to
approximately July 28th.

88

Figure 4.12: Visible clips of a magnified area of Camden Creek for the three dates of
interest. In every image the presence of both algae and duckweed is noted, to highlight the
valuable information that is acquired for the spatial and temporal behavior of these aquatic
species: a. June 16th 2020, b. July 1st 2020 and c. July 28th 2020.
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Figure 4.13: Areal coverage of duckweed for each of the ten stream reaches normalized
by the length of the stream reach. Results are presented for both change detection analyses
performed.
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a.

b.

Figure 4.14: Results of the change detection function for duckweed area coverage
performed on reach 4 for the time intervals of a. June 16th - July 1st and b. July 1st – July
28th (positive changes marked with green, negative changes marked with red and the rest
of the classes marked with gray).
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Figure 4.15: Results of the change detection function for duckweed area coverage
performed on reach 5 for the time intervals of a. June 16th - July 1st and b. July 1st – July
28th (positive changes marked with green, negative changes marked with red and the rest
of the classes marked with gray).
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Figure 4.16: Results of the change detection function for duckweed area coverage
performed on reach 6 for the time intervals of a. June 16th - July 1st and b. July 1st – July
28th (positive changes marked with green, negative changes marked with red and the rest
of the classes marked with gray).
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Chapter 5. Conclusions and Future work
5.1. Conclusions
An approach for mapping and classifying aquatic vegetation in a shallow stream
system was presented using an unmanned aerial vehicle (UAV) with both visible and
multispectral high-resolution cameras. Machine learning techniques were applied in an offthe-shelf software to develop classification land-cover maps from both visible and
multispectral datasets following an effective object-based image analysis workflow. The
main conclusions that were drawn from this research are the following:
1. Visible imagery can successfully classify emergent aquatic vegetation. An overall
classification accuracy of 83.5% for calibration and an 83.7% for validation was
achieved for the visible imagery. Duckweed was predicted effectively with a user’s
accuracy of 75.00% for the training, 92.31% for the validation and a producer’s
accuracy of 92.31% for training and 93.97% for validation. These findings illustrate
that the visible imagery can be a great tool to map and classify the presence of
duckweed in a stream system. However, the classification of submerged aquatic
vegetation (algae and macrophytes) was not successful in this project. This was
attributed to the overlap of spectral signatures with other classes; thus, the segmentation
algorithm could not distinguish them.
2. Although multispectral imagery can moderately classify emergent aquatic vegetation,
the multispectral classification results were inferior to visible classification. An overall
classification accuracy of 77.8% for calibration and 70.7% for validation was achieved
for the multispectral imagery. Even though the overall accuracy was substantial, it was
inferior to the overall classification of the visible imagery. More specifically, duckweed
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had a higher user’s accuracy for validation (89.13%) however the producer’s accuracy
for the training and both user’s and producer’s accuracies for the validation were lower
than the accuracies of the visible classification. The potential reason for the lower
accuracies for this dataset was attributed to the high variability of the spectral signatures
for all of the class, which varied spatially. The algae were not successfully classified
from this dataset either, for the same reason that applied for the visible imagery. This
work demonstrates the shortcomings in multispectral imagery collection and postprocessing, which have previously been considered as an absolute measurement when
properly calibrated (Sessanna, 2019). However multispectral imagery shows promise
for better accuracy modeling as it is a new and constantly evolving technology.
3. High-frequency in situ water quality data collected from the stream coupled with
visible imagery can provide significant information about the temporal and spatial
variability of the aquatic plants. Four parameters, flow rate, dissolved oxygen and
nitrate, were measured using in situ sensors for the time period of forty-five days. Algae
and duckweed growth were significantly influenced from all four parameters, as was
verified from the visible imagery. Additionally, these four parameters explained trends
associated with their growth and temporal dynamics.
4. Change detection analysis can be utilized to quantify the changes in areal coverage of
one or more aquatic vegetation species at specified image collection intervals. Using
the land cover change detection function, duckweed area coverage was estimated
throughout the entire stream reach for two contrasting timeframes. The greatest positive
and negative changes of the areal coverage were depicted for three stream reaches. The

95

results of the change detection analysis can be used as model inputs or applied to stream
vegetation assessments in natural and restored waterways.
5.2. Future Work
While the results of this research provide insights into the classification of aquatic
vegetation in a stream system, more research is needed to fully understand the matters that
were examined in this thesis. The following recommendations resulted from the workflow
of this thesis:
1. More information is needed to establish an efficient and successful workflow for the
segmentation and classification of submerged aquatic vegetation for both visible and
multispectral data.
2. It is suggested that hyperspectral imagery is investigated in detecting and classifying
submerged aquatic vegetation, instead of the multispectral imagery.
3. There is a need to improve the process of georeferencing the imagery in both the field
and image processing.
4. The proficiency of a different software for the pre-processing of raw visible and
multispectral imagery should be examined.
5. The collection of a thermal data camera can be useful for temperature measurements
and therefore monitoring drivers of the spatial and temporal variability of the aquatic
vegetation.
6. It is recommended that a high frequency dataset for the environmental drivers of
interest is collected for a longer time period, so the spatial and temporal variability of
the vegetation is examined under differing conditions and evaluated in numerical
models.
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7. The use of more than a three-band composite virtual raster for the segmentation and
classification of the multispectral imagery.
8. The improvement of the spatial resolution of multispectral imagery, by performing
potential altitude tests during image collection with UAVs.
9. The use of a more intelligent segmentation algorithm, which would be capable of
distinguishing the above water features from the submerged, for both datasets.
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APPENDICES
Appendix A. Ground Truth Surveys

Figure A.1: Images of Camden Creek collected during the manual surveys.
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Figure A.2: Excel spreadsheet for the manual survey conducted in August 17th

Figure A.3: Excel spreadsheet for the manual survey conducted in August 31th
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Figure A.4: Excel spreadsheet for the manual survey conducted in September 14th
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Appendix B. Image Processing and Analysis

Figure B.5: A shapefile layer for Camden Creek was created by selecting the New
Shapefile Layer in QGIS (the shapefile is marked in yellow on the right image). This
procedure was applied for both visible and multispectral imagery.

Figure B.6: The layer was manually created, with the Toggle Editing, Add Polygon
Feature and Vertex Tool functions. The result was an undivided shapefile (.shp) of the
entire stream reach was created (image shows only a part of the stream). This procedure
was applied for both visible and multispectral imagery.
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Figure B.7: The raster orthomap was clipped with the Clip Raster by Mask Layer function.
The mask layer input was the stream’s shapefile. The output was the clipped form of the
stream (raster). This procedure was applied for both visible and multispectral datasets.

Figure B.8: Using the Translate (Convert Format) function the alpha band was eliminated
from the clipped stream. A zero no data value was assigned to the output bands, so that the
background could be set to white color (initially the background was generated as black).
This procedure was applied only to the visible imagery.
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Figure B.9: After importing the three bands in QGIS (Red-Green-NIR), each was
multiplied by 255 in the raster calculator in order to convert the 0-1 range in each of the
multispectral bands to a 0-255 range (which is the same as the visible range). This
procedure was only applied for the multispectral dataset.

Figure B.10: Using the Build Virtual Raster function, the Red-Green-NIR (RGNIR) bands
were merged and the RGNIR reflectance maps were created. The output was a
multispectral virtual raster orthomap. This procedure was only applied for the multispectral
dataset.
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Appendix C: Object-based image analysis (OBIA) with QGIS and OTB processing
plugin
Image segmentation

Figure C.11: The Segmentation function is applied to a raster clip (.tif) obtain a vector
file, containing the different segments that cover your input image. This methodology was
applied for both datasets.

Figure C.12: The segmentation results are presented in the log panel. The output of the
function is a shapefile, which is then used as an input for statistical calculations.
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Figure C.13: The ObjectRadiometricsStatistic function is applied after the segmentation
of the clip. During this function new field names are generated as columns in the attribute
table with statistics for every segment.

Figure C.14: The new fields that were generated contain information for each segment like
mean band values and their standard deviations.
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Image classification

Figure C.15: For the classification, a new field is manually added in the attribute table.
This new field was named Class_ID, and was were the class identity was manually assigned
for each segment. The class identity was assigned as an integer number from 0 to 5 for the
visible clips (0=riparian vegetation, 1=water, 2=duckweed, 3=algae, 4=macrophytes and
5=white space) and from 0 to 4 for the multispectral clips (all the classes were the same
without including the white spaces).

Figure C.16: The TrainVectorClassifier function was implemented for the clip training.
The training classifier takes two kinds of input data: training data and validation data (the
validation dataset is optional but encouraged for more accurate results). All data are vectors
(.shp) and the vector files contain all the calculated statistics in their attribute table. In the
field “Field names for training features” the following expression was used "meanB1
meanB2 meanB3 stdB1 stdB2 stdB3”. In the field “Field containing the class integer label
for supervision” the “Class_ID” expression was used. The SVM classifier was selected as
the classifier to use for training. The output of this function was a SVM model (.file) and
a confusion matrix (.txt). This process was applied for both datasets.
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Figure C.17: Results of the TrainVectorClassifier in the log panel.

Figure C.18: The ImageClassifier function was used to classify both visible and
multispectral imagery. The input image is the orthomap of interest and the model input is
the file that was generated from TrainVectorClassifier. To the field “Number of classes in
the model” the number 6 was added. The output is a classified orthomap (raster).
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Figure C.19: The classes were be color-marked from the Symbology section, under the
Layer properties of the classified orthomaps. The render type was selected to be “paletted
unique values”. The process was completed after you selected the classify option. The color
for each class were manually added. Due to their unsuccessful classification the algae were
not included in the classes. That is why only 5 classes are displayed.
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Change detection analysis

Figure C.20: Georeferencing issues didn’t allow the complete overlap of all the visible
data that were collected.

Figure C.21: Using the Semi-Automated Classification Plugin (SCP) the change detection
analysis was generated. The tab Land cover change allows for the comparison between two
classifications in order to assess land cover changes. The output is a land cover change
raster (i.e. a file .tif showing the changes in the map
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Figure C.22: The result of the Land Cover Change is a land cover change matrix that
displays the areal coverage changes.

Figure C.23: Under Layer Properties of the change detection map, in the Sympbology
section, the color of the output can be changed. The render type is “Paletted unique values”.
Since only duckweed was monitored for changes, only the pixels that represented
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duckweed change were changed (red and green), whereas the other pixels were marked
with a gray color.

Figure C.24: The AMANDA interface is presented. There is an option for date selection,
an option to plot multiple charts in one graph, and an option to select the desired time span.

130

Appendix D: Quality reports
The quality reports of the processing of the visible and the multispectral datasets
are demonstrated on the next pages. The ten first pages contain the report for the exemplary
visible imagery on the date of June 16th, while the next fifteen pages contain the report for
the multispectral bands on the exemplary date of July 17th.
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