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Abstract
Let Rbe an o-minimal expanion of an ordered group (R, 0, 1,+, <)
with distinguished positive element 1. We first prove that the follow-
ing are equivalent:(1)R is semi-bounded, (2)R has no poles, (3) R
cannot define a real closed field with domain R and order <, (4) R
is eventually linear and (5) every R-definable set is a finite union of
cones. As a corollary we get that Th(R) has quantifier elimination
and universal axiomatization in the language with symbols for the or-
dered group operations, bounded R-definable sets and a symbol for
each definable endomorphism of the group (R, 0,+).
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1 Introduction
Let R= (R, 0, 1,+, <, . . .) be an o-minimal expansion of an ordered group
(R, 0,+, <) (where 1 > 0). The structure R will be fixed throughout, defin-
able will mean definable in R with parameters.
For the rest of the paper we assume the readers familiarity with the
basic results of o-minimality, namily those that can be found in the first few
chapiters of [vdd] or, in [kps] and [ps].
The structure of the paper is as follows: below we introduce the main
concepts to be used, we state our results and ilustrate these by presenting
some examples. In section 2 we prove part of the theorem stated in the
abstract, namily (1) => (2) and (2) <=> (3) ((3) => (4) and (5) => (1) are
imediate). In section 3 we introduce the important notion of linear dimension,
which we use in section 4 where we prove the structure theorem for eventually
linear R (in particular (4) => (5)).
Associated to R we have the division ring of all definable endomorphisms
Λ := Λ(R), which is a subring of the division ring Λp.e := Λp.e(R), of all
(germs at 0 of) definable partial endomorphisms; below Λ0p.e := Λ
0
p.e(R),
denotes the subdivision ring of Λp.e := Λp.e(R), of all (germs at 0 of) 0-
definable partial endomorphisms.
Note that the map Λ −→ R, λ −→ λ(1) is an embedding of ordered
groups. We will often identify λ ∈ Λ with λ(1) ∈ R and v = (v1, . . . , vn) ∈ Λn
with v(1) := (v1(1), . . . , vn(1)) ∈ Rn.
We will use the following notation throughout:
Notation: Let X ⊆ Rn and f, g : X −→ R ∪ {−∞,+∞} be definable,
with f ≤ g. Then Γ(f) denotes the graph of f and (f, g)X := {(x, y) ∈
X ×R : f(x) < y < g(x)}.
Also, pi : Rn −→ Rn−1 always denotes the projection onto the first n− 1
coordinates. And | | denotes the “sup-norm” on the ordered group (R, 0,+, <
).
Definition 1.1 [Cones] A k-cone C ⊆ Rn is a definable set of the form
{b+
k∑
i=1
vi(ti) : b ∈ B, t1, . . . , tk ∈ R
>0}
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where B ⊆ Rn is a bounded definable set and v1, . . . , vk ∈ Λn are linearly
independent i.e.,∀t1, . . . , tk ∈ R,
∑k
i=1 vi(ti) = 0 iff t1 = · · · = tk = 0.
We say that C is normalised if for each x ∈ C there are unique b ∈
B, t1, . . . , tk ∈ R>0 such that x = b+
∑k
i=1 vi(ti). We use the notation
C := B +
k∑
i=1
vi(ti)
for this.
Poston’s result [Po2] (fact 1.2 for expansions of (R, 0, 1,+, <), the additive
group of the reals) led to Miller-Starchenko Growth Dichotomy for o-minimal
expansions of ordered groups
Fact 1.2 [ms] [Growth Dichotomy] For R exactly one of the following holds:
(1) there is a 0-definable binary operation · such that (R, 0, 1,+, ·, <) is
a real closed field or;
(2) for every definable function f : R → R there is λ ∈ Λ such that
limx−→+∞[f(x)− λ(x)] ∈ R.
Here we study o-minimal structures R satisfying condition (2).
Definition 1.3 R is called linearly bounded if for every definable function
f : R −→ R there exists λ ∈ Λ such that for all x large enough we have
|f(x)| ≤ λ(x).
According to [ms] we have the following
Fact 1.4 [ms] For an o-minimal expansion R of an ordered abelian group
the following are equivalent:
(1) There is no 0-definable binary operation · such that (R, 0, 1,+, ·, <) is
a real closed field;
(2) For every definable function f : R → R there is λ ∈ Λ such that
limx−→+∞[f(x)− λ(x)] ∈ R.
(3) R is linearly bounded.
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(4) For any definable f : A×R −→ R, with A ⊆ Rm there exist λ1, . . . , λl ∈
Λ such that for every a ∈ A, there is an i ∈ {1, . . . , l} (depending on
a) with limx−→+∞[f(a, x)− λi(x)] ∈ R.
(5) For any definable f : A×R −→ R, with A ⊆ Rm the set {b ∈ R : ∃a ∈
A, limx−→+∞∆f(a, x) = b} is finite, where ∆f(a, x) := f(a, x + 1) −
f(a, x).
(6) Every λ ∈ Λ is 0-definable, and Λ(R′) is canonically isomorphic to Λ
(as an ordered division ring) for every R′ ≡ R.
Definition 1.5 We say that R is semi-bounded if every definable set is al-
ready definable in the reduct (R, 0, 1,+, <, (Bi)i∈I , (λ)λ∈Λ), where (Bi)i∈I is
the collection of all bounded definable sets.
We say thatR is eventually linear if for every definable function f : R −→
R there is λ ∈ Λ and c ∈ R such that ultimately f(x) = λ(x) + c.
Finally we say that R has no poles if there is no definable bijection be-
tween a bounded and an unbounded definable set.
Fact 1.6 below, our main result (see theorem 4.2), is a general version
of a theorem proved by Y.Peterzil in [Pe1], for o-minimal expansions of
(R, 0, 1,+, <), the additive group of the reals.
Fact 1.6 For an o-minimal expansion R of an ordered abelian group the
following are equivalent:
(1) R is semi-bounded.
(2) R has no poles.
(3) InR we cannot define a real closed field whose universe is an unbounded
subinterval of R and whose ordering agrees with < .
(4) R is eventually linear.
(5) [Structure theorem for semi-bounded R]: Any definable set X ⊆ Rn
can be partitioned into finitely many definable normalised cones.
And if X ⊆ Rn is definable and F is a finite collection of definable
functions from X into R, then there is a partition C of X into finitely
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many definable normalised cones such that for each cone C ∈ C, each
f ∈ F respects C i.e., if C ∈ C, is a k-cone and C := B +
∑k
i=1 vi(ti),
there are µ1, . . . , µk ∈ Λ such that for all b ∈ B, t1, . . . , tk ∈ R > 0
f(b+
k∑
i=1
vi(ti)) = f |B(b) +
k∑
i=1
µi(ti).
Moreover, this result combined with the following fact from [lp] gives us
fact 1.8 below.
Fact 1.7 [lp] Let V:= (V,+, <, a, (d)d∈D, (P )P∈P) be an expansion of an or-
dered vector space (V,+, <, (d)d∈D) over an ordered division ring D by pred-
icates P ∈ P on a bounded subset [−a, a]n, such that P contains predicates
for all subsets of [−a, a]n which are a-definable in the vector space structure.
Then Th(V) has quantifier elimination in its language.
Fact 1.8 [Relative quantifier elimination for semi-bounded R] Suppose that
R is semi-bounded. Then Th(R) has quantifier elimination and a universal
axiomatisation in the language Lsb(R) consisting of 0, 1,+,−, <, a symbol
for each element of Λ, a symbol for each bounded definable set of R.
Proof. To prove quantifier elimination, by the structure theorem (fact 1.6
its enough to show that m-cones are quantifier free definable, but this follows
from fact 1.7. The universal axiomatisation follows from: (1) the quantifier
elimination, which implies model completeness and so a ∀∃-axiomatisation;
(2) existence of definable Skolem functions in R, and (3) the fact that, by the
structure theorem every definable function is given piecewise by an Lsb(R)-
term. 2
In fact 1.6, the proof of (5) => (1) is immediate from the definitions, that
of (1) => (2) works in general and was given in [pss]. Here we present for
completeness, an obvious modification of the proof in [Pe1], a short version
of that in [pss]. (2) => (3) is easy; The proof of (3) => (4) given in [Pe1]
for the case R = R uses the following two facts:
• [Pe1] An o-minimal expansion of (R, 0, 1,+, <) is eventually linear iff
it has no poles.
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• [mpp] An o-minimal expansion of (R, 0, 1,+, <) which is not linear (i.e
there is a definable function f : R −→ R which is not piecewise linear)
defines a field in some subinterval (it may be bounded), whose ordering
agrees with <.
Here a proof of the general version of the first fact is given using Peterzil’s
proof for the reals and ideas from [ms]. The general case of the second fact
follows from the Peterzil-Starchenko Dichotomy [PeS].
(4) => (5) is the dificult part. [Pe1] gives a proof of it for the reals using
the so called ”partition condition:”
• Let N be an o-minimal structure over the reals.We say that N sast-
isfies the partition condition if, for all N -definable open set U ⊆ Rn
and N -definable functions f : U → R, there are open connected sets
V1, . . . , Vl ⊆ U( not necessarily definable in N ) such that dimN (U \
(V1 ∪ . . . ∪ Vl)) < n and such that f is analytic on each of the Vi’s.
R.Poston (in [Po1]) gives the proof for the reals without this partition
condition. But his proof doesn’t work in general since he assumes the follow-
ing:
In any o-minimal structure Nover the reals:
• any N -definable partial endomorphism of (R, 0,+) is the left multipli-
cation by some r ∈ R.
An essential tool developed in section 3 for the proof of (4) => (5) is the
following notion (which also appears in [Po1] and [Pe1] for the reals).
Definition 1.9 Let Z ⊆ Rn be a definable set. The linear dimension of Z
is defined by
ldimZ := max{k : Zcontains a k − cone}.
Fact 1.10 [Linear dimension] We have the following properties (for all de-
finable X, Y, Z ⊆ Rn with Y ⊆ X and all normalised k-cones C):
(1) ldimC = k;
(2) ldimY ≤ ldimX ≤ n;
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(3) ldimX ∪ Z = max{ldimX, ldimZ};
Moreover, ifR is eventually linear, it follows from the structure theorem that
if f : X −→ Rn is a definable injective function then ldimX = ldimf(X).
Inside the class of semi-bounded o-minimal expansions of (R, 0, 1,+, <)
lives the class of linear o-minimal expansions of (R, 0, 1,+, <).
Definition 1.11 A definable function F : U ⊆ Rn −→ R is piecewise linear,
if we can partition U into finitely many definable sets U1, . . . , Uk such that F
is linear on each of them i.e., given x, y ∈ Ui and t ∈ Rn, if x+ t, y + t ∈ Ui,
then F (x+ t)− F (x) = F (y + t)− F (y).
R is linear if every definable function f : (a, b) −→ R is piecewise linear,
and for every c-definable partial endomorphism f : (−a, a) −→ R there is a
0-definable partial endomorphism g : (−b, b) −→ R with (−b, b) a c-definable
interval contained in (−a, a) such that f |(−b, b) = g|(−b,b).
These structures were extensively studied in [lp], where the following was
established:
Fact 1.12 [lp] For an o-minimal expansion R of an ordered abelian group
the following are equivalent:
(1) Every definable function F : U ⊆ Rn −→ R is piecewise linear.
(2) R is linear.
(3) There exist no definable binary operations ⊕, ⊗ : I2 −→ I on an inter-
val I = (−a, a), and a positive element 1 ∈ I such that (I, <I , 0, 1,⊕,⊗)
is an ordered real closed field. (Where <I denotes < restricted to I).
(4) Let Σ0p.e := Σ
0
p.e(R) be the set of all 0-definable partial endomor-
phisms of (R, 0,+, <). Then every definable set is already definable
in (R, 0, 1,+, <, (σ)σ∈Σ0p.e).
(5) There is an elementary extension of R which is a reduct of an ordered
vector space over Λ0p.e.
In [lp] the following result is also established
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Fact 1.13 [Relative quantifier elimination for linear R] Suppose that R is
linear. Then Th(R) has quantifier elimination and a universal axiomatisation
in the language Ll(R) consisting of 0, 1,+,−, <, a symbol for each element
of Λ0p.e and a symbol for each algebraic point of R.
We now include some examples: in example 1.14 we have a linear R, in
example 1.16 a semi-bounded not linear R and in example 1.17 a linearly
bounded not semi-bounded R.
Example 1.14 Let D be an ordered division ring, and let R:= (R, 0, 1,+, <
, (d)d∈D) be an ordered vector space over D, where d is represents scalar
multiplication by d. Then Th(R) has quantifier elimination, R is linear and
Λ(R) = D.
Remark 1.15 [PeS] (1) If D is a non commutative ordered division ring
considered as an ordered vector space over itself, then D is maximally o-
minimal, i.e., if X ⊆ Dn is not linear then (D, X) is not o-minimal.
(2) If R is not linear then Λ is a field (and by the example below it can
be any ordered field).
Question:(Posed by Steinhorn) Is (the “smallest” non trivial ordered
divisible abelian group) (Q, 0, 1,+, <) maximally o-minimal?
Example 1.16 Let R := (R, 0, 1,+, ·, <, (λs)s∈S) be a real closed field,
where S is a subfield of R and λs is left multiplication by s. Let R:=
(R, 0, 1,+, <, (λs)s∈S, (Bi)i∈I) where (Bi)i∈I is the collection of all bounded
0-definable sets of R, and R := (R, 0, 1,+, <, (λs)s∈S). Then
(1) R is semi-bounded and is interdefinable with (R, 0, 1,+, <, (λs)s∈S, ∗)
where ∗ is the restriction of · to [−1, 1]× [−1, 1]. Also Λ(R)= (S, 0, 1,+, ·, <).
(2) R is the unique strong reduct properly between R and R, i.e.,every
0-definable set of R (resp. of R) is 0-definable in R (resp. in R), and there
is a 0-definable set of R (resp. of R)which is not 0-definable in R (resp.
in R) and moreover any other structure satisfying the above has the same
0-definable sets as R. This is proved in [pss] using model theory and also in
[Pe2] using the version R = R of the structure theorem and then ”eliminating
parameters”.
(3) In [pss] it is proved that ifM is a model of Th(R) then M = G⊕M ′
as an abelian group, whereM ′ is the equivalence class of 0 for the equivalence
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relation x ∼ y ⇐⇒ ∃n ∈ N(|x − y| ≤ n), and is a real closed ring (i.e.,
an ordered integral domain which obeys the intermediate value theorem for
polynomials) with a · b := n2( a
n
∗ b
n
) if a, b < n. And G is a maximal subgroup
of M for which pi|G : G −→ M/ ∼ is injective. This characterization of the
models of Th(R) is then used to prove quantifier elimination for Th(R).
Example 1.17 [Pe2] Let M := (R, <, 0, 1,+, (x 7→ ln(ex + 1))). M is o-
minimal since it is a reduct of (R, <, 0, 1,+, ·, ex) which is o-minimal (see
[w]). M is clearly not eventually linear, in [Pe2] its shown thatM is linearly
bounded.
Remark 1.18 [Po2] Consider g(x) := e−x|[0,+∞) and h(x) := e
−x2|[0,+∞).
Therefore, on (0, 1], g−1(x) = − ln(x). Define f : R −→ R by
f |[1,+∞)(x) := g(x− 1),
f |(0,1)(x) := h ◦ g
−1(x),
f |(−∞,0](x) := 0.
It is clear that f is linearly bounded and Im(f) is bounded, and that
(R, <, 0, 1,+, f) which is (in terms of definable sets) the same as (R, 0, 1,+, <
, g, h), which is o-minimal as (R, <, 0, 1,+, ·, ex) is o-minimal (see [w]). But
in (R, <, 0, 1,+, f) one can define on [0,+∞), g−1 ◦ h(x) = − ln(e−x
2
) = x2,
so the above structure is not linearly bounded.
2 No poles
2.1 Semi-bounded implies no poles
Proposition 2.1 If R is semi-bounded then R has no poles.
Proof. Suppose that R is semi-bounded, and that there is an R- de-
finable bijection σ : (a, b) −→ (c, d) where a, b ∈ R and either c = −∞ or
d = +∞. Then σ is definable in a reduct of R of the form
Rσ := (R, 0, 1,+, <, (λ)λ∈Λ, (Bi)i∈I)
for some finite collection (Bi)i∈I of bounded definable subsets Bi ⊆ Rmi (for
some positive integers mi).
9
Let R′ be an |R|+- saturated elementary extension of Rσ (hence, R
′
contains “infinity” elements). Then R′ = (R′, 0,+, (λ)λ∈Λ) is a vector space
over Λ(Rσ). Define a subspace of R′ by S = {s ∈ R′ : |s| < r for some
r ∈ R} Let T be the complement of S in R′ (as a vector space). The order
in R′ is the lexicographical order in the vector-space direct sum of S and T,
and the interpretation of any Bi in R
′ is contained in S. On the other hand,
any automorphism τ of the ordered vector space (T, 0,+, (λ)λ∈Λ) induces in
a natural way an automorphism of the ordered vector space (R′, 0,+, (λ)λ∈Λ)
which fixes all the elements of S. But the interpretation of σ in R′ must be
a bijection between (a, b) ⊆ S and (c, d) 6⊆ S. Therefore τ cannot respect σ.
Hence, σ cannot be definable. 2
We now need some definitions and lemmas from [ms].
2.2 The group of definable germs at +∞
Here R is an expansion of an o-minimal ordered group (not necessarily even-
tually linear).
Definition 2.2 Let f, g : R −→ R be R- definable functions. We say that
they have the same germ (at +∞) if ultimately f = g. This is an equiva-
lence relation, and we will identify f with its germ.The set G of all germs
is an ordered group with the obvious addition and order defined using the
monotonicity theorem.
Consider the equivalence relation on G∗ := G\{0} given by E(f, g) iff
either: there exist r, s ∈ Λ with r, s ≥ 1 such that | f |≤ r | g | and
| g |≤ s | f |; or, limx−→+∞ f(x) ∈ R∗ and limx−→+∞ g(x) ∈ R∗ (where
R∗ := R \ {0}).
Let v : G∗ −→ v(G∗) denote the quotient map. For f ∈ G we set v(f) := 0
if limx−→+∞ f(x) ∈ R∗.
v(G∗) can be totally ordered by v(f) < v(g) if v(f) 6= v(g) and | f |> s |
g | for all s ∈ Λ>0. Then v(f) < 0 if limx−→+∞ | f(x) |= +∞, and v(f) > 0
if limx−→+∞ f(x) = 0. We extend v to G by putting v(0) = +∞.
Notation: Given f : R −→ R definable and x, y ∈ R, we put ∆yf(x) =
f(x + y) − f(x). For y = 1, the subscript will be suppressed. Given f :
A×R −→ R definable with A ⊆ Rm, and x, y ∈ R, a ∈ A we put ∆yf(a, x) =
f(a, x+ y)− f(a, x).
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The following lemma is easy to prove.
Lemma 2.3 Let f, g ∈ G.
(1) If | f |≥| g |, then v(f) ≤ v(g).
(2) v(f) = v(−f).
(3) v(∆f) = v(∆ | f |) = v(| ∆f |).
(4) v(rf) = v(f) for all r ∈ Λ∗ (where Λ∗ = Λ \ {0}).
(5) v(f + g) ≥ min{v(f), v(g)}, with equality if v(f) 6= v(g).
2
Proposition 2.4 Let f : R −→ R be definable.
(1) The set {y ∈ R : limx−→+∞∆yf(x) ∈ R} is a definable subgroup of
(R, 0,+).
(2) The function y 7→ Lf(y) := limx−→+∞∆yf(x) is a definable homomor-
phism from the above subgroup into (R, 0,+).
(3) If limx−→+∞∆f(x) = r ∈ R then r ∈ Λ and Lf(y) = r(y) for all
y ∈ R.
Proof. (1) and (2) follows from the fact that if y, z, a, b ∈ R are such
that
lim
x−→+∞
[f(x+ y)− f(x)] = a
and
lim
x−→+∞
[f(x+ z)− f(x)] = b,
then
lim
x−→+∞
[f(x+ y + z)− f(x)] = a+ b
and
lim
x−→+∞
[f(x− y)− f(x)] = −a.
(3) follows from (2). 2
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Remark 2.5 Suppose that f : R −→ R is definable. it follows from the
above proposition that: If limx−→+∞ |∆f(x)| > r for all r ∈ Λ(R), then
limx−→+∞ |∆f(x)| = +∞; moreover, limx−→+∞ |∆yf(x)| = +∞ for all y ∈
R∗. And if limx−→+∞ |∆f(x)| < r for all r ∈ Λ>0, then limx−→+∞∆yf(x) = 0
for all y ∈ R.
Lemma 2.6 Let f, g ∈ G with g (ultimately) increasing and f ≥ g. Then
lim
x−→+∞
∆f(x) ≥ lim
x−→+∞
∆g(x) ≥ 0.
Proof. The right hand inequality holds because g is increasing.We are
done if v(∆f) < 0, so assume that v(∆f) ≥ 0. If f − g is increasing then
the left hand inequality holds.If f − g is not increasing, then it is strictly
decreasing to some c ∈ R, and thus limx−→+∞[∆(f − g)(x)] = 0. 2
Proposition 2.7 Let x denote the germ of idR. Let f ∈ G. Then:
(1) v(f) < v(x) iff v(∆f) < 0.
(2) v(f) > v(x) iff v(∆f) > 0.
(3) v(f) = v(x) iff v(∆f) = 0 iff f = r(x)+u for some r ∈ Λ∗ and u ∈ G
with v(u) > v(x).
(4) If g ∈ G and v(f) = v(g) < 0, then f = r(g) + u, for some r ∈ Λ∗ and
some u ∈ G with v(u) > v(g).
Proof. (1) and (2) follows immediately from the remark and lemma
2.6.For (3), note that by lemma 2.6 r := limx−→+∞∆f(x) exists; put u(x) :=
f(x)− r(x). For (4) use v(f ◦ g−1) = v(x). 2
We are now ready to prove:
Proposition 2.8 R has no poles iff R is eventually linear.
Proof. The direction <= is immediate. For =>, suppose not and let f :
R −→ R be definable eventually nonlinear. We may assume f is eventually
nonlinear and positive as x approaches +∞. If v(f) > v(x) then v(∆f) > 0
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and ∆f defines a pole; if v(f) < v(x) then v(f−1) > v(x) for the definable
(for large enough x) inverse of f, and we conclude as above;if v(f) = v(x)
then by the proposition 2.7 we have some definable function u which is not
the zero function (otherwise f would be eventually linear) with v(u) > v(x).
2
3 Subcones and linear dimension
3.1 Lemma on subcones
Proposition 3.1 Suppose that R is eventually linear.
(1) Let f : (a,+∞) −→ B be a definable function where B ⊆ Rn is a
bounded definable set.Then f is eventually constant.
(2) Let X ⊆ Rn be a definable set. Then X doesn’t contain an m-cone with
m > 0 iff X is bounded.
(3) If f : B −→ Rm is a definable function, where B ⊆ Rn is bounded then
f(B) is bounded.
Proof. (1) The coordinate function of f are eventually linear functions
whose image is bounded, therefore they must be eventually constant.
(2) One way of the equivalence is obvious. For the other, by existence of
definable Skolem functions, if X is unbounded there is a definable function
from R>0 into X which picks an element of norm at least t for each t ∈ R>0.
By eventual linearity this defines a 1-cone contained in X.
Its clear that (3) follows from (2). 2
Notation: For λ1, . . . , λm ∈ Λ
n \ {0}, we set:
< λ1, . . . , λm >:= {
m∑
i=1
λi(ti) ∈ R
n | t1, . . . , tm ∈ R},
< λ1, . . . , λm >
≥0:= {
m∑
i=1
λi(ti) : t1, . . . , tm ∈ R
≥0},
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and
< λ1, . . . , λm >
>0:= {
m∑
i=1
λi(ti) : t1, . . . , tm ∈ R
>0}.
Lemma 3.2 (1) For all λ, λ1, . . . , λm ∈ Λ
n \ {0}, we have that < λ > ∩ <
λ1, . . . , λm > 6= {0} if and only if < λ >⊆< λ1, . . . , λm > .
(2) Suppose that λ ∈ Λn and λ1, . . . , λm ∈ Λn are linearly independent,
and there exist s > 0 such that λ(s) ∈< λ1, . . . , λm >≥0 . Let I>0s :=
{i ∈ {1, . . . , m} : si > 0} where λ(s) =
∑m
i=1 λi(si) and let k =
i>0s :=number of elements in I
>0
s . Then < λ >
>0⊆< {λi}i∈I>0s >
>0
(3) For all λ, λ1, . . . , λm ∈ Λn with λ1, . . . , λm linearly independent,we have:
< λ >≥0⊆< λ1, . . . , λm >
≥0 ⇐⇒ < λ >≥0 ∩ < λ1, . . . , λm >
≥0 6= {0}
Proof. (1) The set {t ∈ R | ∃t1, . . . , tm[λ(t) =
∑m
i=1 λi(ti)]} is a definable
subgroup of (R, 0,+, <).
(2) Is by induction on k : Suppose, that for some s > 0 i>0s = 0. Then
λ(s) = 0 implies that λ = 0 and < λ >=< ∅ >:= {0}.
Suppose that the result holds for all λ, λ1, . . . , λm ∈ Λn for which there is
s > 0 satisfying i>0s = l for all l < k.
Consider λ, λ1, . . . , λm ∈ Λ
n for which there is s > 0 with i>0s = k. Then
< λ >⊆< {λi}i∈I>0s >, by (1) above, and there is a definable continuous
map R>0 → Rk, t 7→ (t1, . . . , tk) where λ(t) =
∑
i∈I>0s
λi(ti). If the result
doesn’t hold, then there must exist t > 0 such that i>0t < i
>0
s . But then by
the inductive hypothesis i>0s < k.
(3) Follows from (2). 2
Notation: Let C =: B +
∑m
i=1 λi(ti) be a m-cone. We will write
< C >:=< λ1, . . . , λm >,
< C >≥0:=< λ1, . . . , λm >
≥0,
and
< C >>0:=< λ1, . . . , λm >
>0 .
14
Remark 3.3 In lemma 3.4 below, we do not assume anything about R, we
only need to work in the reduct (R, 0, 1, <,+, C, C ′) of R. This reduct is
eventually linear by proposition 2.1 and proposition 2.8.
Lemma 3.4 [Lemma on sub cones] If C ′ = B′ +
∑m′
i=1wi(ti) and C = B +∑m
i=1 vi(ti) are definable normalised cones such that C
′ ⊆ C ⊆ Rn then
(1) Each wj ∈< C >≥0 (as an element of Rn),
(2) < C ′ >⊆< C > (and hence m′ ≤ m).
Proof. (1) Fix c ∈ C ′ then ∀u > 0 , c + wj(u) ∈ C
′ ⊆ C, so there exist
a unique b ∈ B and unique t1, . . . , tm ∈ R>0 such that c + wj(u) = b +∑m
i=1 vi(ti). This gives the following definable functions R
>0 → B , u 7→ b(u)
and for each i ∈ {1, . . . , m}, R>0 −→ (R>0)m, u 7→ ti(u).
We have the following: (1) By proposition 3.1 b(u) is eventually constant,
and equal say b. (2) By eventual linearity and the fact that each for i ∈
{1, . . . , m} ti(u) > 0 for all u > 0, we see that for each i ∈ {1, . . . , m} ti(u)
is ultimately linear and non decreasing(otherwise it would be zero).
Let U > 0 be large enough such that both 1 and 2 holds for all u > U.
Fix u1 > U and take u2 > u1 large enough so that for each i ∈ {1, . . . , m}
ti(u2) ≥ ti(u1). Then
wj(u2 − u1) =
m∑
i=1
vi(ti(u2)− ti(u1)) ∈< v1, . . . , vm >
≥0,
and by lemma 3.2 < wj >
≥0⊆< v1, . . . , vm >≥0 and in particular
wj ∈< v1, . . . , vm >
≥0=< C >≥0 .
(2) This follows from (1).
2
3.2 Linear dimension
Note that in proposition 3.5 we do not assume anything about R unlike in
[Po1] where R is a linearly bounded expansion of the additive group of real
numbers.
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Proposition 3.5 (1) If X ⊆ Y ⊆ Rn are definable sets then ldim(X) ≤
ldim(Y ) ≤ n.
(2) If C is a definable m-cone then ldim(C) = m.
(3) For all definable X1, . . . , Xk ⊆ R
n,
ldim(X1 ∪ . . . ∪Xk) = max{ldimX1, . . . , ldimXk}.
Proof. (1) is trivial, (2) follows from the lemma on sub cones 3.4 and
(3) follows from the next lemma. 2
Lemma 3.6 (1)n For all k and all definable X1, . . . , Xk ⊆ (R>0)n such that
ldim(X1 ∪ . . . ∪Xk) = n there exists i ∈ {1, . . . , k} such that ldim(Xi) = n.
(2)n For all definable sets X ⊆ (R>0)n with dimX ≤ n − 1 we have
ldim((R>0)n \X) = n.
Proof. We will use induction on n. (1)1, (2)1 follow by o-minimality.
(1)n−1 => (2)n : Assume (1)n−1, and (2)l for all l ≤ n. We will prove (2)n
by induction on dimX : If dimX = 0 the result is clear. So suppose the
result holds for all definable Y ⊆ (R>0)n with dimY = l ≤ n− 1.
Let X ⊆ (R>0)n be definable with dimX = l + 1. If l + 1 < n− 1, then
dim pi(X) ≤ n − 2 and by (2)n−1 ldim((R>0)n−1 \ pi(X)) = n − 1, which
implies that ldim((R>0)n \X) = n.
So we may assume that dimX = n − 1. By cell decomposition, the
induction hyphotesis and the above argument, we may also assume that X
is a finite union of cells X1, . . . , Xk each of which of dimension n− 1, and for
each i ∈ {1, . . . , k}, Xi = Γ(fi) for some definable fi : pi(Xi) −→ R.
The proof now proceeds by sub induction on k: Suppose k = 1. Then
by (1)n−1 we have either ldim[(R
>0)n−1 \ pi(X1)] = n − 1, which implies
ldim[(R>0)n \X1] = n, or we have ldim[pi(X1)] = n−1. Then by considering
the restriction of f1 to the n− 1-cone contained in pi(X1) and by considering
a suitable linear transformation we may assume without loss of generality
that pi(X1) = (R
>0)n−1. Let
H := {(x1, . . . , xn−1, h+
n−1∑
i=1
λi(xi)) : x1, . . . , xn−1 ∈ (R
>0)n−1},
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be an hyper plane in (R>0)n such that (R>0)n\H has two definable connected
components each of which of linear dimension n, and such that pi(H) has
linear dimension n− 1.
Let
X1,< := {(x1, . . . , xn−1) ∈ pi(X1) : f1(x1, . . . , xn−1) < h+
n−1∑
i=1
λi(xi)},
X1,= := {(x1, . . . , xn−1) ∈ pi(X1) : f1(x1, . . . , xn−1) = h+
n−1∑
i=1
λi(xi)}
and
X1,> := {(x1, . . . , xn−1) ∈ pi(X1) : f1(x1, . . . , xn−1) > h+
n−1∑
i=1
λi(xi)}.
Then by (1)n−1 we have three sub cases:
(1) ldim(X1,<) = n− 1 : If C ⊆ X1,< is an n− 1-cone, then
{(x1, . . . , xn−1, x) : (x1, . . . , xn−1) ∈ C, x > h+
n−1∑
i=1
λi(xi)}
is contained in (R>0)n \X1 and contains an n-cone.
(2) ldim(X1,=) = n− 1 : If C ⊆ X1,= is an n− 1-cone then
{(x1, . . . , xn−1, x+ 1) : (x1, . . . , xn−1) ∈ C, x > h+
n−1∑
i=1
λi(xi)}
is contained in (R>0)n \X1 and contains an n-cone.
(3) ldim(X1,>) = n− 1 : If C ⊆ X1,> is an n− 1-cone then
{(x1, . . . , xn−1, x) : (x1, . . . , xn−1) ∈ C, h+
n−1∑
i=1
λi(xi) > x > 0}
is contained in (R>0)n \X1 and contains an n-cone.
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Assume that the result is proved for all X which is union of less than k
cells of dimension n−1. And let X be as above a union of k cells of dimension
n − 1.By the sub induction hypothesis there is an n-cone D contained in
(R>0)n \ X1 ∪ . . . ∪ Xk−1. Now the same argument as above works if one
substitutes every where (R>0)n by D, f1 by fk and X1 by Xk. This completes
the sub induction.
(2)n => (1)n : Without loss of generality we may assume that k = 2 and
X1 and X2 are disjoint. Since ldim(X1 ∪X2) = n we may also assume that
X1 ∪X2 = (R>0)n.
Let X be the boundary of X1and X2, then dimX ≤ n − 1; By (2)n we
conclude that X1 or X2 contains an n-cone. 2
4 The structure theorem
4.1 The structure theorem
Notation: Let D = B +
∑m
i=1 vi(ti) ⊆ R
n be a normalised m-cone, and let
f : D −→ R be a definable function. By
∀b ∈ B, ∀t1, . . . , tm > 0, f(b+
m∑
i=1
vi(ti)) = f |B(b) +
m∑
i=1
λi(ti)
(for some λ1, . . . , λm ∈ Λ) we mean that f has a (unique since D is nor-
malised) extension f˜ to {b+
∑m
i=1 vi(ti) : b ∈ B, t1, . . . , tm ≥ 0} and
∀b ∈ B, ∀t1, . . . , tm > 0, f˜(b+
m∑
i=1
vi(ti)) = f˜ |B(b) +
m∑
i=1
λi(ti)
(for some λ1, . . . , λm ∈ Λ).
The following fact will be readily assumed in the proof of the structure
theorem.
Lemma 4.1 Let D = B +
∑m
i=1 vi(ti) ⊆ R
n be a normalised m− cone, and
let f : D −→ R be a definable function such that
∀b ∈ B, ∀t1, . . . , tm > 0, f(b+
m∑
i=1
vi(ti)) = f |B(b) +
m∑
i=1
λi(ti)
18
(for some λ1, . . . , λm ∈ Λ). Then for any cone D′ = B′ +
∑m′
i=1 v
′
i(ti) ⊆ D,
∀b′ ∈ B′, ∀t′1, . . . , t
′
m > 0, f(b
′ +
m′∑
i=1
v′i(t
′
i)) = f |B′(b
′) +
m′∑
i=1
µi(t
′
i)
(for some µ1, . . . , µm ∈ Λ).
Furthermore, if λ1 = . . . = λm = 0 then µ1 = . . . = µm = 0.
Proof. By the lemma on sub cones each v′j ∈< v1, . . . , vm > and f is
linear in the direction of each vi, so f is linear in the direction of each v
′
j .
Furthermore, each µj is simply the relevant linear combination of λ1, . . . , λm,
so if λ1 = . . . = λm = 0 then each µj = 0. 2
Theorem 4.2 ( The structure theorem ) Let R be an o-minimal eventually
linear structure.Then
• (1)n Any definable set X ⊆ R
n can be partitioned into finitely many
definable normalised cones.
• (2)n If X ⊆ Rn is definable and f1, . . . , fk : X −→ R is a finite collec-
tion of definable functions then X can be partitioned into finitely many
definable normalised cones such that for each cone, B +
∑m
i=1 vi(ti),
there exist λ1j , . . . , λmj ∈ Λ(R) such that
fj(b+
m∑
i=1
vi(ti)) = fj |B (b) +
m∑
i=1
λij(ti),
j ∈ {1, . . . , k}.
Let X ⊆ Rn be definable. We prove the result by parallel induction on n.
(1)0, (2)0, (1)1 and (2)1 are trivial.
4.2 (2)n−1, (1)n => (2)n (n ≥ 1)
First note that it is enough to prove (2)n for just one function, f, since the
statement will then follow by induction on k using lemma 4.1.
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We proceed by sub induction on ldim(X). If ldim(X) = 0 then X is
bounded and the result is immediate.
Assume that ldim(X) = m + 1 and that the result holds for all lowers
values of ldim(X).
By (1)n, and the sub induction hypothesis we reduce to the case that X is
a normalised m+1-cone say B′+
∑m+1
i=1 vi(ti). Let {v1, . . . vm+1, vm+2, . . . , vn}
be a definable (i.e each vi ∈ Λn) basis of Rn containing {v1, . . . , vm+1}.
Consider the linear isomorphism L of Rn defined by L(vi) := en−i for i ∈
{1, . . . , n− 1}, where ei’s are the standard basis vectors. Clearly if we prove
the result for the m+1-cone L(X) we get the result for X. So we may assume
that X is of the form B +
∑n
i=n−m ei(ti).
Take (x1, . . . , xn) to be the coordinates in X, and let pi : R
n −→ Rn−1 be
the projection onto the first n− 1 coordinates.
Let
X0 := {(x, x) ∈ X : ∃δ > 0∀y ∈ (−δ, δ)∀z ∈ (x− δ, x+ δ)
∆yf(x, z) = ∆yf(x, x)}
be the definable set on which f is locally linear in the last variable, xn; let
K,K ′ : pi(X) −→ R be the (well defined by eventual linearity ) definable
functions given by K(x) := inf{x ≥ 0 : ∀z ≥ x, (x, z) ∈ X0} and K ′(x) := 0.
4.3 Proof on (K,+∞)pi(X)
For each x ∈ pi(X) we have f(x, x) = cx + λx(x) for some definable function
c : pi(X) −→ R x 7→ cx and some λx ∈ Λ, for all x > K(x). But then for each
x ∈ pi(X) limt−→+∞∆f(x, t) = λx, and by fact 1.4 we can partition pi(X)
into finitely many definable sets on which λx is constant.
Let A ⊆ pi(X) be one such definable set on which λx equals, say λ.
Apply (2)n−1 with A in place of X, k = 1, and c in place of f1. Then
we will have finitely many normalised l-cones A˜ = B˜ +
∑l
i=1 vi(ti) (with l
depending on A˜) and corresponding λ˜1, . . . , λ˜l ∈ Λ such that
f(b+
l∑
i=1
vi(ti), x) = c|B˜(b) +
l∑
i=1
λ˜i(ti) + λ(x)
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on each (K|A˜,+∞)A˜. By (2)n−1 one can partition A˜ into normalised cones
such that if A := B +
∑k
i=1wi(ti) is one such cone then
K(b+
k∑
i=1
wi(ti)) = K|B(b) +
k∑
i=1
µi(ti)
for some µ1, . . . , µk ∈ Λ. By lemma 4.1 we have
f(b+
k∑
i=1
wi(ti), x) = c|B(b) +
k∑
i=1
ζi(ti) + λ(x)
on (K|A,+∞)A for some ζ1, . . . , ζk ∈ Λ.
But (K|A,+∞)A is the k + 1-cone Γ(K|B) +
∑k+1
i=1 ui(ti) where for i =
1, . . . , k ui := (wi, µi) and uk+1 := en. But then we have
f((b,K|B(b)) +
k+1∑
i=1
ui(ti)) =
c|B(b) + λ(K|B(b)) +
k∑
i=1
(ζi + λµi)(ti) + λ(tk+1).
So the result holds on (K,+∞)pi(X).
Remark: Note that the above proof also shows the following weak form
of (2)n:
• (2)′n : If X
′ ⊆ Rn and f : X ′ −→ R are definable and ldim(X ′) =
k, then X ′ contains a normalised k-cone, B′ +
∑k
i=1 vi(ti), such that
f(b+
∑k
i=1 vi(ti)) = f |B′(b) +
∑k
i=1 µi(ti) for some µ1, . . . , µk ∈ Λ.
This weak form of (2)n will be the key fact which will allow us to proceed
with the proof. In fact R.Poston uses this to avoid the use of the “partition
condition” in the next step.
4.4 Proof on X \X0
In fact ldim(X \X0) ≤ m. Suppose not, apply the above remark to X \X0
and get an m+1-cone C ⊆ X \X0 ⊆ X. By the lemma on sub cones we will
have < C >⊆< X > . But these vector spaces have the dimension m + 1,
therefore they are equal.Since en ∈< X >, f is linear in xn inside some cone
contained in X \X0, a contradiction.
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4.5 Proof on X0 ∩ (K ′, K)pi(X)
Lemma 4.3 [On projection of normalised cones] If C is a normalised m-
cone in Rn such that en ∈< C > . Then C = (L′, L)pi(C) for some definable
functions L′, L : pi(C) −→ R ∪ {−∞,+∞}, with L′ < L.
Proof. Assume C = B +
∑m
i=1 λi(ti).
Claim (1): If b, b′ ∈ B and b− b′ ∈< C > then b = b′.
Proof of Claim (1): Let s1, . . . , sm ∈ R be such that b− b′ =
∑m
i=1 λi(si).
Now take c = b +
∑m
i=1 λi(ti) ∈ C with ti > 0 such that ti + si > 0 for all
i ∈ {1, . . . , m}. Then c = b +
∑m
i=1 λi(ti) = b
′ +
∑m
i=1 λi(ti + si). Since C is
normalised b = b′.
Claim (2): Let x, x′ ∈ C with corresponding b, b′ ∈ B. If pi(x) = pi(x′)
then b = b′.
Proof of Claim (2): We can write x = (pi(x), y) = (pi(x), 0) + en(y) =
b+
∑m
i=1 λi(ti) and x
′ = (pi(x′), y′) = (pi(x′), 0) + en(y
′) = b′ +
∑m
i=1 λi(t
′
i).
Then b − b′ =
∑m
i=1 λi(t
′
i − ti) + en(y − y
′) ∈< C > (since en ∈< C >).
Therefore by (1) b = b′. 2
Claim (3): For each x ∈ C the definable set Cpi(x) := {y ∈ R : (pi(x), y) ∈
C} is an open interval.
Proof of Claim (3): First notice the following: If v, v1, . . . , vm ∈ Λn, with
v1, . . . , vm linearly independent and v ∈< v1, . . . , vm > then for all b, c ∈ Rn,
b+ < v > ∩c+ < v1, . . . , vm >>0 is open and connected in b+ < v >:To see
this consider a linear isomorphism L of Rn that sends each vi to ei.
Let x ∈ C. Then by (2) Cpi(x) = pin((b+ < C >
>0) ∩ ((pi(x), 0)+ < en >))
for some b ∈ B and where pin : R
n −→ R is the projection onto the last
coordinate. Its now clear that Cpi(x) is an open interval. 2
To finish the proof consider the definable functions L(pi(x)) := sup{y ∈
R : (pi(x), y) ∈ C} and L′(pi(x)) := inf{y ∈ R : (pi(x), y) ∈ C}. 2
We can now proceed. By (1)n and the sub induction hypothesis it is
sufficient to prove the result on a normalised m+ 1-cone contained in X0 ∩
(K ′, K)pi(X). Let D = B +
∑m+1
i=1 vi(ti) be one such. By the lemma on sub
cones 3.4 < X >=< D > so en ∈< D > . By the lemma on projection
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of normalised cones D = (L′, L)pi(D) for some definable functions L
′, L :
pi(D) −→ R. (Note that K ′ ≤ L′ < L ≤ K).
Since for each x ∈ pi(D) f(x,−) : (L′(x), L(x)) −→ R, is linear, we can
write f(x, x) = c(x) + g(x, y) for some definable function c : pi(D) −→ R
and a definable partial endomorphism g(x,−) : (−M(x),M(x)) −→ R with
g(x, 0) = 0, where M(x) := L(x)−L
′(x)
2
and where y = x− L(x)−L
′(x)
2
.
Lemma 4.4 [Main Lemma] There is a partition of D into finitely many
normalised cones such that for each m+1-cone D′′in this partition there is a
λ ∈ Λ such that for all x ∈ pi(D′′), g(x, y) = λ(y) for all y ∈ (−M(x),M(x)).
Notice that this enough to finish the proof of (2)n on X0 ∩ (K ′, K)pi(X):
on each D′′ we have
f(x, x) = c(x) + g(x, x− (
L(x)− L′(x)
2
))
= c(x) + λ(
L′(x)− L(x)
2
) + λ(x).
Now let h(x) := c(x) + λ(L
′(x)−L(x)
2
). By (2)n−1 there is a decomposition
of pi(D′′) into normalised cones such that if A := B+
∑k
i=1 vi(ti) is one such,
then we have
h(b+
k∑
i=1
vi(ti)) = h|B(b) +
k∑
i=1
λi(ti)
on A, for some λ1, . . . , λk ∈ Λ.
Let A˜ := {(x, x) ∈ D′′ : x ∈ A}. By (1)n we can decompose A˜ into
normalised cones. Let C := E +
∑l
i=1wi(ti) be one such cone. Then pi(C) =
pi(E) +
∑l
i=1 piwi(ti) is a normalised sub cone of A. Therefore by lemma 4.1
we have
h(pi(e) +
l∑
i=1
piwi(ti)) = h|pi(E)(pi(e)) +
l∑
i=1
ζi(ti)
on pi(C), for some ζ1, . . . , ζl ∈ Λ. But from this it follows that
f(e+
l∑
i=1
wi(ti)) = h|pi(E)(pi(e)) + λ(e
′) +
l∑
i=1
(ζi + λwi,n)(ti)
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where e := (pi(e), e′) and for each i = 1, . . . , l wi := (piwi, wi,n).
The proof of the Main Lemma follows from the following lemmas:
lemma A: Let C = B +
∑k
i=1 vi(ti) ⊆ R
n be a normalised k-cone. If
v ∈< C > then there is an k-cone C ′ = B′ +
∑k
i=1 vi(ti) ⊆ C such that
ldim(C \ C ′) < k and for all z ∈ C ′ we have z + v ∈ C.
Proof. Since v ∈< C > we have v =
∑k
j=1 vj(sj) for some s1, . . . , sk ∈ R.
Let J− = {j : sj < 0} and J+ = {j : sj > 0}. We want a normalised k-cone
C ′ ⊆ C of the form C ′ := B′ +
∑k
i=1 vi(ti) for some bounded definable set
B′, such that if z ∈ C ′ then z + v ∈ C. Take
B′ := {b+
∑
j∈J−
vj(−sj) : b ∈ B}.
If z = b′ +
∑k
i=1 vi(ti) ∈ C
′ then
z + v = (b′ +
∑
j∈J−
vj(sj)) + (
∑
j∈J+
vj(sj) +
k∑
i=1
vi(ti)).
= b+ (
∑
j∈J+
vj(sj) +
k∑
i=1
vi(ti)) ∈ C.
Now we must show that ldim(C \ C ′) < k. Let z = b+
∑k
i=1 vi(ti) ∈ C then
z 6∈ C ′ ⇐⇒ ∃j ∈ J−, tj ≤ −sj ⇐⇒ z ∈ Cj
where Cj is the normalised k − 1 − cone Cj := Bj +
∑
i=1,i 6=j vi(ti) with
Bj := {b+ vj(t) : b ∈ B, 0 < t ≤ −sj}, for each j ∈ J−. 2
We now proceed with the proof of the Main Lemma: Since en ∈< D >
we can apply the lemma A to get an m + 1 − cone D′ ⊆ D such that
ldim(D \D′) < m + 1, and for all z ∈ D′, z + en ∈ D. Therefore in D′ the
following function
∆˜g(z) := (g(z + v1)− g(z), . . . , g(z + vm)− g(z), g(z + en)− g(z))
is well defined. Let
D′′ := {z ∈ D′ : ∃δ > 0∀z′ ∈ B (z, δ) ∩D′, ∆˜g(z) = ∆˜g(z′)},
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where B(z, δ) := {z′′ ∈ Rn : |z′′ − z| < δ}.
Lemma B: ldim(D′ \D′′) < m+ 1.
Proof. Suppose not, then by (2)′n there is an m + 1-cone C = E +∑m+1
i=1 ui(ti) ⊆ D
′ \ D′′, on which we have g(e +
∑m+1
i=1 ui(ti)) = g|E(e) +∑m+1
i=1 µi(ti) for some µ1, . . . , µm+1 ∈ Λ. By the lemma on sub cones
< u1, . . . , um+1 >=< v1, . . . , vm+1 > .
And so en =
∑m+1
i=1 ui(si) for some s1, . . . , sm+1 ∈ R and for each k ∈
{1, . . . , m + 1} we have vk =
∑m+1
i=1 ui(si,k) for some s1,k, . . . , sm+1,k ∈ R.
Apply the lemma A m+ 1 times to get an m+ 1-cone C ′ ⊆ C such that for
all j ∈ {1, . . . , m} if z ∈ C ′ then z + vj ∈ C and z + en ∈ C. But then a
simple computation shows that for all z ∈ C ′
∆˜g(z) = (
m+1∑
i=1
µi(si,1), . . . ,
m+1∑
i=1
µi(si,m),
m+1∑
i=1
µi(si)).
This contradicts the fact that C ′ ⊆ D′ \D′′. 2
Proof of the Main Lemma: By sub induction (2)n holds in D \ D′′.
Now, ∆˜g|D′′ is continuous and locally constant, so D′′is by o-minimality
a finite union of definable cells on each of which ∆˜g is constant. By sub
induction we may assume that D′′ is one such cell.
Apply (2)′n toD
′′. And let C = E+
∑m+1
i=1 ui(ti) ⊆ D
′′ be anm+1-cone on
which g(e+
∑m+1
i=1 ui(ti)) = g|E(e) +
∑m+1
i=1 µi(ti) for some µ1, . . . , µm+1 ∈ Λ.
Let C ′ ⊆ C be an m + 1-cone obtained as above by applying the lemma A
m+ 1 times. Then
∆˜g(z) = (
m+1∑
i=1
µi(si,1), . . . ,
m+1∑
i=1
µi(si,m),
m+1∑
i=1
µi(si)),
(where for each k ∈ {1, . . . , m + 1} s1,k, . . . sm+1,k ∈ R are such that vk =∑m+1
i=1 ui(si,k), and s1, . . . , sm+1 ∈ R are such that en =
∑m+1
i=1 ui(si)), since
that equality holds in C ′ ⊆ D′′.
Note that, if v ∈ Λn and v1, . . . , vl ∈ Λn are linearly independent and
there are t1, . . . , tl ∈ R such that v =
∑l
i=1 vi(ti), then there are τ1, . . . τl ∈ Λ
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such that for each i = 1, . . . , l we have τi(1) = ti : consider the mappings
t 7→ τi(t) where we write v(t) :=
∑l
i=1 vi(τi(t)) , these are well defined
definable endomorphisms.
Since, we have en =
∑m+1
i=1 ui(si)), let σ1, . . . σm+1 ∈ Λ be such that for
each i = 1, . . . , m + 1 we have σi(1) = si and let λ =
∑m+1
i=1 µi(σi). To
finish the proof of the Main Lemma we only need to show that for each
x ∈ pi(D′′) we have g(x, y) = λ(y) for all y ∈ (−M(x),M(x)). Now since for
each x ∈ pi(D′′) g(x, 1) = g(x, 0 + 1)− g(x, 0) = λ we will be finished by the
next lemma.
Lemma C: Let  > 0, and let µ, λ : (−, ) −→ R be partial definable
endomorphisms.
(1) If there are a and b such that 0 ≤ a < b <  and µ(a) = µ(b) = 0 then
for all x ∈ [a, b] µ(x) = 0.
(2) If there is 0 < a <  such that µ(a) = λ(a), then µ = λ.
Proof. (1) : Let Z := {x ∈ [a, b] : µ(x) = 0}. Then Z is infinite since for
each q ∈ Q∩[0, 1] we have
µ((1− q)(a) + q(b)) = (1− q)µ(a) + qµ(b) = 0.
Therefore by o-minimality it contains an interval (α, β). Let
L := {α ∈ (a, b) : ∃α < y < b∀α ≤ t ≤ y, µ(t) = 0
and ∀δ > 0 ∃α− δ < s < αµ(s) 6= 0}.
Then
L is finite ⇐⇒ L = ∅ ⇐⇒ α = a.
But by o-minimality L must be finite. So a = α, similarly β = b.
(2) : Let α := sup{x ∈ (0, ) : (µ−λ)(y) = 0∀y ∈ [0, x]} (by (1) the above
set is nonempty). If α <  then there is β ∈ (α, ) such that β − α < α, and
(µ− λ)(β) = (µ− λ)((β − α) + α) = 0,
a contradiction. 2
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4.6 (2)n => (1)n+1
By cell decomposition we may assume that X is a cell,for example of the
form X = (f, g)pi(X), where f, g : pi(X) −→ R are definable functions; (for
the other cases the proof is similar).
Apply (2)n to f, g : pi(X) −→ R. Let D = B+
∑m
i=1 vi(ti) be a normalised
cone in the resulting decomposition of pi(X), and let
E := {x ∈ X : pi(x) ∈ D}.
It is sufficient to prove the result for this set.
For some λ1, . . . , λm, µ1, . . . , µm ∈ Λ we have that ∀b ∈ B∀t1, . . . , tm > 0,
f
(
b+
m∑
i=1
vi(ti)
)
= f |B(b) +
m∑
i=1
λi(ti)
and
g
(
b+
m∑
i=1
vi(ti)
)
= g|B(b) +
m∑
i=1
µi(ti).
Since f < g, it is easy to verify that f |B(b) < g|B(b) and so each λi ≤ µi.
And
E = {(b+
m∑
i=1
(vi(ti), u) : b ∈ B, t1, . . . , tm > 0,
f |B(b) +
m∑
i=1
λi(ti) < u < g|B(b) +
m∑
i=1
µi(ti)}
= E0 ∪ E1 ∪ E2
where:
E0 := {(b+
m∑
i=1
vi(ti), u) : b ∈ B, t1, . . . , tm > 0,
f |B(b) +
m∑
i=1
λi(ti) < u < g|B(b) +
m∑
i=1
λi(ti)}
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which is the normalised m-cone
(f |B, g|B)B +
m∑
i=1
(vi, λi)(ti);
and,
E1 := {(b+
m∑
i=1
vi(ti), u) : b ∈ B, t1, . . . , tm > 0,
u = g|B(b) +
m∑
i=1
λi(ti)},
which is the normalised m-cone Γ(g|B) +
∑m
i=1(vi, λi)(ti) and
E2 := {(b+
m∑
i=1
vi(ti), u) : b ∈ B, t1, . . . , tm > 0,
g|B(b) +
m∑
i=1
λi(ti) < u < g|B(b) +
m∑
i=1
µ(ti)},
= Γ(g|B) + {(
m∑
i=1
vi(ti), u) : t1, . . . , tm > 0,
m∑
i=1
λi(ti) < u <
m∑
i=1
µ(ti)},
which is the disjoint union of the sets
Ek2 := Γ(g|B) + {(
m∑
i=1
vi(ti), u) : b ∈ B, t1, . . . , tm > 0,
k−1∑
i=1
µi(ti) +
m∑
i=k
λi(ti) < u <
k∑
i=1
µi(ti) +
m∑
i=k+1
λi(ti)}
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with k ∈ {1, . . . , m}, which (except when λk = µk, in which case Ek2 is
empty) is the normalised m+ 2-cone
Γ(g|B) +
k−1∑
i=1
(vi, µi)(ti) + (vk, λk)(t) + (vk, µk)(t
′) +
m∑
i=k+1
(vi, λi)(ti)
(since λk(tk) < u < µk(tk) for all tk > 0, there are unique t, t
′ > 0 such that
t+ t′ = tk (and so vk(t) + vk(t
′) = vk(tk)) and u = λk(t) + µk(t
′)).
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