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Modern quantum chemistry calculations are usually implemented for isolated systems—big
molecules or atom clusters; total energy and particle number are fixed. However, in many situations,
like quantum transport calculations or molecules in a electrochemical environment, the molecule
can exchange particles and energy with a reservoir. Calculations for such cases require to switch
from the canonical to a grand canonical description, where one fixes the chemical potential rather
than particle number. To achieve this goal, the authors propose an implementation in standard
quantum chemistry packages. An application to the nonlinear charge transport through
1,4-benzenedithiol will be presented. They explain the leading finite bias effect on the transmission
as a consequence of a nonequilibrium Stark effect and discuss the relation to earlier work. © 2007
American Institute of Physics. DOI: 10.1063/1.2716664
I. INTRODUCTION
Many charge transfer processes can be described using
the concept of partitioning. One identifies an atomistic sub-
system and refers to the remaining degrees of freedom of the
entire system as the “reservoir.” Partitioning is very useful, if
it is justified to use crude approximations for the theoretical
treatment of the reservoirs without losing any accuracy in the
calculation of the subsystem observables of interest.
To be specific, we focus on the example of charge trans-
port through individual molecules. Then, the atomistic sub-
system of our concern is the molecule and perhaps a very
small part of the leads; two reservoirs model the left and the
right hand side electrodes. We emphasize, however, that the
fundamental concepts explicated here would equally well ap-
ply to many other problems of interest as well, e.g., mol-
ecules in an electrolyte environment.
Some standard quantum chemistry codes, such as
TURBOMOLE,1 are optimized for ab initio calculations of
large molecular systems. This would make them particularly
attractive for molecular transport studies. However, such
codes do not provide internal degrees of freedom that could
accomodate an exchange of particles and thus model a res-
ervoir. Instead, they are typically designed to work inside a
trivial vacuum with a dielectric constant of unity, 0=1. Ad-
mittedly, exceptions are available, where the vacuum is re-
placed by a conductor like screening model2 simulating an
environment characterized by a dielectric constant 01.
This is implemented by a change in the boundary condition
when solving the Schrödinger equation; for a metallic envi-
ronment, for instance, it is given by a equipotential surface
surrounding the molecule or atomic cluster. Nevertheless,
also in these cases exchange of particles with the environ-
ment is usually not permitted.
With respect to this exchange of particles, codes opti-
mized for band structure calculations are in a better shape,
because employing periodic boundary conditions, a reservoir
is automatically included; effectively, one works at constant
 rather than constant particle number N in the sense that
the electron number per unit cell adjusts itself according to
the requirements of charge neutrality. However, with these
codes, the molecules that we would like to deal with, can be
treated only at the price of introducing very large unit cells
“slab method”—too large for many practical purposes.
We present here a method to include reservoirs in a
quantum chemical approach. A brief outline of the proposed
procedure is as follows: since particles can leave the sub-
system and disappear in the thermodynamic bath, time evo-
lution is no longer unitary; the energy levels experience life-
time broadening. In technical terms, the resolvent operator G
describing the subspace dynamics time evolution operator
for dynamics of electrons on the molecule has the structure
G−1 = G0−1 −  . 1
G0 describes the uncoupled system. As usual, all operators
can be thought of as matrices e.g., for noninteracting par-
ticles: xG0x= xe−iH0t−tx, with x= x , t, and H0 de-
scribing the uncoupled system. The self-energy  incorpo-
rates the non-Hermitian pieces, which transform the unitary
time evolution of the uncoupled system, G0, into the nonuni-
tary evolution of G.
Equation 1 is trivially exact and always valid, since it
is merely a definition of . The difficulty arises when  is to
THE JOURNAL OF CHEMICAL PHYSICS 126, 174101 2007
0021-9606/2007/12617/174101/14/$23.00 © 2007 American Institute of Physics126, 174101-1
be calculated for a definite problem at hand. Only at this
point the various different physical realizations of the reser-
voirs and other damping mechanisms differ from each
other.
The approach that we propose here assumes that  is
given. It is most useful in the situation when  can be mod-
eled as a matrix with an arbitrary spatial structure, but diag-
onal in time i.e., a constant in energy representation. The
validity of this approximation makes partitioning a good
concept.
In practical terms, the nonunitary time evolution, Eq. 1,
affects the iteration cycles underlying the self-consistent
single particle theories of quantum chemistry and electronic
structure codes. Crucially, intrusion occurs only at a single
step, namely, when the density operator is calculated. In the
presence of  an expression originating from the nonequilib-
rium Green’s function formalism see Eq. 4 below has to
be employed rather than the slightly simpler one derived for
isolated systems Eq. 8.
Our formalism has already been applied successfully and
tested against experiments for calculations of charge trans-
port properties of individual molecules.3–5 A detailed expli-
cation of the method’s variant appropriate for this nonequi-
librium problem is offered below. Let us stress, however, that
the scope of possible applications of the procedure is much
broader than this. In order to illustrate the general perspec-
tives more clearly, emphasis of the presentation shall be on
the salient physical aspects of the procedure rather than tech-
nical derivations. For the latter, we refer the reader to the
standard literature.6,7
II. METHOD
Quantum chemistry calculations can be equipped with
reservoirs by modifying the Schrödinger dynamics of the
isolated system with Eq. 1. For self-consistent single par-
ticle theories, such as Hartree-Fock or density functional
theory DFT, the procedure is straightforward and will be
explained now.
A. Self-consistency cycle
A standard self-consistency cycle can be understood to
consist of two essential steps. In the first step, the effective
single particle Hamiltonian, Hn , j, is calculated. In general,
it may depend on particle nx and current densities jx, i.e.,
H is a functional of the density operator. In the second step,
H is used in order to construct an update of the density
matrix. This update is a crucial step. Here the boundary con-
ditions enter that regulate how eigenstates of Hn , j are to
be filled up in order to obtain the particle density, current,
etc. Rules differ, depending on whether, e.g., an interface to
free vacuum, to an electrode, or an electrochemical environ-
ment is to be modeled.
The procedure of calculating the density matrix is most
transparent when formulated with a “Keldysh” Green’s func-
tion
G = GG†, 2
where
G−1E = E − H −  . 3
G relates to the density matrix via
nx,x   =
i

 dExGEx . 4
The Keldysh object  incorporates the effects of any ther-
modynamic bath different interfaces but also phonons, vi-
brons, photons, etc. that the molecule can couple to. It is
described in the following two sections. Equipped with a
proper expression for , this last equation, Eq. 4, is used
in order to recalculate nx ,x and then Hn , j for the next
iteration.
B. Keldysh formalism for noninteracting particles
At this point, we refer to standard monographs for a
general background on the nonequilibrium Green’s function
Keldysh formalism and for rigorous derivations.6 In order
to highlight the overall perspective, we invoke simple physi-
cal arguments in order to lend plausibility to the key results
Eqs. 2, 4, and 10 of relevance to us. The case that we
are going to make is for noninteracting quasiparticles only,
as is appropriate for the self-consistent single particle theo-
ries employed in standard quantum chemistry calculations.
Single reservoir. In the case of a single reservoir R with
which the molecule exchanges noninteracting quasiparti-
cles, one has
E = ifREE . 5





 − † . 6
Crucially, it is assumed here that the reservoir e.g., an elec-
trode is in a thermodynamic equilibrium, so that the occu-
pation of its quasiparticle states is governed by the Fermi-
Dirac distribution fRE.




 dEfRE xG − †G†x ,




 dEfRE xIm Gx . 7
Note that the occupation of states on the molecule is dictated
by the Fermi distribution fR of the reservoir. Roughly speak-
ing, Eq. 7 expresses the density matrix as matrix elements
of the “spectrally resolved density of states operator”
summed over all states that are being filled from the reser-




Im G = E − H ,
and one recovers the familiar expression taking temperature
to zero






in terms of the eigenstates p of the single particle Hamil-
tonian H. This expression is employed in standard quantum
chemistry and electronic structure codes.
Multiple reservoirs. The case of more than one reservoir,
R1 ,R2 , . . ., owes its particular interest to the fact that, while
each reservoir by itself may be in thermodynamic equilib-
rium, the combined system needs not to be. In other words,
level occupation is still given by a Fermi-Dirac distribution,
fRr, but each reservoir is at its own electron temperature
and chemical potential, r.
The virtue of the Keldysh approach most important for
us is that for noninteracting particles it can be easily gener-
alized to this nonequilibrium situation. Namely, every reser-





independent of all the others. Also, the contribution to the




The weight r of each electrode comes in very naturally
here: imagine that a molecular level p is empty at t=−	,
because at that early time the coupling of the molecule to the
reservoirs is set to zero. Now, after switching on all cou-
plings, electrons will gradually fill in the p level and each
reservoir’s share indeed is proportionate to its influx per time
which is just r. This aspect is automatically taken care of in
the formulation with , Eq. 2, and for this reason it is so
useful.
C. Model self-energies
In several instances, very useful approximate expres-
sions for the self-energy  are available. We briefly discuss
three important cases. We assume that the full Hamiltonian
has been subject to partioning into a subsystem M “mol-
ecule”, a reservoir R, and a mutual coupling.
H = HM + HR + V . 11





† ck + H.c., 12
where dm
† ,dm denote the creation/annihilation operators in




vmkGRk,k;t − tvkm. 13
vmk describes the hopping from molecule to the electrode, GR
represents the unknown dynamics of the reservoir, and
vkm the hopping back to the molecule. In applications, we
consider a Markovian approximation which is justified if a
separation of time scales exists, as usual. In the present case,
it is assumed that the time correlations between the two pro-
cesses “electron leaving the molecule” and “electron reenter-
ing the molecule” decay on a time scale much faster than all
other time scales characterizing the electron correlations on
the molecule. In other words, we postulate that the absorp-
tion process itself must not provide an additional, relevant
dynamics and hence keep only  diagonal elements in time
space,
t,t 





The Markovian approximation is valid, roughly speaking, if
the part of the lead included in the quantum chemistry cal-
culation is large enough. In this case, the density of states of
the lead material is already included in the space M. If a
slight smearing of the energy levels does not give the correct
smooth density of states of the leads, this approximation
cannot be used, in general.
Simplifying even further, reservoirs will be modeled
later by modifying the spatial boundary conditions that the
wave functions are subject to. Specifically, we employ ab-
sorbing boundary conditions that become active at the inter-
face or “surface,” S, where M couples to R. In this model,
the entries of ̃ are simply given by
̃x,x =  + i
xx − x   15
in real space representation. The local absorption rates 
x
and compensating energy shifts x are allowed to take
nonzero values only in the surface space S. This drastic sim-
plification has been introduced and tested for transport cal-
culations in Ref. 8. The transmission curves thus obtained
have been argued and explicitly demonstrated to be indepen-
dent of the particular details of how 
x has been con-
structed. Practical choices of S, 
x, and x are dis-
cussed in Sec. III.
For calculation of electron transport, one has to specify
two different reservoirs see Sec. III, but one can also imag-
ine applications with one reservoir and the self-energy mod-
eled in the above way: for investigations of processes on
surfaces, the latter are sometimes modeled by finite clusters,
e.g., the CO adsorption at a MgO surface.9 Coupling the
cluster to a reservoir simulating an infinite bulk could be a
refinement here and might be a computationally cheap alter-
native to treatments with periodic boundary conditions.
b Molecule in solution. A molecule embedded in an
electrochemical solution in principle is a much more compli-
cated case, because in addition to the electronic degrees of
freedom, also the motion of molecules in the background of
other molecules should be taken into account. However, an
important simplification arises if the concept of an “effective
embedding medium” is applicable. In its simplest variant, the
effective medium is homogenous. It is characterized by a
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screening radius together with the level shift and broadening,
p+ i
p, of each molecular eigenstate p,
̃pp = p,pp + i
p . 16
The lifetime results from an exchange of electrons with the
solution and is temperature dependent: pT. Due to aver-
aging, there is no spatial structure externally imposed. An
explicit calculation of p could start, for instance, from an
analysis of ionization rates in low energy molecule-molecule
scattering events. We do not pursue this topic here any fur-
ther.
The screening radius accounts for the fact that the mol-
ecule is surrounded by a cloud of ionized molecules which
carry the countercharge compensating for the molecular ex-
cess charge. The net charge of the combined system is ex-
actly zero. In this situation, the screening provided by the
cloud should also be taken into account. It can be modeled,
for instance, by assuming that the counterions are located on
a thin shell of a simple geometry surrounding the original
molecule. The shell would act effectively as a metallic layer
and could be incorporated by solving the Poisson equation
under the constraint that the electrostatic potential on the
shell is constant.2
d Phonons and vibrons. Emission and absorption of
phonons can also be understood as an interaction between
the fermions and the degrees of freedom of a bosonic bath.
The exchange is in terms of energy, only, since the particle
number is conserved. The interpretation of  is still a relax-
ation time, now due to de-/excitations of atomic vibrations.










† ,ap are creation and annihilation operators of
phonons/vibrons with frequency p and Mmm
p is the associ-
ated coupling matrix element.10 In the case where the
electron-phonon coupling is weak, it does not interfere with
other relaxation mechanisms, so the relaxation rates are ad-
ditive “Mathiesen rule”11 and
 = R + V. 18
The phonon self-energy V has been defined in diagram-
matic terms in Fig. 1.
Similarly, also the density matrix contains a term origi-












GE − Mp, 20
where a matrix notation has been introduced. Matrices acting
on the molecular Hilbert space, Mmm
p and Gmm
 , are given in
boldface capital letters. The propagator Dp
 describes the
dynamics of the phonon in between the emission and reab-
sorption processes. In the simplest case, we can ignore the
damping of the lattice vibrations due to the coupling to the
fluctuating charge density. Then, Dp describes the propa-
gation of free phonons, and we can write
Dp
 = − 2i1 + np + p + np − p , 21
where np denotes the Bose function.
10
III. IMPLEMENTATION FOR TRANSPORT
CALCULATIONS BEYOND THE LINEAR RESPONSE
The implementation of reservoirs into the quantum
chemistry code that we are working with, TURBOMOLE,1,12
has been designed for determining the I /V characteristics. As
we have pointed out already in Sec. II B, the important modi-
fication only concerns the computation of the density matrix.
A. Details of the calculation of n„x,x…
We now give the details relevant in our implementation.
Whenever the DFT self-consistency cycle Sec. II A calls
for the construction of a new density matrix nx ,x, the
program is stopped and the secondary process see Scheme
1
TABLE I. Leakage and shift parameters used in the construction of the
model self-energy. First column: number of Au atoms included in a single
pyramid electrode; in braces the number of Au atoms in the surface space
S with nonzero leakage is also given. Atoms located in layers far remote
from test charge location. Second column: distance tip to tip or base to
base of electrodes. Third and fourth columns: parameters for model self-
energy as defined in Eq. 15
No. of Au




 H Shift  H
14 9 8 0.03 0.02
14 9 18 0.1 0.07
18 4 9 0.1 0.063
18 4 19 0.1 0.07
30 16 10,20 0.1 0.065
FIG. 2. Geometries used for test calculations. Left: tip-on-tip geometry;
right: base-on-base geometry. Cross, “,” indicates location of the test
charge.
FIG. 1. Diagrammatic representation of self-energies. Left: propagation
from the molecule initial state m into an electrode and back final state
m, Eq. 13. Propagator inside electrode is denoted by a single solid line.
Right: scattering of electrons at phonons state p, frequency . Propagator
on the molecule in the presence of electrodes, and phonons is denoted with
a double solid line. For the definition of the vertex Mp and the phonon
propagator wiggly line, see Eqs. 17 and 21.
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is started in which nx ,x is calculated. After the secondary
process has finished, the primary resumes again, now taking
the newly calculated density matrix. In the current prelimi-
nary implementation, the original module of the TURBO-
MOLE code12 thus is nearly unmodified; calculation of the
density matrix according to Scheme 1 is done by a separate
program.
1. Green’s function
Before we can start the matrix inversion, Eq. 1, that
delivers G, we need to specify the Hamiltonian and the self-
energy.
Hamiltonian. The program provides in every iteration
step updated Kohn-Sham KS orbitals p and pseudo en-





The states p are given in a basis  of nonorthogonalized
Gaussian functions. The wave function then is represented
by the expansion coefficients cp. For convenience we con-
vert to an orthogonal basis by a Loewdin orthonormalization,
i.e., by transformation of the coefficients with the square root
of the overlap matrix.
Self-energy. The self-energy that enters Green’s function
is approximated by the model of absorbing boundary condi-
tions introduced in Ref. 8 and detailed in Eq. 15. This
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model requires the specification of the surface space S,
which consists of the set of all atoms where absorption can
occur Sec. II C. In our model calculations, the electrodes
take the form of tetragonal pyramids. If not specified other-
wise, calculations are performed in the tip-on-tip geometry
see Fig. 2. The Au atoms of those layers, which are remote
from the molecule, form the surface space S.
Furthermore, the leakage function 
x needs to be con-
structed. We take 
 to be homogeneous on S. The magnitude
of 
 is a parameter, which has to be adjusted in such a way
that the calculational results for physical observables do not
change under variation of 
. This condition is satisfied ex-
actly in the limit of large electrodes. In practical calculations,
the requirement always has to be explicitly checked. The
energy shift x was adjusted in such a way that the cal-
culated Fermi level for the entire system takes the value of
bulk Au. The combinations of values that we use in actual
calculations are listed in Table I.
2. Density matrix
We employ Eq. 10 in order to obtain . It is the key
quantity entering in Eq. 4, which will ultimately deliver
nx ,x. At this step a standard problem arises, which is to
evaluate a spectral sum appearing in Eq. 4. The difficulty is
that integral quantities like the density have contributions
from all energies, not just from the vicinity of EF, and there-
fore an integration of a matrix product over the entire energy
range needs to be performed. A dramatic simplification
arises, however, in the Markov limit, Eq. 14. Indeed, if the
energy dependence of E is weak, or relevant only in a
very narrow spectral range near EF, then the spectral integral
can be performed analytically and the evaluation of the den-
sity operator reduces to matrix multiplications.
We list the explicit expressions that we use. We begin
with the decomposition of the density matrix as obtained by
inserting Eq. 10 into Eq. 2 and the result in Eq. 4 for the
special case of two reservoirs L and R with respective chemi-














=neqL + n . 24
In these expressions, we let T=0. Note that n is Hermitian
and the particle density nx= xnx is real. In fact, also the
off-diagonal elements are real, since n=nT so that n=n*. To
perform the integrations, we introduce eigenvalues Zi and a
matrix b, the columns of which denote the corresponding
eigenvectors defined by
H + b = bZ , 25
where Z=diagZ1 ,Z2 , . . . . We also have
Gb = bE − Z−1. 26
The first integral is trivially evaluated as
neqL = b†b +
1
2
lnL − H − † − lnL − H −  ,
27
and after using the resolution of unity twice in the second















Since our model coupling is energy independent, the eigen-
values Zi do not depend on E. Therefore, the integral can be
done analytically.
The resulting algorithm for the calculation of the density
matrix n is sketched in Scheme 1. The most costly compu-
tational steps of the approach in its present formulation are
two N3 steps for the solution of the complex eigenvalue
problem step 3 in Scheme 1 in order to calculate b and the
inversion of the complex matrix b step 5.
B. Three simple tests
The algorithm was tested for systems shown in Figs. 2
and 6. Electrodes were modeled by Au clusters, usually of
tetragonal pyramidal shape consisting of 3 or 4 layers 14 or
30 atoms. Additionally, we used an 18 atom cluster where
the fourth layer consists of only 22 atoms. In a similar
way a 71 atom cluster was obtained from a 5 layer pyramid
with an additional 44 atom layer. The clusters are arranged
either in tip-on-tip or in base-on-base position for various
distances and oriented according to D2h symmetry. Between
them either point charges or a frequently used model system,
1,4-benzenedithiol BDT, were placed, keeping the D2h
symmetry for consistency to various treatments of other
groups presented in literature and for reasons of economy.
Note, however, that for BDT in tip-on-tip position symmetry
D2h is not physical. Due to the presence of lone electron
pairs at the sulfur atom, the correct C–S–Au angle is 110°;
by the choice of D2h symmetry it is enforced to 180°. For
further discussion see Sec. IV C.
Calculations were carried out using the BP-86
functional,13,14 basis sets of split-valence quality,
def-SVP,15,16 and corresponding Coulomb-fitting basis
sets;16,17 relativistically corrected pseudopotentials covering
the inner 60 electrons were used for Au.18
1. Charge neutrality and screening
In equilibrium, L=R, the entire system of molecule
plus electrode pieces is charge neutral due to perfect
screening—though partial charges on the molecule or near
the junction may exist, of course. In our setup for the calcu-
lation of the density matrix, this charge neutrality is not a
priori implemented, since we allow for the electron number
N to fluctuate. Rather, at the end of the self-consistency
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cycle, N should have adjusted itself, so that it matches the
number of positive charges in the system.
Whether or not our algorithm always satisfies charge
neutrality, this is an important matter to test. To this end, we
consider electrodes where the molecule has been replaced by
a test charge Q see Fig. 2. Q is only a vehicle to manipulate
the overall charge in the system. It provides an electric po-
tential, but it does not support electronic states, so electronic
charge cannot accumulate at this point. A metal reacts to
such a test charge with screening, i.e., additional charge −Q
flows in from infinity, and the subsystem of Q and the elec-
trode pieces is charge neutral again. Ideally, our algorithm
reproduces this behavior of Q.
In order to illustrate the convergence process, we have
displayed in Fig. 3 how the total electron number changes
from one iteration step to the next for a calculation at a
system of type Au18-Q-Au18 in tip-on-tip geometry. Indeed,
at the point where the convergence has been reached, the
deviation from charge neutrality is less than 5% of an elec-
tron and should decrease even more with increasing elec-
trode size. The number of iterations is larger than in treat-
ments with fixed particle number, as by releasing this
constraint one more degree of freedom has to be optimized.
In Fig. 4 we display the charge Q induced on the mol-
ecule, per test charge Q, as it is obtained for different geom-
etries of the model electrodes tip on tip, base on base, Fig.
2, different sizes 14, 18, or 30 gold atom pyramid, and
separations. In all cases a point charge without basis set
was placed in the center. The coupling 
 , is shown in
Table I. The ideal result would be the horizontal line with
magnitude unity. The left panel shows results for the tip-on-
tip position. A reasonably flat line close to value unity indeed
is observed, if the distance of the electrode pieces is smaller
than their typical spatial extension D 8 and 11 a.u.. On the
other hand, also clear deviations of 15%–20% are seen, when
this distance exceeds D 8 and 19 a.u..
This is not surprising. The effective screening area,
where the compensating charge Q would spread on a mac-
roscopic electrode, grows with ever increasing distance of
the test charge from the surface. We can only expect our
model to describe those situations, in which this area is well
confined to our model electrodes, i.e., at small separations of
the pyramids and at values of Q not too large. In other
words, the screening radius RS must not increase beyond D.
Our reasoning suggests that for the purpose of modeling
the screening process, the frequently used tip-on-tip geom-
etry of pyramidal electrode pieces may be suboptimal. The
pyramid geometry puts the screening electrode material rela-
tively far away from the test charge or molecule, so that the
effective screening radius RS is quite big see Fig. 5, left
panel. A geometric factor contained in RS helps to suppress
its magnitude. For example, if one chooses the base-on-base
arrangement more screening charge can be deposited near
the perturbation see Fig. 5, right panel, and the charging
ratio becomes very close to 1 Fig. 4, right panel. Thus, we
conclude that for suitable electrode geometry and distances
not too large, screening is described very well by our algo-
rithm.
2. Ground state charge density
Introducing the self-energy  modifies those properties
of the combined system of electrodes and molecule, which
are sensitive to the coupling of the surface region, S. Obvi-
ously, the local density of states DOS in S is an example
for such an observable sensitive in this sense. Ideally, the
local DOS—and therefore the local electron density—would
turn from a 111 Au surface into the bulk behavior upon
switching on . On the other hand, the particle density of the
molecule is not susceptible to the surface region, if S is suf-
ficiently far remote from the junction. It should be invariant
under changes in  and, in particular, also under = i0.
In order to test this expectation, the particle density for
BDT has been determined for the setup shown in Fig. 6. In
Fig. 7, upper panel, we show the line density x defined as
the density nx integrated over the transverse cross section
FIG. 3. Missing electrons deviation from charge neutrality at test charge
Q=0 Au18 tip on tip, d=18 a.u., EF=−5.05.
FIG. 4. Excess or screening charge Q generated on the electrodes as
response to an external test charge Q. Plotted is the ratio −Q /Q for differ-
ent electrode models. Left: tip-on-tip tot geometry, three electrode sizes
Au14,Au18,Au30, and for tot distances 8, 11, 18, and 19 a.u.. Right: Au30
in base-on-base bob arrangement at bob distances of 10 and 20 a.u.
FIG. 5. Distribution of excess charge Q=2e on Au14 electrode left, dis-
tance tip-tip: 18 a.u. and Au30 electrode right, distance base-base: 18 a.u..
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x = dydznx;y,z .
Its pronounced structure is easily explained, since every peak
represents a set of atoms that forms a transverse group. For a
better resolution, Fig. 7 also has a lower panel that exhibits
the difference in the charge densities N−, as it is obtained
with all boundaries facing vacuum N, i.e., = i0 against
absorbing boundary conditions . Deviations are strong in
the region S, in particular, in the base layer of Au atoms 9
Au, ±20 a.u., but very small otherwise and negligible on the
BDT molecule. The behavior is as expected.
The qualitative structure of the peaks near the base layer
shows a relatively strong increase of charge inside the layer
and the corresponding deficit in the vacuum region outside.
The behavior is typical of a Au 111 surface. After cutting a
Au crystal along the 111 direction, the approximately ho-
mogeneous density along the cutting plane of the bulk starts
to relax and forms the “surface dipole.” It is very important
for the qualitative and quantitative understanding of a mate-
rial’s work function. In our model, these electronic relaxation
processes that occur in the electrode pieces, after cutting
them off from the macroscopic leads, are what  ultimately
is supposed to revert, and, as suggested by Fig. 7, it really
does.
3. Transmission function
The particle density investigated in the previous section
is a spectral integral and it tends to be much less amenable to
surface effects than the spectral function itself that is
summed over. In this section, we investigate the effect that 
has on the molecular transmission characteristics, TE. It
probes the spatial and spectral structures of individual Kohn-
Sham orbitals, and therefore this quantity is much more sen-
sitive to the details of modeling  than the overall particle
density.
We will compare two different ways to calculate TE.
The first calculation is not self-consistent: we perform a stan-
dard quantum chemistry calculation with fixed particle num-
ber, N i.e., = i0 in the iteration cycles. After convergence,
we use the resulting effective single particle Hamiltonian HN
and construct from it Green’s function Eq. 2, now includ-
ing  and the transmission according to the Landauer for-
mula
TE = tr LGRG†, 30
where L,R has already been defined below Eq. 5. The sec-
ond procedure—our algorithm described in Sec. III—also
employ Eq. 30, but it is self-consistent, because it uses an
effective Hamiltonian H instead of HN that has been cal-
culated already in the presence of electrodes. Clearly, in the
macroscopic limit both procedures are equivalent. However,
an important difference can exist in the way that this limit is
approached. One suspects that convergence in the number of
electrode atoms is faster for the self-consistent procedure.
In Fig. 8 the different transmission functions are shown,
as obtained for the model system BDT, Fig. 6. Indeed, the
positions of the transmitting orbitals with energies closest to
EF do not perfectly well coincide. As outlined above, the
mismatch is not unexpected. Several mechanisms contribute.
We only mention one: the effective electrode size felt by the
KS orbitals is slightly different, depending on whether
boundaries are absorbing or facing vacuum. Therefore,
single particle states of electrodes can be shifted in energy
and so can their hybrids with the molecular states.
FIG. 6. Configuration of Au14-BDT-Au14 used in model calculations “sym-
metric coupling”. For details see text.
FIG. 7. Electron line density sum over the transverse yz cross section of
Au14-BDT-Au14. Upper panel: calculations with fixed particle number solid
line N and fixed chemical potential  dashed line, 20 offset y axis; 
=5.032 eV; 9 Au remote layer coupled, 
=2, 7 eV, =1.7 eV. Lower
panel: difference of line densities, −N.
FIG. 8. Transmission of Aun-BDT-Aun for methods with fixed Nn
=14,30,71 and fixed n=14. In all calculations the last two layers are
coupled with 
=2.7 eV.
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In order to see which one of the two procedures could be
closer to the macroscopic limit, we also include in Fig. 8
results of a self-consistent calculation with the electrode size
doubled once Au30 and twice Au71. Both of the smaller
systems Au14 show peaks shifted as compared to the larger
calculation, but the shifts among the self-consistent calcula-
tion are considerably smaller and convergence appears to be
quite close.
IV. APPLICATION: NONLINEARITIES IN THE I /V
CURVE OF BDT
In this section, we present an application of our formal-
ism to the case of the BDT molecule Fig. 6. Our aim is to





including effects on the transmission function, Eq. 30, that
originate from the bias voltage, Vbias=R−L.
A. Finite bias: Nonequilibrium Stark effects
Figure 9 shows the transmission function at two bias
voltages, Vbias=0 eV and Vbias=1.36 eV. The overall trend
imposed by the effects of finite bias is clearly visible: the
transmission is suppressed.
On a qualitative level, a simple rational can be offered
that explains the result of our DFT simulation. In the non-
equilibrium situation KS orbitals and energies experience an
effective electric field EH. This field is produced mainly from
the Hartree potential of the excess charges that populate ei-
ther electrode.42 The wave functions are calculated in the
presence of this field, if Vbias0, and therefore the transmis-
sion is voltage dependent.
For molecules with small level broadening, the effect of
EH can be understood qualitatively by considering a BDT
molecule in a spatially homogenous, constant external elec-
tric field. The leading physics is subsumed in the Stark ef-
fect. For the readers’ convenience we summarize the basic
facts.
Since in our model geometry parity under inversion
along the S–S axis is a good quantum number, electronic
orbitals fall into two classes: i orbitals, for which symmet-
ric and antisymmetric partners even/odd parity are nearly
degenerate, and ii other orbitals, which are nondegenerate
but still show symmetry properties. Degenerate orbitals can
be superposed into left- and right-centered states. The energy
of such states moves linearly with increasing EH, one state
up and one down. By contrast, nondegenerate states have a
vanishing dipole moment. They only show an effect to sec-
ond order in EH.
To illustrate these well known effects and for later com-
parison with orbital deformation under a finite bias, we
show in Fig. 10 how the highest occupied molecular orbital
HOMO and neighboring orbitals of BDT are modified in an
external electric field.
1. Nonequilibrium potential and level occupation
We will argue now that a very similar physics should
also pertain to the case where the perturbing field is gener-
ated by a voltage drop between two reservoirs. Imagine first
that the molecule is close to, but still uncoupled from, left
and right electrodes. In that case our statement is trivial.
Next, allow for a coupling and the corresponding current
flow. Orbitals can populate now, or depopulate, and screen-
ing modifies the total electric field in the vicinity of the mol-
ecule. In this situation, one should distinguish orbitals that
carry a current from those localized orbitals that do not. Lo-
calized orbitals still experience the conventional Stark effect,
if in a modified total electric field.
By contrast, delocalized orbitals in principle need to be
treated with more care. Imagine that the electrode-molecule
coupling that we have introduced is tiny. In that case a sim-
plification arises, because the full Hilbert space decouples
into a piece that describes the molecule supporting HM
0 , and
the rest, which gives rise to some effective single particle
potential, H,
HM = HM
0 nM + HVbias ,
together with a constraint. The constraint regulates the occu-
pation of the eigenstates of HM when calculating the density
operator nM of the molecule after coupling to the leads. It
incorporates the fact that current carrying orbitals may only
be partially filled. It renders nM dependent on Vbias. Thus the
constraint introduces an implicit bias dependency into HM in
addition to the explicit dependency contained in H.
In certain cases, the implicit dependency of HM on Vbias
can be assumed small, because the filling of a current carry-
ing orbital depends only weakly on the voltage. An example
is that in the case of a level with symmetric, only weakly
energy dependent couplings to both reservoirs, one always
has a filling fraction of near 1 /2. The dominating effect of a
changing Vbias on the molecular orbitals is given by the po-
FIG. 9. Transmission function at zero solid and nonzero Vbias=1.36 eV,
dashed bias voltages. Center vertical line indicates EF; neighboring vertical
lines shows the voltage window for the dashed curve. Peaks in solid curve
represent resonant transport through LUMO, HOMO/HOMO-1, and
HOMO-2 of free benzene molecule. Due to bias voltage driven Stark
effect, the center peaks “disappears;” only a small shoulder near 5.7 eV
remains. Model system Au14-BDT-Au14, Fig. 6; self-energy, Eq. 15, with
9 atoms coupled for self-consistency loop and 13 atoms coupled for calcu-
lation of transmission; 
=0.1 H, =0.063 H
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tential term HVbias, as long as the current driven repopu-
lation of the transport levels is very weak. In that case, the
qualitative physics describing level deformation and levita-
tion of conducting orbitals should remain just the one famil-
iar from the conventional Stark effect.
2. Orbital transformation and levitation
We explain now how the Stark-type physics affects the
conductance properties. Again, we first consider the case of
two degenerate states localized left and right. Since a finite
bias voltage lifts this degeneracy, the levels are driven out of
their mutual resonance, i.e., they experience a voltage driven
levitation. As a consequence, the current flow can be either
through the left or through the right orbital, only, and since
both of them are localized conduction is strongly
suppressed.43
Similarly, in the nondegenerate case an orbital being
left-right symmetric at zero bias transforms continuously.
More and more orbital weight shifts away from regions with
higher potential energy towards regions with lower potential
energy, i.e., towards the electrode with the smaller chemical
potential. Thus a “depletion” zone is generated, which is a
molecular analog of a p-n junction.19 Like in that familiar
case, the overall current tends to decrease. Indeed, this ex-
pected behavior is in qualitative agreement with the observa-
tions made in Fig. 9.
Figure 11 shows the hybrid states that grow out of the
orbitals shown in Fig. 10 after coupling to the electrodes.
Comparing both figures, one can clearly see that similar de-
formations already seen for an isolated molecule also occur
under a finite bias as expected.
B. Nonlinearities in the I /V curve
To illustrate the consequences of this orbital flow for
transport, we first observe that the transmission curves, TE,
Fig. 9, support three peaks. They indicate resonant tunneling
through either a single or a degenerate pair of the orbitals
displayed in Fig. 11. Specifically, the three peaks visible in
TE at Vbias=0 correspond to lowest unoccupied molecular
orbital LUMO, the pair HOMO/HOMO-1, and HOMO-2.
Under a finite bias, Vbias=1.36 eV, the peaks produced by
nondegenerate states remain largely unaffected, not so the
degenerate levels, which split up and localize. Therefore, the
degenerate peaks become very narrow and due to the very
asymmetric coupling of the left/right localized orbitals to the
leads the peak conductances also become very small. As a
FIG. 10. Orbitals of BDT in vacuum and an electric
field. Deformation of frontier orbitals of BDT driven by
a static electric field left: Eex=0; right: Eex
=0.01 H/a.u.. Red and blue colors indicate positive
and negative signs of the orbital wave function. LUMO
and HOMO-2 are nondegenerate, exhibiting an effect of
order Eex
2 . HOMO and HOMO-1 form an anti-/
symmetric pair with energy splitting linear in Eex and
left/right localized split orbitals.
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consequence, the center peak essentially disappears, see Fig.
9. In other words, the nonequilibrium Stark effect renders the
anti-symmetric pair a “dark state.”
Next, we discuss the impact of the bias driven level flow
on the I /V curve. Ignoring this flow, the dI /dV merely re-
sembles the zero bias transmission. Figure 12 displays how
deviations from this reference trace evolve with increasing
bias voltage. In the particular case of BDT that we consider,
the nonlinear effects tend to suppress the current and become
strong if Vbias grows beyond 1 eV. As already indicated
above, we attribute current suppression mainly to the Stark
pair HOMO/HOMO-1 falling dark. Note, however, that ad-
ditional effects adding to current suppression exist. For in-
stance, the peak indicating HOMO-2 flows down in energy,
reaching −6.5 eV at a bias voltage Vbias=2.45 eV not shown
in the plots. Therefore, it drops outside the voltage window.
This constitutes another mechanism for current suppression
that is also active for symmetric orbitals and that is driven by
the quadratic Stark effect.
C. Other theoretical works on BDT
Together with the alkanes, BDT has become the most
commonly used test system for ab initio transport calcula-
tions. For this reason, many theoretical works mostly relying
upon DFT Refs. 4, 20–31, and 34 have been published;
FIG. 11. Orbitals of BDT under ap-
plied bias voltage. Orbitals of BDT af-
ter coupling to the leads under zero
left and finite right bias. Plot shows
the absolute square of the same orbit-
als shown in Fig. 10. Comparing both
figures, one sees that the level defor-
mation associated with the Stark effect
occurs in a similar way independent
on whether or not a current is flowing.
The general trend is that the Stark
physics suppresses an orbital
transmissivity.
FIG. 12. I /V characteristics solid line, filled  and
dI /dV long dashed, open  obtained from transmis-
sion curves calculated at various values of Vbias two
examples shown in Fig. 9 using Eq. 31. Also the
corresponding traces ignoring the effect of Vbias on TE
are shown solid lines. Model system
Au14-BDT-Au14, Fig. 6; self-energy, Eq. 15, with 9
atoms coupled for self-consistency loop and 13 atoms
coupled for calculation of transmission; 
=0.1 H, 
=0.063 H.
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computations testing approaches advanced beyond DFT are
available as well.32,33 Providing a fair overview of this body
of work is a challenging task. Even though most works em-
ploy the Landauer-Buttiker approach—like we do—detailed
knowledge of implementation and procedure is absolutely
necessary in order to understand the specific features of the
computational results and the regime of validity. We shall
refrain from such an endeavor, because it goes far beyond the
scope of the present article. Instead, we will offer comments
on a few basic issues.
Calculations differ by contact geometry, choice of func-
tionals, implementation of open boundary conditions,
transport fomalism, and most importantly in the extrapola-
tion procedure into the macroscopic limit. The earliest full
fledged DFT results for the BDT transmission, TE, at zero
bias yielded smooth curves with very similar shapes.4,22–24
The main difference is a certain shift in energy 1 V. Such
shifts are not necessarily unphysical, since they indicate
slight differences in the molecule-lead coupling. But also
artifacts of modeling could be of relevance here, c.f. Sec.
III B 3. Cum grano salis the earlier results have been con-
firmed by later authors; deviations in detail fine substruc-
tures persist.27–29,31,34
1. Sensitivity to contact geometry
The transmission is sensitive to the choice of contact
geometry. Frequently used couplings are S–Au3 “hollow
site” on plane 111 surface and S–Au1. The S–Au3 cou-
pling is stable under small variations of bond lengths and
angles.44 However, this is not true for every possible S–Au1
coupling. For calculational speedup, often a “symmetric cou-
pling,” S–Au1
* is involved, with an angle of the Au–S–C
bond of 180° see Fig. 6, which imposes a spurious D2h
symmetry. This configuration is unstable, allowing the
S–Au1
* geometry to relax violating D2h symmetry; the sys-
tem moves into the S–Au1 configuration with a physical
angle close to 110°.35
In the artificial geometry S–Au1
*, the transmission is not
dramatically i.e., by orders of magnitude different from
S–Au1, if the coordination number of the bridging Au atom
with other Au atoms is much larger than unity “top site”. In
this case, S orbitals overlap with orbitals of several Au atoms
all contributing significantly to the level broadening. The
main effects are that modified hybridization of molecular and
lead orbitals a shifts the HOMO and other orbitals
1 eV and b slightly decreases the overlap of reso-
nances.
Important changes do occur when the coordination num-
ber of the bridging atom equals unity. In this case, the S atom
sees just a single Au atom, and symmetry induced extinction
of overlap matrix elements takes place. In this situation, the
unphysical contact geometry S–Au1
* severely underestimates
level broadening. It predicts that the zero bias conductance
drops by one order of magnitude when an additional Au
atom is attached.
We mention that a strong dependence of conductance on
the length of the Au chain attached to the molecule has been
reported in several theory publications.20,27 Frequently it is
argued that for this reason the effects of contacts on transport
are overwhelming, so that the large discrepancies between
theoretical calculations and experiments could be attributed
to the unknown microscopic couplings, see, e.g., Ref. 20.
We would like to point out here that such an argument is
clearly not valid, since the supporting calculations heavily
rely on the use of the symmetric coupling. Its artificial char-
acter has been emphasized already by Bratkovsky and
Kornilovitch.21 Indeed, our calculations with the thermody-
namically stable S–Au1 geometry yield a transmission
largely independent of the chain length.35 This is the result
that one actually would expect based on the fact that a
N-atom Au wires N=2–4 are perfect conductors36 with b
an I /V curve that is reasonably linear even at voltages 1 V
Ref. 37, and c the S–Au1 bonding is very strong.
2. Transmission and the Stark effect
While agreement about the shape of BDT’s transmission
at Vbias=0 gradually seems to develop, important differences
in the detailed changes of this curve when switching on Vbias
persist. On a qualitative level, the general observation is that
the overall transmission, TE ,Vbias, appears to decrease with
increasing Vbias.
23,24,30,31,38 To the best of our knowledge, a
detailed explanation in terms of the Stark effect has not been
given before.
The specific outreach of the Stark physics, which can be
observed particularly well in the symmetric coupling, is the
disappearance of the HOMO/HOMO-1 peak at larger volt-
ages in Fig. 9. This phenomenon is nicely reproduced in the
transmission curves, Fig. 6c of Ref. 31. However, the level
flow as observed in several papers neither agrees with our
simulation nor with the prediction made by the Stark effect.
Namely, Refs. 31 and 38 seem to find left-right symmetric,
nondegenerate orbitals to flow linearly in Vbias to higher en-
ergies. In these works a clear qualitative difference in the
flow between symmetric nonlocalized and left or right lo-
calized orbitals does not appear, seemingly. It is hard to see
how such a behavior could be reconciled with simple sym-
metry considerations. By contrast, we find a weak flow in-
dicative of Vbias
2 behavior of symmetric orbitals and a linear
flow of left/right localized states.
3. I /V curves
In general, comparing I /V curves is more difficult than
transmission curves. Recall that a shift of TE along the
energy axis by 0.5 eV can easily occur, e.g., due to an un-
certainty in the Fermi energy. It leaves the shape of TE
invariant and therefore cannot be considered an important
qualitative difference. Nevertheless, such a shift can lead to
drastic differences in I /V curves, the origin of which is not
readily resolved unless the underlying transmission functions
can be compared.
For this reason, I /V curves can easily look qualitatively
different, while really the underlying evolution of the trans-
mission function is very similar. We believe that this is the
main reason for the large variability of I /V curves available
even for the relatively simple test system of BDT. Let us
emphasize, however, that despite of difficulties in reproduc-
ing the details mentioned already in the previous paragraph,
174101-12 Arnold, Weigend, and Evers J. Chem. Phys. 126, 174101 2007
the plateau behavior in the I /V curve displayed in Fig. 12
that we explain in terms of the Stark effect has clearly been
detected before by Stokbro et al.22 and by Kondo et al.31
V. SUMMARY
In this work, a general methodology has been proposed
and tested with the quantum chemistry code TURBOMOLE by
which the effect of coupling reservoirs to a molecule can be
studied. This coupling is facilitated by a model self-energy
that effectively acts as an absorbing boundary condition for
the self-consistent Kohn-Sham equations. As compared to an
exact self-energy, our model has the advantage to speed up
calculations at the expense of having to perform a systematic
finite size analysis.
We have applied the method to study the nonlinearities
in the I /V curve of BDT. We can show that simple but non-
trivial physics like the Stark effect is properly incorporated
in the procedure. This is important, because the bias induced
deformation of orbitals can turn degenerate pairs of orbitals
left/right symmetric partners into “dark states,” which can
have a substantial impact on the I /V characteristics, Fig. 9.
Very interesting situations could arise when the bias
driven flow of orbital energies leads to a level crossing. In
that case the molecule can undergo a substantial change in its
electron and also nuclei configuration which can lead to a
pronounced feature in the I /V curve. Also the qualitatives of
such more complicated modifications can be studied within
our framework.
We emphasize, however, that even though many qualita-
tive aspects of transport through single molecules may be
studied, great caution is required for extraction of quantita-
tive information. Here, we have to restrict ourselves to a few
basic remarks and refer the reader to the literature for details
and recent developments.39 The proposed approach has been
implemented in an effective single particle formulation DFT,
which is a theory for the ground state energy and particle
density. As long as we stick to the calculation of these
ground state characteristics, it is the approximation made in
the exchange-correlation functional that limits the precision
of the numerical results. However, when leaving the ground
state sector and including excitations, as one does with a
transport calculation, additional uncertainties appear. These
are twofold. a The ground state functional ignores nonequi-
librium corrections. b The self-energy  may no longer be
given by the simple form, Eq. 10. In particular, the level
occupation is no longer guaranteed to be of the Fermi-Dirac
type, appropriate for noninteracting particles. A thorough un-
derstanding under which conditions these effects give the
dominating contributions to quantitative errors has not been
achieved by now.
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