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Abstract
This thesis develops, analyzes and tests a finite element method for approximating solutions to
the Leray-deconvolution regularization of the Navier-Stokes equations. The scheme combines three ideas in
order to create an accurate and effective algorithm: the use of an incompressible filter, a linearization that
decouples the velocity-pressure system from the filtering and deconvolution operations, and a stabilization
that works well with the linearization. A rigorous and complete numerical analysis of the scheme is given,
and numerical experiments are presented that show clear advantages of the scheme.
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Chapter 1
Introduction
The Leray-deconvolution model was introduced in [13], [14] as a modification of the Leray-α model
that provides higher-order consistency with true fluid flow. By approximately deconvolving the filtered
term of Leray-α with van Cittert deconvolution, the resulting model maintains all the desirable properties
of Leray-α (well-posedness, energy conservation, computability over the Navier-Stokes equations (NSE) for
large Re [3], [16], [13], [15], [14]), but improves consistency to the NSE from O(α2) to O(α2N+2), where α is
the filtering radius and N is the deconvolution order. This model is given by
ut +DN (u¯) · ∇u+∇p− ν∆u = f x ∈ Ω (1.1)
∇ · u = 0 x ∈ Ω (1.2)
where φ¯ := Fφ := (−α2∆ + I)−1φ is the filter and DN =
∑N
n=0(I − F )n denotes the Nth order van Cittert
approximate deconvolution operator. As usual, u denotes velocity, p pressure, f body force, and ν kinematic
viscosity. Note that the N = 0 model is the Leray-α model since D0 = I.
This paper extends the methodology of [14] to create a more accurate and efficient numerical scheme
for the model (1.1)-(1.2) for approximating solutions to non-periodic flow problems. By imposing a more
consistent discretization via an incompressible filter, in addition to a stabilized linearization, we develop
a method that is accurate on much coarser grids than can be used for direct numerical simulation, with
significantly larger timesteps, and which decouples the velocity-pressure system from the filtering and de-
convolution. As pointed out in [20], outside of the periodic case, preserving the energy equality (and its
consequences, such as well-posedness) requires incompressibility of the filtered velocity. Thus, the mathe-
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matically correct model for non-periodic flows is (1.1)-(1.2) coupled with the filter (2.10)-(2.11) instead of
the usual Helmholtz filter.
The fluid flow approximation scheme studied herein combines three important ideas. First, and
foremost, is the use of the Galerkin finite element method with the Leray-deconvolution model, using an
incompressibility constraint imposed on the α-filter. For efficiency of the method, the linearization of Baker
[1] is a natural choice, since it decouples the filtering/deconvolution from the conservation equations allowing
for much more efficient system solves. Lastly, following [11], we add a stabilization term that is natural for this
linearization. The combination of these three ideas provides an efficient and accurate tool for approximating
NSE governed flows.
This thesis is arranged as follows. Chapter two gives the notation used and relevant preliminary
results used throughout. Chapter three presents the scheme, and proves unconditional stability and well-
posedness. In chapter four, we prove the scheme is optimally convergent, given guidance in a choice of filtering
radius and the order of approximate deconvolution. Chapter five presents three numerical experiments which
illustrate the effectiveness of the scheme. The first is a confirmation of the convergence rates predicted in
chapter four, and to our knowledge, is the first clear numerical evidence that increasing N provides increased
order of convergence. The second experiment shows the advantage of the stabilization, and in the third
experiment, we find excellent results compared to Leray-α and a direct implementation of the NSE, for the
two-dimensional benchmark step problem.
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Chapter 2
Notation and Preliminaries
Let Ω ⊂ Rd be a convex polygon or polyhedra with no slip, no penetration boundary conditions.
The L2(Ω) norm and inner product will be denoted as ‖ · ‖ and (·, ·). The Hk(Ω) norm is denoted by ‖ · ‖k,
and the L∞(Ω) norm ‖ · ‖∞. All other norms will be clearly labeled.
For wall-bounded flows, the natural velocity and pressure spaces are defined as
X := H10 (Ω) = {v ∈ H1(Ω), v = 0 on ∂Ω, (2.1)
Q := L20(Ω) = {q ∈ L2(Ω),
∫
Ω
q = 0}. (2.2)
We assume velocity-pressure finite element (FE) spaces Xh ⊂ X and Qh ⊂ Q which correspond
to a regular mesh τh with maximum element diameter h, and satisfy the LBB condition [2], [7]. For our
computations we use (P3, P2) Taylor-Hood elements, which are known to satisfy the LBB condition. The
discretely divergence-free subspace of Xh will be denoted by
Vh = {vh ∈ Xh, (∇ · vh, qh) = 0 ∀qh ∈ Qh} . (2.3)
Definition 2.0.1. Define the L2 projection into Vh, PVh : L
2(Ω)→ Vh, by
(PVh(v)− v, χ) = 0 ∀χ ∈ Vh (2.4)
We will use the following approximation properties, which are known to be valid for our element
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choices (Pk, Pk−1) [7],[2]:
inf
v∈Xh
‖u− v‖ ≤ Chk+1‖u‖k+1, u ∈ Hk+1(Ω)d,
inf
v∈Xh
‖u− v‖1 ≤ Chk‖u‖k+1, u ∈ Hk+1(Ω)d,
inf
r∈Qh
‖p− r‖ ≤ Chs+1‖p‖s+1, p ∈ Hs+1(Ω). (2.5)
We use the skew-symmetric trilinear form to ensure stability of the numerical method.
Definition 2.0.2 (Skew Symmetric operator b∗). Define the skew-symmetric trilinear form b∗ : X×X×X →
R as
b∗(u, v, w) :=
1
2
(u · ∇v, w)− 1
2
(u · ∇w, v) (2.6)
There are several important estimates for the b∗ operator that we will employ in subsequent sections.
Lemma 2.0.3. For u, v, w ∈ X, and also v ∈ L∞(Ω) for the first estimate, the trilinear term b∗(u, v, w)
can be bounded by
b∗(u, v, w) ≤ 1
2
(‖u‖ ‖∇v‖∞ ‖w‖+ ‖u‖ ‖v‖∞ ‖∇w‖) , (2.7)
b∗(u, v, w) ≤ C(Ω) ‖u‖1/2 ‖∇u‖1/2 ‖∇v‖ ‖∇w‖ , (2.8)
b∗(u, v, w) ≤ C(Ω) ‖∇u‖ ‖∇v‖ ‖∇w‖ . (2.9)
Proof. The result of the first bound follows immediately from the definition of b∗. The second follows from
Holder’s inequality, Ladyzhenskaya inequalities, and the Sobolev Imbedding Theorem [12]. The third follows
immediately from the second, due to the Poincare inequality.
2.1 Filtering and Deconvolution
The Leray-deconvolution model studied herein employs the α-filter, which is also known as the
Helmholtz differential filter. It is an O(α4) approximation to the Gaussian filter [6] (which is the most
appropriate filter for fluid models [10]), but is much more efficiently computable.
Since we require the filter to be incompressible, and are outside of the periodic case, a Lagrange
multiplier must be added so that the system (2.10)-(2.11) is well-posed [4].
Definition 2.1.1 (Continuous α-filter). For v ∈ L2(Ω) and α > 0 fixed, denote the filtering operation on v
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by v, where v ∈ (X,Q) is the unique solution of
− α2∆v + v −∇λ = v (2.10)
∇ · v = 0 (2.11)
We discretize the incompressible α-filter, (2.10)-(2.11), in the usual way.
Definition 2.1.2 (Discrete α-Filter). Given v ∈ L2(Ω), for a given filtering radius α > 0, vh := Fhv is the
unique solution in Xh of
α2(∇vh,∇χh) + (vh, χh)− (λh,∇ · χh) = (v, χh) ∀χh ∈ Xh
(∇ · vh, qh) = 0 ∀qh ∈ Qh (2.12)
We now define the van Cittert approximate deconvolution operators.
Definition 2.1.3. The continuous and discrete van Cittert deconvolution operators DN and DhN are defined
by
DNv :=
N∑
n=0
(I − F )nv , DhNv :=
N∑
n=0
(I − Fh)nv . (2.13)
DN was shown to be an O(α2N+2) approximate inverse to the filter operator F in [5]. The proof is
an algebraic identity and holds in the discrete case as well, giving the following [14]
Lemma 2.1.4. DN and DhN are a bounded, self-adjoint positive operators. For φ ∈ L2(Ω),
φ = DNφ+ (−1)(N+1)α2N+2∆N+1FN+1φ
and
φ = DhNφ
h
+ (−1)(N+1)α2N+2∆N+1h FN+1h φ
Lemma 2.1.5. For smooth φ the discrete approximate deconvolution operator satisfies
‖φ−DhNφ
h‖ ≤ Cα2N+2‖∆N+1FN+1φ‖ + C(αhk + hk+1)
(
N+1∑
n=1
| Fnφ |k+1
)
. (2.14)
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Proof. This is proven in [14].
Lemma 2.1.6 (Discrete Gronwall Lemma). Let ∆t, H, and an, bn, cn, dn (for integers n ≥ 0) be nonnegative
numbers such that
al + ∆t
l∑
n=0
bn ≤ ∆t
l∑
n=0
dnan + ∆t
l∑
n=0
cn +H for l ≥ 0. (2.15)
Suppose that ∆tdn < 1 ∀n. Then,
al + ∆t
l∑
n=0
bn ≤ exp
(
∆t
l∑
n=0
dn
1−∆tdn
)(
∆t
l∑
n=0
cn +H
)
for l ≥ 0. (2.16)
Proof. This is proven in [8].
6
Chapter 3
Scheme and Stability
This chapter presents the scheme studied herein, and proves unconditional stability, along with
well-posedness. The chosen time discretization is Crank-Nicholson, and is linearized by extrapolation in the
method of Baker [1], i.e. CNLE.
Algorithm 3.0.7. Given endtime T , timestep ∆t > 0, f ∈ L∞(0, T ;H−1(Ω)), initial condition u0 ∈ H1(Ω),
define u0h := PVh(Intp(u0)), and (u
n
h, p˜
n
h) ∈ (Xh, Qh) for n = 1, 2, . . . ,M := T∆t satisfying
1
∆t
(un+1h − unh, vh) + b∗(DhN (
3
2
unh −
1
2
un−1h )
h
, u
n+ 12
h , vh)− (p˜n+1,∇ · vh)
+ν(∇un+ 12h ,∇vh) + γh(∇(un+1h − unh),∇vh)− (f(tn+
1
2 ), vh) = 0 ∀vh ∈ Xh (3.1)
(∇ · un+1h , qh) = 0 ∀qh ∈ Qh (3.2)
Remark 3.0.8. Assuming LBB stability of (Xh, Qh), finding (un+1h , p
n+1
h ) ∈ (Xh, Qh) satisfying (3.1)-(3.2)
is equivalent to finding un+1h ∈ Vh such that
1
∆t
(un+1h − unh, vh) + b∗(DhN (
3
2
unh −
1
2
un−1h )
h
, u
n+ 12
h , vh)
+ν(∇un+ 12h ,∇vh) + γh(∇(un+1h − unh),∇vh) = (f(tn+
1
2 ), vh) ∀vh ∈ Vh (3.3)
Remark 3.0.9. The scheme from Algorithm (3.0.7) uses an incompressible filter, while the original Leray-
deconvolution scheme of [14] uses just the discrete α-filter. This change was made for better consistency with
the continuous Leray-deconvolution model outside of the periodic case.
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Remark 3.0.10. By linearizing via the method of Baker, the number of linear solves needed at each timestep
of Algorithm (3.0.7) is N + 2, of which all but one (the velocity-pressure system) are inexpensive.
Remark 3.0.11. The term γh(∇(un+1h −unh),∇vh) is a stabilization term natural for use with the lineariza-
tion method we employ, since it corresponds to adding ≈ −∆ut to the continuous model, which penalizes
for short time velocity fluctuations. Whether γ = 0 or γ = O(1) tends to be dependent on the size of the
timestep: for large timesteps γ = 0 is more appropriate since the approximation to −∆ut is not accurate.
Lemma 3.0.12. Solutions to Algorithm (3.0.7) exist, are unique, and satisfy
‖uMh ‖2 + ν∆t
M−1∑
n=0
‖∇un+ 12h ‖2 ≤ C(ν, f, u0, T ) (3.4)
Proof. Begin by choosing vh = u
n+ 12
h in (3.4). The trilinear term vanishes leaving
1
∆t
(un+1h − unh, u
n+ 12
h ) + ν(∇u
n+ 12
h ,∇u
n+ 12
h ) + γh(∇(un+1h − unh),∇u
n+ 12
h ) = (f(t
n+ 12 ), un+
1
2
h ). (3.5)
Using the identities
1
∆t
(un+1h − unh, u
n+ 12
h ) =
1
2∆t
(un+1h − unh, un+1h + unh) =
1
2∆t
(‖un+1h ‖2 − ‖unh‖2), and
γh(∇(un+1h − unh),∇u
n+ 12
h ) =
γh
2
(‖∇un+1h ‖2 − ‖∇unh‖2),
then combining these terms with (3.5) we obtain
1
2∆t
(‖un+1h ‖2 − ‖unh‖2) + ν‖∇u
n+ 12
h ‖2 +
γh
2
(‖∇un+1h ‖2 − ‖∇unh‖2) = (f(tn+
1
2 ), un+
1
2
h )
≤ ‖f(tn+ 12 )‖−1‖∇un+
1
2
h ‖ ≤
1
2ν
‖f(tn+ 12 )‖2−1 +
ν
2
‖∇un+ 12h ‖2,
which reduces to
1
2∆t
(‖un+1h ‖2 − ‖unh‖2) +
ν
2
‖∇un+ 12h ‖2 +
γh
2
(‖∇un+1h ‖2 − ‖∇unh‖2) ≤
1
2ν
‖f(tn+ 12 )‖2−1.
Summing over the timesteps gives
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1
2∆t
(‖uMh ‖2 − ‖u0h‖2) +
γh
2
(‖∇uMh ‖2 − ‖∇u0h‖2) +
ν
2
M−1∑
n=0
‖∇un+ 12h ‖2 ≤
1
2ν
M−1∑
n=0
‖f(tn+ 12 )‖2−1. (3.6)
Multiplying by 2∆t, and reducing (3.6) yields
‖uMh ‖2 + γh‖∇uMh ‖2 + ν∆t
M−1∑
n=0
‖∇un+ 12h ‖2 ≤ ν−1∆t
M−1∑
n=0
‖f(tn+ 12 )‖2−1 + ‖u0h‖2 + γh‖∇u0h‖2. (3.7)
By definition of u0h, we have the stated result. This estimate immediately implies solution existence and
uniqueness, following [14].
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Chapter 4
Convergence
This chapter proves convergence of the scheme to the NSE solution. The result gives guidance in
choice of parameters N , α, γ to achieve optimal accuracy. For simplicity in stating the following convergence
theorem, we summarize here the necessary regularity assumptions for the solution (u(x, t), p(x, t)) to the
NSE
u ∈ L∞(0, T ;Hk+1(Ω)), (4.1)
u ∈ L∞(0, T ;H2N+2(Ω)), (4.2)
ut ∈ L∞(0, T ;H1(Ω)), (4.3)
utt ∈ L4(0, T ;H1(Ω)), (4.4)
uttt ∈ L2(0, T ;H−1(Ω)), (4.5)
p ∈ L∞(0, T ;Hk(Ω)). (4.6)
Theorem 4.0.13. Let (u(t), p(t)) be a solution of the NSE satisfying no-slip boundary conditions, and (4.1)-
(4.6), with given f ∈ L∞(0, T ;H−1(Ω)) and u0 ∈ H1(Ω). Let (unh, pnh), n = 0, 1, . . .M be the solution of
Algorithm (3.0.7), using (Pk, Pk−1) elements. Then for ∆t small enough, the error in the discrete solution
satisfies
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‖u(T )− uMh ‖2 + ∆tγh‖∇(u(T )− uMh )‖2 + ν∆t
M−1∑
n=0
∥∥∥∥∇(u(tn+1) + u(tn)2 − un+ 12h
)∥∥∥∥2
≤ C((∆t)4 + α4N+4 + h2k + γ2h2k+2 + γ2(∆t)2h2). (4.7)
Remark 4.0.14. In the unstabilzed case (γ = 0) and with α = O(h) (which is believed to be the optimal
choice [14],[19],[18],[17]), (4.24) reduces to
(
∆t
M−1∑
n=0
∥∥∥∥∇(u(tn+1) + u(tn)2 − un+ 12h
)∥∥∥∥2
) 1
2
≤ C((∆t)2 + hk + h2N+2). (4.8)
Hence, once a polynomial k is selected, N can be chosen to provide optimal convergence. For example, with
(P3, P2) elements, N = 0 gives error ≈ O(∆t2 + h2) but N = 1 gives O(∆t2 + h3).
Proof. Throughout the proof, we use C to denote a generic constant, independent of h and ∆t. We begin
by multiplying the NSE at t = tn+
1
2 by vh ∈ Vh, then integrating to get, ∀vh ∈ Vh,
(
u(tn+1)− u(tn)
∆t
, vh
)
+ b∗
(
DhN
(
3
2
u(tn) +
1
2
u(tn−1)
)h
,
u(tn+1) + u(tn)
2
, vh
)
− (p(tn+ 12 ),∇ · vh)
+ν
(
∇
(
u(tn+1) + u(tn)
2
)
,∇vh
)
+ γh(∇u(tn+1)−∇u(tn),∇vh) = (f(tn+ 12 ), vh) +G(u, n, vh) (4.9)
where
G(u, n, vh) :=
(
u(tn+1)− u(tn)
∆t
− ut(tn+ 12 ), vh
)
+ ν
(
∇
(
u(tn+1) + u(tn)
2
− u(tn+ 12 )
)
, vh
)
+
(
b∗
(
DhN
3
2
u(tn) +
1
2
u(tn−1)
h
,
u(tn+1) + u(tn)
2
, vh
)
− b∗(u(tn+ 12 ), u(tn+ 12 ), vh)
)
+ γh(∇u(tn+1)−∇u(tn),∇vh). (4.10)
Denote en = u(tn)− unh and subtract (4.9) from (3.4) to get the error equation
1
∆t
(en+1 − en, vh) + b∗(DhNun+1h
h
, en+
1
2 , vh) + b∗(DhN
3
2
en − 1
2
en−1
h
,
u(tn+1) + u(tn)
2
, vh)
+ ν(∇en+ 12 ,∇vh) + γh(∇en+1 −∇en,∇vh) = (p(tn+ 12 ),∇ · vh) +G(u, n, vh) ∀vh ∈ Vh (4.11)
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Decompose the velocity error as en = (u(tn)− PVh(u(tn)))− (unh − PVh(u(tn))) =: ηn − φnh. Expanding and
choosing vh = φ
n+ 12
h and reducing gives, ∀qh ∈ Qh,
1
2∆t
(‖φn+1h ‖2 − ‖φnh‖2) +
γh
2
(‖∇φn+1h ‖2 − ‖∇φnh‖2) + ν‖∇φ
n+ 12
h ‖2
= (∇ηn+ 12 ,∇φn+ 12h ) +
γh
2
(∇ηn+1,∇φn+ 12h ) +
γh
2
(∇ηn,∇φn+ 12h )
− b∗
(
DhN
(
3
2
ηn − 1
2
ηn−1
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
+ b∗
(
DhN
(
3
2
φnh −
1
2
φn−1h
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
− b∗
(
DhNu
n+ 12
h
h
, ηn+
1
2 , φ
n+ 12
h
)
+ (p(tn+
1
2 )− qh,∇ · φn+
1
2
h ) +G(u, n, φ
n+ 12
h ). (4.12)
We reduce (4.12) by the Cauchy-Schwarz and Young inequalities to
1
2∆t
(‖φn+1h ‖2 − ‖φnh‖2) +
γh
2
(‖∇φn+1h ‖2 − ‖∇φnh‖2) +
ν
2
‖∇φn+ 12h ‖2
≤ Cν‖∇ηn+ 12 ‖2 + Cν−1γ2h2‖∇ηn+1‖2 + Cν−1γ2h2‖∇ηn‖2 + Cν−1 inf
qh∈Qh
‖p− qh‖2
+ b∗
(
DhN
(
3
2
ηn − 1
2
ηn−1
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
+ b∗
(
DhN
(
3
2
φnh −
1
2
φn−1h
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
− b∗
(
DhNu
n+ 12
h
h
, ηn+
1
2 , φ
n+ 12
h
)
+G(u, n, φn+
1
2
h ). (4.13)
We now bound the three trilinear terms using Lemma (2.0.3) and Young’s inequality.
b∗
(
DhN
(
3
2
ηn − 1
2
ηn−1
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
≤ ν
16
‖∇φn+ 12h ‖2
+ Cν−1‖∇(u(tn+1) + u(tn)‖2(N + 1)2(‖∇ηn‖2 + ‖∇ηn−1‖2) (4.14)
b∗
(
DhNu
n+ 12
h
h
, ηn+
1
2 , φ
n+ 12
h
)
≤ ν
16
‖∇φn+ 12h ‖2 + Cν−1(N + 1)2‖∇u
n+ 12
h ‖2‖∇ηn+
1
2 ‖2 (4.15)
b∗
(
DhN
(
3
2
φnh −
1
2
φn−1h
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
= b∗
(
DhN
(
3
2
φnh
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
− b∗
(
DhN
(
1
2
φn−1h
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
(4.16)
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b∗
(
DhN
(
3
2
φnh
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
=
1
2
(
DhN
(
3
2
φnh
)h
· ∇
(
u(tn+1 + u(tn)
2
)
, φ
n+ 12
h
)
− 1
2
(
DhN
(
3
2
φnh
)h
· ∇φn+ 12h ,
(
u(tn+1 + u(tn)
2
))
≤ C(N + 1)‖φnh‖‖∇(u(tn+1) + u(tn))‖∞‖φn+
1
2
h ‖+ C(N + 1)‖φnh‖‖∇φ
n+ 12
h ‖‖u(tn+1) + u(tn)‖∞
≤ 1
8
‖∇φn+ 12h ‖2 + Cν−1(N + 1)2‖∇(u(tn+1) + u(tn))‖2∞‖φnh‖2 (4.17)
b∗
(
DhN
(
1
2
φn−1h
)h
,
u(tn+1 + u(tn)
2
, φ
n+ 12
h
)
=
1
2
(
DhN
(
1
2
φn−1h
)h
· ∇
(
u(tn+1 + u(tn)
2
)
, φ
n+ 12
h
)
− 1
2
(
DhN
(
1
2
φn−1h
)h
· ∇φn+ 12h ,
(
u(tn+1 + u(tn)
2
))
≤ C(N + 1)‖φn−1h ‖‖∇(u(tn+1) + u(tn))‖∞‖φ
n+ 12
h ‖+ C(N + 1)‖φn−1h ‖‖∇φ
n+ 12
h ‖‖u(tn+1) + u(tn)‖∞
≤ 1
8
‖∇φn+ 12h ‖2 + Cν−1(N + 1)2‖∇(u(tn+1) + u(tn))‖2∞‖φn−1h ‖2 (4.18)
Using bounds on the three trilinear terms and the G(u, n, φn+
1
2
h ) from [14], we get
1
2∆t
(‖φn+1h ‖2 − ‖φnh‖2) +
γh
2
(‖∇φn+1h ‖2 − ‖∇φnh‖2) +
ν
4
‖∇φn+ 12h ‖2
≤ Cν‖∇ηn+ 12 ‖2 + Cν−1h2‖∇ηn+1‖2 + Cν−1h2‖∇ηn‖2 + Cν−1 inf
qh∈Qh
‖p− qh‖2
+ Cν−1(N + 1)2‖∇(u(tn+1) + u(tn))‖2(‖∇ηn‖2 + ‖∇ηn−1‖2) + Cν−1(N + 1)2‖∇un+ 12h ‖2‖∇ηn+
1
2 ‖2
+ Cν−1(N + 1)2‖∇(u(tn+1) + u(tn))‖2∞(‖φnh‖2 − ‖φn−1h ‖2)
+ Cν(∆t)3
∫ tn+1
tn
‖∇utt‖2dt+ Cν−1(∆t)4(‖∇(u(tn+1) + u(tn))‖4 + ‖∇u(tn+ 12 )‖4)
+ Cν(∆t)3
∫ tn+1
tn
‖uttt‖2−1dt+ Cν−1(∆t)3
∫ tn+1
tn
‖∇utt‖4dt+ Cν−1α4N+4‖∆N+1FN+1u‖2
+ Cν−1(α2h2k + h2k+2)
(
N∑
n=0
|Fnu¯|2k+1
)
+ C∆t2γ2h2ν−1‖ut‖L∞(tn,tn+1;H1(Ω)) (4.19)
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Summing over timesteps, noting that ‖φ0h‖ = 0, and using regularity assumptions (4.1)-(4.5) we obtain
‖φMh ‖2 +
∆tγh
2
‖∇φMh ‖2 +
ν∆t
4
M−1∑
n=0
‖∇φn+ 12h ‖2 ≤ C∆t
M−1∑
n=0
‖φnh‖2 + C
(
∆t
M∑
n=0
ν−1γ2h2‖∇ηn‖2
+ (∆t)4 + α4N+4 + α2h2k + h2k+2 + (∆t)2γ2h2 + ∆t
M−1∑
n=0
ν−1‖∇un+ 12h ‖2‖∇ηn+
1
2 ‖2
)
. (4.20)
Assuming (Pk, Pk−1) elements, the last term in (4.20) is bounded by
∆t
M−1∑
n=0
ν−1‖∇un+ 12h ‖2‖∇ηn+
1
2 ‖2 = ∆t
M−1∑
n=0
ν−1‖∇un+ 12h ‖2 infvh∈Vh ‖∇(u(t
n+ 12 )− vh)‖2
≤ ∆t
M−1∑
n=0
ν−1‖∇un+ 12h ‖2(Ch2k|u|2k+1) ≤ Ch2k∆t
M−1∑
n=0
‖∇un+ 12h ‖2 ≤ Ch2k (4.21)
Combining (4.20) with (4.21) gives
‖φMh ‖2 +
∆tγh
2
‖∇φMh ‖2 +
ν∆t
4
M−1∑
n=0
‖∇φn+ 12h ‖2 ≤ C∆t
M−1∑
n=0
‖φnh‖2
+ C
(
∆t
M∑
n=0
ν−1γ2h2k+2 + (∆t)4 + α4N+4 + h2k + γ2(∆t)2h2
)
. (4.22)
For ∆t small enough, applying Gronwall’s inequality yields
‖φMh ‖2 +
∆tγh
2
‖∇φMh ‖2 +
ν∆t
4
M−1∑
n=0
‖∇φn+ 12h ‖2 ≤ C((∆t)4 + α4N+4 + h2k + γ2h2k+2 + γ2(∆t)2h2). (4.23)
Applying the triangle inequality to (4.23), we obtain
‖u(T )− uMh ‖2 +
∆tγh
2
‖∇(u(T )− uMh )‖2 +
ν∆t
4
M−1∑
n=0
∥∥∥∥∇(u(tn+1) + u(tn)2 − un+ 12h
)∥∥∥∥2
≤ C((∆t)4 + α4N+4 + h2k + γ2h2k+2 + γ2(∆t)2h2), (4.24)
which completes the proof.
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Chapter 5
Numerical Experiments
In this chapter we present three numerical experiments which illustrate the effectiveness of our
scheme. All computations were done using our own finite element code in Matlab.
5.1 Convergence Rate Verification
Table 5.1: L∞(0, T ;L2(Ω)) (TOP) and L2(0, T ;H1(Ω)) (BOTTOM) errors and rates for experiment 1. A
higher convergence rate can be observed for N = 1 (RIGHT) versus N = 0 (LEFT)
h ∆t
∥∥u− uhLD0∥∥L∞(0,T ;L2) Rate ∥∥u− uhLD1∥∥L∞(0,T ;L2) Rate
1/4 0.001 0.002891 - 0.002780 -
1/8 0.001/3 0.000434 2.735 0.000201 3.791
1/16 0.001/9 0.000124 1.814 1.51× 10−5 3.731
1/32 0.001/27 3.21× 10−5 1.943 1.27× 10−6 3.570
1/64 0.001/81 7.96× 10−6 2.012 1.56× 10−7 3.028
h ∆t
∥∥u− uhLD0∥∥L2(0,T ;H1) Rate ∥∥u− uhLD1∥∥L2(0,T ;H1) Rate
1/4 0.001 0.003321 - 0.003294 -
1/8 0.001/3 0.000446 2.896 0.000420 2.972
1/16 0.001/9 6.99× 10−5 2.674 5.28× 10−5 2.990
1/32 0.001/27 1.38× 10−5 2.338 6.60× 10−6 3.000
1/64 0.001/81 3.15× 10−6 2.136 8.24× 10−7 3.002
Our first test is to verify the predicted convergence rates proven in Chapter 4 for Algorithm (3.0.7)
with N = 0, 1. Table 5.1 contains errors and rates for the schemes’ approximation to the chosen solution
u =
sin(y)
cos(x)
 (1 + 0.01t), p = x+ y (5.1)
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For these calculations, we set α = h, ν = 1, and γ = 0 (no stabilization), u0 = u(0), T = 0.001, and f from
u, p and the NSE, and used (P3, P2) elements. The increased order of convergence for N = 1 can be seen
in both the L2(0, T ;H1(Ω)) and L∞(0, T ;L2(Ω)) norms, over the N = 0 case. These rates, second order
for N = 0 and third order for N = 1, agree with Theorem (4.0.13) and illustrate the increase in accuracy
offered by deconvolution.
Remark 5.1.1. In order to achieve optimal convergence rates, our experimentation showed the necessity of
an incompressible filter, rather than just the usual discrete α-filter. That is, with an incompressible filter and
(P3, P2) elements, spatial error of O(h3) could be obtained. With the usual α-filter, however, O(h3) spatial
convergence could not be achieved.
5.2 Effect of the Stabilization
Figure 5.1: L2 and H1 Error vs. Time: LerayDC CNLE with N=1, γ = 0, 1, h
1
2
The goal of our second experiment is to illustrate the effects of the stabilization term, −γ(h∆t)∆ut,
in penalizing for short time fluctuations. Calculations were made using the Chorin problem, which is an
NSE solution in Ω = (0, 1)× (0, 1) with the form
u1(x, y, t) = − cos(npix) sin(npiy)e−2n2pi2t/ν
u2(x, y, t) = sin(npix) cos(npiy)e−2n
2pi2t/ν
p(x, y, t) = −1
4
(cos(2npix) + cos(2npiy))e−2n
2pi2t/ν
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Figure 5.1 present graphs of the L2 and H1 errors, ‖u(tn)− unh‖ and ‖∇(u(tn)− unh)‖ respectively,
for the methods vs. time for ν = 0.0001 (Re = 10, 000) with h = 1/32 and timestep ∆t = 0.01. We see that
in both norms, computing with γ = 1 gives better results, compared to γ = 0 and γ = h1/2 (the choice for
optimal rate of convergence).
5.3 2d Flow Over a Step: Benchmark Problem
Our final experiment is for two-dimensional flow over a forward and backward facing step. The
domain Ω is a 40 x 10 channel with a 1 x 1 step five units into the channel at the bottom. We assume
no-slip boundary conditions on the top and bottom boundaries, and parabolic inflow and outflow profiles,
given by (y(10−y)/25, 0)T . Computations were performed on two mesh levels, with total number of degrees
of freedom 5091 and 8927, respectively.
We first present the results of computing the NSE directly. Computations were made on both mesh
levels, using ∆t = 0.01, and ν = 1/600. Comparing to known DNS data in [14], [9], the coarse mesh solution,
shown in figure 5.2, is incorrect, as it has significant oscillations present and does not completely capture
eddy reformation after detachment. The solution from the finer mesh (figure 5.3) agrees well with DNS
results.
Since the goal of fluid flow models is to predict the correct solution on coarser meshes than a DNS
requires, we tested Algorithm (3.0.7) on the coarse mesh, and obtained the following results using the same
parameters as for the coarse mesh NSE computation and with α = 1 (approximately the average element
diameter). The N = 0 model (i.e. Leray-α) found a smooth flow field, but was unable to correctly predict
eddy detachment and reformation (figure 5.4). The N = 1 model, however, was able to capture the correct
behavior (figure 5.5). Note the same result occurred with γ = 0 or γ = 1.
Interestingly, for N = 1 and γ = 0, the timestep was increased 10x to ∆t = 0.1, and still the method
predicts the correct behavior. In real time, the cost-saving from this run vs. the fine mesh DNS was about
50x! Not surprisingly, with such a large timestep, using γ = 1 hurt the solution, since the approximation to
−∆ut can be poor for large ∆t.
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Figure 5.2: Navier-Stokes Equations on a Coarse Mesh, T = 40: Solution incorrect. Oscillations present in
speed contours.
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Figure 5.3: Navier-Stokes Equations on a Fine Mesh, T = 40: “Truth” Solution
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Figure 5.4: Leray CNLE, N=0, T = 40: Smooth flow, but eddy detachment incorrect.
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Figure 5.5: Leray CNLE, N=1, T = 40, ∆t = 0.01: Smooth flow and correct eddy detachment and
refomation found.
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Figure 5.6: Leray CNLE, N=1, ∆t = 0.1, γ = 0, T = 40
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Chapter 6
Conclusions
We have developed, rigorously analyzed, and tested an accurate and efficient algorithm for approxi-
mating the Navier-Stokes equations. We have extended and improved upon previous work in [14] by imposing
a more consistent discretization and appropriate stabilization. In addition to be being unconditionally sta-
ble, we have shown that our algorithm achieves optimal convergence, with choice of N and α guided by
the analysis. In our numerical tests, the higher-order N = 1 model had significantly greater accuracy than
the N = 0 model, and we were able to obtain accurate results with much larger timesteps than previously
thought possible.
21
Bibliography
[1] G. Baker. Galerkin approximations for the Navier-Stokes equations. Harvard University, August 1976.
[2] S. Brenner and L.R. Scott. The Mathematical Theory of Finite Element Methods. Springer-Verlag,
1994.
[3] A. Cheskidov, D. Holm, E. Olson, and E. Titi. On a Leray-α Model of Turbulence. Proc Ser A Math
Phys Eng Sci, 461:629–649, 2005.
[4] J. Connors. Convergence analysis and computational testing of the finite element discretization of the
Navier-Stokes-alpha model. Numerical Methods for Partial Differential Equations, (to appear), 2009.
[5] A. Dunca and Y. Epshteyn. On the Stolz-Adams deconvolution model for the Large-Eddy simulation
of turbulent flows. SIAM J. Math. Anal., 37(6):1890–1902, 2005.
[6] G. Galdi and W. Layton. Approximating the larger eddies in fluid motion II: A model for space filtered
flow. Math. Methods and Models in Appl. Sci., 10(3):1–8, 2000.
[7] V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes equations : theory and algo-
rithms. Springer-Verlag, 1986.
[8] J. Heywood and R. Rannacher. Finite element approximation of the nonstationary Navier-Stokes prob-
lem. Part IV: Error analysis for the second order time discretization. SIAM J. Numer. Anal., 2:353–384,
1990.
[9] V. John and A. Liakos. Time dependent flow across a step: the slip with friction boundary condition.
International Journal for Numerical Methods in Fluids, 50:713–731, 2006.
[10] J. Koenderink. The structure of images. Biol. Cybernet., 50:363–370, 1984.
[11] A. Labovsky, W.Layton, C. Manica, M. Neda, and L. Rebholz. The Stabilized Extrapolated Trape-
zoidal Finite-Element Method for the Navier-Stokes Equations. Comput. Methods. Appl. Mech. Engrg.,
198:958–974, 2009.
[12] W. Layton. Introduction to the Numerical Analysis of Incompressible Viscous Flows. SIAM, 2008.
[13] W. Layton and R. Lewandowski. A High Accuracy Leray-deconvolution Model of Turbulence and its
Limiting Behavior. Anal. Appl., 6, 2008.
[14] W. Layton, C. Manica, M. Neda, and L. Rebholz. Numerical Analysis and Computational Testing of a
High Accuracy Leray-Deconvolution Model of Turbulence. Numerical Methods for Partial Differential
Equations, 24(2):555–582, 2008.
[15] W. Layton, C. Manica, M. Neda, and L. Rebholz. Numerical analysis and computational comparisons
of the NS-omega and NS-alpha regularizations. Comput. Methods Appl. Mech. Engrg., pages 916–931,
2009.
22
[16] J. Leray. Essai sur le mouvement d’un fluide visqueux emplissant l’espace. Acta. Math., 63:193–248,
1934.
[17] C. Manica, M. Neda, M. Olshanskii, and L. Rebholz. Enabling numerical accuracy of Navier-Stokes-α
through deconvolution and enhanced stability. Submitted, 2010.
[18] W. Miles and L. Rebholz. Computing NS-alpha with greater physical accuracy and higher convergence
rates. Numerical Methods for Partial Differential Equations, (to appear), 2010.
[19] L. Rebholz and M. Sussman. On the high accuracy NS-α-deconvolution model of turbulence. Mathe-
matical Models and Methods in Applied Sciences (to appear), 2010.
[20] M. van Reeuwijjk, J. Jonker, and K. Hanjalic. Imcompressibility of the Leray-α model for wall-bounded
flows. Physics of Fluids, 18, 2006.
23
