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Abstract
Compressed sensing (CS) is a signal acquisition paradigm to simultaneously acquire and reduce
dimension of signals that admit sparse representations. This is achieved by collecting linear, non-adaptive
measurements of a signal, which can be formalized as multiplying the signal with a “measurement
matrix". If the measurement matrix satisfies the so-called restricted isometry property (RIP), then it will
be appropriate to be using in compressed sensing. While a wide class of random matrices provably satisfy
the RIP with high probability, explicit and deterministic constructions have been shown (so far) to satisfy
the RIP only in a significantly suboptimal regime.
In this paper, we propose two novel approaches for improving the RIP constant estimates based on
Gershgorin circle theorem for a specific deterministic construction based on Paley tight frames, obtaining
an improvement over the Gershgorin bounds by a multiplicative constant. In one approach we use a
recent result on the spectra of the skew-adjacency matrices of oriented graphs. In the other approach we
use the so-called Dembo bounds on the extreme eigenvalues of a positive semidefinite Hermitian matrix.
We also generalize these bounds and we combine the new bounds with a conjecture we make regarding
the distribution of quadratic residues in a finite field to provide a potential path to break the so-called
“square-root barrier"–we give a proof based on the assumption that the conjecture holds.
Index Terms–compressed sensing, deterministic matrices, Paley tight frame, Gershgorin bounds,
Dembo bounds, square-root barrier, quadratic residues.
Given a deterministic CS matrix, one of the most common ways to bound its RIP constant is by
relating its RIP constant with its mutual coherence via
δk ≤ µ(k− 1) (1)
Throughout this paper, we will call this bound, the Gershgorin bound on the RIP constants,
or simply the Gershgorin bound as this is the bound obtained from Gershgorin circle theorem.
Moreover, the tightest bound that relates the RIP constants of a matrix to its performance as a CS
measurement matrix is due to [4] and it states that to ensure recovery of k-sparse (or compressible)
signals, we need δ2k < 1√2 . On the other hand, using (1), in order for a matrix to have small enough
RIP constant, it is sufficient that the maximum sparsity level satisfies k < 1
2µ
√
2
+ 12 . Considering
the Welch bound for the coherence of an m× n matrix, this imposes a square-root barrier on the
sparsity level of signals, namely, k = O(√m). Comparing this level of sparsity with the maximum
level of sparsity for sub-Gaussian matrices, which is found to be k = O( mlog nm ), we observe that
there is a huge difference between these two.
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In fact, as mentioned in [8], p. 141, finding a deterministic CS matrix that satisfies RIP in the
optimal regime is a major open problem. Here we quote a few sentences from [8] that explains the
intrinsic difficulty of reaching RIP in the optimal regime :
“The intrinsic difficulty in bounding the restricted isometry constants of explicit matrices A lies
in the basic tool for estimating the eigenvalues of A∗S AS − Id, namely, Gershgorin’s disk Theorem
... the quadratic bottleneck is unavoidable when using Gershgorin’s theorem to estimate restricted
isometry constants. It seems that not only the magnitude of the entries of Gramian A∗A but also
their signs should be taken into account in order to improve estimates for deterministic matrices,
but which tools to be used for this purpose remain unclear." We will verify the fact that one needs
to take account the signs of entries of the Gramian matrix (in addition to the magnitudes) to obtain
a bound that improves the Gershgorin bound. See Section I. Moreover, it is shown in [10] that if
the number of measurements satisfies m k1+αs−2 log n, with α ∈ [0, 1), there is no polynomial
time algorithm that can certify the RIP constants satisfy δk ≤ s. This shows the significance of
finding RIP matrices, even in the suboptimal regime m k1+αs−2 log n, with α ∈ [0, 1). The first
step to do so, is going beyond the Gershgorin bound, namely, the bound given in (1).
In this chapter, we will propose two different tools to replace Gershgorin circle theorem for
bounding eigenvalues of the Gramian matrix to estimate the isometry constants for a specific
construction. In the first approach, we compare the Gramian matrices of this construction with
the skew-adjacency matrices of specific graphs to obtain bounds on the extreme eigenvalues of the
Gramian matrices and hence, will estimate the RIP constants.
To explain the idea used in the second approach, first note that Gershgorin circle theorem
bounds every eigenvalue of a matrix uniformly. That is, it does not distinguish the extreme
eigenvalues with other eigenvalues and it states that every eigenvalue lies in one of Gershgorin
circles. However, the isometry constants only depend on the minimum and maximum eigenvalues
of the Gramian matrix. There is in fact, a bound called “Dembo bound" which provides bounds
for the maximum and minimum eigenvalues of a positive semidefinite Hermitian matrix. The
goal in this chapter is to use one of these two approaches to achieve an improved bound for
the isometry constant, i.e., something better than δk ≤ (k− 1)µ. We will see that using the first
approach mentioned above, one can improve the classical Gerhsgorin bound by a multiplicative
constant while using the second approach one can have a small additive improvement. However,
the second approach has its own significance because using this approach we will give a pathway
by providing an explicit conjecture regarding the distribution of quadratic residues, to break the
square-root barrier via k = O(m5/7) (if the conjecture holds).
All results in the literature on sparse recovery using the standard RIP rely on the Welch bound
or its variants using `1-coherence. The only exception to this, until our work, is the work of
Bourgain et al. [3]. For a prime number p, they constructed an explicit CS matrix of the order
p× p1+e (where e > 0 is a small number and m = p is the number of measurements) such that
this matrix satisfies RIP with δk < 1/
√
2 when k = bp 12+e0c (with e0 < e is also a small constant)
and p is large enough. As mentioned above, while we can not break the square-root barrier, we
will propose novel approaches to improve the bounds based on coherence or `1-coherence. Lastly,
we will propose a conjecture that if it holds, we would have an improved version of breaking the
square-root barrier compared to the one given in [3]. This improvement will be on how close to
unity the power α can be chosen in k = O(mα), and on the lower bound on the minimum number
of measurements.
2
I. Paley tight frames for compressed sensing
In this chapter, we will investigate the behaviour of the RIP constants of a specific class of matrices,
and will show that it behaves better than what is expected using the Gerhsgorin circle theorem, i.e.,
the bound given by (1). In order to choose such a class of matrices, first note that for a (normalized)
measurement matrix Φ, with the coherence µ, the 2× 2 Gramian matrix of the form
[
1 c
c∗ 1
]
, with
|c| = µ, has the extreme eigenvalues 1± µ, and hence, δ2 = µ as predicted by (1). In the next step,
we consider a Gramian matrix of order 3 of the form
1 µ µµ 1 µ
µ µ 1
, and we observe that the extreme
eigenvalues of this matrix are of the form 1± 2µ. However, if we consider a Gramian matrix of
the form
 1 iµ iµ−iµ 1 µ
−iµ −iµ 1
 (with i = √−1), the extreme eigenvalues are of the form 1±√3µ.
Moreover, it can be seen that for a larger value of k, the spectral radius of the Gramian matrix of
order k can reduce further if all non-diagonal entries are imaginary numbers and a mixture of the
above diagonal entries have negative imaginary parts (as opposed to all above diagonal entries
having positive imaginary parts, or all having negative imaginary parts). Therefore, we search
among measurement matrices with the property that the inner product of distinct columns are
imaginary numbers, and also for large enough k, a mixture of above-diagonal entries of Gramian
matrices of order k, have negative imaginary parts. Such a construction is based on Paley tight
frame as proposed in [2]. Specifically, we will consider the following matrices.
Definition 1. Let p ≡ 3 mod 4 be a prime number, and consider the p× p DFT matrix whose (m, n)th
entry is given by e
2pii
p mn. Next, choose the (p + 1)/2 rows of the DFT matrix whose indices are quadratic
residues mod p (starting with the row corresponding to m = 0). We denote this (p + 1)/2× p matrix by
H, which we normalize to obtain the measurement matrix Φ :
Φ := DH,
where D is the diagonal matrix whose first diagonal entry is
√
1
p , and the rest of its diagonal entries are√
2
p .
Hence, our measurement matrix is a (p + 1)/2 × p matrix with unit norm columns. For
example, for p = 7, we should consider the 7× 7 DFT matrix, and then consider the 1st, 2nd,
3rd, and 5th rows (corresponding to the quadratic residues m = 0, 1, 2, 4 in Z7), and subsequently
normalize the resultant matrix as mentioned above to obtain the 4× 7 Paley CS matrix. We cam
compute the inner product between the columns corresponding to n, n′ ∈ Zp as follows.
〈φn, φn′〉 = 1p +
2
p
p−1
2
∑
m=1
e
2pii(n−n′)
p m
2
=
1
p
·
p−1
∑
m=0
e
2pii(n−n′)
p m
2
=
(n− n′
p
) i√
p
.
Here,
(
n−n′
p
)
denotes the Legendre symbol (and is 1 if (n− n′) is a quadratic residue, and is -1 if
(n− n′) is a quadratic non-residue).
One way to bound the RIP constants of this construction is using (1), which gives
δk ≤ k− 1√p (2)
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Figure 1: The graph of lower bound of the RIP constants, compared with the Gershgorin bound and the new improved
bound, as given in Section II, on the RIP constants.
On the contrary, we observe numerically that at least the lower bound on the RIP constant behaves
much better. In fact, what we observe in Figure 1 would be consistent with
δk ≤ k
β
√
p
(3)
for β ≈ 0.65. Note that if (3) is proved, then the square-root barrier would be broken. In this
paper, we will show that for this construction, the bound (2) can be improved by an additive or a
multiplicative constant using two novel approaches. We will also propose a conjecture regarding
distribution of quadratic residues in Zp that leads to (3). Next, we explain how we obtain Figure
1.
Fix a value of p, say p = 103, and consider the Paley CS matrix Φ as defined above. Also, fix a
value of k, say k = 30, and choose a signal with random support T ⊆ {1, 2, ..., p} and with |T| = k.
Let T = {r1, ..., rk}, and for each 1 ≤ j ≤ k, let d(j) be an estimation for the RIP constant of order j
defined by
d(j) = max{λmax(Gj)− 1, 1− λmin(Gj)}
where Gj := Φ∗TjΦTj , and Tj := {r1, ..., rj}. The graph of d(j) as a function of j is shown in Figure
1 in log-log scale. In this figure, we also plot the classical Gershgorin bound as well as the new
improved bound (which will be derived in Section II) on the RIP constants. As we observe in
this figure and as suggested by the method of least squares, the lower bound function d(j) for
the RIP constants behaves like jβ for β ≈ 0.65308. Note that as mentioned above, d(j) is a lower
bound for the RIP constants since it is obtained by using only one random support set, while the
precise value of RIP constants are obtained by considering the worst case over exponentially many
support sets. Accordingly, we perform another experiment in which we compare the behaviour
of d(j) as defined above obtained from a single random support set with d′(j) obtained from the
worst case of 1000 random support sets. As we observe in Figure 2, as we increase the number of
random support sets, the behaviour of RIP constant estimation remains almost the same. We will
use the estimated value of β in d(j) = jβ later in this chapter.
Remark 1. In the construction used in [2], it is assumed that p ≡ 1. However, as our goal in this chapter
is to improve the Greshgorin bound, we would not be able to do so with the same assumption. The reason
is that the computation above shows that the inner product of nth and n′th columns of Φ is given by
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Figure 2: Comparison of lower bounds of the RIP constants obtained from a single random support set and using
the worst case among 1000 random support sets. We observe that the slope of the graph (in log-log scale)
obtained from a single support set almost remains constant, as we increase the number of support sets from 1
to 1000.
(
n−n′
p
)
· 1√p . Now, consider a set T = {r1, ..., rk} such that
( ri−rj
p
)
= 1 whenever i < j. Then, the
Gramian matrix will be a k× k matrix of the following form
G =

1 1√p · · · 1√p
...
1√
p
1√
p · · · 1

The Gershgorin bound for the maximum eigenvalue of this matrix is η = 1 + k−1√p . This is in fact the
maximum eigenvalue of this matrix since
det

− k−1√p 1√p · · · 1√p
...
1√
p
1√
p · · · − k−1√p
 = 0
This can be verified by adding rows 2, 3, ..., k to the first row, which makes the first row the zero vector. For
this reason, we change the assumption to p ≡ 3 mod 4, which as we will see later will lead to improving the
Gershgorin bounds.
II. Improving the Gershgorin bound using skew-adjacency matrices
In this section, we propose an approach that will enable us to improve the Gershgorin bound by a
multiplicative constant for the construction given in Definition 1.
We start by considering the construction given in Definition 1, and decompose the Gramian
matrix of order k for this construction, denoted by Gk as follows.
Gk = (gij) = Ik + Ak (4)
where Ik is the identity matrix of order k, Ak = (aij), aii = 0, and aij =
√−1√
p or
−√−1√
p for i 6= j.
5
Recall that to compute the RIP constant of order k of the measurement matrix Φ˜, we need to
consider the Gramian matrices Gmaxk , and G
min
k with largest maximum and smallest minimum
eigenvalues respectively (among all Gramian matrices of the same order). Decompose these
matrices as Gmaxk = I + A
max
k , and G
min
k = I + A
min
k as in (4). For any matrix M, let λmax(M),
λmin(M), and ρ(M) denote the maximum and minimum eigenvalues of M, and the spectral radius
of M respectively. Then, we have
λmax(Gmaxk ) = 1+ λmax(A
max
k )
and
λmin(Gmink ) = 1+ λmin(A
min
k )
On the other hand, each Ak is a skew-symmetric matrix and hence, if λ is an eigenvalue of Ak,
then −λ is also an eigenvalue for Ak. This means that λmax(Amaxk ) = ρ(Amaxk ) and λmin(Amink ) =−ρ(Amaxk ). Therefore,
δk = max{λmax(Gmaxk )− 1, 1− λmin(Gmink )} = ρ(Amaxk ) (5)
It remains to find a bound for ρ(Amaxk ). Note that A
max
k can be written in the form of
Amaxk =
i√
p
Ck, (6)
where i =
√−1, and Cmaxk is a skew-symmetric matrix with zero diagonals, and whose every
other entry is 1, or -1, and it has the largest spectral radius (among all matrices of the same form).
In order to bound the spectral radius of Cmaxk , we view C
max
k as the skew adjacency of an oriented
graph, and use the results in the literature about the spectral radius of these matrices to find
bounds on the extreme eigenvalues of Cmaxk . First, we need the following definition.
Definition 2. Let G be a simple undirected graph of order n. By Gσ we denote a directed (or oriented)
graph that assigns a direction to every edge of G. The skew-symmetric adjacency matrix of Gσ, denoted by
S(Gσ) = (sij) is an n× n skew symmetric matrix such that si,j = 1 and sj,i = −1 if i → j is an arc of
Gσ. If there is no arc between the vertices i and j, we define si,j = sj,i = 0. The skew spectral radius of Gσ,
denoted by ρS(Gσ) is defined as spectral radius of S(Gσ).
Now, to find a bound for ρ(Amaxk ), we need to consider the skew adjacency of a simple graph
with largest (among all oriented graphs of order k) spectral radius. It turns out [6] that the
oriented graph whose skew adjacency matrix has zero diagonals, whose upper diagonals are all 1,
and whose lower diagonals are all -1 has the largest spectral radius. In particular, let Kn be the
complete graph of order n, and let Kτn be the oriented complete graph with the adjacency matrix
with zero diagonals, with 1’s located in the upper diagonal entries, and -1’s located in the lower
diagonal entries. In other words,
S(Kτn) =

0 1 1 · · · 1
−1 0 1 · · · 1
...
−1 −1 −1 · · · 0

Theorem 1. For any oriented graph Gσ of order n,
ρS(Gσ) ≤ ρS(Kτn) = cot(
pi
2n
)
Equality holds if and only if S(Gσ) = QTS(Kτn)Q for some signed permutation matrix Q.
6
Based on this theorem and using our notation, we can conclude that
ρ(Cmaxk ) ≤ cot(
pi
2k
) ≤ 2k
pi
(7)
where we used the fact that cot(x) ≤ 1/x for x > 0. This inequality comes from the standard
inequality x < tan x for x > 0. Lastly, by combining (5), (6), and (7) we obtain the following
theorem.
Theorem 2. Let p ≥ 3 be a prime number. The RIP constant of the matrix Φ˜ as defined in Definition 1
satisfies
δk ≤ 2pi ·
k√
p
for any k ≤ p.
Therefore, the maximum sparsity level k for which we have a guarantee for recovery through
BPDN using this construction must now satisfy
2k <
√
p
2
· pi
2
(instead of the standard bound 2k <
√
p
2 + 1). For example, if we set p = 1009, the maximum
sparsity level becomes 2k ≤ b
√
p
2 · pi2 c = 35 (instead of the standard bound 2k ≤ b
√
p
2 c+ 1 = 23).
III. Improving the Gershgorin bound using Dembo bounds
We have observed so far that the Gershgorin bound can be improved with a multiplicative constant
using the specific construction given in Definition 1. For the rest of this paper, we propose another
tool that can also improve the Gershgorin bound. Although this approach improves this bound
only by an additive constant but it has advantage over the previous approach in the sense that it
can be applied to other constructions. More importantly, we will propose a conjecture that if it
holds, then using this approach the square-root barrier can be broken for the construction given in
Definition 1. First, we explain the idea behind this approach.
We know that the RIP constants of a (normalized) measurement matrix Φ is computed using
the extreme eigenvalues of a matrix of the form A := Φ∗TΦT , where T is a set T with |T| = k. Now,
if the coherence of Φ is C/
√
m (which is the suboptimal value considering the Welch bound),
then by Gershgorin circle theorem, every eigenvalue (including the extreme eigenvalues) lies in
(1− kC/√m, 1+ kC/√m). However, we would naturally expect to have sharper bounds if we try
to bound only the extreme eigenvalues. Below, we attempt to do this using the so-called Dembo
bounds, and then we will generalize it later. These bounds estimate the extreme eigenvalues of a
positive semidefinite Hermitian matrix, and is the main tool that we use in this approach.
Theorem 3. (Dembo Bounds, [5]) Suppose that a positive semidefinte Hermitian matrix R can be written
as R =
[
c b∗
b Q
]
where Q is a k× k positive semidefinite Hermitian matrix, b is a k× 1 vector, and c ≥ 0.
Also, suppose that λ1 ≤ λ2 ≤ ... ≤ λk+1 are the eigenvalues of R. Then, Dembo bounds can be stated as
λk+1 ≤ c + ηk2 +
√
(c− ηk)2
4
+ b∗b (8)
7
and
λ1 ≥ c + η12 −
√
(c− η1)2
4
+ b∗b (9)
where η1 is any lower bound on the minimum eigenvalue of Q and ηk is any upper bound on the maximum
eigenvalue of Q.
Before stating and deriving our results formally, we perform a numerical experiment. Consider a
Paley CS matrix as defined in Definition 1, with p = 103. We also fix a k-value, say k = 30, and we
choose a random set T = {r1, r2, ..., rk} ⊆ {1, 2, ..., p}. For 1 ≤ j ≤ k, let Tj = {r1, ..., rj}, Aj = ΦTj ,
and Dj = Φ∗TjΦTj . For 2 ≤ j ≤ k, we can write Dj of the form Dj =
[
1 b∗
b Dj−1
]
. Let λj−1 be the
maximum eigenvalue of Dj−1, and λj be the maximum eigenvalue of Dj. Since each entry of b is
±i/√p, we have b∗b = j−1p . Therefore, using Dembo bounds, the bound on λj which we denote
by ηj can be written as follows.
ηj =
1+ λj−1
2
+
√
(1− λj−1)2
4
+
j− 1
p
We also find the upper bound for the maximum eigenvalue of Dj given by Gershgorin bound, i.e.,
η′j = 1+
j− 1√
p
Next, we calculate the ratio of the upper bounds for the maximum eigenvalues of Dj to the
actual maximum eigenvalues of Dj for these two different bounds, i.e., Dembo boundsactual eigenvalues and
also Gershgorin boundsactual eigenvalues , and we plot the graphs in log-log scale. Note that if the graph is closer
to y = 1 it means we have a better and tighter estimate. The graphs are shown in Figure 3 and we
can clearly see that Dembo bound gives a better estimate for the maximum eigenvalues compared
to Gershgorin bounds. A similar reasoning can be given regarding the estimates for the minimum
eigenvalues. However, this approach can not be applied in practice since it assumes that we have
access to exact eigenvalues of previous order in each step. Despite this fact, using Dembo bounds
or generalizations of this bound can lead to an improvement of Gershgorin bounds. We begin by
finding a non-trivial bound for δk for a fixed small value of k, i.e., a bound tighter than the one
given by Gershgorin bound. Then, we apply Dembo bounds or the so-called “Generalized Dembo
bounds" to obtain non-trivial bounds on δk for the next values of k inductively.
Theorem below provides a bound for the RIP constants when the construction given in
Definition 1 are used as the measurement matrices.
Theorem 4. Let p ≥ 7 be a prime such that p ≡ 3 mod 4. Then for k ≥ 3, the RIP constant δk of the
matrix Φ˜, as defined above, satisfies
δk ≤
k− 1− 1c(k−1)√
p
(10)
where c = 1
2(2−√3) .
Remark 2. The bound given in (10) is not achievable either using Gershgorin bound, or using `1-coherence
as introduced in [7]. The `1-coherence function µ1 of the m× n matrix Φ = [φ1 φ2 · · · φn] is defined for
s ∈ [n− 1] by
µ1(s) := max
i∈[n]
max{∑
j∈S
|〈φi, φj〉|, S ⊆ [n], card(S) = s, i 6∈ S}
8
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Figure 3: Comparing the sharpness of Dembo bounds and Gershgorin bounds for estimating the maximum eigenvalue
of a semi-positive definite Hermitian matrix by considering the ratio of these bounds over the actual maximum
eigenvalues for a fixed Paley matrix with p = 103.
where [n] = {1, 2, ..., n}. It is shown in [7] that µ ≤ µ1(s) ≤ sµ. It is also shown that the RIP constant of
a matrix Φ satisfies
δk ≤ µ1(k− 1) ≤ (k− 1)µ
So in general `1-coherence may give a better bound compared to δk ≤ (k− 1)µ. However, for the class of
matrices considered in Definition 1 this is not the case. In fact, if k ≤ p− 1, then since the inner product of
any two distinct columns of Φ has magnitude 1/
√
p, we have µ1(k) = kµ = k√p .
To prove Theorem 4, first we will prove the following lemmas.
Lemma 1. Suppose p ≥ 7 is a prime number which is 3 mod 4. The RIP constants δ3 of the matrix Φ˜ as
defined in Definition 1 satisfies
δ3 =
√
3
p
Remark 3. The value of RIP constant above is consistent with the one given by Gerhsgorin bound, i.e.,
δ3 ≤ 2√p , and also with the “improved" bound as it was given in Theorem 2, i.e., δ3 ≤
6
pi√
p (note that√
3 < 6/pi < 2).
Proof of Lemma 1. Let G3 be an arbitrary Gramian matrix of order 3. We can write G3 in the
following form
G3 =
 1 b cb∗ 1 d
c∗ d∗ 1

where each b, c, and d is ±i/√p. Let p(x) = det(G3 − xI) be the characteristic polynomial of the
matrix G3. Then, we have
p(x) = (1− x)
(
(1− x)2 − dd∗
)
− b
(
b∗(1− x)− dc∗
)
+ c
(
b∗d∗ − c∗(1− x)
)
= (1− x)3 − (dd∗ + bb∗ + cc∗)(1− x) + 2Re(bdc∗) = (1− x)3 − 3(1− x)
p
(11)
9
where we used the fact that each of b, c, and d is ± i√p , and hence, Re(bdc∗) = 0. It can be easily
verified that the roots of the polynomial above are x = 1−
√
3
p , x = 1, x = 1 +
√
3
p . Thus, all
Gramian matrices of order 3 (including the ones with the largest maximum eigenvalue, and the
smallest minimum eigenvalue) have the same eigenvalues and hence,
δ3 = max{(1+
√
3
p
)− 1, 1− (1−
√
3
p
)} =
√
3
p
Lemma 2. If c ≥ 1 is a constant, then
k− 1/ck
2
+
√
(k− 1/ck)2
4
+ k + 1 ≤ k + 1− 1/c(k + 1)
for each k ∈N = {1, 2, ...}.
Proof. Note that for each k ∈N we have
4k + 4kc− 4k + 4c− 4
c2k(k + 1)2
≥ 0
Hence, we have
4k− 4kc(k + 1) + 4c(k + 1)2 − 4(k + 1)
c2k(k + 1)2
≥ 0
which implies
4
c2(k + 1)2
− 4
c(k + 1)
+
4
ck
− 4
c2k(k + 1)
≥ 0
Therefore,
4
c2(k + 1)2
− 4
c
(1− 1
k + 1
) +
2
c
− 8
c(k + 1)
+
4
ck
− 4
c2k(k + 1)
≥ −2
c
Hence,
k2 + 4+
4
c2(k + 1)2
+
1
c2k2
+ 4k− 4k
c(k + 1)
+
2
c
− 8
c(k + 1)
+
4
ck
− 4
c2k(k + 1)
≥ k2 + 1
c2k2
− 2
c
+ 4k + 4
Thus,
(k + 2− 2
c(k + 1)
+
1
ck
)2 ≥ (k− 1/ck)2 + 4k + 4
Hence, ( k + 2− 2c(k+1) + 1ck
2
)2 ≥ (k− 1/ck)2
4
+ k + 1
On the other hand, it is obvious that the expression whose square we compute on the left hand
side is positive, i.e., k + 2− 2c(k+1) + 1ck > 0, therefore,
k + 1− 1/c(k + 1)− k− 1/ck
2
≥
√
(k− 1/ck)2
4
+ k + 1
which implies the Lemma.
10
Next, we give the proof for Theorem 4.
Proof of Theorem 4. To prove this theorem, we use induction on k. Let p ≡ 3 mod 4 be a prime
satisfying the condition of the theorem, and let Φ˜ be the (p + 1)/2× p measurement matrix as
defined in Definition 1. Let Γ ⊆ {1, 2, ..., p}, and by Φ˜Γ we mean an m× |Γ| matrix defined by
restriction of Φ˜ to the columns indexed by the elements of the set Γ. Define λmink and λ
max
k as
λmaxk = max
Γ:|Γ|≤k
λmax(Φ∗ΓΦΓ) = λmax(Φ∗Γ0ΦΓ0),
λmink = minΓ:|Γ|≤k
λmin(Φ∗ΓΦΓ) = λmin(Φ∗Γ1ΦΓ1),
(12)
where Γ0 and Γ1 are sets with k elements, λmax(A) and λmin(A) denote the maximum and
minimum eigenvalues of a matrix A respectively, and Gmaxk := Φ
∗
Γ0
ΦΓ0 and G
min
k := Φ
∗
Γ1
ΦΓ1
denote the Gramian matrices with largest maximum eigenvalue and smallest minimum eigenvalue
respectively. Note that the RIP constant δk of Φ˜ is given by
δk = max{1− λmink ,λmaxk − 1} (13)
In order to prove the theorem, we find an upper bound for the maximum eigenvalue of Gmaxk
and a lower bound for the minimum eigenvalue of Gmink respectively.
Proving λmax(Gmaxk ) ≤ 1 +
k−1− 1c(k−1)√
p for k ≥ 3: First, note that the result holds for k = 3 by
Lemma 1. Indeed by this lemma, λmax(Gmax3 ) ≤ 1+
√
3√
p = 1+
2− 12c√
p for c satisfying
1
2c = 2−
√
3,
i.e., c = 1
4−2√3 .
Now assume that the statement is valid for k, then λmaxk+1 ≤ 1 + k−1/ck√p . We will show that
λmaxk+2 ≤ 1+ k+1−1/c(k+1)√p .
To bound λmaxk+2 in terms of λ
max
k+1 , we will use the Dembo bounds as stated in Theorem 3. In
particular, if R is a positive semidefinite Hermitian matrix such that R =
[
c b∗
b Q
]
, Q is a
(k + 1)× (k + 1), positive semidefinite Hermitian matrix, and λ1 ≤ λ2 . . . ≤ λk+2 are eigenvalues
of R, then
λk+2 ≤ c + ηk+12 +
√
(c− ηk+1)2
4
+ b∗b (14)
and
λ1 ≥ c + η12 −
√
(c− η1)2
4
+ b∗b (15)
for any η1 and ηk+1 such that λmax(Q) ≤ ηk+1 and λmin(Q) ≥ η1. In our case, Q is the matrix
Φ˜∗Γ′ Φ˜Γ′ , and R is the matrix Φ˜
∗
ΓΦ˜Γ, where Γ, Γ
′ ⊆ {1, 2, ..., p} with |Γ′| = k + 1 and Γ ⊇ Γ′ with
|Γ| = k + 2. Say, Γ′ = {j2, j3, ..., jk+2}, and Γ = {j1, j2, ..., jk+2}. Then Φ˜Γ = [φj1 , φj2 , ..., φjk+2 ], and
Φ˜∗ΓΦ˜Γ =

〈φj1 , φj1〉 〈φj1 , φj2〉 . . . 〈φj1 , φjk+2〉
〈φj2 , φj1〉 〈φj2 , φj2〉 . . . 〈φj2 , φjk+2〉
...
〈φjk+2 , φj1〉 〈φjk+2 , φj2〉 . . . 〈φjk+2 , φjk+2〉

11
so we have c = 1 (as ‖φj‖ = 1 for all j), b = [〈φj2 , φj1〉 〈φj3 , φj1〉 . . . 〈φjk+2 , φj1〉]T , and
Q =

〈φj2 , φj2〉 〈φj2 , φj3〉 . . . 〈φj2 , φjk+2〉
〈φj3 , φj2〉 〈φj3 , φj3〉 . . . 〈φj3 , φjk+2〉
...
〈φjk+2 , φj2〉 〈φjk+2 , φj3〉 . . . 〈φjk+2 , φjk+2〉

Also, by induction hypothesis we have ηk+1 ≤ 1+ k−1/ck√p . Hence (14) implies that,
λk+2 ≤ 1+ k− 1/ck2√p +
√
(k− 1/ck)2
4p
+ b∗b
On the other hand, using the fact that each entry of b is ± i√p we have b∗b = ∑k+1i=1 1p = k+1p .
Therefore, to prove
λk+2 ≤ 1+
k + 1− 1c(k+1)√
p
, (16)
it is enough to prove :
k− 1/ck
2
√
p
+
√
(k− 1/ck)2
4p
+
k + 1
p
≤ k + 1− 1/c(k + 1)√
p
(17)
This inequality holds by Lemma 2. Next, we observe that to calculate λmaxk+2 , we have to consider
all such matrices R as mentioned above and take maximum over all such choices. In other words,
λmaxk+2 = maxΓ
λk+2(Φ˜
∗
ΓΦ˜Γ)
However, as it was seen in (16), the value of λk+2(Φ˜∗ΓΦ˜Γ) only depends on |Γ| = k + 2, and not
the elements of Γ. Therefore, the same upper bound holds for λmaxk+2 , i.e.,
λmaxk+2 ≤ 1+
k + 1− 1c(k+1)√
p
Proving λmink ≥ 1−
k−1− 1c(k−1)√
p for k ≥ 3: Similar to the argument given above, the induction base
holds by Lemma 1. Assuming that the statement is valid for (k + 1) (induction hypothesis), we
prove it for (k + 2). Using the same notation used above, and using Dembo bound (15), we can
find a lower bound for the minimum eigenvalue of R, λ1(R), as follows.
λ1 ≥ 1− k− 1/ck2√p −
√
(k− 1/ck)2
4p
+ b∗b = 1− k− 1/ck
2
√
m
−
√
(k− 1/ck)2
4p
+
k + 1
p
where we used the fact that b∗b = k+1p . Hence, using (17), we obtain
λ1 ≥ 1− k + 1− 1/c(k + 1)√p (18)
Again, note that λmink+2 can be calculated by considering all such matrices R and taking a minimum
over them, i.e.,
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λmink+2 = minΓ
λ1(Φ˜∗ΓΦ˜Γ)
and as seen in (18), the value of minΓ λ1(Φ˜∗ΓΦ˜Γ) depends only on |Γ| = k+ 2, and not the elements
of Γ. Therefore, the same lower bound holds for λmink+2, i.e.,
λmink+2 ≥ 1−
k + 1− 1c(k+1)√
p
Therefore,
δk+2 = max{λmaxk+2 − 1, 1− λmink+2} ≤
k + 1− 1/c(k + 1)√
p
as desired.
IV. A generalized Dembo approach
Throughout this paper, we have focused so far on the bounds on the maximum and minimum
eigenvalues of a Hermitian positive semidefinite matrix A given by Dembo bounds as stated in
Theorem 3. These bounds are obtained by considering the maximum and minimum eigenvalues
of 2× 2 block matrices R1 and R2 satisfying R1 ≥ A, and A ≤ R2 respectively. In this section, our
goal is to tighten these bounds by following a similar idea. In particular, we would like to consider
the maximum and minimum eigenvalues of 3× 3 block matrices Q1 and Q2 satisfying Q1 ≥ A,
and A ≤ Q2, in order to obtain bounds on the extreme eigenvalues of A.
Lemma 3. Suppose that a (k + 2)× (k + 2) positive semidefinte Hermitian matrix R can be written as
R =
 a b cb∗ a d
c∗ d∗ Q
 where Q is a k × k positive semidefinite Hermitian matrix, and c and d are k × 1
vectors, and a, b ∈ C. Also, suppose that λ1 ≤ λ2 ≤ ... ≤ λk+1 ≤ λk+2 are the eigenvalues of R. Then
λk+2 ≤ νmax and λ1 ≥ νmin where νmax and νmin are the maximum and minimum roots of characteristic
polynomials of R1 =
 a b cb∗ a d
c∗ d∗ ηk I
 and R2 =
 a b cb∗ a d
c∗ d∗ η1 I
 respectively. Here, as before, η1 is any
lower bound on the minimum eigenvalue of Q and ηk is any upper bound on the maximum eigenvalue of Q.
Proof. Since Q− η1 I ≥ 0, we have R− R2 ≥ 0, and so λmin(R) ≥ λmin(R2). Similarly, ηk I −Q ≥ 0,
implies that λmax(R) ≤ λmax(R1).
Next, to estimate the extreme eigenvalues of matrices of the form R1 or R2 mentioned above, we
need to obtain a formula for determinant of these matrices. To that end, we use the so called Schur
determinant formula.
Lemma 4. [1, p. 50] (Schur determinant formula) Let M be a 2× 2 block matrix of the form
M =
[
P Q
R S
]
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where P is a p× p matrix, S is an s× s matrix, Q is a p× s matrix, and R is an s× p matrix. If P is
invertible, then
det(M) = det(P) · det(S− RP−1Q)
Similarly, if S is invertible, then
det(M) = det(S)det(P−QS−1R)
An immediate corollary of the lemma above is that for a 2× 2 block matrix of the form
R =
[
a b
c η Ik
]
where η 6= 0, and b, and c are 1× k, and k× 1 vectors respectively, we have
det(R) = ηk(a− bη−1c)
Now, we are ready to derive a formula regarding the determinant of the 3× 3 block matrices of
the form mentioned above.
Lemma 5. Let R be a (k + 2)× (k + 2) matrix that can be written of the form R =
 a b cb∗ a d
c∗ d∗ η Ik
,
where c = (c1, c2, ..., ck), d = (d1, d2, ..., dk) are 1× k vectors. For each 1 ≤ i ≤ k, define the vectors
ci, and di as 1× (k− 1) vectors obtained by removing the ith entry ci and di from the vectors c and d
respectively. Then we have
det(R) = ηk−2
(
a2η2 − aη(dd∗ + cc∗)− bb∗η2 + 2Re(bdc∗) + γ
)
where γ is defined as γ := ∑ki=1 |ci|2did∗i −∑ki=1 cid∗i dic∗i .
Note that the determinant of a Hermitian matrix must be a real number. Now, apart from the
term ∑ki=1 cid
∗
i dic
∗
i , other terms are obviously real. This term is also real because if say c`, d` 6= 0,
then the term c`d∗`d`c
∗
` will be appeared in the sum above. Now, if cm, dm 6= 0, for some m 6= `,
then c∗mdm will be one of the terms appearing in the expansion of d`c∗` . Hence, c`d
∗
` c
∗
mdm will be a
generic non-zero term of the expansion of c`d∗`d`c
∗
` . Next, note that this term will be accompanied
by cmd∗mc∗`d` which is a generic term in the expansion of cmd
∗
mdmc∗m. Thus, every term in this sum
will be accompanied by its complex conjugate, and hence, this term is also real.
Proof of Lemma 5. Expanding the determinant along the first row we obtain
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det(R) = a det
[
a d
d∗ η Ik
]
− b det
[
b∗ d
c∗ η Ik
]
+ c1 det

b∗ a d2 d3 ... dk
c∗1 d
∗
1 0 0 ... 0
c∗2 d∗2 η 0 ... 0
...
c∗k d
∗
k 0 0 ... η
−
− c2 det

b∗ a d1 d3 . . . dk
c∗1 d
∗
1 η 0 . . . 0
c∗2 d∗2 0 0 . . . 0
c∗3 d∗3 0 η ... 0
...
c∗k d
∗
k 0 0 . . . η

+ . . .
+ (−1)k+1ck

b∗ a d1 d2 d3 . . . dk−1
c∗1 d
∗
1 η 0 0 . . . 0
c∗2 d∗2 0 η 0 . . . 0
c∗3 d∗3 0 0 η ... 0
...
c∗k d
∗
k 0 0 0 . . . 0

For the first two terms above, we use Schur determinant formula, and we expand the remaining
terms along the rows with more number of zeros.
det(R) = aηk(a− η−1dd∗)− bηk(b∗ − η−1dc∗) + c1
(
− c∗1 det
[
a d1
d∗1 η Ik−1
]
+ d∗1
[
b∗ d1
c∗1 η Ik−1
] )
− c2
(
c∗2
[
a d2
d∗2 η Ik−1
]
− d∗2 det
[
b∗ d2
c∗2 η Ik−1
] )
+ . . .
+ (−1)k+1ck
(
(−1)k+2c∗k
[
a dk
d∗k η Ik−1
]
+ (−1)k+3d∗k det
[
b∗ dk
c∗k η Ik−1
] )
Next, we use the Schur determinant formula to expand the determinant of 2× 2 block matrices
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above.
det(R) = a2ηk − aηk−1dd∗ − bb∗ηk + bηk−1dc∗−(
c1c∗1η
k−1a− ηk−2c1c∗1d1d∗1 + c2c∗2ηk−1a− ηk−2c2c∗2d2d∗2 + ...
+ ckc∗kη
k−1a− ηk−2ckc∗k dkd∗k
)
+ c1d1b∗ηk−1 − c1d1d1c∗1ηk−2 + . . . + ckd∗k b∗ηk−1 − ckd∗k dkc∗kηk−2
= ηk−2
(
a2η2 − aηdd∗ − bb∗η2 + bηdc∗ − acc∗η +
k
∑
i=1
cic∗i did
∗
i
+ ηb∗cd∗ −
k
∑
i=1
cid∗i dic
∗
i
)
= ηk−1
(
a2η − add∗ − bb∗η + 2Re(bdc∗)− acc∗
)
+ ηk−2
(
k
∑
i=1
cic∗i did
∗
i −
k
∑
i=1
cid∗i dic
∗
i
)
= ηk−2
(
a2η2 − aη(dd∗ + cc∗)− bb∗η2 + 2Re(bdc∗) + α
)
where γ is the expression defined as γ :=
(
∑ki=1 cic
∗
i did
∗
i −∑ki=1 cid∗i dic∗i
)
.
Using the lemmas proved above, we show that the RIP constant of the Paley CS matrices– as
defined in Definition 1– can be improved where the improvement term is a universal constant,
unlike the situation in the previous section (see Theorem 4), where the improvement term was
dependent on the sparsity level.
Theorem 5. Let p ≥ 7 be a prime number such that p ≡ 3 mod 4. The RIP constants of the measurement
matrix Φ˜ as given in Definition 1 satisfies
δk ≤
k− 1− 23 (2−
√
3)√
p
Proof. The idea of the proof is similar to the one given for Theorem 4, and we use similar notation.
Hence, we assume that the result holds for k which gives an upper bound and a lower bound
for the eigenvalues of a Gramian matrix of the size k× k, and we prove the statement for (k + 2).
Therefore, the proof includes two main steps, one regarding the maximum eigenvalue, and one
regarding the minimum eigenvalue.
1. We will prove that λmax(Gmaxk ) ≤ 1+
k−1− 23 (2−
√
3−α)√
p for k ≥ 3 using induction. To that end,
we first verify the statement for k = 3 and k = 4; then we finish by assuming it holds for
k, and proving that this implies it holds for (k + 2). The induction base (k = 3) holds by
Lemma 1, since by this lemma,
λmax3 ≤ 1+
√
3√
p
= 1+
2− (2−√3)√
p
≤ 1+ 2−
2
3 (2−
√
3)√
p
.
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The other induction base (k = 4) also holds by Theorem 4. Setting k = 4 in this theorem, we
obtain δ4 ≤ 3−
1
3c√
p , which implies
λmax4 ≤ 1+
3− 13c√
p
= 1+
3− 23 12c√
p
= 1+
3− 23 (2−
√
3)√
p
Next, consider Gmaxk+2 , the (k+ 2)× (k+ 2) matrix obtained from the Gramian matrix indexed
by the set Γ = {r1, r2, ..., rk+2} ⊆ {1, 2, ..., p} (with |Γ| = k + 2,) and we write it in the
following form.
Gmaxk+2 =
 1 b cb∗ 1 d
c∗ d∗ Q
 (19)
Here, b = 〈Φ˜r1 , Φ˜r2〉, c = (c1, ..., ck), d = (d1, ..., dk), ci = 〈Φ˜r1 , Φ˜ri+2〉, di = 〈Φ˜r2 , Φ˜ri+2〉 (with
1 ≤ i ≤ k). By the construction of Φ˜, each non-diagonal entry of Gmaxk+2 (including b, ci’s and
di’s) is ± i√p . On the other hand, we know by Lemma 3, that the maximum eigenvalue of
Gmaxk+2 is bounded from above by the maximum eigenvalue of
Bmaxk+2 =
 1 b cb∗ 1 d
c∗ d∗ ηk I
 (20)
where ηk is the upper bound on the maximum eigenvalue of Q and by induction hypothesis
can be written in the form ηk = 1 + D√p , with D = k − 1 − 23 (2 −
√
3). Next, let λ =
1 + C√p , with C > D + 2 = k + 1− 23 (2−
√
3). If we show that p(λ) 6= 0, where p(x) is
the characteristic polynomial of Bmaxk+2 , then this shows that 1 +
k+1− 23 (2−
√
3)√
p is an upper
bound for the maximum eigenvalue of Bmaxk+2 , and hence, for G
max
k+2 as desired. Note that
p(x) = det(Bmaxk+2 − xI) can be written as p(x) = det
1− x b cb∗ 1− x d
c∗ d∗ (ηk − x)I
, where each
non-diagonal entry is ±i/√p. Following the notation of Lemma 2, we have
p(x) = (ηk − x)k−2
(
(1− x))2(ηk − x)2 − (1− x)(ηk − x)(dd∗ + cc∗)−
(ηk − x)2bb∗ + 2(ηk − x)Re(bdc∗) + γ
) (21)
where γ := ∑ki=1 |ci|2did∗i −∑ki=1 cid∗i dic∗i . Next, we prove that γ ≥ 0. Note that each entry
of vectors c and d is ± i√p . Thus, ∑ki=1 cic∗i did∗i = k(k−1)p2 . Also, for each 1 ≤ i ≤ k, dic∗i
contains (k− 1) terms, each with magnitude 1p . Thus, ∑ki=1 cid∗i dic∗i ≤ k(k−1)p2 . This implies
that γ ≥ 0.
Furthermore, since C > D, we have ηk − λ < 0. Accordingly, to show p(λ) 6= 0, considering
the fact that γ ≥ 0, it is enough to show that
q(λ) = (1− λ)2(ηk − λ)− (1− λ)(dd∗ + cc∗)− (ηk − λ)bb∗ < 0
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where we used the fact that Re(bdc∗) = 0. Also, using ηk = 1+ D√p , λ = 1+
C√
p , c
∗c = kp ,
and d∗d = kp , we have
q(λ) =
1
p
√
p
(
C2(D− C) + C(2k + 1)− D
)
(22)
To show that q(λ) < 0 for any C > D + 2, first let C = D + 2 = k− 1/3+ 2√3/3, and recall
that D = k− 7/3+ 2√3/3. Then,
q(λ) =
1
p
√
p
(
− 2C2 + C(2k + 1)− (k− 7/3+ 2
√
3/3)
)
=
1
p
√
p
(
− 2(k + 2
√
3
3
− 1
3
)2 + (k +
2
√
3
3
− 1
3
)(2k + 1)
− k + 7
3
− 2
√
3
3
)
=
1
p
√
p
((− 2
3
(2
√
3− 1))k + 2− 2
9
(2
√
3− 1)2
)
≤ 1
p
√
p
((− 2
3
(2
√
3− 1))k + 0.651) < 0
for k ≥ 1.
On the other hand, if we substitute D = k− 7/3+ 2√3/3, and subsequently differentiate
the right hand side of (22), we obtain
d
dC
(
C2(k− 7/3+ 2
√
3/3− C) + C(2k + 1)
)
= −3C2 + 2(k− 7/3+ 2
√
3/3)C + 2k + 1 := g(C) < 0
for C > k. This is because g(k) = −k2 + (−8/3+ 4√3/3)k + 1 < 0, and g(C) is decreasing
for C > 2k−14/3+
4
3 (
√
3)
6 . Therefore, q(λ) < 0 for every λ = 1+
C√
p and C > k− 1/3+ 2
√
3/3.
Hence, an upper bound for the maximum eigenvalue of (k + 2)× (k + 2) matrix R2 (and
hence for Gmaxk+2 ) is λ = 1+
k−1/3+2√3/3√
p , as desired. Note this bound only depends on |Γ|,
and not the elements of Γ.
2. We will prove that λmin(Gmink ) ≥ 1−
k−1− 23 (2−
√
3)√
p for k ≥ 3 using induction. The proof is
similar to above. For the sake of completeness, we state it briefly. The induction base (k = 3)
holds by Lemma 1, since by this lemma,
λmin3 ≥ 1−
√
3√
p
= 1− 2− (2−
√
3)√
p
≥ 1− 2−
2
3 (2−
√
3)√
p
The other induction base (k = 4) also holds by Theorem 4: Set k = 4 in this theorem. Then
we obtain δ4 ≤ 3−
1
3c√
p , which implies
λmin4 ≥ 1−
3− 13c√
p
= 1− 3−
2
3
1
2c√
p
= 1− 3−
2
3 (2−
√
3)√
p
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Next, consider the (k + 2)× (k + 2) Gramian matrix Gmink+2. We write this matrix of the form
given in (19), and we consider the matrix Bmink+2 of the form given in (20), and with ηk replaced
by η1, namely, the lower bound for the minimum eigenvalue of Q. We write η1 of the form
η1 = 1− D/√p, and we consider λ := 1− C/√p with C > D + 2. We will consider p(x),
the characteristic polynomial of Bmink+2, and will show that p(λ) 6= 0. To do so, it is enough to
show that
q(λ) = (1− λ)2(ηk − λ)− (1− λ)(dd∗ + cc∗)− (ηk − λ)bb∗ > 0
The expression for q(λ) can be simplified as
q(λ) =
1
p
√
p
(
C2(C− D)− C(2k + 1) + D
)
(23)
Now, let C = k− 1/3+ 2√3/3, and recall that D = k− 7/3+ 2√3/3. Next,
q(λ) =
1
p
√
p
(
2C2 − C(2k + 1) + (k− 7/3+ 2
√
3/3)
)
≥ 1
p
√
p
((2
3
(2
√
3− 1))k− 0.651) > 0
for k ≥ 1.
On the other hand, if we substitute D = k− 7/3+ 2√3/3, and subsequently differentiate
the right hand side of (23), we will get
d
dC
(
C2(−k + 7/3− 2
√
3/3+ C)− C(2k + 1)
)
= 3C2 − 2(k− 7/3+ 2
√
3/3)C− 2k− 1 := g(C) > 0
for C > k. This is because g(k) = k2 + (8/3− 4√3/3)k− 1 > 0, and g(C) is increasing for
C > 2k−14/3+
4
3 (
√
3)
6 . Therefore, q(λ) > 0 for every λ = 1− C√p and C > k− 1/3 + 2
√
3/3.
Hence, a lower bound for the minimum eigenvalue of (k+ 2)× (k+ 2) matrix R2 (and hence
for Gmink+2) is λ = 1− k−1/3+2
√
3/3√
p , as desired. Note that this bound also only depends on |Γ|,
and not the elements of Γ.
Considering the calculations we did for the maximum and minimum eigenvalues of the
Gramian matrices R1 and R2, we conclude that the RIP constant of order (k + 2) satisfies
δk+2 ≤ k− 1/3+ 2
√
3/3√
p
proving the theorem using induction.
V. A path to break the square-root barrier using Dembo bounds
In this section, we propose an approach that can lead to breaking the square-root barrier for the
construction given in Definition 1, if a specific conjecture regarding the distribution of quadratic
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residues holds. Our approach is based on the generalized Dembo bounds as derived and explained
in section IV. Let Φ denote the measurement matrix as defined in Definition 1. We saw in Section
II that if all upper diagonal entries of the Gramian matrix G = Φ∗TΦT , corresponding to the index
set T = {r1, r2, ..., rk}, are i/√p (and all the lower elements are −i/√p) then we would have a
multiplicative improvement for Gershgorin bound but the square root barrier can not be broken.
Therefore, in such case, ( r1 − r3
p
)
=
( r1 − r4
p
)
= ... =
( r1 − rk
p
)
= 1,( r2 − r3
p
)
=
( r2 − r4
p
)
= ... =
( r2 − rk
p
)
= 1
If we re-tag the columns as r′1 = rk, r
′
2 = rk−1, ..., r′k := r1, then( r′1 − r′3
p
)
=
( r′1 − r′4
p
)
= ... =
( r′1 − r′k
p
)
= −1,( r′2 − r′3
p
)
=
( r′2 − r′4
p
)
= ... =
( r′2 − r′k
p
)
= −1
In either case, we have
∑
i∈I
χ(i)χ(i + a) = |I|
where χ(x) =
(
x
p
)
denotes the Legendre symbol (and hence, is a Dirichlet character), I :=
{r1 − r3, r1 − r4, ..., r1 − rk}, and a = r2 − r1. Therefore, one can hope that if the opposite to this
situation occurs in the following sense, then the square-root barrier may be broken.
Conjecture 1. There exists constants 0 < α < 1, and ν > 1/2, and a positive integer mα such that for
any set {r1, ..., rk} in Zp, with mα ≤ k ≤ pν there exist indices 1 ≤ i < j ≤ k satisfying the following
inequality
|∑`∈Iri ,rj χ(`)χ(`+ a)|
|Iri ,rj |
< α
where χ(x) =
(
x
p
)
, a = rj − ri, and Iri ,rj := {ri − r` : 1 ≤ ` ≤ k, ` 6= i, ` 6= j}. We call Iri ,rj a one-sided
difference set.
Note that this conjecture is not just based on what is needed to break the square-root barrier, but
also based on a similar result already known in Number Theory. We briefly mention this result as
stated in [9].
Let G be a finite (additive) group, and let D be a subset of G (called a difference set) with k
elements such that every non-zero element of G can be uniquely written as d1 − d2. Then,
| ∑
d∈D
χ(d)| = √k− 1
Hence, for any 0 < α < 1, we have
|∑d∈D χ(d)|
|D| =
√
k− 1
k
< α
provided that k is sufficiently large. We also verify this conjecture numerically with few examples.
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Set α := 0.8, and mα := 5. The first prime satisfying p ≥ mα is p = 5 in which case we should
start with a set with 5 elements. We only have one choice, and that is A = Z5 (or any permutation
of it). Set
r1 = 0, r2 = 1, r3 = 2, r4 = 3, r5 = 4
Then, ( r1 − r3
p
)( r2 − r3
p
)
= −1,
( r1 − r4
p
)( r2 − r4
p
)
= 1,
( r1 − r5
p
)( r2 − r5
p
)
= −1
Thus,
|∑5i=3
(
r1−ri
p
)(
r2−ri
p
)
|
3
= 1/3 < α
We also verify for p = 19. As we know, we should start with a set with at least 5 elements,
say, we start with a set with 12 elements. We choose a random support set T with 12 elements,
say T = {8, 15, 5, 13, 10, 2, 17, 4, 1118, 16, 19} (i.e., r1 = 8, r2 = 15, ..., r12 = 19). Then, among 10
elements of the sequence {
(
r1−r3
p
)
·
(
r2−r3
p
)
, ....,
(
r1−r′12
p
)
·
(
r2−r12
p
)
}, we have three -1’s and seven
1’s. Hence,
|∑12i=3
(
r1−ri
p
)(
r2−ri
p
)
|
10
= 0.4 < α
In the next experiment, we again work with p = 19, but we try to consider the worst case (that
could potentially fail the conjecture). Such case would occur if we choose a set {r1, ..., rk} such
that
( ri−rj
p
)
= 1 whenever i < j. In particular, we can choose T := {1, 2, 18, 16, 15, 14, 8, 7, 6, 4}.
Then, all 10 elements of the sequence {
(
r1−r3
p
)
·
(
r2−r3
p
)
, ....,
(
r1−r12
p
)
·
(
r2−r12
p
)
} are 1’s which
is opposite to what we need. However, we can simply choose r′1 := r7 = 8, and r
′
2 = r8 = 7,
{r′3, ..., r′10} = T \ {7, 8} (the order is irrelevant). Then, we would have
|∑12i=3
(
r1−ri
p
)(
r2−ri
p
)
|
10
=
2
10
< α
Therefore, in all these experiments the conjecture was verified for α = 0.8 (in these cases, we could
even choose a smaller α, e.g., α = 0.5).
Now, based on this conjecture, we prove that the square-root barrier can be broken for the
construction given in Definition 1. In the following, we provide a proof using induction on k.
For the induction base, we need to use a value for the power β in δk ≤ kβ√p . Since numerical
experiments (see Figure 1) suggests β < 0.7, we use β = 0.7 as it seems that this is the value that
works for any k-value.
Proposition 1. (breaking the square-root barrier). Suppose Conjecture 1 holds with α, ν, mα as defined in
the statement of this conjecture. Let β = 0.7, and let cα be a fixed integer such that the following inequality
holds:
12c1+βα < (1− α)c2α − 2cα,
Also, let bα = max{mα + 2, cα + 2}, and suppose that p ≥ b2α. Then, for the construction given in
Definition 1, and for k ≤ min{ pν2 , p
1
2β
2 }, we have
δk < 1/
√
2
Hence, the square-root barrier would be broken for this construction.
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Remark 4. Here, we make the above statement more concrete. Set α = 0.8, mα = 5, and ν = 0.8. Then, cα
is the smallest integer satisfying
12x1.7 ≤ 0.2x2 − 2x
Numerically we check that we can set cα = 899, 998, and this gives bα = 900, 000. So the proposition above
then reduces to:
“Suppose Conjecture 1 holds with the values mentioned above, and let p ≡ 3 mod 4 be a prime number
satisfying p ≥ 81× 1010, and consider the construction given in Definition 1. Then, the RIP constants of
such construction satisfy δ2k < 1/
√
2 for any k < p
5/7
2 ".
Proof of Proposition 1. First, let k ≤ bα. Then, k ≤ √p, and hence, by Theorem 2, the RIP constant
of the measurement matrix Φ˜ satisfies
δk ≤ 2pi
k√
p
≤ 2
pi
<
1√
2
as desired. Next, let k = k0 ≥ bα be an arbitrary integer (with k0 ≤ pν), and we prove that
δk ≤ k
β
√
p
(24)
holds for k = k0 using induction. To do that, first verify (24) for k = bα − 1, bα − 2 numerically
(induction base). Now, since k0 ≥ mα, by Conjecture 1, there exist indices 1 < i < j ≤ k0 such that
if we set r′1 = ri, r
′
2 = rj, then ∣∣∣∑k0`=3 ( r′1−r′`p )( r′2−r′`p )∣∣∣
k0 − 2 < α (25)
where r′3, ..., r′k0 are the elements of the set {r1, ..., rk0} \ {r′1, r′2} (the order is irrelevant). In the next
step, we consider I3 := {r′3, r′4, ..., r′k0}, and if k0 − 2 = |I3| ≥ mα, then we apply Conjecture 1 again,
and after possibly a permutation, we can assume that∣∣∣∑k0`=5 ( r′3−r′`p )( r′4−r′`p )∣∣∣
k0 − 4 < α. (26)
Continuing this process, in the last step we reach∣∣∣∑k0`=k0−bα+2 ( r′k0−bα−r′`p )( r′k0−bα+1−r′`p )∣∣∣
bα − 1 < α (27)
if k0 ≡ bα + 1 mod 2, and ∣∣∣∑k0`=k0−bα+3 ( r′k0−bα+1−r′`p )( r′k0−bα+2−r′`p )∣∣∣
bα − 2 < α (28)
if k0 ≡ bα mod 2. Now, let λmaxk0 and λmink0 denote the maximum and minimum eigenvalues of the
Gramian matrices of order k0 with the largest maximum eigenvalue and the smallest minimum
eigenvalues respectively. We prove the theorem using two main steps.
Step 1: Proving λmaxk0 ≤ 1+
kβ0√
p . As mentioned above, our induction base consists of verifying
(24) for k = bα − 1, bα − 2 numerically. Next, we consider two cases.
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Case (I): k0 ≡ bα mod 2. Our goal is to estimate the eigenvalues of a matrix of the form
G = Gmaxk0 = Φ
∗
TΦT , with T = {r1, r2, ..., rk0}. After possibly a proper permutation, we can assume
that T = {r′1, ..., r′k0} is such that all of (25), (26),...,(28) hold. Now, let T1 = {rk0−bα+3, ..., rk0},
k1 := bα − 2, G1 = Φ∗T1ΦT1 (G1 is obtained by considering the last k1 = bα − 2 rows and columns
of G). We start by estimating eigenvalues of this matrix. By induction hypothesis, an upper bound
for the largest eigenvalue of G1 is given by
ηk1 = 1+
kβ1√
p
Now, we show that
ηk2 = 1+
(k1 + 2)β√
p
(with k2 = k1 + 2) is an upper bound for the maximum eigenvalue of the Gramian matrix G2
obtained by considering the last k1 + 2 rows and columns of G. In order to do that, we write G2 in
the form
G2 =
 1 b cb∗ 1 d
c∗ d∗ G1

with c = (c1, ..., ck), d = (d1, ..., dk), ci = 〈Φ˜rk0−k1−1 , Φ˜rk0−k1+i 〉, and di = 〈Φ˜rk0−k1 , Φ˜rk0−k1+i 〉 (with
1 ≤ i ≤ k1). Note that each of the entries b, ci’s and di’s are ± i√p . (similar to what we did in (19)).
We also define B2 via
B2 =
 1 b cb∗ 1 d
c∗ d∗ ηk1
 (29)
where ηk1 = 1+
D√
p , with D = k
β
1 , and we let λ = 1+ C/
√
p with C > (k1 + 2)β. We will show
that p(λ) 6= 0, where p(x) is the characteristic polynomial of B2. First, we write the expression for
p(x) as given in (21).
p(x) = (ηk − x)k−2
(
(1− x))2(ηk − x)2 − (1− x)(ηk − x)(dd∗ + cc∗)−
(ηk − x)2bb∗ + 2(ηk − x)Re(bdc∗) + γ
)
Using Re(bdc∗) = 0, c∗c = d∗d = k1p , and ηk − λ 6= 0, we observe that to show p(λ) 6= 0, it is
enough to show
q(C) := C2(D− C)2 − (−C)(D− C)(2k1)− (D− C)2 + γ > 0 (30)
i.e.,
q(C) = C2(C− D)2 − C(C− D)(2k1)− (C− D)2 + γ > 0
In order to show this inequality, we show that
C(C− D)(2k1) + (C− D)2 < γ (31)
where we used the fact that γ ≥ 0. We call the left hand side and right hand side of the inequality
above as LHS and RHS respectively. Next,
LHS = (C− D)
(
2k1C + (C− D)
)
= (C− D)
(
(2k1 + 1)C− D
)
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Our goal is to prove (31) for any C > (k1 + 2)β, but we start by considering C = (k1 + 2)β. Then,
C− D = (k1 + 2)β − kβ1 < 2
where we used the fact that if we set f (x) = ax − (a− 2)x, then f (1) = 2, and f (x) is increasing
for 0 ≤ x ≤ 1. Hence,
LHS ≤ 2
(
(2k1 + 1)(k1 + 2)β − kβ1
)
< 2
(
(3k1)(2k1)β
)
< 12k1+β1
where we used the fact that 2k1 + 1 < 3k1, and k1 + 2 < 2k1.
On the other hand,
RHS = γ =
k1
∑
i=1
cic∗i did
∗
i −
k1
∑
i=1
cid∗i dic
∗
i = k1(k1 − 1)−
k1
∑
i=1
cid∗i dic
∗
i
In above, ci, di are vectors c and d excluding their ith entry (so they are (k1 − 1)-dimensional
vectors). Now, we find an upper bound for ∑k1i=1 cid
∗
i dic
∗
i :
k1
∑
i=1
cid∗i dic
∗
i ≤
k1
∑
i=1
|d∗i ci| ≤ k1 maxi |d
∗
i ci|
On the other hand, for each 1 ≤ j ≤ k1, by (28), we have
|d∗j cj| ≤
∣∣∣ k0∑
i=k0−k1+1
( r′k0−k1−1 − r′i
p
)( r′k0−k1 − r′i
p
)∣∣∣+ 1 ≤ αk1 + 1
Thus,
γ ≥ k1(k1 − 1)− αk21 − k1 = (1− α) · k21 − 2k1
and hence, γ ≥ 12k1+β1 . In above, we used the fact that for k ≥ cα, we have 12k1+β ≤ (1− α)k2− 2k.
Therefore, q(C) > 0 for C = (k1 + 2)β. Next, note that the value of γ does not depend on
C, and note that C − D is increasing as a function of C. Hence, if we show that g(C) :=
C2(C− D)− 2k1C− (C− D) is an increasing function of C, then we can conclude that q(C) > 0
for C > (k1 + 2)β. Now, we have
d
dC
g(C) = 3C2 − 2k1 − 2CD− 1 = 3C2 − 2C · kβ1 − 2k1 − 1 > 0
for C ≥ (k1 + 2)β. To justify the last inequality, we define h(C) := 3C2 − 2C · kβ1 − 2k1 − 1, and we
verify that h
(
(k1 + 2)β
)
> 0, and ddC h(C) > 0 for C > (k1 + 2)
β :
h
(
(k1 + 2)β
)
= 3(k1 + 2)2β − 2(k21 + 2k1)β − 2k1 − 1
= 3(k21 + 4k1 + 4)
β − 2(k21 + 2k1)β − 2k1 − 1
≥ 3(k21 + 2k1)β − 2(k21 + 2k1)β − 2k1 − 1 = (k21 + 2k1)β − 2k1 − 1 > 0,
for k1 ≥ 4. We also have
d
dC
(3C2 − 2Ckβ1 − 2k1 − 1) = 6C− 2kβ1 > 0
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for C > kβ1 /3. Therefore, if we set k2 := k1 + 2,we have shown that 1+
(k2)β√
p is an upper bound for
the maximum eigenvalue of G2 = ΦT2ΦT2 , with T2 being the set containing the last k2 entries of T,
i.e., T2 = T1 ∪ {rk−bα+2, rk−bα+1}. After repeating a similar reasoning mentioned above, we can
conclude that 1+ k
β
3√
p is an upper bound for G3 = Φ
∗
T3ΦT3 , with k3 := k2 + 2, and T3 being the set
containing the last k3 elements of T. By continuing this process, we conclude that in the last step,
1+ k
β
√`
p is an upper bound for the maximum eigenvalue of G` = G = ΦT`ΦT` , where k` = k0, and
T` = T.
Case (II). k0 ≡ bα + 1 mod 2. In this case, to find an upper bound for the maximum eigenvalue
of G = Gmaxk0 = Φ
∗
TΦT (again with T = {r1, r2, ..., rk0}), we begin with estimating the eigenvalues
of G1 := Φ∗T1ΦT1 , with T1 being the set containing the last k1 := bα − 1 elements of T. By induction
hypothesis, the upper bound for the largest eigenvalue of G1 is given by
1+
kβ1√
p
Next, it can be shown (similar to above) that 1+ k
β
2√
p is an upper bound for the largest eigenvalue
of G2 = Φ∗T2ΦT2 , with k2 := k1 + 2, and T2 being the set containing the last k2 entries of T.
Continuing this process, we conclude that the 1+ k
β
√`
p is an upper bound for the largest eigenvalue
of G = G` = Φ∗T`ΦT` , with k` = k0 and T` = T.
Step 2: Proving λmink0 ≥ 1−
kβ0√
p . The proof of this step is similar to the one given for Step 1
(and consists of two cases). In each case, we start by concluding from induction hypothesis that
η1,k1 := 1− D√p , with D = k
β
1 is a lower bound for the minimum eigenvalue of G1 = Φ
∗
T1
ΦT1 . Then,
we let λ = 1− C√p with C > D + 2, and we show that p(λ) 6= 0, where p(x) is the characteristic
polynomial of the matrix B′2 (obtained from the matrix B2 as given in (29), but ηk1 replaced by
η1,k1). To do so, it is enough to show (30) holds, which we already know its validity as proved in
Step 1. Therefore, η1,k2 = 1−
kβ2√
p (with k2 = k1 + 2) is a lower bound for the minimum eigenvalue
of B′2 (and hence the minimum eigenvalue of G2). Continuing this process, after ` steps, we
conclude that η1,k` = 1−
kβ√`
p is a lower bound for the minimum eigenvalue of G` = G = Φ
∗
T`
ΦT` ,
with k` = k0, and T` = T.
Gathering the results proved in Steps 1 and 2, we conclude that the RIP constants of Φ˜ satisfy
δk = max{λmaxk − 1, 1− λmink } ≤
kβ√
p
for bα ≤ k ≤ pν. Therefore, δk < 1/
√
2 for k ≤ min{ pν2 , p
1
2β
2 }, as desired.
VI. Concluding remarks
In CS, the performance of a measurement matrix is normally judged by the estimates for its RIP
constants, since calculating the exact values of RIP constants is an NP-hard problem– at least in a
vast regime for number of measurements m (vs. the sparsity level k). A common bound for RIP
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constants of a matrix, namely, δk ≤ (k− 1)µ is derived by applying Gershgorin circle theorem
on Gramian matrices. However, one should note that Gershgorin circle theorem estimates the
eigenvalues of a matrix uniformly, while the RIP constants depend only on the maximum and
minimum eigenvalues of the Gramian matrices. Furthermore, Gershgorin circle theorem can be
applied to any square matrix, and hence it does not use the fact that the Gramian matrices are
positive semidefinite. In this paper, we deployed the so-called Dembo bounds, which estimate the
maximum and minimum eigenvalues of a positive semidefinite matrix, to improve the classical
bound δk ≤ (k− 1)µ by an additive constant for the so-called Paley tight frames. However, we
showed that this method has a great potential in general. In fact, we showed that if a particular
conjecture regarding the distribution of quadratic residues holds, then we can generalize Dembo
bounds to break the square-root barrier via k = O(m5/7). We substantiated this conjecture by
numerical experiments, and we also theoretically discussed it. Furthermore, we used the notion of
skew-symmetric adjacency matrices and a recent (2018) result regarding a bound on the spectral
radius of an oriented graph to derive a multiplicative constant improvement on the classical bound
δk ≤ (k− 1)µ for the Paley tight frames. In particular, we showed that the maximum sparsity level
satisfies 2k < pi2 · 1µ√2 (opposed to 2k <
1
µ
√
2
+ 1).
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