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Automated dialogue systems delivered over the telephone oﬀer a promising approach to delivering health-related interventions to
populations of individuals at low-cost. Over the past two decades, an automated telephone system called Telephone-Linked Care or
TLC has been successfully designed and evaluated by the authors and their colleagues. This work has resulted in over twenty systems
for various health-related conditions and lifestyle behaviors. This paper describes our approach to developing and writing dialogue
for these automated telephone systems, including determining the program objectives, deﬁning the target population, and selecting a the-
ory of behavior change to guide the intervention. Both macro and micro issues are considered in constructing dialogue systems that are
engaging for the target population, easy to use, and eﬀective at promoting positive health behaviors and outcomes.
 2006 Elsevier Inc. All rights reserved.
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Automated dialogue systems are increasingly being used
in health care to provide information, advice, counseling,
disease monitoring, clinical problem identiﬁcation, as well
as enhancing patient-provider communication. They are
also being used with the general population (consumers)
to improve health-related lifestyle behaviors. We have 20
years of experience developing and evaluating completely
automated telephone-based conversational systems that
interact with patients and consumers to improve health
outcomes and the delivery of health services. In this paper,
we will present our experiences designing these systems,
which we call Telephone-Linked Care or TLC systems.
We will describe the process of developing conversational
structure and content as well as the process of
implementation.
The systems we have developed and evaluated have
focused on (1) positively inﬂuencing a person’s health
behavior by modifying behavioral risk factors for disease1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.02.009
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E-mail address: jpm@bu.edu (J.P. Migneault).(e.g., smoking, diet quality, etc.) and promoting disease-re-
lated self-care behaviors (e.g., taking prescribed medica-
tions regularly, attending scheduled clinical oﬃce visits,
etc.), and (2) monitoring patient’s health conditions outside
of clinical settings and identifying potential acute, sub-
acute, and chronic medical care issues that are then com-
municated to the person’s responsible health profession-
al(s). For this paper, our focus will be on the dialogues
necessary for the ﬁrst of these objectives, namely improving
health behaviors of patients and consumers, although most
of the considerations also apply to the second objective of
disease monitoring, an integral component of disease man-
agement programs. For the improvement of lifestyle
behaviors, we have developed TLC systems for several
aspects of diet [1–3], physical activity [4–6], and cigarette
smoking [7]. For disease related self-care behaviors, there
are TLC programs for promoting medication-regimen
adherence [3,8–10], scheduled oﬃce visit attendance [10],
appropriate disease screening behavior [11], and use of
home self-measurement devices [8]. TLC chronic disease
management programs exist for hypertension [8], angina
pectoris, chronic obstructive lung disease [12,13], asthma
[14], diabetes mellitus, depression [10], and patients with
multiple chronic diseases.
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being single behavioral objectives (e.g., improve medica-
tion adherence) to multi-behavioral interventions (medica-
tion adherence, diet, and exercise). This evolution reﬂects
the increasing functionality of TLC programs and a recog-
nition that improving health or self-care of chronic condi-
tions (e.g., hypertension) is a multi-behavioral enterprise.
Evaluations of TLC systems have demonstrated eﬃcacy
in improving target health behavior in multiple studies.
Evaluations of TLC systems have compared TLC to ‘‘usual
care’’ and to mock-interventions that used TLC technology
to control for the attention-placebo eﬀect of the contact
itself and the novelty of the TLC intervention. Using the
standard metric of eﬀect sizes (behavior change expressed
in terms of standard deviations on the outcome variables),
TLC systems have demonstrated medium to large eﬀect siz-
es ranging from .29 to .69 [15]. More recently, a TLC phys-
ical activity promotion program was compared to both an
assessment-only control and a human telephone counselor
program [16]. The results demonstrated that both the
human and TLC groups were eﬀective compared to the
control and were not signiﬁcantly diﬀerent from each
other.
2. Automated telephone systems or telephony
The use of the telephone as the communication channel
of health behavior change programs has a number of
advantages. The telephone is almost universally available
in the US, and in both developing and developed countries.
In fact, with the spread of mobile telephone technology
globally, many developing countries have built national
mobile telephone systems while their landline telephone
systems remain rudimentary. Because telephones are ubiq-
uitous and have been a mainstay of communication
between people, typically two people at a time, using a
phone for conversation with another person is perceived
as natural and easy. Our research has shown that users
actively project human qualities onto the automated voice
and this lends credibility to the system [17,18]. Although it
has not been empirically tested, we believe that this projec-
tion is more likely to occur in telephone encounters than in
programs that use other technological channels of commu-
nications. Interestingly, this eﬀect might not be entirely
positive, as in some situations individuals may be more
honest with less personal (computers vs. live interviewers)
assessment methods [19,20].
Unlike human-to-human interactions, the TLC system’s
conversations with patients and consumers are entirely
automated. During TLC telephone conversations, the sys-
tem speaks to individuals over the telephone using digitally
recorded human voices. Users communicate with TLC by
pressing buttons on their telephone keypad, or in newer
systems, by speaking into the telephone receiver.
The interaction is designed to resemble a typical conver-
sation between a health counselor and a patient/client. The
use of speech recognition technology helps make the inter-action ‘‘feel’’ like a natural conversation. At the core of
these systems is the dialogue, the exact words that the sys-
tem ‘speaks’ to the user during TLC conversations. We
refer to the written version of this dialogue as the ‘script.’
The script contains the conversational segments to be dig-
ital recorded by voice consultants (actors) into separate
sound ﬁles as well as the rules for assembling these seg-
ments into the resulting, often unique, conversation. This
includes any questions that are going to be asked during
the conversation and the possible answers that the system
will accept. How skillfully the dialogue is designed and
written largely determines the nature and eﬀectiveness of
telephony systems.
Our current TLC programs are comprised of a comput-
er system that combines an interactive voice response
(IVR) subsystem for generating speech using prerecorded
audio message segments, a speech recognition subsystem
for recognizing what the user is saying, a database manage-
ment subsystem for storing and managing system and user
data, and a conversation control subsystem that controls
the content and ﬂow of individual TLC conversations with
users. TLC systems are ﬁnite state machines in which pro-
grammed decision rules are used to select, combine and
play pre-recorded sound ﬁles of conversational segments.
These rules determine which sound ﬁles to play based on
logic that is applied at each step of the conversation and
data the system has about the user and their progression
through the program. The data on user characteristics
might be known before a contact is initiated or collected
from the user during the call.
We design TLC systems so that they are tailored to the
user’s ‘state’ using current behavioral theories to structure
the design of the systems and the strategies used to pro-
mote change. Since behavioral theories do not usually
delineate the speciﬁc tactics that should be used by the sys-
tems to aﬀect the behavioral strategies, we incorporate the
heuristics of experienced clinicians in the tactical design
and in crafting the speciﬁc words uttered by TLC. Given
the complexity of these design considerations, the variety
of component behaviors a program might be addressing,
and the number of user states given the factors we are tai-
loring on, TLC systems are quite large and complex. The
printed representations of TLC ‘scripts’ are usually in the
range of 150–600 pages. We know of no other evaluated
health dialogue systems that approach TLC programs in
their size, breadth, depth, complexity of content or in the
degree of incorporation of behavioral change theories
and heuristics of health professionals. This paper will
describe the most salient attributes of these systems and
our process for developing them.
3. Initial considerations
Before beginning to write dialogue for health behavior
change systems, a number of parameters should be careful-
ly examined and clearly delineated, including the objectives
of the program, the characteristics of the population that
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that will be employed. Having these parameters well
deﬁned will make the development process more eﬃcient
and lessen the chance that changes will be needed after
the program has been initiated, which is quite costly for
automated systems.
3.1. Program objectives
Although any intervention program will at the outset
have an overall objective, it is important for an automated
health behavior intervention program to have objectives
that are carefully considered and explicitly delineated.
The program’s objectives need to be kept in mind through-
out the design and writing phases of intervention develop-
ment. Adjustments to the objectives often occur during the
developmental process and should be explicitly document-
ed. This process is imperative when multiple developers are
working on the system. The objectives should be deﬁned
not just in terms of the overall goal (e.g., promoting phys-
ical activity) but also include: (1) what aspects of a behav-
ior or behaviors will be changed, (2) what are the ultimate
goals and what are the intermediate goals, (3) in what order
will the goals be accomplished, and (4) how will the
achievement of the goals be assessed.
The ﬁrst of these considerations is important because
most lifestyle behaviors are quite complex and any one pro-
gram is likely to focus on only some aspects of the behav-
ior. For example, in one of our current exercise programs,
we are speciﬁcally targeting levels of moderate intensity
aerobic activity such as brisk walking. We are not trying
to improve strength, ﬂexibility, or promote vigorous inten-
sity exercise although incidental improvements in these will
certainly not be discouraged. In this same program, speci-
ﬁcations of ultimate and intermediate goals (#2 from
above) would include the ultimate goal of getting users to
reach and maintain recommended levels of moderate or
greater intensity exercise of 30 min per day most days of
the week (or 150 min per week) [21]. Intermediate goals
are often diﬀerent for diﬀerent users depending on their
characteristics. For example, intermediate goals may
include increasing the level of motivation for users with
low motivation, developing speciﬁc plans for those users
who are motivated but do not have a viable exercise plan,
increasing total minutes of exercise for those who are get-
ting less than 150 min per week in small but steady incre-
ments, and preventing relapse for those who achieve this
level of exercise. The third consideration, the order of
goals, is especially important in programs that target more
than one health behavior, but can also be important when
intermediate goals do not have an inherent order. The last
aspect of the objectives to be deﬁned (#4) is to specify how
they are going to be measured. We assess the targeted
behavior throughout the program for two reasons: First,
to provide data to individualize intervention messages as
they are being delivered, and, second, for program evalua-
tion. Assessment procedures for these two purposes can beindependent or overlapping. There are a number of study
design issues to be considered, but this topic is beyond
the scope of this paper.
3.2. Population characteristics
The second important parameter is understanding the
characteristics of the population that will use the program.
This knowledge is necessary so that the dialogue will be
engaging to all or nearly all users. Furthermore, as an inte-
gral aspect of these systems is to individualize or tailor the
intervention to each user, knowledge of the population can
assist in identifying the critical individual and group diﬀer-
ences to take into account in dialogue construction. A non-
exhaustive set of important characteristics to consider in
dialogue writing include education level, gender, age, cul-
ture or ethnicity, income, and geographic characteristics
of the home neighborhood. Since the dialogue is designed
for the whole population, understanding the range of val-
ues on a characteristic is more important than knowing
the mean value for the population. For example, knowing
the prevalence of low educational levels in a target popula-
tion for an automated health behavior program is more
helpful than understanding what the average level is. Inter-
ventions adjusted for low education level (or low health lit-
eracy) are generally eﬀective even for those with higher
levels of education. That said, decisions also might be made
not to adapt the dialogue to the extremes of a dimension. If
98% of the population has at least a sixth grade education,
it might not make sense to adapt the intervention to the 2%
of the population that has lower education levels. In this
case, a decision would need to be made whether or not to
exclude individuals with this level of education.
A new area of research for our group is investigating
interventions tailored to speciﬁc racial or ethnic groups
[3]. The ethnic identity of the user provides the primary
context in which the lifestyle behaviors occur. For instance,
one’s culture has a large eﬀect on dietary preferences and
the role of food in self-concept and social interactions. In
our work on culture, we use Resnicow and colleagues’
[22] framework, which emphasizes understanding both
‘surface’ aspects of culture (e.g., food preferences) as well
as ‘deep’ aspects (e.g., role of food in maintaining interper-
sonal relationships).
In addition to accessing data on distributions across
variables, we have found that two other sources provide
invaluable information on populations we serve. The ﬁrst
is direct experience, usually in clinical settings, with mem-
bers of the target population. If this experience does not
exist with the design team, it is advisable to ﬁnd outside
consultants to review program design and the dialogue
writing approach. The second source of information is
from focus groups of individuals from the target popula-
tion. In an ongoing project to improve self-care for hyper-
tensive African-Americans, we ran a series of focus groups
on self-care behaviors, relationships with care givers and
the experience of hypertension. We listened carefully not
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terminology used by a sub-group can be used to adapt the
intervention scripts. Once an in depth understanding of the
population is achieved, the writing of the dialogue will be
better informed producing more eﬀective and engaging
interactions.
3.3. Intervention approach: using theory to guide the
development of a dialogue system
The third set of decisions to be made concerns the inter-
vention approach that will be used to change the behavior.
The chosen approach should be explicitly stated and used
as a guide to dialogue writing. We believe the most impor-
tant of these intervention approach decisions is selecting a
behavioral change theory to guide the construction of the
dialogue system.
Some of the most eﬀective health behavior change pro-
grams use theory as a framework for designing and imple-
menting the intervention. Theory is deﬁned as a set of
interrelated concepts, deﬁnitions, and propositions that
present a systematic view of events or situations by specify-
ing relations among variables to explain and predict these
events and situations [23,24]. In health behavior research,
theory is essentially a framework that determines the
approach to and the components of the intervention. There
are numerous theories available to researchers building
health behavior interventions, e.g., Social Cognitive Theo-
ry [25,26], Health Belief Model [27], Theory of Reasoned
Action [28], Theory of Regulation and Self-control [29],
Theory of Subjective Culture and Interpersonal Relations
[27–31], Transtheoretical Model of Behavior Change [32–
34], Protection Motivation [35], and Precaution Adoption
Process [36]. Our laboratory has structured the majority
of our health behavior programs using established behav-
ioral theories including the Transtheoretical Model and
Social Cognitive Theory (SCT). The purpose of this paper
is not to propose the use of any one speciﬁc theory to guide
the dialogue system; our purpose is to recommend that dia-
logue systems for health behavior change be based on a
theory. We believe this is important for two reasons. First
and most immediately, it is likely to lead to more useful
programs because good theory leads to more comprehen-
sive and consistent intervention designs and provides eﬀec-
tive strategies for behavior change. The second reason is
that evaluating theory-based programs provides important
data to the ﬁeld on how to improve theories of health
behavior change which ultimately lead to more eﬀective
interventions.
In choosing a theoretical basis for a speciﬁc dialogue
system, the system developer should evaluate candidate
theories on a few main criteria that we have found to be
important. The ﬁrst is whether the theory has any empirical
evidence related to improving the target health outcomes.
The second is to determine if the theory has a framework
that it is easily translatable into a dialogue conversation.
Since TLC conversations are aimed at the individual user,it is important that the theory is able to explain an individ-
ual’s behavior as opposed to explaining population or
group behavior. Third, the theory should provide clear
guidance on the timing and content of the intervention,
i.e., what to say and when to say it, so computer algorithms
to control the conversation can be speciﬁed.
One theory that we have used many times in designing
our TLC automated dialogue systems is the Transtheoret-
ical Model of Behavior Change (TTM). The TTM inte-
grates a set of constructs related to how individuals
change a health-related behavior; a detailed description
of the model can be found in an article by Prochaska
and Velicer [37]. From our perspective, the TTM meets
all three criteria delineated above. First, there is extensive
empirical evidence on the eﬀectiveness of the TTM for
health behavior change [32,33]. The precepts of the TTM
model have been used to structure a variety of health
behavior change intervention programs, and these pro-
grams have been shown in well designed evaluation studies
to change health behavior in the ways predicted by the
model. Second, as the theory was developed to speciﬁcally
explain the process of behavior change, its conceptual
structure facilitates its translation from a theory to an
intervention. The theory consists of four interrelated con-
structs, each of which is easily translated into dialogue.
The third quality that makes the TTM an appropriate basis
for an automated intervention is that it provides guidance
on what content is to be delivered and in what situations;
thus, computer algorithms can be easily rendered.
3.4. An example of how to use theory to guide the
development of a dialogue system
The following section uses information on one of our
physical activity programs (TLC-PA), developed using
the TTM as a theoretical framework, as an example of
what a dialogue system might include. Based on current
health recommendations, a typical goal of our physical
activity programs is to assist users to achieve and maintain
150 or more minutes per week of moderate-intensity phys-
ical activity [21]. Four TTM constructs were used to design
TLC-PA, namely: stage of change, processes of behavior
change, decisional balance, and self-eﬃcacy. The ﬁrst of
these represents an individual’s progression through a
change process and provides an organizing structure for
the integration of the other three constructs; therefore,
we design TLC-PA to provide separate dialogues for each
of the ﬁve stages of change: Precontemplation, Contempla-
tion, Preparation, Action, and Maintenance [38]. The
user’s stage is assessed at the beginning of each call through
a series of three to ﬁve branched questions. If they have
changed stage since the previous call, they are given appro-
priate feedback on this movement in stage. The caller will
then hear content based on the other three theoretical con-
structs but tailored both by their current stage of change
and what content they have progressed through previously.
For example, a person in the Contemplation Stage would
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or not (the decisional balance construct) and one part of
this would be about the many beneﬁts of doing regular
moderate physical activity for example: ‘‘O.K., I will read
a list of several beneﬁts to you. You can pick the topic most
important to you and I will then tell you how exercise can
help.’’ The processes of change are a set of overt (actions)
or covert (thinking/feeling) activities that foster positive
behavior change and are employed in all stage dialogues.
The process that is most beneﬁcial at any one time is largely
determined by which stage the user is in. For example, the
process of consciousness raising might be used in the Prep-
aration Stage by encouraging a user to learn more about
the types of physical activity they might consider. The con-
versation for this user might then move on to building the
user’s conﬁdence that they can successfully engage in regu-
lar exercise (the construct of self-eﬃcacy). The introduction
to this section includes: ‘‘As you move to becoming and stay-
ing regularly active, there may be times when you have
doubts whether you can make these changes. If you would
like to hear how to feel more conﬁdent about being active,
say ‘conﬁdent,’ if you would like to skip ahead, say ‘skip’
now.’’ Finally, this conversation would end with TLC-PA
negotiating a stage-speciﬁc goal for the next week. For
instance, for those in Preparation who have begun to
increase their level of physical activity, the system has a
set of algorithms that considers the overall physical activity
goal of the program, the person’s previously stated inter-
mediate goals, the person’s previous levels of physical
activity and heuristics that consider appropriate changes
in goals over time. For example, after asking the caller
about their goal, TLC might say, ‘‘Exercise experts and
physicians agree that people can and should slowly increase
their amount of exercise activity; even if it is only by 5 min-
utes each day. Previously, you decided to exercise on [previ-
ous planned days]1 days for [previous planned minutes]1
minutes each day. I think it’s reasonable for you to try to
do 5 more minutes of exercise on each day that you exercise
this coming week. Would you like to re-consider your activity
plans for the coming week? Say ‘Yes’ or ‘No’ now.’’ Alterna-
tively, if the user tries to set an intermediate goal that is
much higher than their current exercise level, the TLC sys-
tem will encourage them to adjust their next goal down-
ward to a level where success is more likely. This strategy
process is in keeping with the theory and empirical ﬁndings
on self-eﬃcacy, namely, that it is increased by success on
intermediate goals. In summary, the TTM was used
throughout the design of this intervention, its use made
success more likely, and studies using this system are a
good test of the usefulness of this theory in the design of
eﬀective interventions.1 [previous planned days] and [previous planned minutes] represent
variables that contain the number of days and minutes the users chose as
their plan during the previous TLC call one week earlier.4. System speciﬁcations
One of the next steps in the process of designing an
automated TLC program is determining the systems spec-
iﬁcations. Speciﬁcations include the number of contacts,
the duration of the program, the schedule of contacts,
and the duration of individual TLC conversations. These
attributes are speciﬁc to each application and are deter-
mined by the objectives, population characteristics, and
the demands of the intervention approach but are also tem-
pered by practical considerations. The total contact time
designed into a program is determined by these parameters
with each dimension being independently important. TLC
programs have varied greatly on all three of these
dimensions.
4.1. Number of user–system contacts
We have developed TLC systems for a range of contacts,
from as few as a single contact to systems that can handle
an indeﬁnite number of contacts. An example of a system
designed for one contact is our TLC program to promote
screening mammography in women. This system contacts
the woman a month before her annual mammogram is
due. The one-call design ﬁts the behavioral objective (to
have the woman take a single action) and is suﬃcient to
present the content hypothesized to bring about this eﬀect.
The intervention both assists the user directly in the sched-
uling of the screening and addresses whatever barriers to
getting a mammogram that the woman might have. The
system allows the user to choose from a set of 22 barriers
to hear advice that is applicable to her. The system also
allows the women to call back if they were interested in
hearing more barriers or wanted information repeated. In
a recent study, we found that few women utilized this call
back option which was indirect support for the 1-contact
design [11]. Also, the mean call duration was 111
2
min and
the range of durations was from 31
2
to 27 min indicating
that women chose to hear very diﬀerent amounts of
content.
Given that many health behaviors (e.g., eating, being
physically active/inactive, drinking alcohol, smoking ciga-
rettes, etc.) are inherently complex and often resistant to
change, they require much more intensive programs than
the mammography program just described. The majority
of our TLC systems have used multiple contacts over time.
In fact, we have designed systems with the potential to pro-
vide on-going contacts for an indeﬁnite amount of time in
order to foster life-time maintenance of health behaviors.
4.2. Duration of the program
We have found that the duration of a behavioral pro-
gram should be long enough for users to receive the full
content of the program at a reasonable rate for them, have
time to practice and integrate new skills or perspectives
into their lifestyle both between and across contacts, have
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and achieve success and maintain it for at least a short peri-
od of time. The majority of our programs to date have been
designed to be delivered over a 6 month period which has
resulted in positive health outcomes [16]. One of our
TLC physical activity programs was delivered over the
course of a year. It had positive eﬀects after 6 months
but there were no further increases between 6 and 12
months [16], suggesting that 6 months of TLC was suﬃ-
cient at least for initiation of behavior change.
Most of our work to date has been in the initiation of
behavior change, whereas maintenance of behavior change
might call for diﬀerent program designs, such as those with
durations longer than a year or those which are provided
on an unlimited basis. As mentioned earlier, one of the out-
standing advantages of automated systems is that once
developed, the incremental cost of use is low. Unfortunate-
ly, few data exist to inform design decisions in this area giv-
en that few studies have systematically investigated the use
of automated systems to promote the long term mainte-
nance of health behavior change. We are presently com-
pleting two TLC systems that expressly target the long-
term maintenance of dietary improvement, a very diﬃcult
problem. These two systems are based on completely diﬀer-
ent theories of behavior change, and they will be compared
both to each other and to a control group. Although dia-
logue systems allow for program designs of indeﬁnite
length, more research is needed to determine the optimal
duration for the various objectives of these systems.
4.3. Schedule of contacts
Not only does the duration of a program vary, but the
schedule of TLC contacts within this time period varies as
well. Although the most common frequency of contacts is
one call per week, other options are possible. One clear
advantage of regular (daily or weekly) calls is that it is
easier for a user to get into the habit of having a call at
that time, improving call adherence. We are currently
involved in the design of a system that will use very short
daily calls to just gather information on two behaviors
(physical activity and glucose testing), and then this infor-
mation will be combined and used in the more usual
weekly behavior change conversations. Other TLC pro-
grams start oﬀ with weekly calls, and then after the main
content has been completed, reduce frequency to bi-
weekly and then monthly calls that become more of a
check-in and review than presentation of new content.
This variation in call frequency has led to 6 month pro-
grams with a low of nine contacts (weekly for 1 month,
followed by monthly for 5 months) to those with 26
weekly calls. Again, these decisions are made based on
the amount of content the program needs to cover and
our understanding of what might be optimal given the
program objectives and population of users. However,
we have not directly compared outcomes of programs
with diﬀerent durations or contact frequency.4.4. Duration of TLC conversations
The duration of each TLC conversation varies across
the programs, across diﬀerent calls within a program, and
among the users of a particular program. The average
duration of TLC calls was as short as 4 min for the original
TLC-Hypertension system [8] and as long as 25 min for an
intervention to increase physical activity. In general, we
have found that calls of 10–15 min tend to be optimal for
most users. Given that it usually takes a couple of minutes
to initiate the call and end the call with a short review and
conﬁrmation of the next contact time, there is between 8
and 13 min for the main content of the intervention per
call. In some systems, the decision whether or not to go
on to a new section is made during the call. If the elapsed
time is past a limit, say 10 min, the system might decide to
not start a new section or, alternatively, ask the user if they
want to go on or start the section in the next call. This takes
some extra programming but can be a nice way to give the
user more control over the conversation.
We have limited the duration of individual TLC calls for
a number of reasons. First, we wished to minimize the
user’s perceived burden as it is likely to be associated with
attentiveness during the calls, rates of call completion, and
adherence to the prescribed use schedule. Second, we
wished not to overload the user, but rather maximize the
likelihood that the user comprehends and retains the infor-
mation and counseling delivered. Often when adapting a
non-automated intervention to a dialogue system, the con-
tent of what might be delivered in an ideal assessment and
intervention contact will have to be divided into the small-
est viable units and delivered across multiple TLC conver-
sations. For example, the total amount of time to deliver
one complete dietary assessment and intervention in our
TLC ‘‘healthy eating’’ dietary program [1] would be about
1 h. We divided the material into six conversations of
about 10 min each, covering all of the content. These six
conversations were called a cycle. When one cycle was com-
pleted, there was a review call, and then a new cycle of calls
would begin.
4.5. Other important system speciﬁcations
There are other design decisions that although more lim-
ited in scope, can have large eﬀects on intervention eﬀec-
tiveness. These speciﬁcations include how the user-TLC
conversation is initiated, and the automated options relat-
ed to user–system interactions and response options.
4.5.1. Initiation of the TLC conversation
Automated telephony technology permits both inbound
and outbound calls, or in other words, either the user can
call the system (inbound), or the system can call the user
(outbound). From a programming perspective, the
inbound contact systems are much simpler to design and
operate. Users initiate the contacts by dialing a telephone
number and entering a password that identiﬁes them to
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stored data. All of our early systems were inbound systems.
Outbound systems have to account for the increasingly
complex set of possibilities of whom or what answers the
phone. The details of this are beyond the scope of this
paper, but a diﬃcult challenge is designing the systems so
it reliably can diﬀerentiate between a live person and an
answering machine or voice mail system answering the call.
In addition, protocols have to be speciﬁed to handle a num-
ber of situations including scheduling call backs if the line
is busy, not answered, if the user is not home or home but
not available to take the call. TLC, for example, will leave a
short message on an answering machine, but although it
might call back repeatedly, it will only leave one message
per day and no more than a few per week. TLC also pro-
duces daily reports on calls completed, calls partially com-
pleted, and the results of other call attempts to be reviewed
by project staﬀ. Other protocols specify when a staﬀ person
is to contact the user by phone or mail to trouble shoot
connection problems.
Beyond technological and practical issues, there are pros
and cons of each method of initiating a TLC conversation.
An inbound system gives the user more control over the
initiation of an interaction; however, we have found that
inbound systems result in fewer than prescribed contacts.
Outbound systems result in better adherence to the planned
contact schedule [39]. Our experience tells us that out-
bound systems are superior. Additionally, they have the
capability to accept inbound calls from the user which pre-
serves some user control. We have also given users the
option to switch from outbound to inbound calls.
4.5.2. Automated interactions and response options
A design choice that has become available recently is
whether to use automated speech recognition (ASR) tech-
nology. In ASR systems, the computer is ‘‘listening’’ for
a ﬁnite set of responses after each question. Users are pro-
vided with this set of responses and can speak their answer
into the telephone. Although many times, a user may reply
with an answer that is diﬀerent than the set of responses
provided. For example, after a Yes/No question, the sys-
tem says, ‘‘Please say ‘Yes’ or ‘No’,’’ but the user might
answer ‘‘yep’’ or ‘‘yeah.’’ ASR technology can be pro-
grammed to accept common synonyms (e.g., yea, yup,
nah, nope, etc.). If the system does not understand a reply,
there is a protocol for querying the user. ASR can also
understand multiple word answers. In one of our TLC diet
programs, we provide users with a set of ﬁve beneﬁts of a
healthy diet and ask the user to indicate their choice, e.g.,
the system says, ‘‘If you are interested in hearing about
how diet can improve your skin, say ‘skin.’ If you are inter-
ested in how a healthy diet can lower your blood pressure,
say ‘blood pressure’.’’ If no answer has been received by
the end of the list, the system will say, ‘‘Please say skin,
blood pressure, . . ., or none now.’’ The ASR technology
we use allows the caller to ‘barge in,’ meaning the system
is listening for the user’s answer while the question is beingasked or before the set of possible responses are being
listed.
There are deﬁnite advantages and disadvantage of using
ASR technology. One advantage of ASR is that the call
functions more like a human conversation. Given that
many phones have keypads on the handset, ASR also elim-
inates the need to move the phone away from the user’s
ear. The disadvantages of ASR are that it has some prob-
lems in recognizing certain spoken responses such as large
numbers (e.g., blood pressure readings). We have found
that there is a small subset of users who get frustrated
enough with the system not understanding their answers
that they stop using the system. Another small subset of
users has trouble keeping the system’s technological limita-
tions in mind—a phenomenon that might be exacerbated
with the use of ASR systems that function more like a
human conversation by ‘‘listening’’ and ‘‘understanding’’
responses. This more human-like conversation may
increase the user’s expectations of the system and frustra-
tion with its limitations. Although our recent systems have
incorporated ASR technology, we are uncertain whether
ASR represents a clear improvement over touch-tone tech-
nology given its current limitations.
5. Steps to writing a comprehensive dialogue
We have described the background and parameters of
how to structure a dialogue system, as well as important
speciﬁc design considerations. The next section will
describe how we approach the writing of a TLC dialogue
system as well as the overall qualities we feel are important
for a high quality script. The script for the dialogue is gen-
erally written by either an expert in the content area or an
expert assisted by a professional writer. The author (script
writer) needs to have a good understanding of the design
speciﬁcations (e.g., the goals of the system, the theory to
be applied, duration and schedule of contacts) that have
been discussed in the previous sections of this paper.
5.1. Characteristics of the optimal dialogue systems
It is important that the user experiences the dialogue
system as an engaging and valuable conversation. This
enhances the user’s attentiveness and increases the likeli-
hood that the person will respond positively to the behav-
ioral counseling provided. It also contributes to the user’s
adherence to the recommended call schedule, which is
important for programs that entail multiple contacts over
time. Creating natural sounding and engaging conversa-
tions using automated systems, given the present techno-
logical limitations (e.g., unable to comprehend free
speech), takes a concerted eﬀort.
Based on our extensive experience in writing and evalu-
ating automated dialogue intervention systems, we believe
eﬀective systems are based on dialogue that has several
important qualities including that the dialogue: (1) is opti-
mized for spoken communication with lay people, (2)
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resemble real conversations, (3) is personalized to the indi-
vidual user, (4) maximizes interactivity, (5) balances repeti-
tion and novelty of content, (6) mixes system and user
control of the conversation, and (7) maximizes pseudo-
intelligence.
Writing messages that are suited for communications
that are heard by a lay population is often a surprisingly
diﬃcult task for health professionals without previous
experience in dialogue construction. Most health profes-
sionals, especially those who are researchers and academ-
ics, principally write research grant proposals and journal
articles that are addressed to a professional audience who
will read rather than hear what is written. It is a twofold
adjustment to both write for a much lower educational
level and to write conversation instead of text to be read.
What often works best is to pair a content expert with a
professional writer who is known to be good at writing this
type of dialogue. We also recommend that writers read out
loud the dialogue they have written, even if only to them-
selves. One important point to remember is that only a lim-
ited amount of material can be kept in mind by the listener
at any one time. Complex lines of reasoning or long lists
might work in a text based intervention, but are generally
not appropriate for spoken communications.
Our research suggests that our systems are quite success-
ful in emulating real conversations as users clearly anthro-
pomorphize the TLC voice [40]. We deliberately invest the
voice with human qualities to better engage the user. First,
we use actors and actresses to record the scripts. This
ensures that the voice is easy to understand and is rich with
variation in inﬂection and tone (although computer gener-
ated voices are improving in these qualities). Second, con-
versation structure and content is designed to emulate the
characteristics of a human conversation. For our programs
which are focused on care of a medical condition, the TLC
dialogues are usually emulating a health professional
speaking with a patient or consumer over the telephone.
We have conducted a number of observational studies in
which we record the interaction between training health
professionals, most often registered nurses and nurse prac-
titioners, with patients on the phone in order to identify the
characteristics of human health professional delivery over
the telephone. From what we have learned, we have
designed the content of the TLC conversations, including
the questions and declarative statements, the order of pre-
sentation of content, how the system responds to questions
and the words, sentence structure and tone used, to closely
match the user’s expectations of what a health professional
(e.g., a nurse) might ask, respond and sound like. In-depth
interview studies have demonstrated that users believe that
the TLC scripts successfully emulate a human health pro-
fessional [17].
For programs that are less clinical in nature, such as diet
improvement programs, the script is less formal, and we
consider the voice to be characterized more as a friendly
but expert advisor or coach. As if one was writing the dia-logue for a character in a play, it is best to have a clear
sense of the role of the dialogue voice of the intervention.
To have a consistent presentation it is also best to only
have one or two ‘authors’ of the script (although it can
have many designers) with one doing the ﬁnal editing. In
programs that target multiple behaviors and are written
by separate teams of content experts and writers, we use
a diﬀerent voice, which we give a ﬁrst name, for each
behavior. This allows each of the voices to take on the per-
sonality conveyed by the individual script writer and for
the user to identify it with one behavior.
Other ways we ‘humanize’ the automated dialogue is to
include some occasional humor into the script, have the
system check-in with users about their status within the
conversation, (e.g., ‘‘Ready to go on?’’), or have it occasion-
ally be self-deprecating (‘‘I know I am only a computer, but
. . .’’). The use of humor has to be judicious as to not under-
cut the seriousness of the topic or the expertise of the TLC
‘advisor’ and is not appropriate when dealing with sensitive
health topics.
Although users might anthropomorphize the voice,
most understand that the system is a computer but ‘‘go
along’’ with the ﬁction that they are interacting with a
human health professional [10]. In a similar way that movie
goers ‘suspend disbelief,’ users, in order to maximize their
participation and enjoyment, set aside their understanding
of what is going on and interact with TLC as if it were a
person. In qualitative interviews, we usually hear that users
‘feel’ that they are interacting with a person, even though
they ‘know’ it is a computer system.
Further anthropomorphizing of TLC is engendered by
maximizing the system’s pseudo-intelligence. Of course,
the system is not truly intelligent; however, we wish it to
function in a manner that as closely as possible emulates
how an excellent clinician would function. Evaluations of
TLC systems indicate that the users perceive it in that man-
ner. However, they also identify ‘‘lapses in intelligence.’’
For example, several users who used a TLC physical activ-
ity application complained that sometimes they were not
able to exercise due to the inclement weather but the
closed–ended nature of the conversation made it impossible
to communicate that fact to TLC. For this reason, it is
important that users of dialogue systems be educated about
the limits of its ‘‘intelligence’’ such as its inability to under-
stand very particular circumstances the person might be in.
Likewise, it is important for the designers to identify partic-
ular instances in which a section of script does not allow an
option that some subset of users might expect. This recog-
nition can only occur if systems are thoroughly tested
before release, including testing by some members of the
target population, and their performance closely monitored
after release. In the meantime, to reduce user frustration, in
some TLC applications we allow users to leave a message
for the study staﬀ at the end of each conversation in which
they can tell us what they could not tell the system.
The hallmark of advanced dialogue systems for health
behavior change is the ability to have the communications
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Krueter et al. [41,42], this is done in three ways: personal-
izing, targeting, and tailoring, each described below.
First, we use information about the user to ‘personalize’
the conversation. The data used for this are not necessarily
relevant to the user’s health status or to speciﬁc behavior
change strategies, but makes it evident that the system
knows who it is talking to. This includes referencing the
user’s name, knowledge of the user’s family members,
names of caregivers or the neighborhood they live in. Gen-
erally, this helps build a sense of a relationship with the user.
It is worth noting that one can overuse this feature. In early
TLC programs, we used the person’s preferred name very
frequently, such as ‘‘as you know, John, your blood pressure
of 160/100 is higher than what your doctor would like it to be.’’
Overuse of the person’s name can be grating.
Second we ‘target’ to the subgroup or subgroups the
user belongs to. This might be the subgroup that the whole
user population belongs to, as when we have targeted an
intervention to a racial or ethnic group, or we might target
to a number of subgroups within a population, such as dif-
ferent age groups, genders, or groups deﬁned by the TTM
stages of change, described above.
Most importantly, we ‘tailor’ (or ‘individualize’) the
content of the messages based on speciﬁc information we
collect about the users. This information can either be col-
lected before the beginning of the intervention or during
the TLC calls. Although it is often more eﬃcient to collect
data before the intervention either from surveys or medical
records, information that is collected during the call and
used immediately promotes a more open and conversation-
al experience. It is also important to collect current infor-
mation on variables that might change over time. The
TLC system stores this data and it can be used over time
to communicate patterns of change. Studies of TLC users
have indicated very positive responses when TLC ‘‘remem-
bers’’ something about the person [43]. Tailoring on vari-
ables important to either the user’s clinical status or to
the process of behavior change allows conversations to be
relevant, eﬃcient, theory-based, and eﬀective.
There are, however, clearly limits to the scalability of
this process when using ﬁnite state machine architecture.
If one is using multiple variables to tailor messages, the
number of messages that have to be written, recorded,
and programmed can quickly become very large. For
example, if diﬀerent versions of a message are being written
based on the 5 stages of change, and three levels of self-ef-
ﬁcacy (e.g., low, medium, and high), then 15 messages
would have to be written. If, subsequently, it is decided
to add in whether the user’s self-eﬃcacy has increased,
decreased, or stayed the same since the last call, there are
now 45 messages to be created, yet, because the user will
only hear one of these during any one call, this might only
account for 15 s of dialogue. For this reason it is important
to be clear on what are the most important variables. The
theoretical basis of the system should provide a guide to
this prioritizing of dimensions of tailoring.In TLC conversations we carefully mix repetition of call
ﬂow and content with new and even unexpected material.
Repetition serves several purposes. For example, since in
nearly all TLC programs the users are being assessed
regularly, often about the same phenomena (e.g., amount
of physical activity, etc), it makes the conversation go
faster and more smoothly if the assessment appears in the
same part of the conversation and is done in the same
way each call. We believe that such repetition of sections
provide almost a comforting familiarity for some users.
Novelty is also necessary and comes from introducing
new topics or new approaches to the same issue and in
reviewing changes in user’s behaviors and/or attitudes over
time.
As mentioned, TLC systems are designed as ﬁnite state
machines in which the ﬂow of the conversation, though
complex is completely pre-determined. This ensures that
the objectives of the program during each contact are
met and that the interview is complete and appropriate
and the counseling is consistent with the intervention plan.
At the same time, we attempt to introduce multiple oppor-
tunities throughout the TLC conversations for the user to
direct the conversation in ways that make sense to that per-
son. This includes asking the user to choose between topics
to ‘talk’ about during a call or to decide whether to hear
more detailed information about a topic or to have content
they have already heard repeated. In other situations, a
decision might involve input from both the user and the
system. For example, in a diet program for hypertensives
that focuses on consumption across four food groups, an
initial decision has to be made about which food group
to start with. In this program, the system allows the user
to know which food group it would recommend based on
the user’s present consumption. Then, the user is asked
to decide what food group to begin with. A similar interac-
tion is often used in setting weekly goals, with the system
either making recommendations ﬁrst or having the user
lead with a new goal and the system suggesting adjustment
if it seems either too low or too high to be optimal. When-
ever it is reasonable we design systems so the user’s choice
prevails.
5.2. Flow diagrams
One common challenge in writing dialogue systems for
behavioral change interventions is how to manage the com-
plexity of the potential conversations. This can be managed
to some degree when ﬂow diagrams are used. Our labora-
tory uses a commercially available software package
designed for creating ﬂow diagrams. A series of ﬂows are
typically written at progressing levels of detail from general
to speciﬁc. We begin with what is called a ‘‘top-line’’ ﬂow
which outlines the more general objectives of the overall
script and the basic topics addressed in each call. The the-
ory chosen to guide the intervention should be evident in
the ﬂow’s top-line. Fig. 1 displays a top-line ﬂow for the
fruit and vegetable module of a diet intervention. Notice
Fig. 1. Top line ﬂow of a fruit and vegetable intervention.
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to be targeted.
As the script is outlined, the top-line ﬂow is ﬂeshed out
with more speciﬁcs for each call, e.g., introduction, assess-
ment, feedback, education, goal setting, and closing state-
ment. This process of diagramming the calls continues
until there is enough detail to suit the writer’s needs. Fig. 2
shows the more speciﬁc ﬂow of the call that was represented
in the box labeled ‘Conﬁdence Rating and Feedback’ in
Fig. 1. We have found that more detailed ﬂows can make it
easier to write the script. As illustrated in Fig. 2, the ﬂow
has a branching structure to describe the various paths that
a conversation can take and there is a phrase in each box con-
veying the message content to be conveyed to the user.
5.3. Collaborating with the technical staﬀ
The system design team includes more than the experts
in the content area, it also includes the programming staﬀ,system testers, and often a liaison between the writers and
the programmers. Our laboratory uses a liaison person to
review and critique dialogue scripts, clarify logic, optimize
conversational dialogue, and put the script into a format
that enables it to be computer programmed e.g., includes
‘go to’ and ‘variable’ statements. Technical comment state-
ments can be added by the authors, the liaison or the pro-
grammers to document the logic of a section of script. To
this end, the ﬂow diagram developed by the authors is used
by the programmers to understand how the script ﬂows.
There are many aspects of the script that are repetitive
such as verifying what a caller has vocalized. More specif-
ically, a typical script contains many ‘‘Yes/No questions’’
with the question followed by the statement ‘‘say Yes or
No now’’ If yes, go to line 4, If no, go to line 5. (Note that
while the early textual forms of the script use branch logic
for simplicity, this is converted into ﬁnite state machine
logic and runtime software implemented using state-of-
the-art structured programming techniques.) The liaison
can complete these dialogue components for the author.
Another role of the liaison is determining whether all
branching logic possibilities have been accounted for.
Often there are responses to a question, which since they
are atypical, are not considered by the script writer, but
the control system must account for. Related to this, the
caller may provide improbable responses, i.e., fall outside
of the range of logically possible or acceptable answers.
TLC may ask, ‘‘Please tell me the number of days that
you exercised during the past week?’’ If the caller answers
9, then TLC will say, ‘‘I am sorry, I heard 9. I was asking
about the number of days you did moderate activities in the
last week. The number cannot be higher than 7. Please say
the number of days again. Say zero if you do not do any mod-
erate physical activity. You may also enter the number of
days using your key pad, entering a number from zero to sev-
en.’’ The liaison will add these types of responses through-
out the script.
5.4. Suggestions for dealing with common dialogue situations
From our extensive experience writing dialogue for TLC
systems we have developed approaches to some common
situations that arise when trying to translate a behavioral
change intervention into an automated dialogue system.
These approaches range from simple to more complex.
One situation is when it is necessary to have the user leave
the phone temporarily either to get something (pen and
paper) or to perform a task (weigh themselves). In these
instances, we instruct the user to either press one or say
‘‘ready’’ when they return to the phone. We have learned
that sometimes users forget this instruction when they
return to the phone so we have the system repeat this
instruction every 5 s so the user is likely to hear it when
they pick up the phone. Another aspect of this situation
is how long to have the line stay open because occasionally
the user does not return to the phone. Since this uses some
system resources (mainly a telephone line), the level of sys-
Fig. 2. Detailed ﬂow of conﬁdence for fruit and vegetable consumption.
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be left open. We usually use a 5 min timeout for simple
tasks such as getting paper and pencil to write down some-
thing (e.g., a phone number, homework assignment), and
have found that a longer time such as 10 min is needed if
subjects have to accomplish a task (e.g., taking their blood
pressure or ﬁnding something that might be misplaced, like
a report we have sent them).
Another common situation is when there is extensive
information to deliver to the user. We have found that
lengthy monologues go against the nature of a good con-
versation and make the experience less engaging. The
amount of information one might easily put into a para-
graph in a written communication is often too long for a
phone system if not broken into smaller segments. In
instances in which there is extensive material to present
on a single topic, we attempt to break the material into
smaller segments of only a few sentences each, usually with
questions between the segments. These questions might
merely serve to keep connected with the users, such as
‘‘Did you get that?’’ or a rhetorical question to break upthe content. Utilizing quiz type questions is another way
to keep content conversational. Then you can provide
detail on the topic regardless if the user answers correctly
or incorrectly. For example, if the system is trying to pres-
ent beneﬁts of exercise, the system could say: ‘‘And did you
know that regular exercise will help you sleep better and
think clearer? Say ‘Yes’ or ‘No’ now.’’ The next message
provides a bit of detail on this, but begins with: ‘‘That’s
right!’’ if they responded yes, and ‘‘Well, it does’’ if they
responded no. Another way to increase interaction and
decrease length of utterances is to present information at
multiple levels of detail. For example, in a TLC health
information program [7], we developed a program of over
50 health information topics derived from the Harvard
health letter, a health newsletter published by Harvard
University Medical School publications. To deal with the
large amount of factual information, we broke the content
up into sections and in each section provide a brief over-
view of the content in that section. We then asked if the
user wished to learn more about this topic, and if they
did, provided more detail before moving on to the next
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cated, it is important to include brief reviews of informa-
tion along the way.
Asking certain types of questions can be more diﬃcult in
dialogue systems than text based systems. For individuals
of average or higher literacy, a printed question can be read
and responded to faster than listened to and answered.
Scale instrument with many items can be too burdensome
for a dialogue system, as well as being distinctly non-con-
versational. The other type of question that is diﬃcult to
construct is when the purpose is to pick between many dif-
ferent options. Since the user cannot scan the list, they are
limited by how many choices they can keep in mind at any
one time. We found that if there are four to ﬁve choices,
they can all be presented and the user can be asked to pick
the one that they want to hear about most or ﬁrst. If the list
is a set of topics and we want the user to hear detail on all
or most of them during the program, a common approach
is to present the same list during each subsequent call,
minus the options already taken. When we have a question
with many answers, which is often the case in these sys-
tems, a multi-step approach has to be taken, and these
steps can be designed in a number of ways. For example,
a common section of our scripts is to give feedback on
how to overcome barriers to a behavior, where there are
often 10–20 possible barriers. Optimally the user would
be able to choose the barrier that they would gain the most
from hearing, but this is diﬃcult to do with this many
choices. Barriers can be presented one at a time, and users
are asked to state whether the barriers are important to
them or not. Then only the endorsed items are repeated
and they choose from the smaller set of items. This can
be time consuming, and depending on the behavior, users
can endorse most of the original set, inadvertently perpet-
uating the problem. A second option is to divide the list
into subgroups and ask them to pick one barrier of the ﬁrst
group (or say ‘none’) and then give feedback on that one.
Then the system can move onto the next subgroup either
during the same call or in subsequent calls. Combinations
of these approaches can be designed. For instance, one
could take the ﬁrst approach for a subset of items so the
most important barrier of the ﬁrst subgroup is addressed,
and then do the same in the second subgroup. Exactly
which method is optimal depends on how much contact
time is available both during a call and across calls for
the topic, how many items are likely to be relevant to the
user, and how important it is to give them feedback on only
the most relevant items.
6. Conclusion
In this paper, we have endeavored to provide a road
map to the essential design considerations, component
tasks, and content considerations necessary to create eﬀec-
tive, telephone-based, automated dialogue interventions.
These recommendations are based on our experience devel-
oping and evaluating these systems over the past two dec-ades. The power of these systems is likely due to the
combination of three components: new and improving
computer technologies, better understanding of how to
assist individuals to improve health-related lifestyle behav-
iors, and the use of the telephone, the oldest, widely used
telecommunication technology, to engage in ‘human’ con-
versations. This combination allows for a multitude of
potential applications that have only started to be
explored.
Interest in the use of automated dialogue systems to
improve health-related outcomes both within and outside
of the health care delivery system is increasing rapidly as
its potential to improve both individual and public health
outcomes at a relatively low cost is being recognized. As this
paper was focused on the writing of dialogue, we did not
present the use of telephony for diseasemanagement as those
systems involve a number of other functions such as moni-
toring of patient health conditions and alert generation,
but as the cost of health care continues to rise the use of tele-
phony in disease management is likely to also increase.
There are other potentials that are only beginning to be
explored. There are possibilities to integrate such systems
with other forms of automated health interventions (e.g.,
web-based interventions) as well as with the increasingly
computer-based health care delivery system (e.g., EMR’s).
An area of research we are investigating is whether diﬀerent
people prefer and get more beneﬁts from interventions
depending on the type of communication delivery channels
used (e.g. phone, web, or print) which could inform the
matching of communication channel at the individual level.
Improved computer generated voices and text to speech
functionality will allow a more streamlined development
process—dialogue will be heard and tested virtually as it
is created. Improvements in the quality of computer gener-
ated speech could reduce the cost of system development
and increase system ﬂexibility.
As mentioned, there are practical limits to the scalability
of ﬁnite state machines on the number of factors that can
be simultaneously considered in tailoring content. More
advanced computational approaches [44] such as dialogue
planning techniques have the potential to overcome these
limitations. As they are still in the early stages of develop-
ment, it is thus far unclear whether use of these approaches
will achieve a level of eﬀective tailoring that can be
obtained with meticulously constructed dialogues delivered
using ﬁnite state machine architecture. This is an important
researchable question that investigators need to address.
The proven eﬀectiveness of TLC systems notwithstand-
ing, there are also a number of challenges ahead. There is
much to understand about how best to design and imple-
ment these systems. Despite overall eﬀectiveness, there
are still many users who do not beneﬁt from these systems
or only beneﬁt minimally. And lastly, these systems have
largely been developed and tested in the context of federal-
ly funded research projects, and it is time to move to the
phase of dissemination and evaluation of these low cost
interventions in real world situations.
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