ABSTRACT
INTRODUCTION
DNA microarray technology provides tools for studying the expression profiles of a large number of distinct genes simultaneously. A universal objective in microarray experiments is to identify a subset of genes that are differentially expressed between the different samples (treatments) of interest. A common approach is to perform a univariate analysis of treatment mean differences for each gene, and then identify the significant genes. Univariate statistical methods, such as bootstrap or permutation test (e.g., Dudoit et al., 2002) , have been used to identify significant genes. Before conducting a microarray experiment, one important issue that needs to be decided is the number of arrays required in order for the results to be statistically interpretable. Many authors have proposed methods for sample size and power calculations (e.g., Lee and Whitmore, 2002; Zien et al., 2003; Wang and Chen, 2004; Gadbury et al., 2004; Muller et al., 2004) .
The problem of calculating sample size needed in microarray experiments is similar to the sample size and power calculation in * To whom correspondence should be addressed. † The views presented in this paper are those of the authors and not necessarily representing those of the US Food and Drug Administration.
clinical trials or other scientific experiments. Nevertheless, microarray experiments often involve hundreds or thousands of genes, and in a typical experiment only a fraction of genes is expected to be differentially expressed; in addition, the measured intensities among different genes may be correlated. Since a large number of tests is made, using nominal significance levels without multiplicity adjustment could lead to a high chance of false positive findings. There are two approaches to choosing a significance level, the familywise error rate (FWE) and the false discovery rate (FDR). The FWE approach is to control the probability of making one or more false positives (e.g., Westfall and Young, 1993) . The FWE approach could present a problem in analysis since the analysis tends to screen out all but a handful of genes that show extreme differential expressions if the number of genes is very large. The FDR approach concerns controlling the expectation of false positives among the positives declared (Benjamini and Hochberg, 1995) . The FDR criterion is a reasonable compromise since making a few wrong decisions is generally not a serious problem as long as the majority of decisions are correct. In this paper, the sample size calculation is based on fixing the expected number of false positives using the individual comparison-wise error rate.
A general goal in microarray experiments is to determine relationships between genes or gene clusters for identifying biological functions or studying relationships between genes and samples for predicting specific biological outcomes (or diseases). When the objective is to identify a few genes for prediction or follow-up confirmation, then the control of the false positive rate, either the family-wise or false discovery error rate, is appropriate. When the objective is to develop genetic profiles, then a procedure that will select a large number of potentially differentially expressed genes is more appropriate. Sample size planning should be based on the experimental objective. This paper introduces three measures, sensitivity, true discovery (positive predictivity) and accuracy rates, for different experimental objectives. We propose a general procedure for estimating sample size in microarray studies. The methodology takes account of multiple testing and dependence among differentially expressed genes. 
test. Assume an equal probability that a truly differential expressed gene is significant, denoted by (1 − β) (individual comparison-wise power). Given the significance level α, the results of m tests can be summarized as a 2 × 2 table (Table 1) .
The fraction V /m 0 is the proportion of genes that are declared significant among all genes that are, in fact, not differentially expressed; U/m 1 is the proportion of genes that are declared significant among all genes that are truly differentially expressed. The fraction U/m 1 represents the sensitivity and 1 − V /m 0 represents the specificity. V /R is the proportion of declared significant genes that are not differentially expressed. U/R is the proportion of declared significant genes that are truly differentially expressed (positive predictivity or predictive value of a positive test), and S/A is the proportion of not-declared significant genes that are, indeed, not differentially expressed (negative predictability or predictive value of a negative test). The fractions V /R, U/R and (U + S)/m represent the proportions of false discovery, true discovery and accuracy, respectively.
A number of statistical error-controlled criteria have been proposed to determine differentially expressed genes in terms of V and/or R. The FWE is the probability of at least one false rejection P r(V ≥ 1), regardless of the number of genes tested. The simplest FWE method is the Bonferroni correction by setting the CWE level at α = FWE/m. When m is very large [the probability P (V ≥ 1) can be large], the use of the FWE criterion may require a large number of arrays. Alternatively, Benjamini and Hochberg (1995) defined the false discovery rate as the expectation of V /R; that is, FDR = E(V /R) for R > 0 and FDR = 0 for R = 0. Benjamini and Hochberg (2000) proposed an FDR-controlled procedure by finding a CWE level such that α ≤ r · q * /m 0 , where q * is the desired FDR level and r is the number of significances (p i ≤ α) from the observed data set. Delongchamp et al. (2004) proposed an ROC-like approach based on minimizing the total cost from making false positive (v/m 0 ) and false negative errors (t/m 1 ). Recently, Muller et al. (2004) proposed a simulation approach to evaluate the expected false negative rate and power across sample sizes under a decision framework.
In this paper, the sample size formulation is based on the criterion of fixing the expected number of false positives E(V ) or setting the CWE level at α = v/m 0 , where v is a pre-specified number of false positives (1 or 2). For example, using α = v/1, 000 = 0.001 would expect one false positive with 1000 non-differentially expressed genes tested. This approach is also considered by Lee and Whitmore (2002) . They provided an approximation for the relation between v and FWE: v ≈ −ln(1 − F W E). For example, v = 1 approximately corresponds to FWE = 0.632.
Sample size calculation under independence model
Assume the intensity responses among m genes are independent. The outcome (significance or non-significance) of a univariate test on a differentially expressed gene can be modelled by a Bernoulli U i with success probability (1 − β). Given m 0 and m 1 , the random variable for the number of true
. The probability of at least u true discoveries can be computed by summing the binomial probabilities:
φ is interpreted as the (family-wise) power of identifying at least u out of m 1 truly differentially expressed genes for the given CWE α and power (1 − β). Equation (1) is the fundamental formula for the sample size calculation under the independent model. For a single gene, the sample size problem is typically formulated as the number of arrays needed in order to ensure the power (1 − β) of detecting the mean difference (standardized effect size) δ at a pre-specified Type I error α. For the two-sample z-test given α and δ, the number of arrays needed in each group in order to achieve the desired power
where Z α is the α percentile of a standard normal distribution. For simultaneous analysis of a set of genes, sample size depends on α, (1 − β) and δ of each individual gene. We assume an equal standardized effect size for all differentially expressed genes; thus, the power (1 − β) of detecting any differentially expressed gene is constant. Given α, to detect all differentially expressed genes (u = m 1 ) at the desired family-wise power of φ the required comparison-wise power (1 − β) for individual genes can be calculated from Equation (1): 1 − β = φ 1/m 1 . When m 1 is moderate or large, (1 − β) is close to 1, even for small φ. For example, when m 1 = 100 and φ = 0.6, then 1 − β = 0.995. Thus, a large number of arrays would be needed in order to identify all differentially expressed genes. We propose a less stringent criterion by identifying (at least) a specified fraction of truly differentially expressed genes at the desired family-wise power, conditional on fixing the number of false positives. Depending on the experimental objective, the fraction can be based on one of the three measures, sensitivity (u/m 1 ), true discovery (u/r) and accuracy
The use of sensitivity measure λ = u/m 1 for gene selection is recently proposed by Wang and Chen (2004) . Specifically, to detect at least the fraction λ of truly differentially expressed genes at the desired family-wise power φ λ , the required comparison-wise power (1 − β) for an individual gene is calculated by solving Equation (1):
where u = [m 1 λ], and the notation [m 1 λ] denotes the largest integer less than m 1 λ. The sample size needed, then, can be calculated using Equation (2) for given α and δ. Wang and Chen (2004) tabulated the required sample sizes for one-and two-sample t-tests for various combinations of α, δ, λ, π 1 and m, where
The true discovery rate η = u/r is an alternative measure for gene selection. To achieve at least the true discovery rate η at the desired family-wise power φ η , the comparison-wise power (1 − β) can be computed by setting u = v · η/(1 − η) in Equation (1). Let η = 1 − q * , where q * = v/r is the FDR. The criterion to achieve at least the true discovery rate η is equivalent to the control of the FDR at q * . In terms of the FDR criterion, for specified v and q * , the number of true discoveries should be at least u = v(1/q * − 1) in order to have FDR ≤ q * . The third measure is the overall accuracy rate τ = (m 0 − v + u)/m. The criterion to achieve at least an overall accuracy rate of τ is equivalent to identifying at least
Since m is large and v is small, τ should be greater than π 0 .
Sample size calculation under dependence
This assumption of independence may not be realistic since the measured intensities among different genes are likely to be correlated. It may be reasonable to assume that measured intensities among the non-differentially expressed genes as well as the intensities between differentially and nondifferentially expressed genes are independent. We further assume the intensities among the differentially expressed genes are equally correlated, that is, E(
The mean and variance of the total number of true discoveries U =
When θ > 0, U has the over-dispersion binomial, and θ is known as the intra-cluster correlation. The commonly known beta-binomial distribution is used to model the number of true discoveries U : 
The probability of at least u true discoveries can be computed by summing the beta-binomial probabilities:
Equation (3) is the fundamental formula for the sample size calculation under the equally correlated model. For given φ and θ , the required comparison-wise
is obtained by solving the beta-binomial tailed probability [Equation (3)]. The needed sample size, then, can be computed using Equation (2). In practice, the intra-cluster correlation θ between Bernoulli random variables U i and U j needs to be estimated. Let t 1 , . . . , t m 1 be the test statistics corresponding to the m 1 random variables U 1 , . . . , U m 1 ; each pair (t i , t j ) is bivariate normally distributed with a common correlation ρ. The correlation coefficient between
; ρ and F is the standard bivariate normal distribution function with correlation coefficient ρ (Ahn and Chen, 1995) . Thus, the relation between the correlation of the bivariate normal ρ and intra-cluster correlation θ under the beta-binomial model is
It should be noted that since θ depends on α, ρ, δ and n, calculation of sample size requires solving Equations (2), (3) and (4) simultaneously. Finally, the assumption of an equal correlation is approximated by using the mean correlations
2.3 Estimating the number of non-differentially expressed genes Hsueh et al. (2003) investigated three methods and proposed two additional methods, a least squares (LS) and a mean of differences (MD) method, to estimate m 0 . They showed via Monte Carlo simulation that the LS method that used information from both null and alternative distributions was the least biased method. The MD method and the Benjamini and Hochberg (2000) method were conservative which over-estimated m 0 . The FWE and FDR approaches focus on the false positive errors, the conservative estimates such as the MD estimate should be used to ensure the control of FWE or FDR. We use the MD estimate to illustrate the sample size and power calculation for an example data set in the next section. It should be noted that the MD estimate assumes that the majority of the genes are expected to be non-differentially expressed. In planning a new experiment, the proposed procedure needs to either estimate or have prior knowledge of the number of differentially expressed genes.
RESULTS

Sample size needed in a two-sample comparison
In clinical trials, sample size estimation often uses a z-test approach [Equation (2)] assuming a known targeted variability of the effect size learned from earlier clinical experience. We illustrate the sample size calculation in a common microarray experiment to study changes Table 2 . Sample size needed for each group in order to achieve the sensitivity (λ), true discovery (η) or accuracy (τ ) at the desired family-wise power φ = 80 and 90% at the expected number of false positive v = 1 and 2 for m = 10 000 and 1000 in gene expression between a control and a treatment group. The proposed procedure can be extended to other tests such as the onesample or two-sample t-test, or the k-sample ANOVA F -tests. We consider a balanced design with an equal number of arrays in the control and treatment groups. The parameter values used are as follows: m = 10 000 and 1000; π 1 = 0.05, 0.10 and 0.20; δ = 2; v = 1 and 2; λ = 0.8, 0.9 and 0.95; η = 0.95 and 0.99; τ = 0.95 and 0.99; φ λ = φ η = φ τ = 0.80 and 0.90. The intra-cluster correlations are θ = 0.00 and 0.22 for binomial and beta-binomial models, respectively. Note that the relation between ρ and θ depends on δ and n [Equation (4)]. The θ = 0.22 is used to simplify computation. More details on the ρ and θ, and on ρ and n are given in Sections 3.3 and 4. The numbers of arrays needed are tabulated in Tables 2 and 3 for the binomial (independent) and beta-binomial (equally correlated) models, respectively.
For the sensitivity measure (λ), the independent model (Table 2 ) and correlated model (Table 3) show very similar patterns. The numbers of arrays needed are between 8 and 16 under the independent model and between 9 and 18 under the correlated model. The correlated model generally needs one or two additional arrays. The needed number of arrays decreases as v increases or m decreases, as expected. It appears that the unknown fraction π 1 does not have much effect on the needed sample size.
For the true discovery measure (η), similar to λ the unknown fraction π 1 does not have much effect on the needed sample size. But, Table 3 . Sample size needed for each group in order to achieve the sensitivity (λ), true discovery (η), or accuracy (τ ) at the desired family-wise power φ = 80 and 90% at the expected number of false positive v = 1 and 2 for m = 10 000 and 1000 unlike λ the sample size can increase or decrease, depending on the specified values of v and m, and the model. When m = 10 000, the number of arrays needed are between 2 and 7 under the independent model and between 4 and 10 under the correlated model. That is, more arrays are needed under the correlated model. However, when m = 1000, the number of arrays needed are between 3 and 21 under the independent model and between 4 and 16 under the correlated model. Fewer arrays are needed under the correlated model. In general, the needed number of arrays increases as v increases from 1 to 2 with few exceptions; for example, the number needed decreases when m = 1000, φ = 0.9 and π 1 = 5 and 10%. The number needed increases considerably for π 1 = 20%. It is of interest to know that the numbers of arrays needed are less than 10 when η = 0.95 corresponding to FDR (q * = 0.05) except for v = 2, m = 1000 and π 1 = 10%. The accuracy measure (τ ) and sensitivity (λ) have very similar patterns. The needed number of arrays decreases as v increases or m decreases; and the correlated model needs more arrays than the independent model. But, unlike the sensitivity measure, the number of arrays needs increases considerably as π 1 increases. Much more arrays are needed to achieve the 99% accuracy rate. It is noteworthy to point out that for τ = 0.95 and π 1 = 5%, the needed number of array is 1 or 2 under the independent model. An explanation is that to achieve an accuracy rate of τ it suffices to identify u = m(τ −π 0 )+v differentially expressed genes; for τ = 0.95 and π 0 = 0.95, then u = 1. Thus, one or two arrays per group would meet this criterion. 
Simulation experiment
A Monte Carlo simulation was conducted to validate the tabulated theoretical results in Tables 2 and 3 . We only present the results for the correlated model with m = 10 000, π 1 = 0.1 and v = 1.
In the equally correlated model, 9000 genes were generated under the null model N(0,1) and the remaining 1000 genes were generated under the equi-correlated multivariate normal (ρ = 0.25) with the effect size δ = 2. The corresponding range of θ is between 0.18 and 0.58. The number of arrays considered ranged from 2 to 20. These numbers covered the range reported in Tables 2 and 3 . One thousand samples were simulated in each case. For each simulated sample, we computed the z-statistic. A gene was declared as significant if its p-value was less than or equal to α = 1/9000 = 0.000111, based on the two-sided test. We then calculated the numbers of false positives (v), false negatives (t), true positives (u) and true negatives (s) out of the 1000 repetitions. The empirical estimates of λ, η and τ and the empirical estimates of family-wise powers φ λ , φ η and φ τ were computed. The powers were estimated as the probability that the number of significant genes achieved at least the desired family power φ. For example, for φ λ = 90%, the empirical power φ λ was calculated as the proportion of times out of the 1000 iterations such that at least 90% of truly differentially expressed genes were significant. Simulations were conducted in Alpha workstation using FORTRAN 90. Table 4 shows the simulation results from the equi-correlated model. These results also generally agree with the results shown in Table 3 . For examples, for φ λ = 0.8, the numbers of arrays needed are 13, 15 and 16 for λ = 0.80, 0.90 and 0.95, respectively. The corresponding estimates (Table 4) The correlation for the 10 groups are 0.05, 0.10, …, 0.50. the power 0.76 is slightly smaller than the desired φ = 80%. For φ τ = 0.8, the number of arrays needed are 10 and 15 (Table 3) for τ = 0.95 and 0.99, respectively. The corresponding estimates (Table 4) are 0.973 and 0.994 with the empirical powers 0.96 and 0.86, respectively. Note that the estimated power 0.96 is larger than the desired 80%. Table 4 indicates thatτ = 0.965 andφ τ = 0.85 with n = 9. That is, nine per group appears to be sufficient. To evaluate the robustness of the method derived from the equally correlated model, further simulations were conducted under the models with general correlation structures. Tables 5 and 6 are the simulation results from two general correlation models. In the first model, the 1000 differentially expressed genes were divided into 10 equally correlated groups with 100 genes per group. The correlations for the ten groups are 0.05, 0.10, . . . , 0.50. The correlations between genes from different groups are zero. Thus, the correlation matrix for the 1000 genes consists of 10 100 × 100 diagonal blocks, denoted by 1 . The second correlation model is unstructured, denoted by 2 . The pairwise correlations among the 1000 genes were randomly generated from a beta(2,6) distribution. (We also examined a model with two equally correlated groups, the results are similar to the 10 equally correlated model. Simulation results on the independent model and the four correlated models are available from the authors.) Tables 5 and 6 show that the sample sizes calculated under the betabinomial model generally underestimate the needed sample sizes. For example, for φ λ = 0.8 in Table 3 , the numbers of arrays needed are 13, 15, and 16 for λ = 0.80, 0.90 and 0.95, respectively. The needed sample sizes for model 1 in Table 5 are 16, 18 and 20 with corresponding estimates of 0.850, 0.925 and 0.963 and with estimated Table 6 . The empirical estimates of the sensitivity (λ), true discovery (η) and accuracy (τ ), and empirical family-wise power, proportion of times, out of 1000, in which the number of genes selected achieved the desired fraction for m = 10 000 and m 1 = 1000, and π 1 = 0.10, δ = 2, n = 2-20, under unstructured correlation model, 2 n Sensitivity λ True discovery η Accuracy τ λ 80% 90% 95%η 95% 99%τ 95% 99% The pairwise correlations are randomly generated from a beta(2,6) distribution.
powers of 0.88, 0.84 and 0.81, respectively. The needed sample sizes for model 2 in Table 6 Table 3 , the number of arrays needed are 5 and 6 for η = 0.95 and 0.99, respectively. The needed sample sizes for model 1 in Table 5 are 6 and 8 with corresponding estimates of 0.985 and 0.996 and with estimated powers 0.93 and 0.86, respectively. The needed sample sizes for model 2 in Table 6 are 6 and 9 with corresponding estimates of 0.965 and 0.993 and with estimated powers of 0.86 and 0.89, respectively. In summary, for the correlation models and the parameters considered in Tables 5 and 6 , the equally correlated beta-binomial model can underestimate the needed sample sizes by 1-3 arrays with the true discovery measure and by 3-4 arrays with the sensitivity or accuracy measure.
Application
We use the well-known colon tumor data set (Alon et al., 1999) for illustration. This data set consists of 22 normal and 40 tumor colon tissue samples on 2000 human genes with highest minimal intensity across the 62 samples. The two-sample t-statistic with unequal variances was used:
it ) are the sample means (sample variances) of gene i in the control and treatment groups, respectively. The pvalues were computed based on 200 000 permutations. The estimate Table 7 . The number of significant genes (r) and the estimated sensitivity (λ), true discovery (η) and accuracy (τ ) for different sample sizes (normal, tumor): balanced design (10,10), (15,15), (20,20); unbalanced design (10,20), (15,30), (20,40), (22,40) Design Arrays are randomly sampled without replacement from the original colon cancer data with 22 normal and 40 tumor samples. The comparison-wise error rate is α = v/m 0 , where v = 1, 2 andm 0 = 1721 is the estimate of the number of non-differentially expressed genes using the method of mean of differences.
of the number of non-differentially expressed genes from the mean of differences (MD) method wasm MD 0 = 1721. We first studied the effect of sample size on the estimates of λ, η and τ . We randomly selected 10, 15 and 20 arrays without replacement from each sample. In addition, we also considered the un-balanced design with the ratio 1:2; that is, the numbers of arrays for the tumors samples were 20, 30 and 40. Two significance levels were evaluated α = 1/1721 and 2/1721 which corresponded to v = 1 and 2, respectively. Table 7 shows the observed numbers of significant genes (r) and the estimatedλ,η andτ . As the number of arrays increases, all three measures increase. Also, when α increases from 1/1721 to 2/1721, both the sensitivity and accuracy increase, but the true discovery rate decreases. The maximum sensitivity is only about 25%. The true discovery and accuracy rates are 97.2 and 89.5%, respectively. For the complete data set,η is 98.2% for v = 1 and is 97.2% for v = 2. The corresponding FDR estimates are 1.8 and 2.8% with the number of significances 56 and 72, respectively. These results are consistent with the results of Tables 2-6. Furthermore, applying the Benjamini and Hochberg FDR-controlled procedure (2000) , the number of significances is 121 for q * = 5% and is 28 for q * = 1%. Next, we used this data set to illustrate the sample size calculation in a pilot study in planning a new experiment. The estimated parameter values are assumed to be true values. Based onm 139. The distributions of the standardized effect sizes among the 279 differentially expressed genes were calculated. The 25-, 50-, and 75-percentiles of the standardized effect sizes were 0.70, 0.79 and 0.92, respectively; and the mean is 0.85. The average of the estimated pairwise correlations were ρ = 0.441 using Equation (5). Based on the above values, we set π 1 = 0.15, δ = 0.8, ρ = 0.45, and v = 1. Given π 1 , δ, θ and v and the specified measure λ, η, or τ and the desired family-wise power φ, the number of arrays needed was calculated by solving the Equations (2), (3) and (4) simultaneously. Table 8 shows the number of arrays needed for φ = 0.8 and 0.9, and λ = 0.8, Table 8 . Sample size needed for each group in order to achieve the sensitivity (λ), true discovery (η) or accuracy (τ ) at the desired family-wise power φ = 80 and 90% at the significance level α = 1/1700 for m = 2, 000, π 1 = 15%, δ = 0.8, and ρ = 0.45, these values being based on the estimates from the colon tumor data set 
DISCUSSION
Current methods proposed for power and sample size analyses, to our knowledge, do not consider the dependency of expression levels among genes. When the tests are correlated, the number of significances can be modelled by a generalized binomial model. In this paper, we propose using the beta-binomial to model the number of true positives (u). The beta-binomial distribution is mathematically tractable. Its probability can be easily computed using the beta or gamma functions. The beta-binomial model assumes an equal standardized effect size and an equal correlation among the differentially expressed genes. The assumed equal standardized effect size can be replaced by the minimum, mean or some percentile of the standardized effect size among all genes. Using the minimum will give a conservative estimate on the number of replicates. Depending on the study objective, the standardized effect size can also be the expected log intensity ratio divided by a pre-specified variability or by maximum variability resulting in conservative estimates. With regard to the correlations among genes, the binomial model likely results in underestimation of the true needed sample size. The proposed approach is based on fixing the expected number of false positives E(v). This approach is a generalization of the Bonferroni approach. Setting α = FWE/m 0 in the Bonferroni approach can be regarded as fixing the expected number (fraction) of false positives at FWE < 1. When the expression levels among the non-differentially expressed genes are independent, the number of false positives v has the binomial distribution Bin(m 0 , α). For specified v and α = v/m 0 , the number of false positives in a given experiment should be close to v since m 0 is large. However, if the expression levels among the non-differentially expressed genes are correlated, then the number of false positives v becomes an over-dispersed (generalized) binomial. Let θ > 0 be the average correlation among the non-differentially expressed genes, the number of false positive has an over-dispersed binomial with the variance m 0 α(1 − α)[1 + θ (m 0 − 1)]. Thus, the observed number of false positives can be much larger or much smaller than v. In other words, when the test statistics are dependent, the actual Type I error rate may not be close to its nominal level.
In summary, microarray experiments have been widely used in many biomedical applications. Different studies have different objectives. Different objectives require different experimental design and analysis strategy. Microarray data analysis involves multiple testing of thousand genes. Unlike the analysis of multiple endpoints in clinical trials which focuses on the control of false positive error rate, the microarray data consists of a large number of genes that are not expected to be different. Three measures for gene identification are proposed for sample size planning. If the objective is to identify a small number of truly differentially expressed biomarker genes for prediction or for further confirmation, then the true discovery measure with small v(v ≤ 1) can be used. If the objective is to develop genetic profiling, then the sensitivity or accuracy measure is more appropriate. In general, sample size calculation varies with the type of microarrays, experimental designs, number of treatment groups and other factors. The simulation approach given in the example can be used to estimate the number of arrays needed for the choice of the parameter specifications, underlying model and statistical method. Once a proper statistical model and method of analysis are determined, the number of arrays needed can be computed by a simulation method for a range of parameter values and correlation structures of interest.
