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Abstract
Assume we throw a large stack of needles uniformly at random over a rather large area. What is the cardinality of the
largest subset of scattered needles which do not touch each other? We compute the order of magnitude of this cardinal
as a function of the density of the needles and their length. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Consider a Poisson point process on R2 of intensity . (Intuitively, each point generated by the
process is the middle point of one among a collection of needles scattered on the 7oor.) To each
point created by the Poisson point process we associate a segment (needle) of length 2‘, centered
at this point and of random orientation. We mean of course that the random orientation is uniform,
and the orientations of the segments associated to di8erent points are independent.
Having generated this family of “needles” in a random way, let us denote by D(R) the cardinality
of the largest disjoint subset of needles such that their middle point falls in the square [ − R; R]2.
Standard tools of probability (subadditivity) show that limR→∞ R−2D(R) exists (in probability) and
this limit is a certain function (; ‘). The exact computation of this function does not seem to be
within the range of present methods; but we succeed in computing its correct order.
Theorem 1.1. We have
(; ‘)=
(
min
(
;
√

‘
))
:
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In other words; there exists a number K such that
1
K
min
(
;
√

‘
)
6(; ‘)6K min
(
;
√

‘
)
: (1)
What is the point of this theorem? The intuitive idea is that needles that point in rather di8erent
directions have more tendency to intersect than if they are nearly parallel, so that, when looking for
disjoint subfamilies of needles, it seems appropriate to consider only subfamilies that point nearly in
the same direction. A natural such strategy will readily lead to the lower bound in (1). This strategy
will use only directions that di8er by an angle at most (‘
√
)−1 away from the horizontal. The
diHcult point is of course to show that this strategy is essentially optimal, that is to prove the upper
bound in (1). This upper bound can be seen as a rigorous formulation, for the present problem, of
the fact that NO gain can be achieved (beyond possibly a constant factor) by considering needles
of all possible directions rather than by using only those within an angle (‘
√
)−1 away from the
horizontal. Thus two directions that are more than (‘
√
)−1 apart are “incompatible”. We cannot
really take advantage of both of them.
This idea of having “incompatible” classes of objects occurs implicitly in a recent paper of Co8man
et al. [1], who study disjoint families of random rectangles, showing in e8ect, in certain regimes,
that rectangles of a given shape are “incompatible” with taller and thinner rectangles. This idea is
made more explicit in the reJnements of [1] presented in [2], and (indirectly) motivated the present
paper.
2. The lower bound
First, we explain why (1) is trivial when 6
√
=‘, i.e., 6 1=‘2. First, we observe that (always)
(; ‘)6 4
so that it suHces to show that (; ‘)¿ =K . This is simply because (since ‘26 1) among the
set generated by the Poisson point process in [− R; R]2, we can with overwhelming probability Jnd
a subset A of proportional size such that the disks of radius ‘ centered at di8erent points of A are
disjoint. (If this fact is not obvious now, it should become clear after reading the rest of this section.)
The needles centered at the points of A certainly do not intersect, regardless of their directions.
From now on, we assume
‘2¿ 1 (2)
and we start the proof of the lower bound in (1). We consider a parameter 06 1, and we will
perform a certain construction depending upon 0. It will turn out that a near optimal choice of 0
is (‘
√
)−1; but the proof should be clearer if we do not specify 0 yet.
Let us pave R2 by (horizontal) rectangles of sides 4‘ and 4‘0, respectively. These will be
called “big rectangles”. In the middle of each big rectangle, let us put a rectangle of sides 2‘; 2‘0,
respectively. These will be called the “small rectangles”. The following property should be obvious.
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Lemma 2.1. If a segment of length 2‘ (to be henceforth called a needle) has its middle point in
the interior of a small rectangle; and makes an angle  with horizontal; where ||6 0; then it
lies entirely inside the corresponding big rectangle.
Since di8erent big rectangles have disjoint interiors, this will ensure disjointness.
For large R, there are at least
R2
2× 4‘ × 4‘0 =
R2
32‘20
big rectangles entirely contained in [−R; R]2; so there are at least that many small rectangles entirely
contained in [− R; R]2.
The number of points generated by a Poisson point process of intensity  in a given small rectangle
is a Poisson random variable of expectation 4‘20. The number of middle points of random needles,
in this given small rectangle, that make an angle , ||6 0 with the horizontal is a Poisson random
variable of expectation a=4‘220=2. The probability that a given small rectangle contains at least
such a middle point is thus 1 − e−a. It follows from Lemma 2.1 that the probability that a big
rectangle entirely contains a random needle is at least 1 − e−a. Thus, the expected number of big
rectangles entirely contained in [− R; R]2, and entirely containing a random needle is at least
(1− e−a) R
2
32‘20
showing that
R−2ED(R)¿
(1− e−a)
32‘20
:
The (near optimal) choice 20 = (‘
2)−1 yields the lower bound in (1).
3. The key lemma
The key lemma gives an upper bound of the probability that n+ 1 needles centered at points of
a given cluster of points do not intersect.
Theorem 3.1. There exists a number A with the following property. Consider n+1 points u1; : : : ; un+1
in R2. Assume that
∀i; j6 n+ 1; d(ui; uj)6 ‘3 : (3)
Consider random needles (i.e.; segments I1; : : : ; In+1 of length 2‘) centered at u1; : : : ; un+1; respec-
tively. (The orientation of these segments are uniform and independent.) Then the probability that
no two segments intersect is at most (A=n)n.
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Comment. Condition (3) means that the points (ui)i6n+1 are clustered together (on the scale of the
length of a needle).
To understand the point of Theorem 3.1, one should consider the case where uk has coordinate
(k‘=10n; 0). It is not diHcult in that case to show that the probability considered in Theorem 3.1
has a lower bound (1=Ln)n (where L is a number). Thus (within a factor Cn) the bound of Theorem
3.1 is the best possible.
Our proof of Theorem 3.1 will use induction over n. To make the induction work, we will have
to prove a somewhat stronger statement.
Theorem 3.2. There exists a number B with the following property. Consider points u1; : : : ; un in
R2; in the upper half-plane. Set u0 = (0; 0) and assume
∀i; j; 06 i; j6 n; d(ui; uj)6 ‘3 :
Denote by I0 the interval of endpoints (−‘; 0) and (‘; 0). Set
= max
16i6n
d(ui; I0):
Consider random needles I1; : : : ; In centered at u1; : : : ; un; respectively. Then the probability that no
two of the needles I0; I1; : : : ; In intersect is at most (B=‘n)n.
It is not immediately obvious that Theorem 3.2 implies Theorem 3.1, in particular because in
Theorem 3.2, the points u1; : : : ; un are assumed to be in the upper half-plane. Yet it should be
apparent that somehow Theorem 3.2 is an essential improvement, since always 6 ‘=3, and since
it gives a much better bound when ‘.
Proof of Theorem 3.2. We will show that if B is suitably large, Theorem 3.2 can be proved by
induction over n. The value of B is best speciJed later. The proof will make use of a number of
elementary estimates. Since, in any case, our methods are not appropriate to the obtention of sharp
numerical constants, we will always make crude, but simple estimates.
We start with the case n=1. If  is the angle of I1 with the horizontal, we must have  −
2‘=3 tan||¿ 0 because both points two third of the way between u1 and the endpoints of I1 must
be in the upper half-plane. Thus tan||6 3=2‘ and hence ||6 3=2‘, an event of probability at
most 3=2‘.
Suppose now that the theorem has been proved for all values of n6m − 1 and let us prove it
for n=m. Without loss of generality, we can assume that
d(u1; I0)= min
16k6m
d(uk ; I0):
We write d=d(u1; I0). In course of the study of the case n=1, we have shown that
P(I1 ∩ I0 = ∅)6 3d2‘ : (4)
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We will now study the conditional probability that no two needles (Ij)j6m+1 intersect, given I1 (such
that I0 ∩ I1 = ∅). Denote by S1 (resp. S2) the subset of the points (uk)26k6m that are below (resp.
above) I1. Set nj =card Sj. Thus n1 + n2 =m− 1, and n1; n26m− 1. For j=1; 2; consider the set
Aj of needles, consisting of I1 and of the needles Ik such that uk is below (resp. above) I1. Consider
the event j deJned by the fact that no two needles of Aj intersect. Given I1, the events 1; 2 are
independent, so that
P1(1 ∩ 2)6P1(1)P1(2); (5)
where P1 is the conditional probability given I1. We will bound the right-hand side using the
induction hypothesis. For this we will need the following:
Lemma 3.3. (a) If uk ∈ S1; then d(uk ; I1)6d=2. (b) If uk ∈ S2; then d(uk ; I1)6− 2d=3.
Proof. (a) If uk ∈ S1, the y-coordinate of uk is d(uk ; I0)¿d, and the x-coordinate of uk di8ers from
that of u1 by at most ‘=3. The angle  of I1 with the horizontal satisJes |tan |6 2d=3‘, so that the
point of I1 with the same x-coordinate than uk is within distance d=2 of u1.
(b) The point of I1 with the same x-coordinate as uk has a y-coordinate ¿ 2d=3, so its distance
to uk is 6− 2d=3.
We now use the induction hypothesis:
P1(1)6
(
Bd
2‘n1
)n1
(6)
(if k =0, it is understood here and below that xk =1 even if x is a fraction with a zero denominator,
so that this bound is 1 if n1 = 0)
P1(2)6
(
B(− 2d=3)
‘n2
)n2
; (7)
so that, from (5)
P1(1 ∩ 2)6
(
Bd
2‘n1
)n1 (B(− 2d=3)
‘n2
)n2
and combining with (4), we see that the probability that no two needles intersect is bounded by
Q=
3d
2‘
(
Bd
2‘n1
)n1 (B(− 2d=3)
‘n2
)n2
=
9
4B
(
QB
‘
)m( 3
4n1
)n1 ( 1
n2
)n2
tn1+1(1− t)n2 ;
where t=2d=3. Now, for any 06 t6 1,
tn1+1(1− t)n26 (n1 + 1)
n1+1nn22
mm
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so that
Q6
(
QB
‘m
)m
U
where
U =
9
4B
(
3
4
)n1
(n1 + 1)
(
1 +
1
n1
)n1
:
Now,
sup
n1¿1
(
3
4
)n1
(n1 + 1)
(
1 +
1
n1
)n1
¡∞
so that we see that if B has been chosen large enough, we have U6 1, so that Q6 (QB=‘m)m,
Jnishing the induction argument, and the proof of Theorem 3.2.
Proof of Theorem 3.1. We use Theorem 3.2 conditionally upon I1 (that plays the role of I0 in
Theorem 3.2). If we denote by n1; n2 the number of points uk that are on each side of I1, respectively,
we have n1 + n2 = n. We get from Theorem 3.2 (since 6 ‘=3) that given I1, the probability that
no two needles intersect is at most(
B
3n1
)n1 ( B
3n2
)n2
=
(
B
3
)n 1
nn11 n
n2
2
: (8)
Setting t= n1=n; we have
nn11 n
n2
2 = n
n(tt(1− t)1−t)n¿
(n
2
)n
;
so that the right-hand side of (8) is at most (2B=3n)n.
4. The upper bound
The proof of the upper bound will not use the fact that the middle points of the needles are rather
uniformly spread. This is because, as the proof will show, even better bounds would be available if
we knew that these middle points were forming clusters.
We will prove the following:
Theorem 4.1. There exists a constant C with the following property: Consider a set U of N points
in the square [ − R; R]2; and assume R¿ ‘. Consider a needle with random orientation centered
at each point of U . Then; with probability ¿ 12 ; each disjoint subcollection of these needles has a
cardinal at most
Cmax
(
R2
‘2
;
√
NR
‘
)
:
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Before we prove this result, let us explain why it implies the upper bound in (1). With over-
whelming probability, the square [−R; R]2 contains at most 8R2 centers of random needles, so that,
with probability ¿ 13 , a disjoint collection of random needles centered in this square has cardinality
at most
3R2Cmax
(
1
‘2
;
√

‘
)
;
which proves the upper bound of (1).
Proof of Theorem 4.1. Let us divide R2 in squares of side ‘=5, so that any two points of such a
square are within distance ‘=3, and we will be able to apply Theorem 3.1 to any collection of points
contained in the same square. We denote by C the collection of squares that meet [ − R; R]2. For
R¿ ‘, we have crudely
p=: cardC6
400R2
‘2
(9)
because each square of C is contained in [− 2R; 2R]2.
Lemma 4.2. Consider a subset V of U; with cardV =M¿ 2p. Then the probability that any two
of a collection of random needles with middle points at the points of V do not intersect is at most
(4Ap=M)M ; where A is the constant of Theorem 3:1.
Proof. For each square C of C, let
nC =card(C ∩ V ):
The probability that any two of the random needles centered at the points of C ∩V do not intersect
is at most(
A
nC − 1
)nC−1
by Theorem 3.1. These events, as C varies, are independent, so that the probability of the event of
the lemma is at most
∏
C∈C
(
A
nC − 1
)nC−1
: (10)
This bound is very pessimistic, since it does not use the fact that needles from adjacent squares do
not intersect. Yet it will prove to be of the correct order.
The quantity (10) is
AM−p exp
∑
C∈C
(nC − 1) log(nC − 1) (11)
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since ∑
C∈C
(nC − 1)=M − cardC=M − p: (12)
The function x log x is convex, so that, using (12)
1
p
∑
C∈C
(nC − 1) log(nC − 1)¿
(
M
p
− 1
)
log
(
M
p
− 1
)
;
and thus, since we can assume A¿ 1, the quantity (11) is at most (since M=p¿ 2)
AM
(
1
M=p− 1
)M−p
6AM
(
2p
M
)M−p
=
(
2Ap
M
)M (M
2p
)p
: (13)
Now, x6 ex, so that (M=2p)p6 eM=26 2M . The result follows.
The number of possible choices of the subset V of U is(
N
M
)
6
(
eN
M
)M
:
Thus, the probability that there is a subset of U of cardinality M such that the corresponding
needles are disjoint is at most(
eN
M
)M (4Ap
M
)M
6
(
16ANp
M 2
)M
6
1
2
;
if M 2¿ 32ANp. Thus, with probability ¿ 12 , each disjoint family of needles has cardinality at most
max(2p;
√
32ANp);
which proves Theorem 4.1.
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