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Abstract
We argue that the Landau-Hall states provide a suitable framework for formulating the
Berezin-Toeplitz quantization of classical functions on a Ka¨hler phase space. We de-
rive the star-products for such functions in this framework and generalize the Berezin-
Toeplitz quantization to matrix-valued classical functions. We also comment on how
this is related to different calculations of the effective action for Hall systems.
1 Introduction
In constructing a physical theory, as the basic postulate wemust start with the full quan-
tum theory, obtaining the classical theory as a suitable approximation for certain regimes
of parameters. But the a priori deduction of the quantum version of the theory from
experimental data is quite difficult, mainly because we obtain data using classical ap-
paratus and hence our intuition is largely based on classical physics. So we have the
process of quantization whereby classical observables, i.e., functions on a phase space,
are mapped to self-adjoint operators on a Hilbert space. There are many quantization
approaches developed to deal with the inherent ambiguities associated with this map-
ping due to operator ordering issues, self-adjointness problems, etc. These include vari-
ous correspondence principles, geometric quantization, deformation quantization, etc.
The Berezin-Toeplitz quantization [1]-[4] is a procedure formapping a classical function
A(z, z¯) to an operator by defining the matrix elementsAij of the corresponding operator
Aˆ as
Aij =
∫
M
dV Ψ∗i A(z, z¯)Ψj (1)
HereM is a complex Ka¨hlermanifoldwith complex coordinates zα, z¯α. Ψi are a complete
set of coherent state wave functions onM satisfying a holomorphicity condition, and dV
is the volume element forM. The function A(z, z¯) is known as the contravariant symbol
for the operator Aˆ. As an example, if we consider a Ka¨hler manifold of the coset type
M = G/H for a compact Lie group G, with H being a suitable subgroup, the coherent
states are of the form
Ψk =
√
dimJ 〈J, k| g |J,w〉 (2)
where 〈J, k| g |J, l〉 denotes the (k, l)-matrix element of the group element g in a represen-
tation denoted as J . The state |J,w〉 is to be chosen as a state (or set of states) carrying a
specific representation ofH .
Equation (1) describes the transition from a classical function to an operator. The
converse question is to obtain a classical function given an operator. This is done by the
covariant symbol, which can be defined as
(A) = C
∑
k,l
Ψk AklΨ
∗
l (3)
where C is a factor depending on normalizations. For our example ofM = G/H , C =
(1/dimJ).
The contravariant and covariant symbols are not exact inverses in the sense that if
we start from A(z, z¯), construct Akl using (1) and then use (2), the (A) so obtained is not
A(z, z¯). The exact inverse process would be to identify a function A(z, z¯) such that (1)
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holds where we are givenAkl as the input information. The answer to this is the diagonal
coherent state representation [5].
There are a couple of questions which arise naturally given this layout of BT quanti-
zation. The first is: How do we define a star product which realizes the operator algebra
at the level of the contravariant symbols? Explicit formulae for the star product have
been obtained before (see [4] for a review), but we will argue that an easier approach in-
volves considering the coherent states as corresponding to the lowest Landau levels of a
quantum Hall problem [6]-[8]. This embedding of the problem in the larger framework
transforms it to a field theory problem and gives a simple way to write the star product1.
The second question we might ask is about the BT quantization of matrix-valued
classical functions. There are situations where such functions, with a noncommutative
matrix algebra, can arise already at the classical level. (Defining a classical field the-
ory with nonabelian symmetries on a noncommutative space would be one example.)
Framing this question as a Landau problem, we can give a definition and construct the
corresponding star product. The latter reduces to the matrix algebra at the lowest order,
as expected.
There is another somewhat nuanced issue on the physics side of things which is clari-
fied by this work. For the quantumHall states one can define an effective action in terms
of the external gauge fields which is obtained by integrating out the fermion fields [10].
This is standard procedure in the field theory and involves virtual transitions between
the lowest Landau level and the higher levels [11]. On the other hand, one can just con-
sider the subspace of states in the lowest Landau level and calculate an effective action
[6]. This would involve the use of covariant symbols for operators. The embedding of
BT quantization in the framework of the Landau problem shows that the first procedure
is identical to the use of the contravariant symbol, clarifying the relation between these
two approaches.
What is outlined in the previous three paragraphs summarize the key results of this
paper. As for the rest of this paper, in section 2, we consider the case of S2, construct the
star products and show consistencywith the expected asymptotic behavior. In section 3,
we do the analysis formatrix-valued functions. In the discussion,wemakemore specific
comments on the relevance to the calculation of the effective action for theHall problem.
1The Landau-Hall framework is close to the formulation of fuzzy spaces. For a discussion of BT quanti-
zation as applied to matrix models relevant for M-theory, see [9].
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2 Landau problem on S2
We consider the two-sphere S2 as a complex manifold CP1. It can also be considered
as SU(2)/U(1). This tells us that the Riemann curvature tensor of S2 takes values in the
Lie algebra of U(1) and that it is constant in a suitable choice of frames. One can then
consider an additional backgroundU(1) field which is proportional to the curvature and
hence is constant on S2. Such a field would be like the magnetic field of a magnetic
monopole sitting at the center if we consider the S2 as embedded in R3 in the usual way.
The Landau problem refers to the dynamics of a charged particle in such a background
field [12, 6]. It is described by the Hamiltonian
H = −D
2
2m
(4)
where Di is the covariant derivative on the sphere in the background of the constant
magnetic field, D2 being the covariant Laplacian. (m is the mass of the particle.) This
can be phrased in terms of the generators of the group SU(2). Translation operators on
the sphere in complex coordinates correspond to the group generators R±, which obey
the SU(2) Lie algebra relations
[R+, R−] = 2R3, [R3, R±] = ±R± (5)
where the third generator R3 corresponds to the U(1) generator. The Hamiltonian takes
the form
H =
R+R− +R−R+
4mr2
(6)
the identification beingD± = iR±/r. Here r is a scale factor corresponding to the radius
of the sphere. Since [D+,D−] = 2B, where B is the magnetic field, we see, by comparing
this to the commutator for R±, that we need R3 = −n/2 on the states of interest, where
n = 2Br2. The fact that nmust be an integer to obtain unitary representations of SU(2)
is just the standard Dirac quantization condition.
The eigenfunctions of the Hamiltonian are then easy to construct. Let g denote an el-
ement of the group SU(2) in the fundamental representation, as a 2×2matrix. Explicitly,
on a coordinate patch, we can parametrize g as
g =
1√
1 + z¯z
(
z¯ 1
−1 z
) (
eiϕ/2 0
0 e−iϕ/2
)
(7)
corresponding to complex coordinates z, z¯ for one coordinate patch on S2, they are the
coordinates defined by a stereographic projection of S2; ϕ is the angular parameter for
whichR3 is the translation operator.
We can define the left and right action of the group generators on g by
La g = ta g, Ra g = g ta, a = 1, 2, 3, (8)
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where ta =
1
2σa, σa being the Pauli matrices. The eigenfunctions of the Hamiltonian can
be obtained in terms of the representative of g in an arbitrary representation where the
eigenvalue for the action ofR3 is fixed to be−n2 . Explicitly, they are given by
Ψ
(q)
k =
√
n+ 2q + 1D
(q)
k,−n
2
D
(q)
k,−n
2
= 〈n2 + q, k| gˆ |n2 + q,−n2 〉 (9)
in terms of the standard notation for SU(2) eigenstates as |j,m〉. Here j = n2 + q; q is
a positive semi-definite integer taking values 0, 1, 2, etc., corresponding to the various
energy levels. These wave functions are L2-normalized with the standard Haar measure
on the group, ∫
dµΨ
(q)∗
k Ψ
(q)
l = δkl (10)
where dµ is the volume element for the group. For these states, it is also easy to see that
R+R−Ψ
(q)
k = (R
2 −R23 +R3)Ψ(q)k = (qn+ q(q + 1))Ψ(q)k (11)
Notice that the group generators La for the left action defined by (8) commute with the
Hamiltonian and so the states in (9) are degenerate for all values of k for a given j = n2+q.
The degeneracy is therefore 2j + 1 = n+ 2q + 1, for a given q. Wemay also note thatΨ
(q)
k
are not, properly speaking, functions on S2, since they have a nontrivial transformation
underR3. They are sections of a U(1)-bundle over S
2.
It is useful to look at the lowest states in some detail. These correspond to q = 0, so
−n2 is the lowest possible value form, in the |j,m〉 notation, since j = n2 . We thus have
R−Ψ
(0)
k = 0 (12)
This is a holomorphicity condition on the lowest set of eigenfunctions, corresponding
to q = 0. We may regard Ψ
(0)
k as wave functions corresponding to coherent states for
the two-sphere. They can be obtained by straightforward geometric quantization of the
canonical structure [13]
Ω = nω =
n
2
[−iTr(σ3g−1dg g−1dg)] (13)
Here ω is the Ka¨hler two-form on S2 = SU(2)/U(1). Thus Ψ
(0)
k correspond to sections of
the n-th power of the canonical line bundle of SU(2)/U(1). These lowest levels could be
obtained, via geometric quantization of (13), without the need for the full set of eigen-
functions for the Hamiltonian (6). They form an orthonormal basis for a Hilbert space
H0 of dimension n+ 1.
The Hilbert space H0 is the space of interest for us. Given a function A(z, z¯) on the
classical phase spaceS2, we can define an operator Aˆ acting onH0 by itsmatrix elements
as
Akl ≡ 〈k| Aˆ |l〉 =
∫
dµΨ
(0)∗
k A(z, z¯)Ψ
(0)
l (14)
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This correspondence of assigning an operator to the function A(z, z¯) is the Berezin-
Toeplitz (BT) quantization of A(z, z¯). If Aˆ is taken as the given quantity, the function
A(z, z¯) which leads to it via (14) is referred to as the contravariant symbol for Aˆ. Start-
ing from the operator, one can also define a covariant symbol which is a function on the
phase space S2, given by
(A) = D
(0)
k,−n
2
AklD
(0)∗
l,−n
2
(15)
Notice that the group elements are used in this definition, not the correctly normalized
wave functions.
The contravariant and covariant symbols are converses of each other albeit in a qual-
ified sense: In the first case we start with the function A(z, z¯) on S2 and define the asso-
ciated operator via (14). In the second case, we start with the matrix elements of the
operator and define a function, namely (A), on S2. If we start from A(z, z¯) and define
the operator and take its covariant symbol, in general, we do not get back the function
A(z, z¯). The map A(z, z¯) → (A) is the Berezin transform [4]. We will see shortly that as
n→∞, (A) becomes the same asA(z, z¯).
The construction of star products for the covariant symbol is fairly simple [6, 8]. The
symbol for the product of two operators, say A andB, is, by definition,
(AB) = D
(0)
k,−n
2
AklBlpD
(0)∗
p,−n
2
(16)
We can insert δml = D
(0)∗
m,r D
(0)
l,r into this expression and simplify it as follows.
(AB) = D
(0)
k,−n
2
AkmD
(0)∗
m,r D
(0)
l,r BlpD
(0)∗
p,−n
2
= D
(0)
k,−n
2
AkmD
(0)∗
m,−n
2
D
(0)
l,−n
2
BlpD
(0)∗
p,−n
2
+D
(0)
k,−n
2
AkmD
(0)∗
m,−n
2
+1D
(0)
l,−n
2
+1BlpD
(0)∗
p,−n
2
+ · · ·
= (A)(B)− 1
n
D
(0)
k,−n
2
AkmR−D
(0)∗
m,−n
2
R+D
(0)
l,−n
2
BlpD
(0)∗
p,−n
2
+ · · ·
= (A)(B)− 1
n
R−(A)R+(B) + · · ·
= (A) ∗ (B) (17)
where we have used
D
(0)
l,−n
2
+1 =
1√
n
R+D
(0)
l,−n
2
, D
(0)∗
m,−n
2
+1 = −
1√
n
R−D
(0)∗
m,−n
2
(18)
We have also used the fact that, sinceR−D
(0)
k,−n
2
= 0, we can write
D
(0)
k,−n
2
AkmR−D
(0)∗
m,−n
2
= R−
(
D
(0)
k,−n
2
AkmD
(0)∗
m,−n
2
)
= R−(A) (19)
with a similar simplification for the symbol forB. It is clear that the higher terms in (17)
can be simplified in a similar way andwritten in terms ofRs−(A)R
s
+(B) for s > 1. For the
covariant symbol as we have defined it, the series terminates, for finite n.
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The construction of a star product for the contravariant symbol is more involved.
Here the question is to find a product of the classical functions A(z, z¯) and B(z, z¯) such
that the BT quantization of the product gives the product of the operators. The product
of the BT quantized operators is given by
AklBlm =
∫
dµΨ
(0)∗
k A(z, z¯)Ψ
(0)
l
∫
dµ′Ψ
(0)∗
l B(z
′, z¯′)Ψ(0)m
=
∫
dµdµ′ Ψ
(0)∗
k A(z, z¯)P
(0)(g, g′)B(z′, z¯′)Ψ(0)m (20)
where P (0)(g, g′) is the projection operator for the lowest Landau level,
P (0)(g, g′) =
∑
l
Ψ
(0)
l (g)Ψ
(0)∗
l (g
′) (21)
We denote the arguments as g and g′ for brevity, although P (0) is defined on the coset
SU(2)/U(1), i.e., independent of the U(1) angle ϕ. If we consider similar projection op-
erators to the higher levels, we have, by completeness of all the eigenstates of the Hamil-
tonian (4),
δ(g, g′) =
∑
Ψ
(q)
k (g)Ψ
(q)∗
k (g
′) =
∑
q
P (q)(g, g′) = P (0)(g, g′) + P (1)(g, g′) + · · · (22)
Our strategywill be towriteP (0)(g, g′) in termsof δ(g, g′) andderivatives actingon δ(g, g′).
Notice that the action ofR+R− on P
(0)(g, g′) is zero, due to (12). We also have the result
R+R−Ψ
(q)
k (g) =
(
qn+ q(q + 1)
)
Ψ
(q)
k (g) (23)
Using this result, we can eliminate P (1)(g, g′) from (22) and write
δ(g, g′)− 1
(n+ 2)
R+R−δ(g, g
′) = P (0)(g, g′) +
∞∑
q=2
[
1− qn+ q(q + 1)
(n+ 2)
]
P (q)(g, g′) (24)
If we use this result for P (0)(g, g′) in (20) we can write A(z, z¯)P (0)(g, g′)B(z′, z¯′) in terms
of A(z, z¯)B(z′, z¯′) and products of derivatives of these functions, as we would expect for
a star product. This is the basic idea. To carry this out to higher orders, we need to
eliminate P (q), q ≥ 2, at least recursively. Therefore, more generally, we start by writing
P (0) as
P (0)(g, g′) =
[
1 +
∑
s
csR
s
+R
s
−
]
δ(g, g′) (25)
for some constant coefficients cs. The key property we need is that R
s
−Ψ
(q)
k (g) = 0 for
s > q, so we can recursively define the coefficients cs to eliminate the contribution of the
higher levels in δ(g, g′) =
∑
Ψ
(q)
k (g)Ψ
(q)∗
k (g
′). The conditions we need are
[
1 +
q∑
s=1
csR
s
+R
s
−
]
Ψ
(q)
k (g) = 0 (26)
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It is easy to work out the action ofRs+R
s
− on the wave functions,
Rs+R
s
−Ψ
(q)
k (g) =
[
s∏
1
f(q, s)
]
Ψ
(q)
k (g)
f(q, s) = [n(q − s+ 1) + q(q + 1)− s(s− 1)] (27)
One can recursively calculate cs. The lowest two coefficients are
c1 = − 1
f(1, 1)
= − 1
(n+ 2)
, c2 =
1
f(2, 2)
(
1
f(1, 1)
− 1
f(2, 1)
)
=
1
2(n + 2)(n + 3)
(28)
Using (25) in (20), we get
AklBlm =
∫
dµdµ′ Ψ
(0)∗
k A(z, z¯)P
(0)(g, g′)B(z′, z¯′)Ψ(0)m
=
∫
dµ Ψ
(0)∗
k A(z, z¯)
[
1 +
∑
s
csR
s
+R
s
−
]
B(z′, z¯′)Ψ(0)m
=
∫
dµΨ
(0)∗
k A(z, z¯)B(z, z¯)Ψ
(0)
m
+
∫
dµ
∑
s
(−1)scs
(
Rs+Ψ
(0)∗
k A(z, z¯)
)(
Rs−B(z
′, z¯′)Ψ(0)m
)
=
∫
dµΨ
(0)∗
k A(z, z¯)B(z, z¯)Ψ
(0)
m
+
∫
dµ
∑
s
(−1)scsΨ(0)∗k
(
Rs+A(z, z¯)
)(
Rs−B(z
′, z¯′)
)
Ψ(0)m
=
∫
dµΨ
(0)∗
k
[
A(z, z¯) ∗B(z, z¯)]Ψ(0)m (29)
A(z, z¯) ∗B(z, z¯) = A(z, z¯)B(z, z¯) +
∞∑
s=1
(−1)scs
(
Rs+A(z, z¯)
)(
Rs−B(z
′, z¯′)
)
(30)
In (29), in the second step, we did integration by parts to move Rs+ to act on Ψ
(0)∗
k A(z, z¯)
and then used the fact that R+Ψ
(0)∗
k = 0. In this way we are able to isolate the product
of functions which, upon BT quantization, reproduces the operator product. Notice that
this is an infinite series even for finite n, unlike the star product we defined on the co-
variant symbols. The first two terms of this star product can be written out, using (28),
as
A ∗B = AB + 1
(n+ 2)
(R+A) (R−B) +
1
2(n+ 2)(n + 3)
(R2+A) (R
2
−B) + · · · (31)
This star product is different from what we found for the covariant symbol. This is to be
expected since the covariant symbol is different from the contravariant symbol. How-
ever, notice that, in the large n limit,
(A) ∗ (B)− (B) ∗ (A) = 1
n
[R+(A)R−(B)−R−(A).R+(B)] +O(1/n2)
8
= A ∗B −B ∗ A+O(1/n2) (32)
The Poisson bracket is recovered for the star commutator for both cases in the large n
limit.
We now return to the relation between the contravariant and covariant symbols. The
Berezin transform for A is given by
(A) = D
(0)
k,−n
2
[∫
dµ′Ψ(0)∗(g′)A(z′, z¯′)Ψ
(0)
l (g
′)
]
D
(0)∗
l,−n
2
=
∫
dµ′ P (0)(g, g′)A(z′, z¯′)D
(0)
k,−n
2
(g′)D
(0)∗
k,−n
2
(g)
= A(z, z¯) +
∑
s
csR
s
+R
s
−
(
AD
(0)
k,−n
2
(g)
)
D
(0)∗
k,−n
2
(g)
= A(z, z¯) +
∑
s
csR
s
+
(
(Rs−A)D
(0)
k,−n
2
(g)
)
D
(0)∗
k,−n
2
(g)
= A(z, z¯) +
∑
s
cs(R
s
+R
s
−A)D
(0)
k,−n
2
(g)D
(0)∗
k,−n
2
(g)
= A(z, z¯) +
∑
s
cs(R
s
+R
s
−A) (33)
We have used (25) to obtain the third line of this equation, andR−D
(0)
k,−n
2
(g) = 0 to move
to the fourth line. Further, we haveD
(0)
k,−n
2
(g)D
(0)∗
k,−n
2
(g) = 1 by the group property and
∑
k
[
Rs+D
(0)
k,−n
2
(g)
]
D
(0)∗
k,−n
2
(g) ∼ D(0)k,−n
2
+s(g)D
(0)∗
k,−n
2
(g) ∼ 〈−n2 | − n2 + s〉 = 0 (34)
This was used in the last two steps. We see that, in the large n limit, the two symbols will
coincide. Further,
(A) = A− 1
(n+ 2)
R+R−A+ · · ·
= A+
1
(n+ 2)
∆A+ · · · (35)
where ∆ is the Laplace operator on S2. This result is consistent with the theorem of
Karabegov and Schlichenmaier, quoted as theorem 7.2 in [4], although our derivation is
very different.
3 BT quantization formatrix-valued functions
In the last section, the wave functions we used were those for the Landau problem on
S2 with an Abelian U(1) background field. In other words, they were sections of an ap-
propriate line bundle. The lowest set of such wave functions, which were sections of a
9
holomorphic line bundle, were then used to define the BT quantization of a function on
S2. Generalizing, we can use the sections of a suitably chosen vector bundle to define
the BT quantization of a matrix-valued function. Naturally, this will mean using a back-
ground field corresponding to a nonabelian groupH , the wave functions being those of
a particle transforming nontrivially according to some representation of H [6]. We will
now work out an example of how this can be done using CP2 = SU(3)/U(2) as the man-
ifold of interest. The group translation operators can be separated into Ra, a = 1, 2, 3,
which are generators of SU(2) ∈ U(2) ∈ SU(3),R8 which is the generator forU(1) ∈ U(2)
and the remaining coset generatorsR+i, R−i, i = 1, 2. The last setR±i are the translation
generators for CP2, with the Hamiltonian taken as
H =
R+iR−i
2mr2
(36)
The eigenfunctions are given by
ΨA;a = C 〈A| gˆ |α〉 (37)
C is a normalization constant, we will discuss this below. The indexA labels states in the
SU(3) representation to be specified by the choice of |α〉. We will consider a combina-
tion of U(1) and SU(2) background fields. Thus the state |α〉 must be chosen so that it
transforms according to the required representation of SU(2) (equivalent to specifying
the SU(2) charges) and also carries the required U(1) charge. This means
Ra |α〉 = (Ta)αβ |β〉
R8 |α〉 = − n√
3
|α〉 (38)
(Ta)αβ are the chargematrices for the coupling of the particle to the constantSU(2) back-
ground field. In the tensor notation TPQ for SU(3) representationswith P up-indices and
Q down-indices (where each index can take values 1, 2, 3), the possible choices for the
states |α〉 are then of the form
|α〉 = |P ;Q〉 = |33 · · · 3; 33 · · · 3; i1 · · · il〉 (39)
This corresponds to q down-indicesall set to 3, with an additional l indices, each ofwhich
can take values 1, 2 corresponding to the SU(2) spinors. There are also n− (l/2) + q up-
indices all set to 3. Thus this state transforms as the spin-l/2 representation of SU(2),
i.e., (Ta)αβ are (l + 1)× (l + 1)matrices, and has the R8 value
R8 |33 · · · 3; 33 · · · 3; i1 · · · il〉 = − 1√
3
(n− 12 l + q) +
1√
3
q − l
2
√
3
= − n√
3
(40)
as required in (38). Notice that l should be an even integer, to get an integer number
of up-indices, so that we must have integer spin representations for SU(2). (Ultimately,
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this is related to the fact that CP2 does not admit a spin structure.) The eigenvalues of
R+iR−i are given by
R+iR−iΨ
(q)
A;α =
[
C2(SU(3)) − C2(SU(2) −R28 +
√
3R8
]
Ψ
(q)
A;α
=
[
qn+ q(q + 2 + 12 l)
]
Ψ
(q)
A;α (41)
The lowest state corresponding to q = 0 obeys the holomorphicity conditionR−iΨ
(0)
A;α =
0. The degeneracy of the states as given by the dimension of the representation is
N =
1
2
(
n+ q + 1− l
2
)
(q + l + 1)
(
n+ 2q +
l
2
+ 2
)
(42)
We now consider the normalization of these states. Wave functions such as (37) arise
for fields which carry the spin- l2 representation of SU(2), so that it can be coupled to the
appropriate SU(2) background. Denoting such a field by φα, the action for the field may
be taken as
S =
∫
dtdµ
[
iφ∗α
∂φα
∂t
− φαHαβφβ
]
(43)
The appropriate normalization for the one-particle wave functions should thus be∫
dµΨ
(q)∗
A;αΨ
(q′)
B;α = δABδ
qq′ (44)
(There is summation over α in this equation.) With the standard orthogonality relation
for group elements in arbitrary representations, the normalized wave functions are
Ψ
(q)
A;α =
√
N
l + 1
〈A| gˆ |α〉 (45)
The completeness relation for these states is∑
q,A
Ψ
(q)
A;α(g)Ψ
(q)∗
A;β (g
′) = δ(g, g′) δαβ (46)
We are now in a position to write down the BT quantization of a matrix-valued func-
tion Aαβ as
ACD =
∫
dµΨ
(0)∗
C;α(g)Aαβ Ψ
(0)
D;β(g) (47)
The integrand should be a function defined on CP2 and hence invariant under the U(2)
subgroup for the integral to be nonzero. Thismeans that the nontrivial transformationof
Ψ
(0)∗
C;α(g) and Ψ
(0)
D;β(g) should be compensated by a suitable transformation of Aαβ . Thus
strictly speaking, already at the classical level, we are not considering matrix-valued
functions, but sections of a suitable vector bundle.
The product of two operators defined as in (47) is given by
(AB)CF = ACDBDF =
∫
dµdµ′Ψ
(0)∗
C;α(g)Aαβ(g)Ψ
(0)
D;β(g)Ψ
(0)∗
D;γ (g
′)Bγδ(g
′)Ψ
(0)
F ;δ(g
′)
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=∫
dµdµ′Ψ
(0)∗
C;α(g)Aαβ(g)P
(0)
β;γ(g, g
′)Bγδ(g
′)Ψ
(0)
F ;δ(g
′) (48)
P
(0)
β;γ(g, g
′) =
∑
D
Ψ
(0)
D;β(g)Ψ
(0)∗
D;γ (g
′) (49)
As in the case of S2, we will now write this projection operator in terms of the Dirac
δ-function as
P
(0)
β;γ(g, g
′) =
[
δβγ +
∑
s
cs(R+i1R+i2 · · ·R+is R−isR−is−1 · · ·R−i1)βγ
]
δ(g, g′) (50)
Acting onΨ
(q)
B;γ(g
′) and integrating over g′, we see that cs should obey the conditions
Ψ
(q)
B;β(g) +
q∑
s=1
cs(R+i1R+i2 · · ·R+is R−isR−is−1 · · ·R−i1)βγΨ(q)B;γ(g) = 0 (51)
To make this more concrete, we need to evaluate the coefficient of cs. It can be done
recursively, with the result
∑
s
cs(R+i1R+i2 · · ·R+is R−isR−is−1 · · ·R−i1)βγΨ(q)B;γ(g) =
s∏
k=1
h(q, k)Ψ
(q)
B;β(g) (52)
where
h(q, k) = (q − k + 1)(n + q + k + 1 + (l/2)) (53)
Thus the coefficients cs are determined by
1 +
q∑
s=1
cs
s∏
k=1
h(q, k) = 0 (54)
With the expansion (50) for the projection operator, we find
(AB)CF =
∫
dµdµ′Ψ
(0)∗
C;α(g)Aαβ(g)
[
δβγδ(g, g
′)
+
∑
s
cs(R+i1R+i2 · · ·R+is R−isR−is−1 · · ·R−i1)βγδ(g, g′)
]
Bγδ(g
′)Ψ
(0)
F ;δ(g
′)
=
∫
dµΨ
(0)∗
C;α(g) [A ∗B]αβ Ψ(0)F ;β(g) (55)
We can now read off the star-product from this equation as
[A ∗B]αβ = AαγBγβ
+
∑
s
(−1)scs (R+isR+is−1 · · ·R+i1A)αγ (R−isR−is−1 · · ·R−i1B)γβ (56)
As before we have done integrations by parts to move the R+s to act on A, and used the
fact that R−iΨ
(0)
F ;δ = 0, R+iΨ
(0)∗
C;α = 0. Since A and B are defined on G = SU(3), i.e., they
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carry nonzero charges under U(2), the action of R±i should be considered as covariant
derivatives.
It is straightforward to solve (54) using (53) to write the coefficients cs for some low
values of s, as we did for the two-sphere. For q = 1, 2, we can write out (54) as
1 + c1 h(1, 1) = 0
1 + c1 h(2, 1) + c2 h(2, 1)h(2, 2) = 0 (57)
where the relevant h(q, k) are given as
h(1, 1) = (n + 3 + 12 l), h(2, 1) = 2(n+ 4 +
1
2 l), h(2, 2) = (n+ 5 +
1
2 l) (58)
The star-product from(56) can thus be written more explicitly as
[A ∗B]αβ = AαγBγβ +
1
(n+ 3 + 12 l)
(R+iA)αγ (R−iB)γβ
+
1
2(n+ 3 + 12 l)(n+ 4 +
1
2 l)
(R+iR+jA)αγ (R−jR−iB)γβ + · · · (59)
Once again, it is useful to see how this differs fromwhat is obtained for the covariant
symbol. The latter is defined from the matrix elements of the operator as
(A)αβ =
∑
C,D
D
(0)
C;α(g)ACD D
(0)∗
D;α(g) (60)
Using (47), we can now write
(A)αβ =
∑
C,D
D
(0)
C;α(g)
[∫
dµ′Ψ
(0)
C;γ(g
′)Aγδ(g
′)Ψ
(0)
D;δ(g
′)
]
D
(0)∗
D;α(g)
=
∫
dµ′ P (0)α;γ(g, g
′)Aγδ(g
′)D
(0)
D;δ(g
′)D
(0)∗
D;α(g)
= Aαβ(g) +
∑
s
cs(R+i1R+i2 · · ·R+is R−isR−is−1 · · ·R−i1)αγ Aγβ
= Aαβ(g)− 1
(n+ 3 + 12 l)
(R+iR−iA)αβ + · · · (61)
where we have used (50) and the results
R−iD
(0)
D;δ(g) = 0,
[
R+i1R+i2 · · ·R+is D(0)D;δ(g)
]
D
(0)∗
D;α(g) = 0 (62)
for reasons similar to what was stated after (34). We see that the covariant and con-
travariant symbols agree in the large n limit. Equation (61) is our matrix generalization
of the theorem 7.2 in [4].
The star-product for the covariant symbols was obtained in [6] as
(A)αγ ∗ (B)γβ =
(
(A)αγ (B)γβ − 1
n
R−i(A)αγ R+i(B)γβ
)
+O
(
1
n2
)
(63)
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The star-commutators for the contravariant symbols can be obtained from (59) as
[A ∗B −B ∗ A]αβ = [AB −BA]αβ
+
1
n
[
(R+iA)αγ (R−iB)γβ − (R+iB)αγ (R−iA)γβ
]
+ · · · (64)
The analogous commutator for the covariant symbols is given by (63) as
[(A) ∗ (B)− (B) ∗ (A)]αβ = [(A) (B)− (B) (A)]αβ
− 1
n
[
R−i(A)αγ R+i(B)γβ −R−i(B)αγ R+i(A)γβ
]
+ · · · (65)
There is a difference of the ordering of the matrix products in the second term, so these
are not identical even to first order in 1/n.
4 The one-particle field theory
The BT quantization emerges in a completely natural way when we try to quantize a
single-particle problem in the language of quantumfield theory and then restrict to one,
say the lowest, level. Degeneracy of this level is important to obtain the matrix struc-
ture of the operator, and holomorphicity of the one-particle wave functions for this level
is important for constructing the star-products. Thus effectively a suitable version of
the Landau problem becomes the paradigm for BT quantization. We have alreadymen-
tioned the action for the field theory for this case, namely, (43). The field operators may
be expanded in terms of eigenfunctions of the Hamiltonian as
φα =
∑
C
a
(0)
C Ψ
(0)
C;α +
∑
C′;q=1
a
(q)
C′ Ψ
(q)
C′;α
φ†α =
∑
C
a
(0)†
C Ψ
(0)∗
C;α +
∑
C′;q=1
a
(q)†
C′ Ψ
(q)∗
C′;α (66)
where the second set of terms refers to the higher energy levels. a
(q)
C , a
(q)†
C are the annihi-
lation and creation operators for the particle represented by φα.
Now consider a one-particle operator B˜, which can be lifted to the field theory as
Bˆ =
∫
dV φ† B˜ φ (67)
B˜ is, in general, a function of the coordinates, but it may contain derivatives as well.
Using the mode expansion for the fields, the operator Bˆ takes the form
Bˆ =
∑
k,l
a
(0)†
C BCD a
(0)
D +
∑
(q,q′)6=(0,0);C,D
∫
dV Ψ
(q)∗
C B˜Ψ
(q′)
D a
(q)†
C a
(q′)
D
BCD =
∫
dV Ψ
(0)∗
C B˜Ψ
(0)
D (68)
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(Here we are using the simpler case of an Abelian background field to illustrate the main
point.) If we consider dynamics restricted to the lowest level, i.e., higher levels with
(q, q′) 6= (0, 0) are unoccupied, a(q)C will annihilate the relevant set of states and Bˆ ef-
fectively reduces to the first term. Further, if the wave functionsΨ
(0)
C for the lowest level
define coherent states, derivatives appearing in B˜ can be replaced in terms of conjugates
of the holomorphic coordinates. Thus Bkl takes the form
BCD =
∫
dV Ψ
(0)∗
C B(z, z¯)Ψ
(0)
D (69)
for some function B(z, z¯) on M. We now see that, for one-particle states restricted to
the lowest level, the matrix elements of the field theory operator Bˆ are given by Bkl as
in (69) or as in (1). Thus we get to the BT quantization of a function B(z, z¯) onM from
the field theory defined by (43). Although we illustrated this relation with the Abelian
background, it is clear that a similar result will hold for a matrix-valued one-particle
operator B˜αβ and a correspondingmatrix-valued functionBαβ(z, z¯).
The one-particle quantummechanical calculation of the effective action in [11] uses
the single-particle sector of the field theory we have outlined. From what is said above,
this is equivalent to using the BT quantization for operators restricted to the lowest Lan-
dau level, with the star-product as in (31). The effective action calculations in [6] uses
the covariant symbol and the star-product as in (17).
I thank Dimitra Karabali for a careful reading of the manuscript and for useful com-
ments. This research was supported in part by the U.S. National Science Foundation
grant PHY-1820721 and by PSC-CUNY awards.
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