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Практическая работа № 1 
ПРОВЕРКА ОДНОРОДНОСТИ РЕЗУЛЬТАТОВ 
ЭКСПЕРИМЕНТОВ 
 
Цель работы: изучение основных методов проверки однородно-





В процессе обработки экспериментальных данных следует ис-
ключить грубые ошибки ряда. Известно несколько методов опреде-
ления грубых ошибок статистического ряда.  
Правило трех сигм – разброс случайных величин от среднего 
значения не должен превышать значения трех среднеквадратичных 
отклонений: 
 
min,max 3σ .x x   (1.1) 
 
Метод доверительного интервала.  




























где xmax, xmin – наибольшее и наименьшее значения из N измерений; 


















В табл. 1.1 приведены максимальные значения max, возникающие 
вследствие статистического разброса, в зависимости от доверитель-




Критерий появления грубых ошибок max 
 
N 
max при рд N 
max при рд 
0,90 0,95 0,99 0,90 0,95 0,99 
3 1,41 1,41 1,41 15 2,33 2,49 2,80 
4 1,64 1,69 1,72 16 2,35 2,52 2,84 
5 1,79 1,87 1,96 17 2,38 2,55 2,87 
6 1,89 2,00 2,13 18 2,40 2,58 2,90 
7 1,97 2,09 2,26 19 2,43 2,60 2,93 
8 3,04 2,17 2,37 20 2,45 2 62 2,96 
9 2,10 2,24 2,46 25 2,54 2,72 3,07 
10 2,15 2,29 2,54 30 2,61 2,79 3,16 
11 2,19 2,34 2,61 35 2,67 2,85 3,22 
12 2,23 2,39 2,66 40 2,72 2,90 3.28 
13 2,26 2,43 2,71 45 2,76 2,95 3,33 
14 2,30 2,46 2,76 50 2,80 2,99 3,37 
 
Если 1 > mах, то значение xmах необходимо исключить из ряда как 
грубую погрешность; при 2 > mах исключается величина xmin. После 
исключения грубых ошибок определяют новые значения x и . 
Метод критерия В. И. Романовского.  
Выбрав доверительную вероятность рд, по табл. 1.2, в зависимо-
сти от N, определяют коэффициент q. 
Вычисляют предельно допустимую абсолютную ошибку отдель-
ного измерения 
 
пр .q    (1.5) 
 










0,95 0,98 0,99 0,995 
5 3,04 4,10 5,04 9,43 
6 2,78 3,64 4,36 7,41 
7 2,62 3,36 3,96 6,37 
8 2,51 3,18 3,71 5,73 
9 2,43 3,05 3,54 5,31 
10 2,37 2,96 3,41 5,01 
12 2,29 2,83 3,23 4,62 
14 2,24 2,74 3,12 4,37 
16 2,20 2,68 3,04 4,20 
18 2,17 2,64 3,00 4,07 
20 2,15 2,60 2,93 3,98 
 
Порядок выполнения работы 
 
1. Значения экспериментальных измерений взять из табл. 1.3 со-




Варианты исходных данных 
 
№ варианта  
1 2 3 4 5 6 7 8 9 10
16,90 0,42 0,47 0,43 1,32 1,14 112,49 0,66 1,51 6,94 
17,74 0,61 0,56 0,42 1,24 1,08 105,80 0,56 1,34 8,14 
20,56 0,46 0,49 0,48 1,23 1,18 108,92 0,43 1,36 7,00 
16,42 0,51 0,55 0,43 1,06 1,51 136,19 0,54 0,94 7,52 
15,70 0,66 0,55 0,61 1,12 1,45 130,16 0,54 1,39 7,71 
20,62 0,52 0,68 0,43 0,97 1,30 129,32 0,62 0,97 10,55 
19,14 0,59 0,49 0,67 0,95 1,31 109,49 0,66 1,30 6,47 
7 
Окончание табл. 1.3 
 
№ варианта  
1 2 3 4 5 6 7 8 9 10
16,62 0,65 0,61 0,61 1,05 1,37 137,51 0,58 1,27 6,43 
17,93 0,45 0,48 0,65 1,09 1,15 83,17 0,48 1,41 9,18 
18,03 0,50 0,62 0,42 0,96 1,28 135,27 0,50 1,05 7,03 
19,25 0,68 0,40 0,65 1,41 1,46 89,83 0,47 1,44 6,74 
19,77 0,53 0,57 0,68 1,36 1,36 104,92 0,56 0,96 6,13 
18,58 0,66 0,49 0,41 1,19 1,30 84,67 0,67 1,19 5,04 
20,84 0,44 0,54 0,50 1,25 1,15 83,72 0,61 1,21 6,00 
20,68 0,39 0,68 0,66 1,21 1,17 124,64 0,51 1,44 9,12 
17,03 0,46 0,58 0,53 1,36 1,38 114,08 0,56 1,08 8,10 
21,31 0,52 0,48 0,55 0,99 1,16 134,81 0,56 1,14 10,86 
14,27 0,63 0,54 0,59 1,18 1,35 126,11 0,49 1,14 4,15 
17,71 0,58 0,48 0,68 1,42 1,32 136,23 0,48 1,15 7,35 
20,68 0,63 0,48 0,46 1,44 1,06 115,05 0,42 0,94 8,96 
 
2. Определить среднеквадратическое отклонение . 
3. Проверить выборку на наличие грубых ошибок с помощью: 
– правила 3; 
– критерия max; 
– критерия Романовского q; 













Практическая работа № 2 
НОРМАЛЬНЫЙ ЗАКОН РАСПРЕДЕЛЕНИЯ В ЗАДАЧАХ 
ТЕХНИЧЕСКОЙ ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик и особенностей 
применения нормального распределения случайных величин в за-




Нормальное распределение, называемое также законом Гаусса, 
широко применяется при исследовании эффективности функцио-
нирования транспортных средств. 
Имея выборку из случайных величин (СВ), установить матема-
тический закон, которому подчиняются эти СВ, можно путем про-
верки правдоподобности гипотезы о принадлежности СВ к одному 
из законов. 
Рассмотрим данную методику на примере использования нор-
мального распределения. 
Имеется статистический ряд СВ наработки до отказа подвески 
автомобиля МАЗ: Lmax = 80 000 км, Lmin = 40 000 км. Зафиксировано  
N = 400 наблюдений. 
1. Группируем значения в 10 интервалах (k = 10). 









1 2 3 4 5 6 7 8 9 10 
1 
Границы интервалов 
40 44 48 52 56 60 64 68 72 76 
44 48 52 56 60 64 68 72 76 80 
2 
Опытное количество попаданий СВ в интервал ni
* 
8 16 36 48 60 72 65 50 35 10 
3 
Опытные частоты mi 
0,02 0,04 0,09 0,12 0,15 0,18 0,16 0,13 0,09 0,03 
4 
Статистическая функция распределения F(x) 
0,02 0,06 0,15 0,27 0,42 0,60 0,76 0,89 0,98 1,01 
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1 2 3 4 5 6 7 8 9 10 
5 
Теоретические вероятности попадания случайной величины Pi 
0,023 0,042 0,08 0,126 0,165 0,178 0,156 0,113 0,104 0,013
6 
Теоретическое количество попаданий СВ в интервал ni
9,2 16,8 30,6 49,6 64,8 69,4 61,6 45,2 27,2 17,2 
7 
Слагаемые критерия Пирсона 
0,21 0,01 0,95 0,05 0,36 0,1 0,18 0,51 2,24 3,01 
 
3. Определяем число попаданий опытных точек в каждый интер-
вал *in  (строка № 2 табл. 2.1). 
4. Вычисляем опытные частоты попадания СВ в каждом из ин-







  (2.1) 
 
5. На основании вычисленных данных строим гистограмму рас-




Рис. 2.1. Гистограмма распределения опытных частот попадания СВ в интервалах 
10 
Сравнивая внешний вид теоретической кривой с гистограммой 
экспериментальных данных, выдвигаем гипотезу о нормальном рас-
пределении СВ. 
6. Вычисляем статистическую функцию распределения для F(x) 
(строка № 4 табл. 2.1). 
7. Вычисляем общее статистическое математическое ожидание 








M x k m

  (2.2) 
 
8. Вычисляем статистическую дисперсию: 
 






D x k m M x

  (2.3) 
 
Несмещенное значение среднеквадратического отклонения: 
 









9. Вычисляем с помощью табличной функции Лапласа теорети-
ческие вероятности показания СВ в интервале (табл. 2.2) (строка № 5 
табл. 2.1): 
 






b M x a M x
P a x b
     
                
 (2.5) 
 
где а и b – значения начала и конца интервалов центрированной СВ 









Значения функции распределения Лапласа Ф0(t) нормального закона 
для нормированной и центрированной СВ 
 
t 
Сотые доли t 
0 1 2 3 4 5 6 7 8 9 
0,0 398 398 398 398 398 398 398 398 397 397 
0,1 397 396 396 395 395 394 393 393 392 391 
0,2 391 390 389 388 387 386 385 384 383 382 
0,3 381 380 379 377 376 375 373 372 171 369 
0,4 368 366 365 363 362 360 358 357 355 353 
0,5 352 350 348 346 344 342 341 339 337 335 
0,7 333 331 329 327 325 323 320 318 316 314 
0,8 312 310 307 305 303 301 298 296 294 292 
0,9 289 287 285 282 280 278 275 273 270 268 
1,0 266 263 261 258 256 254 251 249 246 244 
1,1 242 239 237 234 232 229 227 225 222 220 
1,2 217 215 213 380 208 205 203 201 198 196 
1,3 194 191 189 366 184 182 180 178 175 173 
1,4 171 169 166 164 162 160 158 156 153 151 
1,5 149 147 145 143 141 139 137 135 133 131 
1,6 129 127 125 123 121 120 118 116 114 112 
1,7 110 109 107 105 104 102 100 098 097 095 
1,8 094 092 090 089 087 086 084 083 081 080 
1,9 079 077 076 074 073 072 070 069 068 066 
2,0 065 064 063 062 060 059 058 057 056 055 
2,1 044 043 042 041 040 039 037 037 037 036 
2,2 035 034 033 033 032 031 031 030 029 029 
2,3 028 027 027 026 025 025 024 024 023 029 
2,4 022 021 021 020 020 019 019 018 018 018 
2,5 017 017 016 016 015 015 015 014 014 013 
2,6 013 013 012 012 012 011 011 011 011 010 
2,7 010 010 009 009 009 009 008 008 008 008 
2,8 007 007 007 007 007 006 006 006 006 006 
2,9 006 005 005 005 005 005 005 004 004 004 
3,0 004 004 004 003 003 003 003 003 003 003 
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10. Находим теоретические числа попадания случайных точек      
в интервале (строка № 6 табл. 2.1): 
 
.i in P N  (2.6) 
 





















    (2.8) 
 
13. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных к нормальному закону с помощью критерия Пир-
сона (табл. 2.3). 
Число степеней свободы: 
 
,k s    (2.9) 
 
где s – число независимых условий (наложенных связей): 
а) сумма вероятностей равна 1; 
б) совпадение теоретического и статистического средних значений; 
в) совпадение теоретической и статистической дисперсий. 
Таким образом, s = 3. 
Заданный (допустимый) уровень значимости  = 0,05.  
При Р(2, ) >  гипотеза не отвергается. 
14. Проверяем правдоподобность гипотезы о принадлежности 
















Значения критических вероятностей Р(2, ) квантилей критерия 
Пирсона, вычисленные в зависимости от опытного значения 2  
и числа степеней свободы  
 
2 
Число степеней свободы  
2 3 4 5 6 7 8 10 12 
1 606 801 909 962 985 994 998 999 9999 
2 367 572 735 849 919 959 981 996 999 
3 223 391 557 700 808 885 934 981 995 
4 135 261 406 549 676 779 857 947 983 
5 082 171 287 415 543 660 757 891 958 
6 049 111 199 306 423 539 647 815 916 
7 030 071 135 220 320 428 536 725 857 
8 018 046 091 156 238 332 433 629 758 
9 011 029 061 109 173 252 . 342 532 702 
10 006 018 040 075 124 188 265 440 616 
11 004 011 026 051 088 138 201 357 528 
12 002 007 017 034 062 100 151 285 445 
13 001 004 011 023 043 072 111 223 369 
14  002 007 014 029 051 081 173 300 
15  001 004 010 020 036 059 132 241 
16  001 003 006 013 015 042 099 191 
17   001 004 009 017 030 074 149 
18   001 002 006 012 021 055 115 
19    001 004 008 014 040 088 
20    001 002 005 010 029 067 
21     001 003 007 021 050 
22     001 002 004 015 037 
23      001 002 004 015 
24      001 002 007 020 
25       001 005 015 
26       001 003 010 
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Порядок выполнения работы 
 
1. Заготовить форму статистической таблицы (табл. 2.1). 
2. Выполнить перестановку в строке № 2 табл. 2.1 согласно ва-
рианту (табл. 2.4).  
3. Вычислить основные числовые характеристики распределения 
и заполнить таблицу. 
4. Проверить правдоподобность гипотезы о принадлежности опыт-





Варианты плана перестановки значений 
 
Номер варианта Перестановка Номер варианта Перестановка 
1 1-2 19 3-7 
2 1-3 20 3-8 
3 1-4 21 3-9 
4 1-5 22 4-5 
5 1-6 23 4-6 
6 1-7 24 4-7 
7 1-8 25 4-8 
8 1-9 26 4-9 
9 2-3 27 5-6 
10 2-4 28 5-7 
11 2-5 29 5-8 
12 2-6 30 5-9 
13 2-7 31 6-7 
14 2-8 32 6-8 
15 2-9 33 6-9 
16 3-4 34 7-8 
17 3-5 35 7-9 
18 3-6 36 8-9 
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Практическая работа № 3 
ЛОГАРИФМИЧЕСКИ НОРМАЛЬНЫЙ ЗАКОН 
РАСПРЕДЕЛЕНИЯ В ЗАДАЧАХ ТЕХНИЧЕСКОЙ 
ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик и особенностей, 
методики и навыков применения логарифмически нормального рас-





Логарифмически нормальный закон распределения СВ находит 
применение в задачах по технической эксплуатации автомобилей 
при исследовании ресурсов деталей, узлов и механизмов автомоби-
лей, периодичности ослабления крепежных соединений на автомо-
биле, продолжительности выполнения трудовых воздействий испол-
нителями технического обслуживания и отдельных профилактиче-
ских операций и т. д. 
Логарифмически нормальный закон распределения возникает в том 
случае, когда логарифм случайной величины распределен нормально.  
Рассмотрим методику применения логарифмически нормального 
закона распределения на конкретном примере. 
Имеется статистический ряд СВ наработки до отказа карданных 
валов автомобиля МАЗ: Lmax = 170 000 км, Lmin= 40 000 км. Зафик-
сировано N = 95 наблюдений. 
Требуется проверить правдоподобность гипотезы о логарифми-
чески нормальном распределении пробега до отказа карданных ва-
лов МАЗ при уровне значимости  = 0,05. 
1. Группируем значения в 12 интервалах (k = 12). 
2. Масштабируем СВ умножением на коэффициент, равный 0,1.  
3. Заготовим статистическую таблицу (табл. 3.1). 
4. Вычисляем по формуле (2.1) статистические поинтервальные 
частоты попадания случайной величины в интервалы (строка № 4 
табл. 3.1), на основе данной информации строим полигон. Выдви-
гаем гипотезу о возможности описания пробега до отказа карданных 
валов логарифмически нормальным распределением. 
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5. Вычисляем значения натуральных логарифмов для середин ин-
тервалов (строка № 5 табл. 3.1): 
 
ln 2,3lg .i ix x  (3.1) 
 









M x x m

   (3.2) 
 
    2* 2 * *
1




D x x m M x

   (3.3) 
 
Несмещаемая оценка дисперсии и среднеквадратическое откло-
нение:  
 
   *ln ln ,
1
k




  (3.4) 
  








Номер интервала ki 
1 2 3 4 5 6 7 8 9 10 11 12 
1 


























Середины интервалов xi, тыс. км  10 
5 6 7 8 9 10 11 12 13 14 15 16 
3 
Опытное количество попаданий в интервалы ni
*
2 11 10 16 10 13 8 9 7 3 4 2 
4 
Опытные частоты попаданий в интервалы mi
*
0,021 0,116 0,105 0,169 0,105 0,137 0,084 0,095 0,074 0,031 0,042 0,021 
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Номер интервала ki 
1 2 3 4 5 6 7 8 9 10 11 12 
5 
Натуральный логарифм для середины интервала lnxi
1,6 1,79 1,94 2,0772,194 2,3 2,394 2,48 2,56 2,63 2,7 2,78
6 
Центрированная и нормированная СВ ti
2,04 1,41 0,92 0,47 0,09 0,26 0,57 0,85 2,12 1,34 1,57 1,83 
7 
Плотность центрированной и нормированной СВ f(ti) 
0,049 0,147 0,261 0,357 0,357 0,398 0,339 0,278 0,215 0,162 0,116 0,074 
8 
Плотность распределения f(xi) 
0,028 0,080 0,122 0,146 0,144 0,130 0,101 0,076 0,054 0,038 0,025 0,015 
9 
Теоретическое количество попаданий в интервалы ni 
2,68 7,6 11,6 12,9 13,7 12,4 9,59 7,22 5,13 3,5 2,4 1,4
10 
Слагаемые критерия Пирсона 
0,172 1,52 0,22 0,317 1 0,03 0,26 0,44 0,68 0,1 1,07 0,26
 
7. Вычисляем центрированные и нормированные значения СВ 

















8. Находим плотности распределения f(ti) для центрированных и 




Плотность распределения нормального закона для нормированной  
и центрированной СВ f(ti) 
 
t 
Сотые доли t 
0 1 2 3 4 5 6 7 8 9 
1 2 3 4 5 6 7 8 9 10 11 
0,0 0,398 398 398 398 398 398 398 398 397 397 
0,1 397 396 396 395 395 394 393 393 392 391 
0,2 391 390 389 388 387 386 385 384 383 382 
0,3 381 380 379 377 376 375 373 372 171 369 
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Окончание табл. 3.2 
 
t 
Сотые доли t 
0 1 2 3 4 5 6 7 8 9 
0,4 368 366 365 363 362 360 358 357 355 353 
0,5 352 350 348 346 344 342 341 339 337 335 
0,6 333 331 329 327 325 323 320 318 316 314 
0,7 312 310 307 305 303 301 298 296 294 292 
0,8 289 287 285 282 280 278 275 273 270 268 
0,9 266 263 261 258 256 254 251 249 246 244 
1,0 242 239 237 234 232 229 227 225 222 220 
1,1 217 215 213 380 208 205 203 201 198 196 
1,2 194 191 189 366 184 182 180 178 175 173 
1,3 171 169 166 164 162 160 158 156 153 151 
1,4 149 147 145 143 141 139 137 135 133 131 
1,5 129 127 125 123 121 120 118 116 114 112 
1,6 110 109 107 105 104 102 100 098 097 095 
1,7 094 092 090 089 087 086 084 083 081 080 
1,8 079 077 076 074 073 072 070 069 068 066 
1,9 065 064 063 062 060 059 058 057 056 055 
2,0 054 052 051 050 049 048 047 046 045 044 
2,1 044 043 042 041 040 039 037 037 037 036 
2,2 035 034 033 033 032 031 031 030 029 029 
2,3 028 027 027 026 025 025 024 024 023 029 
2,4 022 021 021 020 020 019 019 018 018 018 
2,5 017 017 016 016 015 015 015 014 014 013 
2,6 013 013 012 012 012 011 011 011 011 010 
2,7 010 010 009 009 009 009 008 008 008 008 
2,8 007 007 007 007 007 006 006 006 006 006 
2,9 006 005 005 005 005 005 005 004 004 004 
3,0 004 004 004 003 003 003 003 003 003 003 
Примечание. Все значения вероятностей меньше единицы, поэтому в таб-
лице приведены лишь десятичные знаки, следующие после запятой, перед 
которыми при использовании таблицы нужно ставить ноль. 
 
9. Вычисляем плотности распределения СВ (строка № 8 табл. 3.1): 
 













10. Вероятности попадания в интервалы вычисляем по формуле 
 
    .i iP x f x x   (3.8) 
 
11. Вычисляем теоретические числа попаданий СВ в интервалы 
по формуле (строка № 9 табл. 3.1) 
 
.i im PN  (3.9) 
 
12. Вычисляем составляющие критерия Пирсона по формуле (2.7) 
для каждого интервала (строка № 10 табл. 3.1). Значение критерия 
Пирсона определяют по формуле (2.8). 
13. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных к логарифмически нормальному закону с помощью 
критерия Пирсона (табл. 2.3). 
Число степеней свободы определяют по формуле (2.9) при s = 3.  
При Р(2, ) >  гипотеза не отвергается. 
14. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных логарифмически нормальному распределению с по-
мощью критерия Романовского по формуле (2.10). При r < 3 гипотеза 
не отвергается. 
 
Порядок выполнения работы 
 
1. Заготовить форму статистической таблицы (табл. 3.1). 
2. Выполнить перестановку в строке № 3 табл. 3.1 согласно ва-
рианту (табл. 2.4).  
3. Вычислить основные  числовые характеристики распределения 
и заполнить таблицу. 
4. Проверить правдоподобность гипотезы о принадлежности опыт-
ных данных к логарифмически нормальному распределению по кри-







Практическая работа № 4 
ЗАКОН РАСПРЕДЕЛЕНИЯ ВЕЙБУЛЛА В ЗАДАЧАХ 
ТЕХНИЧЕСКОЙ ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик и особенностей, 
методики и навыков применения распределения СВ Вейбулла в за-




Распределение Вейбулла находит применение при исследовании 
функционирования автомобилей и их элементов. Оно хорошо опи-
сывает постепенные отказы и отказы, вызванные старением. 
Рассмотрим методику применения закона распределения Вей-
булла на конкретном примере. 
Имеется статистический ряд СВ наработки до отказа тормозной 
системы автомобилей MA3-5335: Lmax = 115000 км, Lmin = 5000 км. 
Зафиксировано N = 79 наблюдений. 
Требуется проверить правдоподобность гипотезы о распределе-
нии пробега до отказа тормозной системы автомобилей МA3-5335 
по закону Вейбулла при уровне значимости  = 0,05. 
1. Группируем значения в 12 интервалах через L = 10 (k = 12). 








Номер интервала ki 
1 2 3 4 5 6 7 8 9 10 11 12 
1 
Границы интервалов 
0 10 20 30 40 50 60 70 80 90 100 110 
10 20 30 40 50 60 70 80 90 100 110 120 
2 
Середина интервалов Li 
5 15 25 35 45 55 65 75 85 95 105 115 
3 
Опытное количество попаданий в интервал ni
*
 
9 14 18 7 9 9 4 4 2 1 1 1 
4 
Опытные частоты попаданий в интервал mi
*
 
0,114 0,177 0,228 0,089 0,114 0,114 0,50 0,050 0,025 0,013 0,013 0,013 
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Номер интервала ki 
1 2 3 4 5 6 7 8 9 10 11 12 
5 
Вход в статистическую таблицу Li/a 
0,125 0,375 0,625 0,875 1,120 1,370 1,630 1,870 2,120 2,360 2,630 2,880 
6 
Табличные значения функции af(L)  
0,560 0,718 0,670 0,576 0,470 0,340 0,230 0,160 0,110 0,080 0,050 0,040 
7 
Теоретические вероятности попадания в интервал pi 
0,140 0,179 0,167 0,144 0,117 0,085 0,058 0,040 0,028 0,020 0,001 0,001 
8 
Теоретическое количество попадания в интервал ni 
11,0 14,0 13,0 11,3 9,2 6,8 4,5 3,2 2,2 1,6 1,0 1,0 
9 
Слагаемые критерия Пирсона 
0,363 0,000 1,920 1,63 0,040 0,740 0,055 0,200 0,018 0,220 0,000 0,000 
 
3. Вычисляем по формуле (2.1) статистические интервальные час-
тоты попаданий СВ в интервалы (строка № 4 табл. 4.1), на основе 
которых можем построить полигон. Рассматривая его, делаем пред-
положение, выдвигаем гипотезу, что изучаемое явление – пробег 
автомобиля до отказа тормозов – распределено по закону Вейбулла. 
4. Вычисляем статистическое математическое ожидание (гене-








M L L m

   (4.1) 
 
Вычисляем статистическую дисперсию 
 






D L L m M L

   (4.2) 
 
Находим несмещенное значение дисперсии 
 
   .
-1
k
D L D L
k
  (4.3) 
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По табл. 4.2 для коэффициента вариации  находим значение 




Зависимость между значениями коэффициентов вариации  








15,83 0,2 0,640 1,6 
5,29 0,3 0,605 1,7 
3,14 0,4 0,575 1,8 
2,24 0,5 0,547 1,9 
1,74 0,6 0,523 2,0 
1,46 0,7 0,498 2,1 
1,26 0,8 0,480 2,2 
1,26 0,9 0,461 2,3 
1,00 1,0 0,444 2,4 
0,910 1,1 0,428 2,5 
0,837 1,2 0,365 3,0 
0,775 1,3 0,315 3,5 
0,723 1,4 0,281 4,0 
0,678 1,5 – – 
 













Значения гамма-функции Эйлера в зависимости от параметра  
 

























































































































































































































5. Составляем входы в статистические таблицы L/a (строка № 5 
табл. 4.1):  
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6. С помощью подученных входов для b находим (путем интер-





Плотности распределения закона Вейбулла аf(L)  




0,2 0,4 0,6 0,8 1,0 1,2 1,4 1,6 1,8 2,0 3,0 4,0 
0,1 0,67 1,06 1,17 1,08 0,90 0,71 0,53 0,39 0,28 0,19 0,03 0,00
0,2 0,35 0,62 0,78 0,83 0,81 0,75 0,66 0,56 0,47 0,38 0,11 0,03
0,3 0,24 0,44 0,59 0,69 0,74 0,74 0,72 0,67 0,61 0,55 0,26 0,10
0,4 0,18 0,34 0,48 0,59 0,67 0,71 0,73 0,73 0,71 0,68 0,45 0,2.5 
0,5 0,15 0,28 0,40 0,51 0,60 0,67 0,73 0,76 0,78 0,78 0,66 0,47
0,6 0,12 0,24 0,35 0,46 0,55 0,63 0,67 0,75 0,80 0,83 0,87 0,76
0,7 0,10 0,21 0,31 0,40 0,50 0,58 0,66 0,73 0,79 0,85 1,04 1,08
0,8 0,09 0,18 0,27 0,36 0,45 0,53 0,61 0,69 0,77 0,84 1,15 1,35
0,9 0,08 0,16 0,25 0,33 0,40 0,49 0,56 0,64 0,72 0,80 1,17 1,51
1,0 0,07 0,15 0,22 0,29 0,37 0,44 0,51 0,58 0,66 0,73 1,10 1,47
1,1 0,07 0,13 0,20 0,27 0,33 0,40 0,47 0,531 0,59 0,65 0,96 1,23
1,2 0,06 0,12 0,18 0,24 0,30 0,36 0,411 0,47 0,52 0,59 0,77 0,87
1,3 0,06 0,11 0,17 0,22 0,27 0,32 0,37 0,41 0,45 0,48 0,56 0,50
1,4 0,05 0,10 0,15 0,20 0,27 0,29 0,33 0,35 0,38 0,39 0,38 0,24
1,5 0,05 0,10 0,14 0,18 0,22! 0,26 0,28 0,30 0,31 0,32 0,23 0,08
1,6 0,05 0,09 0,13 0,17 0,20 0,23 0,24 0,25 0,25 0,25 0,13 0,02
1,7 0,04 0,08 0,13 0,16 0,18 0,20 0,21 0,21 0,20 0,19 0,06 0,00
1,8 0,04 0,08 0,11 0,14 0,16 0,18 0,18 0,17 0,16 0,14 0,02 0,00
1,9 0,04 0,07 0,10 0,13 0,15 0,16 0,15 0,14 0,13 0,10 0,01 0,00
2,0 0,04 0,07 0,10 0,12 0,13 0,14 0,13 0,12 0,09 0,07 0,00 0,00
2,1 0,03 0,07 0,09 0,11 0,12 0,12 0,11 0,09 0,07 0,05 0,00 0,00
2,2 0,03 0,06 0,09 0,10 0,11 0,11 0,09 0,07 0,05 0,03 0,00 0,00
2,3 0,03 0,06 0,08 0,10 0,10 0,09 0,08 0,06 0,04 0,02 0,00 0,00
2,4 0,03 0,05 0,08 0,09 0,09 0,08 0,07 0,05 0,03 0,01 0,00 0,00
2,5 0,03 0,05 0,07 0,08 0,08 0,07 0,05 0,03 0,02 0,00 0,00 0,00
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7. Находим плотности вероятностей: 
 




  (4.7) 
 
Находим теоретические вероятности попадания СВ в интервалы 
(строка № 7 табл. 4.1): 
 
  .i ip f L L   (4.8) 
 
8. Вычисляем теоретическое количество попаданий в интервалы 
(строка № 8 табл. 4.1): 
 
.i in p N  (4.9) 
 
9. Вычисляем составляющие критерия Пирсона по формуле (2.7) 
для каждого интервала (строка № 9 табл. 4.1). Значение критерия 
Пирсона определяют по формуле (2.8). 
10. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных к логарифмически нормальному закону с помощью 
критерия Пирсона (табл. 2.3). Число степеней свободы определяют 
по формуле (2.9) при s = 3. При Р(2, ) >  гипотеза не отвергается. 
11. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных логарифмически нормальному распределению с по-
мощью критерия Романовского по формуле (2.10). При r < 3 гипотеза 
не отвергается. 
 
Порядок выполнения работы 
 
1. Заготовить форму статистической таблицы (табл. 4.1). 
2. Выполнить перестановку в строке № 3 табл. 4.1 согласно ва-
рианту (табл. 2.4).  
3. Вычислить основные числовые характеристики распределения 
и заполнить таблицу. 
4. Проверить правдоподобность гипотезы о принадлежности опыт-
ных данных к распределению Вейбулла по критериям Пирсона и 
Романовского. 
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Практическая работа № 5 
ПОКАЗАТЕЛЬНЫЙ ЗАКОН РАСПРЕДЕЛЕНИЯ В ЗАДАЧАХ 
ТЕХНИЧЕСКОЙ ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик и особенностей, 
методики и навыков применения показательного закона распределе-




Показательное распределение находит широкое применение при 
решении различных экономических и технических задач, связанных 
с исследованием эффективности функционирования автотранс-
портных средств и их систем: 
– при определении надежности деталей, когда единичные по-
вреждения приводят к отказу автомобиля; такие условия возникают 
при превышении нагрузки, например, при ударе, при превышении 
электрического напряжения, приводящем к перегоранию конденса-
торов, ламп и т. д.;  
– при определении параметров систем массового обслуживания 
(СМО): 
а) время на выполнение диагностирования автомобилей, смазки  
и регулировки их механизмов; 
б) для расчета времени между прибытиями автомобилей на стан-
цию технического обслуживания (СТО). 
Рассмотрим методику применения показательного закона рас-
пределения СВ на конкретном примере. 
Требуется проверить правдоподобность гипотезы о показательном 
распределении времени диагностирования автомобилей MA3-5335 
при уровне значимости  = 0,05: tmax = 5 мин, tmin = 110 мин. Зафик-
сировано N = 175 наблюдений. 
1. Группируем значения в 12 интервалах через t = 10 мин (k = 12). 
2. Заготавливаем статистическую таблицу (табл. 5.1). 
3. Определяем число попаданий опытных точек в каждый ин-
тервал ni
* (строка № 4 табл. 5.1). 
4. Вычисляем опытные частоты попадания СВ в каждом из ин-
тервалов (строка № 5 табл. 5.1) по формуле (2.1).  
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5. На основании вычисленных данных строим гистограмму рас-
пределения опытных частот попадания СВ в интервалы. Сравнивая 
внешний вид теоретической кривой с гистограммой эксперименталь-
ных данных, выдвигаем гипотезу о показательном распределении СВ. 
7. Вычисляем общее статистическое математическое ожидание 








M t t m





Значение времени для диагностирования неисправностей  





1 2 3 4 5 6 7 8 9 10 11 12
1. Границы 0 10 20 30 40 50 00 70 80 90 100 110
интервалов 10 20 30 40 50 60 70 80 90 100 110 120
2. Середины 
интервалов ti 






















0,02 2,25 1,96 0,22 0,30 0,11 0,14 0,20 1,33 0,00 0,50 1,00
 
8. Находим интенсивность (плотность) выполнения операций 






   (5.2) 
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9. Вычисляем статистическую дисперсию 
 






D t t m M t

   (5.3) 
 
10. Согласно приближенному способу, вероятность попадания      
в интервалы определяется по формуле 
 
    .tii i
n
p a t b f t t e t
N




.tin N e t
    (5.5) 
 
Применим для рассматриваемой задачи приближенный способ. 
Логарифмируя выражение (5.5), получаем 
 
lg lg lg lg lg .in N t e t      (5.6) 
 
Произведем замену переменных  
 
lgni = yi;   ti = xi;   a = –lge;   b = lgN + + lg + lgt. 
 
Тогда выражение (5.6) можно представить в виде уравнения пря-
мой линии: 
 
.y ax b   (5.7) 
 
Для середины интервалов имеем 
 
lg .i in at b    (5.8) 
 
Потенцируя (5.8), получаем ni (строка № 5 табл. 5.1). 
Находим значение 2 и заполняем строку № 6 табл. 5.1. 
11. Вычисляем слагаемые критерия Пирсона (строка № 6 табл. 5.1) 
по формуле (2.7). 
12. Значение критерия Пирсона определяем по формуле (2.8). 
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13. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных к показательному закону с помощью критерия 
Пирсона (табл. 2.3). Число степеней свободы  определить при s = 2. 
Заданный (допустимый) уровень значимости  = 0,05. При Р(2, ) >  
гипотеза не отвергается. 
14. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных показательному распределению с помощью критерия 
Романовского по формуле (2.10). При r < 3 гипотеза не отвергается. 
 
Порядок выполнения работы 
 
1. Заготовить форму статистической таблицы (табл. 5.1). 
2. Выполнить перестановку в строке № 3 табл. 5.1 согласно ва-
рианту (табл. 2.4).  
3. Вычислить основные  числовые характеристики распределения 
и заполнить таблицу. 
4. Проверить правдоподобность гипотезы о принадлежности опыт-
ных данных к показательному распределению по критериям Пир-




















Практическая работа № 6 
ГАММА-РАСПРЕДЕЛЕНИЕ В ЗАДАЧАХ ТЕХНИЧЕСКОЙ 
ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик и особенностей, 
методики и навыков применения гамма-распределения в задачах тех-




Гамма-распределение представляет собой композицию нескольких 
законов. Применяется для описания распределения времени между 
двумя последовательными событиями, операциями по обслужива-
нию; для определения надежности и безотказности автотранспорт-
ных средств и их узлов. 
Рассмотрим методику статистической проверки гипотезы о при-
надлежности опытных данных к гамма-распределению на конкрет-
ном примере. 
Исследуется закон распределения вероятностей пробега до от-     
каза ручного тормоза автомобилей МАЗ. Всего было зафиксиро-      
вано N = 76 наблюдений. Размах длины пробега до отказа составил              
х = 4–112 тыс. км. 
Требуется проверить правдоподобность гипотезы о принадлеж-
ности опытных данных к гамма-распределению при уровне значи-
мости  = 0,05. 
1. Группируем значения в 9 интервалах (k = 9). 
2. Заготавливаем статистическую таблицу (табл. 6.1). 
3. Для удобства вычислений масштабируем значения перемен- 
ных умножением на 0,1. Тогда ширина интервала будет составлять         
L = 1,2 тыс. км, а середины интервалов занести в строку № 2 табл. 6.1. 
4. Определяем число попаданий опытных точек в каждый ин-
тервал ni
* (строка № 3 табл. 6.1). 
5. Вычисляем опытные частоты попадания СВ в каждом из ин-
тервалов (строка № 4 табл. 6.1) по формуле (2.3). 
6. Вычисляем математическое ожидание пробега автомобиля до 
выхода из строя ручного тормоза M*[L] по формуле (4.1). 








Номер интервала ki 
1 2 3 4 5 6 7 8 9 
1 




















Середины интервалов Li, тыс. км  10 
1,0 2,2 3,4 4,6 5,8 7,0 8,2 9,4 10,6 
3 
Опытное количество попаданий в интервалы ni
*
6 9 15 11 12 7 9 3 4 
4 
Опытные частоты попаданий в интервалы mi
*
0,079 0,118 0,197 0,145 0,158 0,092 0,118 0,040 0,052
5 
Параметр входа в таблицу хi
1,17 2,57 3,98 5,37 6,78 8,18 9,58 11,0 12,4 
6 
Значения вспомогательной функции (2t) 
0,050 0,114 0,135 0,120 0,090 0,070 0,047 0,632 0,022
7 
Интервальная плотность вероятности f(Li) 
0,058 0,133 0,158 0,140 0,115 0,084 0,055 0,038 0,030
8 
Вероятность попадания в интервалы pi 
0,069 0,159 0,162 0,168 0,139 0,100 0,066 0,045 0,036
9 
Теоретическое количество попаданий в интервалы ni 
5,17 12,0 12,3 12,76 10,56 7,6 5,0 3,42 2,7 
10 
Слагаемые критерия Пирсона 
0,162 0,750 0,363 0,080 0,217 0,047 3,430 0,050 0,620
 
8. Находим несмещенную оценку для дисперсии и среднеквад-
ратического отклонения по формуле (4.3). 
9. Определяем параметры гамма-распределения  и . Для этого 
совместно решаются два уравнения 
 








  (6.2) 
 




Значения вспомогательной функции, применяемой для определения 
плотности гамма-распределения (2L)  
 
xi = 2Li 
Значение параметра  













































































































































8,4 0,013 0,066 0,092 0,097 0,0817 0,0572 
8,8 0,027 0,059 0,087 0,095 0,0844 0,0610 
9,2 0,023 0,053 0,081 0,093 0,0863 0,0661 
9,6 0,019 0,047 0,075 0,091 0,0874 0,0699 
10 0,016 0,042 0,070 0,087 0,0731 0,0552 
12 0,007 0,022 0,044 0,066 0,0703 0,0450 
14 0,003 0,011 0,026 0,045 0,0639 0,0350 
16 0,001 0,005 0,013 0.028 0,0458 0,0310 
 
10. Для каждого интервала определяем параметр для входа в ста- 
тистическую таблицу xi = 2Li и заполняем строку № 5 табл. 6.1. 
11. Из табл. 6.2 выписываем поинтервальные значения вспомога-
тельной функции (2L) по значениям  и xi в строку № 6 табл. 6.1.  
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12. Интервальная плотность вероятности f(Li) определяется умно-
жением значений в строке № 6 на 2 и заполняем строку № 7 табл. 6.1. 
13. Вычисляем вероятности попадания в интервалы pi (строка № 8 
табл. 6.1) по формуле (4.8) или значения строки № 7 умножаются на 
ширину интервала L. 
14. Вычисляем теоретическое количество попаданий в интервалы 
(строка № 9 табл. 6.1) по формуле (4.9). 
15. Вычисляем составляющие критерия Пирсона по формуле (2.7) 
для каждого интервала (строка № 10 табл. 6.1). Значение критерия 
Пирсона определяют по формуле (2.8). 
16. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных к логарифмически нормальному закону с помощью 
критерия Пирсона (табл. 2.3). Число степеней свободы определяют 
по формуле (2.9) при s = 2. При Р(2, ) >  гипотеза не отвергается. 
17. Проверяем правдоподобность гипотезы о принадлежности 
опытных данных логарифмически нормальному распределению с по- 
мощью критерия Романовского по формуле (2.10). При r < 3 гипотеза 
не отвергается. 
 
Порядок выполнения работы 
 
1. Заготовить форму статистической таблицы (табл. 6.1). 
2. Выполнить перестановку в строке № 3 табл. 6.1 согласно ва-
рианту (табл. 2.4).  
3. Вычислить основные числовые характеристики распределения 
и заполнить таблицу. 
4. Проверить правдоподобность гипотезы о принадлежности опыт-











Практическая работа № 7 
ИСПОЛЬЗОВАНИЕ ДВУХФАКТОРНОЙ 
КОРРЕЛЯЦИОННОЙ МОДЕЛИ В ЗАДАЧАХ ТЕХНИЧЕСКОЙ 
ЭКСПЛУАТАЦИИ АВТОМОБИЛЕЙ 
 
Цель работы: изучение основных характеристик, методики и навы-




В общем виде двухфакторная линейная модель выглядит следую-
щим образом: 
 
р 0 0 1 1 2 2 ,Y B X B X B X   (7.1) 
 
где Yp – рассчитываемый или прогнозируемый расход топлива; 
 X1 – количество работающих автомобилей на автотранспортном 
предприятии; 
 X2 – среднесуточная производительность автомобиля; 
 B1, B2 – коэффициенты корреляции, которые учитывают силу воз-
действия названных факторов; 
 B0X0 – постоянные, которые учитывают специфику данных ус-
ловий эксплуатации. 
Предлагается провести исследование этой модели в отношении 
семи автобусных парков, при котором расходы топлива фиксирова-
лись трижды на протяжении трех месяцев. 
Полученные значения расходов топлива и последовательность 
выполнения работы показаны в табл. 7.1. 
1. Проверим однородность статистических данных (или возобно-
вляемость эксперимента). 
Проверку выполним с помощью критерия Кохрена. Для этого 


















                               (7.2) 
 
где i – номер АТП; 
 j – номер опыта; 
р – число параллельных опытов, р = 3; 











































































































































































































































































































































































































































































Табличное значение критерия Кохрена при общепринятой точ-













где k – количество степеней свободы числителя; 
 n – количество степеней свободы знаменателя (количество сум-
мируемых дисперсий), т. е. количество АТП. 
Если QЭ  QТ, то гипотеза об однородности дисперсий не от- 
клоняется. 
Если QЭ > QТ, то гипотеза об однородности дисперсий отклоняется. 















Если QЭ < QТ, возобновляемость эксперимента хорошая, гипотеза 
об однородности дисперсий не отклоняется. 
2. Вычислим коэффициенты модели. 
Для этого приведем исходное уравнение модели к нормальному 
виду: 
 
0 0 1 1 2 2
2
0 1 1 1 2 1 2 1
2
0 2 1 1 2 2 2 2
B
,
X B X B X Y
B X B X B X X X Y
B X B X X B X X Y
   
   






1 2 1 2 1 2 1 2, , , , , ,X X X X X X X Y X Y  – средние значения, которые 
вычислены и зафиксированы в табл. 7.1, 0 1.X   






69 4921 5928 8739 .




   
   





Табличные значения критерия Кохрена QТ, вычисленные  
в зависимости от числа степеней свободы k и п при  = 0,05  




2 3 4 5 6 8 10 16 36 
2 97 93 90 87 85 81 78 73 66 
3 93 79 74 70 66 63 60 54 47 
4 76 68 62 59 56 51 48 43 36 
5 68 60 54 50 48 44 41 36 30 
6 61 53 48 44 42 38 35 31 25 
7 56 48 43 39 37 34 31 27 23 
8 51 43 39 36 33 30 28 24 20 
9 47 40 35 33 30 28 25 22 18 
10 44 37 33 30 28 25 23 20 16 
 
Чтобы узнать коэффициенты модели, остается решить указанную 
систему уравнений с тремя неизвестными. В итоге имеем 
 
В0 = –226,72;  
 
В1 = 2,45;  
 
В2 = 2,07. 
 
Искомое уравнение математической модели запишется так: 
 
p 1 2226,72 2,45 2,07 .Y X X     (7.5) 
 
Коэффициенты при факторах X1 и X2 показывают степень влияния 
этих факторов на функцию отклика – расхода топлива. 
На основе полученной математической модели представляется 
возможным при заданных или прогнозируемых значениях X1 и X2 
рассчитать расход топлива. 
3. Проверим полученную двухфакторную линейную модель на 
адекватность с помощью критерия Фишера. 
Величина дисперсии неадекватности (погрешность или ошибка 






















где Yip – расчетное значение функции отклика (расхода топлива), 
полученное на основе уравнения регрессии; 
 Yiэ – среднее значение функции отклика (экспериментальное); 
 N – количество всех экспериментов с учетом параллельных,         
N = nр. 
Для рассматриваемого примера ошибка неадекватности зафик-













1 30 –226,7 + 2,4550 + 2,0765 = 30,35 +0,35 0,1225 
2 85 –226,7 + 2,4555 + 2,0780 = 73,65 –11,35 128,8 
3 85 ……………………………= 77,45 –7,55 57,3 
4 120 ……………………………= 120,75 +0,75 0,56 
5 135 ……………………………= 155,01 +20,01 400,4 
6 135 ……………………………= 156,36 +21,36 456,2 
7 229 ……………………………= 200,04 –28,96 838,6 
     = 1881,9  
 
Дисперсия возобновляемости определяется на основе ранее сде-





























  (7.8) 
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Табличное значение критерия Фишера (табл. 7.4) при  = 0,05       
и числах степеней свободы k1 = N-p-1 = 21-3-1 = 17, k2 = N-1 = 21-1 =     
= 20 FТ = 2,2. Это говорит о том, что при уровне значимости  = 0,05 
Fэ = 1,96 < FТ = 2,2. Математическая модель, записанная в виде линей-
ной двухфакторной зависимости, адекватна исследуемому явлению. 
Использование этой модели позволяет более досконально про-





Табличные значения критерия Фишера FТ при  = 0,05 
 
k2 = N-1 
k1 = N-p-1 
1 2 3 4 5 6 12 24 
2 18 19 19 19,3 19,3 19,3 19,4 19,5 19,5 
3 10 9,6 9,3 9,1 9,0 8,9 8,7 8,6 8,5 
4 7,7 6,9 6,6 6,4 6,3 6,2 5,9 5,8 5,6 
5 6,6 5,8 5,4 5,2 5,1 5,0 4,7 4,5 4,4 
6 6,0 5,1 4,8 4,5 4,4 4,3 4,0 3,8 3,7 
7 5,6 4,7 4,4 4,1 4,0 3,9 3,6 3,4 3,2 
8 5,3 4,5 4,1 3,8 3,7 3,6 3,3 3,1 2,9 
9 5,1 4,3 3,9 3,6 3,5 3,4 3,1 2,9 2,7 
10 5,0 4,1 3,7 3,5 3,3 3,2 2,9 2,7 2,5 
11 4,8 4,0 3,6 3,4 3,2 3,1 2,8 2,6 2,4 
12 4,8 3,9 3,5 3,3 3,1 3,0 2,7 2,5 2,3 
13 4,7 3,8 3,4 3,2 3,0 2,9 2,6 2,4 2,2 
14 4,6 3,7 3,3 3,1 3,0 2,9 2,5 2,3 2,1 
15 4,5 3,7 3,3 3,1 2,9 2,8 2,5 2,3 2,1 
16 4,5 3,6 3,2 3,0 2,9 2,7 2,4 2,2 2,0 
17 4,5 3,6 3,2 3,0 2,8 2,7 2,4 2,2 2,0 
18 4,4 3,6 3,2 2,9 2,8 2,7 2,3 2,1 1,9 
19 4,4 3,5 3,1 2,9 2,7 2,6 2,3 2,1 1,8 
20 4,4 3,5 3,1 2,9 2,7 2,6 2,3 2,1 1,8 
22 4,3 3,4 3,1 2,8 2,7 2,6 2,2 2,0 1,8 
24 4,3 3,4 3,0 2,8 2,6 2,5 2,2 2,0 1,7 
26 4,2 3,4 3,0 2,7 2,6 2,4 2,1 1,9 1,7 
28 4,2 3,3 2,9 2,7 2,6 2,4 2,1 1,9 1,6 
30 4,2 3,3 2,9 2,7 2,5 2,4 2,1 1,9 1,6 
40 4,1 3,2 2,9 2,6 2,5 2,3 2,0 1,8 1,5 
60 4,0 3,2 2,8 2,5 2,4 2,3 1,9 1,7 1,4 
120 3,9 3,1 2,7 2,5 2,3 2,2 1,8 1,6 1,3 
 3,8 3,0 2,6 2,4 2,2 2,1 1,8 1,5 1,0 
40 
Порядок выполнения работы 
 
1. Получить статистические данные у преподавателя и занести их 
в таблицу, аналогичную табл. 7.1. 
2. Выполнить расчеты значений сумм, входящих в нормальные 
уравнения двухфакторной закономерности. 
3. Проверить однородность статистических данных (сделать про-
верку возобновляемости эксперимента) по критерию Кохрена. 
4. Вычислить коэффициенты модели. 
5. Проверить полученную двухфакторную модель на адекватность. 
 
 
Практическая работа № 8 
ПОДБОР ЭМПИРИЧЕСКИХ ЗАВИСИМОСТЕЙ 
 




На основе экспериментальных данных можно подобрать алгеб-
раические выражения функции 
 
y = f(x). (8.1) 
 
Эмпирические формулы являются приближенными выражениями 
аналитических формул. Замену точных аналитических выражений 
приближенными, более простыми, называют аппроксимацией, а функ-
ции – аппроксимирующими. 
Процесс подбора эмпирических формул состоит из двух этапов: 
1) данные измерений наносят на сетку прямоугольных координат, 
соединяют экспериментальные точки плавной кривой и выбирают 
ориентировочно вид формулы; 
2) вычисляют параметры формул, которые наилучшим образом 
соответствовали бы принятой формуле.  
Поэтому при анализе графического материала необходимо по 
возможности стремиться к использованию линейной функции. Для 
этого применяют метод выравнивания, заключающийся в том, что 
кривую, построенную по экспериментальным точкам, представляют 
линейной функцией. 
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Для преобразования некоторой кривой (8.1) в прямую линию 
вводят новые переменные: 
 
Х = f1(х, у),   Y = f2(х, у). (8.2) 
 
В искомом уравнении они должны быть связаны линейной зави-
симостью 
 
Y = а + bХ. (8.3) 
 
В уравнение (8.3) подставляют координаты двух крайних точек, 
взятых с графика. Получают систему двух уравнений, из которых 
вычисляют а и b. После установления параметров а и b получают 
эмпирическую формулу, которая связывает Y и X и позволяет уста-
новить эмпирическую зависимость (8.1) между х и у. 
Так, если экспериментальный график имеет вид, показанный на 
рис. 8.1, а, то необходимо применить формулу 
 
.by a x  (8.4) 
 
Заменяя lgX x  и lg ,Y y  получим lg .Y a bX   При этом экс-
периментальная кривая превращается в прямую линию на логариф-
мической сетке. Если экспериментальный график имеет вид, пока-
занный на рис. 8.1, б, то целесообразно использовать выражение 
 
.bxy ae  (8.5) 
 
При замене lgY y  получим lg lg .Y a bx e   Здесь эксперимен-
тальная кривая превращается в прямую линию на полулогарифми-
ческой сетке.  
Если экспериментальный график имеет вид, представленный на 






   (8.6) 
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Путем замены 1 /x z  можно получить прямую линию на сетке 
прямоугольных координат .y a bz   
Если график имеет вид, соответствующий кривым на рис. 8.1, г, 










а б в г 
 
Рис. 8.1. Основные виды графиков эмпирических формул 
 
С помощью приведенных на рис. 8.1 графиков и выражений 
(8.4)–(8.7) можно практически всегда подобрать уравнение эмпи-
рической формулы. 
Необходимо подобрать эмпирическую формулу для данных, 






x 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0 
y 0,018 0,200 0,827 2,263 4,941 9,353 16,042 25,600 38,661 55,902 
 
На основе данных табл. 8.1 строится график зависимости y = f(x) 
(рис. 8.2).  
Определяется соответствие его кривым (рис. 8.1). При таком 
виде графика ожидаемая формула у = axb. Для того чтобы лине-
аризировать зависимость, выполняем замену X = lgx, Y = lgy, тогда 





Рис. 8.2. Экспериментальная зависимость y = f(x) 
 
Графическое изображение этой зависимости – прямая линия в ло-
гарифмической сетке. Для прямой находим коэффициенты a и b, 

















 отсюда lga = –1,74473 + 0,30103b; 
 
1,74743 + 1,74473 = b(0,30103 + 0,69897); 
b = 3,49216. 
 
Определяем коэффициент а 
lga = –1,74473 + 0,30103  3,49216; 
lga = –0,7; 
a = 0,2. 
Итак, исходное уравнение имеет вид y = 0,2x3,5. 
Проверяем значения функции для заданных значений х (третья 





Сравнение экспериментальной и эмпирической зависимости 
 
x 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0 
yэксп 0,018 0,200 0,829 2,264 4,941 9,353 16,042 25,600 38,661 55,900
yтеор 0,018 0,199 0,827 2,263 4,941 9,353 16,042 25,601 38,660 55,902
 
Сравнивая рассчитанные теоретически значения функции с экс-
периментальными, видим, что в некоторых точках имеются расхож-
дения в пределах 0,001–0,003. Это говорит о том, что формула вы-
брана верно, параметры a и b определены правильно. 
 
Порядок выполнения работы 
 
1. Для варианта задания (табл. 8.3) подобрать вид эмпирической 
зависимости. 
2. Рассчитать коэффициенты a  и  b и получить формулу, наиболее 
соответствующую экспериментальным данным. 
3. Проверить полученную зависимость аналитически, рассчитав 
значения yi для значений xi и построить на одном графике экспери-
ментальную и теоретическую зависимости.  
4. Сделать выводы относительно сходимости кривых в опреде-






вариант 1  вариант 2 вариант 3  вариант 4 вариант 5 
1 2  3 4 5 6  7 8 9 10 
x y  x y x y  x y x y 
1 –5,00  0,2 0,092 1,1 16,529  0,5 0,018 3,2 –254,1
2 –18,66  0,4 1,044 1,2 13,889  1,0 0,200 3,4 –412,7
3 –40,32  0,6 4,317 1,3 11,834  1,5 2,468 3,6 –488,6
4 –69,64  0,8 18,085 1,4 10,204  2,0 2,263 3,8 –620,9
5 –106,42  1,0 25,800 1,5 10,457  2,5 4,941 4,0 –810,7
6 –185,12  1,2 48,838 1,6 7,813  3,0 9,353 4,2 –1044,8 
7 –201,68  1,4 83,766 1,7 6,920  3,5 24,682 4,4 –1330,8 
8 –259,92  1,6 133,672 1,8 5,845  4,0 25,600 4,6 –1676,8 
9 –325,11  1,8 138,651 1,9 5,540  4,5 38,661 4,8 –2092,2 
10 –397,16  2,0 291,894 2,0 5,000  5,0 55,902 5,0 –2587,0 
45 
Продолжение табл. 8.3 
 
вариант 6  вариант 7 вариант 8  вариант 9 вариант 10
x y  x y x y  x y x y
0,5 7,55  1,1 85,12 0,2 –13,344  2,5 162,42 0,1 68,1
1,0 8,77  1,2 80,59 0,4 –8,093  3,5 143,33 0,2 87,4
1,5 10,19  1,3 42,27 0,6 –4,909  4,5 126,49 0,3 112,2
2,0 11,84  1,4 29,79 0,8 –2,977  5,5 111,63 0,4 144,1
2,5 13,76  1,5 20,99 1 –2,258  6,5 98,51 0,5 185,0
3,0 10,36  1,6 14,79 1,2 –1,095  7,5 86,94 0,6 237,5
3,5 18,57  1,7 10,42 1,4 –0,664  8,5 76,72 0,7 305,0
4,0 21,58  1,8 7,35 1,6 –0,403  9,5 67,71 0,8 391,6
4,5 25,07  1,9 5,18 1,8 –0,244  10,5 59,75 0,9 502,8
5,0 29,13  2,0 3,65 2,0 –0,148  11,5 52,73 1,0 645,7
 
Продолжение табл. 8.3 
 
1 2  3 4 5 6  7 8 9 10
вариант 11  вариант 12 вариант 13  вариант 14 вариант 15
x y  x y x y  x y x y
1 –4,00  0,2 0,072 1,1 18,529  0,5 1,018 3,2 –154,1
2 –17,66  0,4 1,024 1,2 15,889  1,0 1,200 3,4 –312,7
3 –39,32  0,6 4,307 1,3 13,834  1,5 3,468 3,6 –388,6
4 –68,64  0,8 18,065 1,4 10,204  2,0 3,263 3,8 –520,9
5 –100,42  1,0 25,780 1,5 10,457  2,5 5,941 4,0 –710,7
6 –180,12  1,2 48,828 1,6 7,813  3,0 10,353 4,2 –944,8
7 –200,68  1,4 83,746 1,7 6,920  3,5 25,682 4,4 –1230,8 
8 –250,92  1,6 133,632 1,8 5,845  4,0 26,600 4,6 –1576,8 
9 –320,11  1,8 138,621 1,9 5,540  4,5 39,661 4,8 –1992,2 
10 –390,16  2,0 291,864 2,0 5,000  5,0 56,902 5,0 –2487,0 
            
вариант 16  вариант 17 вариант 18  вариант 19 вариант 20
x y  x y x y  x y x y
0,5 6,55  1,1 75,12 0,2 –11,344  2,5 152,42 0,1 58,1
1,0 7,77  1,2 70,59 0,4 –7,093  3,5 133,33 0,2 77,4
1,5 9,19  1,3 32,27 0,6 –4,809  4,5 116,49 0,3 102,2
2,0 10,84  1,4 19,79 0,8 –2,677  5,5 101,63 0,4 134,1
2,5 12,76  1,5 10,99 1 –2,158  6,5 88,51 0,5 165,0
3,0 9,36  1,6 4,79 1,2 –1,095  7,5 76,94 0,6 217,5
3,5 17,57  1,7 0,42 1,4 –0,864  8,5 66,72 0,7 295,0
4,0 20,58  1,8 0,35 1,6 –0,603  9,5 57,71 0,8 351,6
4,5 24,07  1,9 0,18 1,8 –0,444  10,5 49,75 0,9 402,8
5,0 28,13  2,0 0,05 2,0 –0,248  11,5 42,73 1,0 545,7
46 
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