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Abstract
This paper is of expository nature. In the tensor product of two matrix spaces Mm and Mn
we consider three natural cones; the first is the coneP0 of positive semi-definite matrices, the
second is the cone P+ generated by tensor products of positive semi-definite matrices in the
factor spaces, and the third cone P− is defined as the dual cone of P+. Correspondingly, in
the tensor space identified with Mmn, besides the spectral and the trace norms, we consider
several tensor norms generated by sepectral and/or trace norms in the factor spaces. We will
study relations among those norms as well as relations among the three kinds of order intervals
in the tensor product.
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0. Introduction
In the space Mn of n× n complex matrices the spectral norm ‖ · ‖∞ and the
trace norm ‖ · ‖1 are among most important norms. In its real subspace of Hermitian
matrices the most common order relation is that induced by the coneP0 of positive
semi-definite matrices. The notation A  B means that both A,B are Hermitian and
A− B is positive semi-definite.
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The norms and the order relation are intimately related. Denoting by |A| the
modulus of A, that is, the positive semi-definite square root of A∗A, the condition
‖A‖∞  1 is equivalent to |A|  In where In is the identity matrix of order n, and
the trace norm ‖A‖1 is just tr(|A|) where tr(·) denotes the trace.
With the duality pairing
〈A,B〉 ≡ tr(AB∗) (A,B ∈ Mn)
the spectral norm and the trace norm are mutually dual in the sense
‖A‖α′ = sup
B /=0
|〈A,B〉|
‖B‖α ,
where the dual index α′ of α is defined to be ∞ or 1 according as α = 1 or = ∞.
To the cone P0 corresponds its dual cone. However the cone P0 is self-dual in
the sense
A  0 ⇐⇒ 〈A,B〉  0 ∀ B ∈ P0.
A pair of spaces of matrices, Mm and Mn, gives rise to their tensor product (space)
Mm ⊗ Mn, which is identified with the space Mmn. One way to visualize element of
this tensor product is to identify A⊗ B, with A ∈ Mm,B ∈ Mn, as an m×m block
matrix with entries in Mn in such a way that
A⊗ B = [aijB]mi,j=1 where A = [aij ]mi,j=1.
Here the most basic fact is that
X  0, Y  0 ⇒ X ⊗ Y  0.
Except when m = 1 or n = 1, the cone P+, generated by matrices of the form X ⊗
Y with X  0, Y  0, is a proper subcone of the cone P0 of positive semi-defi-
nite matrices (in Mm ⊗ Mn). Therefore its dual cone P− contains P0 as a proper
subcone.
Since the tensor product Mm ⊗ Mn is canonically identified with the space Mmn,
we can consider the spectral norm ‖ · ‖∞ and the trace norm ‖ · ‖1 in it. According to
the general scheme, we can also define several natural norms, related to the spectral
norm and/or the trace norm on Mm and Mn.
For α, β = 1 or ∞, the tensor norm ‖ · ‖(α,.β) on Mm ⊗ Mn is defined as
‖A‖(α,β) ≡ inf
{
N∑
k=1
‖Xk‖α · ‖Yk‖β : A =
N∑
k=1
Xk ⊗ Yk
}
.
Except when m = 1 or n = 1, the dual norm of ‖ · ‖(α,β) does not coincide with
‖ · ‖(α′,β ′).
Though, for α = 1 or = ∞,
‖X ⊗ Y‖α = ‖X‖α · ‖Y‖α (X ∈ Mm, Y ∈ Mn),
except when m = 1 or n = 1 the norm ‖ · ‖α does not coincide with ‖ · ‖(α,α).
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In the study of relations among the cones P0, P+ and P− and also the relations
between ‖ · ‖α and ‖ · ‖(α,α) a very useful method is to identify the space Mm ⊗ Mn
with the space of linear maps from Mm to Mn in the following way.
Let Eij (i, j = 1, 2, . . . , m) be the matrix with entry equal to 1 at the (i, j)-
position and equal to 0 at every other positions. Since each matrix X = [ξij ]mi,j=1 ∈
Mm is written as X =∑mi,j=1 ξijEij , any linear map  from Mm to Mn admits a
representation
(X) =
m∑
i,j=1
ξij(Eij ).
Therefore every property of the map can be derived from its representation matrix
A ≡ [(Eij )]mi,j=1 ∈ Mm ⊗ Mn. Conversely each matrix in Mm ⊗ Mn uniquely
produces a linear map whose representation matrix coincides with it.
Since Mm and Mn are considered as finite-dimensional C∗-algebras (see [11],
[12]), there are notions of positivity for a linear map . A map  is called positive
(resp. Hermitian) if it transforms positive semi-definite (resp. Hermitian) matrices
to positive semi-definite (resp. Hermitian) matrices. It turns out that a linear map is
positive if and only if its representation matrix belongs to the coneP−. In the theory
of C∗-algebra there is a notion of complete positivity for a linear map. It has been
known that a linear map is completely positive if and only if its representation matrix
belongs to the coneP0, that is, it is positive semi-definite. We call a linear map to be
super-positive when its representation matrix belongs to the cone P+.
As a merit of this standpoint, we can introduce a notion of modulus || of a
linear map via its representation matrix A, that is, the representation matrix of the
modulus || is just |A|.
From the standpoint of linear maps it is natural to introduce the mapping norm
‖‖(α,β) of  as a linear map from the normed space (Mm, ‖ · ‖α) to (Mn, ‖ · ‖β);
‖‖(α,β) = sup
X /=0
‖(X)‖β
‖X‖α .
It is immediately seen that, with the representation matrix A of ,
‖‖(α,β) = ‖A‖′(α,β ′),
where ‖ · ‖′
(α,β ′) is the dual norm of the norm ‖ · ‖(α,β ′) on Mm ⊗ Mn.
The details of these basic facts are explained in Sections 1–3. Section 4 is devoted
to our key techniques based on tricks of 2 × 2 block matrices.
Comparison of ‖‖(α,β) and ‖ || ‖(α,β) is the main problem of Sections 5 and
6. In Section 7 for a Hermitian map  we disucss the optimal norm ‖‖(α,β) of a
map  such that ± are super-positive.
In the last section we apply the results in the foregoing sections to establish rela-
tions between the norms ‖ · ‖α and ‖ · ‖(α,α) for α = 1,∞ and also several relations
among the cones P0, P+ and P−. Here are sample results.
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(I) ‖A‖∞  ‖A‖(∞,∞)  2 min(m, n) · ‖A‖∞.
(II) ‖A‖1  ‖A‖(1,1)  min(m, n) · ‖A‖1.
(III) I ± A ∈ P0 ⇒ min(m, n) · I ± A ∈ P+ with identity I in Mm ⊗ Mn.
(IV) I ± A ∈ P− ⇒ {2 min(m, n)− 1} · I ± A ∈ P+.
The main content of this paper is based on the technical note [2].
1. Spaces of matrices
Let Mm denote the space of m×m complex matrices, equipped with the coneP0
of positive semi-definite matrices. This cone induces a natural order relation in (the
subspace of Hermitian matrices of) Mm; namely A  B means that both A and B
are Hermitian and A− B is positive semi-definite. In particular, A  0 means that
A is positive semi-definite.
By the spectral theorem (see [3, Chapter I-2] ) every positive semi-definite matrix
is a sum of rank one positive semi-definite matrix aa∗ with a ∈ Cm. Here an ele-
ment of Cm is denoted by a column vector a = [ξj ]mj=1, so that aa∗ is the m×m
matrix [ξiξj ]mi,j=1. This means that in the cone P0 every extremal ray is of the form
λaa∗(λ  0).
For any N > 0, the finite-dimensional space MN stands in duality relation with
itself via the duality pairing
〈X, Y 〉 ≡ tr(XY ∗). (1.1)
Given a coneP in the space of N ×N Hermitian matrices, we can define its dual
cone via this duality pairing; X belongs to the dual cone of P if and only if
〈X, Y 〉  0 ∀ Y ∈ P.
In the space Mm we consider two natural norms. The spectral norm ‖A‖∞ for a
matrix A ∈ Mm is defined as the operator norm of A as a linear map from the Hilbert
space (Cm, ‖ · ‖) to itself;
‖A‖∞ ≡ sup
x /=0
‖Ax‖
‖x‖ = sup{‖Ax‖ : ‖x‖  1}
= sup{|〈Ax, y〉| : ‖x‖  1, ‖y‖  1}.
The trace norm ‖A‖1 is defined as the sum of all singular values of A, with
multiplicities counted, in other words,
‖A‖1 ≡ tr(|A|) = 〈|A|, Im〉,
where |A| is the modulus of A, that is, the positive semi-definite square root of the
matrix A∗A.
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It is well-known that the spectral norm and the trace norm are mutually dual in
the sense
‖A‖1 = sup
X /=0
|〈A,X〉|
‖X‖∞ and ‖A‖∞ = supX/=0
|〈A,X〉|
‖X‖1 . (1.2)
Next we consider the tensor product Mm ⊗ Mn. This space is identified with the
space of m×m matrices with entries in Mn
A = [Aij ]mi,j=1 with Aij ∈ Mn.
In this identification, for X = [ξij ]mi,j=1 ∈ Mm and Y ∈ Mn
X ⊗ Y = [ξij Y ]mi,j=1. (1.3)
Of course A ∈ Mm ⊗ Mn is considered as an element of Mmn.
In the space of Mm ⊗ Mn, besides the coneP0 of positive semi-definite matrices
there is a natural cone P+, consisting of matrices A of the form
A =
N∑
k=1
Xk ⊗ Yk for some 0  Xk ∈ Mm, 0  Yk ∈ Mn
(k = 1, 2, . . . , N). (1.4)
Since the tensor product X ⊗ Y with positive semi-definite matrices X, Y is again
positive semi-definite (see [3, Chapter I-4]), the cone P+ is included in P0.
Since a positive semi-definite matrix in Mm (and Mn) is a sum of positive semi-
definite matrices of rank one, it is clear that a matrix in Mm ⊗ Mn belongs to the
cone P+ if and only if it is written as a sum of matrices of the form
(a ⊗ b)(a ⊗ b)∗ = (aa∗)⊗ (bb∗), (1.5)
where a ⊗ b is considered as a vector in Cm ⊗ Cn ≡ Cmn. Once the cone P+ is
defined, we can consider its dual cone P−. Since P0 is self-dual, we have
P+ ⊂ P0 ⊂ P−.
To make difference of those three cones more visible, let us remark that a matrix A
is positive semi-definite, i.e., A belongs toP0 if and only if it admits a representation
A =
N∑
k=1
uku
∗
k with uk ∈ Cmn (k = 1, 2, . . . , N), (1.6)
while it belongs to the cone P+ if and only if it admits a represention
A =
N∑
k=1
(ak ⊗ bk)(ak ⊗ bk)∗ with ak ∈ Cm, bk ∈ Cn (k = 1, 2, . . . , N).
(1.7)
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Similarly a matrix A is positive semi-definite, i.e., A belongs to P0 if and only if
〈A, uu∗〉  0 ∀ u ∈ Cmn
while it belongs to the cone P− if and only if
〈A, (a ⊗ b)(a ⊗ b)∗〉  0 ∀ a ∈ Cm, ∀ b ∈ Cn. (1.8)
The space Mmn is also identified with Mn ⊗ Mm. Therefore there is a canonical
map A −→ A† from Mm ⊗ Mn onto Mn ⊗ Mm in which
(X ⊗ Y )† ≡ Y ⊗X (X ∈ Mm, Y ∈ Mn). (1.9)
More precisely, there is a (real) unitary map V from Cm ⊗ Cn to Cn ⊗ Cm such that
A† = V · A · V∗ (A ∈ Mm ⊗ Mn). (1.10)
This shows
〈A,B〉 = 〈A†,B†〉 (A ∈ Mm ⊗ Mn). (1.11)
It is obvious from (1.9)–(1.11) that the map A −→ A† transforms the cone P0
(resp. P+,P−) for Mm ⊗ Mn to the cone P0 (resp. P+,P−) for Mn ⊗ Mm.
In Mm and Mn, we consider independently the norms ‖ · ‖α and ‖ · ‖β where
α, β = 1 or ∞. Given a pair (α, β) with α, β = 1 or ∞, from the standpoint of
tensor product it is natural to introduce to Mm ⊗ Mn the (projective) tensor product
norm ‖ · ‖(α,β) as
‖A‖(α,β) ≡ inf
{
N∑
k=1
‖Xk‖α · ‖Yk‖β : A =
N∑
k=1
Xk ⊗ Yk
}
. (1.12)
The dual norm of ‖ · ‖(α,β) will be denoted by ‖ · ‖′(α,β). Then it is clear that
‖A‖′(α,β) = sup
{|〈A, X ⊗ Y 〉| : ‖X‖α  1, ‖Y‖β  1, X ∈ Mm, Y ∈ Mn}.
(1.13)
In the space of matrices Mmn we can also consider the spectral norm ‖ · ‖∞ and
the trace norm ‖ · ‖1. Since it is well-known that
‖X ⊗ Y‖1 = ‖X‖1 · ‖Y‖1 and ‖X ⊗ Y‖∞ = ‖X‖∞ · ‖Y‖∞
the following inequalities are immediate
‖A‖1  ‖A‖(1,1) and ‖A‖∞  ‖A‖(∞,∞). (1.14)
Moving to the dual norms, we have also
‖A‖∞  ‖A‖′(1,1) and ‖A‖1  ‖A‖′(∞,∞).
It is evident that both P0 and P− are (topologically) closed cones as dual cones.
We claim that P+ is also a closed cone. In fact, by finite dimensionality of Mm ⊗
Mn, according to the classical theorem of Carathéodory (see [3, Chapter II-2]) for a
representation of a matrix A in the cone P+
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A =
N∑
k=1
Xk ⊗ Yk
the number N can be assumed to be a fixed number. Then since by positive semi-
definiteness of Xk , Yk
‖A‖∞  ‖Xk ⊗ Yk‖∞ = ‖Xk‖∞ · ‖Yk‖∞ (k = 1, 2, . . . , N),
we may assume
max{‖Xk‖∞, ‖Yk‖∞ : k = 1, 2, . . . , N} 
√‖A‖∞.
Therefore if Al =∑Nk=1 X(l)k ⊗ Y (l)k ∈ P+ converges to A as l −→∞, we may
assume that, for each k = 1, 2, . . . , N , X(l)k and Y (l)k converge to some positive
semi-definite Xk and Yk as l −→∞, so that
A =
N∑
k=1
Xk ⊗ Yk with Xk, Yk  0 (k = 1, 2, . . . , N),
which shows that the limit A belongs to the cone P+.
2. Spaces of linear maps
Our main objectives in this section are linear maps from Mm to Mn. The vector
space of those linear maps will be denoted by L(Mm,Mn).
To parametrize a linear map , denote by {Eij }mi,j=1 the matrix units of Mm,
that is, Eij has 1 at the (i, j)-position and 0 at all other positions. In other words,
Eij = eie∗j where ei is the canonical base vector with 1 at the ith coordinate and 0 at
all other coordinates.
Then a matrix X = [ξij ]mi,j=1 ∈ Mm is written as
X =
m∑
i,j=1
ξijEij (2.1)
and hence by linearity of 
(X) =
m∑
i,j=1
ξij(Eij ). (2.2)
Therefore a linear map ∈L(Mm,Mn) stands in one-to-one correspondence to an
m×m block matrix A = [Aij ]mi,j=1 with entries in Mn via the relation
Aij ≡ (Eij ) (i, j = 1, 2, . . . , m). (2.3)
The matrix A = [(Eij )]mi,j=1 is called the representation matrix of the linear map
. This establishes a canonical identification betweenL(Mm,Mn) and Mm ⊗ Mn.
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The following relation is important:
〈(X), Y 〉 = 〈A, X ⊗ Y 〉 (X ∈ Mm, Y ∈ Mn), (2.4)
where X denotes the complex conjugation of X, that is, X ≡ [ξij ]mi,j=1 for X =
[ξij ]mi,j=1.
(Here the author thanks the referee for pointing out a serious error in the original
version where X∗ stood for X in (2.4). Further that error caused a serious wrong
statement of Lemma 5.1.)
Notice that X is positive semi-definite if and only if its complex conjugation X is
positive semi-definite.
A linear map  is said to be positive if it maps a positive semi-definite matrix to
a positive semi-definite matrix, that is,
(X)  0 (in Mn) whenever X  0 (in Mm). (2.5)
It is easy to see that  is positive if and only if
〈(aa∗), bb∗〉  0 ∀ a ∈ Cm, ∀ b ∈ Cn.
With the representation matrix A of  this means by (1.5) and (2.4)
〈A, (a¯ ⊗ b)(a¯ ⊗ b)∗〉  0 ∀ a ∈ Cm, ∀ b ∈ Cn.
By (1.18) this establishes the following characterization.
Theorem 2.1. A linear map ∈L(Mm,Mn) is positive if and only if its represen-
tation matrix A belongs to the cone P− in Mm ⊗ Mn.
A linear map  is said to be completely positive if it admits a representation
(X) =
N∑
k=1
YkXY
∗
k (X ∈ Mm), (2.6)
where Yk (k = 1, 2, . . . , N) are some fixed n×m matrices. The original definition
of complete positivity of a linear map between C∗-algberas is different. But for the
case of finite dimensinal C∗-algebras it reduces to the present definition (cf. [4,11]).
Theorem 2.2 (Choi [4]). A linear map  ∈L(Mm,Mn) is completely positive if
and only if its representation matrix A is positive semi-definite, that is, A ∈ P0.
Proof. First since
[Eij ]mi,j=1 =


e1
e2
...
em

 · [e∗1, e∗2, . . . , e∗m],
the matrix [Eij ]mi,j=1 is positive semi-definite in Mm ⊗ Mm. If is completely pos-
itive then its representation matrix A is written as
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A =
N∑
k=1
diag(Yk, Yk, . . . , Yk) · [Eij ]mi,j=1 · diag(Yk, Yk, . . . , Yk)∗
so that A is positive semi-definite in Mm ⊗ Mn.
Suppose conversely that the representation matrix A of ∈L(Mm,Mn) is pos-
itive semi-definite. Write A as a sum of rank-one positive semi-definite matrices, that
is, for some u(k) ∈ Cm ⊗ Cn (k = 1, 2, . . . , N)
A =
N∑
k=1
u(k)u(k)∗.
Consider u(k) as an m-vector with entries in Cn, that is, u(k) = [u(k)j ]mj=1. Then we
can see
A =
N∑
k=1
[
u
(k)
i u
(k)∗
j
]m
i,j=1 .
For each k = 1, 2, . . . , m, define an n×m matrix Yk by
Ykei ≡ u(k)i (i = 1, 2, . . . , m).
Then we can see easily
A =
N∑
k=1
[YkEijY ∗k ]mi,j=1
and hence
(X) =
N∑
k=1
YkXY
∗
k (X ∈ Mm). 
A linear map  ∈L(Mm,Mn) is said to be super-positive if it admits a repre-
sentation
(X) =
N∑
k=1
〈X,Ck〉 ·Dk (X ∈ Mm)
for some fixed 0  Ck ∈ Mm, 0  Dk ∈ Mn (k = 1, 2, . . . , N). Since the cone of
positive semi-definite matrice in Mm is invariant for complex conjugation, taking
Ck in place of Ck in the above, it is clear that  is super-positive if and only if its
representation A admits a representation
A =
N∑
k=1
Ck ⊗Dk with Ck  0, Dk  0 (k = 1, 2, . . . , N). (2.7)
This proves the following characterization.
Theorem 2.3. A linear map  ∈L(Mm,Mn) is super-positive if and only if its
representation matrix belongs to the cone P+ in Mm ⊗ Mn.
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Notice that each of the cones P0,P+ and P− is invariant for complex conjuga-
tion.
Each linear map ∈L(Mm,Mn) gives rise to two natural linear maps. The one
is its adjoint ∗ ∈L(Mm,Mn), defined by
∗(X) ≡ (X∗)∗ (X ∈ Mm). (2.8)
The representation matrix of∗ is just the adjoint matrix of the representation matrix
of  because
∗(Eij ) = (E∗ij )∗ = (Eji)∗ (i, j = 1, 2, . . . , m).
When ∗ = , or equivalently the representation matrix is Hermitian, the map
 is said to be Hermitian. Obviously a positive map is Hermitian.
The other is its conjugate #, a linear map from Mn to Mm, defined by
〈(X), Y 〉 = 〈X,#(Y )〉 (X ∈ Mm, Y ∈ Mn). (2.9)
If A ∈ Mm ⊗ Mn is the representation matrix of a linear map  ∈L(Mm,Mn)
and A# ∈ Mn ⊗ Mm is that of its conjugate # ∈L(Mn,Mm), then with the oper-
ation (·)† in (1.10) and complex conjugation, the following identity holds:
A# = (A†) = (A)†. (2.10)
Next let us introduce the notion of modulus of a map . We can consider the
modulus |A| of the representation matrix A of. The linear map, whose representa-
tion matrix is |A|, is called the modulus of  and will be denoted by ||. Then the
following results are clear from the above observations.
Theorem 2.4. Let  be a linear map from Mm to Mn and # its conjugatge map
from Mn to Mm.
(i) |#| = ||#.
(ii) If  is positive, then so is its conjugate #.
(iii) If  is completely positive, so is its conjugate #.
(iv) If  is super-positive, so is its conjugate #.
Let us present several special linear maps, each of which will plays an important
role in the later discussions.
The slice map 0, defined as
0(X) ≡ 〈X, Im〉 · In (X ∈ Mm) (2.11)
is super-positive with the identity matrix I = Im ⊗ In as its representation matrix.
When m = n, the transpose map 0
0(X) ≡ Xt (X ∈ Mm) (2.12)
is positive. It is, however, not completely positive because its representation matrix
contains a principal submatrix of the form
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E11 E21
E12 E22
]
,
which has a non-positive semi-definite principal submatrix
[
0 1
1 0
]
in rows and col-
umns indexed by 2 and m+ 1.
When m = n, the identity map 0
0(X) ≡ X (X ∈ Mm) (2.13)
is completely positive because its representation matrix [Eij ]mi,j=1 is positive semi-
definite as mentioned in the proof of Theorem 2.2.
The map 0 is, however, not super-positive. This is shown as follows. Define a
matrix B = [Bij ]mi,j=1 as
B11 = E22, B22 = E11 and B12 = −E12, B21 = −E21
and Bij = 0 for all other pair (i, j). First we claim that B belongs to the cone P−.
In fact, for a = [ξj ]mj=1, b = [ηj ]mj=1 ∈ Cm by (1.5) and (2.4)
〈B, (a ⊗ b)(a ⊗ b)∗〉 =
〈[ |ξ2|2 −ξ1ξ2
−ξ1ξ2 |ξ1|2
]
,
[
η1
η2
]
·
[
η1
η2
]∗〉
 0
because the matrix
[ |ξ2|2 −ξ1ξ2
−ξ1ξ2 |ξ1|2
]
is positive semi-definite. On the other hand,
we have〈[Eij ]mi,j=1, [Bij ]mi,j=1〉 = −2 < 0,
which shows that the matrix [Eij ]mi,j=1 can not be in the dual cone ofP−, that is, not
in the cone P+.
3. Norms for linear maps
Let us introduce several norms in L(Mm,Mn). For α, β = 1 or ∞, let us de-
note by ‖‖(α,β) the operator norm of  as a linear map from the normed space
(Mm, ‖ · ‖α) to the normed space (Mn, ‖ · ‖β), that is,
‖‖(α,β) ≡ sup
X /=0
‖(X)‖β
‖X‖α = sup
{‖(X)‖β : X ∈ Mm, ‖X‖α  1} .
Since ‖ · ‖∞ and ‖ · ‖1 are mutually dual norms, we can see
‖‖(α,β) = sup
{|〈(X), Y 〉| : X ∈ Mm, ‖X‖α  1, Y ∈ Mn, ‖Y‖β ′  1} ,
(3.1)
where the dual index α′ is 1 or ∞ according as α = ∞ or 1.
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Since, with use of the representation matrix A,
〈(X), Y 〉 = 〈A, X ⊗ Y 〉,
and ‖X‖α = ‖X‖α , we can see by (3.1)
‖‖(α,β) = ‖A‖′(α,β ′). (3.2)
It is also easy to see that
‖‖(α,β) = ‖∗‖(α,β), (3.3)
and by general formula for conjugates we have
‖‖(α,β) = ‖#‖(β ′,α′). (3.4)
Since the spectral norm is not greater than the trace norm, we can see
‖‖(1,∞)  ‖‖(∞,∞)  ‖‖(∞,1)
and
‖‖(1,∞)  ‖‖(1,1)  ‖‖(∞,1).
Since the unit ball of the spectral norm is the convex hull of the unitary matrices
and that of the trace norm is the convex hull of rank one matrices of the form xy∗
with ‖x‖ = ‖y‖ = 1 (see [12]) , with representation matrix A = [Aij ]mi,j=1 of 
‖‖(1,∞) = sup
‖x‖=‖y‖=1
‖(xy∗)‖∞
= sup
‖x‖=‖y‖=1
{
sup
‖u‖=‖v‖=1
|〈(xy∗), uv∗〉|
}
= sup
‖u‖=‖v‖=1
∥∥ [〈Aij , uv∗〉]mi,j=1 ∥∥∞
and
‖‖(1,1) = sup
‖x‖=‖y‖=1
‖(xy∗)‖1 = sup
unitaryV
∥∥ [〈Aij , V 〉]mi,j=1 ∥∥∞.
Similarly
‖‖(∞,1) = sup
unitary U
‖(U)‖1 = sup
unitaryU
{
sup
unitaryV
|〈(U), V 〉|
}
= sup
unitaryU,V
|〈A, U ⊗ V 〉| = sup
unitary V
∥∥ [〈Aij , V 〉]mi,j=1 ∥∥1
and
‖‖(∞,∞) = sup
unitaryU
‖(U)‖∞ = sup
‖u‖=‖v‖=1
∥∥ [〈Aij , uv∗〉]mi,j=1 ∥∥1.
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Usually it is difficult to calculate the exact values of the norms ‖‖(α,β). But the
situations for a positive map are more tractable.
Theorem 3.1. If a linear map  ∈L(Mm,Mn) is positive, then with its represen-
tation matrix A = [Aij ]mi,j=1,
‖‖(∞,∞) = ‖(Im)‖∞ =
∥∥∥∥∥
m∑
j=1
Ajj
∥∥∥∥∥∞, (3.5)
and
‖‖(∞,1) = tr((Im)) =
m∑
j=1
tr(Ajj ) = tr(A). (3.6)
In particular, if  is completely positive, then
‖‖(∞,1) = ‖A‖1.
Proof. Since every X with ‖X‖∞  1 is a convex combination of unitary matrices,
it suffices to prove that for unitary U
‖(U)‖∞  ‖(Im)‖∞ and ‖(U)‖1  ‖(Im)‖1.
By the spectral theorem for a unitary matrix U (see [3, Chapter I-2]) there are
0  θk < 2π and orthoprojections Pk (k = 1, 2, . . . , m) such that
m∑
k=1
eiθkPk = U and
m∑
k=1
Pk = Im.
Since  is positive, (Pk)  0 (k = 1, 2, . . . , m) so that[
(Pk) eiθk(Pk)
e−iθk(Pk) (Pk)
]
=
[
1 eiθk
e−iθk 1
]
⊗(Pk)
 0 (k = 1, 2, . . . , m),
hence[
(Im) (U)
(U∗) (Im)
]
=
m∑
k=1
[
(Pk) eiθk(Pk)
e−iθk(Pk) (Pk)
]
 0.
This implies (cf. Theorem 4.4)
‖(U)‖∞  ‖(Im)‖∞ and ‖(U)‖1  ‖(Im)‖1. 
Theorem 3.2. If a linear map  ∈L(Mm,Mn) is block-diagonal in the sense
(Eij ) = 0 whenever i /= j
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then
‖‖(1,∞) = max
j=1,2,...,m
‖(Ejj )‖∞ and
(3.7)
‖‖(1,1) = max
j=1,2,...,m
‖(Ejj )‖1.
Proof. For vectors x = [ξj ]mj=1 and y = [ηj ]mj=1 with ‖x‖ = ‖y‖ = 1 the block-
diagonal assumption implies
(xy∗) =
m∑
j=1
ξj η¯j ·(Ejj )
so that
‖(xy∗)‖∞ 
m∑
j=1
|ξj η¯j | · ‖(Ejj )‖∞
 ‖x‖ · ‖y‖ max
j=1,2,...,m
‖(Ejj )‖∞
 max
j=1,2,...,m
‖(Ejj )‖∞.
The converse inequality is obvious because
‖(Ejj )‖∞  ‖‖(1,∞) · ‖Ejj‖1 = ‖‖(1,∞) (j = 1, 2, . . . , m).
The proof for ‖ · ‖(1,1) is quite similar and omitted. 
We close this section by calculating norms for the special maps 0, 0 and 0,
defined by (2.11)–(2.13) respectively.
‖0‖(1,1) = n, ‖0‖(1,∞) = 1, ‖0‖(∞,∞) = m, ‖0‖(∞,1) = mn, (3.8)
‖0‖(1,1) = 1, ‖0‖(1,∞) = 1, ‖0‖(∞,∞) = 1, ‖0‖(∞,1) = m. (3.9)
and
‖0‖(1,1) = 1, ‖0‖(1,∞) = 1, ‖0‖(∞,∞) = 1, ‖0‖(∞,1) = m, (3.10)
4. Tricks of 2×2 block matrices
In this section we investigate the three cones P0,P+ and P− in the special case
m = 2, that is, in M2 ⊗ Mn. It is most convenient to write each element of the space
as a 2 × 2 block matrix
A =
[
A11 A12
A21 A22
]
.
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The results will be used later in the following form.
If a matrix A = [Aij ]mi,j=1 ∈ Mm ⊗ Mn satisfies the condition that for some fixed
i0, j0
Aij = 0 except when i, j = i0 or = j0
and the 2×2 block matrix[
Ai0,i0 Ai0,j0
Aj0,i0 Aj0,j0
]
belongs to the coneP0 (resp. P−, P+) in M2 ⊗ Mn, the matrix A itself belongs to
the cone P0 (resp. P−, P+) in Mm ⊗ Mn.
Let us start with well-known results (see [3, Chapter I-3]).
Lemma 4.1[
In A
A∗ In
]
 0 ⇐⇒ ‖A‖∞  1.
Theorem 4.2. A matrix A ∈ M2 ⊗ Mn is positive semi-definite, i.e.
A ≡
[
A11 A12
A21 A22
]
 0
if and only if A11  0 and A22  0, and there is W ∈ Mn such that
‖W‖∞  1 and A12 = A
1
2
11 ·W · A
1
2
22 = A∗21.
Corollary 4.3. For Hermitian matrices A,C ∈ Mn
C ± A  0 ⇐⇒
[
C A
A C
]
 0.
The following result is a special case of the known inequalities for singular values
(see [3, Chapter III-5]).
Theorem 4.4. For α = 1,∞[
C A
A∗ D
]
 0 ⇒ ‖A‖α 
√‖C‖α · ‖D‖α.
Lemma 4.5. A matrix A ∈ M2 ⊗ Mn is positive semi-definite, i.e.
A ≡
[
A11 A12
A21 A22
]
 0
if and only if[〈A11, B11〉 〈A12, B12〉
〈A21, B21〉 〈A22, B22〉
]
 0 whenever B ≡
[
B11 B12
B21 B22
]
 0.
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Proof. If A, B  0, by self-duality of the cone P0
0  〈A,B〉 = 〈A11, B11〉 + 〈A22, B22〉 + 2Re〈A12, B12〉.
Replacing B11, B22, B12, B21 by λB11, 1λB22, e
iθB12, e−iθB21 where λ > 0 and 0 
θ < 2π , we are led to the inequality
|〈A12, B12〉|2  〈A11, B11〉 · 〈A22, B22〉.
Since
〈A11, B11〉  0, and 〈A22, B22〉  0
this means[〈A11, B11〉 〈A12, B12〉
〈A21, B21〉 〈A22, B22〉
]
 0.
The converse assertion is also immediate. 
Lemma 4.6. If
A ≡
[
A11 A12
A21 A22
]
 0 in M2 ⊗ Mm and
B ≡
[
B11 B12
B21 B22
]
 0 in M2 ⊗ Mn,
then [
A11 ⊗ B11 A12 ⊗ B12
A21 ⊗ B21 A22 ⊗ B22
]
 0 in M2 ⊗ (Mm ⊗ Mn).
Proof. The matrix in question is a principal submatrix of the matrix A ⊗ B, which
is positive semi-definite. 
The following is of frequent use.
Theorem 4.7. For any A ∈ Mn the matrix[|A∗| A
A∗ |A|
]
 0.
Proof. Let A = U |A| be the polar representation of A with unitary U (see [3, Chap-
ter I-2]). Then since
|A∗| = U |A|U∗,
we have[|A∗| A
A∗ |A|
]
=
[
U 0
0 In
]
·
[
|A| 12
|A| 12
]
·
[
|A| 12 , |A| 12
]
·
[
U∗ 0
0 In
]
 0. 
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Lemma 4.8. If a matrix of the form[
In B
B∗ In
]
is positive semi-definite, then it belongs to the cone P+ of M2 ⊗ Mn.
Proof. A proof is similar to that of Theorem 3.1. By Lemma 4.1 the assumption
means ‖B‖∞  1. Since such B is a convex combination of unitary matrices, it
suffices to show that for every unitary U ∈ Mn the matrix
[
In U
U∗ In
]
belongs to the
cone P+.
By the spectral theorem there are orthoprojections Pk ∈ Mn and 0  θk < 2π
(k = 1, 2, . . . , n) such that
n∑
k=1
Pk = In and U =
N∑
k=1
eiθkPk.
Then we have[
In U
U∗ In
]
=
n∑
k=1
[
1 eiθk
e−iθk 1
]
⊗ Pk.
Since 0 
[
1 eiθk
e−iθk 1
]
∈ M2 (k = 1, 2, . . . , n)and 0  Pk ∈ Mn (k = 1, 2, . . . , n),
we can conclude that
[
In U
U∗ In
]
belongs toP+. 
Theorem 4.9. If a matrix of the form[
C A
A∗ C
]
is positive semi-definite, then it belongs to the cone P+ of M2 ⊗ Mn.
Proof. Since by Theorem 4.2 the assumption implies that C  0, C− 12AC− 12 is
well-defined, and[
C A
A∗ C
]
=
[
C
1
2 0
0 C
1
2
]
·
[
In C
− 12AC− 12
C− 12A∗C− 12 In
]
·
[
C
1
2 0
0 C
1
2
]
=
(
I2 ⊗ C 12
)
·
[
In C
− 12AC− 12
C− 12A∗C− 12 In
]
·
(
I2 ⊗ C 12
)
,
the assertion follows from Lemma 4.8. 
It is seen that a key in Lemma 4.8 (and hence Theorem 4.9) is in simultaneous
integral representations of C and A
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C =
∫ 2π
0
dP(t) and A =
∫ 2π
0
e
√−1tdP(t)
with a positive semi-definite matrix-valued measure P(·) on [0, 2π). This shows that
if A = [Aij ]mi,j=1 ∈ P0 in Mm ⊗ Mn is Toeplitz in the sense
Aij = Akl whenever j − i = l − k.
then A belongs to P+, because it is known (see [1]) that in this case for a suitable
positive semi-definite matrix-valued measure P(·) on [0, 2π)
Aij =
∫ 2π
0
e
√−1(i−j)tdP(t) (i, j = 1, 2, . . . , m)
and the numerical matrix [e
√−1(i−j)t ]mi,j=1 ∈ Mm is positive semi-definite.
Similarly if A = [Aij ]mi,j=1 ∈ P0 is Hankel in the sense
Aij = Akl whenever i + j = k + l,
then A belongs to P+, because it is known (see [1]) that in this case for a suitable
positive semi-definite matrix-valued measure P(·) on (−∞,∞)
Aij =
∫ ∞
−∞
t i+jdP(t) for i + j  2m− 1 and Amm 
∫ ∞
−∞
t2mdP(t),
and the numerical matrix [t i+j ]mi,j=1 ∈ Mm is positive semi-definite.
Those facts are pointed out in a recent paper of Gurvits [6], who calls a matrix in
P+ separable.
Theorem 4.10. If a matrix
[
C A
A∗ D
]
is in the cone P− of M2 ⊗ Mn, then the
matrix
[
C +D A
A∗ C +D
]
belongs to the cone P+.
Proof. By assumption, for every y ∈ Cn the numerical matrix[ 〈Cy, y〉 〈Ay, y〉
〈A∗y, y〉 〈Dy, y〉
]
is positive semi-definite, so that for any 0  θ < 2π
〈Cy, y〉 + 〈Dy, y〉  eiθ 〈Ay, y〉 + e−iθ 〈A∗y, y〉.
By choosing a suitable θ , we can conclude〈
C +D
2
y, y
〉
= 〈Cy, y〉 + 〈Dy, y〉
2
 |〈Ay, y〉|,
which implies
C +D
2
± Re(A)  0 and C +D
2
± Im(A)  0.
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Then we have by Lemma 4.2[
C+D
2 Re(A)
Re(A) C+D2
]
 0 and
[
C+D
2 i Im(A)−i Im(A) C+D2
]
 0.
Then since by Theorem 4.9 both of the above matrices belong to the cone P+, so
does their sum[
C +D A
A∗ C +D
]
=
[
C+D
2 Re(A)
Re(A) C+D2
]
+
[
C+D
2 i Im(A)−i Im(A) C+D2
]
,
what is to prove. 
5. Completely positive majorants
Given a linear map  ∈L(Mm,Mn) with representation matrix A, a pair of
linear maps (1,2) in L(Mm,Mn) with representation matrices (C,D) is called
a completely positive majorizing pair if the 2mn× 2mn matrix[
C A
A∗ D
]
is positive semi-definite.
When is Hermitian, a linear map  is called its completely positive majorant if
± are completely positive maps. By Corollary 4.3 this is to say that (,) is a
completely positive majorizing pair of .
By definition of modulus and Theorem 4.7 the pair (|∗|, ||) is always a com-
pletely positive majorizing pair of a linear map . In particular, when  is Hermi-
tian, || is a completely positive majorant of .
Lemma 5.1. Let (1,2) be a completely positive majorizing pair of a linear map
 ∈L(Mm,Mn). Then for Xij ∈ Mm (i, j = 1, 2)[
X11 X12
X21 X22
]
 0 ⇒
[
1(X11) (X12)
(X12)∗ 2(X22)
]
 0.
Proof. Let A,C,D be the representation matrices of ,1,2 respectively. By
assumption[
C A
A∗ D
]
 0 in M2 ⊗ (Mm ⊗ Mn) .
On the other hand, since[
X11 X12
X21 X22
]
 0 ⇒
[
X11 X12
X12
∗
X22
]
 0,
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for any positive semi-definite[
Y11 Y12
Y21 Y22
]
 0
we have by Lemma 4.6[
X11 ⊗ Y11 X12 ⊗ Y12
X12
∗ ⊗ Y21 X11 ⊗ Y22
]
 0 in M2 ⊗ (Mm ⊗ Mn),
so that by Lemma 4.5[ 〈C, X11 ⊗ Y11〉 〈A, X12 ⊗ Y12〉
〈A∗, X12∗ ⊗ Y21〉 〈D, X22 ⊗ Y22〉
]
 0,
which implies by (2.4)[〈1(X11), Y11〉 〈(X12), Y12〉
〈(X12)∗, Y21〉 〈2(X22), Y22〉
]
 0.
Since this is valid for every positive semi-definite[
Y11 Y12
Y21 Y22
]
 0,
again by Lemma 4.5 we can conclude that[
1(X11) (X12)
(X12)∗ 2(X22)
]
 0. 
Theorem 5.2. If (1,2) is a completely positive majorizing pair of a linear map
 ∈L(Mm,Mn), then for any choice of α, β = 1 or ∞,
‖‖(α,β) 
√‖1‖(α,β) · ‖2‖(α,β)
Proof
Take X ∈ Mm with ‖X‖α  1. Since by Theorem 4.7[|X∗| X
X∗ |X|
]
 0
we have by Lemma 5.1[
1(|X∗|) (X)
(X)∗ 2(|X|)
]
 0.
Then by Theorem 4.4 we have
‖(X)‖β 
√
‖1(|X∗|)‖β · ‖2(|X|)‖β.
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Since
‖|X|‖α = ‖|X∗|‖α = ‖X‖α  1
we have by definition of norm ‖ · ‖(α,β)√
‖1(|X∗|)‖β · ‖2(|X|)‖β 
√‖1‖(α,β) · ‖2‖(α,β).
Now the assertion follows from arbitrariness of X with ‖X‖α  1. 
Corollary 5.3. For any linear map  ∈L(Mm,Mn) and any choice of α, β = 1
or ∞
‖‖(α,β)  max
(‖ || ‖(α,β), ‖ |∗| ‖(α,β)) .
This follows from Theorem 5.2 and the fact that (|∗|, ||) is a completely posi-
tive majorizing pair of .
Though (|∗|, ||) is a canonical completely positive majorizing pair of, there
is no reason for the equality of ‖ || ‖(α,β) and ‖ |∗| ‖(α,β). The norm ‖ · ‖(∞,1) is
favorable in this respect as seen in the following theorem.
Theorem 5.4. For any completely positive majorizing pair (1,2) of a linear map
 ∈L(Mm,Mn)
‖‖(∞,1)  ‖ || ‖(∞,1) = ‖ |∗| ‖(∞,1) 
√‖1‖(∞,1) · ‖2‖(∞,1).
Proof. With representation matrix A of  we have by Theorem 3.1
‖ || ‖(∞,1) = ‖A‖1 = ‖A∗‖1 = ‖ |∗| ‖(∞,1).
With representation matrices (C,D) of (1,2) the inequality[
C A
A∗ D
]
 0
implies by Corollary 4.4
‖A‖1 
√‖C‖1 · ‖D‖1 = √‖1‖(∞,1) · ‖2‖(∞,1). 
6. Estimates of norms of moduli
Let  be a linear map from Mm to Mn. In this section we investigate estimates
of norms of modulus || by scalar multiples of norms of .
Let us start with the following observation. Let A = [Aij ]mi,j=1 be the representa-
tion matrix of . Since ‖Eij‖α = 1 (i, j = 1, 2, . . . , m;α = 1,∞), for a map  ∈
L(Mm,Mn)
‖Aij‖β = ‖(Eij )‖β  ‖‖(α,β) · ‖Eij‖α
= ‖‖(α,β) (i, j = 1, 2, . . . , m). (6.1)
24 T. Ando / Linear Algebra and its Applications 379 (2004) 3–41
Now if ‖‖(α,β) = 1, by (6.1) and Lemma 4.1[
In Aij
A∗ij In
]
 0 (i, j = 1, 2, . . . , m),
so that[
m · I A
A∗ m · I
]
 0,
which implies m · I  |A| again by Lemma 4.1. Recall the slice map 0 in (2.11)
has I as its representation matrix. Therefore by Theorem 5.2 the map m ·0 is a
completely postive majorant of || and
‖ || ‖(α,β)  m · ‖0‖(α,β). (6.2)
Since ‖0‖(1,∞) = 1 and since ‖‖(1,∞) = ‖#‖(1,∞) and ||# = |#| by Theo-
rem 2.4, moving to the conjugate if necessary, we can deduce the following conclu-
sion.
Theorem 6.1. For every map  ∈L(Mm,Mn) the map min(m, n)‖‖(1,∞) ·0
is a completely positive majorant of the modulus ||, so that
‖ || ‖(1,∞)  min(m, n) · ‖‖(1,∞).
It follows from (6.2) that if ‖‖(∞,∞)  1 then
‖ || ‖(∞,∞)  m · ‖0‖(∞,∞) = m2.
In the following theorem we show that the constant m2 can be reduced to m.
Theorem 6.2. ‖ || ‖(∞,∞)  m · ‖‖(∞,∞) ∀  ∈L(Mm,Mn).
Proof. We may assume ‖‖(∞,∞) = 1. Let A = [Aij ]mi,j=1 and C = [Cij ]mi,j=1 be
the representation matrices of  and || respectively. Notice that since every X ∈
Mm with ‖X‖∞  1 is a convex combination of unitary matrices,
‖‖(∞,∞) = sup


∥∥∥∥∥∥
m∑
i,j=1
uijAij
∥∥∥∥∥∥∞
: unitary U = [uij ]mi,j=1


and that by Theorem 3.1
‖ || ‖(∞,∞) =
∥∥∥∥∥∥
m∑
j=1
Cjj
∥∥∥∥∥∥∞
.
Therefore Theorem 6.2 asserts that if∥∥∥∥∥∥
m∑
i,j=1
uijAij
∥∥∥∥∥∥
2
∞
 1 for every unitary U = [uij ]mi,j=1 ∈ Mm
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then
m∑
k=1
Ckk  m · In. (6.3)
Notice first that the above assumption is equivalently expressed as
m∑
k,l=1
m∑
i,j=1
u¯kluijA
∗
klAij  In.
Recall that the functions U −→ uij (i, j = 1, 2, . . . , m) forms an orthogonal system
with respect to the normalized invariant (i.e. Haar) measure dσ(·) on the group U(m)
of unitary matrices in Mm, and the integral of the square of the modulus of each
function is equal to 1
m
(see [13]);∫
U(m)
u¯kluijdσ(U) = δik · δlj
m
(i, j, k, l = 1, 2, . . . , m).
Integrating both sides of the above matrix inequality with respect to the measure, we
get
m∑
k,l=1
m∑
i,j=1
(∫
U(m)
u¯kluijdσ(U)
)
A∗klAij  In,
and then by the mentioned orthogonality properties
1
m
m∑
i,j=1
|Aij |2  In. (6.4)
Since the tensor product Cm ⊗ Cn is identified with the direct sum of m copies of
Cn, that is, the space of vectors u = [uj ]mj=1 with uj ∈ Cn (j = 1, 2, . . . , m), denote
by Qk (k = 1, 2, . . . , m) the map from Cm ⊗ Cn to Cn, which assigns the kth entry
uk to u = [uj ]mj=1. Since obviously
Qk · A · Q∗k = Akk (k = 1, 2, . . . , m)
we have by definition of modulus of 
||(Im) =
m∑
k=1
QkCQ∗k =
m∑
k=1
Qk
(
A∗A
) 1
2 Q∗k.
Since the square-root function t
1
2 is matrix-concave of all order on the half-line
[0,∞), we have (see [3, Chapter V])
Qk
(
A∗A
) 1
2 Q∗k 
(QkA∗AQ∗k) 12 (k = 1, 2, . . . , m).
Since
QkA∗AQ∗k =
m∑
l=1
|Alk|2 (k = 1, 2, . . . , m)
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we can conclude
m∑
k=1
Ckk 
m∑
k=1
(
m∑
l=1
|Alk|2
) 1
2
.
Then again by matrix-concavity of the square-root function t 12 and (6.4)
1
m
m∑
k=1
Ckk 
1
m
m∑
k=1
(
m∑
l=1
|Alk|2
) 1
2


 1
m
m∑
k,l=1
|Alk|2


1
2
 In,
which proves (6.3). 
The cases of ‖ · ‖(∞,1)-norm and ‖ · ‖(1,1)-norm seem more difficult. Here we use
the following deep result of Haagerup without proof.
Lemma 6.3 (Haagerup [8]). For a matrix A ∈ Mm ⊗ Mn there are 0  Dj ∈ Mm,
0  Fj ∈ Mn (j = 1, 2) such that
tr(Dj )  1 and tr(Fj )  1 (j = 1, 2)
and for any X ∈ Mm and any Y ∈ Mn
|〈A, X ⊗ Y 〉|
 ‖A‖′(∞,∞) ·
{〈D1, X∗X〉 + 〈D2, XX∗〉} 12 · {〈F1, Y ∗Y 〉 + 〈F2, YY ∗〉} 12 .
Theorem 6.4. ‖ || ‖(∞,1)  2 min(m, n) · ‖‖(∞,1) ∀  ∈L(Mm,Mn).
Proof (cf. Haagerup and Itoh [9]). Considering the conjugate # if necessary, we
may assume that m = min(m, n) and ‖‖(∞,1) = 1. With its representation matrix
A this means by (1.13) and (3.2) that
‖A‖′(∞,∞) = ‖‖(∞,1) = 1.
By mutual duality of norms ‖ · ‖∞ and ‖ · ‖1 on Mm ⊗ Mn there is B ∈ Mm ⊗ Mn
such that
‖B‖∞ = 1 and |〈A,B〉| = ‖A‖1.
Write B = [Bij ]mi,j=1 in the canonical way
B =
m∑
i,j=1
Eij ⊗ Bij .
Then we have by Lemma 6.3 and by the Cauchy–Schwarz inequality
|〈A,B〉|

m∑
i,j=1
|〈A, Eij ⊗ Bij 〉|
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
m∑
i,j=1
{
〈D1, E∗ijEij 〉 + 〈D2, EijE∗ij 〉
} 1
2 ·
{
〈F1, B∗ijBij 〉 + 〈F2, BijB∗ij 〉
} 1
2



〈
D1,
m∑
i,j=1
E∗ijEij
〉
+
〈
D2,
m∑
i,j=1
EijE
∗
ij
〉

1
2
×


〈
F1,
m∑
i,j=1
B∗ijBij
〉
+
〈
F2,
m∑
i,j=1
BijB
∗
ij
〉

1
2
.
By definition of matrix units Eij we have
m∑
i,j=1
E∗ijEij =
m∑
i,j=1
EijE
∗
ij = m · Im
and
m∑
i,j=1
B∗ijBij =
m∑
i=1
{
(i, i)-block-entry of B∗B
}
m‖B‖2∞ · In  m · In,
k∑
i,j=1
BijB
∗
ij =
m∑
i=1
{
(i, i)-block-entry of BB∗
}
m‖B∗‖2∞ · In  m · In.
Therefore by Theorem 3.1 we can conclude
‖ || ‖(∞,1) = ‖A‖1 = |〈A,B〉|
m · {tr(D1)+ tr(D2)} 12 · {tr(F1)+ tr(F2)} 12  2m. 
We do not know whether the constant 2 min(m, n) can be reduced to min(m, n).
But when restricted to a positive map, such reduction is possible.
Theorem 6.5. For every positive map  ∈L(Mm,Mn)
‖ || ‖(∞,1)  min(m, n) · ‖‖(∞,1).
Proof. We may assume again m = min(m, n) because  is positive if and only if
the conjugate # is positive. Further we may assume ‖‖(∞,1) = 1.
Since for Hermitian X ∈ Mm
‖X‖∞ · Im  ±X,
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by positivity of 
‖X‖∞(Im)  ±(X),
so we can define a real linear map ˜ on the class of Hermitian matrices in Mm by
˜(X) ≡ (Im)− 12 ·(X) ·(Im)− 12 ,
and extend it, in a canonical way, to Mm as a complex linear map. Then since ˜
is positive and ˜(Im)  Im, by Theorem 3.1 ‖˜‖(∞,∞)  1. Let ˜ ≡ |˜|. Then by
Theorem 6.2
‖˜‖(∞,∞)  m, that is, ˜(Im)  m · Im.
The linear map  defined by
(X) ≡ (Im) 12 · ˜(X) ·(Im) 12
is a completely positive majorant of , and (Im)  m ·(Im), so that again by
Theorem 3.1
‖‖(∞,1)  m · ‖‖(∞,1).
Finally by Theorem 5.4
‖ || ‖(∞,1)  ‖‖(∞,1). 
Optimality of the constant m in Theorems 6.2 and 6.5 (in the case m = n) can be
seen by taking ≡ 0, the transpose map in (2.12). In fact, let us show that for any
completely positive majorant  of the positive map 0
‖‖(∞,1)  m · ‖0‖(∞,1) and ‖‖(∞,∞)  m · ‖0‖(∞,∞).
Since |0| = 0, the slice map in (2.11), by Theorem 5.4 we have
‖‖(∞,1)  ‖0‖(∞,1) = m2 = m · ‖0‖(∞,1).
Finally we have by Theorem 3.1 and Theorem 5.4 (as m = n)
‖‖(∞,∞) = ‖(Im)‖∞  1
m
tr ((Im))
= 1
m
‖‖(∞,1)  1
m
‖0‖(∞,1) = m = m · ‖0‖(∞,∞).
As we cannot find any effective method to estimate the ‖ · ‖(1,1)-norm of modulus,
we are content to consider completely positive majorizing pairs.
Theorem 6.6. Every linear map  ∈L(Mm,Mn) admits a completely positive
majorizing pair (1,2) such that
‖j‖(1,1)  m · ‖‖(1,1) (j = 1, 2).
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Proof. We may assume ‖‖(1,1) = 1 with A = [Aij ]mi,j=1. Define a map 1 by
1(Eij ) ≡
{∑m
k=1 |A∗ik| if i = j,
0 if i /= j.
and a map 2 by
2(Eij ) ≡
{∑m
k=1 |Aki | if i = j,
0 if i /= j.
Then both maps 1,2 are positive and block-diagonal, so they are completely pos-
itive. Since by (6.1) ‖Aij‖1  1 (i, j = 1, 2, . . . , m), we have by Theorem 3.2
‖1‖(1,1) = max
i=1,2,...,m
‖1(Eii)‖1  max
i=1,2,...,m
{
m∑
k=1
‖A∗ik‖1
}
 m
and similarly
‖2‖(1,1)  m.
We claim that (1,2) is a completely positive majorizing pair of . This is seen
by repeated use of Theorem 4.7[|A∗ik| Aik
A∗ik |Aik|
]
 0 (i, k = 1, 2, . . . , m). 
Using the conjugate if necessary, we can deduce the following corollaries from
Theorems 6.2 and 6.6.
Corollary 6.7. Every linear map  ∈L(Mm,Mn) admits a completely positive
majorizing pair (1,2) such that
‖j‖(∞,∞)  min(m, n) · ‖‖(∞,∞) (j = 1, 2).
Corollary 6.8. Every linear map  ∈L(Mm,Mn) admits a completely positive
majorizing pair (1,2) such that
‖j‖(1,1)  min(m, n) · ‖‖(1,1) (j = 1, 2).
7. Super-positive majorants
For a Hermitian map ∈L(Mm,Mn) a linear map  is called its super-positive
majorant if ± are super-positive. With the representation matrices A,C of,
respectively, this means that C ± A belong to the cone P+.
There is no canonical candidate of a super-positive majorant like the modulus as
a completely positive majorant.
30 T. Ando / Linear Algebra and its Applications 379 (2004) 3–41
If ‖‖(α,β) = 1 and A = [Aij ]mi,j=1 is its representation matrix,
m · I ± A = diag(In ± A11, . . . , In ± Amm)+
∑
i<j
B(i,j)
where
(B(i,j))kl ≡


In if k = l = i or = j,
±Aij if k = i and l = j,
±Aij if k = j and l = i,
0 otherwise.
Since by (6.1)
‖Aij‖∞  ‖Aij‖β  ‖‖(α,β) = 1 (i, j = 1, 2, . . . , m),
by Lemma 4.8 every B(i,j) belongs to P+, and so does the positive block-diagaonl
matrix diag(In ± A11, . . . , In ± Amm). Therefore the matrix m · I ± A belong to the
cone P+. This observation shows the following.
Lemma 7.1. For any Hermitian map ∈L(Mm,Mn) the map ≡ m‖‖(α,β)0
is a super-positive majorant of  and ‖‖(α,β) = m‖0‖(α,β) · ‖‖(α,β).
Since ‖0‖(1,∞) = 1 and the conjugate of the slice map from Mm to Mn is the
slice map from Mn to Mm, considering the conjugate if necessary, we can conclude
the following from Lemma 7.1.
Theorem 7.2. For every Hermitian map  ∈L(Mm,Mn) the map
 ≡ min(m, n) · ‖‖(1,∞) ·0
is a super-positive majorant of  such that
‖‖(1,∞) = min(m, n) · ‖‖(1,∞).
Since ‖0‖(1,1) = n, for the norm ‖ · ‖(1,1) the constant in Lemma 7.1 is mn. This
constant mn should be improved by choosing another super-positive majorant.
Theorem 7.3. Every Hermitian map  ∈L(Mm,Mn) admits a super-positive
majorant  such that
‖‖(1,1)  (2m− 1) · ‖‖(1,1).
Proof. Let A = [Aij ]mi,j=1 be the representation matrix of . Since Aji = A∗ij , by
Theorem 4.7 for i < j[|Aji | Aij
Aji |Aij |
]
 0
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so by Theorem 4.10 the matrices[|Aij | + |Aji | ±Aij
±Aji |Aij | + |Aji |
]
belong to the coneP+ (for M2 ⊗ Mn). Define, for i < j , the maps (i,j)± ∈L(Mm,
Mn) by
(i,j)± (Ekl) ≡


|Aij | + |Aji | if k = l = i or j,
±Aij if k = i and l = j,
±Aji if k = j and l = i,
0 otherwise.
Then they are all super-positive. Finally define a map  by
(Eij ) ≡
{
Di if i = j,
0 otherwise,
where
Di ≡
m∑
j=1
|Aij | +
m∑
j=1
|Aji | − |Aii | (i = 1, 2, . . . , m).
Let C and C(i,j)± be the representation matrices of  and 
(i,j)
± respectively. Since
C ± A = diag (|A11| ± A11, . . . , |Amm| ± Amm)+
∑
i<j
C(i,j)±
and every summand belongs to the cone P+, we can conclude that  is a super-
positive majorant of . Finally by Theorem 3.2 we have
‖‖(1,1) = max
i=1,2,...,m
‖Di‖1
 max
i=1,2,...,m


m∑
j=1
(‖Aij‖1 + ‖Aji‖1)− ‖Aii‖1


and by (6.1) ‖Aij‖1  ‖‖(1,1) (i, j = 1, 2, . . . , m), so we arrive at the inequality
‖‖(1,1)  (2m− 1) · ‖‖(1,1). 
In the same way the map  ≡ m‖‖(∞,∞) ·0 is a super-positive majorant of
with ‖‖(∞,∞) = m2‖‖(∞,∞). The same is true for the norm ‖ · ‖(1,∞).
In the case of a positive map, this constant m2 can be improved by choosing
another super-positive majorant.
Theorem 7.4. Every positive map ∈L(Mm,Mn) admits a super-positive majo-
rant  such that
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(Im) = (2m− 1) ·(Im),
and consequently
‖‖(∞,∞) = (2m− 1) · ‖‖(∞,∞) and
‖‖(∞,1) = (2m− 1) · ‖‖(∞,1).
Proof. By positivity we can see that for i < j the matrix
[
Aii ±Aij
±Aji Ajj
]
belongs
to the cone of P− (for M2 ⊗ Mn), so that by Theorem 4.10 the matrix[
Aii + Ajj ±Aij
±Aji Aii + Ajj
]
belongs to P+ (for M2 ⊗ Mn). Then the maps (i,j)± , defined by
(i,j)± (Ekl) ≡


Aii + Ajj if k = l = i or j,
±Aij if k = i and l = j,
±Aji if k = j and l = i,
0 otherwise
are super-positive. Define  as
(Eij ) ≡
{
(m− 1)Aii +∑mk=1 Akk if i = j,
0 otherwise.
Then we have
+ = 2˜+
∑
i<j
(i,j)+ ,
where ˜ is a map whose representation matrix is given by diag(A11, . . . , Amm) and
− =
∑
i<j
(i,j)− ,
so that  is a super-positive majorant of .
Finally we can see
(Im) = (2m− 1) ·
m∑
i=1
Aii = (2m− 1) ·(Im).
The assertion
‖‖(∞,∞) = (2m− 1) · ‖‖(∞,∞) and
‖‖(∞,1) = (2m− 1) · ‖‖(∞,1)
follows from Theorem 3.1. 
Without positivity the result is still quite crude.
T. Ando / Linear Algebra and its Applications 379 (2004) 3–41 33
Theorem 7.5. Every Hermitian map  ∈L(Mm,Mn) admits a super-positive
majorant  such that
‖‖(∞,∞) 
√
m(2m− 1) · ‖‖(∞,∞).
Proof. We may assume that ‖‖(∞,∞) = 1. Let us use the same map  as that in
the proof of Theorem 7.3.
Since by definition
(Im) = 2 ·
m∑
i,j=1
|Aij | −
m∑
j=1
|Ajj |
=
m∑
j=1
|Ajj | + 2 ·
m−1∑
k=1
m∑
j=1
|Aj,j+k|,
where j + k are calculated mod m. On the product m of m copies of the torus 
ε ≡ (eiθ1 , eiθ2 , . . . , eiθm), 0  θj < 2π (j = 1, 2, . . . , m)
the coordinate projections
πj (ε) ≡ eiθj (j = 1, 2, . . . , m)
form an orthonormal function system, with respect to the probability measure
dσ(ε) ≡ 1
(2π)m
m∏
j=1
dθj .
On the other hand, since for each k = 0, 1, . . . , m− 1
m∑
j=1
eiθj Aj,j+k = (Uk)
where Uk is a unitary matrix defined as
Uk ≡ diag(eiθ1 , . . . , eiθm) · Sk with S ≡ [δi,j−1]mi,j=1,
we have∥∥∥∥∥∥
m∑
j=1
eiθj Aj,j+k
∥∥∥∥∥∥
2
∞
= ‖(Uk)‖2∞  ‖‖2(∞,∞) = 1,
which is equivalent to
m∑
l,j=1
e−iθleiθj A∗l,l+kAj,j+k  In.
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By integrating both sides with respect to the measure dσ(·) we have
∫
m


m∑
l,j=1
e−iθleiθj A∗l,l+kAj,j+k

 dσ(ε)  In,
and hence by the orthonormal property
m∑
j=1
|Aj,j+k|2  In (k = 0, 1, . . . , m− 1).
Then again by the matrix-concavity of the square-root function we can conclude
m∑
j=1
|Aj,j+k| 
√
m


m∑
j=1
|Aj,j+k|2


1
2

√
m · In.
Finally
(Im) =
m∑
j=1
|Ajj | + 2 ·
m−1∑
k=1
m∑
j=1
|Ai,j+k| 
√
m(2m− 1) · In,
so that by Theorem 3.1
‖‖(∞,∞) 
√
m(2m− 1)‖‖(∞,∞). 
It is not clear whether the constant
√
m(2m− 1) can be reduced to 2m− 1. When
m = n, moving to the conjugate, we can say the following from Theorem 7.3.
Theorem 7.6. In the case m = n every Hermitian map ∈L(Mm,Mm) admits a
super-positive majorant  such that
‖‖(∞,∞)  (2m− 1) · ‖‖(∞,∞).
Let us show that, when m = n, the constant 2m− 1 (in Theorems 7.4 and 7.6) for
existence of a super-positive majorant  of a (positive) map  such that
‖‖(∞,∞)  (2m− 1) · ‖‖(∞,∞) or ‖‖(∞,1)  (2m− 1) · ‖‖(∞,1)
is best possible.
To see this, take the identity map 0 in (2.13) as, and denote by A ≡ [Eij ]mi,j=1
its representation matrix. Suppose that  is a super-positive majorant of 0, and let
1 ≡ 12 (+ 0) and 2 ≡
1
2
(− 0).
By assumption both 1,2 are super-positive and 0 = 1 − 2. Let C and D be
the respresentation matrices of 1 and 2 respectively.
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Define, for each i < j , a map(i,j) with repreentation matrix B(i,j) = [B(i,j)kl ]mk,l=1
by
B
(i,j)
kl ≡ (i,j)(Ekl) =


Ejj if k = l = i,
Eii if k = l = j,
−Eij if k = i and l = j,
−Eji if k = j and l = i,
0 otherwise.
Then, as shown at the end of Section 2, every (i,j) is positive. Now by mutual
duality between the cones P+ and P−, we have
0  〈B(i,j),C〉 = 〈B(i,j),A〉 + 〈B(i,j),D〉
=−2 + tr(2(Eii) · Ejj )+ tr(2(Ejj ) · Eii)
− 2 · Re[tr(2(Eij ) · Eji)],
so that
0 
∑
i<j
〈B(i,j),C〉 = −m(m− 1)+ tr (2(Im))− 〈A,D〉.
Since both A and D are positive semi-definite, 〈A,D〉  0 so that
tr (2(Im))  m(m− 1),
and
tr ((Im)) = tr (0(Im))+ 2 · tr (2(Im))
 (2m− 1)m = (2m− 1) · tr (0(Im)) ,
which shows by Theorem 3.1
‖‖(∞,1)  (2m− 1) · ‖0‖(∞,1).
Finally we have, as above,
‖‖(∞,∞) = ‖(Im)‖∞  1
m
tr ((Im))
 2m− 1 = (2m− 1) · ‖0‖(∞,∞).
A result for the case of ‖ · ‖(∞,1)-norm is much cruder.
Theorem 7.7. Every Hermitian map  ∈L(Mm,Mn) admits a super-positive
majorant  such that
‖‖(∞,1)  2
√
m(2m− 1) · ‖‖(∞,1).
Proof. We may assume that ‖‖(∞,1) = 1. Consider the same  as that in the proof
of Theorem 7.3. Take matrices Dj, Fj (j = 1, 2) for the representation matrix A of
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, which satisfy the conditions in Lemma 6.3. Choose unitary matrices Uij ∈ Mn
(i, j = 1, 2, . . . , m) such that
〈(Eij ), Uij 〉 = tr
(|(Eij )|) (i, j = 1, 2, . . . , m).
Since by Lemma 6.3∑
i /=j
tr(|(Eij )|)
=
∑
i /=j
|〈(Eij ), Uij 〉| =
∑
i /=j
|〈A, Eij ⊗ Uij 〉|

∑
i /=j
(〈D1, E∗ijEij 〉 + 〈D2, EijE∗ij 〉) 12 (〈F1, U∗ijUij 〉 + 〈F2, UijU∗ij 〉) 12

{∑
i /=j
(〈D1, E∗ijEij 〉 + 〈D2, EijE∗ij 〉)
} 1
2
×
{∑
i /=j
(〈F1, U∗ijUij 〉 + 〈F2, UijU∗ij 〉)
} 1
2

√
2(m− 1)√2m(m− 1) = 2√m(m− 1)
and
m∑
i=1
tr (|(Eii)|) =
m∑
i=1
|〈(Eii), Uii〉|

{
m∑
i=1
(〈D1, E∗iiEii〉 + 〈D2, EiiE∗ii〉)
} 1
2
×
{
m∑
i=1
(〈F1, U∗iiUii〉 + 〈F2, UiiU∗ii〉)
} 1
2

√
2
√
2m = 2√m,
we have by Theorem 3.1
‖‖(∞,1) = tr ((Im)) = 2
∑
i /=j
tr(|(Eij )|)+
m∑
i=1
tr(|(Eii)|)
= 4√m(m− 1)+ 2√m = 2√m(2m− 1)
= 2√m(2m− 1) · ‖‖(∞,1). 
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8. Norms and cones
In this section we apply various results in the foregoing sections to the study of
relations among norms and cones in the tensor product Mm ⊗ Mn.
Any matrix A = [Aij ]mi,j=1 ∈ Mm ⊗ Mn admits a canonical representation
A =
m∑
i,j=1
Eij ⊗ Aij
and we can see easily
‖Eij‖α = 1 and ‖Aij‖α  ‖A‖α (α = 1,∞; i, j = 1, 2, . . . , m).
Therefore, for α = 1 and ∞, any matrix A = [Aij ] ∈ Mm ⊗ Mn admits a represen-
tation
A =
N∑
k=1
Xk ⊗ Yk with Xk ∈ Mm, Yk ∈ Mn (k = 1, 2, . . . , N)
such that
N∑
k=1
‖Xk‖α · ‖Yk‖α  m2‖A‖α.
This implies
‖A‖(α,α)  m2 · ‖A‖α ∀ A ∈ Mm ⊗ Mn.
We shall show that the constant m2 can be much improved.
Theorem 8.1. ‖A‖(∞,∞)  2 min(m, n) · ‖A‖∞ ∀ A ∈ Mm ⊗ Mn.
This means, by definition, that for any matrix A ∈ Mm ⊗ Mn and any γ >
min(m, n) there are Xk ∈ Mm, Yk ∈ Mn (k = 1, 2, . . . , N) such that
A =
N∑
k=1
Xk ⊗ Yk and
N∑
k=1
‖Xk‖∞ · ‖Yk‖∞  2γ · ‖A‖∞.
Proof. Theorem 6.4 says
‖ || ‖(∞,1)  2 min(m, n) · ‖‖(∞,1) ∀  ∈L(Mm,Mn).
By Theorem 3.1, in terms of representation matrices, this is written as
‖A‖1  2 min(m, n) · ‖A‖′(∞,∞) ∀A ∈ Mm ⊗ Mn.
Since ‖ · ‖1-norm is the dual of the ‖ · ‖∞-norm, via duality, this relation becomes
‖A‖(∞,∞)  2 min(m, n) · ‖A‖∞ ∀A ∈ Mm ⊗ Mn. 
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Theorem 8.2. ‖A‖(1,1)  min(m, n) · ‖A‖1 ∀ A ∈ Mm ⊗ Mn.
This means that for any matrix A ∈ Mm ⊗ Mn and any γ > min(m, n) there are
Xk ∈ Mm, Yk ∈ Mn (k = 1, 2, . . . , N) such that
A =
N∑
k=1
Xk ⊗ Yk and
N∑
k=1
‖Xk‖1 · ‖Yk‖1  γ · ‖A‖1.
Proof. By Theorem 6.1 the map min(m, n)‖‖(1,∞) ·0 is a completely positive
majorant of the modulus ||. In terms of representation matrices this means that
|A|  min(m, n) · ‖‖(1,∞) · I,
or equivalently
‖A‖∞  min(m, n) · ‖A‖′(1,1).
Considering the dual norms, we can conclude that
‖A‖(1,1)  min(m, n) · ‖A‖1 ∀ A ∈ Mm ⊗ Mn. 
Next let us turn to the study of relations among the cones P−, P0 and P+ in
Mm ⊗ Mn. All matrices from this point are assumed to be Hermitian.
Since for Hermitian A the norm inequality ‖A‖∞  1 is equivalent to I ± A ∈ P0
it is of interest to find optimal γ > 0 such that
I ± A ∈ P0 ⇒ γ · I ± A ∈ P+.
Theorem 8.3. For Hermitian A ∈ Mm ⊗ Mn
I ± A ∈ P0 ⇒ min(m, n) · I ± A ∈ P+.
By definition of the coneP+, this is written in the following form. If a Hermitian
matrix A ∈ Mm ⊗ Mn satisfies the norm inequality ‖A‖∞  1, then there are
0  X(1)k , X
(2)
k ∈ Mm, 0  Y (1)k , Y (2)k ∈ Mn (k = 1, 2, . . . , N)
such that
A =
N∑
k=1
X
(1)
k ⊗ Y (1)k −
N∑
k=1
X
(2)
k ⊗ Y (2)k ,
and
N∑
k=1
X
(1)
k ⊗ Y (1)k +
N∑
k=1
X
(2)
k ⊗ Y (2)k = min(m, n) · I.
Proof. Let γ ≡ min(m, n). Then Theorem 6.5 says that for a positive linear map
 ∈L(Mm,Mn)
‖ || ‖(∞,1)  γ · ‖‖(∞,1).
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Next by Theorem 3.1 the fact that  with representation matrix A is positive and
‖‖(∞,1)  1 is written in the form
A ∈V ∩P−,
where
V ≡ {B : B∗ = B and 〈I,B〉  1}.
Since again by Theorem 3.1
‖ || ‖(∞,1) = ‖A‖1,
we see
V ∩P− ⊂ γ × (‖ · ‖1-unit ball) ,
and hence
conv (V ∩P−,−(V ∩P−)) ⊂ γ × (‖ · ‖1-unit ball) .
For a convex subsetW of the space of Hermitian matrices in Mm ⊗ Mn, containing
0, denote by W0 its polar
W0 ≡ {C : C∗ = C and 〈B,C〉  1 ∀ B ∈W}.
Since the polar of the cone P− is the cone −(P+) by definition, it is easy to see
from the bipolar theorem, a variant of the separation theorem for convex sets (see
[10]) that
(V ∩P−)0 = I −P+
and
(−(V ∩P−))0 = −I +P+.
On the other hand, since the polar of the ‖ · ‖1-unit ball is the ‖ · ‖∞-unit ball, by
taking polars of both side the above inclusion relation is transformed to
‖ · ‖∞-Hermitian unit ball of Mm ⊗ Mn ⊂ (γ · I −P+) ∩ (−γ · I +P+) .
This is just what is to prove. 
As a corollary we can see that any Hermitian matrix in a small ‖ · ‖∞-neighbor-
hood of the identity matrix I automatically belongs to the cone P+. A Frobenius
norm (i.e. Hilbert–Schmidt norm) version of Corollary 8.4 is found in a recent paper
of Gurvits and Barnum [7].
Corollary 8.4. For Hermitian A ∈ Mm ⊗ Mn
‖I − A‖∞  1
min(m, n)
⇒ A ∈ P+.
Taking B = min(m,n)
min(m,n)+1 A, this can be also expressed in the following form. If a
Hermitian matrix B ∈ Mm ⊗ Mn satisfies the condition
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I  B  min(m, n)− 1
min(m, n)+ 1 · I
then there are 0  Xk ∈ Mm, 0  Yk ∈ Mn (k = 1, 2, . . . , N) such that
B =
N∑
k=1
Xk ⊗ Yk.
Proof. With γ ≡ min(m, n), the assumption implies
I ± γ {I − A} ∈ P0,
so that by Theorem 8.3 we can see
γA = γ I − γ {I − A} ∈ P+. 
A related problem is to find optimal ρ > 0 such that
I ± A ∈ P− ⇒ ρ · I ± A ∈ P+.
By definition of the cone P− and (1.8) this is equivalent to that for Hermitian A ∈
Mm ⊗ Mn
sup
a∈Cm, b∈Cn
|〈A, (a ⊗ b)(a ⊗ b)∗〉|
‖a‖2 · ‖b‖2  1 ⇒ ρ · I ± A ∈ P+.
Theorem 8.5. For Hermitian A ∈ Mm ⊗ Mn
I ± A ∈ P− ⇒ {2 min(m, n)− 1} · I ± A ∈ P+.
Proof. Let γ ≡ min(m, n). Then Theorem 7.4 says that any positive map  with
‖‖(∞,1)  1 admits a super-positive majorant  with ‖‖(∞,1)  2γ − 1.
Just as in the proof of Theorem 8.3 this implies
conv (V ∩P−,−(V ∩P−)) ⊂ (2γ − 1) · conv (V ∩P+,−(V ∩P+)) .
Via the bipolar theorem this implies
(I −P−) ∩ (−I +P−) ⊂ (2γ − 1) {(I −P+) ∩ (−I +P+)} ,
which means
I ± A ∈ P− ⇒ (2γ − 1) · I ± A ∈ P+. 
A counterpart of Corollary 8.4 is that any Hermitian matrix in a small P_-order-
neigbborhood of the identity matrix I automatically belongs to P+.
Corollary 8.6. For Hermitian A ∈ Mm ⊗ Mn
1
2 min(m, n)− 1 · I ± (I − A) ∈ P− ⇒ A ∈ P+.
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Taking B = 2 min(m,n)−12 min(m,n) A, this can be also expressed in the following form. If a
Hermitian matrix B ∈ Mm ⊗ Mn satisfies the condition
‖a‖2‖b‖2  〈B, (a ⊗ b)(a ⊗ b)∗〉
 min(m, n)− 1
min(m, n)
‖a‖2‖b‖2 ∀ a ∈ Cm, ∀ b ∈ Cn,
then there are 0  Xk ∈ Mm, 0  Yk ∈ Mn (k = 1, 2, . . . , N) such that
B =
N∑
k=1
Xk ⊗ Yk.
Corollary 8.7. For every Hermitian A ∈ Mm ⊗ Mn
‖A‖∞  {2 min(m, n)− 1} · sup
a∈Cm, b∈Cn
|〈A, (a ⊗ b)(a ⊗ b)∗〉|
‖a‖2 · ‖b‖2 .
Proof. This follows from Theorem 8.5 via the relation P+ ⊂ P0. 
Some results parallel to those in Corollaries 8.6 and 8.7 were obtained by Grone
et al. [5] without mention about the cone P+.
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