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Abstract—This paper provides a comprehensive literature re-
view on Predictive Maintenance (PdM) with emphasis on system
architectures, purposes and approaches. In industry, any outages
and unplanned downtime of machines or systems would degrade
or interrupt a company’s core business, potentially resulting in
significant penalties and unmeasurable reputation loss. Existing
traditional maintenance approaches suffer from some assump-
tions and limits, such as high prevent/repair costs, inadequate
or inaccurate mathematical degradation processes and manual
feature extraction. With the trend of smart manufacturing and
development of Internet of Things (IoT), data mining and
Artificial Intelligence (AI), etc., PdM is proposed as a novel type
of maintenance paradigm to perform maintenances only after
the analytical models predict certain failures or degradations.
In this survey, we first provide a high-level view of the PdM
system architectures including the Open System Architecture
for Condition Based Monitoring (OSA-CBM), cloud-enhanced
PdM system and PdM 4.0, etc. Then, we make clear the
specific maintenance purposes/objectives, which mainly comprise
cost minimization, availability/reliability maximization and multi-
objective optimization. Furthermore, we provide a review of
the existing approaches for fault diagnosis and prognosis in
PdM systems that include three major subcategories: knowledge
based, traditional Machine Learning (ML) based and DL based
approaches. We make a brief review on the knowledge based and
traditional ML based approaches applied in diverse industrial
systems or components with a complete list of references, while
providing a comprehensive review of DL based approaches.
Finally, important future research directions are introduced.
Index Terms—Predictive maintenance, fault diagnosis, fault
prognosis, machine learning, deep learning
I. INTRODUCTION
Maintenance as a crucial activity in industry, with its signifi-
cant impact on costs and reliability, is immensely influential to
a company’s ability to be competitive in low price, high quality
and performance. Any unplanned downtime of machinery
equipment or devices would degrade or interrupt a company’s
core business, potentially resulting in significant penalties and
unmeasurable reputation loss. For instance, Amazon experi-
enced just 49 minutes of downtime, which cost the company
$4 million in lost sales in 2013. On average, organizations lose
$138,000 per hour due to data centre downtime according to a
market study by the Ponemon Institute [1]. It is also reported
that the Operation and Maintenance (O&M) costs for offshore
wind turbines account for 20% to 35% of the total revenues of
the generated electricity [2] and maintenance expenditure in
oil and gas industry costs ranging from 15% to 70% of total
production cost [3]. Therefore, it is critical for companies to
develop a well-implemented and efficient maintenance strategy
to prevent unexpected outages, improve overall reliability and
reduce operating costs.
The evolution of modern techniques (e.g., Internet of things,
sensing technology, artificial intelligence, etc.) reflects a tran-
sition of maintenance strategies from Reactive Maintenance
(RM) to Preventive Maintenance (PM) to Predictive Mainte-
nance (PdM). RM is only executed to restore the operating
state of the equipment after failure occurs, and thus tends to
cause serious lag and results in high reactive repair costs. PM
is carried out according to a planned schedule based on time or
process iterations to prevent breakdown, and thus may perform
unnecessary maintenance and result in high prevention costs.
In order to achieve the best trade-off between the two, PdM
is performed based on an online estimate of the “health” and
can achieve timely pre-failure interventions. PdM allows the
maintenance frequency to be as low as possible to prevent
unplanned RM, without incurring costs associated with doing
too much PM.
The concept of PdM has existed for many years, but
only recently emerging technologies become both seemingly
capable and inexpensive enough to make PdM widely ac-
cessible [4]. PdM typically involves condition monitoring,
fault diagnosis, fault prognosis, and maintenance plans [5].
The enabling technologies have the enhanced potential to
detect, isolate, and identify the precursor and incipient faults
of machinery equipment and components, monitor and predict
the progression of faults, and provide decision-support or
automation to develop maintenance schedules. Specifically, the
emerging technologies enhance PdM in the following aspects:
1) IoT for data acquisition: IoT enables gathering a huge and
increasing amount of data from multiple sensors installed
on machines or components [6].
2) Big data techniques for data (pre-)processing: Big data
techniques have been revolutionizing intelligent mainte-
nance by turning the big machinery data into actionable
information, e.g., data cleaning and transforming, feature
extraction and fusion, etc.
3) Advanced Deep Learning (DL) methods for fault diag-
nosis and prognosis: In recent years, more and more DL
approaches are invented and getting matured in terms
of classification and regression. The larger number of
layers and neurons in an DL network allow the abstrac-
tion of complex problems and enable more accuracy of
fault diagnosis and prognosis (e.g., remaining useful life
prediction). At the same time, the huge amount of data
is able to offset the complexity increase behind DL and
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improve its generalization capability.
4) Deep Reinforcement Learning (DRL) for decision mak-
ing: The breakthrough of DRL and its variants provide a
promising technique for effective control in complicated
systems. DRL is able to deal with highly dynamic time-
variant environments with a sophisticated state space
(such as AlphaGo [7]), which can be leveraged to provide
decision support for a PdM system.
5) Powerful hardwares for complex computing: With the
rapid development of semiconductor technology, the pow-
erful hardwares, such as graphics processing unit (GPU)
and tensor processing units (TPU), can significantly ex-
pedite the evolution process and reduce the required time
of DL algorithms. For example, Sun et al. [8] achieve a
95-epoch training of ImageNet/AlexNet on 512 GPUs in
1.5 minutes.
Although PdM becomes a promising approach to decrease
the downtime of machines, improve overall reliability of sys-
tems, and reduce operating costs, the high complexity, automa-
tion and flexibility of modern industrial systems bring new
challenges. Specifically, three fundamental problems should
be well considered in the context of PdM:
1) PdM system architectures: With the advent of Industry
4.0, a variety of techniques have been involved in indus-
trial systems, e.g., advanced sensing techniques, cloud
computing, etc. In order to design efficient, accurate
and universal maintenance systems by embracing these
emerging techniques, PdM systems should: a) be com-
patible with various industrial standards, b) be easy to
integrate with the emerging or future techniques, and
c) satisfy the basic requirements of PdM, e.g., data
collecting, fault diagnosis and prognosis, etc.
2) The purposes of PdM: Cost and reliability are two
common purposes for PdM approaches. These different
purposes are often used in insulation, and may very well
be in conflict. For example, for multi-component systems,
when the minimum system maintenance cost is obtained,
the corresponding system reliability/availability may be
too low to be acceptable [9]. Therefore, the purposes of
PdM for a specific system or component should be well
jointly investigated and set.
3) The approaches for fault diagnosis and prognosis: The
existing approaches widely varied with the used algo-
rithms, such as model-based algorithms, Artificial Neural
Network (ANN), Support Vector Machine (SVM), auto-
encoder, and Convolutional Neural Network (CNN), etc.
Also, issues of PdM are different across industries, plants
and machines. Therefore, the fault diagnosis and progno-
sis approaches in the context of PdM must be designed
and tailored for specific problems.
A. Existing Surveys on Fault Diagnosis and Prognosis
There are several published survey papers that cover differ-
ent aspects of fault diagnosis and prognosis related to PdM
over the past years. For example, Zhao et al. [10] provide a
systematic overview of DL based machine health monitoring
systems, including four categories of DL architecture: auto-
encoder, Deep Belief Network (DBN), CNN and Recurrent
Neural Network (RNN). Most efforts of this survey are
aimed at fault identification and classification other than fault
prognostics. Khan et al. [11] present a simple architecture
of system health management and review the applications of
auto-encoder, CNN and RNN in system health management. In
addition, a series of survey papers focus on the fault diagnosis
for a specific type of components or equipment, e.g., bearing
[12, 13], rotating machinery [14], building systems [15], wind
turbines [16]. In [12], Zhang et al. systematically summarize
the existing literature employing machine learning (ML) and
data mining techniques for bearing fault diagnosis. Liu et al.
[14] provide a comprehensive review of AI algorithms in rotat-
ing machinery fault diagnosis from the perspectives of theories
and industrial applications. There also exist several survey
papers that focus on fault prognosis. Remadna et al. [17]
present a generic Prognostic and Health Management (PHM)
architecture and the applocations of DL in fault prognostics.
The involved DL approaches in this survey only comprise
CNN, DBN and auto-encoder. Lei et al. [18] deliver a review
of machinery prognostics following four processes of the
prognostic program, namely data acquisition, HI construction,
HS division and Remaining Useful Life (RUL) prediction. The
model-based and data-driven approaches for RUL prediction
are summarized in this survey paper.
The aforementioned survey papers have given interesting
reviews related to the filed of fault diagnosis and prognosis,
but they have the following limitations: 1) Most of the existing
survey papers [10–18] only focus on reviewing the existing
fault diagnosis and/or prognosis approaches, most of which are
equipment specific. There is no clear way provided to select,
design or implement a holistic PdM system. In contrast, this
paper fills this gap to provide a high-level view of PdM for
readers. We comprehensively review the work done so far in
this field from the architectural perspective and make clear
that what kinds of modules and techniques are needed in a
PdM system. 2) Although PdM aims to prevent unexpected
outages, improve overall reliability and reduce operating costs,
there is no existing survey paper to summarize the mathe-
matical models for the purposes of PdM. In this paper, the
cost, availability/reliability and multi-objective models will be
covered. 3) Due to the rapid development of deep learning,
many new DL based approaches (e.g., generative adversarial
network, transfer learning, deep reinforcement learning, etc.)
have been applied in the filed of PdM. Therefore, a new review
is required to cover the advancements of this field in recent
years (especially from 2015 to 2019).
B. Literature Classification
In this survey, we present a structured classification of the
related literature. The literature on PdM is very diverse, thus
structuring the relevant works in a systematic way is not a
trivial task.
The outline of the proposed classification scheme is shown
in Fig. 1. By leveraging this classification, we simplify the
readers’ access to references tackling a specific issue. At the
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left side, we identify three main categories: system architec-
tures, purposes and approaches. The review of the literature
from these three perspectives separately was a natural and
logical choice. When we plan to employ PdM on a specific
component, machine or system, we first need to have a high-
level view of the whole PdM system, then make clear the
specific purpose/objective, and finally choose an appropriate
approach according to the predefined purposes and the target
objects. For the first step (i.e., system architectures of PdM),
OSA-CBM, cloud-enhanced PdM system, PdM 4.0 and some
other architectures are introduced. In the second category,
the purposes of PdM mainly comprise cost minimization,
availability/reliability maximization and multi-objective opti-
mization. For the third category, we provide a review of the
existing fault diagnosis and prognosis approaches that include
three major subcategories: knowledge based, traditional ML
based and DL based approaches. We make a brief review
on the knowledge based and traditional ML based approaches
applied in diverse machinery equipment or components, with a
complete list of references. While we provide a comprehensive
review of DL based approaches. Specifically, the surveyed
PdM approaches mainly focus on the following aspects:
• Classification models to identify (early) failure: This kind
of approaches aims to know if the machine will fail
“soon”, e.g., class = 0 indicating no failure in the next
n days, class = 1 for failure type 1 in the next n days.
• Anomalous behavior detection: This kind of approaches
are able to flag anomalous behavior, in despite of not
having any previous knowledge about the failures.
• Regression models to predict RUL: This kind of ap-
proaches aims to predict RUL according to the degra-
dation process that learns from the historical data.
C. Paper Organization
In this context, this paper seeks to present a thorough
overview on the recent research work devoted to the system
architectures, purposes and approaches for PdM. The rest of
the paper is organized as below. Section II introduces the
categories of maintenance, such as RM, PM and PdM. Section
III presents the system architectures of PdM, which provide a
high-level view of PdM. Section IV discuss the main purposes
of PdM applications. In Section V, three types of knowledge-
based approaches are briefly introduced. The traditional ML
bases approaches are also reviewed in Section VI. In Section
VII, we present the DL based approaches applying in the field
of PdM. Section VIII focuses on the future trends. Finally,
Section IX concludes this paper. The list of abbreviations
commonly appeared in this paper is given in Table I.
II. CATEGORIES OF MAINTENANCE TECHNIQUES
In this section, the categories of maintenance techniques will
be investigated. Given the cost of downtime, a system (e.g.,
power system, data center) needs a well-implemented and
efficient maintenance strategy to avoid unexpected outages.
Nowadays, many systems still rely on spreadsheets or even
pen and paper to track each piece of equipment, essentially
adopting a reactive approach to upkeep. As a result, occasional
TABLE I: List of abbreviations
Abbreviation Description
PdM Predictive Maintenance
CBM Condition-Based Maintenance
RM Reactive Maintenance
PM Preventive Maintenance
O&M Operation and Maintenance
AI Artificial Intelligence
DL Deep Learning
ML Machine Learning
DRL Deep Reinforcement Learning
IoT Internet of things
OSA-CBM Open System Architecture for Condition
Based Monitoring
ANN Artificial Neural Network
DT Decision Tree
SVM Support Vector Machine
SVR Support Vector Regression
k-NN k-Nearest Neighbors
CNN Convolutional Neural Network
RNN Recurrent Neural Network
DBN Deep Belief Network
GAN Generative Adversarial Network
LSTM Long Short-Term Memory
GRU Gated Recurrent Units
downtime is expected and all too common. However, many of
these outages can be prevented or minimized with the right
maintenance. Maintenance strategies generaly fall into one of
three categories, each with its own challenges and benefits:
RM, PM and PdM.
A. RM
Reactive Maintenance (RM) [19, 20] is a run-to-failure
maintenance management method. The maintenance action for
repairing equipment is performed only when the equipment
has broken down or been run to the point of failure.
RM is appealing but few plants or companies use a true run-
to-failure management philosophy. RM offers the maximum
utilization and in turn maximum production output of the
equipment by using it to its limits. A company using run-to-
failure management does not spend any money on maintenance
until a machine or system fails to operate. However, the cost of
repairing or replacing a component would potentially be more
than the production value received by running it to failure (as
shown in Fig. 4). Furthermore, as components begin to vibrate,
overheat and break, additional equipment damage can occur,
potentially resulting in further costly repairs. In addition, a
company should maintain extensive spare inventories for all
critical equipment and components to react to all possible
failures. The alternative is to rely on equipment vendors
that can provide immediate delivery of all required spare
equipment and components.
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PdM 
Reseach
System 
Architecture
Purposes
Approaches
OSA-CBM
Cloud-
enhanced
Maintenance 
4.0
Cost 
minimization
Reliability 
maximization
Multi-
objectives
Knowledge  
based
Traditional ML 
based
DL
based
Ontology-based
Rule-based
Model-based
ANN
DT
SVM
k-NN
Autoencoder
CNN
RNN
DBN
GAN
Transfer-learning
DRL
Fig. 1: Taxonomy of the surveyed research works.
B. PM
Preventive Maintenance (PM) [19, 21, 22], also referred to
as planned maintenance, schedules regular maintenance activ-
ities on specific equipment to lessen the likelihood of failures.
The maintenance is executed even when the machine is still
working and under normal operation so that the unexpected
breakdowns with the associated downtime and costs would be
avoided.
Almost all PM management programs are time-driven [19,
23]. In other word, maintenance activities are based on elapsed
time. It is assumed that the failure behavior (characteristic) of
the equipment is predictable, known as bathtub curves [19, 24–
26], as illustrated in Fig. 2. The bathtub curve indicates that
new equipment would experience a high probability of failure
due to installation problems during the first few weeks of
operation. After this break-in period, the failure rate becomes
relatively low for an extended period. After this normal life
period, the probability of failure increases dramatically with
elapsed time. The general process of PM can be presented in
two steps: 1) The first step is to statistically investigate the
failure characteristics of the equipment based on the set of
time series data collected. 2) The second step is to decide
the optimal maintenance policies that maximize the system
reliability/availability and safety performance at the lowest
maintenance costs.
PM could reduce the repair costs and unplanned downtime,
but might result in unnecessary repairs or catastrophic failures.
Determining when a piece of equipment will enter the wear out
phase is based on the theoretical rate of failure instead of actual
stats on the condition of the specific equipment. This often
results in costly and completely unnecessary maintenances
taking place before there is an actual problem or after the
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Fig. 2: Statistical bathtub curve of a piece of equipment [19,
25, 26].
potentially catastrophic damage has begun. Also, this will
lead to much more planned downtime and require complicated
inventory management. In particular, if the equipment fails
before the estimated ”ware out” time, it must be repaired
using RM techniques. Existing analysis has shown that the
maintenance cost of repairs made in a reactive mode (i.e.,
after failure) is normally three times greater than that made
on a scheduled basis [19].
C. PdM
Predictive Maintenance (PdM), also known as condition-
based maintenance (CBM) [27], aims to predict when the
equipment is likely to fail and decide which maintenance ac-
tivity should be performed such that a good trade-off between
maintenance frequency and cost can be achieved (as shown in
Fig. 4).
The principal of PdM is to use the actual operating condition
of systems and components to optimize the O&M [19].
The predictive analysis is based on data collected from me-
ters/sensors connected to machines and tools, such as vibration
data, thermal images, ultrasonic data, operation availability,
etc. The predictive model processes the information through
predictive algorithms, discovers trends and identifies when
equipment will need to be repaired or retired. Rather than
running a piece of equipment or a component to failure, or
replacing it when it still has useful life, PdM helps compa-
nies to optimize their strategies by conducting maintenance
activities only when completely necessary. With PdM, planned
and unplanned downtime, high maintenance costs, unnecessary
inventory and unnecessary maintenance activities on working
equipment can be decreased. However, compared with RM
and PM, the cost of the condition monitoring devices (e.g.,
sensors) needed for PdM is often higher. Also, the PdM system
is becoming more and more complex due to data collection,
data analysis, and decision making.
D. Summary and Comparison
In this subsection, we summarize the differences between
the three types of maintenance strategies in terms of cost,
benefits, challenges, suitable and unsuitable applications.
Firstly, we summarize the maintenance plans of RM, PM
and PdM in Fig. 3. Furthermore, we compare the cost [19]
of these three maintenances in Fig. 4. It can be found that
RM has the lowest prevention cost due to using run-to-failure
management, PM has the lowest repair cost due to well
scheduled downtime while PdM can achieve the best trade-
off between repair cost and prevention cost. Ideally, PdM
allows the maintenance frequency to be as low as possible to
prevent unplanned RM, without incurring costs associated with
doing too much PM. Note that prevention cost mainly contains
inspection cost, preventive replacement cost, etc., while the
repair cost denotes the corrective replacement cost after failure
occurred. Finally, we list the benefits, challenges, suitable and
unsuitable applications for each maintenance strategy in Table
II.
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Fig. 3: Maintenance plans of RM, PM and PdM.
Allow equipment 
to run to failure 
Predict problems
to increase asset 
reliability 
Prevent problems 
before they occur 
C
o
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Frequency of Maintenance Work
Predictive
Maintenance (PdM)
Reactive
Maintenance (RM)
Total Cost Prevention Cost Repair Cost
Preventive
Maintenance (PM)
Fig. 4: Comparison of RM, PM and PdM on the cost and
frequency of maintenance work.
III. SYSTEM ARCHITECTURES OF PDM
In order to have a high-level view of PdM, here we introduce
the existing reference system architectures of PdM and make
clear that what kinds of modules and techniques are needed
for starting PdM.
A. OSA-CBM
In this subsection, an Open System Architecture for Con-
dition Based Monitoring (OSA-CBM) defined in ISO 13374
will be presented.
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TABLE II: Benefits, challenges and applications of RM, PM and PdM.
Benefits Challenges Suitable applications Unsuitable applications
RM
• Maximum utilization and pro-
duction value
• Lower prevention cost
• Unplanned downtime
• High spare parts inventory cost
• Potential further damage for
the equipment
• Higher repair cost
• Redundant, or non-critical
equipment
• Repairing equipment with low
cost after breakdown
• Equipment failure creates a
safety risk
• 24/7 equipment availability is
necessary
PM
• Lower repair cost
• Less equipment malfunction
and unplanned downtime
• Need for inventory
• Increased planned downtime
• Maintenance on seemingly
perfect equipment
• Have a likelihood of failure
that increases with time or use
• Have random failures that are
unrelated to maintenance
PdM
• A holistic view of equipment
health
• Improved analytics options
• Avoid running to failure
• Avoid replacing a component
with useful life
• Increased upfront infrastruc-
ture cost and setup (e.g., sen-
sors)
• More complex system
• Have failure modes that can be
cost-effectively predicted with
regular monitoring
• Do not have a failure mode that
can be cost-effectively predicted
OSA-CBM provides a uniform and layered framework to
guide the design and implementation of a PdM system. PdM
has been utilized in the industrial world since the 1990s
[27]. In 2003, ISO issued a series of standards related to
condition-based maintenance. Among these standards, ISO
13374 [28] addresses the OSA-CBM, held by Machinery
Information Management Open Systems Alliance (MIMOSA
[29]), representing formats and methods for communicating,
presenting, and displaying relevant information and data.
Initially, OSA-CBM comprised seven generic layers to gain
a well constructed system [30], but currently considers six
functional blocks [29], as shown in Fig. 5:
• Data Acquisition: provides the access to the installed
sensors and collects data.
• Data Manipulation: performs single and/or multi-channel
signal transformations and applies specialized feature
extraction algorithms to the collected data.
• State Detection: conducts condition monitoring by com-
paring features against expected values or operational
limits and returning conditions indicators and/or alarms.
• Health Assessment: determines whether the system is
suffering degradation by taking into account the trends
in the health history, operational status and maintenance
history.
• Prognostics Assessment: projects the current health state
of the system into the future by considering an estimation
of future usage profiles.
• Advisory Generation: provides recommendations related
to maintenance activities and modification of the system
configuration, by considering operational history, current
and future mission profiles and resource constraints.
In addition to OSA-CBM, there are many other standards
related to PdM as illustrated in Table III. IEEE standards,
developed under the auspices of the IEEE Standards Coordi-
nating Committee 20 (SCC20), majorly focus on the general
description of testing and diagnostic information, e.g., AI-
ESTATE ( IEEE 1232) and SIMICA (IEEE 1636). ISO TC
Advisory Generation (AG)
Prognostics Assessment (PA)
Health Assessment (HA)
State Detection (SD)
Data Manipulation (DM)
Data Acquisition (DA)
Fig. 5: OSA-CBM functional blocks [29].
108 (Technical Committee for Standardization of Mechanical
Vibration, Shock and State Monitoring) deals with mechanical
vibration and shock. The issued standards are relatively more
systematic, including ISO 2041, ISO 13372, ISO 13373-1,
ISO 13381-1, etc. Many other organizations and countries
have also devoted a lot of efforts to standardizing PdM as
shown in Table III. Based on the reviewed standards, we can
find that the whole PdM framework has not yet been fully
built. There exists a certain overlap in the content of standards
developed by different organizations and countries. At the
same time, under the background of intelligent manufacturing
and Industry 4.0, the emerging technologies have not yet been
involved in the standardization.
B. Cloud-enhanced PdM System
Cloud-enhanced PdM is inspired by the potential of cloud
computing [31, 32] and cloud manufacturing [33]. Cloud
computing enables that IT resources such as infrastructure,
platform, and applications are delivered as services, while
cloud manufacturing transforms manufacturing resources and
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TABLE III: A summary of international standards related to PdM.
Organizations Standards Year Subject
or Countries No.
IEEE
IEEE P1856 2017 IEEE Draft standard framework for prognostics and health management of electronic systems
IEEE 3007.2 2010 IEEE recommended practice for the maintenance of industrial and commercial power systems
IEEE 1232 2010 Artificial intelligence exchange and service tie to all test environment (AI-ESTATE)
IEEE 1636 2009 Software interface for maintenance information collection and analysis (SIMICA)
ISO
ISO 13373-2 2016 Condition monitoring and diagnostics of machines – Vibration condition monitoring – Part 2: Processing,
analysis and presentation of vibration data
ISO 13381-1 2015 Condition monitoring and diagnostics of machines – Prognostics – Part 1: General guidelines
ISO 13372 2012 Condition monitoring and diagnostics of machines – Vocabulary
ISO 2041 2009 Mechanical vibration, shock and condition monitoring – Vocabulary
ISO 13374-1 2003 Condition monitoring and diagnostics of machines – Data processing, communication and presentation
– Part 1: General guidelines
ISO 13373-1 2002 Condition monitoring and diagnostics of machines – Vibration condition monitoring – Part 1. General
procedures
IEC
IEC 62890 2016 Life-cycle management for systems and products used in industrial-process measurement, control and
automation
IEC 60706-2 2006 Maintainability of equipment – Part 2: Maintainability requirements and studies during the design and
development phase
IEC 60812 2006 Analysis techniques for system reliability – Procedure for failure mode and effects analysis (FMEA)
IEC 60300-3-14 2004 Dependability management – Part 3-14: Application guide – Maintenance and maintenance support
German
NE 107 2017 NAMUR-recommendation self-monitoring and diagnosis of field devices
VDI/VDE 2651 2017 Part 1: Plant asset management (PAM) in the process industry – Definition, model, task, benefit
VDI 2896 2013 Controlling of maintenance within plant management
VDI 2895 2012 Organization of maintenance – Maintenance as a task of management
VDI 2893 2006 Selection and formation of indicators for maintenance
VDI 2885 2003 Standardized data for maintenance planning and determination of maintenance costs – Data and data
determination
China
GB/T 22393 2015 Condition monitoring and diagnostics of machinesGeneral guidelines
GB/T 25742.2 2014 Condition monitoring and diagnostics of machines – Data processing, communication and presentation
– Part 2: Data processing
GB/T 25742.1 2010 Condition monitoring and diagnostics of machines – Data processing, communication and presentation
– Part 1: General guidelines
GB/T 26221 2010 Condition - based maintenance system architecture
GB/T 23713.1 2009 Condition monitoring and diagnostics of machines – Prognostics – Part 1: General guidelines
capabilities into manufacturing services, and offers adaptive,
secure, and on-demand manufacturing services over IoT. As
an important part of cloud manufacturing, PdM is enhanced
by cloud concept to support companies or plants in deploying
and managing PdM services over the Internet [5, 34, 35].
A generic architecture of cloud-enabled PdM is illustrated
in Fig. 6. First, machine condition monitoring collets data
remotely and dynamically from the shop floor via equipped
sensors. Then, remote data processing is in charge of data
cleaning, data integration and feature extraction, etc. Further-
more, diagnosis and prognosis are then performed to identify
and predict the potential failures respectively. The results of
diagnostic and prognostic services form the basis of PdM
planning, which can be remotely and dynamically executed
on the shop floor. In this loop, collaborative engineering
teams can provide expert knowledge in the cloud, which
forms the knowledge base and can be referenced by users
via the Internet. Based on this system architecture, connected
equipment can deliver data-as-a-Service to the cloud-enhanced
PdM. On the other hand, equipment can subscribe prognosis-
as-a-service or in more general case maintenance-as-a-service.
Besides cloud computing and cloud manufacturing, the sup-
porting technologies to implement cloud-enabled PdM suc-
cessfully also contain IoT, embedded system, semantic web,
and machine-to-machine communication, etc. For example,
Mourtzis et. al [36] integrate IoT as well as sensor techniques
in their proposed cloud-based cyber-physical system for adap-
tive shop-floor scheduling and condition-based maintenance.
Edrington et. al [37] apply MTConnect [38] technology to
achieve data collection, analysis, and machine event notifica-
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tion in their web-based machine monitoring system.
Fig. 6: Architecture of cloud-enabled PdM (adapted from [34,
35]).
From the perspective of PdM, cloud computing environment
can efficiently support various smart services and solve several
issues such as the memory capacity of equipment, computing
power of processor, data security and data fusion from mul-
tiple sources. Therefore, such cloud-enhanced PdM paradigm
possesses the following characteristics [5]:
1) Service-oriented. All PdM functions can be derived as
cloud-based services. The users no longer need to host
and maintain a large number of computing servers or
related softwares.
2) Accessible and robust. The pay-as-you-go maintenance
services via the Internet can increase the accessibility
while the modular and configurable services can increase
robustness and adaptability.
3) Resource-aware. The monitoring data storage and analyt-
ics computation can be performed locally or remotely, it
should be resource-aware to make maintenance decisions
for reducing the amount of data transmission.
4) Collaborative and distributive. Cloud computing makes it
easy to share and exchange information among different
applications/machines at different locations seamlessly
and collaboratively.
Cloud-enhanced maintenance systems provide a new
paradigm of maintenance provisioning, i.e., maintenance-as-
a-service. However, a variety of challenges are involved and
remain to be investigated. For example, heterogeneous data
storage and analysis, communication security and user privacy.
With the increasing amount of data and the development of
new technologies (e.g., DL, big data analytics), the cloud-
enhanced systems is further evolving to meet the demand of
PdM in Industry 4.0 era.
C. PdM 4.0
PdM 4.0 [39, 40], aligned with Industry 4.0 principles,
paints a blueprint for intelligent PdM systems. Industry 4.0
[41, 42] is a paradigm shift in industrial processes and products
propelled by intelligent information processing approaches,
communication systems, future-oriented techniques, and more.
The goal of industry 4.0 is to make a machine or factory
smarter. The “smart” does not just mean to improve the
production management but also reduce equipment downtime.
Smart machines and factories use advanced technologies such
as networking, connected devices, data analytics, and artificial
intelligence to reach more efficient PdM. This shift on PdM
under the context of Industry 4.0 is defined as PdM 4.0
[39, 42].
PdM 4.0 employs advanced and online analysis of the
collected data for the earlier detection of the occurrence of
possible machine failures, and supports technicians during the
maintenance interventions by providing a guided intelligent
decision support. In [43], maintenance strategies are classified
into 4 levels that applied in modern industries:
• Level 1 – Visual inspections: this level conducts peri-
odic physical inspections, and maintenance strategies are
based solely on inspectors expertise.
• Level 2 – Instrument inspections: this level conducts
periodic inspections, and maintenance strategies are based
on a combination of inspectors expertise and instrument
read-outs.
• Level 3 – Real-time condition monitoring: this level
conducts continuous real-time monitoring of assets, and
alerts are given based on pre-established rules or critical
levels.
• Level 4 – PdM 4.0: this level conducts continuous real-
time monitoring of assets, and alerts are delivered based
on predictive techniques, such as regression analysis.
In addition, as shown in Fig. 7, [43] conducts a survey and
finds that two thirds of respondents are still below maturity
level 3. Only around 11% have already reached level 4. These
results show that PdM 4.0 has a great potential market in the
near future. Therefore, here we present PdM 4.0 from a high-
level and systematic perspective and help the readers to make
clear about what PdM 4.0 is and what kinds of technologies
are involved in.
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Fig. 7: Current predictive maintenance maturity level [43].
Two thirds of respondents are still below maturity level 3 for
PdM. Only around 11% have already reached level 4.
The system architecture for PdM 4.0 is proposed in [39, 42].
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Fig. 8: System architecture for the intelligent and PdM 4.0. (adapted from [39, 44]).
As illustrated in Fig. 8, the proposed system architecture
integrates the emerging advanced technologies to create a
functional system that allows the implementation of intelligent
PdM. The system functionality is initiated with the “Data
Acquisition” module, where the data from several sources
is collected via “wireless sensor network” and stored in a
data warehouse. Then the data will be fed to the “Data Pre-
processing” module, where data cleaning, data integration,
data transformation and feature extraction are conducted. The
output of this module will be used as the input of “Data Analy-
sis” module, where advanced data analytics and machine/deep
learning are used to perform the knowledge generation. The
“Decision Support” module will visualize the result of ‘Data
Analysis” module and provide an optimized maintenance
schedule. Finally, the “Maintenance Implementation” reacts to
the physical world according to the maintenance decision and
implement maintenance activities to achieve a certain purpose.
More details about each module can be found in [39, 42].
In the reference system architecture, PdM 4.0 covers areas
that include numerous technologies and related paradigms. The
main elements that are closely related to PdM 4.0 comprise
cyber-physical systems (CPS) [45], IoT [46], big data, data
mining (DM), Internet of services (IoS) [42].
• CPS [47]. CPS refers to a new generation of systems
with integrated computational and physical capabilities
that can interact with humans via computation, commu-
nication, and control. CPS has the ability to transfer the
physical world into the virtual one.
• IoT [48]. IoT offers the ubiquitous access to entities
on the Internet by using a variety of sensing, location
tracking, and monitoring devices. It enables “objects” to
interact with each other and cooperate with their “smart”
components to achieve common aims of PdM.
• Big Data [49]. Big data techniques in the context of PdM
mainly involve how to store and process the large and
complex data that collected from sensors, e.g., filtering,
data compression, data validation, feature extraction.
• DM [40]. DM aims to analyze and discover patterns,
rules, and knowledge from big data collected from mul-
tiple sources. Then, optimal decisions can be made at
the right time and right place according to the result of
analysis.
• IoS [42]. IoS enables service vendors to offer mainte-
nance functions as services via the Internet. IoS consists
of business models, infrastructure for services, the ser-
vices themselves, and participants.
PdM 4.0 is still in its infancy. The biggest evolution of PdM
4.0 is to make the industrial maintenance more intelligent with
the help of emerging technologies. However, embracing new
technologies also imposes many new challenges. Here we list
some of important as follows:
• Fusing multi-source data: Due to the development of sen-
sor and IoT technologies, a large amount of running and
monitoring data can be collected from multiple sources in
real-time, which lays the foundation for the application of
data-driven AI algorithms (including traditional ML and
DL algorithms). How to effectively fuse multi-source data
and extract useful high-level features for fault diagnosis
and prognosis is still an open issue.
• Promoting identification/prediction accuracy: The accu-
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racy determines whether optimal maintenance activities
can be taken in advance to effectively prevent equip-
ment failures as well as reducing costs and downtime.
Therefore, it is critical to promote the accuracy of fault
identification and prediction.
• Optimizing maintenance scheduling: Scheduling appro-
priate maintenance activities subject to specific costs or
availability/reliability has great significance for achiev-
ing PdM automation. There is no much research yet
on how to effectively combine AI-based fault diagnosis
and prognosis algorithms with maintenance scheduling
algorithms to achieve an end-to-end method for intelligent
and automatic PdM.
D. Miscellaneous
Maintenance is a crucial issue to ensure production effi-
ciency and reduce cost, thus many other PdM systems are
also proposed for different scenarios. Sipos et. al [50] propose
a log-based PdM system which utilizes state-of-the-art ML
techniques to build predictive models from log data. Wang et.
al [51] present a “Digital Twin” reference model for rotating
machinery fault diagnosis. The “Digital Twin” reference model
mainly contains three parts: (a) a physical system in Real
Space, (b) a digital model in Virtual Space, and (c) the
connection of data and information that ties the digital model
and physical system together. On the physical side, more and
more information about the characteristics of the physical
product is collected to get the real working condition of the
product. On the virtual side, by adding numerous behavioral
characteristics to Digital Twin, designers can not only visualize
the product but also test its performance for fault diagnosis.
Then the model updating technology based on parameter
sensitivity analysis is used to realize its dynamic updating of
the digital model according to the working status and operating
conditions of the physical system.
In industry, many companies have developed their own
maintenance systems with specific purposes. For example,
the Senseye company [52] provides a system that gathers
data from several sources, analyzes this data and sends a
notification to a designated person when an abnormality is
detected or a failure is predicted. This solution uses ML to
perform condition monitoring and prognosis analysis. IBM
[53] provides Predictive Maintenance and Quality (PMQ)
solution to help the customers monitor, analyze, and report
on information that is gathered from devices and other assets
and recommend maintenance activities. Many other major
companies, e.g., SAP, SIEMENS and Microsoft, also have
their own maintenance solution.
IV. PURPOSES OF PDM
The primary purposes of PdM are to eliminate unexpected
downtime, improve overall availability/reliability of systems
and reduce operating costs. However, as far as we know, there
is no survey paper to summarize the corresponding models for
optimizing PdM strategy so far. In this section, the literature
review of optimizing PdM strategy is summarized in Table IV
and then three categories of optimization criterions, including
cost minimization, reliability or availability maximization, and
multi-objective optimization, are discussed in detail.
A. Cost Minimization
The cost model varies with the applied maintenance strat-
egy. For RM strategy, maintenance action for repairing equip-
ment is performed only when the equipment has broken down
or been run to the point of failure, thus there only exists
corrective replacement cost (Cc). For PM strategy, sequential
maintenance actions are scheduled [54, 55], the involved
cost items often consist of preventive replacement cost (Cp),
inspection cost (Ci), unit downtime cost (Cd) as well as the
corrective replacement cost (Cc). Specifically, in [55], Grall
et al. propose a cost model applying these cost items for
continuous-time PM that aims at finding optimal preventive
replacement threshold and inspection schedule based on sys-
tem state. The objective cost function is to minimize the long
run s-expected cost rate EC∞. Let Ni(t), Np(t), and Nc(t)
indicate the number of inspections, preventive repairs, and
corrective repairs in [0, t], respectively. Let d(t) denote the
downtime duration in [0, t]. The cumulative maintenance cost
can be expressed as [55]:
C(t) ≡ CiNi(t) + CpNp(t) + CcNc(t) + Cdd(t), (1)
and thus EC∞ is
EC∞ = lim
t→∞
[E[C(t)]
t
]
= Ci lim
t→∞
[E[Ni(t)]
t
]
+ Cp lim
t→∞
[E[Np(t)]
t
]
+ Cc lim
t→∞
[E[Nc(t)]
t
]
+ Cd lim
t→∞
[E[d(t)]
t
]
. (2)
For PdM strategy, maintenance actions are performed ac-
cording to the failure prediction results, thus the cost model
is usually associated to the RUL and depends on the specific
system or equipment. In [57], He et al. propose a compre-
hensive cost oriented dynamic PdM policy based on mission
reliability state for a multi-state single-machine manufacturing
system. As shown in Fig. 9, five kinds of cost items are mainly
considered in this study, including corrective maintenance cost
c1, PdM cost c2, production capacity loss cost c3 caused by
the maintenance actions occupying production time, indirect
losses cost c4 due to the production task that cannot be
completed on time, and quality loss cost c5. The cumulative
comprehensive cost for the production task throughout the
planning horizon T can be given as:
c = c1 + c2 + c3 + c4 + c5, (3)
c1: Let N denote the number of PdM cycles in planning
horizon T , ε represent the residual time from the last PdM
activity until the end of planning horizon T , λk indicate
the failure rate of product equipment in kth PdM cycle,
and tk represent the cumulative running time from the last
implementation of PdM to the next time. Then c1 can be
expressed as:
c1 = Cc(
N∑
k=1
∫ tk
0
λkdt+
∫ ε
0
λN+1dt). (4)
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TABLE IV: Literature review of optimizing PdM strategy.
Ref. Year Objective Equipment Solving
Function Methodologies
You et al. [54] 2009 Maintenance cost rate Drill bit Heuristic
Grall et al. [55] 2002 Long-run s-expected maintenance
cost rate
Deteriorating systems Heuristic
He and Gu et al. [56–58] 2018 Cumulative comprehensive cost Cyber manufacturing sys-
tems
Heuristic
Van der Weide et al. [59] 2010 Discounted maintenance cost Engineering systems with
shocks
–
Louhichi et al. [60] 2019 Total maintenance cost Generic industrial systems Heuristic
Feng et al. [61] 2016 Maintenance cost Degrading Components –
Huang et al. [62] 2019 Reliability Dynamic environment
with shocks
Kaplan-Meier
method
Shen et al. [63] 2018 Reliability Multi-component in series –
Li et al. [64] 2019 Reliability Deteriorating structures Phase-type (PH)
distributions
Song et al. [65] 2016 Reliability Multiple-component
series systems
–
Gao et al. [66] 2019 Reliability Degradation-shock depen-
dence systems
–
Gravette et al. [67] 2015 Availability A US Air Force system –
Chouikhi et al. [68] 2012 Availability Continuously degrading
system
Nelder-Mead
method
Qiu et al. [69] 2017 Steady-state availability/average
long-run cost rate
Remote power feeding
system
Heuristic
Zhu et al. [70] 2010 Availability with cost constraints A competing risk system –
Compare et al. [71] 2017 Availability PHM-Equipped
component
Chebyshev’s in-
equality
Tian et al. [72] 2012 Cost & reliability Shear pump bearings Physical
programming
approach
Lin et al. [73] 2018 Maintenance cost & availability
with reliability constraint
Aircraft fleet Two-models-
fusion
Zhao et al. [74] 2018 Maintenance costs & ship reliabil-
ity
Ship NSGA-II
Xiang et al. [75] 2016 Operational cost rate & average
availability
Manufactured components Rosenbrock
method
Wang et al. [76] 2019 Total workload, total cost and de-
mand satisfaction
Vehicle fleet NSGA-III,
SMS-EMOA,
DI-MOEA
Kim et al. [77] 2018 Expected damage detection delay,
expected maintenance delay, dam-
age detection time-based reliability
index, expected service life exten-
sion, and expected life-cycle cost
Deteriorating structure Genetic
Algorithm
Rinaldi et al. [78] 2019 costs, reliability, availability,
costs/reliability ratio, and
costs/availability ratio
Offshore wind farm Genetic
algorithms
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Fig. 9: Cost items usually used in a manufacturing system for
optimizing PdM programs (adapted from [56]).
c2: The cumulative PdM cost (c2) throughout the planning
horizon T can be given as:
c2 =
N∑
k=1
cp, (5)
where cp is the expected cost for once PdM activity.
c3: Equipment failures always result in production capacity
loss. In [57, 58], the authors gave an expression for c3
according to the probability distribution of processing capacity
state. Suppose the probability of processing capacity Cx is px
(x = 1, 2, ...,M ), CM is the maximum capacity and CMτ′
is the expected production capacity loss after a single PdM
activity at the time τ ′. Then c3 can be calculated as
c3 = θ(
N∑
k=1
∑
x=1,2,...,M
px(CM − Cx) +
N∑
k=1
CMτ′ , (6)
where θ represents the expected loss cost caused by per unit
production capacity reduction.
c4: In practice, equipment failures may cause the production
task not to be completed on time, and finally bring losses
to the enterprise such as economic penalty, reputation loss
and so on. Let σ denote expected indirect economic loss, RT
represent the mission reliability threshold of PdM maintenance
activities in each PdM cycle for a given production task, and
Rε indicate the the mission reliability in the residual time after
the last PdM activity. Then, c4 can be given as
c4 = σ(
∑N
k=1 tk
T
(1−RT ) +
ε
T
(1 −Rε)). (7)
c5: As shown in Fig. 9, the product quality loss is caused by
the deterioration of equipment, which can be represented as
c5 = ϕ(
N∑
k=1
tk(
d
E(ρk)
− d) + ε(
d
E(ρE+1)
− d)), (8)
where ϕ indicate the economic loss caused by a single
defective product, and E(ρk) is the expected qualified rate
of the equipment in the PdM cycle k.
More examples that apply similar cost items can be found
in [54, 59]. For example, in [54], You et al. propose a cost-
effective updated sequential PdM (USPM) policy to determine
a real-time PM schedule for continuously monitored degrading
systems. The expected maintenance cost of a system for the re-
maining time in the replacement cycle consists of replacement
cost, imperfect PM cost and minimal CM cost. Compared with
the cost model in [57], Rim et al. [60] also consider “inspect
cost” where the inspection process is performed regularly on
the system to evaluate the RUL of the target system.
B. Availability/Reliability Maximization
Although cost is a good and direct criterion for judging
a maintenance strategy, some parameters in the cost model
are not easy to obtain, and different systems or application
scenarios have different cost models. On the contrary, the
uptime/downtime of the system can often be more accu-
rately measured and easier to obtain. Therefore, availabil-
ity/reliability is another practical performance metric for eval-
uating the effectiveness of a PdM policy.
The term “reliability” indicates the probability of a system
or a piece of equipment to be in a functional state throughout a
specified time interval [79]. Let a random variable Tf represent
the lifetime of the equipment, the reliability R(t) is given by
the following equation:
R(t) = P (Tf > t). (9)
For Tf , Huang et al. [62] define it as the First Passage Time
(FPT) that the degradation signal {X(t) : t ≥ 0} exceeds a
pre-specified threshold D, i.e., Tf = inf{t ≥ 0;X(t) ≥ D}.
Then, the reliability function at time t can be expressed as:
R(t) = P (Tf > t) = P (maxX(u) < D, 0 ≥ u ≥ t). (10)
Furthermore, the degradation signal X(t) can be decomposed
into two parts: a deterministic part and a stochastic part, and
the reliability function is then transformed into a formula based
on a Wiener process. In practice, a system usually comprises
many components which are not independent. In [61], the
authors develop a new reliability model for a complex system
with dependent components subject to respective degradation
processes. The dependency among components is established
via environmental factors. Temperature is applied as an ex-
ample application to demonstrate the proposed reliability
model. Relationships between degradation and environmental
temperature are studied, and then the reliability function is
derived for such a system. Shen et al. [63] investigate the
reliability of a series system with interacting components
subject to continuous degradation and categorized random
shocks in a recursive way and proposed a simulation method
to approximate the failure time of k-out-of-n systems. Li et al.
[64] propose a phase-type (PH) distribution based approach for
time-dependent reliability analysis of deteriorating structures.
Many other effort that devoted to reliability analysis can be
found in [65, 66].
For “availability”, a basic definition is given as equation
(11), which provides a probability of the system being op-
erational. The specific availability definitions vary as what is
comprised in the uptime and downtime [67].
availability =
uptime
uptime+ downtime
. (11)
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In [67], the mean time between maintenances (MTBM )
and the mean maintenance time (M ) are employed as the
uptime and downtime. Then, three generic availability models
are proposed for series systems, parallel systems and series-
parallel systems respectively.
Availability for series systems (ASa ): For a system with n
independent components in series, the availability (ASa ) is:
ASa = Π
n
i=1Aai = Π
n
i=1
MTBMi
MTBMi +Mi
(12)
Availability for parallel systems (APa ): For a system with m
independent components in parallel, the availability (APa ) is:
APa = ∐
m
j=1Aai = ∐
m
j=1
MTBMj
MTBMj +Mj
= 1−Πmj=1(1−
MTBMj
MTBMj +Mj
)
(13)
Availability for series-parallel systems (ASPa ): For a system
with n independent subsystems connected in series and each
subsystem with m parallel components, the availability can be
defined as:
ASPa = Π
n
i=1[∐
m
j=1Aaij ]
= Πni=1[1−Π
m
j=1(1 −
MTBMij
MTBMij +Mij
)]
(14)
In [80], Liao et al. develop an optimum CBM policy
based on steady-state availability for a continuous degradation
state considering imperfect maintenance. In [68], two kinds
of system availability with/without considering the excessive
degradation as unavailability are taken into account. The
objective is to find an optimal inspection time for CBM
and maximize the system availability. Similarly, Qiu et al.
[69] also focus on obtaining the optimal inspection interval
that maximizes the system steady-state availability and they
conclude that a lower inspection interval implies an early
time when the system failure can be inspected. More efforts
on modeling and maximizing availability can be found in
[70, 71, 81].
C. Multi-Objective Optimization
Besides the aforementioned criterions, many others such
as risk, safety and feasibility are commonly used in a PdM
model. Usually, just one of these criterions is used as the op-
timization objective, e.g., minimizing maintenance cost, maxi-
mizing system reliability or minimizing equipment downtime,
etc. However, such single-objective optimization approaches
are often not enough to find the optimal solution that best
represents the operator’s preference on optimization objec-
tives. For example, given a multi-component system, when
the minimum maintenance cost is achieved, the reliability
of a certain component may be too low to be acceptable.
This is because that the components may be heterogeneous
and diverse, the maintenance costs and degradation processes
are also different. In this case, multi-objective optimization
approaches are promising to achieve a better trade-off among
different optimization objectives [72].
A general multi-objective optimization problem is to find
optimum decision variables that minimize or maximize a set
of different objectives. A generic mathematical formulation for
multi-objective optimization problem can be given as:
min f(x) = {f1(x), f2(x), ..., fk(x)}
s.t. x ∈ X , (15)
where x denotes the vector of decision variables, X is the
feasible space of x, k means the total number of objectives
and fi(x) indicates the i-th objective function. One commonly
used variant for the multi-objective optimization problem is
the Weight-sum format [72]: f(x) =
∑k
i=1 ωifi(x), where wi
is the weight of objective i and
∑k
i=1 wi = 1, wi ≥ 0, i =
1, ..., k.
Due to the conflicting feature among different objectives,
it is typically impossible to obtain the optimal values for all
the objectives simultaneously. An alternative way is to find a
solution that can achieve a good trade-off among the various
objectives. Tian et al. [72] formulate a multi-objective CBM
optimization problem to find an optimal risk threshold value.
The maintenance cost and reliability models are calculated
based on proportional hazards model and a control limit CBM
replacement policy, and physical programming is employed to
solve the optimization problem. In [73], Lin et al. concurrently
optimize the fleet maintenance cost and fleet availability by
taking proper maintenance actions for CBM. At the same time,
the failure probability calculated based on probability-damage-
tolerance (PDT) method is employed as a constraint. In [74],
Zhao et al. construct a bi-objective model under the CBM
strategy to minimize the maintenance costs and maximize the
ship reliability. A non-dominated sorting genetic algorithm
II (NSGA-II) is employed to solve the proposed bi-objective
model. Xiang et al. [75] considered the substantial heterogene-
ity in populations of manufactured components, and developed
a multi-objective model to determine an optimal joint burn-
in and CBM policy that minimizes the total operational cost
and maximizes the average availability. More efforts on multi-
objective optimization approaches for PdM can be found in
[73, 76–78].
V. KNOWLEDGE BASED APPROACHES
Most traditional PdM methods for fault diagnosis and
prognosis make use of a priori expert knowledge and de-
ductive reasoning process, e.g. expert systems and model-
based reasoning. In this section, we make a brief review on
the knowledge-based approaches applied in diverse systems,
with a complete list of references. Typically, we classify the
knowledge-based approaches into three categories: ontology-
based, rule-based and model-based approaches.
A. Ontology-based Approaches
An ontology formally describes the context knowledge
through concepts and relationships that exist in a particular
area of concentration or specific domain. A general proce-
dure of an ontology construction [82] is illustrated in Fig.
10. Ontology-based context modeling allows [83]: knowledge
sharing between computational entities by having a common
set of concepts, logic inference by exploiting various existing
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Fig. 10: A general procedure of an ontology construction (adapted from [82]).
logic reasoning mechanisms to deduce high-level, conceptual
context from low-level and raw context, and knowledge reuse
by reusing well-defined ontologies of different domains.
Ontology can be employed to establish knowledge base for
diverse machinery systems and devices, and can be combined
with various existing reasoning algorithms (e.g., rule-based
reasoning, Kalman filter, and ANN) to achieve fault diagnosis
and prognosis. Different ontologies have been constructed
for PdM or health assessment systems [82, 84, 85]. For
example, Konys [82] propose a structured and ontology-
based knowledge model for sustainability assessment domain.
Schmidt et al. [84] develop a semantic framework, using
an ontology-based approach for data aggregation, to support
context-aware and cloud-enabled maintenance of manufactur-
ing assets. Medina-Oliva and Voisin et al. [86, 87] present a
fleet-wide approach based on ontologies in order to capitalize
on knowledge and applied relevant vector machine to achieve
predictive diagnostic in the marine domain. Reasoning over
ontology is powerful to capture and formalize the context
information of PdM systems [88, 89]. Xu et al. [88] propose
an ontology-based fault diagnosis model to integrate, share
and reuse of fault diagnosis knowledge for loaders. CBR
(case-based reasoning) and RBR (rule-based reasoning) are
combined together to achieve effective and accurate fault
diagnosis. Cao et al. [89] present an ontology for representing
knowledge of an intelligent condition monitoring systems.
The ontology includes manufacturing module, context module,
and condition monitoring module, and SWRL [90] rules are
employed to perform reasoning tasks.
B. Rule-based Approaches
Rule based approaches are performed based upon the eval-
uation of on-line monitored data according to a set of rules
which is pre-determined by expert knowledge, a.k.a, Expert
System (ES). ES stores the so-called domain knowledge
extracted by human experts into computers in the form of
rules. Usually, rules are expressed in the form: IF condition,
THEN consequence. The condition portion of a rule is usually
a certain type of facts while the consequence can be outcomes
that affect the outside world. The process of building ESs
involves knowledge acquisition, knowledge representation, and
model verification and validation [91].
ESs are usually utilized to monitor, interpret, and diagnose
systems, and plan PdM activities. Recently, Gul et al. [92]
propose a new risk assessment approach in a rail trans-
portation system by combining FineKinney method and a
fuzzy rule-based ES. In [93], Kharlamov et al. design a rule-
based language “SDRL” for equipment diagnostics in ontology
mediated data integration scenarios such as industrial IoT.
Its benefits include the ease of formulation and favourable
execution time of diagnostic programs with hundreds of pieces
of complex equipment. Berredjem et al. [94] propose a fuzzy
expert system to localize bearing faults diagnosis as well as
distributed faults. The fuzzy rules are automatically induced
from numerical data using an improved range overlaps method.
In order to extract diagnosis knowledge or mine rules from
database, data mining techniques can be employed in an ES,
e.g., ANNs [95], decision tree [96] and association rule mining
[97, 98].
C. Model-based Approaches
Model-based approaches usually directly tie mathematical
models to physical processes. These physical processes have
a direct or indirect impact on the health of the relevant
systems or components. Model-based approaches for fault
diagnosis and prognosis use residuals as features, in which
the consistency between the measured results and the expected
behavior of the process is checked by the analytical model.
Based on this explicit model, residual generation methods such
as Kalman filter, system identification and parity relations are
used to obtain the residual, which indicates whether there is
or will be a fault in the target systems or components.
A variety of models have been examined for fault diag-
nosis and prognosis, including linear system models [99],
proportional hazards models [100], exponential models [101],
Markovian process-based models [102–104], Wiener process
based models [105, 106] and Gaussian process based models
[107, 108], etc. These models are employed to solve the main-
tenance problems in diverse systems and components, e.g.,
gearboxes [109, 110], bearings [111] and rotors [112, 113],
lithium-ion batteries [101], aircraft redundant systems [114],
and building automation systems [100, 115]. For a complex
system, different dependencies [116] (e.g., structural depen-
dence, stochastic dependence and economic dependence) exist
among components, thus many approaches also are proposed
for multi-component systems [117–119]. In addition, in order
to enhance the efficiency of model-baed approaches, machine
learning techniques are employed in many studies [120–123].
D. Summary
Generally, ontology provides a potential way to integrate,
share and reuse of context knowledge of a system, but other
reasoning methods should be integrated with ontology to
achieve PdM. Rule-based approaches can be employed when
there is a lot of experience but not enough details to develop
accurate quantitative models, e.g.: large industrial plants that
are extremely difficult to be modeled and where the linear
approximation models may result in large errors. However, a
rule-based system often has difficulties in dealing with new
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TABLE V: Advantages & limitations of knowledge-based approaches.
Approaches Advantages Limitations References
Ontology-
based • Formally describe the con-
text knowledge
• Easy to integrate, share and
reuse knowledge
• Lack of reasoning
• Acquire complete context knowledge of a system in
advance
[82, 84–89]
Rule-based
• Reduce the difficulties on ex-
act numeric information
• Automate the human intelli-
gence for PdM
• Expensive and time-consuming for implementation
• Difficult to deal with new faults
• Acquire complete knowledge to build a reliable rule-
base system
[92–98]
Model-based
• Highly effective and accurate
• Models can be reused
• Real-life system is often too stochastic and complex to
model
• Many mathematics assumptions need to be examined
• Various physics parameters need to be determined
• Changes in structural dynamics and operating condi-
tions can affect the mathematical model
[99–108], etc.
faults and acquires complete knowledge to build a reliable
rule-base system. Model-based approaches are applicable to
where accurate mathematical models can be constructed from
physical systems. However, explicit mathematical models may
be infeasible for many complex systems. Also, changes in
structural dynamics and operating conditions can affect the
mathematical model, so it is impossible to model all real-
life conditions. Here we list the advantages and limitations
of knowledge-based approaches in Table V.
VI. TRADITIONAL MACHINE LEANING BASED
APPROACHES
With the development of big data related techniques (e.g.,
sensors, IoT) and the ever-increasing size of big data, data-
driven PdM is becoming more and more attractive. To extract
useful knowledge and make appropriate decisions from big
data, machine learning (ML) techniques have been regarded as
a powerful solution. Before going “deep”, a variety of “shal-
low” ML algorithms are developed for the context of PdM,
e.g., Artificial Neural Network (ANN) [124–131], decision
tree (DT) [132–136], Support Vector Machine (SVM) [137–
141], k-Nearest Neighbors (k-NN) [142–147], particle filter
[148, 149], principle component analysis [150, 151], adaptive
resonance theory [152, 153], self-organizing maps [154, 155],
etc. In this section, a subset of well-developed ML algorithms
are reviewed and briefly summarized, with a complete list of
references.
A. Artificial Neural Network (ANN)
Artificial Neural Network (ANN) is an information pro-
cessing paradigm that attempts to achieve a neurological
related performance, such as learning from experience, making
generalizations from similar situations and judging states. In
the past 3 decades, ANNs have gained much importance in
fault diagnosis and prognosis. For example, machinery systems
and components [124–128], and power systems [129–131].
A variety of factors may affect the performance of a
designed ANN for fault diagnosis and prognosis. The network
architecture (e.g., the number of neurons in hidden layers,
network connections, and activation functions) plays a very
important role in the performance of an ANN and usually
depends on the problem at hand [156]. For example, Samanta
et al. [124] present ANN-based fault diagnosis for rolling
element bearings using time-domain features. The structure
of the designed ANN giving the best results has 4-5 nodes in
the input layer, 16 neurons in the first hidden layer, 10 neurons
in the second hidden layer and two nodes in the output layer.
Five vibration signals from sensors are used to extract five
time-domain features (root mean square, variance, skewness,
kurtosis and normalized sixth central moment) as the input
of the designed ANN. The experimental results show that
the accuracy can reach 62.5%-100% with different number
of input signals or features. To achieve RUL prediction, Teng
et al. [125] and Elforjani et al. [126] use ANN to train data-
driven models and to predict the RUL of bearings. In [126],
ANN model shows good performance with a structure that
has 3 hidden layers with (7-3-7) neurons, one output layer
for RUL estimation and an input layer. In addition, ANNs
as “shallow” learning usually cannot effectively extract the
informative features hidden in the raw sensors data, and thus
require additional feature extraction (hand-crafted features)
and/or feature selection in the learning process. Various works
have reported the use of time domain [124, 157], frequency
domain [128] and time-frequency domain [127, 158] methods
to extract features.
B. Decision Tree (DT)
Decision Tree (DT) is a non-parametric supervised method
used for classification and regression. DT aims to predict the
value (i.e., label or class) of a target variable by learning
simple decision rules inferred from the data features. A DT
generally consists of a number of branches, one root, a
number of interval nodes and leaves. Each path from the root
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node through the internal nodes to a leaf node represents a
classification with the different conditions of the systems or
components. Each leaf node represents a class label for classi-
fication or a response for regression. To build a DT model, one
should identify the most important input variables/features,
and then split instances at the root node and at subsequent
internal nodes into two or more categories based on the status
of such variables. C4.5 algorithm [159] is one of the widely
used algorithms to generate decision tree.
DT-based ML techniques have been frequently utilized for
PdM. First, due to the nature of DT, many efforts are devoted
to identifying or classifying the state of the real-world system
[132–136]. For example, Benkercha et al. [134] propose a
new approach based on DT algorithm to detect and diagnose
the faults in grid connected photovoltaic system (GCPVS).
The used attributes include temperature ambient, irradiation
and power ratio, and the class labels contains free fault,
string fault, short circuit fault or line-line fault. Experimental
results indicate that the diagnosis accuracy can reach 99.80%.
Then, DT is also used to develop fault prognosis (e.g., RUL
prediction) models [160–162]. For example, Bakir et al. [162]
apply regression tree to develop the RUL prediction model for
multiple components. The results show that regression tree is
simple and able to perform well even for the small dataset.
Furthermore, a set of DTs can be trained and assembled to a
Random Forest (RF). According to recent literature on fault
diagnosis and prognosis [163–167], RF-based approaches are
widely employed due to its low computational cost with large
data and stable results.
C. Support Vector Machine (SVM)
A Support Vector Machine (SVM) is a supervised ML
technique that is useful when the underlying process of the
real-world system is unknown, or the mathematical relation is
too expensive to be obtained due to the increased influence
by a number of interdependent factors [168]. Typically, in the
case of classification task, the samples are assumed to have
two classes namely positive class and negative class, an SVM
training algorithm builds a model that assigns new examples to
one category or the other, making it a non-probabilistic binary
linear classifier.
Due to the high classification accuracy, even for nonlinear
problems, SVM has been successfully applied to a number
of applications ranging from face detection, verification and
recognition to machine fault diagnosis [137–141]. For exam-
ple, Soualhi et al. [138] apply the HilbertHuang transform
(HHT) to extract health indicator from vibration signals and
utilized SVM to achieve fault classification of bearings. Sup-
port Vector Regression (SVR) is the most commonly used
approaches for fault prognosis [169–173]. In [169], a state-
space model is built to represent battery aging dynamics
using SVR. The experimental results show that the SVR-based
model ensures much better performance with considerably less
estimation error compared with an ANN-based model. Khelif
et al. [170] provide a direct approach for RUL estimation
determined from experiences using a SVR-RUL model. From
each experience, a set of features associated with their RUL is
extracted. Then, the overall set of features is fed into an SVR
which aims to model the relationship between the features and
the RUL. This method avoids to estimate degradation states
or a failure threshold.
D. k-Nearest Neighbors (k-NN)
The k-nearest neighbors (k-NN) algorithm is a low-
complexity unsupervised method that can be used for clas-
sification. The first step in k-NN classification is to determine
the value of k, then it is necessary to compute distances (e.g.
Euclidean distance) between a test instance and all training
instances as a measure of similarity. The k-NN algorithm
finds k training instances that yield the minimum distances
and finally assigns the test instance to the class most common
among its k-nearest neighbors. The choice of k is usually data-
driven (often decided though cross-validation). Larger values
of k reduce the effect of noise on the classification, but make
decision boundaries between classes less distinct.
k-NN as one of the simplest approaches for classification
has been widely used in the context of PdM. For example, in
[174], Susto et al. apply k-NN as a classifier in their proposed
Multiple Classifier (MC) PdM methodology to deal with
“integral type faults” problem. To obtain a better classification
performance, some enhanced k-NN methods are proposed
[142–147]. In [142], Appana et al. present a density-weighted
distance similarity metric, which considers the relative densi-
ties of samples in addition to the distances between samples
to improve the classification accuracy of standard k-NN. Also,
k-NN can be applied for RUL prediction and early fault
warning. Liu et al. [175] propos a VKOPP model based on
optimally pruned extreme learning machine (OPELM) and
Volterra series to estimate the RUL of the insulated gate
bipolar transistor (IGBT). This model uses a combination of
k-NN and least squares estimation (LSE) method to calculate
the output weights of OPELM and predict the RUL of the
IGBT. In [176], Chen et al. develop a so-called CMEW-
EKNN method based on the evidential k-NN (EKNN) rule
in the framework of evidence theory to achieve a condition
monitoring and early warning in power plants.
E. Summary
Different traditional ML methods have different character-
istics and applicable scenarios. TABLE VI briefly summarizes
the learning strategies, advantages, limitations and typical
applications of the commonly used traditional ML approaches
for PdM.
VII. DEEP LEARNING BASED APPROACHES
Recently, deep learning has shown superior ability in feature
learning, fault classification and fault prediction with multi-
layer nonlinear transformations. Auto-Encoder (AE), Convo-
lutional Neural Network (CNN), Deep Belief Network (DBN),
and other deep learning models are widely applied in the field
of PdM.
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TABLE VI: Advantages & Limitations of Traditional ML based Approaches.
Approaches Learning Strategies Advantages Limitations Typical Applications for PdM
ANN
• Iteratively update the
weight parameters to
minimize training loss by
using the gradient descent
algorithm
• High classification and pre-
diction accuracy
• Good approximation of
nonlinear function
• Many weight parameters
need to be trained
• May require greater compu-
tational resources
• Easy to over-fit
• No physical meaning
• No standard to decide net-
work structure
• Fault diagnosis of bearings
[124, 134]
• Predicting RUL of bearings
[125, 126]
DT
• Recursively split the train-
ing data and assigning a
class label to leaf by the
most frequent class
• Prune a subtree with a leaf
or a branch if lower training
error obtained
• Easy to understand
• Non-parametric
• Easy to over-fit
• Poor prediction accuracy
• Unstable
• Fault diagnosis in GCPVS
[134], rail vehicles [135],
refrigerant flow system
[133] and anti-friction
bearing [136], etc.
• Fault prognosis for turbo-
fan engine [160], lithium-
ion battery [161] and mech
equipment [162], etc.
SVM
• Identify the optimal hyper-
plane
• Derive classification rules
from association patterns
• Work well with even un-
structured and semi struc-
tured data
• Can deal with high-
dimensional features
• The risk of over-fitting is
less
• No probabilistic explanation
for the classification
• No standard for choosing
the kernel function
• Low efficiency for big data
• Fault diagnosis for chiller
[140], rotation machinery
[141], bearings [138] and
wind turbines [137], etc.
• RUL prediction for
Lithium-Ion batteries
[169, 171, 172] and bearing
[173], etc.
KNN
• A test sample is given as
the class of majority of its
nearest neighbours
• Few parameters to tune
• Very easy to implement
• No training step
• K must be determined in
advance
• Sensitiveness to unbalanced
datasets and noisy/irrelevant
attributes
• Curse of dimensionality
• Fault diagnosis [142–147,
174]
• RUL prediction [175] and
early fault warning [176]
Encoder Decoder
Fig. 11: Structure of AE with three layers (adapted from
[177]).
A. Auto-encoder (AE)
An Auto-Encoder (AE) is a neural network model that
uses a function to map input data into their short/compressed
version subsequently decoded into a closest version of the
original input. As shown in Fig. 11, an AE has three types
of layers, input layer, one or more hidden layers and output
layer. The structure of an AE can be considered as an encoder
which integrated with a decoder. The encoder transforms an
input x to a hidden representation h by a non-linear activation
function ϕ:
h = ϕ(Wx+ b), (16)
Then, the decoder maps the hidden representation h back to
the original representation in a similar way:
z = ϕ(W′h+ b′), (17)
where W,b,W′,b′ are model parameters and will be opti-
mized to minimize the reconstruction error between z and x.
The average reconstruction error over N data samples can be
measured by Mean Squared Error (MSE) and the optimization
problem can be expressed as:
min
θ
1
N
N∑
i
(xi − zi)
2, (18)
where xi is the i-th sample. If the input data is highly
nonlinear, more hidden layers are required to construct the
deep AE. Based on the basic AE model, many variants of
AE with quite different properties and implementations have
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been proposed, such as sparse auto-encoders, denoising auto-
encoders and stacked auto-encoders, etc.
AE and its deep models are promising methods to learn
high-level representation from raw data [178–182]. For ex-
ample, in order to avoid learning similar features and mis-
classification, Jia et al. [178] propose a Local Connection
Network (LCN) constructed by normalized sparse AE (NSAE)
for automatic feature extraction from raw vibration signals.
Specially, a soft orthonormality constraint is added in the cost
function to learn dissimilar features. One of the experiments
by using raw data from planetary gearbox has illustrated that
the testing accuracy can reach 99.43%, which is much better
than PCA+SVM (41.04%), Stacked SAE+softmax (34.75%)
and SAE+LCN (94.41%). Lu et al. [179] employ a basic AE
as the feature extractor to obtain a meaningful representation
from highly dimensional bearing signal samples. However, raw
data with high dimensionality may lead to heavy computation
cost and overfiting with huge model parameters. Therefore,
multi-domain features can be extracted first from raw data and
then fed to AE-based models. Wang et al. [180] and Zhao et al.
[181] feed the frequency spectrum of the vibration signals of
planetary gearbox to their proposed stacked denoising AEs. In
[182], multi-features are extracted by time domain, frequency
domain and time-frequency domain analysis and then fed to
two kinds of AEs.
Further, multi-sensory data can be fused via AE-based
models. In practice, more than one sensor would be mounted
at different positions to acquire a variety of possible fault
signals. The statistical characteristics of one signal may vary
from another at a different location and time, which not
only leads to the difficulty of selecting artificial features, but
also increases uncertainty in fault diagnosis and prognosis.
In [183], Chen et al. feed the time-domain and frequency-
domain features extracted from different raw bearing vibration
signals into multiple two-layer sparse AEs for feature fusion.
Experiments carried out on a rotary machine experimental
platform show that feature fusion improves data clustering
performance greatly. Ma et al. [184] employ a deep coupling
AE (DCAE) to find a joint feature between vibration signals
and acoustic signals. Experimental results show that the classi-
fication accuracy of the proposed DCAE with fusion on health
assessment for gears is 94.3%, while that of deep AE without
fusion can just reach 88.7% ∽ 91.3%.
AE based models can be naturally integrated with kinds of
classifiers to tackle the fault diagnosis problems. A most com-
monly used classifier is “softmax” [185–189]. For example,
Shao et al. [185] design a new AE with a maximum corren-
tropy based loss function, which can eliminate the impact of
background noise in the raw rotating machinery signals. The
learned features are finally fed into the “softmax” classifier for
fault classification. The results show that the average testing
accuracy of the proposed method is 94.05%, and it is much
higher than standard deep AE (83.75%), back propagation
(BP) neural network (46.00%) and SVM (55.75%). Besides
“softmax”, SVM [190, 191], Support Vector Data Description
(SVDD) [177], Extreme Learning Machine (ELM) [192, 193],
RF [194], and DNN [191] are usually employed along with
AE-based models for fault diagnosis. In [191], features are
learned by sparse AE (SAE) and then used to train a neural
network classifier for identifying induction motor faults. In the
experiments, two additional classifiers, i.e., SVM and logistic
regression (LR), built on top of the SAE, are applied as
baseline approaches. The results show that the classification
accuracy of SAE with DNN classifier can reach 97.61%, which
is slightly higher than SAE+SVM (96.42%) and SAE+LR
(92.75%). To accelerate the training speed, Shao et al. [192]
apply ELM as a classifier for intelligent fault diagnosis of
rolling bearing. The testing accuracy of ELM is 95.20%, while
that of “softmax” is 95.03% and SVM is 92.80%. Although
these three classifiers achieve basically satisfactory and similar
diagnosis results (over 90%), the training speed of ELM is
around 30 and 17 times faster than SVM and “softmax”,
respectively.
Due to the lack of failure history data or labeled data, AE-
based models have great attraction to the degradation process
estimation. Typically, these approaches are able to measure the
distance to the healthy system condition and also to distinguish
different degrees of fault severity. Luo et al. [195] propose a
deep AE model to recognize and select the impulse responses
from the long-term vibration data, then employ a health index
based on Cosine distance to calculate the similarity between
the dynamic feature vectors and indicate the slow and gradual
degradation process of the machine tool. As shown in Fig. 12,
there are four stages in the health index curve: health, slight
deterioration, rapid deterioration, and severe deterioration. The
early faults can be detected when the cosine similarity value
between the standard vector and current vector decreases a
lot. A similar approach is proposed in [196, 197] to assess
the health of a system. However, Michau et al. use hierar-
chical extreme learning machines (HELM), which consists
of stacking sparse AEs, to aggregate the features in a single
indicator, representing the health of the system. In [198], Wen
et al. construct a health indicator from raw data with the
variational auto-encoder. Then, a degradation estimation model
based on kernel density estimation is utilized to identify the
deterioration at the early stage of the ball screw. This approach
also requires no empirical information and failure history data.
Similarly, Lin et al. [199] employ ensemble stacked AEs to
extract features from the fast Fourier transform (FFT) results
of raw vibration signals, and use a deep neural network to
map the extracted features to a 1-D health indicator ranging
from 0 to 1.
Fig. 12: Health index based on the similarities of the feature
vectors over time [195].
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Further, AE-based models are usually combined with vari-
ous regression models to predict RUL of machinery equipment
[200–203]. Xia et al. [200] develop a two-stage DNN-based
prognosis approach. First, a denoising AE with “softmax”
is applied to classify the acquired signals of the monitored
bearings into different degradation stages. Then, regression
models based on ANN are constructed for each health stage.
The final RUL result is estimated by smoothing the regression
results from different models via the following equation:
RUL(X) =
n∑
i=1
P (Si|X) · Ri(X), (19)
where X denotes the monitored signals, n is the total number
of health stages, P (Si|X) indicates the probability that the
sample is classified into the i-th class and Ri(X) is the
intermediate RUL estimated by the i-th ANN regression
model. Ren et al. [201] propose a similar approach to predict
RUL of Lithium-Ion battery. First, a multi-dimensional feature
extraction method with AE model is applied to represent
battery health degradation, then the RUL prediction model-
based DNN is trained for multi-battery remaining cycle life
estimation. The experimental results show that the prediction
accuracy of the proposed approach is 93.34%, which is higher
than the Bayesian regression model (89.08%), the SVM model
(89.34%) and the linear regression model (88%). In [202], the
authors employ a stacked sparse AE and logistic regression to
predict the RUL of an aircraft engine. The stacked sparse AE is
applied to automatically extract and fuse degradation features
from multiple sensors installed on the aircraft engine, while
logistic regression is responsible for predicting the RUL. In
[203], Yan et al. present a concept of device electrocardiogram
(DECG) and propose a RUL prediction methodology called
integrated deep denoising auto-encoder (IDDA). The IDDA
consists of two DDA and a linear regression analysis. The
experimental results show that the error between predicted and
true values is about 20%.
B. Convolutional Neural Network (CNN)
Convolutional Neural Network (CNN) is one of the most
notable deep learning models due to its shared weights and
ability of local field representation [204, 205]. CNN can
extract the local features of the input data and combine them
layer by layer to generate high-level features. As illustrated
in Fig. 13, a typical CNN structure basically consists of input
layer, convolution layer, pooling layer, and fully connected
layer.
Input layer: The input layer can be presented in a two-
dimensional manner such as time-frequency spectrum or a
one-dimensional manner such as time series data, e.g., the
input data can be represent as X ∈ RA×B , where A and B
are the dimensions of the input data.
Convolution layer: In the convolution layer, the convolution
kernel (filter) convolutes the input data from the previous layer
through a set of weights and composes a feature output, gen-
erally called as a feature map. The output of the convolutional
layer can be calculated as:
Ycn = f(X ∗Wcn + bcn), (20)
where “*” represents an operator of convolution, cn denotes
the number of convolution filters, Wcn is the weight matrix
of cn-th filter kernel, bcn is the filter kernel bias and f is an
activation function such as rectified linear units (ReLU).
Pooling layer: The essence of pooling operation is sampling,
which is used to reduce model parameters and retain effective
information. At the same time, overfitting can be avoided in
some extent and training speed can be improved. The most
commonly used pooling layer is max-pooling layer, which can
extract max value from Ycn as follows:
Pcn = max
SM×N
(Ycn), (21)
where SM×N is a scale matrix of pooling, M and N are the
dimension of S.
Fully connected layer: After several combination forms of
convolution layer and pooling layer, multiple fully-connected
layers will follow, which can convert the matrix in filter to a
column or a row. Finally, a classification or regression layer
can be added to achieve specific aims.
In the field of PdM, CNN has shown dramatic capability in
extracting useful and robust features from monitoring data. For
one-dimension (1D) monitoring signals, Qin et al. [207] build
an end to end 1D-CNN that reflects the raw vibration signals
to fault types. The result shows that the proposed model can
achieve about 99% accuracy through hyper parameters tuning.
In [208], Liu et al. develop a novel shallow 1-D CNN fault
diagnosis model (CNNDM-1D) using raw vibration signal.
TCNNDM-1D comprises only two convolutional layers, two
pooling layers and one full-connected layers, and fuses feature
learning and health classification into a single body. The ex-
perimental result shows that the accuracy of CNNDM-1D can
reach 99.886%. Kiranyaz et al. [209] propose a real-time and
highly accurate modular multilevel converter (MMC) circuit
monitoring system for early fault detection and identification
leveraging adaptive 1D CNNs. The proposed approach is
directly applicable to the raw voltage and thus eliminates the
need for any feature extraction algorithm. Simulation results
obtained using a 4-cell, 8-switch MMC topology demonstrate
that the proposed system has a high reliability to avoid any
false alarm and achieves a detection probability of 0.989, and
average identification probability of 0.997 in less than 100 ms.
CNN combined with a certain signal processing algorithm
is often adopted for a better fault diagnosis performance.
Although 1D CNN requires a limited amount of data for
effectively training and has low-cost hardware implementation
for real-time applications, CNN has poor feature extraction
capability for sensor data with 1D format. To address this
issue, Li et al. [210] propose a novel sensor data-driven fault
diagnosis method, named ST-CNN, by combining S-transform
(ST) algorithm and CNN. The ST layer automatically converts
the sensor data into 2D time-frequency matrix without manual
conversion work. Chen et al. [211] extract a total of 256
statistic features of each gear failure sample from time and
frequency domains, and then reshaped them into a matrix (16
× 16) as the input of convolution layer, which shows better
classification performance in comparison with SVM. Wang
et al. [212] convert a raw acceleration signal to a uniform-
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Fig. 13: A typical architecture of convolutional neural networks (CNN). (adapted from [206]).
sized timefrequency image which then was fed into a universal
bearing fault diagnosis model transferred from a well-known
Alexnet model. In stead of converting 1D data into 2D format,
CNN can learn features from 2-D input more effectively
[213]. Jia et al. [214] use BoW model to extract features
from infrared thermography images of rotating machinery to
implement the automatic fault diagnosis. Liu et al. [215] use
infrared images for rotating machinery monitoring and fault
diagnosis.
Health Indicator (HI) or degradation process of machinery
equipment can be constructed via CNN-based models for
fault prognosis. The existing manual HI construction methods
usually need prior knowledge of experts to design feature
extraction and data fusion algorithms. In order to handle
this issue, Guo et al. [216] propose a CNN-based method
to automatically learn features and construct an HI. First,
several convolution and pooling operations are stacked to
learn features, and then these learned features are mapped
into an HI through a nonlinear mapping operation. Second,
the performance of the HI is further improved by detecting
and removing outlier regions. The experimental results show
that the CNN-based HI provides the best results in terms of
trendability, monotonicity and scale similarity compared with
other HIs based on stacked AE, self-organizing map and fully-
connected neural network. Yoo et al. [217] propose a novel
time-frequency image feature to construct HI. To convert the
1D vibration signals to a 2D image, the continuous wavelet
transform (CWT) extracts the time-frequency image features,
i.e., the wavelet power spectrum. Then, the obtained image
features are fed into a 2D CNN to construct the HI. Cheng et
al. [218] train a novel CNN model to successfully extract a
novel nonlinear degradation energy index (DEI) to describe
the degradation trend of the training bearing, according to
the nature frequencies of bearing components. Then, a ǫ-SVR
model is introduced so that the evolution of the degradation
can be forecast till the bearing failure.
Furthermore, the applications of CNN on RUL prediction
have been widely investigated. Ren et al. [219] construct a
CNN combined with a smoothing method for bearing RUL
prediction. As shown in Fig. 14, the vibration signal is con-
verted to discrete frequency spectrum (named the spectrum-
principal-energy-vector) via fast Fourier transform (FFT), then
the deep CNN analyzes this spectrum-principal-energy-vector
and obtains a series of eigenvectors. Afterwards, the deep
neural network model is used for regression prediction to
obtain the RUL of the bearing. In addition, this paper uses the
forward prediction data to linearly smooth the current forecast
data to alleviate the problem of discontinuous predicted RUL.
The results showed that the proposed method can significantly
improve the prediction accuracy of bearing RUL. Babu et al.
[220] build a 2D deep CNN to predict the RUL of system
based on normalized variate time series from sensor signals,
where one dimension of the 2D input is the number of
sensors. Average pooling is adopted in their work and a linear
regression layer is placed on the top layer. In this study, the
CNN structure is employed to extract the local data features
through the deep learning network for better prognostics.
In [221], the time-frequency domain information is obtained
by applying short-time Fourier transform and explored for
prognostics, and multi-scale feature extraction is implemented
using CNN. Experiments on a popular rolling bearing dataset
collected from the PRONOSTIA platform are carried out to
show the effectiveness and high accuracy of the proposed
method. In [222], Zhu et al. first derive Time Frequency Rep-
resentation (TFR) of each sample by using wavelet transform,
then feed the TFR to a Multi-Scale CNN (MSCNN) to extract
more identifiable features. Finally, a regression layer following
MSCNN to perform RUL estimation. Other CNN variants are
also applied to predict RUL (e.g.: double-convolutional neural
network [223], residual convolutional neural network [224]).
Previously, fault diagnosis and RUL prediction are always
been investigated separately, however, some information about
these two tasks can be shared to improve the performance.
Therefore, Liu et al. [225] propose a joint-loss CNN (JL-CNN)
architecture to capture the common features between fault di-
agnosis and RUL prediction. As shown in Fig. 15, JL-CNN has
a shared CNN and two independent fully connected networks.
Due to the shared network, the feature representations of one
task can be also applied by another task, which can lead to co-
learning. On the other hand, the independent fully connected
networks can achieve specific targets (i.e.: fault diagnosis and
RUL prediction). To train such a hybrid network, a joint loss
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Fig. 14: A framework of RUL prediction by applying CNN
[219].
function is constructed as:
J(W ) = J1(W ) + λJ2(W ), (22)
where J1(W ) and J2(W ) denote the loss function of RUL
prediction and fault diagnosis respectively, λ is a penalty
factor for controlling the weight of the two tasks. The ex-
perimental results show that MSE of the proposed method
decreases 82.7% and 24.9% respectively compared with SVR
and traditional CNN.
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Fig. 15: The JL-CNN architecture (adapted from [225]).
C. Recurrent Neural Network (RNN)
Recurrent Neural Networks (RNNs) are a group of neural
networks for dealing with sequential data. As a sequential
model, RNN can build cycle connections among its hidden
units and keep a memory of previous inputs in the network’s
internal state. As shown in Fig. 16(a), the transition function H
defined in each time step t takes the current time information
xt and the previous hidden output ht1 and updates the current
hidden output as follows:
ht = H(xt, ht−1). (23)
The final hidden output at the last time step is the learned rep-
resentation of the whole input sequential data. However, due to
being trained with Back Propagation Through Time (BPTT),
RNN always has the notorious gradient vanishing/exploding
issue. In order to overcome this issue, Long Short-Term Mem-
ory (LSTM) and Gated Recurrent Units (GRU) are proposed.
Specifically, as shown in Fig. 16(b), LSTM is enhanced by
adding “forget” gates and has shown marvelous capability
in memorizing and modeling the long-term dependency in
data. LSTM is one of the most commonly used models when
working with time-dependent data.
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Fig. 16: The basic architecture of RNN and LSTM [226].
(a) The architecture of RNN across a time step. (b) The
architecture of a LSTM memory cell.
RNN has been widely used in fault diagnosis in recent years
since it significantly outperforms other network structures in
sequence learning problems. In [227], Li et al. propose a
deep RNN (DRNN) for rotating machinery fault diagnosis.
The DRNN is constructed by the stacks of the recurrent
hidden layer to automatically extract the features from fre-
quency signal sequences, and“softmax” classifier is employed
for rotating machinery fault recognition. In [228], Yuan et
al. propose a three-stage fault diagnosis approach based on
GRU. This proposed approach splits the raw data into several
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sequence units as the input of GRU. GRU is built to extract
the dynamic features from the sequence units effectively and
trained through batch normalization algorithm to reduce the
influence of the covariate displacement, Finally, “softmax” is
used to classify the faults. Similarly, Zhao et al. [229] also
use GRU for fault diagnosis of rolling bearing. However,
artificial fish swarm algorithm is applied to obtain the key
parameters of deep GRU, and extreme learning machine is
employed to replace the “softmax” classifier to achieve better
diagnostic results. Besides, LSTM is also employed for fault
diagnosis. In [230], both spatial and temporal dependencies
are handled by LSTM to identify rotating machinery fault
based on the measurement signals from multiple sensors. In
[231], Zhao et al. provide an end-to-end framework based on
batch-normalization-based LSTM to learn the representation
of raw input data and classifier simultaneously without taking
the conventional “feature + classifier” strategy. The proposed
method is evaluated in the Tennessee Eastman benchmark
process and the results show that LSTM can better separate
different faults and provide more promising fault diagnosis
performance.
Due to the remarkable ability on long-term memory and
time-dependent data, many efforts have been devoted on RNN-
based (especially LSTM-based) RUL prediction. In [232],
Chen et al. employ kernel principle component analysis
(KPCA) to extract nonlinear feature and then used a GRU-
based RNN to predict RUL. The effectiveness of the proposed
approach for RUL prediction of a nonlinear degradation pro-
cess is evaluated by a case study of commercial modular aero-
propulsion system simulation data (C-MAPSS-Data) from
NASA. Honga et al. [233] combine LSTM method for the first
time with the voltage abnormality prediction of the battery sys-
tem. Given the amount of data acquired from the service and
management center for electric vehicles (SMC-EV) in Beijing,
LSTM network is applied to perform battery voltage prediction
for all-climate electric vehicles. Wu et al. [234] employ SVM
to detect the starting time of degradation and used vanilla
LSTM to predict RUL. However, the RUL requires labeling
at every time step for each sample. In addition, an appropriate
threshold needs to be defined in advance when employing
SVM. In [235], the features are first selected out using
correlation metric and monotonicity metric, and then fed into
LSTM networks with a concatenated one-hot vector. Finally,
a fully-connected layer is applied to map the hidden state
into the parameters for sampling consequent point. Different
from [234], all prediction tasks can be completed without any
pre-defined threshold or machine learning methods. Miao et
al. [236] propose dual-task deep LSTM networks to perform
the RUL prediction and degradation stage (DS) assessment of
aero-engines in a parallel way. The experimental results based
on the dataset C-MAPSS show a relatively satisfactory result
in terms of both DS assessment and the RUL prediction.
An important task in RUL estimation is the construction of
a suitable health indicator (HI) to infer the health condition.
Guo et al. [226] propose a RNN based Health Indicator (RNN-
HI) to predict the RUL of bearings with LSTM cells used in
RNN layers. With monotonicity and correlation metrics, the
most sensitive features are selected from an original feature
set and then fed into an RNN network to construct the
RNN-HI, from which RUL is estimated. With experiments on
generator bearings from wind turbines, the proposed RNN-
HI is illustrated to achieve better performance than a self-
organizing map (SOM) based method. However, the RUL is
calculated through an exponential model with pre-set failure
threshold of RNN-HI rather than through the trained RNN
directly, which means that the advantage of the LSTM cell is
not fully utilized. In [237], Ning et al. also implement RNN
to fuse the selected sensitive features to construct an HI. This
HI incorporates mutual information of multiple features and
is correlated with the damage and degradation of bearing.
D. Deep Belief Networks (DBN)
Deep belief network (DBN) can be constructed by stacking
multiple restricted Boltzmann machines (RBMs), where the
output of the l-th layer (hidden units) is used as the input
of the (l + 1)-th layer (visible units). DBN can be trained in
a greedy layer-wise unsupervised way. After pre-training, the
parameters of this deep architecture can be further fine-tuned
with respect to a proxy for the DBN log-likelihood, or with
respect to labels of training data by adding a “softmax” layer
as the top layer, which is shown in Fig. 17.
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Fig. 17: The structure of a 3-layer DNB [238].
Similar to CNN and AE, DBN also can be employed to
extract high-level features from monitoring signals. In the
work of [239], data from two accelerometers mounted on
the load end and fan end are processed by multiple DBNs
for feature extraction. then the faulty conditions based on
each extracted feature are determined with “softmax”, and
the final health condition is fused by DS evidence theory.
An accuracy of 98.8% is accomplished while including the
load change from 1 hp to 2 and 3 hp. In contrast, the
accuracy of SAE suffers the most from this load change,
and the accuracy employing CNN is also lower than DBN.
Pan et al. [240] develop an intelligent fault diagnosis method
using DBN for rolling bearing fault identification. In this
method, discrete wavelet packet transform is first used to
calculate the original features from raw vibration signals. Due
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to information redundancy of the original features, a DBN
with three hidden layers for deep-layer-wise feature extraction
is applied for dimensionality reduction. Zhang et al. [241]
propose a novel analog circuit incipient fault diagnosis method
using DBN based features extraction. In the diagnosis scheme,
DBN method has been used to extract the deep and intrinsic
features from the measured time responses, where the learning
rates of DBN have been produced by using QPSO algorithm.
A SVM based incipient fault diagnosis model is set up to
classify different incipient fault classes. Shen et al. [242]
propose an improved hierarchical adaptive DBN for bearing
fault type and degree diagnosis, where DBN is enhanced by
Nesterov momentum and a learning rate adjustment strategy.
The improved DBN is applied to directly extract deep data
features from frequency spectrum in stead of the manually
extracted features. The “softmax” classifier is connected to
the top of DBN as the classification layer.
In addition to being used to extract features, DBN can
also be applied as a classifier (without additional classi-
fier, e.g. “softmax”) for fault classification and identification.
Tamilselvan et al. [243] propose a multi-sensory DBN-based
health state classification model. The model was verified
in benchmark classification problems and two health diag-
nosis applications including aircraft engine health diagnosis
and electric power transformer health diagnosis. Shao et al.
propose an adaptive DBN and dual-tree complex wavelet
packet (DTCWPT) [244]. The DTCWPT first prepossesses
the vibration signals, where an original feature set with 98
feature parameters is generated. The decomposition level is 3,
and the db5 function, which defines the scaling coefficients of
the Daubechies wavelet, is taken as the basis function. Then
a 5-layer adaptive DBN of (72, 400, 250, 100, 16) structure is
applied for bearing fault classification. The average accuracy
is 94.38%, which is much better compared to convention ANN
(61.13%), GRNN (69.38%) and SVM (66.88%). In [183],
Chen et al. employ sparse auto-encoder to fuse the time-
domain and frequency-domain features, and then the fused
features were utilized to train the DBN based classification
model. In [245], PCA technique is adopted to reduce the
dimension of raw bearing vibration signals and extract the
bearing fault features in terms of primary eigenvalues and
eigenvectors. Then, an DBN is trained for fault classification
and diagnosis. The experimental results demonstrate the effec-
tiveness of the PCA-DBN based fault diagnosis approach with
a more than 90% accuracy rate. Wang et al. [246] present an
DBN-based method to detect multiple faults in axial piston
pumps. Data indicators are extracted from the time, frequency
and time-frequency domain raw signals and fed into DBNs to
classify the multiple faults in axial piston pumps. The fault
classification accuracy are 99.17%, and 97.40%, respectively,
for benchmark data with 6 classes of bearing faults and for
experimental test rigs with 5 classes of axial piston pump
faults.
Many efforts also have been devoted to using DBN for
RUL estimation and early fault detection. In [247], a DBN-
feedforward neural network (FNN) is applied to perform
automatic self-taught feature learning with DBN and RUL
prediction with FNN. Two accelerometers were mounted on
the bearing housing, in directions perpendicular to the shaft,
and data is collected every 5 min, with a 102.4 kHz sampling
frequency, and a duration of 2 seconds. Experimental results
demonstrate the proposed DBN based approach can accurately
predict the true RUL 5 min and 50 min into the future. Li et
al. [248] propose a deep belief networks (DBN) method for
lithium-ion battery RUL prediction. The proposed method is
trained with historical battery capacity data. With the powerful
fitting ability of DBN, the proposed method can track capacity
degradation and predict the RUL. The experimental results
show that the proposed method has high accuracy in capacity
fade prediction and RUL prediction. In [249], Wang et al.
utilize a multi-operation condition partition scheme to segment
normal state data of wind turbines into multiple different
clusters, and then constructed an optimized DBN (ODBN)
model with chicken swarm optimization to capture the normal
behavior in each cluster. Finally, Mahalanobis distance mea-
sure is employed to identify the early anomalies that occur
in the operation of the wind turbines. In [250], the authors
apply DBN to extract features from the capacity degradation
of lithium-ion batteries, and fed the extracted features to a
relevance vector machine (RVM) to provide RUL prediction.
Extensive experiments are conducted based on the CALCE
battery datasets and the results show that, compared with
standard DBN and RVM, the proposed method has higher
accuracy.
E. Generative Adversarial Network (GAN)
Generative adversarial network (GAN) was initially intro-
duced by Goodfellow et al. [251] in 2014. A typical GAN
framework consists of a generator (G) and a discriminator
(D), as illustrated in Fig. 18. The generator (G) generates
fake samples (e.g., time series with sequences) from a random
latent space as its inputs, and feeds the generated samples
to the discriminator (D), which will try to distinguish the
generated (i.e. fake) samples from the original dataset. The
concept of GAN is based on the idea of competition, in
which G and D are competing to outsmart each other and
improve their own capability of imitation and discrimination
respectively.
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Fig. 18: The structure of GAN.
GAN is firstly utilized as a data augmentation technique to
address the class imbalance issue in the field of PdM. In [252],
the authors illustrated that GAN is able to generate adequate
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oversampled data when an imbalance ratio is minor. Also,
a hybrid oversampling method combining adaptive synthetic
sampling (ADASYN) with GAN is designed to resolve the
inability of the GAN generator to create meaningful data when
the original sample data is scarce. In [253], Suh et al. propose
DCWGAN-GP based on Wasserstein GAN with a gradient
penalty (WGAN-GP) and deep convolutional GAN (DCGAN)
to address the data imbalance issue for bearing fault detection
and diagnosis. Experiments demonstrated that the proposed
method improves accuracy by 7.2 and 4.27% points on average
and gives maximum values with 5.97 and 3.57% points higher
accuracy than the original DCGAN approach. Shao et al. [254]
develop an auxiliary classifier GAN (ACGAN)-based frame-
work to learn from mechanical sensor signals and generate
realistic one-dimensional raw data. The proposed approach is
designed to produce realistic synthesized signals with labels
and the generated signals can be used as augmented data for
further applications in machine fault diagnosis. There exist
some (but rare) efforts devoting on estimating RUL based on
GAN. In [255], Wang et al. implement Wasserstein generative
adversarial network (WGAN) to generate simulated signals for
balancing the training dataset, and fed the real and artificial
signals to stacked auto-encoders for for fault classification. In
[256], Mao et al. derive frequency spectrum of fault samples
by using fast Fourier transform to pre-process the original
vibration signal. Then, the spectrum data is fed into an GAN
to generate synthetic minority samples. Finally, the synthetic
samples is utilized to train a stacked denoising auto-encoder
model for fault diagnosis.
Besides generating synthetic samples, GAN also can be
directly trained for fault identification. In [257], Akcay et
al. propose a generic anomaly detection architecture called
GANomaly. GANomaly employs an encoder-decoder-encoder
sub-network and three loss functions in the generator to
capture distinguishing features in both input images and latent
space. At inference time, a larger distance metric from this
learned data distribution indicates an anomaly. Jiang et al.
[258] adopt GANomaly for anomaly detection in the industrial
field. A similar encoder-decoder-encoder three-sub-network
generator is employed as shown in Fig. 19. The generator is
trained only using the extracted features from normal samples.
Anomaly scores (made up of apparent loss and latent loss) is
designed for anomaly detection. Experimental studies based on
a benchmark rolling bearing dataset acquired by Case Western
Reserve University illustrate that the proposed approach can
distinguish abnormal samples from normal samples with 100%
accuracy. Different from GANomaly, in [259], Ding et al.
present an ensemble GAN approach. This approach uses
multiple GANs to learn the data distribution for each health
condition and employs a semi-supervised method to enhance
the feature extraction ability of the discriminator of each
GAN. Finally, a “softmax” function is used to ensemble all
discriminators for fault diagnosis. The experiments only used
10% and 20% of the selected rolling bearing and gearbox
datasets as the training data, respectively, and the accuracies
were still above 97% for different working conditions.
For fault prognosis, Khan et al. [260] employ generative
models to model the trend in a bearing’s health indicator (HI)
Fig. 19: Overview of the proposed approach in [258]. The
basic network architecture of the generator and discriminator
is based on DCGAN. The generator has an encoder-decoder-
encoder three-sub-network. In the training stage, only normal
samples are involved in. In the testing stage, abnormal samples
can be discriminated by a higher anomaly score.
and then used those models to generate future trajectories of a
bearing’s health indicator. These trajectories of a bearing’s HI
can be used to estimate its RUL by determining the time at
which the HI exceeds the failure threshold. Moreover, GANs
can be further improved as more and more historical data on
bearing degradation becomes available. The proposed method
was tested using publicly available run-to-failure test data by
IMS, University of Cincinnati. The results clearly indicate
the feasibility of using GANs in modeling the degradation
behavior of bearings and using them to predict the future
values of a bearing’s health indicator, which is critical in
determining the RUL of a bearing.
F. Transfer Learning
Transfer learning usually aims to handle the issue of lack of
annotated data for the target objects or systems. As we know,
the deep learning based approaches (e.g., CNN, RNN, etc.)
usually requires a lot of examples of both normal behaviour
(of which we often have a lot of) and examples of failures to
achieve good performance. However, for a production system,
failure events are rare due to the unaffordable and serious
consequences when machines running under fault conditions
and the potential time-consuming degradation process before
desired failure happens. To solve this issue, one method is to
use the data augmentation technique – GAN to generate the
training data from a dataset that is indistinguishable from the
original data as discussed in the previous subsection. Another
method is to employ transfer learning [261]. A popular method
among all types of transfer learning approaches is domain
adaptation which can transfer knowledge from one source
domain or a set of source domains to a target domain, as shown
in Fig. 20. Whenever the tasks share some fundamental drivers,
the transferred knowledge can be used to the target domain
and significantly improve its performance (e.g., by reducing
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the number of samples needed to achieve a nearly optimal
performance). Therefore, with labeled data from source do-
main and unlabeled data from target domain, the distribution
discrepancy between the two domains can be mitigated by
domain adaptation algorithms.
Fig. 20: The generic framework of transfer learning.
One of the commonly used domain adaptation methods
is representation adaptation which tries to align the distri-
butions of the representations from the source domain and
target domain by reducing the distribution discrepancy. In
[262], Yang et al. propose a feature-based transfer neural
network (FTNN) to identify faults of bearings used in real-
case machines (BRMs) with the help of the knowledge from
bearings used in laboratory machines (BLMs). FTNN employs
domain-shared CNNs to extract transferable features from raw
vibration data of BLMs and BRMs. Then, multi-layer domain
adaptation is applied to reduce the distribution discrepancy
of the learned transferable features. Finally, pseudo labels are
assigned to unlabeled samples in the target domain to train the
domain-shared CNN. Guo [263] et al. propose a deep convo-
lutional transfer learning network (DCTLN) which comprises
condition recognition module and domain adaptation module.
The condition recognition module constructs a 1-D CNN to
automatically learn features from raw vibration data and recog-
nize health conditions. The domain adaptation module builds
a domain classifier and a distribution discrepancy metrics
to help learn domain-invariant features. Experimental results
show that DCTLN can get the average accuracy of 86.3%. In
[264], Xiao et al. adopt a CNN structure to simultaneously
extract the multi-layer features of the raw vibration data from
both source domain and target domain. Then, maximum mean
discrepancy (MMD) is applied to reduce the distributions
discrepancy between two features in the source and target
domains. Pang et al. [265] develop a cross-domain stacked
denoising auto-encoders (CD-SDAE) for fault diagnosis of
rotating machinery. In this approach, unsupervised adaptation
pre-training is utilized to correct marginal distribution mis-
match and semi-supervised manifold regularized fine-tuning is
adopted to minimize conditional distribution distance between
domains.
Parameter transfer, which trains the target network by
inheriting parameters from the source network, also has been
applied in fault diagnosis. In [266], He et al. propose deep
transfer auto-encoder for fault diagnosis of gearbox under
variable working conditions with small training samples. An
improved deep auto-encoder is pre-trained by using sufficient
auxiliary data in the source domain, and its parameters are
then transferred to the target model. In order to adapt to the
characteristics of the testing data, the improved deep transfer
is fine-tuned by small training samples in the target domain.
Shao et al. [267] present a CNN-based machine fault diagnosis
framework. In this framework, lower-level network parameters
are transferred from a previously trained deep architecture,
while high-level parameters and the entire architecture are fine
tuned by using task-specific mechanical data. Experimental
results illustrate that the propose method can make the test
accuracy near 100% on three mechanical datasets, and in the
gearbox dataset, the accuracy can reach 99.64%. Kim et al.
[268] propose a method named selective parameter freezing
(SPF) for fault diagnosis of rolling element bearings. Different
from the previous approaches, SPF selects and freezes output-
sensitive parameters in the layers of the source network, and
only allows to retrain unnecessary parameters to the target
data. This method provides a new option for the optimization
of parameter transfer.
Inspired by GAN, adversarial-based domain adaptation is
proposed to minimize the distributions between the source and
target domains. In [269], Cheng et al. propose Wasserstein
distance based peep transfer learning (WD-DTL) for intel-
ligent fault diagnosis. As shown in Fig. 21, WD-DTL uses
source domain labelled dataset to pre-train a CNN model,
and then utilizes Wasserstein-1 distance to learn invariant
feature representations between between source and target
domains through adversarial training. Finally, a discriminator
with two fully-connected layers is employed to optimize the
CNN-based feature extractor parameters by minimizing the
estimated empirical Wasserstein distance. Experimental results
show that the transfer accuracy of WD-DTL can reach 95.75%
on average. In [270], Lu et al. develop a domain adaptation
combined with deep convolutional generative adversarial net-
work (DA-DCGAN)-based methodology for diagnosing DC
arc faults. DA-DCGAN first learns an intelligent normal-to-
arcing transformation from the source-domain data. Then by
generating dummy arcing data with the learned transformation
using the normal data from the target domain and employ-
ing domain adaptation, a robust and reliable fault diagnosis
scheme based on a lightweight CNN-based classifier can be
achieved for the target domain.
Many other transfer learning based fault diagnosis methods
also have been investigated. Xu et al. [271] present a two-
phase digital-twin-assisted fault diagnosis method using deep
transfer learning (DFDD), which realizes fault diagnosis both
in the development and maintenance phases. At first, the po-
tential problems that are not considered at design time can be
discovered through front running the ultra-high-fidelity model
in the virtual space, while a deep neural network (DNN)-
based diagnosis model will be fully trained. In the second
phase, the previously trained diagnosis model can be migrated
from the virtual space to physical space using deep transfer
learning for real-time monitoring and predictive maintenance.
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Fig. 21: The framework WD-DTL for intelligent fault di-
agnosis. WD-DTL consists of three sub networks: a CNN
based feature extractor, a domain critic for learning feature
representations via Wasserstein distance, and a discriminator
for classification.
This approach ensures the accuracy of the diagnosis as well
as avoiding wasting time and knowledge. In [272], Zhang
et al. present a novel model named WDCNN (Deep CNN
with wide first-layer kernels) to address the fault diagnosis
problem. The domain adaptation is achieved by feeding the
mean and variance of target domain signals to adaptive batch
normalization (AdaBN). The domain adaptation experiments
were carried out with training in one working condition and
testing in another one. WDCNN can get the average accuracy
of 90.0% outperforming FFT-DNN method 78.1% and the
accuracy can be further improved to to 95.9% with AdaBN.
In addition to fault diagnosis, many researchers begin to
apply transfer learning for RUL prediction. In [273], Zhang
et al. propose a transfer learning algorithm based on Bi-
directional Long Short-Term Memory (BLSTM) recurrent
neural networks for RUL estimation. One network was trained
on the large amount data of the source task. Then the learned
model was fine-tuned by further training with the small amount
of data from the target task, which is usually a different
but related task. In the experiments, the task represents the
degradation failure under different working conditions. The
experimental results show that transfer learning is effective
in most cases except when transferring from a dataset of
multiple operating conditions to a dataset of a single operating
condition, which led to negative transfer learning. Sun et
al. [274] present a deep transfer learning network based
on sparse autoencoder (SAE). Three transfer strategies (i.e.,
weight transfer, transfer learning of hidden feature, and weight
update) are employed to transfer an SAE trained by historical
failure data to a new object. To evaluate the proposed method,
an SAE network is first trained by run-to-failure data with RUL
information of a cutting tool in an off-line process. The trained
network is then transferred to a new tool under operation for
on-line RUL prediction. Similarly, Mao et al. [275] propose
a two-stage method based on deep feature representation and
transfer learning. In the offline stage, a contractive denois-
ing autoencoder (CDAE) is adopted to extract features from
marginal spectrum of the raw vibration signal of auxiliary
bearings. Then, Pearson correlation coefficient is utilized to
divide the whole life of each bearing into a normal state and
a fast-degradation state. Finally, a RUL prediction model for
the fast-degradation state is trained by applying a least-square
SVM. In the online stage, transfer component analysis is
introduced to sequentially adapt the features of target bearing
from auxiliary bearings, and then the corrected features is
employed to predict the RUL of target bearing.
G. Deep Reinforcement Learning (DRL)
Deep reinforcement learning (DRL) is the combination of
reinforcement learning (RL) with deep learning and usually
used to solve a wide range of complex decision making tasks.
The traditional reinforcement learning algorithm such as Q-
learning evaluates the value of the current state s if an action a
is taken in this state. The value of a pair (s, a) can be measured
by the cost or the profit of taking action a at state s. If we
can properly determine the value of (s, a) for a sufficiently
large number of known state/action pairs, we can choose the
optimal control policy by taking the action with the minimum
cost or the largest profit. Building a look-up table Q(s, a) to
record the value of all known state-action pairs is the key to
reinforcement learning approaches. The Q-table is updated by
an iterative process during the training. However, Q-learning
does not scale well with the complexity of the environment.
To address the above scalability issue, the Deep Q-Network
(DQN) uses an artificial neural network called Q-network to
replace the Q-table (shown in Fig. 22). The Q-network, trained
to approximate the complete Q-table, can well scale with the
number of possible state-action pairs.
Recently, many research efforts have been devoted to ap-
plying DRL to the field of PdM. For example, in [276],
Rocchettaa et al. develop a DRL framework for the optimal
management of the operation and maintenance of power grids
equipped with prognostics and health management capabili-
ties. DRL agent can really exploit the information gathered
from prognostic health management devices to select optimal
O&M actions on the system components. The proposed strat-
egy provides accurate solutions comparable to the true optimal.
Although inevitable approximation errors have been observed
and computational time is an open issue, it provides useful
direction for the system operator. To tackle the problem of
early classification, Martinez et al. [277] propose an original
use of reinforcement learning in order to train an end-to-end
early classifier agent with a simultaneous learning of both
features in the time series and decision rules. The experimental
results show that the early classifier agent can achieve effective
early classification with fast and accurate predictions. Zhang
et al. [278] propose a purely data-driven approach for solving
the health indicator learning (HIL) problem based on DRL.
HIL plays an important role in PdM as it learns a health
curve representing the health conditions of equipment over
time. The key insight of this paper is that the HIL problem
can be mapped to a credit assignment problem. Then DRL
learns from failures by naturally back-propagating the credit
of failures into intermediate states. In particular, given the
observed time series of sensor, operating and event (fail-
ure) data, a sequence of health indicators can be derived
that represent the underlying health conditions of physical
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Fig. 22: The flow chart displays an episode run and how the learning agent interacts with the environment (i.e. the power grid
equipped with PHM devices) in the developed RL framework [276].
equipment. In [279], Ding et al. build an end-to-end fault
diagnosis architecture based on DRL that can directly map raw
fault data to the corresponding fault modes. Firstly, a stacked
autoencoder is trained to sense the fault information existing in
vibration signals. Then, an DQN agent is built by sequentially
integrating the trained stacked autoencoder and a linear layer
to map the output of the stacked auto-encoder to Q values. To
train the DRL-based algorithm, the authors designed a fault
diagnosis simulation environment, which could be considered
a “fault diagnosis game”. Each game contains a certain number
of fault diagnosis questions, and each question consists of a
fault sample and the corresponding fault label. When the agent
is playing the game, the game will have one single question for
the agent to diagnose. Then, the game will check whether the
agent’s answer is correct. If the answer is correct, the reward
is increased by 1, otherwise minus 1.
H. Typical Hybrid Approaches
According to the review on DL approaches in the previ-
ous subsections, we know that different DL networks have
different features and advantages. For example, auto-encoder
is suitable for high-level feature extraction, LSTM is good at
processing sequence data, and DRL can be utilized to learn op-
timal control policy. Hybrid architectures with multiple types
of DL networks usually can achieve a better performance.
1) Auto-encoder & LSTM: In [280], Li et al. leveraged
sparse auto-encoder for representation learning and employed
LSTM for anomaly identification in mechanical equipment.
Experimental results show that the proposed approach could
detect anomaly working condition with 99% accuracy under
a completely unsupervised learning environment. In [281],
Song et al. integrate auto-encoder and bidirectional LSTM
(BLSTM) to improve the accuracy of RUL prediction for
turbofan engines. Auto-encoder is applied as a feature extrac-
tor to compress condition monitoring data, and BLSTM is
designed to capture the bidirectional long-range dependencies
of features. The RMSE and scoring function values of this
hybrid model are 15% and 23% lower than those of previous
optimal models (MLP, SVR, CNN and LSTM), respectively.
2) CNN & LSTM: In [282], Li et al. propose a directed
acyclic graph (DAG) network that combines LSTM and CNN
to predict the RUL of mechanical equipment. The DAG
network consists of two paths: LSTM path and CNN path. The
output vectors of the two paths will be summed by elements-
wise, and then fed into a fully connected layer, which gives
the value of the estimated RUL. Pan et al. [283] combine
one-dimensional CNN and LSTM into one unified structure.
The output of the CNN is fed into the LSTM for identifying
the bearing fault types. The results show that the average
accuracy rate in the testing dataset of this proposed method
can reaches more than 99%. In [284], Zhao et al. develop
convolutional bidirectional LSTM (CBLSTM) for tool wear
prediction. In CBLSTM, CNN is leveraged to extract local
features and bi-directional LSTM is introduced to encode
temporal information. Finally, fully-connected layers and the
linear regression layer are built on top of bi-directional LSTMs
to predict tool wear.
3) Auto-encoder & CNN: In [285], Liu et al. combine 1-
D denoising convolutional auto-encoder (DCAE-1D) and 1-
D convolutional neural network (AICNN-1D) for the fault
diagnosis of rotating machinery. DCAE-1D is utilized for
noise reduction of raw vibration signals and AICNN-1D is
employed for fault diagnosis by using the output de-noised
signals of DCAE-1D. With the denoising of DCAE-1D, the
diagnosis accuracies of AICNN-1D can reach 96.65% and
97.25% respectively in bearing and gearbox experiments even
when SNR = 2dB.
4) Others: Many other kinds of hybrid approaches are also
employed for fault diagnosis and prognosis. For example, in
[286], the gear pitting fault features are obtained from a 1-
D CNN trained with acoustic emission signals and a GRU
network trained with vibration signals. Gu et al. [287] apply
DBN to extract feature vectors of time-series fault data, and
leveraged LSTM network to perform fault prediction. In [288],
Zhao et al. construct a novel hybrid deep learning model based
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on a GRU and a sparse auto-encoder to directly and effectively
extract features of rolling bearing vibration signals. In [183],
multiple two-layer sparse auto-encoder neural networks are
used for feature fusion, an DBN is trained for further classi-
fication. In [289], Li et al. construct an DBN composed of
three pre-trained RBMs to extract features and reduce the
dimensionality of raw data. Then, 1D-CNN is applied for
further extracting the abstract features and “softmax” classifier
is employed to identify different faults of rotating machinery.
I. Comparison
In Section VII, many commonly used DL architectures
and DL-based approaches have been introduced in literature.
In order to provide a quick guidance of how to select an
appropriate DL-based method for a specific PdM application,
here we briefly describes the advantages, limitations and
typical applications of each DL-based approach in Table VII
.
VIII. FUTURE RESEARCH DIRECTIONS
In the future, DL techniques will attract more attention in
the field of PdM because they are promising to deal with
industrial big data. Here the authors list the following research
trends and potential future research directions that are critical
to promote the application of DL techniques in PdM:
1) Standards for PdM: Although there already exist many
standards published by different organizations and coun-
tries, the emerging technologies have not yet been in-
volved in the standardization under the context of in-
telligent manufacturing and Industry 4.0. Therefore, it
is necessary to draft more standards to normalize the
usage of the emerging technologies in PdM, the design of
PdM systems, and the workflow for fault diagnosis and
prognosis, etc.
2) Large dataset: The performance of DL-based PdM
extremely relies on the scale and quality of the used
datasets. However, data collection is time-consuming and
costly, it is impractical for some researchers to collect
their interested dataset for a specific research target.
Therefore, it is meaningful for the PdM community to
collect and share large-scale datasets.
3) Data visualization: As we known, the internal mecha-
nisms of the deep neural networks are unexplainable and
it is usually challenging to understand. Therefore, data
visualization is essential to analyze massive amounts of
fault information in the neural network models and in the
learning representations.
4) Class imbalance issue: For a production system, failure
events are rare due to the unaffordable and serious con-
sequences when machines running under fault conditions
and the potential time-consuming degradation process
before desired failure happens. Therefore, the collected
data usually faces the class imbalance issue. Although
GAN and transfer learning have been successfully applied
to address this issue, it is still challenging to achieve sat-
isfactory performance in many applications and scenarios
with imbalanced datasets.
5) Maintenance strategy: Most of the existing works are
devoted to fault diagnosis and prognosis by applying DL
techniques, and rarely focus on optimizing maintenance
strategy with a certain purpose as described in Section
IV. However, it is significant to properly schedule the
maintenance activities by applying AI technologies (e.g.,
DRL) for maintenance automation, cost saving as well as
downtime reduction.
6) Hybrid network architecture: According to the com-
prehensive review on DL approaches in this paper, we
know that different DL networks have different features
and advantages. For example, auto-encoder is suitable for
high-level feature extraction, LSTM is good at processing
sequence data, and DRL can be used to learn optimal
control policy. Therefore, more hybrid network architec-
tures can be explored and designed to achieve remarkable
performance in some complicated applications (e.g., fault
diagnosis for multi-component systems).
7) Digital twin for PdM: A digital twin usually comprises
a simulation model which will be continuously updated
to mirror the states of their real-life twin. This new
paradigms enable us to obtain extensive data regarding
run-to-failure data of critical and relevant components.
This will be highly beneficial and necessary for successful
implementations of fault detection and prediction. For
example, a two-phase digital-twin-assisted fault diagnosis
method using deep transfer learning is proposed in [271].
8) PdM for multi-component systems: With the fast
growth of economy and the development of advanced
technologies, manufacturing systems are becoming more
and more complex, which usually involve a high num-
ber of components. However, most of the existing DL-
based approaches only focus on the fault diagnosis and
prognosis for a specific component. Multiple components
and their dependencies will increase the complexity and
difficulty of a DL-based PdM algorithm. Therefore, how
to design an effective DL-based PdM algorithm for multi-
component systems is still an open issue.
IX. CONCLUSION
This paper presented a comprehensive survey of PdM
system architectures, purposes and approaches. First, we pre-
sented an overview of the PdM system architectures. This
provided a good foundation for researchers and practitioners
who are interested to gain an insight into the PdM technologies
and protocols to understand the overall architecture and role
of the different components and protocols that constitute the
PdM systems. Then, we introduced three types of purposes
for performing PdM activities including cost minimization,
availability/reliability maximization and multiple objectives.
Afterwards, we provided a review of the existing approaches
that comprise: knowledge based, traditional ML based and DL
based approaches. Special emphasis is placed on the deep
learning based approaches that has spurred the interests of
academia for the past five years. Finally, we outlined some
important future research directions.
IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. XX, NO. XX, NOV. 2019 29
TABLE VII: Advantages, limitations and typical applications of DL-based Approaches.
Networks Advantages Limitations Typical applications
Auto-
encoder • No prior data knowledge needed
• Can fuse multi-sensory data and compress data
• Easy to combine with classification or regression
methods
• Needs a lot of data for pre-
training
• Cannot determine what informa-
tion is relevant
• Not so efficient in reconstructing
compared to GANs
• Fearture extraction: [178–182]
• Multi-sensory data fusion: [183,
184]
• Fault diagnosis: [177, 185, 190–
192]
• Degradation process estimation:
[195–199]
• RUL prediction: [200–203]
CNN
• Outperforms ANN on many tasks (e.g., image
recognition)
• Would be less complex and saves memory com-
pared to the ANN
• Automatically detects the important features with-
out any human supervision
• Hyperparamter tuning is non-
trivial
• Easy to overfit
• High computational cost
• Needs a massive amount of
training data
• Fault diagnosis: [209–215, 290]
• Degradation process estimation:
[216–218]
• RUL prediction: [219–224]
• Joint fault diagnosis and RUL
prediction: [225]
RNN
• Models time sequential dependencies • Gradient vanishing and explod-
ing problems
• Cannot process very long se-
quences if using tanh or relu
as an activation function
• Fault diagnosis: [227–230]
• RUL prediction: [232–236]
• Health indicator construction:
[226, 237]
DBN
• Has a layer-by-layer procedure for learning the
top-down, generative weights
• No requirement for labelled data when pre-
training
• Robustness in classification
• High computational cost • Fearture extraction: [239–242]
• Fault classification: [183, 243–
246]
• RUL prediction and early fault
detection: [247, 249, 250]
GAN
• A good approach to train a classifiers in a semi-
supervised way
• Does not introduce any deterministic bias com-
pared to auto-encoders
• Can be used to address the class imbalance issue
• The training is unstable due to
the requirement of a Nash equi-
librium
• The original GAN is hard to
learn to generate discrete data
• Class imbalance issue: [252–
256]
• fault identification: [257–259]
• RUL prediction: [260]
Transfer
Learning • Saves training time
• Does not require a lot of data from the target task
• Can learn knowledge from simulations (e.g.,
digital-twin [271])
• Knowledge transfer is only pos-
sible when it is ’appropriate’
• Suffers from negative transfer
• Fault diagnosis: Representation
adaptation [262–265], parameter
transfer [266–268], adversarial-
based domain adaptation [269,
270], digital-twin [271], AdaBN
[272]
• RUL prediction: [273–275]
DRL
• Can be used to solve very complex problems
• Maintains a balance between exploration and ex-
ploitation
• Needs a lot of data and a lot of
computation
• Assumes the world is Marko-
vian, which it is not
• Suffers from the curse of dimen-
sionality
• Reward function design is diffi-
cult
• Operation and maintenance de-
cision making: [276]
• Fault diagnosis: [277, 279]
• Health indicator learning: [278]
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