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We propose an improved scheme to do the time dependent variational principle (TDVP) in finite
matrix product states (MPS) for two-dimensional systems or one-dimensional systems with long
range interactions. We present a method to represent the time-evolving state in a MPS with its
basis enriched by state-averaging with global Krylov vectors. We show that the projection error is
significantly reduced so that precise time evolution can still be obtained even if a larger time step
is used. Combined with the one-site TDVP, our approach provides a way to dynamically increase
the bond dimension while still preserving the unitarity for the real time evolution. Our method is
more accurate but has slower bond dimension growth than the conventional two-site TDVP.
Matrix product state (MPS) methods have obtained
tremendous success in searching the ground state of one
and two dimensional quantum lattice systems1–3. There
are also various developments in doing time evolution for
finite4–8 and infinite9,10 systems to study the dynamical
and finite-temperature properties.
Nevertheless, the current MPS methods for time evo-
lution all have its own drawbacks. The original tDMRG4
and TEBD5,6 can only treat nearest-neighbor local inter-
actions. For longer-range interactions, one can use swap
gates to move the interacting sites to neighbor each other
or use more center sites11. But this variant fails for long-
range interactions with long tails due to the large number
of swap operations needed. In addition, the truncation
in tDMRG and TEBD breaks the unitarity of the real
time evolution. As an improvement of TEBD for matrix
product density operators (MPDO)12, the density matrix
truncation (DMT)13 has been proposed to conserve the
local observables. The matrix product operator (MPO)
W I,II method7 approximate the MPO for the exponential
of the Hamiltonian and thus able to treat long range in-
teractions, but usually has a larger error in time-step and
the more accurate second-order approximation unfortu-
nately also breaks the unitarity of the real time evolution
by using complex time steps.
TDVP10 is another method which can treat long-range
interactions. The single-site TDVP has the advantages
that its symplectic nature automatically preserves the
integrals of motion for the real time evolution14. But
the fixed finite bond dimension and single-site update
might restrict the time evolution so that it deviates from
the correct path15 because of the inadequate number of
variational parameters. An example would be the initial
state being a product state, which is the case for the mini-
mally entangled typical thermal state (METTS)16,17 and
the infinite temperature mixed state after purification18.
The bond dimension of the MPS will be one and the pro-
jection error will be extremely large for the single-site
TDVP. The two-site alternative8 of TDVP can encap-
sulate the entanglement growth by increasing the bond
dimension dynamically but like the other methods the
truncation again breaks the unitarity of the real-time
evolution. In addition, for two-dimensional systems and
systems with long-range interactions, even the two-site
TDVP can have large projection errors.
Since the single-site TDVP is efficient, able to embrace
the long-range interactions, and respect the conservation
laws19, it would be useful to relieve the issue of projection
errors while retaining the advantages above so as to give
rise to a more versatile method.
There have been some tricks to enlarge the bond di-
mension of the product state to be time evolved by
the single-site TDVP. The original MPS can be embed-
ded in a MPS with larger bond dimension by filling up
zeros20, but according to our tests, this approach fails
to work14. Another way is to use several DMRG sweeps
to introduce some noises which artificially increase the
bond dimension21. But our test shows that for two-
dimensional systems and long-range interactions, large
errors emerge after a short time even though the bond
dimension has been enlarged more than what is indeed
necessary.
In fact increasing the bond dimension to a large value
at the beginning and keeping it through the whole time
evolution is not a reasonable choice, since the bond
dimension needed for the initial time might be much
smaller than the later time, and an unnecessary large
bond dimension will slow down the calculation. It is
suggested15,21 to first use two-site TDVP to increase the
bond dimension for the initial sweeps and then switch
to the single-site TDVP. However, the two-site TDVP
breaks the unitarity of the real time evolution and if the
initial state has a very small bond dimension we still face
the issue of reducing the projection error for long range
interactions, so we need to either enlarge the bond di-
mension before the time evolution or use an extremely
small time step.
In this article, we propose a different to dynamically
enlarge the bond dimension of the finite MPS to be time
evolved by a follow-up single-site TDVP sweep, thereby
reducing the projection errors by improving its tangent
space even for large time steps and long-range interac-
tions. Unlike in the exact diagonalization22,23, in our
algorithm the global Krylov vectors serve as ancillary
MPS’s to enrich the basis of the time evolving MPS
through the gauge degree of freedom, thus avoiding the
problems of loss of orthogonality and production of un-
necessarily highly entangled state21.
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2I. ALGORITHMS
In this section, we will first introduce the MPS repre-
sentation of a mixed state and then describe the global
and local version of our new subspace expansion algo-
rithms. We will also discuss the trick to preserve the
unitarity for the real-time evolution.
A. Basis extension
As explained in Appendix A, the MPS representation
of a physical state is not unique. We can utilize the gauge
degree of freedom to extend the basis at each bond so
as to get a MPS with enlarged bond dimension without
changing the physical state.
Now suppose we have two MPS’s |ψ〉 and |ψ˜〉 in their
left canonical form as illustrated in FIG. 1,
|ψ〉 =
∑
s1···sN
As11 · · ·AsN−1N−1 CsNN |s1 · · · sN 〉,
|ψ˜〉 =
∑
s1···sN
A˜s11 · · · A˜sN−1N−1 C˜sNN |s1 · · · sN 〉,
(1)
and we want to extend the bond basis of |ψ〉 by that of
|ψ˜〉. A naive way to achieve that is to use the direct sum,
i.e. [ |ψ〉
|ψ˜〉
]
=
∑
s1···sN
A′s11 · · ·A′sN−1N−1 C ′sNN |s1 · · · sN 〉
=
∑
s1···sN
[
As11 0
0 A˜s11
]
· · ·
[
A
sN−1
N−1 0
0 A˜
sN−1
N−1
] [
CsNN
C˜sNN
]
|s1 · · · sN 〉.
(2)
In this way we get two states share a common MPS repre-
sentation with an extra index in the first site that labels
the two states. We can compress it to get a more eco-
nomical representation by doing SVD from the right end
to the left, which will end up with[ |ψ〉
|ψ˜〉
]
=
∑
s1···sN
[
Cs11
C˜s11
]
B′2
s2 · · ·B′NsN |s1 · · · sN 〉. (3)
If we keep both Cs11 and C˜
s1
1 , we will get a common MPS
representation shared by |ψ〉 and |ψ˜〉, which can be used
to do MPS summation a|ψ〉+ b|ψ˜〉. If we throw C˜s11 , we
will get a right canonical MPS of |ψ〉 with its bond basis
extended by |ψ˜〉 and an orthogonality center C1 that does
not have full column rank. The new MPS of |ψ〉 will have
an enlarged bond dimension as long as not all the bond
basis of |ψ˜〉 is linearly dependent on that of |ψ〉.
However, this naive approach has several drawbacks.
First, it is not suitable for basis extension involving mul-
tiple MPS’s. Suppose we have k MPS’s now and want
to use the latter k − 1 MPS’s to extend the basis of the
first one, then the time complexity of SVD will be O(k3)
|ψ⟩ =
| ψ˜⟩ =
C6
C˜6
C3
C˜3
C1
C˜1
FIG. 1. Basis extension of |ψ〉 by |ψ˜〉.
larger if we use the direct sum. Second, the purpose can
not be fulfilled if we only want to add part of the basis
of |ψ˜〉 to |ψ〉. Finally, if we truncate in the SVD to make
sure the bond dimension doe not become too large, this
way will not guarantee the information of the first MPS
is not lost and for real time evolutions the unitarity will
be broken since we truncate them all together.
Density matrices24 are natural to solve the first prob-
lem. SVD the direct sum in Eq. 2 is equivalent to diago-
nalizing ρR + ρ˜R, the sum of the reduced density matrix
of the right partition of each state (see Appendix C for
a proof). In this way we do not need to explicitly form
the direct sum of site tensors, which is O(k2) times larger
in size than the original site tensor of |ψ〉, but we only
need to sum m reduced density matrices to get one of the
same size and diagonalize it. Then the time complexity
reduced to O(k) times, similar to the tree-like way to do
SVD.
We can solve the latter two problems by orthogonal-
izing the basis to be added into |ψ〉 against the existing
basis and truncate them separately. Now we still take
the case of two MPS’s as an example. At site i, instead
of directly SVD C ′i, we first SVD Ci = UiSiVi and form a
projection operator Pi = 1−V †i Vi into the null space (the
orthogonal complement of the row space) of Ci : V → W,
ker(Ci) = {x ∈ V | Cix = 0}, (4)
where V andW is the column and row space respectively.
Then we project C˜i into Ci’s null space and SVD it, i.e.
C˜⊥i = C˜iPi = U˜
⊥
i S˜
⊥
i V˜
⊥
i . (5)
We can truncate in this step of SVD to only keep 1 − η
portion of the projected basis to add into |ψ〉. It is easy
to prove V˜ ⊥i V
†
i = 0 by P
2
i = Pi, so we can enlarge the
row space of Vi by the direct sum
V ′i =
[
Vi
V˜ ⊥i
]
, (6)
and get U ′iS
′
i = C
′
iV
′
i
†
. We can continue doing that until
reach the left end of the MPS. Similar procedure applies
3to the density matrix formulation and k > 2 (see Ap-
pendix D).
It needs to be noticed that if mi−1 ≥ dimi, where mi−1
and mi are the left and right bond dimension of Ci and
di is the dimension of the local Hilbert space at site i,
then V †i Vi = ViV
†
i = 1 and Pi = 0, i.e. we will not add
any new basis into |ψ〉 at site i.
B. Krylov subspace
How do we determine the states to be used to add basis
into |ψ〉? A natural option is to use as |ψ˜〉 the polynomial
approximation to the time evolved state
|ψ(t+∆t)〉 = exp (−iHˆ∆t)|ψ(t)〉 ≈
k−1∑
l=0
(−i∆t)l
l!
Hˆ l|ψ(t)〉,
(7)
where t + ∆t can be either imaginary or real. Although
the Taylor expansion usually converges slowly in k and
we need a large k to get an accurate approximation to
|ψ(t+ ∆t)〉, if we use it instead only as an ancillary MPS
to extend the basis of |ψ(t)〉 before time evolution by a
following TDVP sweep, the order k we need will be much
smaller25.
Actually the explicit MPS representation of |ψ(t+∆t)〉
is not needed to add basis into |ψ(t)〉. We only need the
MPS’s for each term Hˆ l|ψ(t)〉 in the Taylor expansion
and use the k − 1 MPS’s to do basis extension as what
we did in the last section. The states together span the
k-dimensional Krylov subspace
Kk(Hˆ, |ψ〉) = span{|ψ〉, Hˆ|ψ〉 . . . Hˆk−1|ψ〉}. (8)
Usually the required k increases with the time step size.
There are three technical issues which need further
elaboration. First, since the norm of Hˆ l|ψ(t)〉 grows ex-
ponentially with l, for numerical stability, we either nor-
malize each MPS’s or replace them by
(1− iτHˆ)|ψ(t)〉, . . . , (1− iτHˆ)k−1|ψ(t)〉, (9)
where τ is a small parameter to be tuned to make sure
the norm of Hˆ l|ψ(t)〉 do not blow up. For imaginary
time evolutions, we can choose iτ to be λ−1, where λ is
approximately the highest energy of the excited states.
For real time evolutions, the choice of τ does not quite
matter and we can simply set τ = ∆t. Those states
still span the same Krylov subspace. Second, how do we
apply Hˆ efficiently? When the bond dimension of the
MPO of Hˆ is small, we can use the density matrix way26
to apply it; otherwise we can use the variational way to
apply it21. The complexity of apply Hˆ at each site is
comparable to one iteration of Lanczos to the integrate
of the local effective equations B7 at site i in TDVP,
but usually the number of iterations needed at a site in
TDVP are much larger than k, so the time cost of the
application of Hˆ will be subleading.
The third issue is more tricky: how do we control the
bond dimension of the MPS of Hˆ l|ψ(t)〉, which grows fast
with increasing l if exact? Fortunately, for a reasonable
choice of time step size, k = 3 can already get good accu-
racy, so the bond dimension growth from applying Hˆ is
not that problematic. On the other hand, we do not need
to get an accurate Hˆ l|ψ(t)〉 so we can use a truncation
error γ to control the number of new basis to be added
by applying Hˆ without affecting the norm of |ψ(t)〉. In
addition, we can truncate η = 10−8 or more when SVD
C˜⊥i without affecting the accuracy, which controls the
bond dimension of |ψ(t)〉 after basis extension. We can
also truncate  weights in the follow-up single-site TDVP
for the imaginary time evolution. Furthermore, since the
basis extension is conducted site by site, the implementa-
tion of the algorithm can be made less memory intensive
by writing the unused parts of the MPS’s to disk and
reading them when need. The last thing to remember is
that the basis extension is only needed to improve the
tangent space at the initial stage of the time evolution,
i.e. when the bond dimension of |ψ(t)〉 is not very large.
As long as the bond dimension is large enough to get a
good tangent space, our algorithm is not necessary any-
more.
C. Subspace expansion
We call our basis extension algorithm the global sub-
space expansion27,28. Combined with the single-site
TDVP, the full improved scheme is as follows:
1. Construct the MPO 1− iτHˆ, and apply it to |ψ(t)〉
and get the set of MPS’s in Eq. 9.
2. Do basis extension for |ψ(t)〉 as described in I A.
(See Appendix E for a pseudo code of this step.)
3. Do the conventional single-site TDVP sweep.
As long as we use γ to control the bond dimen-
sion of the MPS after applying Hˆ to be similar with
or even smaller than |ψ〉, the complexity of step 1 is
O(4(k−1)m3wd) if we apply it variationally21. The com-
plexity in step 2 is O((k− 1)m3d2 + 3m3d3). The single-
site TDVP has a complexity O(2(k′ − 1)m3w(d + 1)),
where k′ is the dimension of the local Krylov subspace.
As described in the last section, usually k′  k so the
cost of step 1 and 2 will be comparable or less than step 3.
In implementation, when we need to use this algorithm
to extend the basis before a TDVP sweep can be deter-
mined by estimating the projection error14. Depending
on the errors, we can use it once and do several succeed-
ing TDVP sweeps before using it again.
The global algorithm is a little uneconomical since ev-
ery time we use it before a TDVP sweep, we need to re-
construct the right edge tensors by contracting the right
part of the MPO with the MPSs that sandwich it. To
deal with it, similar to the idea of the subspace expansion
for the single-site DMRG in27, we propose a local way to
4extend the basis for the single-site TDVP, i.e. at each
local update of the conventional single-site TDVP we in-
sert an extra step to enrich the basis. Since it only uses
a different gauge condition, the derivation of the tangent
space projector will remain the same. However, accord-
ing to our tests, the required k and 1 − η of the local
subspace expansion will be much larger than the global
version to get a similar accuracy, which facilitates the
bond dimension growth and thus slows down the calcu-
lation, so we do not recommend it. For more details one
can go to Appendix F.
II. BENCHMARKS
A. Imaginary time evolution
To test the performance of our algorithms for imagi-
nary time evolutions, we take as a first example a Heisen-
berg ladder of length 100 with its two legs weakly coupled
from each other. To demonstrate the power of our meth-
ods, we let the weak inter-chain coupling go to zero so
only next-nearest neighbor interactions remain after the
zig-zag mapping to the MPS from the ladder geometry,
which is a case that the conventional single-site TDVP
(TDVP1) and two-site TDVP (TDVP2) completely fail
if started from a product state of the ladder11.
The Hamiltonian reads
Hˆ =
∑
r,〈i,j〉
Sˆr,i · Sˆr,j , (10)
where r ∈ {1, 2} denotes the rung index and 〈i, j〉 denotes
the nearest-neighbor sites among each rung.
We perform an imaginary time evolution started from
a Neel state |ψ(0)〉 and measure the energy E =
〈ψ(t)|Hˆ|ψ(t)〉. When t→∞, |ψ(t)〉 = e−tHˆ |ψ(0)〉 should
go to the ground state. We use γ = 10−12 when ap-
plying 1 − iτHˆ. We find that iτ = 1/40, k = 3, and
η = 10−8 turns out to be the optimal parameter settings
in this case for our method (GSE-TDVP1). Higher or-
der k or smaller truncation η in the subspace expansion
does not improve the accuracy. The results are shown
in FIG. 2. We also put a comparison with the second-
order MPO W I,II method and TDVP2. While TDVP2
fails as expected, GSE-TDVP1 has an accuracy 103 bet-
ter than the MPO W I,II, despite a faster bond dimension
growth. However, that is because we do not truncate in
the follow-up TDVP sweep, otherwise our method is able
to get a slower bond dimension increase while still retain-
ing a better energy accuracy, as shown in FIG. 2. We also
try larger a time step ∆t = 0.4, and get 10−3 accuracies
using the same τ , k, and η, but meanwhile also get a
faster bond dimension growth than ∆t = 0.1. Again, it
can be fixed by using a post-truncation  in the follow-up
TDVP1 sweep.
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FIG. 2. Benchmark results of the imaginary time evolution
for the rung-decoupled Heisenberg ladder. (Left) relative en-
ergy errors δE = (E − E0)/E0, where reference energy E0
is got by doubling the energy obtained from TDVP2 with
∆t = 0.01 for a single chain, which is supposed to be very
accurate. (Right) Bond dimension m growth. We make the
error in MPO W I,II second order by using complex time steps,
and  is the truncation error in applying exp (−∆tHˆ). For
GSE-TDVP1, we use the optimal setting iτ = 1/40, k = 3,
η = 10−8, and  is the truncation error in the follow-up
TDVP1 sweep.
B. Real time evolution
We choose the one-axis twisted (OAT) model29,30 of a
chain of length N = 100 as a benchmark for the real time
evolution. Its Hamiltonian reads
Hˆ = χ(Sˆz)2, (11)
where Sˆz =
∑
i Sˆ
z
i and χ sets the timescale for the spin
squeezing dynamics and can be absorbed into t. The
interactions are all-to-all and infinitely long-ranged but
its MPO representation is rather simple and only has a
bond dimension w = 3. A initial state with all spins
polarized in the +x direction, i.e. |ψ(0)〉 = | →〉⊗N , will
be quenched by H at t = 0, and this nonlinear interaction
will squeeze the spins.
One can easily get 〈Sˆy(t)〉 = 〈Sˆz(t)〉 = 0 from
[Hˆ, Pˆx] = 0, where Pˆx is the reflection operator about
the y − z plane. One can also prove
〈Sˆx(t)〉 = N
2
cosN−1(χt). (12)
Correlation functions are important to calculate the spin
squeezing parameters ξ2(t), which is defined as
ξ2 = N min
n⊥
〈(Sˆ · n⊥)2〉 − 〈Sˆ · n⊥〉2
〈Sˆ〉2 , (13)
where Sˆµ =
∑
i Sˆ
µ
i and n⊥ is a unit vector perpendicular
to 〈Sˆ〉. For the initial state being the +x polarized state,
〈Sˆ〉 = 〈Sˆx〉nx, and to get ξ2 we need 〈SˆySˆy〉, 〈SˆzSˆy〉,
〈SˆzSˆy〉, and 〈SˆzSˆz〉, where the last one is proportional
to Hˆ and thus should be conserved. Plug in their ex-
pressions and we can get the optimal spin squeezing ξ2opt
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FIG. 3. Benchmark results of the real time evolution for
the OAT model. |δ · | is the absolute relative error of the
corresponding quantity, where the reference value is from the
analytical formula. For GSE-TDVP1, we use τ = ∆t, k = 3,
γ = 10−4, η = 10−4 for 2χ∆t = 0.05, and τ = ∆t, k = 5,
γ = 10−4, η = 10−8 for 2χ∆t = 0.1. We make the error in
MPO W I,II second order by using complex time steps.  in
TDVP2 is the truncation error of SVD during the sweep. For
TDVP2, the data points of |δ〈Sx〉| and |δ(−10 log1 0ξ2)| for
 = 0 are on top of  = 0 so we only show one of them. We do
not show the curves of |δE| for GSE-TDVP1 and TDVP2 at
 = 0 since they are conserved up to the machine accuracy.
is expected to appear at topt = 12
1
6 (N/2)−
2
3 /(2χ). The
entanglement will grow fast after topt, when various de-
coherent processes are involved.
In FIG. 3, we compare our method with TDVP2 and
MPO W I,II. To preserve the exact unitarity, we set  = 0
for our GSE-TDVP1 method. We tune γ and η instead
to control the number of new basis added in, thus pre-
venting the bond dimension of |ψ(t)〉 from becoming too
large. Using τ = ∆t, k = 3, γ = 10−4, η = 10−4 for
2χ∆t = 0.05 and τ = ∆t, k = 5, γ = 10−4, η = 10−8 for
2χ∆t = 0.1 turn out to have the optimal balance between
the cost and accuracy. Our method, being the most accu-
rate again, also has slower bond dimension growth than
the TDVP2, while preserving the unitarity exactly. We
can see that for MPO W I,II the conservation of energy is
terrible and the overall shape of ξ2 is wrong. Actually,
the MPO W I,II behaves extremely bad in this case be-
cause the all-to-all interaction will make the error in the
approximation of the operator exp (−i∆tHˆ) extremely
large, and reducing the time step size to 2χ∆t = 0.01
would not even help.
III. CONCLUSIONS
In this paper, we present an efficient algorithm that
can produce unprecedented accuracy for time evolution
with long range interactions combined with the single-
site TDVP. It provides a controllable way to improve
the accuracy while using a larger time step and to dy-
namically enlarge the bond dimension for the single-site
TDVP, thus solving the problem of the initial state being
a product state. Our method enables people to perform
reliable simulations of out-of-equilibrium dynamics and
finite temperature properties in systems with long-range
interactions and two dimensional systems.
Appendix A: Notations
A many-body state with open boundary conditions for
a lattice of N number of sites with the local physical
degrees of freedom labeled by sn is given by
|ψ〉 =
∑
s1...sN
cs1...sN |s1 . . . sN 〉, (A1)
which can be decomposed as an finite MPS as
|ψ[M ]〉 =
∑
s1...sN
Ms11 · · ·MsNN |s1 . . . sN 〉, (A2)
where Mn (∀n ∈ {1, . . . , N}) are rank-3 tensors. An
entry of it can be written as [Mn]
sn
bn−1bn , where sn is the
physical index of dimension dn and bn−1 and bn are the
left and right virtual indices of dimension mn−1 and mn
respectively. Usually dn ≡ d but mn varies with n. For
finite MPS, m0 = mN+1 = 1 and max{mn} is reached in
the middle of the lattice. mn is conventionally called the
bond dimension for the nth bond of the lattice.
There is also a similar MPO representation of the
Hamiltonian
Hˆ =
∑
s1...sN ,s′1...s
′
N
W
s1s
′
1
1 · · ·W sNs
′
N
N |s1 . . . sN 〉〈s′1 . . . s′N |.
(A3)
The MPS representation has redundancies called gauge
freedom, i.e. the physical state |ψ〉 is invariant under the
gauge transformation
Msnn 7→M ′snn = GLnMsnn GRn , (A4)
where GRn−1G
L
n = 1 and G
L
1 = G
R
N = 1. We can bring
the MPS to canonical forms by fixing the gauge. For
example, to get the mixed canonical form with the or-
thogonality center at site i
|ψ〉 =
∑
s1...sN
As11 · · ·Asi−1i−1 Csii Bsi+1i+1 · · ·BsNN |s1 . . . sN 〉,
(A5)
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FIG. 4. Graphic notations.
where Asnn is left-orthonormal and B
sn
n is right-
orthonormal, i.e. ∑
sn
(A†n)
snAsnn = 1,∑
sn
Bsnn (B
†
n)
sn = 1,
(A6)
we can fix the gauge by the singular value decomposition
(SVD) of the site tensors first from n = 1 to n = N
iteratively, i.e.
Asnn G
L
n+1 = UnSnVn = G
L
nM
sn
n , (A7)
where GLn = Sn−1Vn−1 to get the left-canonical form,
and then SVD from n = N to n = i iteratively, i.e.
GRn−1B
sn
n = UnSnVn = A
sn
n G
R
n , (A8)
where GRn = Un+1Sn+1 and we have
Csii = A
si
i Di = Di−1B
si
i , (A9)
where Di = Ui+1Si+1. Eq (A5) can also be rewritten as
|ψ〉 =
∑
bi−1sibi
[Ci]
si
bi−1bi |φLbi−1〉|si〉|φRbi〉, (A10)
where
|φLbi−1〉 =
∑
s1...si−1
(As11 . . . A
si−1
i−1 )bi−1 |s1 . . . si−1〉 (A11)
and
|φRbi〉 =
∑
si+1...sN
(B
si+1
i+1 . . . B
sN
N )bi |si+1 . . . sN 〉 (A12)
are automatically orthonormal bases for the left and right
partition of the lattice respectively.
We can define effective Hamiltonians through the
canonical forms (as shown in FIG. 5). The single-site
effective Hamiltonian H(i) can be written as
[H(i)]b′i−1s′ib′i;bi−1sibi = 〈φRb′i |〈s
′
i|〈φLb′i−1 |Hˆ|φ
L
bi−1〉|si〉|φRbi〉.
(A13)
Similarly using Eq (A9) we can rewrite
|ψ〉 =
∑
aibi
[Di]aibi |φLai〉|φRbi〉, (A14)
and get the zero-site effective Hamiltonian K(i)
[K(i)]a′ib′i;aibi = 〈φRb′i |〈φ
L
a′i
|Hˆ|φLai〉|φRbi〉. (A15)
Appendix B: The conventional TDVP
The TDVP8 corresponds to project the time-
dependent Schro¨dinger equation to the tangent space of
the MPS manifold MMPS at the current time t, i.e.
i
d
dt
|ψ[M ]〉 = PˆT|ψ[M]〉MMPSHˆ|ψ[M ]〉. (B1)
The one-site tangent space projector can be decomposed
as
PˆT|ψ[M]〉MMPS =
N∑
n=1
PˆLn−1⊗ 1ˆn⊗ PˆRn+1−
N−1∑
n=1
PˆLn ⊗ PˆRn+1,
(B2)
where
PˆLn =
mn∑
bn=1
|φLbn〉〈φLbn |,
PˆRn =
mn−1∑
bn−1=1
|φRbn−1〉〈φRbn−1 |.
(B3)
With the tangent space projector, the right hand side of
Eq (B1) becomes
PˆT|ψ[M]〉MMPSHˆ|ψ[M ]〉 =
N∑
n=1
∑
b′n−1s′nb′n;bn−1snbn
|φLb′n−1〉|s
′
n〉|φRb′n〉[H(n)]b′n−1s′nb′n;bn−1snbn [Cn]
sn
bn−1bn
−
N−1∑
n=1
∑
a′nb′n;anbn
|φLa′n〉|φRb′n〉[K(n)]a′nb′n;anbn [Dn]anbn .
(B4)
7Actually Eq (B1) can be integrated into the form
|ψ(t+ ∆t)〉 = exp [−iPˆT|ψ[M]〉MMPSHˆ∆t]|ψ(t)〉. (B5)
The exponential operator in the right hand side can be
splitted by the Lie-Trotter decomposition. To first order,
it formally becomes
exp [−iPˆT|ψ[M]〉MMPSHˆ∆t] = exp[
−i
N∑
n=1
PˆLn−1 ⊗ 1ˆn ⊗ PˆRn+1Hˆ∆t+ i
N−1∑
n=1
PˆLn ⊗ PˆRn+1Hˆ∆t
]
= exp [−iPˆLN−1 ⊗ 1ˆN Hˆ∆t] exp [iPˆLN−1 ⊗ PˆRN Hˆ∆t]
exp [−iPˆLN−2 ⊗ 1ˆN−1 ⊗ PˆRN Hˆ∆t] . . .
exp [iPˆL1 ⊗ PˆR2 Hˆ∆t] exp [−i1ˆ1 ⊗ PˆR2 Hˆ∆t]
+O(∆t2). (B6)
Higher order decomposition can be derived accordingly.
The decomposition above enables us to integrate the dif-
ferential equation iteratively, i.e. at step n we assume
only Cn is time-dependent so we only need to solve the
local effective equations
i
d
dt
Cn(t) = H(n)Cn(t),
−i d
dt
Dn(t) = K(n)Dn(t).
(B7)
Besides the Trotter error, there are errors from the
projection to the tangent space, i.e.
‖(1ˆ− PˆT|ψ[M]〉MMPS)Hˆ|ψ[M ]〉‖. (B8)
The projection error can be estimated according to sec-
tion III. F of14 and31. The key observation is that both
the projection error and the Trotter error dependend on
the tangent space projector. Consider the limit that the
states of which the projector consists form a complete
basis. Then the projector is simply an identity opera-
tor. Consequently Eq (B8) becomes zero and each term
in the Lie-Trotter splitting commutes with each other
so the Trotter error also becomes zero. In other words,
Hˆ|ψ[M ]〉 is still in the same manifold MMPS so the pro-
jection does not take any effect and the equation becomes
the exact Schro¨dinger equation and the left hand side can
be exactly equal to the right hand side of B1. However,
exactly complete basis is not reachable when the system
size becomes large and we always need to compress the
MPS to have a finite bond dimension. To reduce the
errors, the key is to get an approximate projector of cer-
tain bond dimension as close to the identity as possible.
Since PˆT|ψ[M]〉MMPS originates from the variational ansatz
itself, the problem becomes how to obtain a good enough
basis set for the variational ansatz. Although the phys-
ical variational ansatz is always the time-evolving state
which is unchangeable, the MPS representation of it can
indeed be varied through the gauge freedom. For exam-
ple, the MPS representation of a product state do not
(a)
=H(i)
(b)
K(i) =
FIG. 5. The single-site and zero-site effective Hamiltonians.
necessarily have bond dimension to be one but can have
the maximum bond dimension allowed at each bond with
the orthogonality center being rank one, and therefore
we can have complete bases for PˆL and PˆR even for a
product state. If we re-orthogonalize the MPS, the bond
dimension will shrink back to one, but if a time evolution
is immediately followed at the orthogonality center, the
bond dimension can be maintained.
Appendix C: Proof
In the following we prove that SVD C ′i in Eq. 2 is
equivalent to diagonalizing the sum of the right reduced
density matrix ρi + ρ˜i.
At site N , if C ′N = U
′
NS
′
NV
′
N , then
ρ′N = C
′
N
†
C ′N =
[
C†N C˜
†
N
] [ CN
C˜N
]
= C†NCN + C˜
†
N C˜N = ρN + ρ˜N
= V ′N
†
S′N
2
V ′N .
(C1)
So at site N , we get the same V ′N in diagonalization of
ρN + ρ˜N as in SVD of C
′
N . We can write U
′
N into a block
form
U ′N =
[
UN
U˜N
]
(C2)
so CN = UNS
′
NV
′
N and C˜N = U˜NS
′
NV
′
N . Absorbing
U ′NS
′
N into A
′
N−1 is equivalent to moving the orthog-
onality center to site N − 1 separately for |ψ〉 and |ψ˜〉,
i.e.
C ′N−1 = A
′
N−1U ′NS
′
N
=
[
AN−1 0
0 A˜N−1
] [
UN
U˜N
]
S′N
=
[
AN−1UNS′N
A˜N−1U˜NS′N
]
=
[
AN−1CNV ′N
†
A˜N−1C˜NV ′N
†
]
=
[
CN−1
C˜N−1
]
.
(C3)
Similar to C1, SVD C ′N−1 is equivalent to diagonalizing
ρN−1+ ρ˜N−1 and so on for all other sites. This proof can
be extended to the cases of k > 2 MPS’s.
8Appendix D: Density matrix formulation when k > 2
In the following we show how to do basis extension
with orthogonalization at site i.
After SVD Ci = UiSiVi and forming the projector Pi
onto its null space, we first sum the reduced density ma-
trices of the latter k − 1 MPS’s, i.e.
ρ˜i =
k−1∑
l=1
ρl,i, (D1)
where l labels the latter k − 1 MPS’s. Then we project
it into the null space of Ci
ρ˜⊥i = Piρ˜iPi, (D2)
which is equivalent to projecting each C˜l,i by Pi and di-
rect summing them. Then we diagonalize and truncate
it, resulting in ρ˜⊥i = V˜
⊥†
i S˜
⊥2
i V˜
⊥
i . Finally we enlarge the
row space by the direct sum
V ′i =
[
Vi
V˜ ⊥i
]
. (D3)
Appendix E: Global subspace expansion
In the following we summarize the step 2 of the global
subspace expansion. It deals with how to extend the basis
of the left canonical MPS of |ψ〉 by the left canonical
MPS’s of |ψ˜1〉, . . . , |ψ˜k−1〉.
The ith iteration is described as follows:
1. Form the one-site right reduced density matrix ρi,
ρ˜1,i, . . . , ρ˜k−1,i from the orthogonality center Ci,
C˜1,i, . . . , C˜k−1,i at site i for |ψ〉, |ψ˜1〉, . . . , |ψ˜k−1〉
respectively.
2. Diagonalize ρi and get ρi = V
†
i S
2
i Vi. Not truncate
here.
3. Form a projection operator onto the null space of
Ci, i.e. Pi = 1− V †i Vi.
4. If Pi 6= 0, do the summation ρ˜i = ρ˜1,i+ · · ·+ ρ˜k−1,i,
and project ρ˜i by ρ˜
⊥
i = Piρ˜iPi.
5. Diagonalize ρ˜⊥i and get ρ˜
⊥
i = V˜
⊥†
i S˜
⊥2
i V˜
⊥
i . Trun-
cate η weights.
6. Enlarge the row space of Vi by direct sum with V˜
⊥
i
and get V ′i = [Vi V˜
⊥
i ]
T .
7. Multiply V ′†i with Ai−1Ci, A˜1,i−1C˜1,i, . . . ,
A˜k−1,i−1C˜k−1,i respectively and get the next or-
thogonality center Ci, C˜1,i−1, . . . , C˜k−1,i−1 at site
i− 1.
Appendix F: Local subspace expansion
In the following we will take the left-to-right single-
site TDVP sweep as an example to illustrate the local
subspace expansion and the adjoint right-to-left sweep
can be formulated similarly.
Just like the subspace expansion for the single-site
DMRG, we use the expansion term with dimension
(mi−1, di, wimi)
Ri = αLi−1WiCi. (F1)
where α is a constant to be tuned, Li−1 is the left edge
tensor of the local effective Hamiltonian H(i), and Wi is
the tensor of the MPO of Hˆ at site i.
The ith iteration is as follows:
1. Integrate the equation idCi(t)dt = H(i)Ci(t) and get
Ci(t+ ∆t).
2. SVD Ci and get Ci = UiSiVi. Not truncate here.
3. Form a projector to the orthogonal complement of
the column space of Ci, i.e. Pi = 1− UiU†i .
4. If Pi 6= 0, project Ri = αLi−1WiCi by R⊥i = PiRi.
5. SVD R⊥i and get R
⊥
i = U
⊥
i S
⊥
i V
⊥
i . Truncate if
necessary.
6. Enlarge the column space of Ui by direct sum with
U⊥i , i.e. U
′
i = [Ui U
⊥
i ].
7. Multiply U ′†i with Ci and get Di = U
′†
iCi.
8. Integrate the equation −idDi(t)dt = K(i)Di(t) and
get Di(t).
9. Multiply Di with the next site tensor Bi+1 and get
the orthogonality center Ci+1 at the next site.
Higher orders can be obtained by doing step 3 to 6 re-
cursively.
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