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Abstract We study a three dimensional Lotka–Volterra systems. In the paper
Bobien´ski and ˙Zoła˛dek (J Ergod Theory Dyn Syst 25:759–791, 2005) four cases
of center (i.e. an invariant surface supporting a center) were found. In this paper, we
study a codimension 2 component LV Hop f and its versal deformation. We prove that
at most one invariant torus may appear. This invariant torus corresponds to the limit
cycle bifurcating in the amplitude system.
Keywords Lotka–Volterra system · Abelian integrals · Limit cycles
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1 Introduction
The class of 2-dimensional Lotka–Volterra system is one of the most important and
quite well investigated (see [4,6,8,9]). In particular, the center problem is completely
solved. In higher dimension the situation is much more complicated (see [5]). In [2],
the center problem for 3-dimensional Lotka–Volterra systems of the general form
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x˙ = x(ay + bz + λu)
y˙ = y(cz + dx + μu)
z˙ = z(ex + f y + νu),
(1.1)
(where u = x + y + z − 1) was investigated. We asked about the existence of a
1-dimensional, continuous family of closed orbits. In the 9-dimensional space of sys-
tems (1.1), four cases (subvarieties) of center were found. Three of them are explicit
in a sense that the center is a consequence of existence of first integral on the invariant
surface. The fourth component LV Hopf is quite different. This component forms a
codimension 2 subvariety (given by the pair of equation (2.1)) in the parameter space
and it corresponds to the following situation. The system (1.1) admits a first integral of
Darboux form and a line of critical points. The system (1.1) restricted to a level surface
of first integral (invariant surface) admits a unique limit cycle which is a result of clas-
sical Hopf bifurcation theorem (changing stability of singular point of planar vector
field). These 2-dimensional limit cycles of the restricted system form a 1-parameter
family of periodic orbits (center)—see Sect. 2 or the paper [2] for more details.
We consider 2-dimensional, normal deformation of a system X0 ∈ LV Hopf inside
systems of (1.1) form. The aim is to investigate the phase portrait of the perturbed
system, sufficiently close to the center singular point. Some bifurcations of the system
has already been studied in [3]. Appearance of limit cycle or escape of a singular point
outside the considered region were proved for a particular system X0 from LV Hopf .
To complete the bifurcation diagram of normal perturbation of LV Hopf it remains
to investigate neighborhood of certain parabola. This curve corresponds to the limit
cycle bifurcation in amplitude system which means a 2-dimensional invariant torus in
3-dimensional system. In this paper, we investigate this torus bifurcation for a generic
point on the stratum LV Hopf of the center variety. The main result is the proof that at
most one invariant torus can bifurcate. Moreover, we can control the size of this torus
(in terms of perturbation parameters) and so we are able to complete the bifurcation
diagram.
2 Statement of the Results
We consider the space of three dimensional Lotka–Volterra systems X given by the
family (1.1). To avoid the degenerate case, when one can divide out a common linear
factor, we assume that at least two of linear cofactors (ay + bz + λu), (cz + dx +
μu), (ex+ f y +νu) are not proportional. Thus, the parameter space is an open dense
set in the 9-dimensional vector space with coordinates (a, b, c, d, e, f, λ, μ, ν). In [2]
four cases of center among these systems were found; the respective subvarieties of
the parameter space were denoted LV plane0 , LV
plane
1 , LV
Darb, LV Hop f . First three
center cases have similar nature. For example, the LV plane0 case is described by three
equations and one inequality in the parameter space
LV plane0 : a + d = b + e = c + f = 0, abd(a + b − d) < 0.
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The system (1.1) with above restrictions, X0 has the invariant plane x+y+ z = 1 and
the restricted system X0|x+y+z=1 has Darboux type first integral H = |x|−d |y|b|z|a .
The center in this case is formed by the nest of cycles on the invariant plane. The
investigation of the phase portrait of perturbation of any center system from LV plane0
can be performed by standard techniques of perturbations of 2-dimensional (quadratic)
integrable systems.
Similar situation occurs in the LV plane1 and LV Darb cases; the center is a con-
sequence of the existence of the invariant surface (given explicitly) and of the first
integral of the restricted system.
The center in the case LV Hop f has quite different nature. The LV Hop f is a codi-
mension 2 variety in the parameter space. It is defined by the following two equations













and two additional inequalities we describe invariantly below. Let a system X satisfies
conditions (2.1). The function E = |x|α|y|β |z|γ , where a vector (α, β, γ ) generates






, is a first integral of the system X . On the other hand,
the system has a line of critical points (zeroes) given by three (linearly dependent)
equations (ay + bz + λu) = 0, (cz + dx + μu) = 0, (ex + f y + νu) = 0. The
divergence divX of the system X is a linear function. The first inequality of the vari-
ety LV Hop f states that divX is not constant on the line l. Under this condition the
non-constant linear function (divX)|l vanishes in precisely one point p∗. Eigenvalues
of the linearization of X at p∗dX (p∗) are so 0,±λ∗. The second inequality reads:
(λ∗)2 < 0.
Remark 2.1 A pair of inequalities discussed above can be interpreted in the following






. The first inequality is
equivalent to ∇ndivX = 0 (the left hand side is a constant). Then the characteristic
polynomial of derivative dX at the point p∗ reads det(dX (p∗)−k I ) = −k3+k2−Dk.
The second condition states that D > 0.
In [2] it is proved that a Lotka–Volterra system X satisfying the above conditions
provides a center, i.e. one parameter family of closed orbits of X . Let me shortly
recall the argument. The system restricted to the invariant level curves of the first
integral E = |x|α|y|β |z|γ has a singular point corresponding to the intersection of
E−1(h) and the line l. The stability of the singular point of the planar restricted sys-
tem X E−1(h) changes precisely as the value of parameter h passes E(p∗). The non-
degenerate Hopf bifurcation generates a 2-dimensional limit cycles of system X
restricted to level curves of E . They form a center, provided we are sufficiently close
to the singular point p∗.
The main aim of this paper is to investigate the bifurcation diagram of a system
from the LV Hop f perturbed in normal directions. Since LV Hop f is a codimension 2
subvariety the normal perturbation is of the form
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Xε = X0 + ε1 P + ε2 Q, (2.2)
where X0 ∈ LV Hop f and (quadratic) systems P, Q generate perturbations in normal
directions. We adapt coordinates to the dynamics of the unperturbed system X0. Let
v = E be the first integral of X0. The linearization matrix dX0(p∗) around p∗ have
eigenvalues (0,+iθ,−iθ). Note, that eigenvalue 0 corresponds to the direction of
gradient of the first integral E . Let w be a complex coordinate related to the eigen-
value +iθ . Finally, we change coordinates (v,w) to transform the system X0 into the
Poincaré-Dulac normal form [1] up to degree 3. The system X0 in new coordinates
(v,w) reads as follows
X0 =
{
w˙ = w(iθ + Av + Bv2 + C |w|2) + h.o.t.
v˙ = 0 (2.3)
We apply the same idea to the perturbed system Xε:
Xε =
{
w˙ = w(iθ + tε + Aεv + Bεv2 + Cε|w|2) + Rw(ε1, ε2, v, w,w)
v˙ = fε + gεv + hε|w|2 + kεv2 + Rv(ε1, ε2, v, w,w),
(2.4)
where tε = t1ε1 + t2ε2, aε = a1ε1 + a2ε2, etc. The expression Rw represents all
terms of degree ≥ 4 and terms of order O(|ε|2); the element Rv represents all terms
of degree ≥ 3 and terms of order O(|ε|2). Qualitative properties of the above system
are determined by 2-dimensional amplitude system, i.e. the system (2.4) in the variable
ρ = |w|2. The amplitude system is following
ρ˙ = 2ρ(tˆε + Aˆεv + Cˆερ) + . . . (2.5)
v˙ = fε + gεv + hερ + . . .
where Aˆε = ReAε, tˆε = Re(tε), etc. Note that the coefficients tˆε, fε, gε, hε, . . . (all
except the capital ones) vanish for ε1 = ε2 = 0; it follows directly from the (2.3) form
of the unperturbed system X0.
It turns out that generically (the genericity conditions precisely described in
Theorem 2.5 below) the global properties of the phase portrait of the amplitude system
(2.5) is fully determined by leading terms, except the (smooth) curve corresponding
to the center. To simplify notation we denote

 = Cˆεgε − Aˆεhε FCen := 2
(




Let X0ρ be the leading part of the the amplitude system (2.5), i.e. the system (2.5) with
dots skipped.
Proposition 2.2 Assume that Aˆ0 = 0, Cˆ0 = 0, ∂(




Then foror (ε1, ε2) sufficiently close to (0, 0) the system X0ρ has a center at the point











if and only if the following conditions are satisfied








|ε=0 < 0. (2.6)
On the positive part of the center curve (FCen = 0,
 > 0) the coordinate of the
center ρ∗ is positive.
It was proved in [3] that outside a narrow neighborhood of the center curve the
bifurcational diagram of the amplitude system is fully determined by the qualitative
properties of the leading part X0ρ . Near center the situation is unstable so one must take
into account higher order terms; one obtains the following perturbation of a quadratic
integrable system:
ρ˙ = 2ρ(tˆε + Aˆεv + Cˆερ + P˜ε) (2.7)
v˙ = fε + gεv + hερ + Q˜ε,
where P˜ε, Q˜ε are quadratic polynomials in ρ, v. System (2.7) is a perturbation of
the integrable system and so it generates a pseudo-Abelian integral in a usual way.
Investigation of this situation was a main aim of this paper. The main result of the
paper is the following theorem








|ε=0 < 0. The (germ of)
curve
Cen+ = {(ε1, ε2) : FCen(ε1, ε2) = 0, 
(ε1, ε2) > 0}
on the (ε1, ε2) plane is smooth and the leading amplitude system X0ρ has a center
on it. The pseudo-Abelian integral generated by the amplitude system (2.7) does not
vanish identically and it has at most one simple zero. The value of this simple zero
tends to infinity along a (germ of) smooth curve T∞ on the (ε1, ε2) plane. The order
of tangency at (0, 0) of curves Cen+ and T∞ is equal 3.
Under additional genericity condition, which guarantee that certain coefficient in
the presentation of the pseudo-Abelian integral does not vanish, one can fully con-
trol the bifurcation diagram of the amplitude system in a neighborhood of the center
curve Cen+.
Theorem 2.4 Assume that the normal deformation Xε of a system X0 ∈ LV Hop f
satisfies assumptions of Theorem 2.3. Assume that Cε1 = 0, where Cε1 is the coeffi-
cient in the pseudo-Abelian presentation (3.8) (genericity condition). Then there exist
two smooth curves Cen+, T∞ on the (ε1, ε2) plane which are bifurcational for the
system Xε. Crossing the line Cen+ generates unique invariant torus T which escapes
to infinity (outside the region which is under control) along the line T∞. These curves
are tangent at ε = 0 up to O(|ε|3) order.
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Using Theorem 2.4 and results of [3], one can draw the full bifurcational diagram
in a generic case. To simplify picture we will draw the diagram for the 2-dimensional
amplitude system.
Theorem 2.5 Assume that Aˆ0 = 0, Cˆ0 = 0, ∂(




There are 4 germs of smooth curves on the ε1, ε2 plane:
p∞: 
 = 0,
γ∞: gε = 0,
H : Aˆε fε − tˆεgε = 0,
Cen+: FCen = 0, 
 > 0.
The curves p∞, γ∞, H are pairwise transversal and Cen0 is tangent to H. The curves









|ε=0 < 0 then curves Cen+ and T∞ are also bifurcational;
the invariant torus T is born on the line Cen+ and it escapes to infinity along T∞.









|ε=0 > 0 then curves Cen+ and T∞ are not bifurcational
and the bifurcational diagram simplifies to Fig. 2.
Singular points p and γ of the amplitude system correspond to the singular point and
the limit cycle of the three dimensional system Xε, respectively.
Remark 2.6 The above theorems confirm predictions posted in [3] and recently also
in [7] about the bifurcation diagram of the normal deformation of the LV Hop f com-
ponent.
2.1 Further Tasks
Theorem 2.5 describes the bifurcational diagram of the perturbation of the 3-dimen-
sional Lotka–Volterra systems under genericity assumptions. The first task which is
worth to study is to understand the geometric nature of the genericity restrictions in
terms of the original, 3-dimensional Lotka–Volterra systems. In particular, it is inter-
esting to investigate the case when the coefficient Cε1 in the presentation of pseudo-
Abelian integral vanishes. In this case, one should take into account higher order terms
in the Dulac normal form of the amplitude system.
Another interesting investigation task, pointed in [3], is to investigate the dynamics
of the system restricted to the invariant torus.
3 Analysis of the Pseudo-Abelian Integral Generated by the Amplitude System
The aim of this section is to study the properties of the amplitude system (2.7). We
focus on sufficiently small neighborhood of the origin. The leading term of the ampli-
tude system is a quadratic system X0ρ ((2.5) with dots skipped). The quadratic system
X0ρ has two critical points:
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Fig. 1 Bifurcation diagram of the amplitude system in case (1)
p =
(




ρ∗ = Aˆε fε−gε tˆε





 = Cˆεgε − Aˆεhε. Note that p corresponds to a critical point of the
3-dimensional system and γ corresponds to a limit cycle.
According to the well known result for quadratic planar vector field [10], the sys-
tem X0ρ has a center in γ if and only if tr(L∗) = 0 and det(L∗) > 0, where L∗ is a
linearization matrix in point γ . Thus, the center condition reads
2ρ∗Cˆε + δ = 0, 2ρ∗
 > 0. (3.2)




which must be satisfied on the curve 2ρ∗Cˆε + gε = 0. Note that all coefficients
denoted by small letters (e.g. fε, gε, hε, . . .) vanishes for ε = 0. Thus, the equation
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Fig. 2 Bifurcation diagram of
the amplitude system in case (2)
2ρ∗Cˆε+gε = 0 has the form fε = O(ε2). By the genericity assumption ∂(
, fε)∂(ε1,ε2) |ε=0 =
0 the following transformation
(ε1, ε2) 	→ (
, fε)











(0) < 0; the latter is equivalent to
(2.6). Moreover, since ρ∗ = − gε2Cˆε , the coordinate ρ∗ is positive provided 
 > 0(center equation assumed).
This finishes proof of Proposition 2.2 unionsq
Due to the assumptions ∂(
, fε)
∂(ε1,ε2)
|ε=0 = 0, Aˆ0 = 0, Cˆ0 = 0 the following map is a
germ of diffeomorphism defined on the neighborhood of (0, 0)













 = Cˆεgε − Aˆεhε. Indeed, the only term of the function FCen linear in ε is
2 AˆεCˆε fε. Until the end of the paper we will work with ε˜ = (ε˜1, ε˜2). To simplify
notation we will skip ∼ index above ε. Note that




, f2 = 0. (3.3)
Since we want to investigate a narrow neighborhood of the center line (ε2 = 0) in the
parameter space and a neighborhood of the origin in the phase space, we make the
following rescaling
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ε2 = δε21, ρ = ε1R, v = ε1W. (3.4)
We will work with system (2.7) in the Pfaff form ω = ρ˙dv − v˙dρ. In rescaled




= 2R(tε1 + Aε1 W + Cε1 R)dW + ( fε1 + gε1 W + hε1 R)dR
+ δ f2dR + ε1(2R P(R, W )dW − Q(R, W )dR).
Using pull-back of the following affine transformation (a parameter α which will be
fixed later)
(R, W ) = (R1, W1) =
(
− gε12Cε1 (1 + R1),
gε1α
2Aε1
(αW1 + α−1 R1) + gε1−2tε12Aε1
)
we obtain (index 1 at (R, W ) variables omitted)
∗ωε1,δ = const
(





+ δ f˜2dR + ε1
(




ε1 = Cε1 gε1 − Aε1 hε1 and f˜2 = 0. The leading part of system (3.5) ωCen
provides a center at the point (R, W ) = (0, 0) if and only if 
ε1gε1 Cε1 (ε1 = 0) < 0;






It transforms the integrable leading part ωCen to the following canonical form
ωCen = αW (1 + R)dW + α−1 R(1 + W )dR.
Dividing ωCen by the integrating factor M = (1 + R)(1 + W ) gives derivative of the
following function which is a first integral of foliation ωCen
H(R, W ) = α(W − log(1 + W )) + α−1(R − log(1 + R)).
The linearization of the Poincaré map is given by the following pseudo-Abelian
integral
















where γh ⊂ H−1(h) is a real oval.
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We define the following base integrals. Below h denotes the compact subset of
R
















(1+W )2 . (3.7)
Integrals J, S generate the space of pseudo-Abelian integrals (3.6) (for quadratic
P, Q).
Proposition 3.1 The pseudo-Abelian integral I (h) has the following presentation
I (h) = δ Cδ J + ε1Cε1 (S − J ). (3.8)
Moreover, Cδ = 0.
Remark 3.2 Note that the amplitude system (2.7) was derived form 3-dimensional
Lotka–Volterra systems. Since the LV Hop f center subspace forms a codimension two
subvariety, it is natural to expect that the space of pseudo-Abelian integrals will be gen-
erated by two elements (perturbation in directions tangent to LV Hop f should generate
zero integral). Details of proof of Proposition 3.1 will be given later.
The proof of Theorem 2.4 is based on the monotonicity of the quotient JS .
Proposition 3.3 Assume that α > 0. Then the quotient of pseudo-Abelian integrals
G(h) = JS is strictly increasing and limh→0+ G(h) = 1.
Proof of Theorem 2.4 The non vanishing of the pseudo-Abelian integral I (h) is a con-
sequence of condition Cδ = 0 (proposition 3.1). If Cε1 = 0, then the integral I is
proportional to function J which does not vanish.
If Cε1 = 0, then the integral I (h) vanishes in a point hT if and only if
J
S
(hT ) = 1
1 − C˜(δ/ε1)
.
By Proposition 3.3, the function G = JS is strictly increasing and ≥ 1. Thus, the
unique zero hT exists provided δε1 ∈ (0, M) for certain M . If the quotient Cδ/Cε1 is
negative the same is true for negative M . This finishes the proof. unionsq
The behaviour of the pseudo-Abelian integral I (h) described in Theorem 2.4 deter-
mines the qualitative properties of the amplitude system (2.7) in the neighborhood of
the center curve Cen+. Outside this region the properties are ruled by leading qua-
dratic system X0ρ (2.5); the latter one was already investigated in [3]. Summing up
these results one can draw the bifurcation diagram of the amplitude system in the
generic case. This proves Theorem 2.5. unionsq
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Proof of Proposition 3.1. The proof is rather technical. The expectation of two ele-
ment basis was explained in Remark 3.2.
We have the following identity
dR
(1+R)(1+W ) − dR1+W = α2d
(









(1+R)(1+W ) = J.
It proves that Cδ = f˜2 = 0.
In completely analogous way, we derive formula for integral proportional to ε1.
By direct calculation we show that for arbitrary homogeneous quadratic polynomials
P˜1, Q˜1 there exists a polynomial K (R, W ) of degree 4 and constants β and Cε1 such
that
Q˜1dR
(1+R)(1+W ) + P˜11+W
(









β log(1 + W ) + 1
(1+R)(1+W ) K (R, W )
)
+ (. . .)dH.
Note that polynomials P˜1, Q˜1 of degree ≤ 1 generate integral proportional to J . unionsq
Proof of Proposition 3.3 The following relation holds
J ′ = α−2 J + S′. (3.9)
Indeed, we have

















(1 + W )2 =α
−2 J.
Now we use the following technical fact
Proposition 3.4 The function log S is concave.
Remark 3.5 The above proposition remains valid for any Hamiltonian function of the
form H(R, W ) = f (W ) + a f (R), where a > 0 and f (R) is a convex function with
minimum at R = 0. Actually we prove this more general statement.
Denote G(h) = J (h)/S(h). It represents average value of (1 + W )−2 on on h .
As h → 0+, the loop γh shrinks to a center (0, 0) and so the quotient G tends to 1.
Equation (3.9) implies the following equation for G




+ S′S . (3.10)
62 M. Bobien´ski
Fig. 3 The equation for G(h)
The right hand side of the above equation vanishes on the curve G˜(h) = S′/SS′/S−1 . By
Proposition 3.4, the curve G˜ is increasing. Thus, if we present a differential equation
for G(h) on the (G, h) plane, it takes one of two possible forms presented on Fig. 3
below (the graph of G˜ is marked by doted line). In both cases, the solution G(h) can not
leave the region bordered by G = 0 and the graph of G˜. The right hand side of (3.10)
is positive there and so G is strictly increasing. This finishes proof of proposition 3.3.
unionsq
Proof of Proposition 3.4 Denote f (R) = R − log(1 + R), a = α2. We observe that
the function f (R) is convex and has a local (and so global) minimum at R = 0 (see
Remark 3.5 above).
We define a function d(h), h ≥ 0 which is the length of preimage f −1([0, h]), i.e.
d(h) = μ1( f −1([0, h])). The function d is increasing, concave.
The following formulas for the area function S and its derivatives are obtained by
a direct calculations








d ′((h − t)/a) d ′(t) dt, (3.11)
S′′ = a−1d ′(h/a) d ′(h) + a−1
h∫
0
[d ′((h − t)/a) − d ′(h/a)] d ′′(t) dt.
Using formulas (3.11) we obtain the following integral formula for (log S)′′.


















The first integral is negative, since d ′′(t) < 0 and [d ′((h − t)/a) − d ′(h/a)] > 0, by
concavity of d. The difference of the next two terms is also negative by the following










a−1 d ′((h − t)/a) dt = d(h/a),
h∫
0
d ′((h − t)/a)
d ′(h/a)
d ′(t) dt ≥
h∫
0





d ′(t) dt ≤
h∫
0
d ′(t) dt = d(h).
So, (log S)′′ ≤ 0 and the proposition 3.4 follows.
Remark 3.6 The above theorems confirm predictions posted in [3] about the bifurca-
tion diagram of the normal deformation of the LV Hop f component.
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