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進化的計算によるデジタルスパイクマップの合成
SYNTHESIS OF DIGITAL SPIKE MAPS BY THE EVOLUTIONARY ALGORITHM
濱口　智紀
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指導教員 斎藤利通
法政大学大学院理工学研究科電気電子工学専攻修士課程
This paper studies analysis and implement of Digital Dpike Maps(DSM). In order to visualize
dynamics of spike-trains, we introduce the DSM. The DSM is a digital version of analog one-
dimensional maps. The Dmap is related to various digital dynamical systems including cellular
automata and dynamic binary neural networks, digital spikeing neuron. In order to realization
desired DSM, we present a simple evolutionary algorithm. It is a type of optimization algorithm
inspired by biological mechanisms.
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1. はじめに
本論文ではデジタルスパイクマップ (Digital Spike Maps
以下 DSM) [1]-[4]の解析, 及びハードウェア実装についての
研究を行った. DSMは点の集合上で定義された差分方程式で
あり, スパイク列のダイナミクスを視覚化することができる.
また, ロジスティックマップに代表されるようなアナログ一次
元マップのデジタル版であるとも言える [5]. DSMはアナロ
グ一次元マップを離散的に定義したものであるため,有限個の
定義域上に定義される. DSMはセルオートマトン (Cellular
Automaton)[8]-[9]や動的バイナリーニューラルネットワーク
(Digital Binary Neural Networks)[15]-[18],本論文で扱うデ
ジタルスパイキングニューロン (Digital Spiking Neurons)
等, 様々なデジタルシステムと関係している [6]-[7]. DSM
に関する研究は非線形システムの基礎研究であり, 関連する
様々な工学的応用に貢献できる.
また, 所望の DSMを実現するために, 簡素な進化的計算
を用いた [10]. 進化的計算とは生物学的機構に着想を得た最
適化アルゴリズムの一種である [11]-[14]. 本論文では SEA
の探索の成功率や計算コストについても解析をする. 簡素化
した単純なアルゴリズムのため, 様々な問題への活用に繋が
ると考える.
2. Digital Spike Maps
デジタルスパイクマップ (Digital Spike Maps以下DSM)
を紹介する. DSM はロジスティックマップに代表されるよ
うなアナログ一次元マップのデジタル版であると言える. n
番目のスパイク位相を xn としたとき, xn は実数値をとる.
アナログマップは非周期的な振動 (カオス)や周期的な振動,
一定値への収束を起こす. 一方, DSM は n 番目のスパイク
位相を θn としたとき, θn は離散値 (1, 2, · · · , N)をとる. デ
ジタルマップは必ず周期的な振動を起こす. アナログ一次元
マップの定義域を離散化することで DSM が得られる.
図 1, 図 2に DSMとスパイク列の例を示す. スパイク列
は以下のように定義される.
図 1 8個の格子点の集合上に定義されたデジタルスパ
イクマップ. (赤点: PEP, 赤線: PEO, 黒点: EPP)
図 2 周期 4の周期的スパイク列.
Y (τ) =
{
1 for τ = τn
0 for τ = τn τn = θn + (n− 1). (1)
τ は離散化された時間とする. τn は n番目のスパイク位
置を示し, θは n番目のスパイク位相を示す. τ が τn である
とき, スパイクが発火 (Y (τ) = 1)していると言える. 最初の
スパイク列は τ1 = θ1 で与えられる. 離散化した時間上にス
パイク列は発火するため, スパイク列は周期的になる場合が
ある. このようなスパイク列を周期的スパイク列 (Periodic
Spike Train 以下 PST)と呼ぶ.
また, DSM は以下のよう定義される.
θn+1 = f(θn), θn ∈ {1, 2, · · · , N} ≡ LN (2)
DSM は N 個の格子点の集合上で定義されている. 定義
された領域 LN は有限個の格子点からなるため, 定常状態は
必ず周期的な振る舞いとなる. すなわち, DSM が視覚化で
きるスパイク列は PSTのみとなる.
また, DSM の特性ベクトルは以下のように定義される.
  ≡ (d1, · · · , dN ), di = Nf(li) ∈ {1, 2, · · · , N} (3)
例として, 図 1 で示した DSM の特性ベクトルは以下の
ようになる.
  ≡ (8, 5, 2, 6, 7, 2, 3, 6) (4)
DSM の基本的な定義を行う.
定義 1：ある点 p ∈ LN が p = fk(p)であり, かつ f(p)
から fk(p)とは異なるとき, 点 pは周期 kの周期点 (Periodic
Point 以下 PEP) であると呼ぶ. 但し, fk は f の k 回写像
とする. また, PEPの系列 {p, f(p), · · · , fk−1(p)}は k 回写
像の周期軌道 (Periodic Orbit 以下 PEO)と呼ぶ. 周期軌道
は周期的スパイク列に対応している. 例として, 図 1 に示し
た 4周期の PST は, 図 1 に示した 4周期の PEO に対応し
ていることを示している.
定義 2：ある点 q ∈ LM が PEO ではなく, かついずれ
かの周期的な点 pに k回の写像で落ち込む場合 (fk(q) = p),
点 q は最終的に周期点に落ち込む点 (Eventually Periodic
Point 以下 EPP) と呼ぶ. また, 点 q が 1 回の写像でいず
れかの周期的な点 p に落ち込む場合 (f(q) = p), 特に, 直
接 EPP(Direct Eventually Periodic Point 以下 DEPP) と
呼ぶ.
3. Digital Spike Mapsの合成
所望の DSM を実現するために, 簡素な進化的計算を用
いた DSM の合成を行う. DSM はその特性ベクトルが変わ
ると, 特徴が大きく変わるが, 体系的でないため, 所望の特徴
を持つ DSM の実現は困難である. そのため簡素な進化的計
算を用いて, 所望の特徴を持つ DSM の実現を目指す.
進化的計算とは, 生物の生殖, 淘汰, 突然変異などの生物
学的機構に着想を得た最適化アルゴリズムの一種である. 最
適化アルゴリズムには進化的計算の他にも局所探索法, 粒子
群最適化法 (Particle Swarm Optimization)などが挙げられ
る. 本論文では一例として, 貪欲法に基づく簡素な進化的計
算 (Simple Evolutionary Algorithm 以下 SEA)を用いた最
適化を行った. 貪欲法 (Greedy Algorithm) とは, 個体の評
価値が良くなる方向にのみ進化する手法である. 本項で行う
SEAの DSMへの適用においては, 個体を DSMのマップベ
クトル, 最終的に残った個体が所望の特徴を持った DSM と
する. また, SEAの探索の成功率や計算コストについても解
析をする. 簡素化した単純なアルゴリズムのため, 様々な問
題への活用に繋がると考える.
SEA の手順を以下に簡単に示す.
１．次世代に残す個体の候補を作成する (生殖).
２．個体の一部にランダムなパラメータの変化を与える (突
然変異).
３．評価関数により評価し, 評価の良い個体の候補のみを残
し (適者生存), 他を削除する (淘汰).
４．残った評価の良い個体の候補を次世代の個体とする.
SEAはこれを繰り返すことにより最適な個体を探す. 但
し, SEA における個体は DSM の特性ベクトル   である. g
を世代としたとき, i 番目の個体 Æi(g)は以下のように示す.
Æ
i(g) = (δi1(g), · · · , δiN (g)),
i ∈ {1, 2, · · · ,K(g)},
g ∈ {0, 1, 2, · · · , gmax}, K(g) ≤ Kmax
(5)
K(g)は世代 gの個体の数とする. また, Kmaxは任意に
設定する世代ごとの個体数上限を示す. gmax は任意に設定
する SEA の世代数上限を示す.
個体の候補は評価関数 Fc(δi(g)) によって評価される.
Fc(Æ
i(g)) ≥ 0, i ∈ {1, 2, · · · ,K(g)}. (6)
Gb(g) を世代 g における評価関数のグローバルベストと
する.
以下に詳しい SEA のステップを示す.
Step1：初期個体の設定
g = 0とし, k周期の PEOを持つ初期個体 δ1(0)を用意
する (K(0) = 1). 初期個体の評価を行い, g = 0のグローバ
ルベストを計算する: Gb(0) = Fc(Æ1(0)).
Step2：個体の候補の作製
i 番目の 4 周期の PEO を構成している成分について着
目する. それらの成分の 1 つを {1, · · · , N} のほかの整数値
に変更する. これを繰り返し, 次の世代の個体の候補として,
k × (N − 1)×K(g)個の候補を作製する. j 番目の候補を次
のように示す: j(g), j ∈ {1, · · · , k × (N − 1)×K(g)}.
Step3：候補の評価 k× (N − 1)×K(g)個の候補の内, 4周
期の PEOを持たない候補については削除をする. 残った候
補について, 評価関数 Fc によって評価を行う. グローバル
ベストは次のように更新される.
{
Gb(g)← Fc(j(g)) if Fc(j(g)) < Gb(g)
Gb(g)← Gb(g) otherwise (7)
グローバルベストの評価値を持つ個体の候補を新しい個
体とする. グローバルベストが評価関数の最適値に到達した
場合, 新しい個体を最適個体とし, アルゴリズムを終了する.
グローバルベストが評価関数の最適値に到達していない場合,
個体数K(g)を新しい候補の数KN で更新する. 新しい候補
の数KN が個体数上限Kmaxを超えていた場合, グローバル
ベストの評価値を持つ個体の候補からランダムに新しい個体
を選択する.
Step4：突然変異
EPPを構成している成分について着目する. それらの成
分の 1 つを {1, · · · , N}のほかの整数値にランダムに変更す
る. これを全ての EPP成分 (N − k)について施し, EPPの
成分に変化を加える. この動作は全ての個体について突然変
異率MR で実行される.
Step5：終了条件
世代 g を次世代に更新する: g ← g + 1. 世代 g が世代
数上限 gmaxに到達するまでStep2に戻り繰り返す.
所望の特徴を持つ DSM の合成を行う. 本論文では, 例
として自己相関の低い DSM の実現を目指す. 自己相関は以
下のように定義される.
RY Y (d) =
p∑
τ=1
Yp(τ)Yp(τ + d) for d ∈ {0, · · · , p} (8)
評価関数 Fc は自己相関のセカンドピークとする.
Fc( ) = max
d
RY Y (d) for d ∈ {1, · · · , p−1}, Fc( ) ≥ 1(9)
但し, d は p周期の PEO を持つ DSM の特性ベクトル
とする. 自己相関のセカンドピークの最適値は 1 となる:
Fc = 1.
SEA の条件は以下の様にした.
M = 32, k = 10, Kmax = 30, gmax = 10,
MR ∈ {0, 1, 5, 10, 30}
本項ではMR = 0, 10 の場合について, そのプロセスを
確認する.
MR = 10 の場合
初期個体は以下の特性ベクトルを持つ DSM を用意した.
Æ(0) = (2, 3, 4, 5, 6, 7, 8, 9, 10, 1, 16, 9, 25, 14, 4, 6, 26,
21, 17, 25, 26, 4, 17, 8, 7, 16, 21, 29, 6, 9, 23, 1)
図 3 に初期個体 (g = 0) の DSM を示す. 自己相関は
Fc( ) = 9で Gb(0) = 9とする. Step2として, 10× 31× 1
の個体の候補を作製する. 個体の候補を評価し, 最も評価値
の良かった個体を次世代の個体とする. g = 1の個体の特性
ベクトルは以下の様である.
Æ(1) = (2, 3, 4, 5, 6, 25, 8, 9, 10, 1, 10, 1, 5, 29, 1, 26, 14, 14,
10, 10, 8, 1, 20, 26, 20, 1, 29, 31, 4, 3, 10, 1)
図 4 に g = 1 の DSM を示す. グローバルベストは
Gb(1) = 6となる.
これを繰り返し, g = 6 の個体の特性ベクトルは以下の
様である.
Æ(6) = (5, 10, 17, 20, 1, 9, 24, 18, 5, 3, 18, 30, 9, 12, 27, 21,
19, 2, 3, 16, 29, 27, 21, 16, 24, 13, 25, 13)
図 5 に g = 6 の DSM を示す. グローバルベストは
Gb(6) = 1となる. グローバルベストは最適値で, 自己相関
の低い DSM が合成できたと言える. 世代に対するグローバ
ルベストの推移を図 6に示す. また, 世代に対する個体数の
推移を図 7に示す.
MR = 0 の場合
MR = 0は突然変異が起こらない設定となる. 初期個体は以
下の特性ベクトルを持つ DSMを用意した.
Æ(0) = (2, 3, 4, 5, 6, 7, 8, 9, 10, 1, 32, 11, 19, 11, 30, 9, 10,
15, 4, 9, 3, 27, 26, 10, 6, 31, 32, 16, 26, 4, 21, 1)
図 8に初期個体 (g = 0) の DSM を示す. グローバルベ
ストは Gb(1) = 9となる. 世代数上限である g = 10 の個体
の特性ベクトルは以下の様である.
図 3 g = 0, Gb(0) = 9 の DSM(MR = 10の場合).
図 4 g = 1, Gb(1) = 6 の DSM(MR = 10の場合).
図 5 g = 6, Gb(6) = 1 の DSM(MR = 10の場合).
Æ(10) = (2, 3, 4, 25, 6, 7, 8, 23, 10, 1, 32, 11, 19, 11, 30, 9, 10,
15, 4, 9, 3, 27, 26, 10, 6, 31, 32, 16, 26, 4, 13, 1)
図 6 SEAのプロセス: グローバルベスト (MR = 10
の場合).
図 7 SEAのプロセス: 個体数 (MR = 10の場合).
図 9に g = 10 の DSM を示す. 世代数上限に達したが,
グローバルベストは Gb(10) = 2となり, 所望の DSM の実
現ができなかった. 世代に対するグローバルベストの推移を
図 10に示す. また, 世代に対する個体数の推移を図 11に示
す. グローバルベストの推移, 及び個体数の推移から分かる
ように, g = 4 から作製される個体には変化がない. これは
局所解, すなわち部分的な最適値に収束してしまったと考え
られる. 原因としては, 突然変異が無いため, 個体に大きな変
化が与えられなかっただと推測される. 個体の候補は PEO
を構成する成分のみを変更し, 作製する. EPP を構成する
成分に対しては, 変化を与えない. そのために, 初期個体の
EPP の成分が探索の成功に大きく影響する. 表 1 に突然変
異率MRに対する, 探索成功率, 平均世代数, 平均個体数を
示す. なお, 平均世代数, 平均個体数は探索が成功した場合
のみを対象にした. MR が 0 の場合は非常に成功率が低い
ことが分かる. また, MRを上げても, MR = 5で探索成功
率はほぼ上限に近付いた. 平均世代数, 平均個体数はMRの
増加と共に減少した.
4. むすび
デジタルスパイクマップを紹介し,その合成を行ったDSM
のハードウェア実装に当たって, DSM の合成を行った. ス
パイクを基にしたアプリケーションを考えるとき, 所望の特
徴を持つ DSM を用意する必要がある. DSM に簡素な進化
的計算を適用することで, 所望の DSM の実現を行った. 進
化的計算のパラメータ変更による探索の成功率や計算コスト
の変化についても触れ, 進化的計算の解析についても取り組
んだ. 突然変異率が探索の成功率に大きく影響されることが
分かった. DSM の合成は様々なスパイクを基にしたアプリ
ケーションに繋がると考えられる. 用いた進化的計算はアル
ゴリズムを簡素化したもので, 様々な問題に対し適用できる
と考えられる.
今後の課題としては, 以下が挙げられる.
図 8 g = 0, Gb(0) = 9 の DSM(MR = 0の場合).
図 9 g = 10, Gb(10) = 2 の DSM(MR = 0の場合).
１．自己相関以外の評価関数を用いた DSMの合成
２．SEA のより詳細な解析
３．SEA の探索の成功率や計算コストの向上
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