Abstract. In the synthesis of conical phased antenna arrays (CPAA), special attention is paid to its characteristics -a high antenna gain and a low side lobes level (SLL). To solve this problem there are a significant number of approaches, in view of the variety of methods of its formulation and the methods of solution. In the present paper, the problem of synthesis of a conical phased array is solved by optimizing the parameters of a two-parameter family of amplitude distributions by the criterion of maximum gain with the limit of the maximum side lobe limited by the methods of random search (based on a swarm of particles) and classical gradient methods. To calculate the loss function, a fast Fourier transform is used.
Introduction
The phased antenna arrays (PAA) with the radiating surface in the form of circular cone allow making undistorted circular scanning of the directional pattern in azimuth and wide-angle scanning in place angle that are of interest to the systems of radar-location and communication.
One of the most important problems in the pro jection is the assurance of antijamming and electromagnetic compatibility with other radioelectronic resources. The desired result can be achieved by synthesizing a CPAA with a limited side lobes level and a high gain.
In the synthesis by the method of numerical optimization of a phased array, the speed of the algorithm for calculating the directional pattern (DP) plays an important role. In this work, to reduce the synthesis time, an algorithm was of a fast Fourier transform (FFT) [2] was used.
In the synthesis of CPAA, an amplitude distribution was chosen that depends on two real parameters p and γ, which allows adjusting of the side lobes level and the width of the main radiating beam.
In this paper, one of the ways of setting and solving an optimization problem for obtaining the CPAA parameters with a high gain value under the constraint of SLL is investigated. The optimization problem was solved by random search methods and gradient methods, and the results were compared. The choice of optimization methods is explained by the successful application of random search algorithms [6] convex programming methods in a similar problem [7] . 
Modeling of PAA
Temporary characteristics of algorithm of calculation of the directional pattern multielement CPAA, direct summation on formula:
do not allow to use it as the convenient practical decision during the modeling and the analysis of characteristics of antenna array on the desktop personal computer. In the antenna array with the number of rings N r = 40 and the number of elements in the ring N φ = 60, to find the value of the function, we would have to search for the sum of 2400 terms for only one point (θ, ϕ), at that time as the conditions of the problem assume the calculation of the function for the set of points on the grid
It is proposed to use the accelerated method for calculating DP, whose idea is to use fictitious emitters in the mathematical model of CPAA and fast Fourier transform. This approach makes it possible to reduce the computational complexity of the algorithm for calculating the gain with O(n 2 ) to O(nlog(n)). We introduce:
where k is selected by an even integer, depending on the desired number of points of DP for a fixed value θ. Substituting (2) into (1) and transforming, we obtain:
Denote by:
Then (3) takes the form:
Further:
F n (θ) = B n a n (6) a n = a nt (7)
where
diag is the operation of transforming the vector to a diagonal matrix with the elements an on the main diagonal, + is the sign of the Hermitian conjugation. Thus, opening (6), we obtain the formula for calculating F n in the matrix form, where separate multipliers are easily found by means of FFT [8] :
The resultant value of the DP is found from (6) . Now the model is realized for case CPAA of axial slot radiators. The elements patterns calculated on the basis of special ratios are used. In compliance with it, excitation coefficients of the a nm elements represent complex amplitudes of the incidence waves on the entrance of radiators.
The amplitude-phase distribution of these amplitude was chosen as follows:
-optimum excitation on gain determined by ϕ-component DP an element and the direction of a maximum of DP F (θ 0 , ϕ 0 ); a taper multiplier on a ring:
γ, p parameters of distribution(γ is responsible for the limit of the side lobes level, p for the width of the main lobe), shift operator of cyclic shift on a piece [−π; π]. It represents the recursive function returning the accepted argument if it belongs [−π; π] and increases or reduces the value of an argument on 2π until it belongs to the specified segment.
This amplitude distribution was chosen in the consequence of calculations and application is simplicity this optimization problem.
Partial DP of elements f ϕ * n are calculated by approximation by data from a specially generated input file. δ ϕ half of the angular step of the elements along the ring (δ ϕ = π Nϕ ),where N ϕ number of elements in the ring.
Optimization Problem
Gain calculated on the following formula acts as loss function:
On the loss function, a number of restrictions are imposed, related to the interval of the values of the amplitude distribution parameters and the SLL.
where Ω ∈ [-π; π] except for the main lobe.
In view of the aforesaid, the optimization problem is to maximize G r0 , where
under the conditions (17) and (18).
Particle Swarm Optimization
As the algorithm of global optimization the population stochastic algorithm of optimization has been chosen Particle Swarm Optimization (PSO). This type of algorithms belongs to the class heuristic, that is algorithms for which the convergence to the global decision is not proved, but it is experimentally established that in most cases it gives rather good decision. It should be added that a similar task has already been solved with the help of genetic algorithm [1] , which is related to the class of heuristic so that such methods have already shown themselves to be highly effective optimization algorithms.
James Kennedy and Russel Eberkhart in 1995 have offered initial algorithm [5] in which for satisfying simulation a behavior of a population relied on two props: nearest-neighbor velocity matching and craziness. A population was randomly initialized with a position for each on a torus pixel grid and with X and Y velocities. At each iteration, a loop in the program determined, for each agent, then assigned that X and Y velocities to the agent in focus and some stochastic variable. Essentially this simple rule created a simulation an interesting and lifelike appearance, though of course, the variation was wholly artificial.
As the used optimization algorithm PSO, we will choose the most known version of initial algorithm [4] .
In initial algorithm PSO of coordinate of particle s i on iteration of t defines vector X i = (x i,1 , x i,2 , ..., x i,|X| )
T , and on iteration (t + 1) vector
Iterations in algorithm are carried out according to the scheme
where ⊗ direct work of vectors; b l , b c , b s free parameters of algorithm;
T vector of increment of coordinates (it makes sense of step of each particle);
vector of coordinates of particle of s i , corresponding to its best value of loss function during search; X * * i vector of coordinates of particle with the best of all population the decision. Important feature of search is restriction for parameters p and γ therefore in case of withdrawal of particles from the field of search we will forcibly return them back.
Any population algorithm of search optimization imposes restriction for number of particles: with growth of the population is size the computing complexity on each iteration increases. On the other hand, increase in the size of population involves a uniform covering of space of search that increases localization of decision is vector near the best decision. In the future, we will experimentally define this number.
Proceeding from the aforesaid, the scheme of the algorithm has the following appearance: 1. We set value of free parameters of the algorithm and initialize population; 2. For each particle of the population we find the best local position X * i and also define the best global decision X * * i ; 3. We define new positions of population's particle; 4. We check positions for conditions is performance of parameter's restrictions; 5. We check condition is performance of the end of iterations. In case the condition is satisfied, we finish the optimization of parameters, otherwise, we pass to step 2. The implementation of the algorithm used by the authors in this paper was taken from the [7] .
Optimization by Method of Conditional Gradient
The idea of choosing the descent's direction in the method is the following [3] : in point x k Linearization functions φ(x), building a linear function φ L (x k ) = φ(x k ) + φ (x k ), x − x k , and then, Minimizing phi L (x) on set X, find a point y k . After that believe −s k = y k − x k and further along this direction carry out descent.. Thus, to find the direction −s k should solve task minimizing the linear function on the set X.
Based on the above idea, the scheme of the algorithm has the following appearance: 1. As a x 0 any point gets out of set X.
Point is a x
Numbers α k belong to the interval α k ≥ α > 0.
3. Numbers β k are choose, minimizing the function
Numerical Experiment
Parameters of the synthesizing CPAA are specified in Table 1 . As an experiment, we will examine synthesis of CPAA for some value of the level of side petals: 0 dB,-20 dB,-30 dB and-40 dB.
Synthesis of CPAA without Limit of the Side Lobes Level
The loss function of the gain factor is a multi-extreme function (Fig.1) . Table 2 . 
Synthesis of CPAA with Different of the Side Lobes Level
The surface's changing of the loss function can be seen below. We optimize by the method of PSO and gradient method. Parameters of PSO: size of population are 20 and 40. Comparison of the Result of Synthesis CPAA As a result of synthesis without restriction of a side lobes level received conical phased antenna arrays ( Fig.5) with maximal of gain factor, but with high of the side lobes level. (-15dB). Fighting only for the high gain factor raises the problem of low immunity system and electromagnetic compatibility with other electronic means.
Further show a diagram of the direction synthesis CPAA with restriction a side lobes level 
Comparative Analysis
As a result of optimization by method the PSO and a gradient method, we made a conclusion that the gradient method is predisposed to hit in local minima, at the same time the PSO successfully is included in the global best decision (Fig. 8) . The application of method's combinations, i.e. the application of PSO in the initial stages and gradient method for refinement of the solution, reduces the number of calculation a loss function.
The result of application of combinations of methods shown in Fig.9 and Table 6 . Figure 9 . Combined optimization of the loss function
The application of gradient method in the first stages and refinement of the solution with PSO incorrect, as the search will be carried out near local solutions.
Conclusion
In this paper, the problem of synthesis of the diagram of the direction of CPAA by optimizing the parameters of amplitude distribution was solved.
A comparison between the particle swarm method and the gradient method was made. In this case, the gradient method converges to a local extremum, and the swarm algorithm for achieving the global extremum uses a large number of calculations of the function. The number of calculations of the loss function proposed to reduce through using combinations of method.
The software developed within the framework of the work allows synthesizing the CPAA of various configurations. Designing and implementing the main computational module in the objectoriented paradigm makes it possible to easily modify the source code for subsequent studies (analysis and synthesis) of antenna arrays of arbitrary configuration.
