Coherent states for compact Lie groups and their large-N limits by Hall, Brian C.
ar
X
iv
:1
70
7.
02
35
5v
1 
 [m
ath
-p
h]
  7
 Ju
l 2
01
7
Coherent states for compact Lie groups and their
large-N limits
Brian C. Hall∗
University of Notre Dame
Department of Mathematics
Notre Dame IN 46556, USA
bhall@nd.edu
July 11, 2017
Abstract
The first two parts of this article surveys results related to the heat-
kernel coherent states for a compact Lie group K. I begin by reviewing
the definition of the coherent states, their resolution of the identity, and
the associated Segal–Bargmann transform. I then describe related results
including connections to geometric quantization and (1 + 1)-dimensional
Yang–Mills theory, the associated coherent states on spheres, and appli-
cations to quantum gravity.
The third part of this article summarizes recent work of mine with
Driver and Kemp on the large-N limit of the Segal–Bargmann trans-
form for the unitary group U(N). A key result is the identification of the
leading-order large-N behavior of the Laplacian on “trace polynomials.”
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1 Coherent states and Segal–Bargmann trans-
form for Lie groups of compact type
1.1 Lie groups of compact type and their complexifica-
tions
A Lie group K is said to be of compact type if there exists an inner product on
the Lie algebra k of K that is invariant under the adjoint action of K. Compact
groups and commutative groups, as well as products of the two, are of compact
type. Conversely, suppose K is a connected Lie group of compact type and we
fix an Ad-K-invariant inner product 〈·, ·〉 on k. Then according to Proposition
2.2 of [Ha5], K decomposes as a Lie group direct product K = K0 × Rk for
some k ≥ 0, where K0 is compact and where the Lie algebras of K0 and of Rk
are orthogonal with respect to 〈·, ·〉 .
If K is connected and of compact type, there exists a unique (up to isomor-
phism) Lie group KC with the following properties: (1) the Lie algebra of KC
is equal to kC := k⊕ ik, (2) K sits inside KC as a closed subgroup, and (3) every
element g of KC can be decomposed uniquely as
g = xeiY (1)
with x ∈ K and Y ∈ k. We refer to KC as the complexification of K. If
K = Rk, then KC = C
k and if K is the unitary group U(N), then KC is
the general linear group GL(N ;C). (For the polar decomposition in the case
K = U(N), see Section 2.5 of [Ha7].)
We may use the decomposition (1) to identify the cotangent bundle T ∗(K)
with KC as follows. We use left-translation to identify T
∗(K) with K× k∗, then
use the inner product on k to identify K × k∗ with K × k, and finally use the
map (1) to identify K × k with KC. In physical terms, we think of K as the
configuration space for a physical system and T ∗(K) ∼= KC as the corresponding
phase space.
We may consider two physically important examples. First, if K = SO(3),
then T ∗(K) is the configuration space for the rotational degrees of freedom of a
rigid body. Second, the case K = SU(2) plays an important role in applications
to quantum gravity, as described in Section 2.4.
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1.2 Heat kernel
We fix on the Lie algebra k of K an Ad-K-invariant inner product. This inner
product determines a bi-invariant Riemannian metric on K. We let ∆K denote
the associated Laplacian (normalized so that ∆ ≤ 0). We then let ρt denote the
heat kernel on K, based at the identity. Thus, ρt satisfies
dρt
dt
=
1
2
∆Kρt
lim
t→0+
ρt = δ,
where δ is a Dirac delta-function at the identity in K. According to Proposition
1 of [Ha1], the quantity ρt(x) admits an analytic continuation in the space
variable x from K to KC, for each fixed t > 0.
1.3 Coherent states
We initially take our Hilbert space to the standard “position Hilbert space”
for a particle with configuration space K, namely L2(K), with respect to the
Haar measure dx on K. (Later, we will consider also a Hilbert space of Segal–
Bargmann type.) Fix a positive value ~ of Planck’s constant. For each fixed
g ∈ KC we define a coherent state χg ∈ L2(K) by the formula
χg(x) = ρ~(gx−1), g ∈ KC.
Here, since gx−1 belongs to KC, the expression ρ~(gx
−1) refers to the analytic
continuation of the heat kernel in the space variable. Note that the “time”
parameter in the heat kernel is now being set equal to Planck’s constant.
If K = R, we have ρt(x) = (2pit)
−1/2e−x
2/(2t) and we may compute explicitly
that for z = a+ ib in KC = C, we have
χz(x) = (2pi~)
−1/2e−(z¯−x)
2/(2~)
= Ca,b,~e
−(a−x)2/(2~)e−ibx/~,
where Ca,b,~ = (2pi~)
−1/2 exp{(2iab + b2)/(2~)}. Thus, in these cases, the co-
herent states are the usual Gaussian wave packets, with a being a position
parameter and b being a momentum parameter. (More precisely, the expected
momentum of the coherent state is −b.) Note that the parameter space for the
coherent states is the complexified group KC, which we identify with the phase
space T ∗(K) for a particle moving on K.
In the case K = SU(2), which can be identified with the 3-sphere, the
coherent states can be described in terms of the Jacobi theta function. (See
Section V of [HM1].)
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1.4 Resolution of the identity
Let νt be the K-invariant heat operator on KC. This means, more precisely,
that νt satisfies the following heat equation
dνt
dt
=
1
4
∆KCνt,
where ∆KC is the appropriate left-invariant Laplacian on KC, subject to the
initial condition
lim
t→0
νt = δK .
Here δK denotes the Haar measure on K, viewed as a distribution on KC.
Equivalently, we may think of νt as the heat kernel for the quotient spaceKC/K,
regarded as a left-K-invariant function on KC.
The coherent states χg introduced in the previous subsection then satisfy
the following resolution of the identity:
I =
∫
KC
|χg〉〈χg| νt(g) dg, (2)
where dg is the Haar measure on KC. The integral in (2) converges in the weak
sense; that is, (2) should be interpreted as meaning that
〈φ, ψ〉 =
∫
KC
〈φ, χg〉〈χg, ψ〉 νt(g) dg (3)
for all φ, ψ ∈ L2(K), with absolute convergence of the integral in (3). (See
Theorem 2 in [Ha1].)
In the caseK = SU(2), the Lie algebra su(2) consists of 2×2 skew-Hermitian
matrices with trace zero. We may use the Ad-invariant inner product
〈X,Y 〉 = 1
2
trace(X∗Y )
on su(2). (With this choice, the group SU(2) is isometric to the unit sphere
S3 ⊂ R4.) We may then write the resolution of the identity (2) explicitly, using
the polar decomposition (??), as follows:
I = e−~
∫
SU(2)
∫
su(2)
|χg〉〈χg| sinh(2 |Y |)
2 |Y |
e−|Y |
2/~
(pi~)3/2
dY dx, g = xeiY . (4)
(See Eq. (6) in [HM1] along with the formula for ν3 on p. 1225.)
1.5 Segal–Bargmann transform
The Segal–Bargmann transform is a map C~ from L
2(K) into the space of
holomorphic functions on KC, defined by
(C~ψ)(g) = 〈χg, ψ〉
=
∫
K
ρ~(gx
−1)ψ(x) dx. (5)
According to Theorem 2 of [Ha1], we have the following result.
4
Theorem 1 The map C~ is a unitary map of L
2(K) onto HL2(KC, ν~(g) dg),
where HL2 denotes the space of square-integrable holomorphic functions and
where dg is the Haar measure on KC.
The fact that C~ψ is holomorphic is equivalent to the fact that the coher-
ent states χg depend antiholomorphically on g ∈ KC. The isometricity of C~,
meanwhile, is equivalent to the resolution of the identity (2), in its weak form
(3). The fact that C~ maps onto HL2(KC, ν~(g) dg), however, does not seem
to be easily expressible as a property of the coherent states.
We may interpret C~ψ as a sort of phase space wave function associated to
the usual position wave function ψ. If ψ is a unit vector then the quantity
|C~ψ(g)|2 dg
is a probability measure on KC ∼= T ∗(K). Results of [Ha3] give sharp upper
bounds on the density of this measure (with respect to the phase volume mea-
sure), uniformly over all unit vectors ψ. This result can be interpreted as a sort
of uncertainty principle for a particle moving on K, that is, as a bound on how
concentrated the particle can be in phase space. In the case K = R, the prob-
ability density |C~ψ(g)|2 reduces to the Husimi function associated to ψ (i.e.,
the convolution of the Wigner function with a Gaussian smearing function).
There is also inversion formula [Ha2] for the Segal–Bargmann transform, as
follows:
ψ(x) =
∫
k
(C~ψ)(xe
2iY )νt/2(e
iY )J(Y ) dY,
where J is the Jacobian of the exponential mapping for the quotient space
KC/K. If we think of C~ψ as a phase space wave function associated to the
position wave function ψ, the inversion formula says that the position wave
function is obtained from the phase space wave function by integrating out the
momentum variables.
2 Additional results
2.1 Geometric quantization
In this section, we discuss a method of obtaining the Segal–Bargmann space
HL2(KC, ν~) and the associated transform C~ from an apparently completely
different perspective, using the machinery of geometric quantization. (See [Wo]
and Chapters 22 and 23 of [Ha6] for general information about geometric quan-
tization.)
To perform geometric quantization on a symplectic manifold (M,ω), we
first construct a prequantum line bundle L over our phase space, together with a
Hermitian structure and a connection ∇ on L, where the curvature of ∇ is equal
to ω/~. (Such a line-bundle-with-connection exists provided that the integral of
ω/(2pi~) over every closed surface S in M is an integer.) We then construct a
polarization on L, which means, roughly, a choice of a half-dimensional set of
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directions at each point in the phase space. The quantum Hilbert space then
consists of the space of square-integrable sections of L that are “polarized,” that
is, those that are covariantly constant in the directions of the polarization. If
the polarization is purely real, the Hilbert space will be something like the usual
position Hilbert space, while if the polarization is purely complex, the Hilbert
space will be something like the Segal–Bargmann space.
One important additional aspect of geometric quantization is the half-form
correction, also referred to as the metaplectic correction. (See Sections 23.6
and 23.7 of [Ha6].) This correction is needed in the case of real polarizations
to obtain a natural inner product on the space of polarized sections. In the
case of complex polarizations, the half-form correction is not strictly necessary,
but often leads to better results. As an example, if we quantize the harmonic
oscillator by means of a complex polarization on the plane that is invariant
under the classical dynamics, the half-form correction leads to the “correct”
energy levels of the Hamiltonian, ~ω(n + 1/2), with the 1/2 coming from the
half-forms. (See [Ha6, Example 23.53].)
In the case at hand, we take our phase space to be the cotangent bundle
T ∗(K), with ω being the canonical 2-form, given in coordinates as ω =
∑
dpj ∧
dxj . Let θ be the canonical 1-form, given in coordinates as
∑
pj dxj , so that
dθ = ω. Then we may take L to be the trivial bundle with trivial Hermitian
structure and connection ∇ given by ∇X = X − (i/~)θ(X). We then construct
a polarization by means of the identification of T ∗(K) with KC, discussed in
Section 1.1. Thanks to work of Guillemin and Stenzel [GStenz1, GStenz2], we
know that the function
κ(x, Y ) =
1
2
|Y |2
is a Ka¨hler potential. This implies that the function
s0(Y ) = e
−|Y |2/(2~)
is a polarized section of L. A general polarized section then has the form
Fs0,
where F is a holomorphic function on KC ∼= T ∗(K).
The canonical bundle κ associated to the given polarization is now the bun-
dle whose sections (n, 0) forms on KC, where n is the complex dimension of
KC. This bundle is trivial and we may choose a nowhere-vanishing, bi-invariant
holomorphic section α. We may then construct a trivial square root δ of the
canonical bundle with a trivializing section
√
α. Elements of the half-form cor-
rected quantum Hilbert space are then polarized sections of L ⊗ δ. Explicitly,
these have the form
s = Fe−|Y |
2/(2~) ⊗√α, (6)
where F is a holomorphic function on KC ∼= T ∗(K).
To compute the norm of such a section, we must understand how to compute
the pointwise magnitude of
√
α. To do this, we square
√
α to get α, then wedge
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the result with its complex conjugate, to get a 2n-form. We then compare this
2n-form to the Liouville volume form ωn/n!. Finally, we take a square root, so
that the resulting expression is quadratic in
√
α:
∣∣√α∣∣2 =
[
c
α ∧ α¯
ωn/n!
]1/2
.
Here c is a universal constant chosen so that c(α ∧ α¯) is a positive multiple of
the Liouville form. We then define the norm of the section s in (6) as
‖s‖2 =
∫
T∗(K)
|F |2 e−|Y |2/~ ∣∣√α∣∣2 ωn
n!
.
Theorem 2 Under the identification (1) of T ∗(K) with KC, the measure
e−|Y |
2/~
∣∣√α∣∣2 ωn
n!
on T ∗(K) coincides up to a constant c~ with the K-invariant heat kernel mea-
sure ν~(g) dg on KC. Thus, the half-form corrected quantum Hilbert space
may be identified naturally with the Segal–Bargmann space over KC, namely
HL2(KC, ν~).
This result is Theorem 2.5 in [Ha5]. The result is surprising in that it is not
obvious how geometric quantization “knows” about the heat kernel. The agree-
ment between the results of geometric quantization and the seemingly unrelated
heat-kernel methods described in Section 1 suggests that there is something
“right” about the space HL2(KC, ν~).
We have also a result that relates the BKS pairing map of geometric quan-
tization (e.g., Section 23.8 of [Ha6]) to the Segal–Bargmann transform.
Theorem 3 The pairing map on T ∗(K) between the vertically polarized space
and the Ka¨hler-polarized space is a constant multiple of the Segal–Bargmann
transform C~.
This result is Theorem 2.6 in [Ha5].
Various additional works have shed light on the preceding results. In par-
ticular, work of Florentino, Matias, Moura˜o, and Nunes [FMMN1, FMMN2]
and then of Lempert and Szo˝ke [LS2, LS2, Sz] consider a family of complex
structures on T ∗(K). (The family is described by one real parameter in the case
of [FMMN1, FMMN2] and two real parameters in the case of [LS2, LS2, Sz].)
For each complex structure, one can perform geometric quantization to get a
Hilbert space. These Hilbert spaces form a “field” of Hilbert spaces over the the
parameter space, which in some cases is actually a “Hilbert bundle.” One can
then consider a connection on this field and use parallel transport to identify
different spaces. The resulting identifications are closely related to the Segal–
Bargmann transform C~, thus giving a more geometric perspective on results of
[Ha5].
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2.2 (1 + 1)-dimensional Yang–Mills theory
We now describe results linking the heat kernel coherent states χg on a compact
Lie group with the canonical quantization of (1 + 1)-dimensional Yang–Mills
theory. The first results in this direction were obtained by Landsman and Wren
[LW] (in the commutative case) and by Wren [Wr] (in the general case). Similar
results using a different approach were then obtained by Driver and the author
in [DH1]; see also the expository paper [Ha4].
We consider canonical quantization of (1 + 1)-dimensional Yang–Mills the-
ory on a space-time cylinder S1 × R, with structure group K. If we work in
the temporal gauge, the configuration space for the theory is the space A of
connections on the spatial circle. We consider the gauge group G, consisting
of gauge transformations that preserve the temporal gauge, namely the group of
maps of S1 into K. We consider also the based gauge group G0 consisting of
maps of S1 into K that are equal to the identity at one fixed point in the circle.
Restricting attention at first to the based gauge group simplifies the analysis,
because G0 acts freely on A, so that the quotient is a manifold (in this case,
finite dimensional). The quotient of A by G0 is naturally identified with the
structure group K. This identification is easy to understand: The holonomy of
a connection around the spatial circle is (fully) invariant under the action of G0
and in the circle case, this is the only gauge-invariant quantity.
The phase space for the unreduced system is the cotangent bundle T ∗(A),
which may also be identified with AC, the space of complex connections. The
reduced phase space is the symplectic quotient of T ∗(A) by the action of G0,
which is constructed by first restricting to a constraint set (the zero set of the
momentum map) and then quotienting by G0. This symplectic quotient may be
identified either with T ∗(K) or with KC.
One can then attempt to a Segal–Bargmann-type quantization of the phase
space AC. Since AC is just a vector space, this is not difficult to do rigorously.
The difficulty comes when one tries to impose the quantum version of gauge
symmetry: There are no nonzero, gauge-invariant states that have finite norm
[DH2]. To work around this problem, one must perform some sort of “gauge
fixing” (which does not necessarily involve choosing one element out of each
gauge orbit). This has been done in two different ways. First, Wren [Wr], using
integration over the gauge group, develops a method of “projecting” the coherent
states for AC onto the (nonexistent) gauge-invariant subspace. Second, Driver
and the author use the Segal–Bargmann space over AC with a large-variance
Gaussian measure that approximates the nonexistent Lebesgue measure. (See
[DH1] as well as the expository paper [Ha4].)
Both approaches give the same conclusion: If one takes the coherent states
for the infinite-dimensional linear space AC and projects them on to the gauge-
invariant subspace, the resulting states are precisely the heat-kernel coherent
states χg for the reduced phase space T
∗(K) ∼= KC. As with the results con-
cerning geometric quantization in Section 2.1, it is reassuring to see the same
coherent states arise from a method seemingly unrelated to those in Section 1.
In particular, the heat kernel again arises here in a natural way, without having
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been put in by hand.
This result, together with the results of the previous subsection can be inter-
preted as an instance of the notion of “quantization commutes with reduction.”
More specifically, this is an instance in which quantization commutes unitarily
with reduction, as we now explain. In the setting of holomorphic (or Ka¨hler)
quantization, an influential paper of Guillemin and Sternberg [GStern] showed
that there is a natural vector space isomorphism between two spaces: On the one
hand, the Hilbert space obtained by first quantizing and then reducing by the
action of a compact group, and on the other hand, the Hilbert space obtained
by doing these operations in the other order.
Guillemin and Sternberg did not, however, establish any sort of unitary re-
sult for their map. Indeed, results of [HK] show that the Guillemin–Sternberg
map is not even asymptotically unitary as ~ tends to zero. Nevertheless, [HK]
shows that if one includes half-forms in the quantization, one obtains asymp-
totic unitarity. It still remains to look for examples where the map is not just
asymptotically unitary, but unitary on the nose. By combining the results of
[DH1] and [Ha5], we obtain an instance of exact unitarity. If we quantize AC
first and then pass (after a gauge fixing) to the gauge-invariant subspace, we
obtain the same Hilbert space with the same inner product as if we first reduce
AC by G0 and then quantize with half-forms. (Compare Section 8 of [Ha4].)
2.3 Coherent states on spheres
The results of [Ha1] extend in an obvious way to normal homogeneous spaces,
that is, manifolds of the formK/H whereH is a closed subgroup ofK and where
the metric on K/H is induced in a natural way from the metric on K. In the
case that K/H is a symmetric space (i.e., when H is the fixed-point subgroup
of an involution of K), results of Stenzel [St] give a much nicer description of
the resulting Segal–Bargmann space and transform than the one in [Ha1]. In
particular, Stenzel describes the space and the inverse transform in terms of the
heat kernel on the dual noncompact symmetric space to K/H.
The results of [Ha1] and [St] apply, in particular, to the case of an n-sphere
Sn = SO(n+ 1)/SO(n). In this case, the dual noncompact symmetric space is
n-dimensional hyperbolic space. We emphasize that the sphere Sn is playing
the role of the configuration space of a classical system, with the phase space
being T ∗(Sn). (Thus, the results discussed here are essentially unrelated to the
study of coherent states on a 2-sphere, viewed as the phase space of a classical
system.) This special case has received special attention because of its simplicity
and physical applications.
In [KR1], Kowalski and Rembielin´ski independently introduced the same
heat-kernel coherent states as in [Ha1] and [St], but from a different point
of view, using a polar decomposition method. (See also [KR2].) Meanwhile,
Thiemann in [Thie1] proposed a general “complexifier” method of constructing
coherent states and Segal–Bargmann-type transforms. The author and Mitchell
in [HM1] then examined the sphere case in detail, incorporating both the polar-
decomposition method and the complexifier method. The article [HM2] then
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examines the large-radius limit (in the odd-dimensional case), showing that the
coherent states converge in this limit to the usual Gaussian wave packets on Rn.
The article [HM3] then considers the case of a particle moving on a 2-sphere in
the presence of a constant magnetic field. Finally, Kowalski, Rembielin´ski, and
Zawadzki in [KRZ] examine numerically the free dynamics of coherent states on
S2.
2.4 Applications to quantum gravity
The coherent states χg for compact Lie groups, especially in the SU(2) case,
have been used extensively in the literature on loop quantum gravity. The first
such application was in the paper [ALMMT] of Ashtekar, Lewandowski, Marolf,
Moura˜o, and Thiemann. These authors work in Ashtekar’s “new variables” for
gravity and construct a Segal–Bargmann-type transform designed to deal with
the reality conditions in the original, complex-valued version of the Ashtekar
variables. Since then, work of Thiemann and others have brought a real-valued
version of the Ashtekar variables to the fore. In this setting, the coherent states
serve mainly as a tool for investigating semiclassical properties of loop quantum
gravity. This perspective was developed first in a series of papers by Thiemann
[Thie2], by Thiemann and Winkler [TW], and by Bahr and Thiemann [BT].
Since then the coherent states of [Ha1] have continued to be widely used in
quantum gravity, with too many papers to cite individually.
3 The large-N limit
In this section, we describe work on the large-N limit of the Segal–Bargmann
transform for the unitary group U(N). One motivation for letting N tend to
infinity comes from the literature on quantum field theory, where limits of this
sort are popular in various sorts of gauge theories. The idea appears to have
originated with ’t Hooft [’t H], who suggested that U(N) Yang–Mills theory
simplifies in the large-N limit, with the usual path-integral concentrating onto
a single connection known as the “master field.” Meanwhile, work of Gross and
Taylor [GT] on the large-N limit of two-dimensional Yang–Mills theory shows
a connection with string theory. We mention, finally, the paper [Mal] of Malda-
cena on the large-N limit of superconformal field theories and its connection to
supergravity, which has over 4,000 citations in the Science Citation Index. The
methods used here are closely related to those used in the study of the large-N
limit of Yang–Mills theory on the plane, as in [Lev] or [DHK2].
Another motivation for letting N tend to infinity comes from random matrix
theory, in which the structure of the eigenvalues of random matrices simplifies
as the size of the matrices goes to infinity. This subject began with work of
Wigner in the 1950’s in nuclear physics, but has now blossomed into a discipline
unto itself. To see something of the connection with random matrix theory, note
that we will consider a probability measure on U(N), given by the heat kernel
ρt. In the large-N limit, the distribution of the eigenvalues of random matrices
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selected according to ρt have a deterministic limit, identified by Biane. This
limit should be understood as a deformation of the classical Wigner semicircular
distribution.
3.1 Overview of large-N limit
In this subsection, we give an overview of results on the large-N limit of the
Segal–Bargmann transform on U(N); more details will be provided in the sub-
sequent subsections. The results given here are based on joint work with Driver
and Kemp [DHK1], which in turn was motivated by earlier work of Biane [Bi2].
Results similar to those in [DHK1] were obtained independently by Ce´bron in
[Ceb]. A more detailed exposition of some of these results may be found in the
author’s unpublished preprint [Ha8].
Throughout the rest of the paper, we restrict our attention to the group
K = U(N) (the group of n × n unitary matrices) and its complexification,
KC = GL(N ;C) (the group of all n × n invertible matrices). We also use
slightly different notation, for consistency with [DHK1]. Notably, we revert to
using t for the time-parameter in the relevant heat kernels, rather than ~ as in
the previous sections.
We use on U(N) the bi-invariant metric whose value on the Lie algebra u(N)
of U(N) is given by the scaled Hilbert–Schmidt inner product,
〈X,Y 〉N := NTrace(X∗Y ).
The motivation for this scaling is described in the next subsection. The above
inner product gives rise to a bi-invariant metric on U(N) and then to a bi-
invariant Laplacian ∆N .
We consider now the “B-version” Segal–Bargmann transform in Theorem
1′ of [Ha1], which has better large-N behavior than the “C-version” transform
considered previously. (In [DHK1], we actually consider a two-parameter version
of the Segal–Bargmann transform, which includes the B-version as a special
case.) For each t > 0, the transform BNt is defined by the same formula as Ct:
(BNt f)(g) =
∫
U(N)
ρt(gx
−1)f(x) dx,
where ρt is the heat kernel on U(N) with respect to the metric coming from the
scaled inner product on (14). The difference between the Bt and Ct transforms
is that we use different norms. For Bt, we take use the L
2 norm with respect to
the heat kernel measure ρt(x) dx. On the range side, we use the L
2 norm with
respect to the measure µt(g) dg, where µt is the “full” heat kernel for GL(N ;C),
that is, the one that concentrates to a δ-function at the identity as t→ 0. (Recall
that the measure νt concentrates to the δ-measure on K as t→ 0.)
Theorem 4 For each N > 0, the transform BNt is unitary from L
2(U(N), ρt)
onto HL2(GL(N ;C), µt).
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We may extend the transform to act on functions on U(N) with values
in MN (C), space of all N × N matrices with complex entries. The extension
is accomplished by applying the scalar transform “entrywise.” We denote the
resulting boosted Segal–Bargmann transform by BNt :
BNt : L
2(U(N), ρNt ;MN (C))→ HL2(GL(N ;C), µNt ;MN (C)).
As proposed by Biane in [Bi2], we apply BNt to single-variable polynomial
functions on U(N) that is, functions of the form
f(U) = c0I + c1U + c2U
2 + · · ·+ cNUN , U ∈ U(N), (7)
where c0, . . . , cN are constants.
If we apply BNt to such a polynomial function, the result will typically
not be a polynomial function on GL(N ;C). Rather, the result will be a trace
polynomial function on GL(N ;C), that is, a linear combination of functions
of the form
Zktr(Z)tr(Z2) · · · tr(ZM ), Z ∈ GL(N ;C), (8)
where k and M are non-negative integers. Here tr(·) is the normalized trace
given by
tr(A) =
1
N
N∑
j=1
Ajj (9)
for any A ∈MN (C).
Although for any one fixed value of N, the boosted transform BNt does
not map polynomial functions on U(N) to polynomial functions on GL(N ;C),
there is a sense in which the large-N limit of BNt does have this property.
To understand how this works, let consider the example of the matrix-valued
function
f(U) = U2
on U(N). Then, according to Example 3.5 of [DHK1], we have
BNt (f)(Z) = e
−t
[
cosh(t/N)Z2 − t sinh(t/N)
t/N
Ztr(Z)
]
, Z ∈ GL(N ;C). (10)
If we formally let N tend to infinity in (10), we obtain
lim
N→∞
BNt (f)(Z) = e
−t[Z2 − tZtr(Z)]. (11)
The right-hand side of (11) is, apparently, still a trace polynomial and not a
single-variable polynomial as in (7). There is, however, another limiting phe-
nomenon that occurs when N tends to infinity, in addition to the convergence
of the coefficients of Z2 and Ztr(Z) in (10), namely, the phenomenon of con-
centration of trace.
As N tends to infinity, the function tr(Uk) in L2(U(N), ρNt ) converges as N
tends to infinity to a certain constant νk(t), in the sense that
lim
N→∞
∥∥tr(Uk)− νk(t)∥∥L2(U(N),ρN
t
)
= 0.
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What this means, more accurately, is that the measure ρNt on U(N) is concen-
trating, as N tends to infinity with t fixed, onto the set where tr(Uk) = νk(t).
A similar concentration of trace phenomenon occurs in GL(N ;C), except that
in this case, all of the traces concentrate to the value 1:
lim
N→∞
∥∥tr(Zk)− 1∥∥
L2(GL(N ;C),µN
t
)
= 0.
Thus, the “correct” way to evaluate the large-N limit in (10) is in two
stages. First, we take the limit as N tends to infinity of the coefficients of Z2
and Ztr(Z), as in (11). Second, we replace tr(Z) by the constant 1. The result
is
lim
N→∞
BNt (f)(Z) = e
−t[Z2 − tZ]. (12)
Note that the right-hand side of (12) is, for each fixed value of t, a single-variable
polynomial in Z.
In [DHK1], we show that a similar phenomenon occurs in general. Given
any polynomial p in a single variable, let pN denote the matrix-valued function
on U(N) obtained by plugging a variable U ∈ U(N) into p, as in (7). We also
allow pN to denote the similarly defined function on GL(N ;C).
Theorem 5 (Driver–Hall–Kemp) Let p be a polynomial in a single variable.
Then for each fixed t > 0, there exists a unique polynomial qt in a single variable
such that
lim
N→∞
∥∥BNt (pN )− (qt)N∥∥L2(GL(N ;C),µN
t
;MN (C))
= 0. (13)
If, for example, p is the polynomial p(u) = u2, then qt is the polynomial
given by
qt(z) = e
−t(z2 − tz),
so that
(qt)N (Z) = e
−t(Z2 − tZ), Z ∈ GL(N ;C),
as on the right-hand side of (12).
In [DHK1], we also show that the map p 7→ qt coincides with the “free
Hall transform” of Biane, denoted Gt in [Bi2]. Although it was conjectured in
[Bi2] that Gt is the large-N limit of BNt as in (13), Biane actually constructs
Gt by using free probability. Theorem 5 was also proved independently by G.
Cebro´n [Ceb], using substantially different methods. Besides using different
methods from [Ceb], the paper [DHK1] establishes a “two-parameter” version
of Theorem 5.
A key tool in proving the results described above is the asymptotic prod-
uct rule for the Laplacian on U(N). This rule states that—on certain classes of
functions and for large values of N—the Laplacian behaves like a first-order dif-
ferential operator. That is to say, in the usual product rule for the Laplacian, the
cross terms are small compared to the other two terms. The asymptotic product
rule provides the explanation for the concentration of trace phenomenon and is
also the key tool we use in deriving a recursive formula for the polynomials qt
in Theorem 5.
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3.2 The Laplacian and Segal–Bargmann transform on U(N)
In the rest of the article, we provide more details on the results presented in the
preceding subsection. We consider U(N), the group of N ×N unitary matrices.
The Lie algebra u(N) of U(N) is the N2-dimensional real vector space consisting
ofN×N matricesX with X∗ = −X.We use on u(N) the following Ad-invariant
inner product 〈·, ·〉N :
〈X,Y 〉N = NTrace(X∗Y ), (14)
where Trace is the ordinary trace, Trace(A) =
∑
j Ajj . (This inner product
is real valued for X,Y ∈ u(N).) This inner product on u(N) determines a
bi-invariant Riemannian metric on U(N), which in turn determines a Laplace
operator ∆N . Note that u(N) is the space of skew-Hermitian matrices, which
may be identified with the Hermitian matrices by means of the map X 7→ iX.
The Gaussian measure
Ce−〈X,X〉N/2 dX
on u(N) ∼= {Hermitian matrices} is then one commonly called the Gaussian uni-
tary ensemble in random matrix theory. This observation gives one motivation
for the particular scaling used in (14).
The following example will given another motivation for the scaling by a
factor of N in (14). Consider the action of ∆N on the matrix entries for the
standard representation of U(N), that is, functions of the form fjk(U) = Ujk.
It follows from the k = 1 case of Proposition 6 below that
∆N (Ujk) = −Ujk. (15)
That is, the functions fjk are eigenvalues for ∆N with eigenvalue −1, for all
N and all j, k. In particular, the normalization of the inner product in (14)
has the result that the eigenvalues of ∆N in the standard representation are
independent of N. By contrast, if we had omitted the factor of N in (14), we
would have had ∆N (Ujk) = −NUjk, which would not bode well for trying to
take the N → ∞ limit. (Note that the inner product and the Laplacian scale
oppositely; the factor of N in (14) produces a factor of 1/N in the formula for
∆N , which scales the eigenvalues from −N to −1.)
Our goal is now to understand the behavior of BNt as N tends to infinity.
As the preceding discussion suggests, for this limit to have a chance to exist,
the factor of N scaling in (14) is essential. Indeed, results of Gordina [Go, Sect.
8] show that if we used the unscaled Hilbert–Schmidt inner product on the Lie
algebra, we would not obtain meaningful transform in the limit.
For reasons that will be explained later, it is desirable to extend the trans-
form BNt to a “boosted” transform B
N
t , acting on matrix valued functions as
follows. Given f : U(N) → MN(C), we apply the scalar transform BNt “en-
trywise.” That is, BNt f is the holomorphic function F : GL(N ;C) → MN(C)
whose (j, k) entry is BNt (fjk). We define the norm of matrix-valued functions
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on U(N) or GL(N ;C) as follows:
‖f‖2L2(U(N),ρN
t
;MN (C))
=
∫
U(N)
tr(f(U)∗f(U)) dρNt (U) (16)
‖f‖2L2(GL(N ;C),µN
t
;MN (C))
=
∫
GL(N ;C)
tr(f(Z)∗f(Z)) dµNt (Z), (17)
where tr(·) is the normalized trace defined in (9). Note that the normalization
of the Hilbert–Schmidt norm in (16) and (17) is different from the one we use
in (14) to define the Laplacian ∆N . The normalizations in (16) and (17) ensure
that in both Hilbert spaces, the constant function f(U) = I has norm one.
3.3 The action of the Laplacian on trace polynomials
We will be interested in the action of ∆N on trace polynomials, that is, on
matrix-valued functions that are linear combinations of functions of the form
Uktr(U)tr(U2) · · · tr(Un) (18)
for some k and n. (More generally, we could consider a more generally trace
Laurent polynomials, where we allow negative powers of U and traces thereof.)
The formula the action of ∆N on such functions was originally worked out by
Sengupta; see Definition 4.2 and Lemma 4.3 in [Sen]. We begin by recording
the formula for the Laplacian of a single power of U.
Proposition 6 For each positive integer k, we have
∆N (U
k) = −kUk − 2
k−1∑
m=1
mUmtr(Uk−m), (19)
and
∆N (tr(U
k)) = −ktr(Uk)− 2
k−1∑
m=1
mtr(Um)tr(Uk−m). (20)
This result is Theorem 3.3 in [DHK1]. Note that when k = 1, the sums on
the right-hand sides of (19) and (20) are empty. Thus, actually, ∆N (U) = −U
and ∆N (tr(U)) = −tr(U). Since, by definition, ∆N acts “entrywise” on matrix-
valued functions, the assertion that ∆N (U) = −U is equivalent to the assertion
that ∆N (Ujk) = −Ujk for all j and k. An elementary proof of Proposition 6 is
outlined in Section 9 of [Ha8].
Let us make a few observations about the formulas in Proposition 6. First,
since we are supposed to be considering matrix-valued functions, we should
really think of tr(Uk) as the matrix-valued function U 7→ tr(Uk)I. Nevertheless,
if we chose to think of tr(Uk) as a scalar-valued function, the formula in (20)
would continue to hold. Second, the Laplacian ∆N commutes with applying
the trace, so the right-hand side of (20) is what one obtains by applying the
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normalized trace to the right-hand side of (19). Third, the formulas for ∆N (U
k)
and ∆N (tr(U
k)) are “independent of N,” meaning that the coefficients of the
various terms on the right-hand side of (19) and (20) do not depend on N. This
independence holds only because we have chosen to express things in terms of
the normalized trace; if we used the ordinary trace, there would be a factor of
1/N in the second term on the right-hand side of both equations.
Suppose, now, that we wish to apply ∆N to a product, such as the func-
tion f(U) = Uktr(U l). As usual with the Laplacian, there is a product rule
that involves three terms, two “Laplacian terms”—namely ∆N (U
k)tr(U l) and
Uk∆N (tr(U
l))—along with a cross term. The Laplacian terms can, of course,
be computed using (19) and (20). The cross term, meanwhile, turns out to be
−2kl
N2
Uk+l.
Thus, we have
∆N (U
ktr(U l)) = ∆(Uk)tr(U l) + Uk∆(tr(U l))− 2kl
N2
Uk+l.
The behavior in the preceding example turns out to be typical: The cross
term is always of order 1/N2. Thus, to leading order in N, we may compute
the Laplacian of a function of the form (18) as the sum of n + 1 terms, where
each term applies the Laplacian to one of the factors (using (19) or (19)) and
leaves the other factors unchanged.
It should be emphasized that this leading-order behavior applies only if (as
in (18)) we have collected together all of the untraced powers of U. Thus, for
example, if we chose to write U5 as U3U2, it would not be correct to say that
∆N (U
5) is ∆N (U
3)U2 + U3∆(U2) plus a term of order 1/N2.
The smallness of the cross terms leads to the following “asymptotic product
rule” for the action of ∆N on trace polynomials.
Proposition 7 (Asymptotic product rule) Suppose that f and g are trace
polynomials and that either f or g is “scalar,” meaning that it contains no
untraced powers of U. Then
∆N (fg) = ∆N (f)g + f∆N (g) +O(1/N
2),
where O(1/N2) denotes a fixed trace polynomial multiplied by 1/N2.
The asymptotic product rule may be interpreted as saying that in the situ-
ation of Proposition 7, the Laplacian behaves like a first-order differential op-
erator. Furthermore, if, say, f is scalar, then it turns out that ∆nN (f) is scalar
for all n, which means that we can apply the asymptotic product rule repeat-
edly. Thus, by a standard power series argument, together with some simple
estimates (Section 4 of [DHK1]), we conclude that
et∆N/2(fg) = et∆N/2(f)et∆N/2(g) +O(1/N2), (21)
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assuming at least one of f and g is scalar. The asymptotic product rule, along
with its exponentiated form (21), is the key to many of the results in [DHK1].
Using the asymptotic product rule, along with Proposition 6, we can readily
compute—to leading order in N—the Laplacian of any trace polynomial, as
follows.
Proposition 8 For any non-negative integers k and l1, . . . , lM , we have
∆N (U
ktr(U l1) · · · tr(U lM )) = ∆N (Uk)tr(U l1) · · · tr(U lM )
+ Uk∆N (tr(U
l1))tr(U l2) · · · tr(U lM )
+ · · ·
+ Uktr(U l1) · · · tr(U lM−1)∆N (tr(U lM ))
+O(1/N2),
where O(1/N2) denotes a fixed trace polynomial multiplied by 1/N2.
Proposition 8 leads to a computationally effective procedure for computing
the Laplacian—and therefore also the heat operator—on trace polynomials, in
the large-N case. (See Section 5.1 in [DHK1] and Section 8 in [Ha8].)
3.4 Concentration properties of the heat kernel measures
There is one other crucial ingredient needed to understand the large-N limit,
namely the concentration properties of the heat kernels on the groups U(N) and
GL(N ;C). The concentration properties may be summarized as saying that the
heat kernels are concentrating onto a singe conjugacy class in the limit. Let us
consider this at first in the U(N) case. In U(N), a conjugacy class is described
by listing the eigenvalues of the associated matrices. Suppose we choose a
matrix U at random from U(N) using the measure ρt(U) dU as our probability
distribution. Results of Biane [Bi1], E. Rains [Rai], and T. Kemp [Kem] show
that the eigenvalues of the random matrix U become nonrandom in the limit.
To be more precise, consider for any U ∈ U(N) the empirical eigenvalue
distribution, which is the probability measure γU on the unit circle given by
γU =
1
N
(δλ1 + · · ·+ δλN ),
where λ1, . . . , λN are the eigenvalues of U. The just-cited results say that there
is a certain deterministic measure γt on S
1 with the following property: If U
is chosen at random from U(N) using the measure ρt(U) dU, then with high
probability when N is large, γU will be close to γt in the weak sense.
The limiting eigenvalue distribution γt, originally identified by Biane, may
be thought of as a deformation of Wigner’s semicircular distribution. That is
to say, when t is small, γt has an approximately semicircular shape in a small
neighborhood of 1 in the unit circle, S1 ∼= [−pi, pi).
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Since the eigenvalues of a random matrix U become nonrandom, the nor-
malized trace of U is also becomes nonrandom in the limit. Specifically, tr(U)
approaches the value e−t/2, in the sense that
lim
N→∞
∥∥∥tr(U)− e−t/2∥∥∥
L2(U(N),ρt)
= 0.
This statement means that the heat kernel measure ρt(U) dU is concentrating
onto the subset of U(N) where tr(U) has the value e−t/2. We have a similar
result for any scalar trace polynomial: For for each l1, . . . , lM and t > 0 there
is a constant C (depending on t and l1, . . . , lM ) such that
lim
N→∞
∥∥tr(U l1) · · · tr(U lM )− C∥∥
L2(U(N),ρt)
= 0. (22)
There is a similar result on the GL(N ;C) side, but with all traces taking the
value 1:
lim
N→∞
∥∥tr(Z l1) · · · tr(Z lM )− 1∥∥
L2(GL(N ;C),ρt)
= 0.
Thus, all scalar trace polynomials effectively become constants when viewed as
elements of L2(U(N), ρt) for large N, and similarly in HL2(GL(N ;C), µt).
It is important to emphasize that the preceding discussion applies only to
scalar trace polynomials, but not to those that contain untraced powers of U.
For general trace polynomials, the correct statement is this: Only the untraced
powers of U survive in the limit. That is to say,
lim
N→∞
∥∥Uktr(U l1) · · · tr(U lM )− CUk∥∥
L2(U(N),ρt)
= 0,
for all k, where C is the same constant as in (22).
3.5 Summary
Theorem 5 says that in the large-N limit, the boosted Segal–Bargmann trans-
form BNt map a single-variable polynomial p on U(N) to single-variable poly-
nomial qt on GL(N ;C). We now summarize the procedure for computing qt, in
the case when p(U) = Uk is a single power of U.
1. Start with Uk and compute et∆N/2(Uk), to leading order in N. Section
5.1 in [DHK1] and Section 8 in [Ha8] describe a recursive procedure for
performing this computation. The resulting function will be a trace poly-
nomial on U(N).
2. Holomorphically extend (the leading-order approximation to) et∆N/2(Uk)
from U(N) to GL(N ;C). This amounts to replacing the variable U ∈
U(N) with Z ∈ GL(N ;C) in each trace polynomial.
3. In the resulting trace polynomial on GL(N ;C), evaluate each factor of
tr(Z l) to 1. The result will then be a single-variable polynomial in Z.
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We illustrate the above procedure in the case k = 3. Applying the recursive
procedure in Step 1 gives, to leading order in N,
et∆N/2(U3) ≈ e−3t/2
{
U3 + t[Utr(U2) + 2U2tr(U)] +
3t2
2
Utr(U)2
}
.
We then replace U ∈ U(N) with Z ∈ GL(N ;C), obtaining a trace polynomial
on GL(N ;C). Finally, we evaluate tr(Z2) and tr(Z) to 1, with the result that
BNt (U
3) ≈ e−3t/2
{
Z3 + t[2Z2 + Z] +
3t2
2
Z
}
.
Thus, if p(u) = u3, the polynomial qt in Theorem 5 is given by
qt(z) = e
−3t/2
{
z3 + t[2z2 + z] +
3t2
2
z
}
.
References
[ALMMT] A. Ashtekar, J. Lewandowski, D. Marolf, J. Moura˜o, and T. Thiemann, Coherent
state transforms for spaces of connections, J. Funct. Anal. 135 (1996), 519–551.
[BT] B. Bahr and T. Thiemann, Gauge-invariant coherent states for loop quantum grav-
ity. I. Abelian gauge groups, Classical Quantum Gravity 26 (2009), 045011, 22 pp;
Gauge-invariant coherent states for loop quantum gravity. II. Non-Abelian gauge
groups, Classical Quantum Gravity 26 (2009), 045012, 45 pp.
[Bi1] P. Biane, Free Brownian motion, free stochastic calculus and random matrices.
In: Free probability theory (D. Voiculescu, Ed.), 1–19, Fields Inst. Commun., 12,
Amer. Math. Soc., Providence, RI, 1997.
[Bi2] P. Biane, Segal-Bargmann transform, functional calculus on matrix spaces and the
theory of semi-circular and circular systems, J. Funct. Anal. 144 (1997), 232–286.
[Ceb] G. Ce´bron, Free convolution operators and free Hall transform, J. Funct. Anal.
265 (2013), 2645–2708.
[DH1] B. K. Driver and B. C. Hall, Yang-Mills theory and the Segal-Bargmann transform,
Comm. Math. Phys. 201 (1999), 249–290.
[DH2] B. K. Driver and B. C. Hall, The energy representation has no non-zero fixed
vectors. In: “Stochastic Processes, Physics and Geometry: New Interplays, II”
(Leipzig, 1999), 143-155, CMS Conf. Proc., 29, Amer. Math. Soc., Providence, RI,
2000.
[DHK1] B. K. Driver, B. C. Hall, and T. Kemp, The large-N limit of the Segal–Bargmann
transform on UN , J. Funct. Anal. 265 (2013), 2585–2644.
[DHK2] B. K. Driver, B. C. Hall, and T. Kemp, Three proofs of the Makeenko–Migdal
equation for Yang–Mills theory on the plane, Comm. Math. Phys. 351 (2017),
741–774.
[FMMN1] C. Florentino, P. Matias, J. Moura˜o, and J. P. Nunes, Geometric quantization,
complex structures and the coherent state transform, J. Funct. Anal. 221 (2005),
303–322.
[FMMN2] C. Florentino, P. Matias, J. Moura˜o, and J. P. Nunes, On the BKS pairing for
Ka¨hler quantizations of the cotangent bundle of a Lie group, J. Funct. Anal. 234
(2006), 180–198.
19
[Go] M. Gordina, Holomorphic functions and the heat kernel measure on an infinite-
dimensional complex orthogonal group, Potential Anal. 12 (2000), 325–357.
[GT] D. Gross and W. Taylor, Two-dimensional QCD is a String Theory, Nucl. Phys. B
400 (1993) 161-180.
[GStenz1] V. Guillemin and M. Stenzel, Grauert tubes and the homogeneous Monge-Ampe`re
equation, J. Differential Geom. 34 (1991), 561–570.
[GStenz2] V. Guillemin and M. Stenzel, Grauert tubes and the homogeneous Monge-Ampe`re
equation. II, J. Differential Geom. 35 (1992), 627–641.
[GStern] V. Guillemin and S. Sternberg, Geometric quantization and multiplicities of group
representations, Invent. Math. 67 (1982), 515–538.
[Ha1] B. C. Hall, The Segal-Bargmann “coherent state” transform for compact Lie
groups, J. Funct. Anal. 122 (1994), 103–151.
[Ha2] B. C. Hall, The inverse Segal-Bargmann transform for compact Lie groups, J.
Funct. Anal. 143 (1997), 98–116.
[Ha3] B. C. Hall, Phase space bounds for quantum mechanics on a compact Lie group,
Comm. Math. Phys. 184 (1997), 233–250.
[Ha4] B. C. Hall, Coherent states and the quantization of (1+1)-dimensional Yang-Mills
theory, Rev. Math. Phys. 13 (2001), 1281–1305
[Ha5] B. C. Hall, Geometric quantization and the generalized Segal–Bargmann transform
for Lie groups of compact type, Comm. Math. Phys. 226 (2002), 233–268.
[Ha6] B. C. Hall, Quantum theory for mathematicians. Graduate Texts in Mathematics,
267. Springer, New York, 2013.
[Ha7] B. C. Hall, Lie groups, Lie algebras, and representations: An elementary introduc-
tion, second edition. Graduate Texts in Mathematics, 222. Springer, New York,
2015.
[Ha8] B. C. Hall, The Segal–Bargmann transform for unitary groups in the large-N limit,
preprint arXiv:1308.0615 [math.RT].
[HK] B. C. Hall and W. D. Kirwin, Unitarity in ”quantization commutes with reduction”,
Comm. Math. Phys. 275 (2007), 401–422.
[HM1] B. C. Hall and J. J. Mitchell, Coherent states on spheres, J. Math. Phys. 43 (2002),
1211–1236. Erratum, J. Math. Phys. 46 (2005), 059901.
[HM2] B. C. Hall and J. J. Mitchell, The large radius limit for coherent states on spheres.
In: Mathematical results in quantum mechanics (Taxco, 2001), 155–162, Contemp.
Math., 307, Amer. Math. Soc., Providence, RI, 2002.
[HM3] B. C. Hall and J. J. Mitchell, Coherent states for a 2-sphere with a magnetic field,
J. Phys. A 45 (2012), 244025.
[Kem] T. Kemp, Heat kernel empirical laws on UN and GLN , J. Theoret. Probab. 30
(2017), 397-451.
[KR1] K. Kowalski and J. Rembielin´ski, Quantum mechanics on a sphere and coherent
states, J. Phys. A 33 (2000), 6035–6048.
[KR2] K. Kowalski and J. Rembielin´ski, The Bargmann representation for the quantum
mechanics on a sphere, J. Math. Phys. 42 (2001), 4138–4147.
[KRZ] K. Kowalski, J. Rembielin´ski, and J. Zawadzki, On the quantum dynamics of the
rigid rotor, J. Phys. A 48 (2015), 035301, 14 pp.
[LW] N. P. Landsman and K. K. Wren, Constrained quantization and θ-angles, Nuclear
Phys. B 502 (1997), 537–560.
[LS2] L. Lempert and R. Szo˝ke, Direct images, fields of Hilbert spaces, and geometric
quantization, Comm. Math. Phys. 327 (2014), 49–99.
20
[LS2] L. Lempert and R. Szo˝ke, Curvature of fields of quantum Hilbert spaces, Q. J.
Math. 66 (2015), 645–657.
[Lev] T. Le´vy, The master field on the plane, Aste´risque 388 (2017).
[Mal] J. Maldacena, The large-N limit of superconformal field theories and supergravity,
International J. Theor. Phys. 38 (1999), 1113-1133.
[Rai] E. M. Rains, Combinatorial properties of Brownian motion on the compact classical
groups, J. Theoret. Probab. 10 (1997), 659–679.
[Sen] A. N. Sengupta, Traces in two-dimensional QCD: the large-N limit. In: Traces in
number theory, geometry and quantum fields (S. Albeverio, M. Marcolli, S. Paycha
and J. Plazas, Eds.), pp. 193–212, Aspects Math., E38, Friedr. Vieweg, Wiesbaden,
2008.
[St] M. B. Stenzel, The Segal-Bargmann transform on a symmetric space of compact
type, J. Funct. Anal. 165 (1999), 44–58.
[Sz] R. Szo˝ke, Quantization of compact Riemannian symmetric spaces, J. Geom. Phys.
119 (2017), 286–303.
[Thie1] T. Thiemann, Reality conditions inducing transforms for quantum gauge field the-
ory and quantum gravity, Classical Quantum Gravity 13 (1996), 1383–1403.
[Thie2] T. Thiemann, Gauge field theory coherent states (GCS). I. General properties,
Classical Quantum Gravity 18 (2001), 2025–2064.
[TW] T. Thiemann and O.Winkler, Gauge field theory coherent states (GCS). II. Peaked-
ness properties, Classical Quantum Gravity 18 (2001), 2561–2636; Gauge field
theory coherent states (GCS). III. Ehrenfest theorems, Classical Quantum Grav-
ity 18 (2001), 4629–4681; Gauge field theory coherent states (GCS). IV. Infinite
tensor product and thermodynamical limit, Classical Quantum Gravity 18 (2001),
4997–5053.
[’t H] G. ’t Hooft, A planar diagram theory for strong interactions, Nuclear Physics B
72 (1974), 461-473.
[Wo] N. M. J. Woodhouse, Geometric quantization. Second edition. Oxford Mathemat-
ical Monographs, Oxford University Press, New York, 1992.
[Wr] K. K. Wren, Constrained quantisation and θ-angles. II, Nuclear Phys. B 521
(1998), 471–502.
21
