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Abstract
Stochastic compositional optimization generalizes classic (non-compositional)
stochastic optimization to the minimization of compositions of functions. Each
composition may introduce an additional expectation. The series of expectations
may be nested. Stochastic compositional optimization is gaining popularity in
applications such as reinforcement learning and meta learning. This paper presents
a new Stochastically Corrected Stochastic Compositional gradient method (SCSC).
SCSC runs in a single-time scale with a single loop, uses a fixed batch size, and
guarantees to converge at the same rate as the stochastic gradient descent (SGD)
method for non-compositional stochastic optimization. This is achieved by making
a careful improvement to a popular stochastic compositional gradient method. It is
easy to apply SGD-improvement techniques to accelerate SCSC. This helps SCSC
achieve state-of-the-art performance for stochastic compositional optimization. In
particular, we apply Adam to SCSC, and the exhibited rate of convergence matches
that of the original Adam on non-compositional stochastic optimization. We test
SCSC using the portfolio management and model-agnostic meta-learning tasks.
1 Introduction
In this paper, we consider stochastic compositional optimization problems of the form
min
θ∈Rd
F (θ) := fN (fN−1(· · · f1(θ) · · · )) with fn(θ) := Eξn [fn(θ; ξn)] (1)
where θ ∈ Rd is the optimization variable, fn : Rdn → Rdn+1 , n = 1, 2, . . . , N (with dN+1 = 1
and d1 = d) are smooth but possibly nonconvex functions, and ξ1, . . . , ξN are independent ran-
dom variables. The compositional formulation (1) covers a broader range of applications than
the classical non-compositional stochastic optimization and the empirical risk minimization prob-
lem in machine learning, e.g., [1]. In the classical non-compositional cases, the problem is to
solve minθ∈Rd Eξ [f(θ; ξ)], which can be formulated under (1) when f1(θ) is a scalar function and
f2, · · · , fN are the scalar identity maps, e.g., dN+1 = dN = · · · = d2 = 1 and d1 = d.
Problem (1) naturally arises in a number of other areas. In reinforcement learning, finding the value
function of a given policy (often referred to as policy evaluation) can be casted as a compositional
optimization problem; see e.g., [2, 3]. In financial engineering, the risk-averse portfolio optimization
can be also formulated in similar form [4]. A recent application of (1) is the model-agnostic meta
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Accuracy metric SGD algorithm Variance reduction
1
K
∑K−1
k=0 E[‖∇F (θk)‖2] SCSC Adam SCSC [3] [6] [7] [8] [9, 10]
sample comlpx −2 −2 −4 −2.25 −2.25 −2 −1.5
increasing batch size No No No No Yes No Yes
single loop Yes Yes Yes Yes Yes Yes No
Table 1: Sample complexity of related algorithms that achieve the -stationary point of (1).
learning (MAML), which is under a broader concept of few-shot meta learning; see e.g., [5]. It is a
powerful tool for learning a new task by using the prior experience from related tasks. Consider a set
of empirically observed tasks collected inM := {1, . . . ,M} drawn from a certain task distribution.
By a slight abuse of notation, each task m has its local data ξm from a certain distribution, which
defines its loss function as Fm(θ) := Eξm [f(θ; ξm)] , m ∈ M, where θ ∈ Rd is the parameter of a
prediction model (e.g., weights in a neural network), and f(θ; ξn) is the individual loss with respect
to each datum. In MAML, the goal is to find a common initialization that can adapt to a desired
model for a set of new tasks after taking several gradient descent steps. Specifically, we find such
initialization by solving the following empirical version of one-step MAML problem
min
θ∈Rd
F (θ) :=
1
M
M∑
m=1
Fm (θ − α∇Fm(θ)) with Fm(θ) := Eξm [f(θ; ξm)] (2)
where α is the stepsize for adaptation, and ∇Fm is the gradient of the loss function at task m. The
problem (2) is called the one-step adaptation since the loss of each task is evaluated at the model
θ − α∇Fm(θ) that is updated by taking one gradient descent of the each task’s loss function. It is not
hard to verify that the problem (2) can be formulated as the special case of (1) with N = 2.
Despite its generality and importance, stochastic compositional optimization in the form of (1) is
not fully explored, especially compared with the major efforts that have been taken for its non-
compositional counterpart during the last decade. Averaging, acceleration, and variance reduction
are all powerful techniques designed for the non-compositional stochastic optimization. A natural
question is Can we develop a simple yet efficient counterpart of SGD for stochastic compositional
optimization? By simplicity, we mean the new algorithm has easy-to-implement update without
double loop, accuracy-dependent stepsizes, nor increasing batch sizes, and can be easily augmented
with existing techniques for improving SGD. By efficiency, we mean the new algorithm can achieve
the same convergence rate or the gradient query complexity as SGD for stochastic non-compositional
problems. This paper aims to provide an affirmative answer for this question.
1.1 Prior art
To put our work in context, we review prior contributions that we group in the following categories.
Stochastic compositional optimization. Non-asymptotic analysis of stochastic compositional opti-
mization is pioneered by [3], where a new approach called SCGD uses two sequences of stepsizes in
different time scales: a slower one for updating variable θ, and a faster one for tracking the value
of inner function(s). An accelerated variant of SCGD with improved convergence rate has been
developed in [6]. In concurrent with our work, an adaptive and accelerated SCGD has been studied in
[7], but the updates of [6, 7] are different from ours, and thus their convergence rates are still slower
than ours and that of SGD for the non-compositional case. While most of existing algorithms for
stochastic compositional problems rely on two-timescale stepsizes, the single timescale approach has
been recently developed in [8]. Our improvements over [8] are: i) a simpler algorithm that tracks
only two sequences instead of three; ii) our algorithm is backed by a neat ODE analysis, which
may stimulate future development; and, more importantly, iii) the simplicity of both our algorithm
and analysis makes it easy to adopt the Adam update and the multi-level setting. Similar problems
have also been studied under the general conditional stochastic optimization framework [11], but the
convergence rate and the sample complexity therein are suboptimal to the problem (1).
Starting from [12], much attention has been paid to a special class of the stochastic compositional prob-
lem with the finite-sum structure. Building upon variance-reduction techniques for non-compositional
problems [13–16], variance-reduced SCGD methods have been developed in this setting under the
convex [12, 17–19], and nonconvex assumptions [9]. Recent advances also include stochastic compo-
sitional optimization with a nonsmooth regularizer [20, 21, 10]. Other variants using ADMM and
accelerated variance reduction methods for finite-sum compositional problems have been studied in
[22, 23]. These variance reduction-based methods have impressive performance in the finite-sum
compositional problems. While they can be applied to the stochastic compositional problems (1),
they require an increasing batch size, which is not preferable in practice. See comparison in Table 1.
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Optimization for model-agnostic meta learning. On the other end of the spectrum, MAML is
a popular framework that learns a good initialization from past experiences for fast adaptation to
new tasks [5, 24]. MAML has been applied to various domains including reinforcement learning
[25], recommender systems, and communication [26]. Due to the specific formulation, solving
MAML requires information on the stochastic Hessian matrix, which can be costly in practice.
Some recent efforts have been made towards developing Hessian-free methods for MAML; see also
e.g., [27–33]. While most of existing works aim to find the initialization for the one-step gradient
adaptation, the general multi-step MAML has also been recently studied in [34] with improved
empirical performance. However, these methods do not fully embrace the compositional structure of
MAML, and thus either lead to suboptimal sample complexity or only obtain inexact convergence for
(2). While this paper does not deal with Hessian-free update, our algorithms can friendly incorporate
these advanced techniques motivated by application-specific challenges in the future as well.
1.2 Our contributions
In this context, the present paper puts forward a new stochastic compositional gradient framework that
introduces a stochastic correction to the original stochastic compositional gradient method [3], which
justifies its name Stochastically Corrected Stochastic Compositional gradient (SCSC). Compared to
the existing stochastic optimization schemes, our contributions can be summarized as follows.
c1) We develop a stochastic gradient method termed SCSC for stochastic compositional optimization
by using stochastically corrected compositional gradients. SCSC is simple to use as its alternatives,
yet it achieves the same order of convergence rate O(k− 12 ) as SGD for non-compositional problems;
c2) We generalize our SCSC algorithm to solve the multi-level stochastic compositional problems,
and develop its adaptive gradient schemes based on the Adam-type update, both of which achieve the
same order of convergence rate as their counterparts for non-compositional problems; and,
c3) We empirically verify the effectiveness of our SCSC-based algorithms in the portfolio manage-
ment and MAML tasks using standard datasets. Comparing with the existing algorithms, our new
algorithms converge faster and require a fixed (rather than increasing) batch size.
2 A New Method for Stochastic Compositional Optimization
2.1 Warm up: Two-level compositional problems
Algorithm 1 SCSC for two-level problem
1: initialize: θ0, y0, stepsizes α0, β0
2: for k = 1, 2, . . . ,K do
3: randomly select datum φk
4: compute g(θk;φk) and∇g(θk;φk)
5: update variable yk+1 via (7b) or (7c)
6: randomly select datum ξk
7: compute∇f(yk+1; ξk)
8: update variable θk+1 via (7a)
9: end for
For the notational brevity, we first consider a special
case of (1) - the two-level stochastic compositional
optimization problem
min
θ∈Rd
f(g(θ)) = Eξ [f (Eφ[g(θ;φ)]; ξ)] (3)
where ξ and φ are independent random variables; see
Section 3.2 for the multi-level setting. Connect-
ing the notations of (3) with those in (1), they are
f2( · ; ξ2) := f( · ; ξ) and f1(θ; ξ1) := g(θ;φ).
Before introducing our approach, we first highlight
the inherent challenge of applying the standard SGD
method to (1). When the distributions of φ and ξ are unknown, the stochastic approximation [35]
leads to the following stochastic update
θk+1 = θk − α∇g(θk;φk)∇f(Eφ[g(θk;φ)]; ξk) (4)
where φk and ξk are samples drawn at iteration k. Notice that obtaining the unbiased stochastic gra-
dient ∇g(θk;φk)∇f(Eφ[g(θk;φ)]; ξk) is still costly since the gradient ∇f is evaluated at Eφ[g(θk;φ)].
Except that the gradient∇f is linear, the expectation in (4) cannot be omitted, because the stochastic
gradient ∇g(θk;φk)∇f(g(θk;φk); ξk) is biased, that is
Eφk,ξk [∇g(θk;φk)∇f(g(θk;φk); ξk)] 6= Eφ,ξ
[
∇g(θk;φ)∇f(Eφ[g(θk;φ)]; ξ)
]
. (5)
Therefore, the machinery of stochastic gradient descent cannot be directly applied here.
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To overcome this difficulty, a popular SCGD has been developed in [3] for solving the two-level
stochastic compositional problem (3), which is given by
yk+1 = (1− βk)yk + βkg(θk;φk) (6a)
θk+1 = θk − αk∇g(θk;φk)∇f(yk+1; ξk) (6b)
where αk and βk are two sequences of decreasing stepsizes. The above recursion involves two iterates,
yk and θk, whose updates are coupled with each other. To ensure convergence, SCGD requires yk
to be updated in a timescale asymptotically faster than that of θk so that θk is relatively static with
respect to yk; i.e., lim
k→∞
αk/βk = 0. This prevents SCGD from choosing the same stepsize as SGD
for the non-compositional stochastic problems, and also results in its suboptimal convergence rate.
In (6a), the iterate yk+1 linearly combines yk and g(θk;φk), where yk is updated by the outdated
iterate θk−1. We notice that this is the main reason of using a smaller stepsize αk in the proof of [3].
With more insights given in Section 2.2, our new method that we term stochastically corrected
stochastic compositional gradient (SCSC) addresses this issue by linearly combining a “corrected”
version of yk and g(θk;φk). Roughly speaking, if yk ≈ g(θk−1), we gauge that g(θk) ≈ g(θk−1) +
∇g(θk;φk)(θk − θk−1). Therefore, we propose the following new update
θk+1 = θk − αk∇g(θk;φk)∇f(yk+1; ξk) (7a)
yk+1 = (1− βk)
(
yk +∇g(θk;φk)(θk − θk−1)
)
+ βkg(θ
k;φk). (7b)
We can also approximate ∇g(θk;φk)(θk − θk−1) by the first-order Taylor expansion, that is
yk+1 = (1− βk)
(
yk + g(θk;φk)− g(θk−1;φk)
)
+ βkg(θ
k;φk). (7c)
Different from (6), we use two sequences of stepsizes αk and βk in (7) that decrease at the same rate
as SGD. As we will show later, under a slightly different assumption, both (7b) and (7c) can guarantee
that the new approach achieves the same convergence rateO(k− 12 ) as SGD for the non-compositional
stochastic optimization problems. Per iteration, (7b) requires the same number of function and
gradient evaluations as SCGD, and (7c) requires one more function evaluation at the old iterate θk−1.
2.2 Algorithm development motivated by ODE analysis.
We provide some intuition of our design via an ODE-based construction for the corresponding
deterministic continuous-time system. To achieve so, we make the following assumptions [3, 12, 10].
Assumption 1. Functions f and g are Lf - and Lg-smooth, that is, for any θ,θ′ ∈ Rd, we have
‖∇f(θ; ξ)−∇f(θ′; ξ)‖ ≤ Lf‖θ − θ′‖, ‖∇g(θ;φ)−∇g(θ′;φ)‖ ≤ Lg‖θ − θ′‖.
Assumption 2. The stochastic gradients of f and g are bounded in expectation, that is
E
[‖∇g(θ;φ)‖2] ≤ C2g and E [‖∇f(y; ξ)‖2] ≤ C2f .
Assumptions 1 and 2 require both the function values and the gradients to be Lipschitz continuous.
As a result, the compositional function F (θ) = f(g(θ)) is also smooth with L := C2gLf + CfLg [10].
Let t be time in this subsection. Consider the following ODE
θ˙(t) = −α∇g(θ(t))∇f(y(t)) (8)
where the constant α > 0. If we set y(t) = g(θ(t)), then this system describes a gra-
dient flow that monotonically decreases f (g(θ(t))). In this case, we have d
dt
f (g(θ(t))) =
〈∇g(θ(t))∇f(g(θ(t))), θ˙(t)〉 = − 1
α
‖θ˙(t)‖2. However, if we can evaluate the gradient ∇f only at
y(t) 6= g(θ(t)), it introduces inexactness and thus f (g(θ(t))) may lose the monotonicity, namely
d
dt
f (g(θ(t)))
(a)
= − 1
α
‖θ˙(t)‖2 + 〈∇g(θ(t))(∇f(g(θ(t)))−∇f(y(t))), θ˙(t)〉
(b)
≤ − 1
α
‖θ˙(t)‖2 + ‖∇g(θ(t))‖‖∇f(g(θ(t)))−∇f(y(t))‖‖θ˙(t)‖
(c)
≤ − 1
2α
‖θ˙(t)‖2 + αC
2
gL
2
f
2
‖g(θ(t))− y(t)‖2 (9)
where (a) follows from (8), (b) uses the Cauchy-Schwarz inequality, (c) is due to Assumptions 1 and
2 as well as the Young’s inequality. In general, the RHS of (9) is not necessarily negative. Therefore,
it motivates an energy function with both f(g(θ(t))) and ‖g(θ(t))− y(t)‖2, given by
V(t) := f(g(θ(t))) + ‖g(θ(t))− y(t)‖2. (10)
4
We wish V(t) would monotonically decrease. By substituting the bound in (9), we have
V˙(t) ≤ − 1
2α
‖θ˙(t)‖2 + αC
2
gL
2
f
2
‖g(θ(t))− y(t)‖2 + 2
〈
y(t)− g(θ(t)), y˙(t)−∇g(θ(t))θ˙(t)
〉
= − 1
2α
‖θ˙(t)‖2 −
(
β − αC
2
gL
2
f
2
)
‖g(θ(t))− y(t)‖2
+ 2
〈
y(t)− g(θ(t)), y˙(t) + β(y(t)− g(θ(t)))−∇g(θ(t))θ˙(t)
〉
(11)
where β > 0 is a fixed constant. The first two terms in the RHS of (11) are non-positive given
that α ≥ 0 and β ≥ αC2gL2f/2, but the last term can be either positive or negative. Following the
maximum descent principle of V(t), we are motivated to use the following dynamics
y˙(t) = −β (y(t)− g(θ(t))) +∇g(θ(t))θ˙(t) =⇒ V˙(t) ≤ 0. (12)
Directly implementing (12) in the discrete time is intractable. Instead, we approximate the continuous-
time update by either the backward difference or the first-order Taylor expansion, given by
∇g(θ(t))θ˙(t) ≈ γk∇g(θk)
(
θk − θk−1
)
or ≈ γk
(
g(θk)− g(θk−1)
)
(13)
where k is the discrete iteration index, and γk > 0 is the weight controlling the approximation.
With the insights gained from (8) and (12), our stochastic update (7) essentially discretizes time t
into iteration k, and replaces the exact function g(θ(t)) and the gradients ∇g(θ(t)),∇f(y(t)) by their
stochastic values. The choice γk := 1− βk in (13) will simplify some constants in the proof.
Connection to existing approaches. Using this interpretation, the dynamics of y(t) in SCGD [3] is
y˙(t) = −β (y(t)− g(θ(t))) (14)
which will leave an additional non-negative term 〈y(t) − g(θ(t)),−∇g(θ(t))θ˙(t)〉 ≤ Cg‖y(t) −
g(θ(t))‖‖θ˙(t)‖ in (11). To ensure the convergence of V(t), a much smaller stepsize α is needed.
Using the ODE interpretation, the dynamics of y(t) in the recent variance-reduced compositional
gradient approaches, e.g., [12, 9, 21, 10] can be written as
y˙(t) = ∇g(θ(t))θ˙(t) (15)
which leaves the non-negative term ‖g(θ(t)) − y(t)‖2 uncancelled in (11). Therefore, to ensure
convergence of V(t), the variance-reduced compositional approaches must calculate the full gradient
∇f(g(θ(t))) periodically to erase the error accumulated by ‖g(θ(t))− y(t)‖2.
3 Generalization to Adam-type and Multi-level Schemes
In this section, we introduce two practically important variants of our new stochastic compositional
gradient method: adaptive stochastic gradient and multi-level compositional gradient schemes.
3.1 Adam-type adaptive gradient approach
When the sought parameter θ represents the weight of a neural network, in the non-compositional
stochastic problems, finding a good parameter θ will be much more efficient if adaptive SGD
approaches are used such as AdaGrad [36] and Adam [37]. We first show that our SCSC method can
readily incorporate Adam update for θ, and establish that it achieves the same convergence rate as
the original Adam approach for the non-compositional stochastic optimization problems [38, 39].
Algorithm 2 Adam SCSC method
1: initialize: θ0, y0, v0, h0, η1, η2, α0, β0
2: for k = 1, 2, . . . ,K do
3: randomly select datum φk
4: compute g(θk;φk) and∇g(θk;φk)
5: update variable yk+1 via (7b) or (7c)
6: randomly select datum ξk
7: compute∇f(yk+1; ξk)
8: update hk+1,vk+1,θk+1 via (16)
9: end for
Following the Adam and its modified approach AMS-
Grad in [37–39], the Adam SCSC approach uses
two sequences hk and vk to track the exponentially
weighted gradient of θk and its second moment esti-
mates, and uses vk to inversely weight the gradient
estimate hk. The update can be written as
hk+1 = η1h
k + (1− η1)∇k (16a)
vk+1 = η2vˆ
k + (1− η2)(∇k)2 (16b)
θk+1 = θk − αk h
k+1
√
 + vˆk+1
(16c)
yk+1 via (7b) or (7c)
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where the gradient is defined as ∇k := ∇g(θk;φk)∇f(yk+1; ξk); vˆk+1 := max{vk+1, vˆk} ensures
the monotonicity of the scaling factor in (16c); the constant vector is  > 0; and η1 and η2 are two
exponential weighting parameters. The vector division and square in (16) are defined element-wisely.
The key difference of the Adam-SCSC relative to the original Adam is that the stochastic gradient∇k
used in the updates (16a) and (16b) is not an unbiased estimate of the true one∇F (θk). Furthermore,
the gradient bias incurred by the Adam update intricately depends on the multi-level compositional
gradient estimator, the analysis of which is not only challenging but also of its independent interest.
3.2 Multi-level compositional problems
Aiming to solve practical problems with more general stochastic compositional structures, we extend
our SCSC method in Section 2 for (3) to the multi-level problem (1). As an example, the multi-step
MAML problem [34] can be formulated as the multi-level compositional problem (1). In this case, a
globally shared initial model θ for the N -step adaptation can be found by solving
min
θ∈Rd
F (θ) :=
1
M
M∑
m=1
Fm
(
θ˜
N
m(θ)
)
with θ˜
n+1
m = θ˜
n
m − α∇Fm(θ˜nm) recursively (17)
where θ˜
N
m(θ) is obtained after taking N step gradient descent on task m and initialized with θ˜
0
m = θ.
Different from SCSC for the two-level compositional problem (3), the multi-level SCSC (multi-
SCSC) requires to track N − 1 functions f1, · · · , fN−1 using y1, · · · ,yN−1. Following the same
tracking update of SCSC, the multi-SCSC update is given by
yk+11 = (1− βk)yk1 + βkf1(θk; ξk1 ) + (1− βk)(f1(θk; ξk1 )− f1(θk−1; ξk1 )) (18a)
· · ·
yk+1N−1 = (1− βk)ykN−1 + βkfN−1(yk+1N−2; ξkN−1) + (1− βk)(fN−1(yk+1N−2; ξkN−1)− fN−1(ykN−2; ξkN−1))
(18b)
θk+1 = θk − αk∇f1(θk; ξk1 ) · · ·∇fN−1(yk+1N−2; ξkN−1)∇fN (yk+1N−1; ξkN ). (18c)
Note that both (7b) and (7c) can be used in multi-SCSC (18), though above we choose (7c). Multi-
SCSC can also incorporate Adam-type update. Analyzing multi-SCSC is more challenging that SCSC,
since the tracking variables are statistically dependent on each other. Specifically, conditioned on the
randomness up to iteration k, the variable yk+1n depends on yk+1n−1 and thus also on y
k+1
n−2, · · · ,yk+11 .
Albeit its complex compositional form, as we will shown later, multi-SCSC also achieves the same
rate of convergence as SGD for non-compositional stochastic optimization.
4 Convergence Analysis of SCSC
In this section, we establish the convergence of all SCSC algorithms. Due to space limitation, we put
our results for the multi-level case and the proofs of all the claims in the supplementary document.
For our analysis, in addition to Assumptions 1 and 2, we make the following assumptions.
Assumption 3. Random sampling oracle satisfies that E
[
g(θ;φk)
]
= g(θ), and
E
[∇g(θ;φk)∇f(y; ξk)] = ∇g(θ)∇f(y).
Assumption 4. Function g(θ;φk) has bounded variance, i.e., E
[‖g(θ;φk)− g(θ)‖2] ≤ V 2g .
Assumptions 3 and 4 are standard in stochastic compositional optimization; e.g., [3, 6, 12, 10], and are
analogous to the unbiasedness and bounded variance assumptions for non-compositional problems.
4.1 Convergence in the two-level case
With insights gained from the continuous-time Lyapunov function (10), our analysis in this subsection
critically builds on the following discrete-time Lyapunov function:
Vk := F (θk)− F (θ∗) + ‖g(θk−1)− yk‖2 (19)
where θ∗ is the optimal solution of the problem (3).
Lemma 1 (Tracking variance of SCSC) Consider Fk as the collection of random variables, i.e.,
Fk := {φ0, . . . , φk−1, ξ0, . . . , ξk−1}. Suppose Assumptions 1-4 hold, and yk+1 is generated by
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running SCSC iteration (7a) and (7c) conditioned Fk. The mean square error of yk+1 satisfies
E
[
‖g(θk)− yk+1‖2 | Fk
]
≤ (1− βk)2‖g(θk−1)− yk‖2 + 4(1− βk)2C2g‖θk − θk−1‖2 + 2β2kV 2g . (20)
Intuitively, since ‖θk − θk−1‖2 = O(α2k−1), Lemma 1 implies that if the stepsizes α2k and β2k are
decreasing, the mean square error of yk+1 will exponentially decrease. Note that Lemma 1 presents
the performance of yk+1 using the update (7c). If we use the update (7b) instead, the bound in (20)
will have an additional term (1− βk)2‖θk − θk−1‖4. Under a stronger version of Assumption 2 (e.g.,
fourth moments), the remaining analysis still follows; see the derivations in supplementary material.
Building upon Lemma 1, we establish the following theorem.
Theorem 1 (two-level SCSC) Under Assumptions 1-4, if we choose the stepsizes as αk = 2βkC2gL2f =
α = 1√
K
, the iterates {θk} of SCSC in Algorithm 1 satisfy∑K−1
k=0 E[‖∇F (θk)‖2]
K
≤ 2V
0 + 2B1√
K
(21)
where the constant is defined as B1 := L2C
2
gC
2
f + 4V
2
g + 16C
4
gC
2
f .
Theorem 1 implies that the convergence rate of SCSC isO(k− 12 ), which is on the same order of SGD’s
convergence rate for the stochastic non-compositional nonconvex problems [40], and significantly
improves O(k− 14 ) of the original SCGD [3] and O(k− 49 ) of its accelerated version [6]. In addition,
this convergence rate is not directly comparable to those under variance-reduced compositional
methods, e.g., [12, 9, 21, 10] since SCSC does not need the increasing batchsize nor double-loop.
4.2 Convergence of Adam-SCSC
The convergence analysis for Adam SCSC builds on the following Lyapunov function:
Vk := F (θk)− F (θ∗)−
∞∑
j=k
ηj−k+11 αj
〈
∇F (θk−1), h
k
√
 + vˆk
〉
+ c
∥∥∥g(θk−1)− yk∥∥∥2 (22)
where c is a constant depends on η1, η2 and . Clearly, the Lyapunov function (22) is a generalization
of (19) for SCSC, which takes into account the adaptive gradient update by subtracting the inner
product between the full gradient and the Adam SCSC update. Intuitively, if the adaptive stochastic
gradient direction is aligned with the gradient direction, this term will also become small.
To establish the convergence of Adam SCSC, we need a slightly stronger version of Assumption 2,
which is fairly standard in analyzing the convergence of Adam [37–39].
Assumption 5. Stochastic gradients are bounded almost surely, ‖∇g(θ;φ)‖ ≤ Cg, ‖∇f(y; ξ)‖ ≤ Cf .
Analogous to Theorem 1, we establish the convergence of Adam SCSC under nonconvex settings.
Theorem 2 (Adam SCSC) Under Assumptions 1 and 3-5, if we choose the parameters η1 <
√
η2 <
1, and the stepsizes as αk = 2βk = 1√K , the iterates {θ
k} of Adam SCSC in Algorithm 2 satisfy
1
K
K−1∑
k=0
E[‖∇F (θk)‖2] ≤ (23)
2(+ C2gC
2
f )
1
2
(1− η1)
(
V0 + (4C2g η˜ + V 2g ) c+ 2dη˜L√
K
+
CgCfdη˜
K
+
(1 + (1− η1)−1)C2gC2fd−
1
2
K
)
where d is the dimension of θ, and the constant is defined as η˜ := (1− η1)−1(1− η2)−1(1− η21/η2)−1.
Theorem 2 implies that the convergence rate of Adam SCSC is also O(k− 12 ). This rate is again on the
same order of Adam’s convergence rate for the stochastic non-compositional nonconvex problems
[39], and significantly faster than O(k− 49 ) of the existing adaptive compositional SGD method [7]. As
a by-product, the newly designed Lyapunov function (22) also significantly streamlines the original
analysis of Adam under nonconvex settings [39], which is of its independent interest.
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Figure 1: Summary of results on the risk-averse portfolio management task.
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Figure 2: Summary of results on the Sinewave regression task.
5 Numerical Experiments
To validate our theoretical results, this section evaluates the empirical performance of our SCSC
and Adam SCSC. All experiments are run on a computer with Intel i9-9960x and NVIDIA Titan V
GPU. For all compared algorithms, we follow the order of stepsizes suggested in the original papers,
and the initial stepsize α is chosen from {100, 10−1, 10−2, 10−3, 10−4, 10−5} and optimized for each
algorithm. The detailed setup and the choice of parameters are in the supplementary materials.
Portfolio management. Given d assets, let rt ∈ Rd denote the reward with nth entry representing
the reward of nth asset observed at time slot t over a total of T slots. Portfolio management finds an
investment θ ∈ Rd with nth entry representing the investment or split of the total investment allocated
to asset n. The optimal investment θ∗ maximizes 1
T
∑T
t=1 r
>
t θ − 1T
∑T
t=1(r
>
t θ − 1T
∑T
j=1 r
>
j θ)
2.
We compare SCSC and Adam SCSC with SCGD[3], VRSC-PG [20] and Nested SPIDER [10]. For
linear g(θ; r) := [θ, r>j θ]> here, SCSC is equivalent to ASC [6]. Figure 1 shows the results averaged
over 50 runs on two benchmark datasets: Industrial-49 and 100 Book-to-Market. On both datasets,
Adam SCSC achieves the best performance, and SCSC outperforms several popular alternatives.
Sinusoidal regression for MAML. We consider the sinusoidal regression tasks as that in [5]. Each
task is to regress from the input to the output of a sine wave s(x; a, ϕ) = a sin(x + ϕ), where the
amplitude a and the phase ϕ of the sinusoid vary across tasks. We sample the amplitude a uniformly
from U([0.1, 5]) and the phase ϕ uniformly from U([0, 2pi]). During training, x is sampled uniformly
from U([−5, 5]) and s(x; a, ϕ) is observed. We use a neural network with 2 hidden layers with
weights θ as the regressor sˆ(x;θ) and use the mean square error Ex[‖sˆ(x;θ)− s(x; a, ϕ)‖2]. In this
test, we compare our SCSC and Adam SCSC with non-compositional stochastic solver Adam and
SGD (common baseline for MAML), as well as compositional stochastic solver SCGD and ASC.
In Figure 2, at each evaluation point of test loss, we sample 100 data to test the performance of each
algorithm on these trained tasks. We also sample 100 unseen tasks to test the adaptation of the meta
parameter learned on M = 100 tasks. For each unseen task, we start with the learned initialization and
perform 10-step SGD with minibatch of 10. As shown in Figure 2, in terms of training loss, Adam
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SCSC again achieves the best performance, and SCSC outperforms the popular SCGD and ASC
methods. In the meta test, while all algorithms reduce the test loss after several steps of adaptation,
Adam SCSC achieves the fastest adaptation, and SCSC also has competitive performance.
6 Conclusions
This paper presents a new method termed SCSC for solving the class of stochastic compositional
optimization problems. SCSC runs in a single-time scale with a single loop, uses a fixed batch
size. Remarkably, it converges at the same rate as the SGD method for non-compositional stochastic
optimization. This is achieved by making a careful improvement to a popular stochastic compositional
gradient method. We hope that the novel SCSC method for stochastic compositional optimization can
stimulate future research in following two dimensions: i) improve performance of SCSC by leveraging
techniques such as decentralization, communication compression and robustness to asynchrony; and,
ii) broaden the applicability of SCSC in emerging application domains.
Broader Impact
Stochastic compositional optimization generalizes classic (non-compositional) stochastic optimization
to the minimization of compositions of functions. This paper provides a simple and efficient algorithm
for solving problems in this class. Potential impact includes new algorithms in reinforcement learning
and meta learning. For example, reusing knowledge from past tasks may be a crucial ingredient in
making high-capacity scalable models, such as deep neural networks, amenable to fast training with
small datasets. We believe that this work can stimulate new meta-learning optimization algorithms
that make meta initialization a standard ingredient in deep learning and reinforcement learning.
This work is theoretical in its nature, so we feel that our research will hardly cause any ethical issue, or
put anyone at a disadvantage. However, one should be cautious about the potential privacy disclosure
during its implementation since the training data is centralized. These concerns, however, will also
motivate fruitful future work in this important area.
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In this supplementary document, we present the missing proofs of the lemmas and theorems in the
main submission document. The content of this supplementary document is summarized as follows.
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A Proof of Lemma 1 under Option 1
From the update (7b), we have that
yk+1 − g(θk) = (1− βk)(yk − g(θk−1)) + (1− βk)(g(θk−1)− g(θk)) + βk(g(θk;φk)− g(θk))
+ (1− βk)(g(θk;φk)− g(θk−1;φk))
= (1− βk)(yk − g(θk−1)) + (1− βk)T1 + βkT2 + (1− βk)T3. (24)
where we define the three terms as
T1 := g(θ
k−1)− g(θk)
T2 := g(θ
k;φk)− g(θk)
T3 := g(θ
k;φk)− g(θk−1;φk).
Conditioned on Fk, taking expectation over φk, we have
E
[
(1− βk)T1 + βkT2 + (1− βk)T3|Fk
]
= 0. (25)
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Therefore, conditioned on Fk, taking expectation on the both sides of (24), we have
E[‖yk+1 − g(θk)‖2|Fk]
=E[‖(1− βk)(yk − g(θk−1))‖2|Fk] + E
[‖(1− βk)T1 + βkT2 + (1− βk)T3‖2|Fk]
+ 2E
[〈
(1− βk)(yk − g(θk−1)), (1− βk)T1 + βkT2 + (1− βk)T3
〉
|Fk
]
=(1− βk)2‖yk − g(θk−1)‖2 + E
[‖(1− βk)T1 + βkT2 + (1− βk)T3‖2|Fk]
≤(1− βk)2‖yk − g(θk−1)‖2 + 2E
[‖(1− βk)T1 + βkT2‖2|Fk]+ 2(1− βk)2E [‖T3‖2|Fk]
≤(1− βk)2‖yk − g(θk−1)‖2 + 2(1− βk)2E[‖T1‖2 | Fk] + 2β2kE[‖T2‖2 | Fk]
+ 4βk(1− βk)
〈
T1,E[T2 | Fk]
〉
+ 2(1− βk)2E
[‖T3‖2|Fk]
≤(1− βk)2‖yk − g(θk−1)‖2 + 2(1− βk)2E
[
‖g(θk)− g(θk−1)‖2|Fk
]
+ 2(1− βk)2E
[
‖g(θk;φk)− g(θk−1;φk)‖2|Fk
]
+ 2β2kV
2
g
≤(1− βk)2‖yk − g(θk−1)‖2 + 4(1− βk)2C2g‖θk − θk−1‖2 + 2β2kV 2g
from which the proof is complete.
B Proof of Lemma 1 under Option 2
Lemma 2 (Tracking variance under Option 2) Suppose that Assumptions 1-4 hold, and yk+1 is
generated by running SCSC iteration (7) given θk. Then the variance of yk+1 satisfies
E
[
‖g(θk)− yk+1‖2 | Fk
]
≤(1− βk)‖yk−1 − g(θk)‖2 + 4(1− βk)2C2g‖θk − θk−1‖2
+ 2β2kV
2
g +
(1− βk)2L2
4
‖θk − θk−1‖4. (26)
Compared with the tracking variance in Lemma 1 under (7c), Lemma 2 under (7b) has an additional
term (1−βk)
2L2
4 ‖θk − θk−1‖4. In this case, under a stronger version of Assumption 2’ (e.g., bounded
fourth moments), this term is O (α4k), which will be dominated by second and the third terms in the
RHS of (2) since both of them are O (α2k).
Once we have established this, the remaining proof of SCSC with (7b) follows the same line as that
of SCSC with (7c). For brevity, in the remaining of this document, we only present the proof under
Lemma 1, and that under Lemma 26 follows similarly.
Assumption 2’. The stochastic gradients of f and g are bounded in expectation, that is
E
[‖∇g(θ;φ)‖4] ≤ C4g and E [‖∇f(y; ξ)‖4] ≤ C4f .
Proof: For (7b), using the fact that∇g(θ) is Lg-Lipchitz continuous, we have
yk+1 − g(θk) =(1− βk)(yk − g(θk−1)) + (1− βk)(g(θk)− g(θk−1) + βk(g(θk;φk)− g(θk))
+ (1− βk)∇g(θk−1;φk)(θk − θk−1)
=(1− βk)(yk − g(θk−1) + (1− βk)T1 + βkT2 + (1− βk)T3 (27)
where we define the three terms as
T1 := g(θ
k−1)− g(θk)
T2 := g(θ
k;φk)− g(θk)
T3 := ∇g(θk−1;φk)(θk − θk−1).
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Conditioned on Fk, taking expectation over φk, we have
∥∥E [(1− βk)T1 + βkT2 + (1− βk)T3 | Fk]∥∥
= (1− βk)
∥∥∥g(θk−1)− g(θk) +∇g(θk−1)(θk − θk−1)∥∥∥
= (1− βk)
∥∥∥∥∫ 1
0
−∇g(θk−1 + t(θk − θk−1))(θk − θk−1)dt+∇g(θk−1)(θk − θk−1)
∥∥∥∥
≤ (1− βk)
∫ 1
0
∥∥∥∇g(θk−1)−∇g(θk−1 + t(θk − θk−1))∥∥∥ ‖θk − θk−1‖dt
≤ (1− βk)
∫ 1
0
Lgt‖θk − θk−1‖2
=
(1− βk)Lg
2
‖θk − θk−1‖2. (28)
Therefore, conditioned on Fk, taking expectation on both sides of (27) over φk, we have
E[‖yk+1 − g(θk)‖2 | Fk]
= (1− βk)2‖yk − g(θk−1)‖2 + E[‖(1− βk)T1 + βkT2 + (1− βk)T3‖2 | Fk]
+ 2
〈
(1− βk)(yk − g(θk−1)),E
[
(1− βk)T1 + βkT2 + (1− βk)T3 | Fk
]〉
(28)
≤ (1− βk)2‖yk − g(θk−1)‖2 + 2E[‖(1− βk)T1 + βkT2)‖2 | Fk] + 2(1− βk)2E[‖T3‖2 | Fk]
+ (1− βk)2L‖yk − g(θk−1)‖‖θk − θk−1‖2
≤ (1− βk)2‖yk − g(θk−1)‖2 + 2(1− βk)2E[‖T1‖2 | Fk] + 2β2kE[‖T2‖2 | Fk]
+ 4βk(1− βk)
〈
T1,E[T2 | Fk]
〉
+ 2(1− βk)2E[‖T3‖2 | Fk]
+ (1− βk)2βk‖yk − g(θk−1)‖2 + (1− βk)
2L2
4
‖θk − θk−1‖4
≤ (1− βk)2(1 + βk)‖yk − g(θk−1)‖2 + 2(1− βk)2E
[
‖g(θk)− g(θk−1)‖2 | Fk
]
+ 2β2kV
2
g
+ 2(1− βk)2E
[
‖g(θk;φk)− g(θk−1;φk)‖2 | Fk
]
+
(1− βk)2L2
4
‖θk − θk−1‖4
≤ (1− βk)‖yk − g(θk−1)‖2 + 4(1− βk)2C2g‖θk − θk−1‖2 + 2β2kV 2g +
(1− βk)2L2
4
‖θk − θk−1‖4
from which the proof is complete.
C Proof of Theorem 1
Using the smoothness of F (θk), we have
F (θk+1) ≤ F (θk) + 〈∇F (θk),θk+1 − θk〉+ L
2
‖θk+1 − θk‖2
= F (θk)− αk〈∇F (θk),∇g(θk;φk)∇f(yk+1; ξk)〉+ L
2
‖θk+1 − θk‖2
= F (θk)− αk‖∇F (θk)‖2 + L
2
‖θk+1 − θk‖2
+ αk〈∇F (θk),∇g(θk)∇f(g(θk))−∇g(θk;φk)∇f(yk+1; ξk)〉.
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Conditioned on Fk, taking expectation over φk and ξk on both sides, we have
E
[
F (θk+1)|Fk
]
(a)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
E
[
‖θk+1 − θk‖2|Fk
]
+ αkE
[
〈∇F (θk),∇g(θk;φk)(∇f(g(θk); ξk)−∇f(yk+1; ξk)〉|Fk
]
(b)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
E[‖θk+1 − θk‖2|Fk]
+ αk
∥∥∥∇F (θk)∥∥∥ E [‖∇g(θk;φk)‖2|Fk] 12 E [‖∇f(g(θk); ξk)−∇f(yk+1; ξk)‖2|Fk] 12
(c)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
C2gC
2
fα
2
k + αkCgLf‖∇F (θk)‖E
[
‖g(θk)− yk+1‖2|Fk
] 1
2
(d)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
C2gC
2
fα
2
k +
α2k
4βk
C2gL
2
f‖∇F (θk)‖2 + βkE
[
‖g(θk)− yk+1‖2|Fk
]
≤F (θk)− αk
(
1− αk
4βk
C2gL
2
f
)
‖∇F (θk)‖2 + βkE
[
‖g(θk)− yk+1‖2|Fk
]
+
L
2
C2gC
2
fα
2
k
where (a) uses E[∇g(θk;φk)∇f(g(θk); ξk)|Fk] = ∇g(θk)∇f(g(θk)) in Assumption 3, (b) uses
the Cauchy-Schwartz inequality; (c) uses Assumptions 1 and 2; and (d) uses the Young’s inequality.
Then with the definition of Lyapunov function in (19), it follows that
E[Vk+1|Fk] ≤ Vk − αk
(
1− αk
4βk
C2gL
2
f
)
‖∇F (θk)‖2 + L
2
C2gC
2
fα
2
k (29)
+ (1 + βk)E
[
‖g(θk)− yk+1‖2|Fk
]
− ‖g(θk−1)− yk‖2
(a)
≤ Vk − αk
(
1− αk
4βk
C2gL
2
f
)
‖∇F (θk)‖2 + L
2
C2gC
2
fα
2
k + 2(1 + βk)β
2
kV
2
g
+
(
(1 + βk)(1− βk)2 − 1
) ‖g(θk−1)− yk‖2 + 4(1 + βk)(1− βk)2C4gC2fα2k
(b)
≤ Vk − αk
(
1− αk
4βk
C2gL
2
f
)
‖∇F (θk)‖2 + L
2
C2gC
2
fα
2
k + 2(1 + βk)β
2
kV
2
g + 4C
4
gC
2
fα
2
k
where (a) follows from Lemma 1, and (b) uses that (1 +βk)(1−βk)2 = (1−β2k)(1−βk) ≤ 1 twice.
Select αk = 2βkC2gL2f
so that 1− αk4βkC2gL2f = 12 , and define (with βk ∈ (0, 1))
B1 :=
L
2
C2gC
2
f + 4V
2
g + 4C
4
gC
2
f ≥
L
2
C2gC
2
f + 2(1 + βk)V
2
g + 4C
4
gC
2
f . (30)
Taking expectation over Fk on both sides of (29), then it follows that
E[Vk+1] ≤ E[Vk]− αk
2
E[‖∇F (θk)‖2] +B1α2k. (31)
Rearranging terms, we have∑K
k=0 αkE[‖∇F (θk)‖2]∑K
k=0 αk
≤ 2V
0 + 2B1
∑K
k=0 α
2
k∑K
k=0 αk
.
Choosing the stepsize as αk = 1√K leads to∑K−1
k=0 E[‖∇F (θk)‖2]
K
≤ 2V
0 + 2B1√
K
from which the proof is complete.
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D Proof of Theorem 2
D.1 Supporting lemmas
We first present the essential lemmas that will lead to Theorem 2.
Lemma 3 Under Assumption 5, the parameters {hk, vˆk} of Adam SCSC in Algorithm 2 satisfy
‖hk‖ ≤ CgCf , ∀k; vˆki ≤ C2gC2f , ∀k, i. (32)
Proof: Using Assumption 5, it follows that ‖∇k‖ = ‖∇g(θk;φk)∇f(yk+1; ξk)‖ ≤ CgCf .
Therefore, from the update (16a), we have
‖hk+1‖ ≤ η1‖hk‖+ (1− η1)‖∇k‖ ≤ η1‖hk‖+ (1− η1)CgCf .
Since ‖h1‖ ≤ CgCf , if follows by induction that ‖hk+1‖ ≤ CgCf .
Similarly, from the update (16b), we have
vˆk+1i ≤ max{vˆki , η2vˆki + (1− η2)(∇ki )2} ≤ max{vˆki , η2vˆki + (1− η2)C2gC2f}.
Since v1i = vˆ
1
i ≤ C2gC2f , if follows by induction that vˆk+1i ≤ C2gC2f .
Lemma 4 Under Assumption 5, the iterates {θk} of Adam SCSC in Algorithm 2 satisfy∥∥∥θk+1 − θk∥∥∥2 ≤ α2kd(1− η2)−1(1− γ)−1 (33)
where d is the dimension of θ, η1 <
√
η2 < 1, and γ := η21/η2.
Proof: Choosing η1 < 1 and defining γ := η21/η2, it can be verified that
|hk+1i | =
∣∣η1hki + (1− η1)∇ki ∣∣ ≤ η1|hki |+ |∇ki |
≤ η1
(
η1|hk−1i |+ |∇k−1i |
)
+ |∇ki |
≤
k∑
l=0
ηk−l1 |∇li| =
k∑
l=0
√
γ
k−l√
η2
k−l|∇li|
(a)
≤
(
k∑
l=0
γk−l
) 1
2
(
k∑
l=0
ηk−l2 (∇li)2
) 1
2
≤ (1− γ)− 12
(
k∑
l=0
ηk−l2 (∇li)2
) 1
2
(34)
where (a) follows from the Cauchy-Schwartz inequality.
For vˆki , first we have that vˆ
1
i ≥ (1− η2)(∇1i )2. Then since
vˆk+1i ≥ η2vˆki + (1− η2)(∇ki )2
by induction we have
vˆk+1i ≥ (1− η2)
k∑
l=0
ηk−l2 (∇li)2. (35)
Using (34) and (35), we have
|hk+1i |2 ≤(1− γ)−1
(
k∑
l=0
ηk−l2 (∇li)2
)
≤(1− η2)−1(1− γ)−1vˆk+1i .
From the update (16c), we have
‖θk+1 − θk‖2 = α2k
d∑
i=1
(
+ vˆk+1i
)−1 |hk+1i |2
≤ α2kd(1− η2)−1(1− γ)−1 (36)
which completes the proof.
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D.2 Remaining steps towards Theorem 2
Now we are ready to prove Theorem 2. We first re-write the Lyapunov function (22) as
Vk := F (θk)− F (θ∗)− ck
〈
∇F (θk−1), h
k
√
 + vˆk
〉
+ c
∥∥∥g(θk−1)− yk∥∥∥2 (37)
where {ck} and c are constants to be determined later.
Using the smoothness of F (θk), we have
F (θk+1) ≤ F (θk) + 〈∇F (θk),θk+1 − θk〉+ L
2
‖θk+1 − θk‖2
= F (θk)− αk〈∇F (θk), (I+ Vˆk+1)− 12hk+1〉+ L
2
‖θk+1 − θk‖2 (38)
where Vˆk+1 := diag(vˆk+1) and (I+ Vˆk+1)−
1
2 is understood entry-wise.
Recalling∇k := ∇g(θk;φk)∇f(yk+1; ξk), the inner product in (38) can be decomposed as
− 〈∇F (θk), (I+ Vˆk+1)− 12hk+1〉
=−(1− η1)〈∇F (θk), (I+ Vˆk)− 12∇k〉
Ik1
−η1〈∇F (θk), (I+ Vˆk)− 12hk〉
Ik2
−〈∇F (θk),
(
(I+ Vˆk+1)−
1
2 − (I+ Vˆk)− 12
)
hk+1〉
Ik3
. (39)
By defining ∇¯k := ∇g(θk;φk)∇f(g(θk); ξk), we have
Ik1 = −(1−η1)〈∇F (θk), (I+Vˆk)−
1
2 ∇¯k〉−(1−η1)〈∇F (θk), (I+Vˆk)− 12
(∇k−∇¯k)〉. (40)
Conditioned on Fk, taking expectation over φk and ξk on Ik1 , we have
E
[
Ik1 |Fk
] (a)≤ − (1− η1)∥∥∥∇F (θk)∥∥∥2
(I+Vˆk)−
1
2
+ (1− η1)
∥∥∥(I+ Vˆk)− 14∇F (θk)∥∥∥E [∥∥∥(I+ Vˆk)− 14 (∇k − ∇¯k)∥∥∥∣∣Fk]
(b)
≤ − (1− η1)
(
1− αk
4βk
)∥∥∥∇F (θk)∥∥∥2
(I+Vˆk)−
1
2
+
βk
αk
E
[∥∥∥∇k − ∇¯k∥∥∥2
(I+Vˆk)−
1
2
∣∣Fk]
(c)
≤−(1− η1)
(
1− αk
4βk
)∥∥∥∇F (θk)∥∥∥2
(I+Vˆk)−
1
2
+
βk
αk
−
1
2C2gL
2
fE
[∥∥∥g(θk)− yk+1∥∥∥2∣∣Fk]
(d)
≤−(1− η1)
(
1− αk
4βk
)
(I+ C2gC
2
f )
− 12
∥∥∥∇F (θk)∥∥∥2+ βk
αk
−
1
2C2gL
2
fE
[∥∥∥g(θk)− yk+1∥∥∥2∣∣Fk]
(41)
where (a) uses E
[∇¯k|Fk] = ∇F (θk); (b) is due to the Young’s inequality ab ≤ a24βk + βkb2 and
the fact that 1− η1 ≤ 1; (c) follows from Assumptions 1 and 2; and, (d) follows from Lemma 3.
Likewise, for Ik2 , we have
E
[
Ik2 |Fk
]
=− η1〈∇F (θk−1), (I+ Vˆk)− 12hk〉 − η1〈∇F (θk)−∇F (θk−1), (I+ Vˆk)− 12hk〉
(a)
≤ − η1〈∇F (θk−1), (I+ Vˆk)− 12hk〉+ η1Lα−1k−1‖θk − θk−1‖2
(b)
≤ − η1〈∇F (θk−1), (I+ Vˆk)− 12hk〉+ αk−1η1Ld(1− η2)−1(1− γ)−1
(c)
= − η1(Ik−11 + Ik−12 + Ik−13 ) + αk−1η1Ld(1− η2)−1(1− γ)−1 (42)
where (a) follows from the L-smoothness of F (θ) implied by Assumptions 1 and 2; (b) follows from
Lemma 4; and (c) uses again the decomposition (39).
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Use hki , v
k
i , θ
k
i ,∇ki to denote the ith entry of hk,vk,θk,∇k. We have |∇iF (θk)| ≤ ‖∇F (θk)‖,
|hk+1i | ≤ ‖hk+1‖ and (+ vˆki )
1
2 ≥ (+ vˆk+1i )
1
2 as vˆk+1i = max{·, vˆki } ≥ vˆki . For Ik3 , we have
E
[
Ik3 |Fk
]
=−
d∑
i=1
∇iF (θk)
(
(+ vˆk+1i )
− 12 − (+ vˆki )−
1
2
)
hk+1i
≤‖∇F (θk)‖‖hk+1‖
d∑
i=1
(
(+ vˆki )
− 12 − (+ vˆk+1i )−
1
2
)
(d)
≤C2gC2f
d∑
i=1
(
(+ vˆki )
− 12 − (+ vˆk+1i )−
1
2
)
(43)
where (d) follows from Assumption 5 and Lemma 3.
Recalling the definition of Vk in (22), we have
Vk+1−Vk
=F (θk+1)− F (θk)− ck+1
〈
∇F (θk), (I+ Vˆk+1)− 12hk+1
〉
+ c‖g(θk)− yk+1‖2
+ ck
〈
∇F (θk−1), (I+ Vˆk)− 12hk
〉
− c‖g(θk−1)− yk‖2
(38)
≤ − (αk + ck+1)〈∇F (θk), (I+ Vˆk+1)− 12hk+1〉+ L
2
‖θk+1 − θk‖2 + c‖g(θk)− yk+1‖2
+ ck
〈
∇F (θk−1), (I+ Vˆk)− 12hk
〉
− c‖g(θk−1)− yk‖2. (44)
Conditioned on Fk, taking expectation over φk and ξk on both sides of (44), we have
E[Vk+1|Fk] ≤Vk + (αk + ck+1)E[Ik1 + Ik2 + Ik3 | Fk] +
L
2
E[‖θk+1 − θk‖2 | Fk]
+ ck(I
k−1
1 + I
k−1
2 + I
k−1
3 ) + cE[‖g(θk)− yk+1‖2 | Fk]− c‖g(θk−1)− yk‖2
(e)
≤Vk − (αk + ck+1)(1− η1)
(
1− αk
4βk
)
(ε+ C2gC
2
f )
− 12 ‖∇F (θk)‖2
− ((αk + ck+1)η1 − ck) (Ik−11 + Ik−12 + Ik−13 )
+ (αk + ck+1)αk−1η1Ld(1− η2)−1(1− γ)−1
+ (αk + ck+1)C
2
gC
2
f
d∑
i=1
(
(+ vˆki )
− 12 − (+ vˆk+1i )−
1
2
)
+
L
2
α2k(1− η2)−1(1− γ)−1
+
(
c+
αk + ck+1
αk
βk
− 12C2gL
2
f
)
E[‖g(θk)− yk+1‖2 | Fk]− c‖g(θk−1)− yk‖2
(45)
where (e) substitutes E[Ik1 + Ik2 + Ik3 | Fk] by (41)-(43) and applies Lemma 4.
Selecting αk+1 ≤ αk and ck :=
∞∑
p=k
p∏
j=k
η1αp ≤ (1− η1)−1αk, we have
αk + ck+1
αk
βk
− 12C2gL
2
f ≤
αk + (1− η1)−1αk+1
αk
βk
− 12C2gL
2
f
≤ αk + (1− η1)
−1αk
αk
βk
− 12C2gL
2
f
:= cβk
where we define c := (1 + (1− η1)−1)− 12C2gL2f .
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Therefore, applying Lemma 1, we have(
c+
αk + ck+1
αk
βk
− 12C2gL
2
f
)
E[‖g(θk)− yk+1‖2 | Fk]− c‖g(θk−1)− yk‖2
≤c(1 + βk)E[‖g(θk)− yk+1‖2 | Fk]− c‖g(θk−1)− yk‖2
≤c ((1 + βk)(1− βk)2 − 1) ‖g(θk−1)− yk‖2
+ 4c(1 + βk)(1− βk)2C2g‖θk − θk−1‖2 + 2c(1 + βk)β2kV 2g
≤4c(1 + βk)(1− βk)2C2g
(
α2k−1d(1− η2)−1(1− γ)−1
)
+ 2c(1 + βk)β
2
kV
2
g
(f)
≤ 4cC2gα2k−1d(1− η2)−1(1− γ)−1 + 2c(1 + βk)β2kV 2g (46)
where (f) follows from (1 + βk)(1− βk)2 = (1− β2k)(1− βk) ≤ 1.
Selecting ck :=
∞∑
p=k
p∏
j=k
η1αp implies (αk + ck+1)η1 = ck. We thus obtain from (45) and (46) that
E[Vk+1|Fk] ≤Vk − (αk + ck+1)(1− η1)
(
1− αk
4βk
)
(ε+ C2gC
2
f )
− 12 ‖∇F (θk)‖2 (47)
+ 4cC2gα
2
k−1d(1− η2)−1(1− γ)−1 + 2cβ2k(1 + βk)V 2g
+ (1− η1)−1Ld(1− η2)−1(1− γ)−1αkαk−1
+ (αk + ck+1)C
2
gC
2
f
d∑
i=1
(
(+ vˆki )
− 12 − (+ vˆk+1i )−
1
2
)
+
L
2
α2k(1− η2)−1(1− γ)−1.
Rearranging terms in (47) and telescoping from k = 0, · · · ,K − 1, we have
K−1∑
k=0
αk(1− η1)
(
1− αk
4βk
)
(ε+ C2gC
2
f )
− 12E[‖∇F (θk)‖2]
≤V0 − E[VK ] +
K−1∑
k=0
(
4cC2gα
2
k−1(1− η2)−1(1− γ)−1 + 2cβ2k(1 + βk)V 2g
)
+
K−1∑
k=0
(
(1− η1)−1(1− η2)−1(1− γ)−1Ldα2k−1 +
L
2
(1− η2)−1(1− γ)−1α2k
)
+
K−1∑
k=0
(αk + ck+1)C
2
gC
2
f
d∑
i=1
(
(+ vˆki )
− 12 − (+ vˆk+1i )−
1
2
)
(g)
≤V0 + (1− η1)−1αkCgCfd(1− η2)−1(1− γ)−1
+
K−1∑
k=0
(
4cC2gα
2
k−1(1− η2)−1(1− γ)−1 + 2cβ2k(1 + βk)V 2g
)
+
K−1∑
k=0
(
(1− η1)−1(1− η2)−1(1− γ)−1Ldα2k−1 +
L
2
(1− η2)−1(1− γ)−1α2k
)
+ (1 + (1− η1)−1)α0C2gC2f
d∑
i=1
(
(+ vˆ0i )
− 12 − (+ vˆKi )−
1
2
)
where (g) follows from αk + ck+1 ≤ (1 + (1− η1)−1)αk ≤ α0 and the definition of Vk that
E[Vk] ≥ F (θk)− F (θ∗)− (1− η1)−1αkCgCfd(1− η2)−1(1− γ)−1 + c‖g(θk−1)− yk‖2.
Select αk = 2βk = α = 1√K so that 1−
αk
4βk
= 12 and define
η˜ := (1− η1)−1(1− η2)−1(1− γ)−1. (48)
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Therefore, we have that
1
K
K−1∑
k=0
E[‖∇F (θk)‖2]
≤
V0 +
K−1∑
k=0
(
4C2g (1− η1)η˜ + V 2g
)
cα2 +
K−1∑
k=0
(
η˜Ld+ L2 (1− η1)η˜
)
α2 + CgCfdη˜α
K α(1−η1)2 (+ C
2
gC
2
f )
− 12
+
(1 + (1− η1)−1)α0C2gC2f
∑d
i=1(+ vˆ
0
i )
− 12
K α(1−η1)2 (+ C
2
gC
2
f )
− 12
=
2(+ C2gC
2
f )
1
2
(1− η1)
(V0+(4C2g (1− η1)η˜ + V 2g )c+ (d+ 12 (1− η1))η˜L√
K
+
CgCfdη˜ + (1 + (1− η1)−1)C2gC2fd−
1
2
K
)
≤2(+ C
2
gC
2
f )
1
2
(1− η1)
(V0 + (4C2g η˜ + V 2g ) c+ 2dη˜L√
K
+
CgCfdη˜
K
+
(1 + (1− η1)−1)C2gC2fd−
1
2
K
)
from which the proof is complete.
E Convergence results of the multi-level SCSC
In this section, we establish the convergence results of the multi-level SCSC, and present the
corresponding analysis.
The subsequent analysis for the multi-level problem builds on the following Lyapunov function:
Vk := F (θk)− F (θ∗) +
N−1∑
n=1
∥∥∥ykn − fn(ykn−1)∥∥∥2 (49)
where θ∗ is the optimal solution of the problem (1).
To this end, we need a generalized version of Assumptions 1-4 for the multi-level setting.
Assumption m1. Functions {fn} are Ln-smooth, that is, for any θ,θ′ ∈ Rd, we have ‖∇fn(θ; ξn)−
∇fn(θ′; ξn)‖ ≤ Ln‖θ − θ′‖.
Assumption m2. The stochastic gradients of {fn} are bounded in expectation, that is
E
[‖∇fn(θ; ξn)‖2] ≤ C2n.
Assumption m3. Random sampling oracle satisfies that E
[
fn(θ; ξ
k
n)
]
= fn(θ), ∀n, and
E
[∇f1(θ; ξk1 ) · · ·∇fN (yN−1; ξkN )] = ∇f1(θ) · · ·∇fN (yN−1).
Assumption m4. For all n, fn(θ; ξn) has bounded variance, i.e., E
[‖fn(θ; ξn)− fn(θ)‖2] ≤ V 2.
Theorem 3 (multi-level SCSC) Under Assumptions m1-m4, if we choose the stepsizes as αk =
2βk∑N−1
n=1 A
2
n
= 1√
K
, the iterates {θk} of the multi-level SCSC iteration (18) satisfy∑K−1
k=0 E[‖∇F (θk)‖2]
K
≤ 2V
0 + 2(B2 + B˜2(
∑N−1
n=1 A
2
n)
2/4)√
K
. (50)
where the constants are defined as B2 :=
(
L
2 + 4C
2
1 + 2(4C
2
2 + γ2)L
2
1
)
C21 · · ·C2N , B3 := 4(1 +
2
∑N−1
n=2
[
4C2n + γn
]
)V 2, and An :=
∑N−1
m=n+1 CN · · ·Cm+1Cm−1 · · ·C1Lm · · ·Ln+1.
E.1 Supporting lemma
We first prove a multi-level version of the tracking variance lemma.
Lemma 5 (Tracking variance of multi-level SCSC) If Assumptions 1-4 hold, and yk+1n is gener-
ated by running the multi-level SCSC iteration (18) given θk, then the variance of yk+1n satisfies
E
[‖yk+1n − fn(yk+1n−1)‖2 | Fk] ≤ (1− βk)2‖ykn − fn(ykn−1)‖2
+ 4(1− βk)2C2nE
[‖ykn−1 − yk+1n−1‖2|Fk]+ 2β2kV 2. (51)
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Proof: Use Fk,n to denote the σ-algebra generated by {· · · ,θk,yk1 , . . . ,ykn−1} From the update
(18), we have that
yk+1n − fn(yk+1n−1) = (1− βk)
(
ykn − fn(ykn−1)
)
+ (1− βk)
(
fn(y
k
n−1)− fn(yk+1n−1)
)
+ βk
(
f(yk+1n−1; ξ
k
n)− fn(yk+1n−1)
)
+ (1− βk)
(
f(yk+1n−1; ξ
k
n)− f(ykn−1; ξkn)
)
= (1− βk)(ykn − fn(ykn−1)) + (1− βk)T1 + βkT2 + (1− βk)T3 (52)
where we define the three terms as
T1 := fn(y
k
n−1)− fn(yk+1n−1))
T2 := fn(y
k+1
n−1; ξ
k
n)− fn(yk+1n−1)
T3 := fn(y
k+1
n−1; ξ
k
n)− fn(ykn−1; ξkn).
Conditioned on Fk, taking expectation over φk, we have
E
[
(1− βk)T1 + βkT2 + (1− βk)T3|Fk
]
= 0. (53)
Therefore, conditioned on Fk,n := {Fk,yk+11 , . . . ,yk+1n−1}, taking expectation on (52), we have
E[‖yk+1n − fn(yk+1n−1)‖2 | Fk,n]
=E[‖(1− βk)(ykn − fn(ykn−1))‖2|Fk] + E
[‖(1− βk)T1 + βkT2 + (1− βk)T3‖2 | Fk,n]
+ 2E
[〈
(1− βk)(ykn − fn(ykn−1)), (1− βk)T1 + βkT2 + (1− βk)T3
〉 | Fk,n]
=(1− βk)2‖ykn − fn(ykn−1)‖2 + E
[‖(1− βk)T1 + βkT2 + (1− βk)T3‖2 | Fk,n]
≤(1− βk)2‖ykn − fn(ykn−1)‖2 + 2E
[‖(1− βk)T1 + βkT2‖2 | Fk,n]+ 2(1− βk)2E [‖T3‖2 | Fk,n]
≤(1− βk)2‖ykn − fn(ykn−1)‖2 + 2(1− βk)2E[‖T1‖2 | Fk,n] + 2β2kE[‖T2‖2 | Fk,n]
+ 2βk(1− βk)
〈
T1,E[T2 | Fk,n]
〉
+ 2(1− βk)2E[‖T3‖2 | Fk,n]
≤(1− βk)2‖ykn − fn(ykn−1)‖2 + 2(1− βk)2E
[‖fn(ykn−1)− fn(yk+1n−1)‖2|Fk]
+ 2(1− βk)2E
[‖fn(ykn−1; ξkn)− fn(yk+1n−1; ξkn)‖2|Fk]+ 2β2kV 2
≤(1− βk)2‖ykn − fn(ykn−1)‖2 + 4(1− βk)2C2nE
[‖ykn−1 − yk+1n−1‖2|Fk]+ 2β2kV 2
from which the proof is complete.
Define f (n)(θ) := fn ◦ fn−1 ◦ · · · ◦ f1(θ) and the stochastic compositional gradients as
∇k := ∇f1(θk; ξk1 ) · · · ∇fN−1(yk+1N−2; ξkN−1)∇fN (yk+1N−1; ξkN )
∇¯k := ∇f1(θk; ξk1 ) · · · ∇fN−1(f (N−2)(θk); ξkN−1)∇fN (f (N−1)(θk); ξkN ).
Thus, taking expectation with respect to ξk1 , . . . , ξ
k
N , we have
E
[
∇k | Fk,N
]
− ∇¯k
=∇f1(θk; ξk1 ) · · ·∇fN−1(yk+1N−2; ξkN−1)∇fN (yk+1N−1; ξkN )
−∇f1(θk; ξk1 ) · · ·∇fN−1(yk+1N−2; ξkN−1)∇fN (f (N−1)(θk); ξkN )
+∇f1(θk; ξk1 ) · · ·∇fN−1(yk+1N−2; ξkN−1)∇fN (f (N−1)(θk); ξkN )
−∇f1(θk; ξk1 ) · · ·∇fN−1(f (N−2)(θk); ξkN−1)∇fN (f (N−1)(θk); ξkN )
· · ·
+∇f1(θk; ξk1 )∇f2(yk+11 ; ξk2 ) · · ·∇fN (f (N−1)(θk); ξkN )
−∇f1(θk; ξk1 )∇f2(f1(θk); ξk2 ) · · ·∇fN (f (N−1)(θk); ξkN ). (54)
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Since the nth difference term in (54) can be bounded by (for convenience, define yk+10 = θ
k)∥∥∥E[∇f1(θk; ξk1 ) · · ·∇fn(yk+1n−1; ξkn) · · · fN (f (N−1)(θk); ξkN )
−∇f1(θk; ξk1 ) · · ·∇fn(f (n−1)(θk); ξkn) · · ·∇fN (f (N−1)(θk); ξkN ) | Fk
]∥∥∥
(a)
≤ E
[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fn−1(yk+1n−2; ξkn−1)∇fn+1(f (n)(θk); ξkn+1) · · ·∇fN (f (N−1)(θk); ξkN )∥∥∥2 | Fk] 12
Ikn
× E
[ ∥∥∥∇fn(yk+1n−1; ξkn)−∇fn(f (n−1)(θk); ξkn)∥∥∥2 | Fk] 12
Jkn
(55)
where (a) uses the Cauchy-Schwartz inequality.
For Ikn , using Assumption m2, we have
Ikn = E
[
E
[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fN (f (N−1)(θk); ξkN )∥∥∥2 | Fk,N] | Fk] 12
≤ E
[
E
[ ∥∥∥∇fN (f (N−1)(θk); ξkN )∥∥∥2 ]E[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fN−1(f (N−2)(θk); ξkN−1)∥∥∥2 | Fk,N] | Fk
] 1
2
≤ CNE
[
E
[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fN−1(f (N−2)(θk); ξkN−1)∥∥∥2 | Fk,N] | Fk
] 1
2
≤ CNE
[
E
[ ∥∥∥∇fN−1(f (N−2)(θk); ξkN−1)∥∥∥2 ]
× E
[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fN−2(f (N−3)(θk); ξkN−2)∥∥∥2 | Fk,yk+11 , . . . ,yk+1N−2] | Fk
] 1
2
≤ CN−1CNE
[
E
[ ∥∥∥∇f1(θk; ξk1 ) · · ·∇fN−1(f (N−2)(θk); ξkN−1)∥∥∥2 | Fk,yk+11 , . . . ,yk+1N−2] | Fk] 12
≤ C1 · · ·Cn−1Cn+1 · · ·CN .
For Jkn , using Assumption m1, we have
Jkn = E
[ ∥∥∥∇fn(yk+1n−1; ξkn)−∇fn(f (n−1)(θk); ξkn)∥∥∥2 | Fk] 12
≤ LnE
[ ∥∥∥yk+1n−1 − f (n−1)(yk+1n−2)∥∥∥ | Fk].
Plugging the above two upper bounds into (55), we have∥∥∥E [∇k − ∇¯k | Fk]∥∥∥ =∥∥∥E[∇f1(θk; ξk1 ) · · ·∇fn(yk+1n−1; ξkn) · · · fN (f (N−1)(θk); ξkN )
−∇f1(θk; ξk1 ) · · ·∇fn(f (n−1)(θk); ξkn) · · ·∇fN (f (N−1)(θk); ξkN ) | Fk
]∥∥∥
≤C1 · · ·Cn−1Cn+1 · · ·CNLnE
[ ∥∥∥yk+1n−1 − f (n−1)(θk)∥∥∥ | Fk]
(b)
≤ C1 · · ·Cn−1Cn+1 · · ·CNLnE
[ ∥∥∥yk+1n−1 − fn−1(yk+1n−2)∥∥∥ | Fk]
+ C1 · · ·Cn−1Cn+1 · · ·CNLnE
[ ∥∥∥fn−1(yk+1n−2)− f (n−1)(θk)∥∥∥ | Fk] (56)
where (b) uses the triangular inequality.
Using the Ln−1 Lipschitz continuity of f (n−1), we have∥∥E [∇k − ∇¯k | Fk]∥∥ ≤C1 · · ·Cn−1Cn+1 · · ·CNLnE[ ∥∥yk+1n−1 − fn−1(yk+1n−2)∥∥ | Fk]
+ C1 · · ·Cn−1Cn+1 · · ·CNLnLn−1E
[ ∥∥∥yk+1n−2 − f (n−2)(θk)∥∥∥ | Fk].
(57)
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Repeating the steps in (56) and (57), we can recursively obtain∥∥E [∇k − ∇¯k | Fk]∥∥ ≤C1 · · ·Cn−1Cn+1 · · ·CNLnE[ ∥∥yk+1n−1 − fn−1(yk+1n−2)∥∥ | Fk]
+ C1 · · ·Cn−1Cn+1 · · ·CNLnLn−1E
[ ∥∥yk+1n−2 − fn−2(yk+1n−3)∥∥ | Fk]
+ C1 · · ·Cn−1Cn+1 · · ·CNLn · · ·Ln−2E
[ ∥∥yk+1n−3 − fn−3(yk+1n−4)∥∥ | Fk]
+ · · ·+ C1 · · ·Cn−1Cn+1 · · ·CNLn · · ·L2E
[ ∥∥∥yk+11 − f1(θk)∥∥∥ | Fk]
(c)
=
n−1∑
m=1
Am,nE
[ ∥∥yk+1m − fm(yk+1m−1)∥∥ | Fk] (58)
where (c) follows by defining
Am,n := CN · · ·Cn+1Cn−1 · · ·C1Ln · · ·Lm+1. (59)
Therefore, using Assumption m3, we have∥∥∥E [∇k | Fk]−∇F (θk)∥∥∥ =∥∥E [∇k | Fk]− E [∇¯k | Fk]∥∥
=
∥∥E [∇k − ∇¯k | Fk]∥∥
(d)
=
N∑
n=2
n−1∑
m=1
Am,nE
[ ∥∥yk+1m − fm(yk+1m−1)∥∥ | Fk]
=
N−1∑
n=1
AnE
[ ∥∥yk+1n − fn(yk+1n−1)∥∥ | Fk] (60)
where (d) follows from (58) and An :=
∑N−1
m=n+1An,m.
E.2 Remaining steps towards Theorem 3
Using the smoothness of F (θk), we have
F (θk+1) ≤ F (θk) + 〈∇F (θk),θk+1 − θk〉+ L
2
‖θk+1 − θk‖2
= F (θk)− αk〈∇F (θk),∇k〉+ L
2
‖θk+1 − θk‖2
= F (θk)− αk‖∇F (θk)‖2 + L
2
‖θk+1 − θk‖2 + αk〈∇F (θk),∇F (θk)−∇k〉.
Conditioned on Fk, taking expectation over ξ1, . . . , ξN , we have
E
[
F (θk+1)|Fk
]
≤F (θk)− αk‖∇F (θk)‖2 + L
2
E
[
‖θk+1 − θk‖2|Fk
]
+ αk
〈
∇F (θk),E
[
∇F (θk)−∇k|Fk
]〉
(b)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
C21 · · ·C2Nα2k + αk‖∇F (θk)‖
∥∥E [∇k | Fk]−∇F (θk)∥∥
(c)
≤F (θk)− αk‖∇F (θk)‖2 + L
2
C21 · · ·C2Nα2k + αk
N−1∑
n=1
An‖∇F (θk)‖E
[∥∥yk+1n − fn(yk+1n−1)∥∥ |Fk]
(d)
≤ F (θk)−αk
(
1− αk
4βk
N−1∑
n=1
A2n
)
‖∇F (θk)‖2+βk
N−1∑
n=1
E
[∥∥yk+1n −fn(yk+1n−1)∥∥2 |Fk]+ L2C21 · · ·C2Nα2k
where (b) uses the Cauchy-Schwartz; (c) follows from (60); and (d) uses the Young’s inequality.
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Then with the definition of Lyapunov function in (49), it follows that
E[Vk+1|Fk] ≤Vk − αk
(
1− αk
4βk
N−1∑
n=1
A2n
)
‖∇L(θk)‖2 + L
2
C21 · · ·C2Nα2k
+ (1 + 2βk)
N−1∑
n=1
E
[∥∥∥yk+1n − fn(yk+1n−1)∥∥∥2 |Fk]− N−1∑
n=1
E
[∥∥∥ykn − fn(ykn−1)∥∥∥2 |Fk]
− βk
N−1∑
n=1
E
[∥∥∥yk+1n − fn(yk+1n−1)∥∥∥2 |Fk]
(e)
≤ Vk − αk
(
1− αk
4βk
N−1∑
n=1
A2n
)
‖∇L(θk)‖2 + L
2
C21 · · ·C2Nα2k + 2(1 + 2βk)β2kV 2
+
(
(1 + 2βk)(1− βk)2 − 1
)N−1∑
n=1
E
[∥∥∥ykn − fn(ykn−1)∥∥∥2 |Fk]
+ 4(1 + 2βk)(1− βk)2C21E
[
‖θk − θk−1‖2|Fk
]
+
N−1∑
n=2
[
4(1 + 2βk)(1− βk)2C2n + γn
]
E
[
‖yk+1n−1 − ykn−1‖2|Fk
]
−
N−1∑
n=2
γnE
[
‖yk+1n−1 − ykn−1‖2|Fk
]
− βk
N−1∑
n=1
E
[
‖yk+1n − fn(yk+1n−1)‖2|Fk
]
(f)
≤ Vk − αk
(
1− αk
4βk
N−1∑
n=1
A2n
)
‖∇L(θk)‖2 + L
2
C21 · · ·C2Nα2k + 2(1 + 2βk)β2kV 2
+ 4C21E
[
‖θk − θk−1‖2 | Fk
]
+
N−1∑
n=2
(4C2n + γn)E
[
‖yk+1n−1 − ykn−1‖2 | Fk
]
−
N−1∑
n=2
γnE
[
‖yk+1n−1 − ykn−1‖2 | Fk
]
− βk
N−1∑
n=1
E
[
‖yk+1n − fn(yk+1n−1‖2 | Fk
]
(61)
where (e) follows from Lemma 5; uses that
(
4(1 + 2βk)(1− βk)2C21
)
E
[‖yk+10 − yk0‖2|Fk] ≤
4C21E
[
‖θk − θk−1‖2|Fk
]
; and γn > 0 is a fixed constant.
On the other hand, from the update (18), we have that
(1−βk)
(
yk+1n−1 − ykn−1
)
=βk
(
f(yk+1n−2; ξ
k
n−1)− yk+1n−1
)
+(1−βk)
(
f(yk+1n−2; ξ
k
n−1)− f(ykn−2; ξkn−1)
)
.
Squaring both sides, and taking expectation conditioned on Fk, we have
E
[‖yk+1n−1 − ykn−1‖2 | Fk]
(g)
≤ 2
(
βk
1− βk
)2
E
[‖fn−1(yk+1n−2; ξkn−1)− fn−1(yk+1n−2) + fn−1(yk+1n−2)− yk+1n−1‖2 | Fk]
+ 2E
[∥∥fn−1(yk+1n−2; ξkn−1)− fn−1(ykn−2; ξkn−1)∥∥2 | Fk]
≤ 2
(
βk
1− βk
)2
E
[‖yk+1n−1 − fn−1(yk+1n−2)‖2 | Fk]
+ 2C2n−1E
[‖yk+1n−2 − ykn−2‖2 | Fk]+ 2( βk1− βk
)2
V 2 (62)
where (g) follows from the Young’s inequality.
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Plugging (62) into (61), we have
E[Vk+1|Fk] ≤ Vk − αk
(
1− αk
4βk
N−1∑
n=1
A2n
)
‖∇L(θk)‖2 + L
2
C21 · · ·C2Nα2k + 4C21‖θk − θk−1‖2
+
(
2(1 + 2βk)β
2
k + 2
(
βk
1− βk
)2 N−1∑
n=2
(4C2n + γn)
)
V 2
+ 2
(
βk
1− βk
)2 N−1∑
n=2
(4C2n + γn)E
[
‖yk+1n−1 − fn−1(yk+1n−2)‖2 | Fk
]
+ 2
N−1∑
n=2
(4C2n + γn)C
2
n−1E
[
‖yk+1n−2 − ykn−2‖2|Fk
]
−
N−1∑
n=2
γnE
[
‖yk+1n−1 − ykn−1‖2|Fk
]
− βk
N−1∑
n=1
E
[
‖yk+1n − fn(yk+1n−1)‖2|Fk
]
. (63)
Choose parameters {γn} and {βk} such that
2(4C2n + γn)C
2
n−1 ≤ γn−1
2
(
βk
1− βk
)2
(4C2n + γn) ≤ βk.
For γn, the condition can be satisfied by choosing
γN−1 = 0, γN−2 = 8C2N−1C
2
N−2, γN−3 = 16C
2
N−1C
2
N−2C
2
N−3 + 8C
2
N−2C
2
N−3, · · · (64)
For βk, the condition can be satisfied by solving following inequality that always has a solution
βk ≤ 1− 2βk + (βk)
2
γn−1C2n−1
. (65)
Select βk = β ≤ 12 and αk = α = 2β∑N−1
n=1 A
2
n
so that 1− αk4βk
∑N−1
n=1 A
2
n =
1
2 , and define
B2 :=
(
L
2
+ 4C21 + 8C
2
1C
2
2 + 2γ2C
2
1
)
C21 · · ·C2N and B3 := 4
(
1 + 2
N−1∑
n=2
(4C2n + γn)
)
V 2.
Plugging into (63) leads to
E[Vk+1] ≤ E[Vk]− α
2
E[‖∇L(θk)‖2] + L
2
C21 · · ·C2Nα2 + 2(4C22 + γ2 + 2)C21E
[
‖θk − θk−1‖2
]
+
(
2(1 + 2β)β2 + 2
(
β
1− β
)2 N−1∑
n=2
(4C2n + γn)
)
V 2
≤ E[Vk]− α
2
E[‖∇L(θk)‖2] +
(
L
2
+ 4C21 + 8C
2
1C
2
2 + 2γ2
)
C21 · · ·C2Nα2
+ 2
(
1 + 2β + 4
N−1∑
n=2
[
4C2n + γn
])
V 2β2
≤ E[Vk]− α
2
E[‖∇L(θk)‖2] +B2α2 +B3β2 (66)
Choosing the stepsize as αk = cα√K leads to∑K−1
k=0 E[‖∇F (θk)‖2]
K
≤ 2V
0
Kα
+ 2Bα+ 2B3
β2
α
=
2V0 + 2(B +B3(
∑N−1
n=1 A
2
n)
2/4)√
K
.
This completes the proof of Theorem 3.
25
F Detailed simulation setups
To validate our theoretical results, this section evaluates the empirical performance of SCSC and Adam
SCSC in two tasks: risk-averse portfolio management and sinusoidal regression for MAML. All
experiments are run on a workstation with an Intel i9-9960x GPU with 128GB memory and four
NVIDIA Titan V GPUs using Python 3.6 with PyTorch package.
F.1 Risk-averse portfolio management
Problem formulation. Given d assets, let rt ∈ Rd denote the reward vector with nth entry repre-
senting the reward of nth asset observed at time slot t over a total of T slots. Portfolio management
aims to find an investment θ ∈ Rd with nth entry representing the amount of investment or the split
of the total investment allocated to the asset n. The optimal investment θ∗ is the one that solves the
following problem
max
θ∈Rd
1
T
T∑
t=1
r>t θ −
1
T
T∑
t=1
(
r>t θ −
1
T
T∑
j=1
r>j θ
)2
. (67)
In this case, both random variables ξ and φ in (3) are uniformly drawn from {r1, · · · , rT }. If we
define g(θ; rj) = [θ, r>j θ]
> ∈ Rd+1, and y ∈ Rd+1 tracking E[g(θ; r)], and define
f(y; rt) = y(d+1) − (y(d+1) − r>t y(1:d))2 (68)
where y(1:d) and y(d+1) denote the first d entries and the (d+ 1)th entry of y. In this case, problem
(67) is an instance of stochastic composition problem (3).
Benchmark algorithms. We compare SCSC and Adam SCSC with SCGD[3], VRSC-PG [20] and
Nested SPIDER [10]. For linear g(θ; r), it can be verified that SCSC is equivalent to the accelerated
SCGD (ASC) [6], and our SCSC and Adam SCSC under two different inner update rules (7b) and
(7c) are also equivalent. Therefore, we only include one line SCSC for this comparison.
Hyperparameter tuning. We tune the hyperparameters by first following the suggested order of
stepsizes from the original papers and then using a grid search for the constant. For example, we
choose αk = αk−3/4, βk = k−1/2 for SCGD; αk = αk−1/2, βk = k−1/2 for SCSC and Adam SCSC;
the constant stepsize α for VRSC-PG and Nested SPIDER. The initial learning rate α is chosen
from the searching grid {10−1, 10−2, 10−3, 10−4, 10−5} and optimized for each algorithm in terms of
loss versus the number of iterations. Note that whenever the best performing hyperparameter lies
in the boundary of the searching grid, we always extend the grid to make the final hyperparameter
fall into the interior of the grid. For all the algorithms, we use the batch size 100 for both inner and
outer functions. Figure 1 shows the test results averaged over 50 runs on two benchmark datasets:
Industrial-49 and 100 Book-to-Market. The two datasets are downloaded from the Keneth R. French
Data Library1 without further preprocessing.
F.2 Sinusoidal regression for MAML
Problem formulation. For MAML, we consider the sinusoidal regression tasks as that in [5]. Each
task in MAML is to regress from the input to the output of a sine wave
s(x; a, ϕ) = a sin(x+ ϕ) (69)
where the amplitude a and phase ϕ of the sinusoid vary across tasks. We sample the amplitude a
uniformly from U([0.1, 5]) and the phase ϕ uniformly from U([0, 2pi]). During training, datum x
is sampled uniformly from U([−5, 5]) and s(x; a, ϕ) is observed. We use a neural network with
2 layers of hidden neurons with weights θ as the regressor sˆ(x;θ) and use the mean square error
Ex[‖sˆ(x;θ)− s(x; a, ϕ)‖2]. We define
Fm(θ) = Ex[‖sˆ(x;θ)− s(x; am, ϕm)‖2]. (70)
In this case, to connect with (3), both random variables ξ and φ in (3) are uniformly drawn from
U([−5, 5]). Let us define
g(θ) = [g1(θ)
>, · · · , gM (θ)>]> = [(θ −∇F1(θ))>, · · · , (θ −∇FM (θ))>]> ∈ RMd (71)
1http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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Figure 3: Comparison of two SCSC updates on the Sinewave regression task.
and define ym ∈ Rd to track gm(θ). With y := [y>1 , · · · ,y>M ]> ∈ RMd, we define
f(y) :=
1
M
M∑
m=1
Fm(ym). (72)
Then MAML with sinusoidal regression satisfies the composition formulation (3).
Benchmark algorithms. In this test, we compare our SCSC and Adam SCSC with non-
compositional stochastic optimization solver Adam and SGD (the common baseline for MAML), as
well as compositional stochastic optimization solver SCGD and ASC in Figure 2. In Figure 3, we
also compare the performance of SCSC and Adam SCSC under two different rules (7b) and (7c).
Hyperparameter tuning. We tune the hyperparameters by first following the suggested order of
stepsizes from the original papers and then using a grid search for the constant. For SCSC and
Adam SCSC, we use stepsizes α, βk = 0.8. For Adam and SGD, we use α. For SCGD and ASC,
we use stepsizes αk = αk−3/4, βk = k−1/2 and αk = αk−5/9 and βk = k−4/9 as suggested in
[3, 6]. The initial learning rate α is chosen from {10−1, 10−2, 10−3, 10−4, 10−5} and optimized for
each algorithm. During training, we fix M = 100 and we sample 10 data from each task to evaluate
the inner function g(θ), and use another 10 data to evaluate f(y). The MAML adaptation stepsize in
(2) is α = 0.01. In Figures 2 and 3, at each evaluation point of test loss, we sample 100 data to test
the performance of each algorithm on these trained tasks. We also sample 100 unseen tasks to test the
fast adaptation of the meta initialization parameter trained on the 100 tasks. For each unseen task,
we start with the learned meta initialization and perform 10-step SGD with 10 data per step. All the
reported test results averaged over 10 runs.
Due to the space limitation, we compare the performance of SCSC and Adam SCSC under two
different update rules (7b) and (7c) in Figure 3 for the sinewave regression MAML task. As we
noted in the main text, both (7b) and (7c) can guarantee that the new approach achieves the same
convergence rate O(k− 12 ), but (7c) requires one more function evaluation than (7b) at the old iterate
θk−1. In terms of both the number of samples and number of stochastic gradients, two update rules
have very close performance, and the two lines are almost overlapping.
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