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Abstract
Combining the predictions of collections of neural networks often outperforms
the best single network. Such ensembles are typically trained independently, and
their superior ‘wisdom of the crowd’ originates from the differences between
networks. Collective foraging and decision making in socially interacting animal
groups is often improved or even optimal thanks to local information sharing
between conspecifics. We therefore present a model for co-learning by ensembles
of interacting neural networks that aim to maximize their own performance but also
their functional relations to other networks. We show that ensembles of interacting
networks outperform independent ones, and that optimal ensemble performance
is reached when the coupling between networks increases diversity and degrades
the performance of individual networks. Thus, even without a global goal for the
ensemble, optimal collective behavior emerges from local interactions between
networks. We show the scaling of optimal coupling strength with ensemble size,
and that networks in these ensembles specialize functionally and become more
‘confident’ in their assessments. Moreover, optimal co-learning networks differ
structurally, relying on sparser activity, a wider range of synaptic weights, and
higher firing rates - compared to independently trained networks. Finally, we
explore interactions-based co-learning as a framework for expanding and boosting
ensembles.
1 Introduction
Ensemble learning methods typically combine the outputs of several networks, models, or agents to
obtain superior results than any of the individual models alone. Typically, the power of the ensemble
arises from ‘error diversity’ of the individual members of the ensemble, as in bootstrap methods
such as bagging [1] and boosting [2]. A simple and common approach is to train multiple networks
that are initialized with different random parameters and combine them after training. The diversity
between the ensemble members originates in this case from the random initial conditions and the
stochastic nature of the learning algorithm.
Ensemble learning has mainly focused on training individual models independently from one another,
and then merging them together [3]. While even a simple averaging of their outputs or their parameters
can be beneficial [4], more sophisticated ‘ensembling’ can give even superior results [5]. Garipov
et al. [6] explored the structure of the space of networks trained on the same task, in terms of their
performance or loss function. They showed that between locally optimal deep networks (i.e. the
sets of parameters that make a network superior to small changes in the parameters sets) there are
simple ‘curves’ along which training and test accuracy are nearly constant. A training procedure to
discover these high-accuracy pathways suggested a geometric way to merge variants of the optimal
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networks together to give high ensemble accuracy. Efficient ensembles may also be constructed
by optimizing directly the performance of the ensemble: Dutt et al. [7] showed that training of
networks composed of sub-networks whose outputs were merged by either averaging their logits or
multiplying their likelihood values outperformed the average accuracy of training the sub-networks
independently. Webb et al. [3] showed that the performance of a single large network was comparable
to the performance of a collection of smaller sub-networks, with the same total number of hidden
units, trained to optimize a global goal as well as local goals for each of its sub-networks.
Analysis and modeling of groups of insects, fish, birds, and mammals demonstrated the benefits of
social interactions among group members, and often resulted in efficient or even optimal collective
behavior [8, 9, 10]. While many models of collective behavior in animals rely on ‘mechanistic’ cou-
plings, these interactions imply that group members use their conspecifics as sources of information.
Recent models of collective foraging [11] showed that when individual agents search for a source
but also aim to increase their information diversity, efficient collective behavior emerges in groups
of opportunistic agents, which is comparable to the optimal group behavior. Moreover, theoretical
analysis of decision-making under natural physiological limitations has shown that optimal behavior
can result from a collection of ‘selfish’ agents that are in direct conflict with one another [12].
Inspired by models of collective behaviour in animals, artificial agents and ensemble learning, we
introduce here a model for co-learning by ensembles of interacting networks, where each individual
network aims to minimize its own error on the task but simultaneously optimize the overlap of its
predictions with those of other networks in the ensemble. We explore different coupling regimes
between networks during learning and find that the optimal ensemble performance occurs when the
local interactions between the ensemble members drive them to be different from each other, without
the need for a global goal for the ensemble.
2 Ensembles of learning interacting networks
To explore the effect of interactions between networks during learning on their individual performance
and that of the ensemble, we trained collections of neural networks to solve a multi-class classification
task, where each network optimizes a loss function that combines its own performance and its overlap
with the other networks in the ensemble. We denote the individual networks in the ensemble by ni
(with i = 1...N ) and the outputs given by ni as pi(y|x), namely, the probability over labels y for a
sample x. We trained each of the individual networks to minimize the loss function over all samples,
〈Li(x)〉x (where 〈〉x denotes an average over all samples), and the loss for each sample x is
Li(x) = DKL[q(y|x)||pi(y|x)] +
N∑
j 6=i
βijDKL[pj(y|x)||pi(y|x)] (1)
where q(y|x) is the desired classification values of x, DKL is the Kullback-Leibler divergence [13]
and βij is the coupling coefficient between networks, ni and nj . Notably, for βij > 0, the loss
function penalizes high DKL between networks, thus driving the networks to learn to give the same
labels for the same input. For βij < 0, the loss function penalizes low DKL between networks, and
its minimization implies higher diversity between networks. On each training step, the predictions
of all the networks were obtained simultaneously. We note that both the forward and backward
passes of each network can be done in parallel (and thus can be practically distributed over many
machines). The reference point for these two coupling regimes is the case where βij = 0, for which
Li(x) reduces to the cross entropy loss between each network and the desired label for each sample.
This is akin to a collection of networks that are trained independently (using the same training set).
Figure 1 shows an illustration of the model.
In the following experiments we used a uniform coupling coefficient value and all to all connectivity
for the ensembles we trained. The loss function from Eq. 1 can be re-expressed in this case as
Li(x) = −
∑
y
q(y|x) log pi(y|x) + β N∑
j 6=i
pj(y|x) log pi(y|x)
−
H [q(y|x)] + β N∑
j 6=i
H [pj(y|x)]

(2)
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where H [·] is the Shannon entropy. Since q(y|x) does not change with training, minimizing Li(x) is
equivalent to minimizing
lˆi(x) = −
∑
y
q(y|x) log pi(y|x) + β N∑
j 6=i
pj(y|x) log pi(y|x)
− β∑
j 6=i
H [pj(y|x)] (3)
Figure 1: Co-learning ensemble models under different coupling regimes. a. An illustration of
the co-learning architecture of interacting networks. The blue and red arrows designate positive
or negative couplings between networks b. Illustrations of the three different coupling regimes
between co-learning networks: (Left) For β = 0, the networks learn independently to minimize their
cross-entropy loss function. Graphically, learning drives the networks (white squares) to go down the
loss surface (purple ellipsoids) towards to the best performing solution (white arrows going towards
the optimal solution marked by the red dot). (Middle) For β < 0, negatively coupled networks also
aim to maximize their functional distance from the other networks in the ensemble, and so in addition
to their drive towards to optimal solution, a ‘repelling force’ acts between networks (red arrows).
(Right) For β > 0, positively coupled networks go towards the optimal solution but an ‘attracting’
force (blue arrows) pulls them to be functionally similar to one another.
After training, the ensemble’s output was given by the average of the outputs of the individual
networks pi(y|x),
pens(y|x) = 1
N
N∑
i=1
pi(y|x) (4)
The performance or accuracy of each of the individual networks and of the ensemble was evaluated
on held-out test data, and quantified by the fraction of samples for which the network or the ensemble
gave the highest probability to the correct label. We considered other combination schemes such as
the geometric mean or majority voting, which gave similar qualitative results (see Supplementary
Materials).
3 Results
We used stochastic gradient descent to train collections of LeNet-5 architecture [14] using the loss
function in Eq. 1 on the CIFAR-10 dataset [15] for 150 epochs, where networks’ performance started
to converge. We also studied co-learning of coupled VGG networks [16] using CIFAR-100 dataset
[15] (see Supplementary Materials for implementation details). We evaluated the performance of
individual networks and the ensemble for β values in the range of [−1, 1] over 30 random initialization
and random dataset splits of 50,000 training samples and 10,000 test samples. We measured the
dissimilarity between network ni and nj as
d(ni, nj) = 〈DJS [pi(y|x)||pj(y|x)]〉x (5)
where DJS is the Jensen-Shannon divergence (a bounded and symmetric similarity measure of
distributions [17]), and 〈〉x is the average over all samples in the test set.
Figure 2a shows a typical example of the learning curves for one ensemble of two networks: The
performance of the individual networks reaches similar accuracy for the case of independent networks,
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and are more similar to one another for the positively coupled case (by construction). As expected,
the performance of the individual networks in the negatively coupled case decreases monotonically
with more negative β values, as reflected by their individual accuracy, DKL[q(y|x)||pi(y|x)], shown
in Figure 2b. Additionally, their performances fluctuate during the training, much more than the
independent or positively coupled networks.
Figure 2c compares the performance of ensembles and the individual networks for the whole range of
β values. As is well known for the case of merging independent networks, the ensemble is more ac-
curate than each of the individual networks. For positive coupling values the ensemble’s performance
decreases, and becomes more similar to each of the individual networks. The performance of the
networks that were coupled decreases monotonically with more negative coupling values. Critically,
the performance of the ensemble increases with negative β values up to an optimal point, beyond
which (i.e. for even more negative couplings) the ensemble performance also decreases. Thus, the
most accurate ensembles are ones of negatively coupled networks. We found similar behavior for en-
sembles of VGG networks (see Supplementary Materials). Interestingly, these results are reminiscent
of the collective behavior of the socialtaxis algorithm [11] for foraging agents: optimizing individual
networks performance regularized by diversity, or increasing the diversity regularized by the task
performance - give the optimal ensemble performance.
Figure 2: Learning dynamics and convergent performance levels of individual networks and
small ensembles under different co-learning coupling regimes. a. Example of the learning curves
of an ensemble of size N = 2 and its individual networks (LeNet-5 trained on CIFAR-10); Left
panel shows the case of negatively coupled networks; Middle panel shows independently trained
networks, and right panel shows positively coupled ones. b. Example of the training trajectories
of two networks and the distance between them is shown for ensembles from the three coupling
regimes. Each sequence of points of the same color shows the values of the functional distance
between networks d(ni, nj) against their individual performance at that point, given by DKL[q|pi].
Light points show the beginning of training to dark points the end of training. c. Accuracy of two
individual networks and the ensemble is shown as a function of the coupling coefficient at the end of
a 150 epoch training. Lines show the average values over 30 runs with different train-test splits and
random initialization; Funnels around each line show the standard deviation values over the 30 runs.
Dashed horizontal line marks the performance of β = 0.
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3.1 Scaling of optimal coupling coefficient with the ensemble size
Coupling more networks during training gave more accurate results for negatively coupled ensembles.
Figure 3a shows the ensemble performance against the coupling coefficient for ensembles of different
sizes, N . The optimal β is negative for all ensemble sizes we tested and its value depends on N , as
reflected in Figure 3b. While the optimally negatively coupled N = 2 ensembles were more accurate
than ensembles of independently trained networks by 1.7%± 0.5, for ensembles of 50 negatively
coupled networks, the optimal coupling was on average 7.3% ± 0.2 more accurate. The scaling
of the optimal coupling coefficient with the size of the ensemble was fitted well by an exponential
(Figure 3c); on logarithmic scale it is easy to extract a slope of −0.99± 0.18, reflecting that β scales
nearly linearly with 1N . We thus replace β in equation 1 with
β¯
N and re-plot the performance of the
ensembles for different values of N as a function β¯, and find that the peaks for different values of N
is around β¯ ≈ −1 (Figure 3d).
Figure 3: The optimal negative coupling of co-learning networks scales with the size of the
ensemble. a. Average accuracy of ensembles is shown as a function of the coupling coefficient for
different ensemble sizes; Funnels around the lines show the standard deviation of accuracy values
over the 30 runs with different train-test splits and random initialization. (∗ For N = 50 the results
here were obtained from 10 repeats only). b. Heatmap of the average difference in accuracy between
coupled networks ensembles and independent ones c. The optimal coupling β is shown as a function
of the ensemble size, with an exponential fit. Inset: optimal β vs.N are shown on logarithmic scale,
and fit log(β) = −0.99 · log(N) − 0.15. d. Re-plotting of the curves from panel a, but here the
performance is plotted against normalized coupling values, β¯ = β ·N ; see text.
3.2 Functional dissimilarity of negatively coupled networks
The networks that make the ensembles trained using negative coupling, converge at the end of training
to give diverse predictions, by construction. Figure 4a shows the pairwise functional dissimilarity,
d(ni, nj) at the end of training between the networks that make an ensemble of size N = 10, for
three examples of couplings. Networks of negatively coupled ensembles show much higher pairwise
distances compared to the ones in independent and positively coupled ensembles. Figure 4b shows
the dynamics of the functional similarity between networks and the ensemble during training, by
embedding the networks based on the functional distances d(ni, nj) between them using Multi-
Dimensional Scaling (MDS) [18]. Negatively coupled networks separate (repel) early on and then
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converge to a layout where they ‘surround’ pens. Positively coupled networks and the independent
are tightly packed around pens and the trajectories of individual networks overlap with that of the
ensemble.
Figure 4: Dynamics of individual networks in functional space during learning shows diverg-
ing structure and organization of negatively coupled co-learning networks. a. Each matrix
shows the functional dissimilarity d(ni, nj) between all pairs of networks in an ensemble of size
N trained with different couplings at the end of training of one run. Similar results were obtained
on different repeats. Ensembles trained with β < 0 have much higher pairwise functional distances
than independently trained networks and positively coupled ensembles. b. Multidimensional scal-
ing embedding of the networks and the ensemble, based on the functional dissimilarity between
networks, along a single training trajectory. Each color denotes one particular network during train-
ing, and black dot marks the ensemble. Crosses indicate the starting point of each network or the
ensemble. Color intensity shows the progression with training (low to high). Correlations between
d(ni, nj) and the distances between the networks in the MDS embedding were: r = 0.78, p < 0.005;
r = 0.95, p < 0.005; r = 0.98, p < 0.005, for negatively coupled, independent and positively
coupled ensembles respectively.
We further explored the similarity of networks in the ensemble in terms of their overlap over specific
samples. Figure 5a shows the agreement over samples among the individual networks and the
ensemble for N = 2, under different coupling regimes. We found that for negatively coupled
networks, more samples had high likelihood value for one of the networks and not the other, whereas
the likelihood value of the ensemble was high enough to make the correct prediction (reflected by
the fraction of samples at the edges on panel a). We measured the ‘confidence’ or certainty of the
networks’ classification in each case by the distribution of entropy values of one of the networks
over the samples, H[pi(y|x)]. Figure 5b shows that negatively coupled networks had a sharp peak
close to 0, and the range of entropy values was larger for independent networks or β > 0 (For similar
result for N = 10 see Supplementary Materials). Thus, negatively coupled networks became more
confident in their classification of samples.
The difference in classification values or the confidence of individual networks is also manifested
in the distribution of ‘opinions’ over the networks in the ensembles for the same sample. Figure
5c shows the ensemble’s likelihood of giving the correct answer against the number of individual
networks (N = 10) that voted for the correct answer. We found that negative coupling creates a tight
correlation (rs = 0.99, p < 0.005) between the ensemble’s confidence in the right classification and
the number of networks in the ensemble that share the same opinion. Lower correlation observed
in independent (rs = 0.92, p < 0.005) and positively coupled ensembles (rs = 0.90, p < 0.005).
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Interestingly, in negatively coupled ensembles, there are some data samples on which none of the
individual networks was correct and yet the ensemble was right.
Figure 5: Dissimilarity of networks on specific samples elucidates specialization of networks in
negatively coupled ensembles. a. Panels show the performance of networks over individual samples
for different β value of ensembles of size N = 2. Each dot shows the classification values given
to each sample by individual networks, p1(ytrue|x), p2(ytrue|x), and the ensemble, pens(ytrue|x).
Dots’ color designates correct (blue) or incorrect (red) prediction of the ensemble. Notably, β < 0
coupling drives the dots towards the ‘walls’ of the cube, where one network predicts the classification
value with high probability and the other one doesn’t. b. Representative examples of the histograms
of entropy values of the classifications of samples by one network in the ensemble, H[pi(y|x)], for
N = 2. Negatively coupled networks have high ‘confidence’ in their assessments, reflected by the
large fraction of samples with low entropy. c. For ensembles of size N = 10, the prediction of the
ensemble on each sample is shown vs the number of networks in the ensemble that would classify it
correctly. Dots’ color indicates whether the ensemble would classify this sample correctly (blue) or
not (red). (Red and blue dots were shifted slightly sideways to show the range of values of sample
classifications). For all β values there is a strong correlation between the number of networks that
give the correct label and the ensemble’s confidence, with significantly tighter correlation for β < 0.
3.3 Diversity of network parameters in ensembles of coupled networks
We asked what are the effects of different coupling among the individual networks in the ensemble
during learning and on their parameters. First, we measured the sparseness of activated units in
each hidden layer in the network over all samples in the test sets. Figure 6a shows the fraction
of non-activated units in the first hidden layer for different coupling regimes, during the training
for networks in ensembles of size N = 2. Negatively coupled networks had higher fraction of
inactive units, whereas positively coupled networks had lower fraction of inactive neurons compared
to independent networks. Negatively coupled networks had higher mean activation in all hidden
layers (Figure 6b). Furthermore, Figure 6c shows that negatively coupled networks utilized wider
distribution of weights in all layers of the networks (similar results obtained in other layers, see
Supplementary Materials).
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Figure 6: Networks in negatively co-learning ensembles show structural differences in their
connectivity patterns and sparseness of activation of neurons. a. Sparseness of activation of
neurons in the first hidden layer of one exemplary network is shown during training by the mean
fraction of non-activated units per sample. Negatively coupled networks show sparser activity during
learning and in their final configuration. b. The mean activation per sample for neuron at each of
the hidden layers (averaged over 30 train-test splits and random initialization). Negatively coupled
networks reach higher firing rates per sample c.. A typical example of the histograms of weight
values from the second convolutional layer in one network, showing that negatively coupled networks
utilized wider weight distributions compared to independent and positively coupled ones.
3.4 Expanding and boosting ensembles of co-learning networks
Finally, we asked how adding new networks to an ensemble of co-learning networks could change its
performance. As an example, we compared the performance of ensembles of 10 networks trained
with their optimal negative β, to ensembles that combined these 10 networks with new 5 networks
in different ways. We found that adding 5 independently trained networks or adding 5 networks
that are negatively coupled to the first 10 networks did not improve the ensemble’s performance.
Simple boosting of the ensemble by training the new 5 networks on samples that were close to the
decision boundary of the original ensemble did not improve the ensemble’s performance either. In all
cases, retraining 15 networks by negatively coupling them was a significantly better strategy (see
Supplementary Materials). We conclude that iterative expansions of coupled networks or boosting
requires more delicate tuning or learning.
4 Discussion
Inspired by analysis and models of social interactions in groups of animals, we presented a model
for co-learning in ensembles of interacting deep neural networks. We found that for a wide range of
ensemble sizes, the performance of the ensemble was most accurate when individual networks aimed
to maximize their individual performance as well as their diversity. In particular, optimal ensemble
co-learning by coupled networks resulted in individual performance of networks that was significantly
inferior to what the typical network would achieve if it was trained on its own. We showed that
ensembles of diverging networks reach their optimal behavior by specialization of individual networks
on parts of the space of samples, and structural features that are distinct from that of independently
trained or positively coupled co-learning networks.
The models for co-learning that we studied here reflect the importance of diversity as a design
principle for ensemble learning or efficient group behavior, and the potential benefits of optimizing
this diversity. We relied on uniform interaction coefficient for all pairs of networks in the ensemble,
which implies that adapting or learning the ‘social’ coefficients could further improve the performance
of the ensemble. The specialization of individual networks in optimally interacting ensembles that we
observed, suggests possible boosting of ensembles (beyond our simple attempt described above), by
adding networks with different interaction terms or targeted samples. Future work will also explore
larger ensembles, other network architectures, and different task difficulties. Finally, similar to the
extension of game theory ideas to the use of generative adversarial networks [19], we hypothesize
that balancing conflicts between learning networks and diversification, as well as considering settings
with partial and missing information among networks, could lead to better training and performance
of ensembles.
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Supplementary Materials
These supplementary materials present: (1) the implementation details and training of the ensembles
of the neural networks presented in the paper, (2) the performance of other ensemble combination
methods such as majority voting and the geometric mean of the networks outputs, (3) performance
results with a VGG architecture trained on the CIFAR-100 dataset, (4) summary of differences in
sparseness, activation, synaptic weights, and predictions in networks trained with different coupling
regimes, (5) preliminary results of the experiments of expanding an existing ensemble or boosting it.
Neural Networks architectures and training details
Two neural network architectures and data sets were used for studying co-learning in ensembles
described in the main text. LeNet-5 networks with ReLU activation functions (Figure S1a and Table
S1) were trained on the CIFAR-10 data set. The networks’ parameters were initialized with the
Xavier initialization procedure [20]. The training was performed using mini-batch stochastic gradient
descent with batch size of 512, momentum of 0.9, and weight decay of 0.0005. Results presented in
the main text utilized a constant learning rate of 0.01, but similar behavior was observed for different
learning rate schedules such as a step function and cosine annealing: ηt = 12η0(1+cos
t
tmax
pi), where
ηt is the learning rate at epoch t and tmax is total number of epochs [21]. Networks were trained for
150 or 300 epochs, based on the typical convergence rate of training, as shown in Figure S2b. The
results of training for both network architectures and data sets were qualitatively similar. Negatively
coupled networks achieved better performance than independent ones while the performance of their
individual networks degraded with more negative coupling coefficient values (Figure S2c). This
effect was greater in larger ensembles and the optimal coupling coefficient scaled with the number of
networks in the ensemble (Figure S2d).
Figure S1: The architectures studied in this paper. Convolutional layers are denoted by ‘Conv’,
fully-connected layers by ‘FC’ and batch-normalization by ‘BN’. ReLU is the standard ReLU
activation function and Max-Pooling is a sub-sampling process. a. The LeNet-5 architecture, details
are in Table S1. b. The VGG-9 architecture, details are in Table S2. The architecture is similar to
VGG-11 [16], but with only one fully-connected layer at the end of the networks instead of 3.
Ensembles of up to 7 VGG-9 networks were trained on the CIFAR-100 data set [15]. This network
architecture is similar to VGG-11 described in [16], but here only one fully-connected layer at the
top of the network instead of 3 (Figure S1b and Table S2). Networks were trained with 8 different
splits of train and test data and random initialization of the weights. The networks’ parameters
were initialized with the Xavier initialization procedure at the beginning of training. Training was
performed using mini-batch stochastic gradient descent with batch size of 256, momentum of 0.9, and
weight decay 0.0005. Networks were trained for 150 epochs reaching prefect accuracy on the train
set (see below) with cosine annealing schedule (see above) and η0 = 0.01. Due to the computational
cost of training the networks over the entire β¯ = β ·N range, we focused on coupling values with
β¯ ≤ 0 values for each ensemble size.
In all cases, the data set was split randomly for each training session, into a train set of 50,000 samples
and a test set of 10,000 samples. Pixel intensities of images were normalized to values between 0 and
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Table S1: LeNet-5 architecture
Layer Feature Maps Size Kernel Size Stride Activation
Input 3 32x32 - - -
Conv1 6 28x28 5x5 1 ReLU1
MaxPool 6 14x14 2x2 2 -
Conv2 16 10x10 5x5 1 ReLU2
MaxPool 16 5x5 2x2 2 -
Conv3 120 1x1 5x5 1 ReLU3
FC1 - 84 - - ReLU4
FC2 - 10 - - softmax
Table S2: VGG-9 architecture
Layer Feature Maps Size Kernel Size Padding Stride Activation
Input 3 32x32 - - - -
Conv1 64 32x32 3x3 1 1 BN+ReLU
MaxPool 64 16x16 2x2 - 2 -
Conv2 128 16x16 3x3 1 1 BN+ReLU
MaxPool 128 8x8 2x2 - 2 -
Conv3 256 8x8 3x3 1 1 BN+ReLU
Conv4 256 8x8 3x3 1 1 BN+ReLU
MaxPool 256 4x4 2x2 - 2 -
Conv5 512 4x4 3x3 1 1 BN+ReLU
Conv6 512 4x4 3x3 1 1 BN+ReLU
MaxPool 512 2x2 2x2 - 2 -
Conv7 512 2x2 3x3 1 1 BN+ReLU
Conv8 512 2x2 3x3 1 1 BN+ReLU
MaxPool 512 1x1 2x2 - 2 -
FC1 - 100 - - - softmax
1 as a pre-processing stage; for data augmentation we used random crops and random horizontal flips
[22].
Training and analysis code was written using the PyTorch library [23] and was executed on an IBM
Spectrum LSF cluster with 5 machines each with a single NVIDIA Tesla-P100 GPU. Training of a
single LeNet-5 architecture on CIFAR-10 on a single GPU lasted approximately 31 minutes.
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Figure S2: Negatively coupled ensembles reach higher performance compared to ensembles of
independent networks and positively coupled ones for training over 300 epochs. a. Example of
the training curves of an ensemble of size N = 2 and its individual networks (LeNet-5 trained
on CIFAR-10). Left panel shows the case of negatively coupled networks; Middle panel shows
independently trained networks; Right panel shows positively coupled ones. b. The absolute change
(on log-scale) in accuracy between two consecutive epochs along the training trajectory for one of the
networks in an ensemble of size N = 2; Inset shows the last 200 epochs on linear scale. c. Accuracy
of two individual networks and the ensemble is shown as a function of the coupling coefficient at
the end of a 300 epoch training. Lines show the average values over 10 runs with different train-test
splits and random initialization; Funnels around each line show the standard deviation values over the
10 runs. Dashed horizontal line marks the performance of β = 0. d. Average accuracy of ensembles
is shown as a function of the coupling coefficient for different ensemble sizes at the end of a 300
epoch training. Funnels around each line show the standard deviation values over the 10 runs.
Ensemble combination methods
The classification values of the ensembles were computed by linear uniform combination of the
individual networks, as described in the main text. We also explored majority voting combination
scheme, where the class label predicted by the ensemble is the most common among the set of
individual networks, and the geometric mean of the individual networks’ outputs pi(y|x), in which the
predicted label by the ensemble y˜ is given by: arg maxy
1
Z
∏N
i=1 pi(y|x), where Z is a normalization
factor. We repeated the analysis of figure 3 in the main text using these two combination methods,
and estimated the ensembles’ accuracy for different ensemble size and coupling coefficient values.
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Figure S3 shows that in all cases the results were qualitatively similar to the results presented in the
main text.
Figure S3: Optimal negative coupling of co-learning networks for different ensembles size
and combination methods. a. Average accuracy of ensembles merged using the majority voting
combination method is shown as a function of the coupling coefficient for different ensemble sizes.
Funnels around the lines show the standard deviation of accuracy values over 30 runs with different
train-test splits and random initialization. (∗ For N = 50 the results here were obtained from 10
repeats only). b. Heatmap of the average difference in accuracy between ensembles of coupled
networks and ensembles of independently trained networks. c, d. same as panels a, b for ensembles
merged with the geometric mean combination.
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Performance of ensembles of co-learning VGG-9 networks on CIFAR-100
Figure S4a and Figure S4b show a typical example of the learning curves for one ensemble of two
networks. Here training results in saturation of the ensemble, while individual networks converge
to solutions that are farther away as β¯ becomes more negative. Figure S4c shows the performance
of individual networks and of ensembles for different coupling values and ensembles sizes of VGG
networks. The performance of ensembles of negatively coupled networks was significantly higher
than the performance of independent networks, and the gap grows with ensemble’s size (Figure S4d).
Figure S4: a. Example of the training curves of an ensemble of size N = 2 and its individual
networks (VGG-9 trained on CIFAR-100). b. Example of the testing curves, same as panel a.
c. The average performance over test data of co-learning ensemble of N = 7 VGG-9 networks,
trained and tested on the CIFAR-100 data set, for negatively coupled networks and independent
ones. Error bars show the standard deviation values over the 8 runs. Negatively coupled ensembles
outperform independent ensembles for β¯ = −0.5 (Wilcoxon signed-ranks test with Bonferroni
correction, T+ = 0, p < 0.05) and β¯ = −1 (Wilcoxon signed-ranks test with Bonferroni correction,
T+ = 0, p < 0.05). d. Comparison of the average test performance of ensembles for different size
and coupling values. Negatively coupled ensembles had better performance than independent ones;
notably the optimal β < 0 value varies with N , as reflected by the crossing of curves for the two
negative values. Error bars show the standard deviation values over the 8 runs.
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The effect of ensemble coupling on sparseness of neural activation, synaptic weights, and
networks’ confidence in labeling
Networks that co-learned with different coupling between them, converged to individual networks
that had different average activation of units as well as distributions of weights (synapses) between
layers. An example for one layer was presented in the main text, and here we show this across all
weights and activation layers in the networks. Table S3 lists the sparsity of activation for different
coupling regimes by (1) the fraction of non-activated neurons and (2) the mean activation in each
layer of the network. Networks in negatively coupled ensembles exhibited sparse activation patterns
in all layers.
Table S3: Individual networks’ activation in an ensemble of size N = 2 under different coupling
regimes averaged over 30 train-test splits with random initialization. Negatively coupled ensembles
have higher fraction of inactive units but higher average firing rate across all layers.
Layer Mean non-active neurons (%) Mean activation (a.u)
-0.4 0 0.4 -0.4 0 0.4
ReLU1 61± 0.02 49± 0.02 48± 0.03 0.36± 0.02 0.29± 0.02 0.28± 0.02
ReLU2 62± 0.02 49± 0.03 46± 0.01 0.88± 0.08 0.55± 0.02 0.55± 0.03
ReLU3 70± 0.01 57± 0.01 55± 0.00 1.11± 0.14 0.52± 0.02 0.52± 0.02
ReLU4 70± 0.03 54± 0.02 54± 0.01 0.68± 0.07 0.32± 0.01 0.30± 0.02
Moreover, negatively coupled networks utilized a wider range of weight values across all layers
(Table S4). Extending the analysis of figure 5 in the main text, Figure S5 shows the distribution of
entropy values of each of the individual networks in an ensemble of N = 10 networks, over the
samples, H[pi(y|x)]. All the networks in negatively coupled ensembles had a sharp peak close to 0,
reflecting that they all became more confident in their classification of samples.
Table S4: Standard deviation of the weights of individual networks in an ensemble of size N = 2
under different coupling regimes, averaged over 30 train-test splits with random initialization.
Layer Parameters Standard Deviation
β = −0.4 β = 0 β = 0.4
Conv1 0.45± 0.06 0.31± 0.01 0.30± 0.01
Conv2 0.21± 0.01 0.14± 0.00 0.13± 0.00
Conv3 0.08± 0.01 0.05± 0.00 0.05± 0.00
FC1 0.10± 0.00 0.07± 0.00 0.07± 0.02
FC2 0.23± 0.01 0.17± 0.00 0.16± 0.00
Figure S5: Histograms of entropy values of the classifications of samples by the individual networks
in a representative ensemble H[pi(y|x)], for N = 10. Lines of different color denote different
individual networks in the ensemble, which show very similar entropy distributions even in the case
of β < 0. Inset in left panel shows the histogram without the first bin. Negatively coupled networks
have high ‘confidence’ in their assessments, reflected by the large fraction of samples with low
entropy.
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Expanding ensembles and boosting their performance
We compared the performance of ensembles of 10 networks trained with their optimal negative
β, to ensembles that combined these 10 networks with 5 additional networks that were trained in
different ways. We found that adding 5 independently trained networks or adding 5 networks that
were negatively coupled (between themselves and to the original 10 networks), while the first 10
networks were excluded from the optimization process (i.e. were ‘frozen’) did not improve the
ensemble’s performance (noted as ‘add-freeze’ with β = 0 or β = −0.07 in Table S5). When
we allowed the existing 10 networks to be optimized together with the new coupled networks, the
ensemble’s results improved but may be explained by the extra training of the original ensemble -
training an ensemble of 15 networks from scratch for 300 epochs reached higher performance. Thus,
simple expansions of negatively coupled ensembles require adaptive or learning based expansions of
ensembles to be on par with training novel ensembles. We experimented with a simple boosting of
the ensemble by training additional 5 independent networks on a subset of the train set. This subset
consisted of samples that were close to the decision border: these were the samples for which 5 of
the networks of the original ensemble voted correctly and the other 5 voted for another label. This
simple boosting-like scheme did not improve the ensemble’s performance (83.32± 0.30 accuracy).
We also tried to train the new networks with a broader subset, composed of the training samples for
which 5−m to 5 +m (with m = 1...5) networks of the the original ensemble voted correctly. This
did not improve the ensemble performance either and resulted similar performance for all m. While
preliminary, these attempts attest to the need for better approach for boosting of ensembles, as in all
cases retraining 15 negatively coupled networks from scratch gave the best results.
Table S5: Different ways to expand a trained ensemble of size 10 with additional 5 new networks as
described in the text. Retraining 15 negatively coupled networks from scratch with a large budget
was a significantly better strategy.
Training Method β Ensemble Accuracy (%)
10 networks ensemble -0.07 83.65± 0.38
add-freeze-retrain 0 83.43± 0.34
add-freeze-retrain -0.07 83.74± 0.34
add-retrain -0.07 84.97± 0.33
15 networks ensemble (150 epochs) -0.07 84.29± 0.25
15 networks ensemble (300 epochs) -0.07 85.65± 0.25
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