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Summary
A major obstacle of increasing the efficiency, effectiveness and quality of education is the lack
of widely available, accessible, multilingual, timely, engaging and high-quality educational ma-
terial. The creation and maintenance of comprehensive OpenCourseWare is tedious, time-
consuming and expensive, with the effect that often courseware employed by teachers, instruct-
ors and professors is incomplete or outdated. Universities create much of the world’s intellectual
capital and are eager to share this knowledge beyond the walls of the academy and to grant
access to education for everyone. Unfortunately, academic institutions have found it difficult
to scale the significant organizational, technical, and cost barriers to distribution of rich Open-
CourseWare while supporting the content interoperability and keeping the quality of the shared
content high.
The aim of this thesis is to develop a concept for a collaborative authoring platform, support-
ing reusable and remixable educational content. Our systematic literature study revealed the
lack of crucial conceptual and technological approaches supporting the large-scale collaboration
on this type of content. Namely, the issues of content localization, remixing and repurposing,
as well as user engagement and coordination techniques were not yet sufficiently researched.
In the thesis we have researched, adapted and integrated collaborative authoring strategies
in a comprehensive approach, which comprises the following pillars:
• In order to engage and coordinate collaborators we have developed the CrowdLearn
concept, that applies social networking techniques to the structured content development.
• To facilitate the content reuse and repurpose we have developed the WikiApp data model,
that presents the content as a sequence of content revisions, each of which can be operated
and reused independently.
• In order to enable a fully-featured collaboration on multilingual educational content we
have developed the CoSMEC concept, which allows synchronization and co-evolution of
the content between its versions in different languages.
We have implemented and evaluated the developed concepts within the web-based SlideWiki
framework. The application deals with two main types of structured content objects: slide sets
and self-assessment items attached to the slides. Both content types can be authored and
maintained collaboratively, with enhanced possibilities for cross-lingual reuse and repurpose.
The SlideWiki platform involves both teachers and students into the content development
process, thus increasing quality not only of the developed content, but of the learning process
in general.
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CHAPTER 1
Introduction
Knowledge exists to be imparted.
R. W. Emerson
The Web does not just connect
machines, it connects people.
Tim Berners-Lee
1.1 Motivation
Knowledge expands people’s possibilities. It promotes creativity and imagination. In addition
to its intrinsic value, it has substantial instrumental value in expanding other freedoms. Being
educated empowers people to advance their interests and resist exploitation. The worldwide
level of literacy has dramatically increased during the 20th century [78], both men and women
have the right to be educated, and the number of schools worldwide grows constantly. However,
while basic conventional education is accessible for most people around the world, its quality
often remains low. Many people do not have access to a high-quality education due to its high
costs, geographical-, language- or cultural barriers. Overcoming these barriers is one of the
most important challenges educators have to face today.
Ensuring the possibility for professionals to educate themselves is another important challenge
of today’s education programs. The 21st century reality requires people to continuously acquire
new knowledge and skills. This understanding led to the appearance of the life-long learning
concept.
Both challenges (barrier-free and life-long education) are addressed by the concept of Open
Educational Resources (OER). According to the UNESCO definition
1
OER are teaching, learn-
ing, or research materials that are in the public domain or that can be used under an intellectual
1
http://www.unesco.org/new/en/unesco/themes/icts/open-educational-resources/
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property license that allows reuse or adaptation (e.g. Creative Commons
2
). The OER move-
ment aims to break down barriers that have blocked free access to academic content. Until
recently, most digital educational content was not freely available outside its proprietary in-
stitutions. Moreover, content providers often ensure the materials are protected by passwords
and proprietary formats. The OER movement aims to break down these stratagems, proving
that knowledge exchange is beneficial for all participants and society as a whole. The effort put
in promoting these ideas has already been accepted on the highest levels. The report from the
UNESCO forum on open content for higher education [47] says: “OER represents a major step
toward sharing teaching materials, methods, and tools, just as academics have shared their work
in scholarly papers for a long time. The result is to augment teaching resources while expanding
knowledge opportunities for learners and faculty members”.
Since the OER strategy has become widely accepted, meeting increasing and increasingly
varied demands for high quality education is an important consideration in the policy debate
and institutional development in many countries. It is especially important in the case of
developing countries, for whom demand often greatly exceeds capacity in the existing higher
education system.
New developments in higher education – from virtual universities and e-learning to open
source initiatives – speak to the efforts on the part of the traditional higher education com-
munity, as well as new providers, to address this increasing demand. The open source movement
can be seen as reflecting the philosophy of academia, which is based on the sharing of inform-
ation and new discoveries through the peer-reviewed academic publication process.
Nowadays, open initiatives in education have crystallized around three major areas of activity:
the creation of open source software and development tools, the creation and provision of
OpenCourseWare (OCW), and the development of standards and licensing tools. The success
of the OER movement depends on the presence of efficient approaches in each of these areas.
While the idea of opening and sharing educational resources is nowadays widely accepted, the
OER providers and consumers face significant challenges, such as providing increased access,
while containing or reducing costs. Perhaps the best-publicized and most copied institutional
OER model is MIT OCW
3
project. However, its overall success notwithstanding, the model is
hard to follow due to the extremely high costs of development; the project costs approximately
$3.5 million every year, which means the release of each course took an average of 100 working
hours. Furthermore, there is a number of additional challenges preventing the OCW movement
from reaching its goals, as summarized in the paragraphs below.
OCW Initiatives have inherent weaknesses. The OCW concept arose from the success of
open source software by expanding the concept of openness to the educational context. A vast
amount of OCW is being published online to make educational content more easily attainable.
There is currently a hype around Massive Open Online Courses (MOOC). The awareness among
users and the popularity of systems providing such courses are increasing. More than 250 in-
stitutions worldwide are openly publishing courses today. Some OCW initiatives by renowned
universities are: MIT OCW, Stanford Engineering Everywhere, Carnegie Mellon Open Learn-
ing Initiative, Harvard University Extension School, Open Learning Initiative, Initiative, Open
Yale Courses, Rice University’s OpenStax, OpenLearn, and Webcast.Berkeley. Further OCW
repositories have been made available by organizations such as: OCW Consortium, Open Edu-
2
http://creativecommons.org
3
http://ocw.mit.edu/
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cation Resources Commons, and The Saylor Foundation’s Free Education Initiative. The Open
Education Consortium, the central community of institutions and organizations working on
open education, lists 26,611 courses from 80 providers.
However, from a subjective experience, OCW is often cursory, outdated or non-reusable.
Many of the courses contain only a syllabus; are only available in one language; or in formats,
which are difficult to reuse. A systematic analysis [3] of 100 courses from major OCW reposit-
ories revealed the following weaknesses:
• Legal Reusability. Only 28 out of the 100 courses have a truly open license; the vast
majority (57 out of 100) are restricting reuse to non-commercial scenarios, which is not
open licensing according to the Open Definition. If, for example, the courses are offered
with a fee or the training organization is a for profit-organization, the non-commercial
restriction thus prevents reuse.
• Multilinguality. English is the original language of the vast majority of the courses; only
two of which have been translated to other languages. Only 12 out of the 100 courses
were originally offered in languages other than English.
• Format repurposability. 68 of the courses are offered in formats supporting some form
of repurposability. However, 52 of these 68 courses are only available in PDF, thereby
preventing true reusability.
• Recency. Out of 100 courses assessed in 2014, only 32 courses have been updated in the
last two years.
• Learning by Self-assessment. Self-assessment material is only available as part of the
course material in 15 courses and separately for another 40 courses. Out of these 55
courses with some form of self-assessment, just 25 provide solutions.
• Engaging course material. Although, two thirds of the courses have at least one example
and one illustration, just one quarter of the courses has more than 50 examples. Based on
the ratio of illustrations per course unit, almost two thirds of the courses are objectively
of low attractiveness.
• Community Involvement. The content of 61 courses has been created by a single author.
Only 16 courses are the result of collaborative work.
Educators are reinventing the wheel every day. Despite the plethora of Learning Manage-
ment Systems (LMS) available and used today, educators are spending most of their time
replicating what others have done before. In the educational domain there is currently no sys-
tematic way of sharing and collaborating on content, as is the case in other online domains
(e.g. wikis for text authoring, GitHub
4
for software development or OpenStreetMap
5
for map
creation). Learning resources are shared only in a cursory way and frequently do not allow re-
purposing for technical or licensing reasons. When resources are shared, there is no mechanism
to coordinate the synchronization of various revisions of content (as wikis, Git or OpenStreet-
Map allow). Hence, the maintenance and updating of learning resources is cumbersome and
4
http://github.com
5
http://openstreetmap.org
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learning resources become quickly outdated. Furthermore, there is no integrated support for
multilinguality and translation of learning material.
In order to improve this situation and increase the breadth and depth of OCW, we have to
substantially reduce the effort required for the creation, translation and maintenance of OCW
content. More widely sharing the burden of content creation, translation and maintenance
as well as employing crowdsourcing techniques seems to be a natural candidate strategy for
overcoming this obstacle.
Multiplatform learning delivery incorporating LMS, MOOC. LMSs have dominated e-learning
for several years. They have been widely used by academic institutions for delivering their dis-
tance learning programs, as well as for supporting their students outside the classroom. They
have also been established in the business sector as the mainstream platform for delivering
training services to employees. A LMS is an online software application offering facilities for
student registration, enrollment into courses, delivery of learning materials to students, student
assessment, and progress monitoring. Popular examples of LMSs used by the academic as well
as the business world include Blackboard
6
, Moodle
7
, and CLIX
8
.
The emergence of OERs has greatly facilitated online education through the use and sharing
of open and reusable learning resources on the Web and via social networks. Learners and
trainers can now access, download, remix, and republish a wide variety of quality learning
materials available through open services provided in the cloud. The emergence of affordable
tablet technology has also enabled the mass production and delivery of rich interactive learning
materials as eBooks, distributed via popular channels like iTunes U
9
.
The OER initiative has recently culminated in MOOCs delivered via providers such as Uda-
city
10
, Coursera
11
and edX
12
. MOOCs have very quickly attracted large numbers of learners;
for example over 400,000 students registered within four months for edX courses. More re-
cently, the Open University established FutureLearn
13
as the UK response to the emergence
of MOOCs in collaboration with over 40 organizations, within which are 37 universities. Since
its launch, FutureLearn has attracted more than 1 million registered learners worldwide with
over 2.2 million course sign-ups.
These initiatives have led to widespread publicity and also strategic dialogue in the educa-
tion sector. The consensus among different groups of stakeholders is that after the web-induced
revolutions in communication, business, entertainment, and media, it is now the turn of uni-
versities. Exactly where this revolution will lead is not yet known, but some radical predictions
have been made including the end of the need for university campuses, while milder future
outlooks focus on blended learning. Whatever the future might bring, the landscape in higher
education is about to change radically.
There is an abundance of systems covering other stages of educational value chains, such
as Learning Management (e.g. ILIAS, Moodle, OLAT), Learning Content, Learning Delivery
(e.g. OpenCast, FutureLearn), Learning Analytics Systems and social networks. Instead of
6
http://blackboard.com
7
http://moodle.org
8
http://www.im-c.de/germany/en/solutions/learning-management/clix-learning-suite
9
https://www.apple.com/education/ipad/itunes-u/
10
http://www.udacity.com/
11
http://coursera.org
12
http://edx.org
13
http://futurelearn.com
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trying to incorporate as much functionality as possible in a single system, we need to facilitate
the exchange of learning content and educational data between different systems in order to
establish sustainable educational value chains and learning eco-systems. Open (learning meta-
data) standards such as Sharable Content Object Reference Model (SCORM) [1] are first steps
in this direction, but truly engaging, inclusive and multilingual value chains can only be realized
if we take content structuring to the next level and employ techniques such as interactive
HTML5 (which can currently be presented on almost all devices) and fine-grained semantic
structuring and annotation of OCW.
1.2 Problem Definition
Based on the challenges discussed above, we define the problem addressed by our research as
producing reusable multilingual high-quality educational content with low resources consumption.
While high levels of quality and reusability can be reached by using models similar to MIT
OCW, the issue of decreasing production costs remains mostly unsolved. Furthermore, if there
is a need to offer the content in different languages even more resources are consumed.
An important step towards decreasing the costs, while simultaneously increasing the quality
of the educational material, is applying collaborative techniques to the production process.
Such collaboration affects different aspects of content production, such as: content annotation,
personalization, and sharing. According to a study from the early nineties [105], already at that
time most of the work in academia, business and industry was completed by groups of people
collaboratively. This is why collaborative creation of educational materials is natural. From a
psychological and sociological point of view it is proven that people like to collaborate [120, 57].
According to the studies, collaboration positively influences cognitive development in people.
Generally, people even prefer to work together; according to [120, 57], the reasons for this
include:
• benefiting from partner’s knowledge;
• building strong personal relations with others;
• increasing the work quality by critique and experience exchange;
• avoiding duplication and redundancy of tasks.
If we consider different domains of content creation; collaborative authoring has dramatically
improved the efficiency, effectiveness, quality and timeliness of content creation. For text au-
thoring, for example, wikis are currently prevalent and are used in corporate intranets of large
companies as well as by online communities. In particular, for encyclopedic article creation,
Wikipedia has demonstrated how such a large-scale collaborative process can be superior to
traditional content creation processes. Moreover, as shown in Figure 1.1 collaborative content
authoring is not limited to textual content. For geospatial data, for example, OpenStreetMap
has shown how a community of a few thousand collaborators can create a value which pre-
viously required multi-billion Euro investments. Likewise, open-source software development
platforms, such as SourceForge, Google Code, or recently GitHub, have dramatically improved
the effectiveness and efficiency of community collaboration around software source code and
facilitated the creation of widely-used software projects such as Linux, Firefox and LibreOffice.
5
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Figure 1.1: Collaborative authoring platforms in various domains.
What all these collaborative platforms have in common is the fact that they were specifically
created to support a particular content type. wikis support text authoring and versioning; with
OpenStreetMap editors, maps can be created; and version control interfaces such as GitHub
are tailored for software source-code. For OCW, such technological and organizational support
for collaborative authoring and translation does not exist. To be more specific, there is no
authoring tool supporting true collaboration on learning [98], which should include not only
the possibility to reuse (parts of) the content, but also allow authors to understand what other
authors do (1), why a learning object should be created (2) and how the authoring process is
proceeding (3).
In order to define the challenges preventing the development of such a system we have con-
ducted systematic literature review in the domain of collaborative authoring of educational
content. The detailed results of this review are presented in chapter 3. According to our study,
the main obstacles for implementing the support of large-scale collaboration on educational
content are:
1. content reusability and interoperability,
2. full support of social collaboration and
3. support of multilinguality.
The scope of this thesis is to define and discuss these obstacles, as well as propose and evaluate
an example system design facing them.
1.3 Problem Description and Example Solution
In order to showcase the problem and our proposed solution we introduce an example scenario
from an educator’s point of view.
Let’s imagine, Mrs. Andrea Malupos is a trainer supporting young adults in their professional
life. At a training center in Madrid, she is training groups of 5-10 school graduates in topics
necessary for improving their employment chances. A particularly important aspect is auto-
learning, where the trainees work with the course and accompanying material. Andrea was
requested to prepare a new course module on career development, personal marketing as well
as curricula vitae and reference portfolio presentation. Although she finds some material she
could use for her course online, it is cumbersome to investigate licensing conditions, organize
and translate the content mostly only available in non-reusable PDF, and enrich it with specific
material as well as self-learning and -assessment possibilities.
The solution for the problem would be Andrea becomes part of a national and international
network of trainers providing similar training courses. A collaborative web platform for collab-
orative OCW authoring is extensively used within the network. Using the platform, she can
6
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quickly develop a structure of the envisioned course material and integrate some existing mod-
ules she found. The colleagues in her network are interested in contributing to specific parts
related to their area of competence. Using the semi-automatic and crowdsourced translation
features the material is easily translated and kept-in-sync in five languages. The branching,
merging and repurposing features allow everyone to create their own version of the course ma-
terial, while at the same time benefiting from updates others provide. Since the material is
used by a number of collaborators, new additions and extensions are quickly incorporated into
the course and available to everyone. Andrea’s Italian colleague plans to produce a MOOC
in Italian on the topic. Since the course material, including self-assessment questions, tasks,
project descriptions, and illustrations, is already available, the effort to produce the MOOC is
significantly reduced.
1.4 Research Questions
The main goal of the research summarized in this thesis is providing a comprehensive approach
dealing with the problems of collaborative authoring of OERs. More specifically, our research
answers the following questions:
1. Related to content reusability:
• How to make content reusable on a large-scale?
• How to make content easy to search and filter?
• How to publish content with the possibility to migrate it between various platforms?
2. Related to social collaboration:
• How to organize and facilitate large-scale collaboration?
• How to deal with mistakes and vandalism?
• How to collaborate on structured content?
3. Related to multilinguality:
• How to decrease the costs of producing multilingual content?
• How to synchronize content of different language versions?
1.5 Overview of the Proposed Solution
In this section we briefly describe the strategies underlying our approach. Particularly, we
give an overview of the concepts we have developed to solve each of three previously defined
challenges. We address the challenge of content reusability and interoperability by providing
innovative WikiApp data model. In order to facilitate social collaboration on the content
we have developed a CrowdLearn concept, based on the WikiApp data model. To address
the multilingual content authoring issue we have extended the CrowdLearn concept to support
collaboration on this type of content. We claim that the resulting Crowdsourcing (semantically)
Structured Multilingual Educational Content (CoSMEC) concept solves the defined research
problem.
7
1 Introduction
1.5.1 Content Reusability and Interoperability
The paradigm of OER supposes the creation and sharing of reusable and repurposable learn-
ing objects, annotated by standardized metadata. Only learning objects that satisfy these
requirements can be (re-)combined in maintainable high-quality OCW. In order to achieve high
levels of learning objects, searchability, reusability and interoperability of the content has to be
structured, annotated by standard metadata, and published on the web in an efficient manner.
However, the state-of-art approaches in learning objects development and publishing often do
not satisfy these requirements. Usage of different, often proprietary, content formats and sys-
tem architectures prevents effective migration of content between platforms; lack of structuring
makes the repurposing of smaller content pieces impossible; and plain-text metadata limits the
searchability.
In order to deal with these issues we propose the use of widely accepted content formats
together with generous data models enabling fine-grained content structuring and efficient col-
laboration on it. Our approach deals with learning objects in the form of HTML-snippets
organized in tree structure. Each branch of the tree as well as each leaf is an individual learn-
ing object annotated by metadata and it can be cut, copied or changed without updating the
rest of the tree. The data model we have developed in order to organize the content in such a
way is called WikiApp. This model supports all operations necessary for collaboration on the
structured content; including social networking and version control actions. In section 4.2 we
introduce this model in detail. We have chosen HTML format for the content not only because
of its generosity, but also because of the recently developed technologies of HTML-content an-
notating and publishing. To be published on existing e-learning platforms, the HTML format
can be transformed in a number of common e-learning formats automatically or with reasonably
low effort. We have, for example, implemented automatic content transformation into SCORM
packages, discussed in more detail in section 5.1.2.
Content, structured and organized in the way described above, can be transformed into
machine-readable formats such as Resource Description Framework (RDF). The Semantic Web
and Linked Data movements, with the aim of creating, publishing and interconnecting machine
readable information, have gained traction in the last years (cf. LODStats
14
). Making con-
tent machine-readable provides a wide list of advantages compared to non machine-readable
formats [75]:
• For search and retrieval: enriching documents with semantic representations helps to
create more efficient and effective search interfaces, such as faceted search [132] or question
answering [86].
• In information presentation: semantically enriched documents can be used to create more
sophisticated ways of flexibly visualizing information, for example by means of semantic
overlays as described in [24].
• For information integration: semantically enriched documents can be used to provide
unified views on heterogeneous data, stored in different applications by creating composite
applications such as semantic mash-ups [7].
• To implement personalization: semantic documents provide customized and context-
specific information, which better fits user needs and will result in delivering customized
applications such as personalized semantic portals [114].
14
http://stats.lod2.eu
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• For reusability and interoperability: enriching documents with semantic representations
(e.g. using the Dublin Core vocabularies
15
) facilitates content exchange between disparate
systems and enables the building of applications such as executable papers [92].
In order to perform the transformation we use the Relational Data Base to RDF (RDB2RDF)
16
approach, which allows us to convert relational data to a linked data format directly from the
database, including the ability to customize the output data model. We discuss semantic pub-
lishing and describe our approach for content conversion in subsection 5.1.2.
1.5.2 Social Collaboration
Collaboration on structured educational content can be established within a limited group of
experts (1) or involve the power of the crowd (2). The first approach has a number of issues:
• It requires a lot of preparation; the domain experts with the knowledge of certain lan-
guages have to be found first.
• Each expert has her own background and point of view on the topic, thus, the negotiations
can have a negative effect on the time costs.
• It results in production of content available in only a limited number of predefined lan-
guages.
• The content easily becomes outdated; a limited number of experts spread internationally
might not be aware of all new findings in the domain.
• The content refinement is time-consuming and can cause de-synchronization of the con-
tent.
Since the emergence of the Web 2.0 concept, the Internet has transformed from a large-scale
source of information into a large-scale collaboration platform. Following the ideas of Tim
Berners-Lee, it is now possible, and even easy, to not only consume information, but to provide
and share it through web channels. Besides, a number of technologies have been developed to
support different aspects of this collaboration. For instance, the wiki-way of content authoring
provides tools to make the content creation process accessible for larger audiences while social
networking channels support the communication and negotiation of collaborators, as well as
allow the sharing of content between users. These technologies decrease the costs of content
development while keeping the content unbiased, up-to-date and open; which are especially
important values for educational content.
In our approach we have applied technologies supporting social collaboration to structured
educational content development. In order to do so, we needed to deal with versioning, merging
and branching of the structured content, as well as with standard-compliance issues. To address
these challenges we have developed the CrowdLearn concept, presented in section 4.1. The
proposed concept deals with learning objects of fine granularity, allowing their authoring and
reuse for all users under a CC-BY-SA
17
license. The license allows reuse, repurpose and
updating of the content for anybody as long as the requirement of indicating a list of authors
is satisfied. The structured content is built according to the WikiApp data model, which
15
http://dublincore.org/
16
https://www.w3.org/standards/techs/rdb2rdf
17
https://creativecommons.org/licenses/by-sa/4.0/legalcode
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natively supports social networking actions to engage user negotiation and community building
activities.
1.5.3 Multilinguality
The support of multilingual content is crucial for educational platforms because of the many
benefits it brings. One of the most important benefits of multilingual content is the opportunity
to educate without language barriers. This causes the number of potential learners to increase
exponentially with to the number of languages the content is available in. The learning quality
for the previously presented users increases as well, due to the possibility of studying the
content in their native language. Another benefit of multilinguality is the ability to share
and exchange knowledge within the multicultural environment. This opportunity is crucial for
fostering the increase of education quality, especially in developing countries, where institutes
and universities often base courses on outdated information, concepts and theories. Access to
the international scientific knowledge through content synchronization would help experts and
educational institutes to be aware of the current proceedings in their respective fields.
In our approach we propose to use the power of a crowd to author the content available
in a number of different languages. Aside from other benefits, using crowdsourcing instead
of expert-based translation ensures that the list of available languages is not fixed, but grows
with the community size, diversity and activity. An excellent example of the successful applic-
ation of crowdsourcing techniques to multilingual content authoring is Wikipedia
18
. However,
the Wikipedia concept does not suppose an (semi-)automatic synchronization of the content
presented in different languages. Although synchronization is sometimes done manually by
contributors, the versions in different languages often remain outdated or even contradictory
to each other.
In order to deal with the synchronization issue we have developed the CoSMEC concept. This
concept is built on top of the CrowdLearn concept and the WikiApp data model discussed above.
It adds additional relations and operations to model translation activities and connections
between original and translated versions. The CoSMEC concept introduces the paradigm of
co-evolution of multilingual content; this entails the ability to update a translation to the
current state of the source object and vice versa. In this manner, the content versions in different
languages can be (semi-)automatically synchronized, while at the same time keeping their status
as individual learning objects and thus ensuring their abilities for reuse and repurpose.
1.6 Research Methods
As the first step of our research we had to study and formally define existing concepts and
strategies facilitating the collaborative authoring in domains other than education. The results
of this work are presented in chapter 2.
In attempt to find existing solutions for the educational domain we have at first conducted a
systematic literature study, as discussed in chapter 3. During the study we have identified the
technological and conceptual gaps for some of the issues, as well as collected the best practices
and approaches proven to solve other issues.
We have then integrate the existing solutions for particular issues in a comprehensive ap-
proach, fulfilling the identified gaps at the same time, as described in chapter 4.
18
http://wikipedia.org
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We implement and evaluate the developed approach with a web-based platform for collabor-
ation on the educational content called SlideWiki. The implementation details and evaluation
results are presented in chapter 5.
During the research we have found out specific issues related to the self-assessment items
authoring. We address the issues in chapter 6.
In chapter 7 we conclude our research and give an overview of our future steps.
11

CHAPTER 2
Collaborative authoring on the Web
(...) people need to be creative. They
want to be able to record what they
think. They want to be able to, if they
see something wrong, go and fix it.
Tim Berners-Lee
In this chapter we give an overview of the technologies and paradigms underlying our research.
We will discuss crowdsourcing, social networking and the wiki technology. We will give the
formal definitions of the basic terms, as well as summarize the known benefits, limitations and
controversies of these paradigms.
2.1 Crowdsourcing
Examples of what is now called crowdsourcing can be found far back in the history of hu-
mankind. According to the timeline presented in [33] the first documented action that can
be categorized as crowdsourcing has taken place in 1711 in Great Britain, when the British
government was trying to find a way to measure a ship’s longitude. They offered the public
a monetary prize to whoever came up with the best solution, which resulted in collaborative
discussion and sharing of ideas between previously unrelated people.
Nowadays, crowdsourcing projects are mostly initiated on web-based platforms. Although
crowdsourcing can be applied to a wide range of tasks, in the scope of our research we focus
on the tasks (or activities) related to all aspects of content development. In the current section
we summarize the formal definitions we rely on and discuss the influence of crowdsourcing on
the content development process.
2.1.1 Definitions
At present, the specific definitions for crowdsourcing are heavily debated [44]. The word crowd-
sourcing is a compound contraction of crowd and outsourcing. Therefore, crowdsourcing can
be seen as outsourcing to a crowd, where a crowd is a large set of anonymous individuals [123].
Due to anonymity, individuals can not be identified or recognized. Implicit in this definition is
13
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the idea that a firm cannot “build its own crowd”. Moreover, the crowd is generally composed
of heterogeneous individuals. In particular, a crowd may be composed of scientists or experts
in various fields, but may also contain novices.
Crowdsourcing as a business term was coined in 2005 by Jeff Howe
1
, who later defined it in
his book as shown below.
Definition 1 (By Jeff Howe) Crowdsourcing is the act of taking a job traditionally per-
formed by a designated agent (usually an employee) and outsourcing it to an undefined, generally
large group of people in the form of an open call.
The term was also defined by the Merriam-Webster dictionary
2
.
Definition 2 (Merriam-Webster dictionary) Crowdsourcing is the process of obtaining needed
services, ideas, or content by soliciting contributions from a large group of people, and especially
from an online community, rather than from traditional employees or suppliers.
We combined both definitions and the word meaning in order to create a more general term,
which we will use later in our research.
Definition 3 (Combined definition) Crowdsourcing is the process of obtaining needed ser-
vices, ideas, or content by a form of outsourcing not directed to other companies, but to the
large set of anonymous individuals by means of an open call.
It might be challenging to decide if a certain application can be called a crowdsourcing
platform. In scope of the current research we take into consideration only the systems dealing
with digital content. In order to define that class of systems, we adapted a definition from [40]:
Definition 4 (Crowdsourcing system/platform) A crowdsourcing system is a web-based
system that enlists a crowd of people to help solve a problem defined by the system owners;
and, in doing so, it addresses the following four fundamental challenges: (1) how to recruit and
retain users; (2) what contributions can users make; (3) how to combine user contributions to
solve the target problem; and (4) how to evaluate users and their contributions.
The crowdsourcing activities related to web-based digital content delivery include, but are
not limited to:
• Creative crowdsourcing, which spans sourcing creative projects such as graphic design,
crowdsourcing architecture, apparel design, movies, writing, illustration, etc. When ap-
plied to the educational domain, the creative crowdsourcing activity can be applied for
collaborative authoring of educational content and its metadata.
• Crowdsourcing language-related data collection, which is functionally close to creative
crowdsourcing, but requires the crowd to be multicultural. This special activity is used for
creating and improving all kinds of dictionaries. In section 4.3 we discuss the adaptation
of this activity for the creation of multilingual educational content and its metadata.
1
http://www.wired.com/2006/06/crowds/
2
http://www.merriam-webster.com/dictionary/crowdsourcing
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• Crowdvoting, which allows applications to collect opinions and rankings on a certain topic
from a large audience. Crowdvoting may be applied to solve a variety of problems, such as
quality assurance, product and services rankings, content recommendations, and others.
In the educational domain the crowdvoting activity often used for quality management.
• Social tagging, which collects tags for the content, usually in form of notes, questions,
labels, etc. These tags are then used for content categorization, search improvements,
personalization, and recommendations. Social tagging allows the transformation of plain
text into learning objects with machine-readable metadata.
While these activities are examples of explicit crowdsourcing; a number of approaches to
solve a wide range of problems are based on implicit crowdsourcing. According to [40], explicit
crowdsourcing entails that users can build artifacts by providing information and editing other
people’s work. Users can evaluate particular items like books or web-pages, or share knowledge
by posting products or items they (dis)liked through social networks. Implicit crowdsourcing
can take two forms: standalone and piggyback. Standalone allows people to solve problems as a
side effect of the task they are actually doing, whereas piggyback takes users’ information from
a third-party website to gather information. Implicit crowdsourcing is most frequently used to
collect user data in order to apply data-mining techniques to them. For example, a user’s search
history can be collected and analyzed in order to discover keywords for commercial adverts,
spelling corrections or finding synonyms. In this way, users are unintentionally helping to
improve the performance of existing systems. Often gamification methods are used to motivate
users to implicitly contribute. For example, in the ESP game users guess what is pictured on
images and then these labels are used to tag Google images [135].
2.1.2 Benefits, Limitations and Controversies
Already from the definition 4, it is clear that crowdsourcing as a task-solving approach has
not only benefits, when compared with conventional approaches, but a number of issues and
challenges as well. In comparison to a limited number of experts, the crowd has both strengths
and weaknesses. As was already mentioned in subsection 2.1.1, we focus our later discussion on
the content development task. In this paragraphs below we discuss the positive and negative
influence of crowdsourcing on different aspects of the content development process.
Content quality Allowing a community or even the whole population to contribute to the con-
tent creation improves its quality as a result of continuous iterative development, improvement
and updating of the content. As well, crowdsourcing techniques positively influence the quality
by producing unbiased content due to the incorporation of a large population of participants
with diverse backgrounds. However, in order for this to be the case, the initiator of the crowd-
sourcing activity must make sure that the community has enough expertise to solve the task.
Furthermore, the impartiality of the produced content is not absolute. Research [62] has shown
that crowdworkers are a nonrandom sample of the population. For example, many researchers
use crowdsourcing in order to quickly and cheaply conduct studies with larger sample sizes
than would be otherwise achievable. However, due to limited access to internet, participation
in lesser developed countries is relatively low. Participation in highly developed countries is
similarly low, because the low amount of pay is not a strong motivator for most users in these
countries. These factors lead to a bias in the population pool towards users in intermediately
developed countries and cause the need to conduct a comprehensive user base study.
15
2 Collaborative authoring on the Web
Another challenge, which calls for the need to study the contributing crowd, is to define a
range of possible contributions the users are allowed to make. For example, when building
a structured knowledge base, users might be allowed to supply attribute-value pairs, correct
mistakes and discuss the content structure. But they can also supply inference rules, resolve
controversial issues, and merge conflicting inputs [107]. Making this strategical decision has a
huge impact on the content quality and is crucial for the overall success of the project. Moreover,
the study of the crowd has to be conducted on a regular basis, as the quality of the crowd might
change over time.
Yet another issue is the content consistency, which is the back side of its impartiality. Due
to the crowd diversity, the content is likely to have inconsistencies in the used terminology or
formatting due to the absence of predefined rules. Besides, the users’ background and cultural
differences often lead to semantic inconsistency; i.e. when different parts of the same artifact
(or its versions in different languages) are based on different assumptions and concepts. This
is especially true for multicultural crowds and in many cases might not be predicted, even if a
comprehensive user base analysis is performed.
Economical efficiency During the iterations, which will eventually lead to better quality con-
tent, many unusable and low quality contributions are made as well. This necessitates sorting
and filtering of the contributions, which in turn calls for an increased number of management
tasks and therefore staff. However, most of the crowdsourcing work is done by people who are
either paid or benefit directly from the outcome of the work. In other cases, the end product
is the outcome of a single person’s endeavor; one person creates the majority of the product,
while the crowd only participates in minor details [140].
Because the content quality strongly depends on the size and quality of the user base, it is
essential to spend a significant amount of the resources on the project dissemination and mar-
keting. Additionally, the challenging nature of crowdsourcing requires crowdsourcing systems
to be more comprehensive (and therefore more expensive) than systems designed for individual
use by a number of trusted experts.
End-user satisfaction End-user satisfaction is influenced by choosing crowdsourcing as a basic
content development approach. On the one hand, users can follow the process of content creation
from early stages and provide their own opinions and edits. In that manner the responsibility for
the final content quality is shared between content providers and consumers. Feeling themselves
active participants, users will most likely not be disappointed if the process takes more time or
resources than planned. On the other hand, the content development process might seem to the
end users a never-ending story. The content pieces are often at different stages of development,
making it hard to predict when the whole planned output will be ready for use.
2.2 Web 2.0 and Social Networking
Already since the time of the World Wide Web’s creation, his founder, Tim Berners-Lee, con-
sidered it to be the space for global collaboration. In one of his interviews
3
, he says: “(...) I
really wanted it to be a collaborative authoring tool. And for some reason, it didn’t really take
off that way.” Only around ten years after we first started to see web sites whose content could
be changed by its users. First, only a small portion of administrators could edit the content of
3
http://www.ibm.com/developerworks/podcast/dwi/cm-int082206txt.html
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a page through the administration board. Later, systems allowed users to have their own pages
and have administrative rights as well. This has made it possible for common users to write
down and share their thoughts within blogs and bulletin boards. And finally, social interaction
tools, allowing community building and instant communication between users within a group,
have made it possible to author content collaboratively.
In this section we give an overview of the concepts behind these social interaction tools, which
have transformed the static read-only Web (Web 1.0) into dynamic writable Web (Web 2.0).
2.2.1 Definitions
The term Web 2.0 first appeared in [38], however the modern meaning was established and
popularized due to the annual Web 2.0 Summit
4
started in 2004. Since then, the concept of
Web 2.0 has been growing and developing. New technologies and web-based applications have
added new meaning to the term and this process is still going on. Web 2.0 can be defined as
writable or participative web, which means that Web 2.0 applications and services allow users
to use the Internet in a more interactive and collaborative manner, emphasizing peers’ social
interaction and collective intelligence [96]. A conceptual definition of Web 2.0 was given by
Richard Hall. [58]
Definition 5 Conceptual definition; Web 2.0 is a second generation, communicative form of the
World Wide Web, that emphasizes active participation, connectivity, collaboration, and sharing
of knowledge and ideas among its users.
Although Web 2.0 suggests a “new version” of the World Wide Web, it does not refer to an
update of any technical specification, but rather to cumulative changes in the way Web pages
are made and used
5
. Presently, examples of Web 2.0 services include: social networking sites,
blogs, wikis, folksonomies, video sharing sites, hosted services, web applications, and mash-ups.
Based on the research done in the scope of this thesis we formally define Web 2.0 as follows:
Definition 6 Web 2.0 is the complex of Web sites and services allowing and supporting social
collaboration on user-generated content.
Below we explain the terms we used to construct this definition.
User-generated content. The concept of participative web supposes wide use of intelligent web
services that empower users to contribute to developing, rating, collaborating, and distributing
content. The content created with the use of these services is called user-generated content.
Although the term is self-explanatory, it can be formally defined as follows:
Definition 7 User-generated content is content which reflects a certain amount of creative
effort and is made publicly available over the Internet.
Most user-generated content activities are undertaken with no expectation of remuneration
or profit. Motivating factors for creating user-generated content include: connecting with peers,
self-expression, and achieving a certain level of fame, notoriety or prestige [134].
4
originally known as the Web 2.0 Conference
5
https://en.wikipedia.org/wiki/Web_2.0
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Social collaboration. The emergency of the Web 2.0 concept brought to life the phenomena
of social networking sites and platforms.
Definition 8 (By Educause Center for Applied Research [115]) A Social Networking site
is a web-based service that allows to: (1) construct a public or semi-public user profile within
a bounded system; (2) articulate a list of other users with whom they share a connection; and
(3) view and traverse their list of connections and those made by others within the system.
These web-based applications were first created to enable large-scale online communication.
Services like Facebook
6
, Google Plus
7
, Twitter
8
, etc. allow users to establish virtual connec-
tions with their real-life friends and users with similar interests. The distinguishing feature of
social networking platforms compared to other communication channels is that communication
between users is mostly established through sharing digital materials in the form of textual
content and media files. Thus, instead of sending private messages, users often share their ideas
and opinions publicly, thereby creating and sharing their knowledge.
The developed culture of sharing allows the application of social networking to support a
variety of collaborative activities, including content creation. As a result, social networking
switched its role from providing a communication channel to supporting large-scale collabora-
tion on the web and became a fundamental tool in any Web 2.0 application.
2.2.2 Benefits, Limitations and Controversies
Within the functions of Social Networking the three most beneficial ones for the (educational)
content development are [17]: (1) support for conversational interaction; (2) support for social
feedback; and (3) support for social networks and relationships between people.
Support for conversational interaction. the conversational interaction of users during the
content development process is an essential feature of a collaborative authoring tool. This is
especially true for large-scale collaborations, where authors of different cultural and educational
backgrounds are involved in the authoring process. within the scope of our research we are
focused mainly on text-based communication channels, but the major principles can be applied
to voice- and video- tools as well. There are two major types of tools enabling communication
and discussions between users:
1. synchronous: text-, voice- and video-chats;
2. asynchronous: bulletin boards, private and group (instant) messaging.
A survey of learning instructors [19] showed that both types of communication tools are pre-
ferred for separate purposes while preparing course materials. Reasons for using synchronous
communication methods included the possibility to implement brainstorming and other team
decision-making techniques and dealing with technical issues. On the other hand, asynchronous
communication was found to be more helpful for encouraging in-depth discussion and commu-
nicating with temporally diverse colleges, as well as holding ongoing discussions where archiving
is required. Both types of communication have their disadvantages, however. Disadvantages
6
http://facebook.com
7
http://plus.google.com
8
http://twitter.com
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of synchronous communication include: getting colleges online at the same time, difficulty in
moderating large-scale conversations, lack of reflection time for collaborators, and intimidation
of poor typists. Educators also cited the limitations of asynchronous communication: lack of
immediate feedback, collaborators not checking in often enough, length of time necessary for
discussion to mature, and feeling a sense of social disconnection.
An important requirement for efficient content negotiation, supporting the content develop-
ment, is that all conversations have to be attached to the exact content piece they refer to. As
a result, if a content piece is being reused or repurposed, the previously discussed questions do
not arise again.
Support for social feedback. The ability of any reader to leave feedback in an easy and fast
way is one of the distinguishing features of social networking sites. Additionally, the feedback
itself (usually only positive) becomes a part of the user-generated content it refers to, letting
other users judge the level of quality and actuality of the content. Sharing “likes” with the
peers helps to spread the content that users consider to be interesting and useful, while the
content of low interest/quality will be filtered from the users attention. An important issue here
is the often low level of objectivity of such filtering. As a result, a piece of content can have a
high user rating in one community and be out of interest in another, based on very subjective,
marketing-related factors, such as attractive illustration or title.
Support for social networks and relationships An important feature of Web 2.0 is its support
of social networks building. Social network sites allow individuals to: (1)construct a public or
semi-public profile within a bounded system; (2) articulate a list of other users with whom
they share a connection; and (3) view and traverse their list of connections and those made
by others within the system [18]. These features allow users to build their own network and
stay updated on what is happening within the net. Applied to content development, social
networking helps to engage new users to the team through the relations of team-members. And
the other way around, it allows newcomers to find suitable teams and projects by following the
activity of chosen users with whom they have a common background and/or interests. Another
application of social networking to content development is the ability to follow not only users,
but projects itself. This allows team-members to track the changes in an easy way, as well as
facilitate the stepping-in process for newcomers.
2.3 Wiki
The fundamental class of tools for authoring any content on the Web is Content Management
System (CMS). These tools provide an environment where creating, editing and managing of
multimedia documents can be done in a friendly, reliable and secure manner [109]. CMSs aim
to facilitate the tasks related to web administration of the content production, such as: editors,
user communication tools, styling, etc.
The first generation of CMSs aimed to facilitated content development. They were almost
exclusively developed to allow inexperienced IT users to develop, organize and publish con-
tent on the Web. While asynchronous collaboration was achievable, these first systems, like
Blackboard or WebCT, did not have sufficient support for truly large-scale collaboration. This
limitation became especially relevant in the educational domain with the emergence and pro-
liferation of the OER movement. OERs are built on the belief that everyone should have the
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freedom to use, customize, improve and redistribute educational resources without constraint.
This requirement is not being satisfied with the conventional CMSs. In search of better solu-
tions, educators started to research the application of wiki technology [83] to solve the issue of
large-scale collaborative content development.
2.3.1 Definitions
In 1995 Ward Cunningham created WikiWikiWeb, the first wiki space, and he defined it as “the
simplest online database that could possibly work”. Later, in January 2001, the founders of the
Nupedia project, Jimbo Wales and Larry Sanger, decided to use wiki technology to develop the
encyclopedia project, thereby creating Wikipedia
9
- the biggest wiki space of the world.
Wiki technology is a combination of two paradigms: crowdsourcing and Web 2.0. The crucial
feature of a wiki environment is its focus on user collaboration, which is enabled by adapting
the concept of crowdsourcing to web-based (textual) content authoring. The wiki technology
allows the site content to be edited in a collaborative way using a simple notation for contents
formatting, indexing, and interlinking. Additionally, wiki platforms incorporate tools for version
control of the content, thereby permitting restoration of the pages.
In order for a platform to be called a wiki, it must satisfy the rules established by the
community [53]:
• No single author is in command; wiki is a tool that forms its own community and provides
democratic collaboration.
• It has a simplified formatting language (mark-up).
• Its focal point is its content, not appearance.
• It provides version follow-up, open to all its users.
• No security procedure or process of user acceptance is needed. Because the processes in
wikis are carried out by a community, i.e. a large number of people, observations are
fast and efficient. There is however often a user who is responsible for verifying, and if
necessary reverting, of the changes made.
2.3.2 Benefits, Limitations and Controversies
Since its inception in the early 2000s [83], wiki technology became an ubiquitous pillar for
enabling large-scale collaboration. Traditional, text-oriented wikis enabled the creation of the
largest encyclopedia of human-mankind edited by tens of thousands of volunteer editors – Wiki-
pedia. For group collaboration, in corporate intranets or online communities, wikis meanwhile
constitute a fundamental base technology.
Like the most of other crowdsourcing applications, wiki platforms typically support two
essential functions – open editing and edit preservation. Open editing refers to the ability for
anyone to easily edit the content on a wiki. Edit preservation refers to the ability of wikis to
retain all edits to and versions of content contained on the wiki. Taken together, these two
features allow users to “roll back” any changes to the wiki and restore content to a previous
version. These two relatively simple capabilities of wikis, individually and in combination, can
create a robust and transparent collaborative environment [74].
9
wikipedia.org
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Wikis may work best for knowledge building “over time” (through versions and groups).
The specific of wikis is the iterative process of content (and knowledge) development. Even
having the predefined plan of what has to be done, the scope of work may be extended due to
the new collaboratively created knowledge. This specific allows wikis to become a perfect tool
for collaborative knowledge engineering, especially in situations, where no one can have a full
knowledge of the topic. Thus, the usage of wikis is not only limited to content development,
but to collaborative problem solving. This is enabled by the fact, that wikis allow:
• progressive problem-solving (particularly open-ended problems) and even problem redefin-
ition (for example, wikis work well for communities of practice whose goal is to develop
solutions to common problems over time in order to improve practice);
• explaining increasingly diverse and contrary ideas, as well as examining the relatedness
of ideas from diverse contexts;
• combining, synthesizing and evaluating definitions and terminology across disciplines;
• questioning underlying causes and principles;
• critically reading, and responding in a constructive and public way, to others’ work;
• adding both nuance and complexity to concepts in a given field, through systematic
engagement and analysis with work produced by more advanced users;
• observing deeply, stereotype less, and avoiding premature judgment.
However, Ward Cunningham’s wiki paradigm was mainly only applied to unstructured, tex-
tual content thus limiting the content structuring, repurposing and reuse. More recently with
the appearance of semantic wikis the concept was also applied and extended to semantic con-
tent (cf. section 3.5) In many potential usage scenarios, however, the content to be managed
by a wiki is neither purely textual nor fully semantic. Often (semi-)structured content (e.g.
presentations, educational content, laws, skill profiles etc.) should be managed and the collab-
oration of large user communities around such content should be effectively facilitated. Another
issue with the wiki paradigm is the content maintainability. Common wisdom has it that the
Wikipedia has been created by the crowd. However, the analysis of Wikipedia editing processes
reveals that bots are 22 of the top 30 most prolific editors and collectively make about 16% of
all edits to the English language version each month [50]. Thus, a large wiki-system is not able
to perform efficiently without automatizing some of its functions, especially those related to
content quality assurance. One more issue that is illustrated by Wikipedia is synchronization
of content presented in different languages.
In the scope of the current thesis we aim to overcome those limitations, by providing an innov-
ative data model, allowing versioning and collaboration on the (semi-)structured multilingual
content (see chapter 4).
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CHAPTER 3
State of the Art: Systematic Literature Study
The field of educational content authoring is well addressed in the research literature. In order
to obtain the research papers related to our work as fully as possible and filter the unrelated
work at the same time we needed to collect only the literature addressing the collaborative
authoring of reusable educational content. Such filtering can not be done based only on titles
or abstracts, as often from neither of them it is clear if the approach proposed is applicable
to collaborative authoring. From another prospective the full-text reading of the whole scope
of the research in the wide and multi-aspect field is not feasible. We needed a semi-automatic
approach to filter the papers from the wide field.
In order to do so, we conducted a comprehensive systematic study of the state-of-art in col-
laborative authoring of reusable educational materials, following a formal systematic literature
review process based on the guidelines proposed in [42, 77].
In the chapter we describe the organization of the study, we have conducted in January 2015.
Then we categorize selected papers according to the scope of issues they address and solutions
they propose. This process results in a mind map for the domain, as well as domain matrix
where the major research problems are intersected with technologies and tools that can be
applied for their solution. After that we collect the found terminology important for the field.
And finally, we discuss the most influential approaches for solving the most complicated issues
in the domain.
3.1 Organization of the Study and Paper Selection
A systematic literature review is an evidence-based approach to thoroughly search studies
relevant to some predefined research questions and critically select, appraise, and synthesize
findings for answering the research questions at hand. Systematic reviews maximize the chance
to retrieve complete data sets and minimize the chance of bias. As a part of the review process,
we developed a protocol, described in the sequel, that provides a plan for the review in terms
of the method to be followed, including the research questions and the data to be extracted.
3.1.1 Research Questions
In order to organize the survey we formulated four major research questions:
1. What are the main challenging tasks in collaborative authoring of reusable OCW?
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2. Which technologies are being used to solve these tasks?
3. How well covered are the challenging tasks in the scientific literature?
4. What are the main gaps in state-of-art research?
3.1.2 Search Strategy
To cover as many relevant publications as possible, we used the following electronic libraries:
• ACM Digital Library
1
;
• IEEE Xplore Digital Library
2
;
• ScienceDirect
3
;
• Springer Link
4
;
• Web of Sciences
5
.
Based on the research questions and pilot studies, we have defined the following search terms
to be the most appropriate ones for the systematic review:
1. crowd-sourcing OR crowdsourcing OR collaboration;
2. collaborative OR collective;
3. authoring OR creation OR edit OR editing;
4. education OR educational OR learning OR e-learning;
5. content OR resources OR material.
To construct the query, these search terms were combined using Boolean “AND” as follows:
(1 OR (2 AND 3)) AND 4 AND 5.
The next step was to determine the correct part of papers (title, abstract or full-text) to apply
the search on. In our experience, searching in the title alone does not always provide us with all
relevant publications. Thus, abstract or full-text of publications should potentially be included.
On the other hand, the search on the full-text of studies results in many irrelevant publications.
Due to that we have chosen to apply the search query on the abstract of the studies in addition
to the title. This means a study is selected as a candidate study if its title or abstract satisfies
the query. In addition, we limited our search to the publications that are written in English
language and are published after 1999, when, according to [39], “the first glimmerings of Web
2.0 were beginning to appear”.
1
http://dl.acm.org/
2
http://ieeexplore.ieee.org/Xplore/home.jsp
3
http://www.sciencedirect.com/
4
http://link.springer.com/
5
http://webofscience.com
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Figure 3.1: Steps followed to scope the search results.
3.1.3 Study Selection
Based on the search query discussed above, we have collected 4904 papers. The amount of
papers found exceeded the expected one. We have imported the lists of papers received from
the libraries into MicrosoftExcel in order to proceed filtering.
The filtering was proceeded as follows:
1. First we have removed duplicates by ordering the titles alphabetically and using in-built
Excel functions.
2. Then we have filtered the titles, keeping only those which imply the conformity of the
paper content to the research questions. After completion of this step we had only 291
papers left in the list.
3. At this point it has become feasible to proceed with the abstract filtering, that has led to
decreasing the number of papers to 204.
4. The full-text filtering was the major step, on which we have assessed the papers from the
list. We have taken into consideration not only the appropriateness of each paper for our
research, but the quality of the paper as well, as discussed below.
5. After only appropriate and high-quality papers were left in the list, we have enriched the
list with the papers from the references in order to ensure the presence of all significant
papers in the field. The references to be included were selected based on the rules for
filtering the titles from the initial scope. Before including a referenced paper, we had to
ensure that it was not already present in the scope. At this step, we have added 30 pages,
increasing the list length to 135 pages.
6. Finally, we have checked that the newly added papers had a sufficient quality, similar to
what we have initially done on step 4. The final number of papers to research has become
131, which we had considered to be reasonable.
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Details on full-text filtering criteria During the scanning of full-text content of the papers
we often had to make decisions about including or not-including “borderline” cases. In the
following list we collect the challenges and describe our decisions and their reasons.
• Some papers discuss the systems not allowing to author new content, but allowing to
produce personalized courses out of content objects added in the repository or on the
web. We do not consider such systems to be OCW authoring tools and thus we have not
included papers related to them.
• By the same reasons we do not include papers about tools for collaborative annotation.
• It was not easy to decide either we should include papers related to collaborative writing
tools. From one perspective, such tools can be used for writing learning text-books with
reusable parts, but from another perspective, more often the tools are used for teaching
writing or for writing artistic literature. Another argument for not including this kind
of papers is that those tools are usually not complicated from technical point of view,
their design is quite trivial. The papers related to collaborative writing mostly describe
use cases and organizational issues. Due to these reasons, it was decided not to include
collaborative writing related papers as well.
• If initially we selected the papers written after 1999, during the filtering we have restricted
the criteria and only kept the papers written after 2002. This is due to the significant
difference in the terminology, points of view and challenges addressed. According to our
analysis, we can conclude that Social Web started to influence the educational research
area only in 2001. This can be implicitly proven by appearance of the wiki paradigm and
Wikipedia in 2001.
• We have filtered out the papers from the same authors and similar years addressing the
same aspects, keeping only the latest or the most detailed one.
• We have filtered out the papers of the low quality. Here we did not want to use the
quantitative analysis to evaluate the paper quality. Instead we took our decisions based
on several factors important for the study.
1. In order to be included, the paper should discuss at least one aspect of collaborative
OCW authoring in detail.
2. If the paper describes an example implementation, the evaluation results have to
be provided. However, the restriction is not applied to the novelty approaches not
discussed in any other papers.
3. The approaches proposed should be novel from the technological point of view rather
then from pedagogical.
3.2 Paper Categorization and Domain Overview
In this section we describe our approach to the selected papers categorization. This process not
only facilitates the analysis of the papers we have collected, but as well allows us to build the
clear overview of the field itself.
We have processed the categorization in two steps. The first step of our state-of-the-art ana-
lysis was the identification of aspects (subdomains or major research problems) of collaborative
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OCW authoring. In order to do so we have researched the found surveys and essays. The
analysis of the surveys revealed an absence of comprehensive general survey of the domain,
however we reused the results of several surveys and essays for specific aspects, as described
in subsection 3.2.1. Based on the analysis of the surveys and our background knowledge of the
field we have defined the first draft of the domain aspects as depicted in Figure 3.2.
On the next step we classified the rest of the papers into one of aspects representing the
main focus of the respective paper. We refine each aspect with additional sub-branches, thus
creating a domain mind map, described in subsection 3.2.2. At the same time we have been
filling in a matrix indicating the papers with regard to all aspects and technologies they address.
The matrix discussed in Figure 3.2.2 helps us to identify gaps and promising areas of further
research.
3.2.1 Analysis of Existing Surveys
As was described above, we have started the papers categorization from selecting surveys and
essays we found. Within the 131 selected papers there were in total 23 surveys, experiment
studies and essays related to our topic of interest. A significant part of the surveys found is
focused only on one particular aspect or technology (Social Networking or Collaborative adapt-
ation authoring). We incorporated the most important findings of the surveys into the related
sections. The noticeable and influential essays and experiment studies results are discussed/-
cited mainly in chapter 1 and section 3.3. Additionally we found several surveys aimed to
answer research questions similar to the ones we defined for the literature study. However, the
here presented analysis of the studies shows the absence of detailed and systematic surveys,
and thereby proves the actuality of our research.
Thus, the study [49] in the related work section provides an analysis of the field considering
five dimensions: (1) open hypermedia compliant systems, (2) design metaphors used to create
the systems, (3) semantic characteristics, (4) collaborative characteristics and (5) adaptive and
intelligence characteristics. The nature of the work however does not allow the authors to
present a comprehensive analysis of existing systems (it is not a survey, but system description
paper). Neither does the survey include the latest findings in the field due to its date. Another
review [10] studies the collaborative systems in the understanding of that time. This essential
study provides detailed functional overview of the systems supporting collaborative work. The
authors define main classes of collaborative systems and classify the studied applications accord-
ingly. The survey however is not focused on educational materials authoring and is out-dated.
Several surveys [15, 122] discuss pedagogical and sociological aspects of e-collaboration rather
than technical. Thus, in his paper [15] the author provides the classification of e-collaboration
types, (e.g. synchronous versus asynchronous collaboration, continuous versus one-time con-
tribution approaches etc.). Due to the nature of the survey, significant attention is paid to
user motivation. The paper is important to understand social behavior of contributors, but
addresses the e-collaboration from a different aspect than the current study. The study [88]
gives an overview of state-of-art in the collaborative authoring of OCW. Although the research
questions are similar with those of the current study, the approach is different. The researchers
interviewed the end users of the OERs (teachers) and summarized their experiences and the
challenges they met. According to the approach, the study can not be considered systematic. It
is nevertheless important from the practical point of view. The recommendations given by the
authors in the conclusive part however lack technical depth and are too general to be directly
incorporated by researches and developers on a technical level.
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The rest of surveys and essays addresses specific aspects or technologies of collaborative OCW
authoring. We have summarized all of them in Table 3.1 and Table 3.2, which were initially
defined based on our a priori knowledge of the field, extended and polished with findings from
the surveys and essays.
Concept Surveys
Authoring paradigms
crowdsourcing [95, 104]
wiki
workflow-based
Semantic Web technologies
semantic wiki [100, 97]
ontologies [27]
RSS-feed
Social networking
activity feed
communication tools [10, 112, 97]
social annotation [106, 52, 81]
social voting
social games
Other
AI
tree-structure
grids, LORs, mash-ups [138]
Total 12
Table 3.1: Surveys and essays studying tech-
nologies in application to collaborative OCW
authoring.
Concept Surveys
Co-creation
Content authoring
Metadata authoring [99]
Assessment items authoring
Quality assurance
Categorization
Personalization [23, 27, 81]
Localization
Reuse and repurpose
Search, aggregation, filtering
Remixing
Organization
Social collaboration
Negotiation [73]
Awareness [73]
Network building [73, 15]
Engagement [73, 15]
Total 6
Table 3.2: Surveys and essays addressing the
issues of collaborative OCW authoring.
3.2.2 Analysis of Paper Distribution
We have continued the paper categorization by building up a domain mind map and domain
matrix as discussed below.
OCW Collaborative Authoring Mind Map
Our initial mind map constructed after analysis of selected surveys and essays included root
branches for 11 concepts, some of which were further branched. However, as the detailed study
of the selected papers has led us to significant changes, we do not illustrate the initial map
here, limiting ourselves to a brief discussion of findings made already at this initial step. The
final map is discussed further and presented at Figure 3.3.
The mind map showed the main research trends in the field, as well as under-representation
of some aspects, which we a priori assumed to be relevant and important to the field. The
distribution of the papers between the concepts is presented at Figure 3.2. There is an important
assumption here, that each paper is related to just one concept (which is not true in the majority
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of cases). This assumption is only initially made at this point for simplifying the usage of the
map.
Figure 3.2: Distribution of selected papers between a priori identified concepts.
As can be seen on the chart, more than one fifth of the selected papers are surveys essays
or case studies (23 articles). We have separated these papers from the rest as they can not be
assigned to any aspect. As well, we have separated research related to non-text-based content,
such as video/audio records, graphics or three-dimensional models (21 articles). This is due to
the significant difference in approaches used to deal with these types of content in comparison
with text-based formats.
After separating these two kinds of papers, we observe that the majority of the remaining
papers focuses on the aspect of content development using crowdsourcing or wiki paradigms (31
articles). The aspects of content adaptation/personalization and content aggregation receive
decent attention as well (10 and 8 papers respectively). Less than 10 percent of the selected
papers are focused on any of the other aspects and we could not identify a single paper making
its main contribution in the user engagement aspect of the OCW collaborative authoring.
OCW Collaborative Authoring Matrix
During the detailed analysis of the collected papers we created a matrix indicating the distri-
bution of papers between aspects versus employed technologies. Again, we do not consider the
papers focusing on non-text-based content, as well as surveys and essays. The matrix shows
the (proposed) use of technologies with regard to the OCW authoring aspects discussed in the
selected papers. Each cell in the matrix includes the papers, in which the technology (indic-
ated in the row) was applied to the aspect (indicated in the column). As articles usually cover
multiple aspects and technologies, they might occur multiple times in the matrix. Due to the
size of the matrix, in the paper we present a simplified version of the matrix in a Table 3.3.
Each cell of the table indicates the count of papers addressing or proposing the application of
corresponding technology to a corresponding task. The total amount of papers considers every
paper only once.
29
3 State of the Art: Systematic Literature Study
❍
❍
❍
❍
❍
❍
❍
❍
❍
T
e
c
h
n
o
l
o
g
y
A
s
p
e
c
t
Content co-creation Reuse and repurpose Social collaboration
C
o
n
t
e
n
t
a
u
t
h
o
r
i
n
g
M
e
t
a
d
a
t
a
a
u
t
h
o
r
i
n
g
A
s
s
e
s
s
m
e
n
t
i
t
e
m
s
a
u
t
h
o
r
i
n
g
Q
u
a
l
i
t
y
a
s
s
u
r
a
n
c
e
C
a
t
e
g
o
r
i
z
a
t
i
o
n
P
e
r
s
o
n
a
l
i
z
a
t
i
o
n
L
o
c
a
l
i
z
a
t
i
o
n
S
e
a
r
c
h
e
t
c
.
R
e
m
i
x
i
n
g
O
r
g
a
n
i
z
a
t
i
o
n
N
e
g
o
t
i
a
t
i
o
n
A
w
a
r
e
n
e
s
s
N
e
t
w
o
r
k
b
u
i
l
d
i
n
g
E
n
g
a
g
e
m
e
n
t
T
o
t
a
l
Authoring paradigms
crowdsourcing 6 3 3 3 2 16
wiki 16 1 1 2 16 16
workflow-based 6 1 6
Semantic Web technologies
semantic wiki 5 1 1 5 5 5
ontologies 2 1 4 6
RSS-feed 6 1 7
Social networking
activity feed 1 3 2 3 1 9
communication tools 2 22 6 1 1 15
social annotation 17 2 5 6 3 1 17 1 2 1 20
social voting 2 1 1 1 5
social games 1 1
Other
AI 3 1 6 4 4 1 1 15
tree-structure 5 5
grids and mash-ups 3 3 3
Total 30 18 5 13 9 10 5 26 4 10 28 10 3 3 65
Table 3.3: OCW collaborative authoring papers distribution.
As it can be seen from the matrix, the research in the field is mostly concentrated along
certain topics, while almost ignoring other ones. Thus, while 30 papers discussed the content
authoring related topics, only five of them mentioned specific of assessment items authoring.
Another good example is the content authoring techniques: while 16 papers discussed using
wiki technology for content authoring, only three papers researched the usage of AI methods to
support the process. Almost no research considers remixing of the content pieces, even though
this functionality is distinguishing feature of OER concept. Such paper distribution shows us
the lack of deep detailed research on the field. Only the major aspects are well covered, while
the supporting but still crucial aspects such as user engagement of content repurpose are mostly
not taken in consideration. In other words, the researches are re-inventing the wheel or polishing
the existing approaches instead of focusing on solving particular crucial issues preventing the
OER movement from full success.
The filling out of the matrix allowed us to build the final version of OCW mind map, presented
in Figure 3.3. The mind map represents the main concepts and technologies of the field.
Together with terminology summarized in section 3.3 it can be used for speedy entering the
field for beginner researchers.
3.3 Terminology
During our study we faced plenty of ambiguous terms and domain-based concepts that might
be unclear for non-education specialists, for example, computer scientists aiming to implement
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Figure 3.3: The mind map for Collaborative authoring of reusable OCW.
an approach. In this section we focus on such terms, collecting their definitions and making
our own conclusions on their appropriate usage.
3.3.1 Learning
E-learning - a learning conducted on the Internet [32]. A wide set of applications and processes,
which use available electronic media and tools to deliver vocational education and training [34].
SMLearning - type of e-learning that assumes the functions of a Social Media platform and
extends its features to educational context [28].
Blended learning - the (organic) integration of online digital learning and face to face
classroom learning[26].
Adaptive learning - learning that enables learners to customize their learning environments
and dynamically adapts learning content to learners’ learning needs [22].
Virtual attendance - the combination of synchronous and asynchronous ICT tools used to
provide distance-education students with the same educational experience that conventional
students receive in face-to-face (henceforth, F2F) taught classes.
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3.3.2 Content
Learning object - a small, reusable digital component that can be selectively applied - alone
or in combination - by computer software, learning facilitators or learners themselves, to meet
individual needs for learning or performance support [119]. A later IEEE definition states:
any entity digital or non-digital, which can be used, reused, or referenced during technology-
supported learning [87]. In the context of semantic wikis [85] expands the term to include any
real world objects such as people, places, organizations and events.
LOR - a general term for an online collection of learning objects.
OCW - a combination of learning objects, organized in a structured way according to pre-
defined curriculum and serving as a unit for achieving a certain learning goal.
Adaptive OCW - OCW that is suitable to be used in adaptive learning environments.
Curriculum - structured plan that describes the educational program that is used in the edu-
cational resource [89].
Multimedia presentation - a digital slide presentation which includes diverse media objects
such as graphics and videos [64].
Learning Design (LD) - a sequence of (collaborative) learning activities. It can incorporate
single learner content, but also collaborative tasks such as discussion, voting, small group de-
bate, etc. LD can be stored, reused, customized, etc. [110].
3.3.3 Authoring
Cooperation - a division of the labor among participants, into activities where each person is
responsible for a portion of the problem [111].
Collaboration - a mutual engagement of participants in a coordinated effort to solve a prob-
lem together [110].
Communities of practice - the communities in which there exists “the sustained pursuit of
shared enterprise [139].
The community-build system (CBS) - a system for content creation by a community op-
erating on a dedicated engine (e.g. wiki) [113]. Also, it is a system of virtual collaborations
organized to provide an open resource development environment within a given community.
Wiki - a Website that allows visitors to add, remove, edit and change content [32]. A collection
of web pages designed to enable anyone who accesses it to contribute or modify content using a
simplified markup language.
6
A web application which allows people to add, modify, or delete
content in collaboration with others.
7
Semantic wiki - a wiki that enables simple and quick collaborative text editing over the Web
and Semantic Web. Semantic wiki extends a classical wiki by integrating it with the manage-
ment capabilities for the formal knowledge representations.
8
Collaborative authoring - occurs in project like settings, where the project delegates author-
ing sub-tasks to a group of authors. This kind of authoring needs synchronization, dialogue
support, and coordination of the whole project [36].
Cooperative authoring - mainly involves synchronous reusage of authoring products, such
as course materials, libraries, ontologies, etc. [36].
6
http://wikipedia.com
7
http://en.wikipedia.org/wiki/Wiki
8
https://goranzugic.wordpress.com/2010/09/09/semantic-wikis/
32
3.4 Educational Content Co-creation Studies
Crowdsourcing - a problem-solving approach that outsources tasks to an undefined, often
anonymous, population [65].
Workflow - a sequence of industrial, administrative, or other processes through which a piece
of work passes from initiation to completion.
Workflow-based approach - an approach that uses workflow for solving a task.
Social annotation (Social tagging, folksonomy) - a system of classification derived from
the practice and method of collaboratively creating and translating tags to annotate and cat-
egorize content [102].
Awareness - in the context of collaborative authoring, it is an understanding of activities of
other collaborators, which provides a context for the own activity [57].
Knowledge sharing - an activity where agents - individuals, communities, or organizations -
exchange their knowledge - information, skills, or expertise [68].
3.3.4 Technical Concepts and Technologies
Ontology - a formal naming and definition of the types, properties, and interrelationships of
the entities that really or fundamentally exist for a particular domain of discourse.
9
Activity feed (Activity stream) - a list of recent activities performed by an individual(s),
typically on a single website or on a single content piece.
Mash-up - (in the domain of OCW authoring) it is a web page, or web application, that uses
content from more than one source to create a single new learning object or OCW.
RSS - originally RDF Site Summary, but often dubbed as Really Simple Syndication. It is a
mechanism to publish a feed of frequently updated information: blog entries, news headlines,
audio, video etc.
10
RSS aggregator - a tool that periodically checks for updates to the RSS feed and keeps the
user informed of any changes [6].
Grid - a collection of independently owned and administered resources which have been joined
together by a software and hardware infrastructure that interacts with the resources and the
users of the resources to provide coordinated dynamic resource sharing in a dependable and
consistent way according to policies that have been agreed to by all parties [59].
Virtual Learning Environment (VLE) - tools that support e-learning through integrated
provision of learning materials, and communication, administration, and assessment tools [31].
3.4 Educational Content Co-creation Studies
Changing reality poses new conditions and requirements for e-learning platforms. As it is
mentioned in [101], “the amount of knowledge that we deal with is much bigger than before,
the interrelations between different forms of information are much more complex”. Due to
this, new approaches for learning process organization have to be created. Thus, a model in
which a teacher is the monopolizing agent and the authorized representative of knowledge is
no more adequate. Learners should be allowed to have their own knowledge and share it with
teachers, in other words teachers and learners should be able to switch their roles during the
9
http://en.wikipedia.org/wiki/Ontology_(information_science)
10
http://en.wikipedia.org/wiki/RSS
33
3 State of the Art: Systematic Literature Study
learning process. The possibility of any user, including learners to edit the content together with
modification history and discussion pages positively influences the reliability of the content [70].
In the section we summarize the known solutions and techniques to facilitate all aspects of such
large-scale collaboration on open educational content.
3.4.1 Collaborative Content Authoring
During the literature study we have found three approaches of how the large-scale collaboration
on educational content can be organized. The first solution is to use a complex of (intercon-
nected) web 2.0 services. For example, an approach described in [26] proposes the combination
of Google Site, Google groups, micro-blogging and RSS technologies to collaboratively create
OCW for blended learning. Course site includes curriculum, description, learning guide and
teaching calendar. The updates on the site are sent to all subscribers through RSS. Site admin-
istrators can manually create a topic on the Google Groups page to discuss arguable changes
before approving them. The similar approach proposed in [16] uses Google Drive to create
self-assessment questions. The produced questions are then converted into digital flashcard by
self-developed freely distributed Java-based program. The authors explain the choice of Google
Drive by three factors: (1) Multiple people can simultaneously edit and view a document,
spreadsheet, or PowerPoint, (2) it is user-friendly, and (3) just about all students are familiar
with it.
The second solution is to add support of collaboration to existing non-collaborative OCW
authoring tools. In the approach [54] authors integrate Joomla, Moodle and MediaWiki to
support the collaborative authoring of educational content. The authors choose Joomla as
the basis authoring tool due to the possibility to insert video records, Latex formulas, applets
and highlighted code fragments. Moreover, during the content creation process, a publicly
available knowledge base for each course is created through collaborative content annotation.
The similar approach is described in [67]. The proposed web-based system allows students
to share algorithmic representations with their peers. Students can create their algorithmic
representation using any utility or software, and can upload those files using the system. These
representations are then available for other students to view, evaluate and discuss through
discussion forums.
However, we have concluded that the most popular and promising solution is to use an
integrated platform based on wiki technology. According to existing research [70, 53], the list
of benefits of the wiki technology when applied to educational context includes:
• users (teachers and students) are able to contribute to their private collections of various
learning resources (documents, files, photos, videos, software etc,.) by uploading to given
positions
• wiki-based collaborative learning environment provides a completely user-editable envir-
onment and thoroughly integrate the roles of author and reader.
• users can organize their resources in a thematic way, designing and creating different tags
and share them with other users.
• authoring a wiki on a given topic produces a linked network of resources.
However, the specific of wikis arises a number of issues when applied to OCW authoring.
The technical issues are indicated, for example in [136, 43]:
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• All content is modifiable by any user. The instructor may want to restrict modifiability
of certain pages.
• All content is open to everybody. A page, of which an important part is being developed,
may be undesired to be issued, but wikis do not permit this.
• Simultaneous edits are allowed, but not successful. When simultaneous writings are being
performed on a page, wikis are locked.
• Wikis can be evolved without end. An instructor may want to end the evaluation when
the class ends; many wikis do not allow this.
Apart from the technical issues, there are two major obstacles preventing the usage of wikis
in OCW development: (1) absence of possibility to structure the content as it is required by
the learning object definition and (2) user engagement.
3.4.2 Content Categorization
The content categorization challenge is one of the key features of collaborative authoring sys-
tems. This is due to the fact that it enables (semi-)automatic combination of learning objects
into OCW, strongly improves the searchability of the learning artifacts and allows to imple-
ment more advanced content quality control techniques. The conventional approach to content
categorization is to choose one or more topics or concepts which the content piece is related to,
usually from the predefined list. However the approach lacks flexibility and requires a strong
pre-development planning, that is not always possible when the content is developed through
collaborative iterative process.
One solution is to allow building the predefined list of interconnected concepts in the same
manner as the content pieces: through the large-scale collaboration. In order to enrich such
lists with the structure and semantic a number of authors propose to use ontologies. Even more
technologically advanced approach is to use the combination of social annotation techniques
and artificial intelligence methods, allowing to (semi-)automatically cluster the content pieces
based on the annotations. And finally, the most advanced, and due to this the most functional,
approach is to combine social annotation and collaboratively developed ontologies.
This approach is implemented by a number of authors [142, 5, 81, 94, 51, 4], within which we
consider the approach described in [142] to be the most illustrative. The proposed system works
with code snippets, allowing users to annotate them. Based on the annotations those content
pieces are later added as individual learning objects to the courses based on the collaboratively
developed curricula presented in a form of ontology. The ontology underlying the curricula can
be updated and edited by the users as any other content piece. The topic matching is done using
methods of artificial intelligence, such as NLP and machine learning techniques, however it can
be later changed manually by any user. The byproduct of the approach is the ability to apply
content recommendation and personalization approaches, as described in subsection 3.4.3.
3.4.3 Content Personalization and Recommendation
As it was discussed above, the content personalization and recommendation approaches are
based on the content categorization. Here by content recommendation systems we mean the
ability of the platform to recommend to a learner a set of learning materials based on her
background, interests or progress in other courses. The content personalization (or adaptation)
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system goes one step further and after selecting a set of suitable material organizes it in a
complete course. Often the content personalization algorithms are able to adjust the initially
provided course according to the learner performance.
In the scope of the thesis research we were not focused on the algorithms and approaches
for the content recommendation and personalization. Instead, we were interested in what steps
should be done on a stage of content development in order to ensure that the content can be
(re)used in systems supporting content recommendation and personalization features. Based
on the research done [20, 51, 25], we consider that a list of annotations attached to each learning
object in combination with fine-grained content structuring make the OCW suitable for use in
those systems.
3.4.4 Content Localization
The content localization issue is one of the less-discussed issues in state-of-art research. This is
due to the fact, that the issue can not be effectively solved without solving related issues, such
as community building, content structuring and synchronization, content quality assurance and
other.
In the approach described in [82] the authors implement the possibility to translate the con-
tent by collaborators. Each new learning object created by the translation has its own metadata
and can be further developed. However, neither the possibility to update the translation if the
original object was changed nor vice versa are implemented. The synchronization is especially
important, if versions in different languages are developed simultaneously, what often happens
in open large-scale collaborative platforms. In the scope of our research we provide our own
solution to this issue (see section 4.3).
3.4.5 Content Quality Assurance
Since the emergence of the OER movement, the quality of the OER was a widely discussed
issue. A number of authors were working on defining and summarizing the key factors for the
OER’s quality. For example, the following criteria are listed in [72, 82]:
• They should be relevant to the learner and thus easily modified to fit the learner’s needs.
• They should be of good quality and contain no factual errors.
• They should disclose their point of view and in the case of science be free from bias.
• They should not have hidden costs or prohibiting limitations on use.
• A good learning resource should also be able to “travel well”, to be easily translated and
recontextualised
In [3] the authors formally define and discuss objective metrics which can be used for meas-
uring an OER quality. They consider the following ten factors to determine the OER quality:
• Legal Reusability;
• Multilinguality;
• Format repurposing;
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• Recency;
• Sustainability;
• Availability;
• Learnability by Self-assessment;
• Learnability by Examples and Illustrations;
• Community Involvement;
• Discoverability.
The list of factors correlates well with the challenges of the collaborative OCW authoring
we defined. Thus, solving the challenges will guarantee high quality of the resulting OERs
according to this list of factors.
3.5 Educational Content Reuse and Repurpose Studies
The importance of creating reusable and repurposable e-learning objects is widely accepted by
the e-learning community [35]. However, most of the works address the learning object reuse
problem rather by means of semantic meta-data annotations, content tagging and packaging
than by creating richly structured, reusable learning objects from the ground. The importance
of creating learning objects already with reuse in mind was, for example, stated by [101]:
Content ... should be represented not as an object of study but rather as necessary elements
towards a series of objectives that will be discovered in the course of various tests.
There are only few approaches for the direct collaborative authoring of reusable content, such
as, for example, learning examples creation [80] or semantic structuring and annotation of video
fragments [11]. This is due to the fact that the state-of-art collaborative authoring technologies
do not deal with the (semi-)structured content.
As it was previously discussed in section 2.3, conventional wiki technology has not been yet
fully applied to the structured content development. However, a couple of researches make
steps in this direction. Thus, [56] introduces the concept of wiki templates that allow end-users
to define the structure and appearance of a wiki page in order to facilitate the authoring of
structured wiki pages. Similarly the Hybrid Wiki approach [90] aims to solve the problem of
using (semi-)structured data in wikis by means of page attributes.
Another approach to combine wiki technology with structured representation are semantic
wikis [116]. Keeping the ability of traditional wikis to collaborative content building, semantic
wikis allow to add meaningful relationships between resources. There are two types of semantic
wikis. Semantic text wikis, such as Semantic MediaWiki [79] or KiWi [117] are based on se-
mantic annotations of the textual content. Semantic data wikis, such as OntoWiki [61], are
based on the RDF data model in the first place. Both types of semantic wikis, however, suffer
from two disadvantages. Firstly, their performance and scalability is restricted by current triple
store technology, which is still an order of magnitude slower when compared with relational
data management, which is regularly confirmed by SPARQL Protocol and RDF Query Lan-
guage (SPARQL) benchmarks such as BSBM [14]. Secondly, semantic wikis are generic tools,
which are not particularly adapted for a certain domain thus substantially increase the usage
complexity for users. The latter problem was partially addressed by OntoWiki components such
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as Erfurt API, RDFauthor and Semantic Pingback, which evolved OntoWiki into a framework
for Web Application development [61].
We should also mention the LORs, that allow to produce structured reusable content. The
first of them, Connexions
11
, presents the learning material as a combination of paragraphs,
each of them could be easily edited or deleted. However, this structuring is done more for
comfortable editing and does not have any functional benefits: the paragraphs cannot be reused
or annotated independently. Thus, Connexions presents just an improved user interface for
wiki-based system. The second example of structuring, is LeMill
12
. LeMill provides a way of
collaborative editing of the presentations by implementing presentations as a group of images
which can be edited collaboratively. However, to edit a slide, a user has to replace it with
another one. Also, it is impossible to have several subgroups of the slides within a presentation.
The search through the slides (not presentations) is also not implemented. Thus, slides cannot
be manipulated as independent learning objects.
3.6 Social Collaboration on Educational Content Studies
In order to facilitate the social collaboration, two main features have to be enabled: user
coordination and user engagement. In the section we discuss requirements for the features’
implementation found in the selected papers.
3.6.1 User Coordination
One critical issue in collaborative authoring is the user coordination. In order the collaboration
was efficient, all authors including novices must be aware of the state of the production process,
current goals and emergent issues. State-of-art researchers [98] distinguish following forms of
user awareness:
1. Personal awareness relates to authors’ knowledge of what they have done in the collabor-
ative authoring process, allowing users to review their past work and plan future actions
based on that.
2. Informal awareness is related to the provision of information about who is in the collab-
orative work environment and what other authors have done during particular periods of
time.
3. Group awareness relates to authors’ shared awareness of what has to be done.
To enable support of the personal awareness, all user actions should be recorded and presented
for example as user’s activity feed in her profile. The activity feed should summarize information
about what a certain author has done, which objects she has created or updated, when it has
happened. It should as well allow to go directly to the edited object.
To support informal awareness, in addition to the personal activity feed, an object activity
feed should summarize actions done to the object by all users. As well, user comments on the
process should be stored and attached to the object in order to prevent discussions over the
same question twice. Therefore, (novice) authors can easily find all annotations and comments
that relate to a particular object and know what other authors have been doing recently.
11
http://cnx.org/
12
http://lemill.net/
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To support the group awareness, some sort of an authoring plan should be available for
all (prospective) collaborators. The planning can be done explicitly in a form of a separate
document attached to the content object. As well, implicit planning can be chosen, when the
scope of work is clear from the content structure. In case of implicit planning authors should
be aware of empty and filled out (agreed) parts of the content, as well as about number of
collaborators working on each part.
3.6.2 User Engagement
The issue of user motivation raises from the fact that individuals contribution is encouraged
by the certain collaborative authoring platform popularity [21]. This makes it difficult to
motivate users to contribute within a newly developed platform. Collaboration on projects
like Wikipedia articles and open-source software is made easier by the fact that the goal is
relatively well defined. Thus, the solution is to turn the development of each content piece into
a mini-project. A number of authors define factors helping to proceed this turn and thus to
increase authors participation [21, 46]:
• Easy first step towards participation that is legitimate. A newcomer should have some-
thing easy and satisfying to accomplish. From this initial task, there are a series of gradu-
ally more challenging tasks available. Users should be informed about what is expected
to accomplish in each individual content piece and starting points for editing should be
indicated.
• Social support for participation and learning. The presence of other collaborators who
can potentially support her should be clear for a newcomer.
• Clear major objectives, understood by all its users gives collaborators feeling of the ’col-
laborative ownership’ of the content. Working on a project the user cares about can
motivate her to persevere when difficulties are encountered.
• Users are highly motivated if there exist definitive times for different ’stages’ of use and
definite end point.
• Clear indication of who can edit, which parts they can edit, acceptable and unacceptable
use as well as clear navigation structure help users to feel confident while contributing.
Within other methods of user engagement the most promising are the ones based on gami-
fication. For example, digital badges, rewarding users for certain achievements, can be shown
not only inside the platform, but as well in the user’s profile pages in popular social networks.
This fact makes the successful work inside the platform more beneficial for a user, as she can
use the badges earned for proving her skills for further online and offline projects.
3.7 Final Remarks
We have built our state-of-art study around four major research questions:
1. What are the main challenging tasks in collaborative authoring of reusable OCW?
2. Which technologies are being used to solve these tasks?
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3. How well covered are the challenging tasks in the scientific literature?
4. What are the main gaps in state-of-art research?
We have answered the first question by researching existing surveys. According to our study,
the main challenging tasks of collaborative authoring of OCW can be divided in three dimen-
sions: (1)content co-creation, including metadata and assessment items authoring, classification,
localization, personalization and quality assurance; (2) content reuse and repurpose, including
content organization, remixing, search, aggregation and filtering; (3) social collaboration, in-
cluding user coordination and user engagement.
The technologies which are currently commonly being used for solving the tasks are Web
2.0, artificial intelligence and Semantic Web technologies. We summarize the answers for these
two questions in mind map presented in Figure 3.3. Having analyzed the paper distribution,
we came to a conclusion that the issues and technologies of OCW collaborative authoring are
covered in the literature with not enough depth, that means there is not enough detailed and
focused studies on specific aspects and technologies.
The matrix we have filled out (cf. Table 3.3) gives additional details on the most and the least
researched topics in the area. Especially, we consider the following topics not to be sufficiently
addressed:
Content localization issue Although it is believed that the most important benefits OCW
would bring to the developing countries, the translation and localization approaches are almost
ignored in the published research. This gap is from one perspective is well-known, but from
another perspective it is hard to solve. The power of crowdsourcing can be used to translate
the content with reasonable quality, but this rises the problems of content synchronization and
cultural barriers. The content synchronization is partly addressed by our proposed concepts
(see section 4.3), while the actual localization which considers the cultural differences and
barriers still needs to be additionally researched.
Content remixing The issue of content remixing is also often ignored in the state-of-art re-
search. The educational content has to be re-designed from year to year, new topics often
should be included, as well as parts of different courses often need to be combined. Although
several approaches exist to address the challenge using mash-ups and LORs, these solutions
do not involve content versioning and crowdsourcing. For example, an interesting approach
proposed in [9] uses RSS-feed and machine-learning algorithms for filtering the content from
the feed and assembling it accordingly the user preferences. A mash-up created in this way
can be further edited by collaborators. In section 4.2 we propose our own approach, assuming
the content is authored in a wiki-way, has a tree-structure and due to that can be easily re-
mixed. An important novelty here is the comprehensive algorithm for versioning the content
in a tree-structure.
Network building and User engagement These two aspects are interconnected and are im-
portant for the success of any collaborative systems. Although several approaches are available
from technological side (like digital badges or social gaming), only few approaches implement
and evaluate them. These aspects lack especially the evaluation and comparison of the existing
methods. In our approach, discussed in detail in section 4.1, we propose to use social networking
functions to build highly-connected user groups, sharing the ownership of the content. As well,
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when developing the concept, we took into consideration the recommendations summarized
in subsection 3.6.2.
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CHAPTER 4
Collaboration on Multilingual Structured
Educational Content
The original idea of the web was that it
should be a collaborative space where
you can communicate through sharing
information.
Tim Berners-Lee
I think in general it’s clear that most bad
things come from misunderstanding(...)
Tim Berners-Lee
While nowadays there is a plethora of LMS, the collaborative, community-based creation of
rich e-learning content is still not sufficiently well supported. When speaking about collabor-
ative authoring, the crowdsourcing techniques and wiki paradigm are proven to be an effective
solution, allowing continuous iterative increasing of the content quality while keeping the costs
moderately low. Such techniques suppose the collaborative platform supports content version-
ing, branching and merging, that prevents unwanted changes while allows uncontrolled list of
collaborators to contribute. The wiki paradigm allows every user to refine the published con-
tent by facilitating small changes and providing easy-to-use markup language. The best known
example of successful crowdsourcing platform is Github, however there are adaptations of the
crowdsourcing techniques to the domains other than classical software development, such as
Wikipedia or OpenStreetMaps. However, the application of the crowdsourcing techniques to
the OCW production has not yet been done. This is due to the specific of the content type
the concepts have to deal with. The paradigm of OER supposes the creation and sharing of re-
usable, repurposable learning objects, annotated by standardized metadata. Thus, the content
structuring is required, as discussed in subsection 1.5.1. However, dealing with the structure
when applying crowdsourcing techniques is challenging.
In the current chapter we present and discuss our CrowdLearn concept, aiming at application
of crowdsourcing techniques to the structured content and supportive WikiApp data model we
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have developed to implement it. As well, we present the CoSMEC concept, which enables the
support of multilingual content for this complex data model.
4.1 CrowdLearn Concept
In order to develop the concept which facilitates large-scale collaboration on OERs, we have
first summarized the major challenges and possible solutions for that. The results of this work
have been already discussed in the previous chapter. We have transformed the findings from our
related work study in a Table 4.1, which gives a brief overview on the challenges and approaches
we have found to be the most promising.
Aspect Approach chosen Remarks
Content co-creation
Content authoring Crowdsourcing, wiki Content objects, metadata, assessment
items and styles are reusable and fully
versioned
Metadata authoring Crowdsourcing, wiki, standard compliance
Assessment. items auth. Crowdsourcing, wiki
Quality assurance Social networking, crowdsourcing, wiki, se-
mantic structuring
Categorization Crowdsourcing (social annotation)
Personalization Semantic structuring, crowdsourcing (social
annotation)
Localization Crowdsourcing, wiki Using CoSMEC concept (c.f. section 4.3
Reuse and repurpose
Search, filtering, aggregation. Standard compliance, crowdsourcing (social
annotation), semantic structuring
Remixing Semantic structuring, standard compliance Using WikiApp (c.f. section 4.2)
Organization Semantic structuring Using WikiApp (c.f. section 4.2)
Social Collaboration
Negotiation Social Networking
Awareness Social Networking
Network building Social Networking
Engagement Social Networking
Table 4.1: Chosen approaches for solving OCW collaborative authoring challenges.
As it can be seen from the table, most of the challenging tasks can be covered by five stra-
tegical approaches, as illustrated by Figure 4.1 Moreover, the combination of the approaches
gives a synergistic effect. However, the integration of the approaches requires additional con-
cepts to be developed. We have called the resulting complex solution CrowdLearn concept. In
the section we discuss the CrowdLearn concept and the synergistic effects it gives, while missing
approaches we had to develop are discussed in the next sections.
The CrowdLearn concept aims to provide a framework for efficient collaborative authoring
of reusable educational content. We see the CrowdLearn concept as an application of crowd-
sourcing techniques to the e-learning content creation, repurpose and reuse. The sources of our
inspiration were:
• wiki paradigm and its implementation Wikipedia, the project which proved the effective-
ness of applying crowdsourcing techniques to the textual content;
• content versioning systems and their online implementations (e.g. Github), which proved
the reliability and effectiveness of opening large-scale projects for crowdsourcing with
uncontrolled auditory.
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Figure 4.1: Graphical representation of the CrowdLearn concept components.
In order the application to be effective, the concept considers the specific of the educational
domain by combining five strategies, presented in Figure 4.1. Below we discuss these five main
components and their interrelations.
Crowdsourcing There are already vast amounts of amateur and expert users which are col-
laborating and contributing on the Social Web. Harnessing the power of such crowds can
significantly enhance and widen the distribution of e-learning content. Crowdsourcing as a
distributed problem-solving and production model is defined to address this aspect of collective
intelligence [66]. CrowdLearn as its main innovation combines the crowdsourcing techniques
with the creation of highly-structured e-learning content. E-learning material when combined
with crowdsourcing and collaborative social approaches can help to cultivate innovation by
collecting and expressing (contradicting) individual’s ideas. As Paulo Freire wrote in his 1968
book, “Education must begin with the solution of the teacher-student contradiction, by recon-
ciling the poles of the contradiction so that both are simultaneously teachers and students...”.
Therefore, crowdsourcing in the domain of educational material not only increases the amount
of e-learning content but also improves the quality of the content. Our concept assumes ap-
plication of crowdsourcing techniques to all kinds of the content and its metadata, including
self-assessment items. This, together with social networking and semantic structuring, com-
pletely solves the challenges from the content co-creation aspect group. The content quality
assurance is then reached through facilitation of small contributions from the crowd and ability
to discuss the individual learning artifacts, such as an individual slide or a question. Social
annotation of the content pieces serves as a basis for content categorization and customization.
An important task our concept allows to be done by the crowd is content localization. Here
the content structuring plays a crucial role in improving the quality of the translation, due to
the possibility to translate and edit each learning artifact individually.
Wiki The wiki paradigm supposes the crowdsourcing of the content supported by facilitation
of small contributions, formatting and version control. To be able to deal with structured
content, the wiki paradigm needs a more comprehensive data model. Our CrowdLearn concept
assumes the content to be presented according to our previously developed WikiApp data model,
described in detail in section 4.2. The WikiApp data model is a refinement of the traditional
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entity-relationship data model. It adds some additional formalisms in order to make users
as well as ownership, part-of and based-on relationships first-class citizens of the data model.
A set of content objects connected by part-of relations can be arranged and manipulated in
exactly the same manner, as an individual non-structured object. The model natively supports
versioning and structuring of the different content objects.
Semantic structuring Instead of dealing with large learning objects (often whole presentations
or tests), we decompose them into fine-grained learning artifacts. Thus, rather than a large
presentation, user will be able to edit, discuss and reuse individual slides; instead of a whole test
she/he will be able to work on the level of individual questions. This concept efficiently facilit-
ates the reuse and repurpose of the learning objects. Semantic structuring facilitates application
of content personalization mechanisms, allowing recommendation systems to work with a finer
tuned setup. Semantic structuring together with standard compliance and social annotation
facilitates content publishing, aggregation and filtering due to the ability of algorithms to work
with finer grained content. The semantic structuring of the content is implemented via using
the WikiApp data model discussed in the paragraph above.
Social networking The theoretical foundations for e-Learning 2.0 are drawn from social con-
structivism [137]. It is assumed that students learn as they work together to understand their
experiences and create meaning. In this view, teachers are knowers who craft a curriculum
to support a self-directed, collaborative search and discussion for meanings. Supporting social
networking activities in CrowdLearn enables students to proactively interact with each other to
acquire knowledge. With the CrowdLearn concept we address the following social networking
activities:
• Users can follow individual learning objects as well as other users activities to receive
notification messages about their updates.
• Users can discuss the content of learning objects in a forum-like manner.
• Users can share the learning objects within their social network websites such as Facebook,
Google Plus, LinkedIn, etc.
• Users can rate the available questions in terms of their difficulty.
Besides increasing of the learning process quality, social activities improve the quality of the
created learning material. Even when answering a quiz, users can contribute by analyzing the
quality of the questions and making suggestions of how to improve them. Thus, the knowledge
is being created not only explicitly by contributors, but also implicitly through discussions,
answering the questions of assessment tests, or in other words through native learning activities.
Standard-compliance In order the CrowdLearn concept to be efficient in the real life, it has
to support the content migration between different LMS. However, often content migration is
not completely adequate and can thus result in loss of valuable content, metadata or structure.
Even if the transfer is possible, moving the content between systems can be more costly than
just redeveloping that course in the new system.
The first possible strategy to overcome this challenge is the standard-compliance of both
LMS and content. During our research on the available content and metadata formats we have
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decided to adopt the SCORM standard [1] and practical recommendations [2], expanding the
standard to support the collaborative model of content creation (see section 5.1.2). The other
strategy is to use an intermediary format to proceed the migration. For example, Linked Data
is proven to perform well in the educational domain [55]. We present our Linked Data model
in Figure 5.1.2, and in Figure 5.1.2 we describe the process of content transformation into RDF
triples in detail.
4.2 WikiApp Data Model
The implementation of the CrowdLearn concept requires a data model, that naturally supports
required operations. However, to our knowledge, such model is not known to be described
formulated at least in the open scientific research. To fulfill the gap we have developed and
formalize an innovative data model called WikiApp.
The WikiApp data model is a refinement of the traditional entity-relationship data model. It
adds some additional formalisms in order to make users as well as ownership, part-of and based-
on relationships first-class citizens of the data model. A set of content objects connected by
part-of relations can be arranged and manipulated in exactly the same manner, as an individual
non-structured object. The model natively supports versioning and structuring of the different
content objects.
Figure 4.2: Conceptual view of the WikiApp data model.
We illustrate the WikiApp model in Figure 4.2 and formally define it as follows:
Definition 9 (WikiApp data model) The WikiApp data model WA can be formally de-
scribed by a triple M = (U, T, O) with:
• U - a set of users.
• T - a set of content types with associated property types P
t
having this content type as
their domain.
• O = {O
t∈T
} with O
t
being sets of content objects for each content type t ∈ T .
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Each O
t
consists of content objects o
t,i
with i ∈ I
T
being a suitable identifier set for the content
objects in O
t
. Each o
t,i
comprises a set of properties P
t,i
= Attr
t,i
∪ Rel
t,i
. Attr
t,i
is a set of
literal, possibly typed attributes, and Rel
t,i
is a set of relationships with other content objects;
The only necessary attribute for all content objects is c
t,i
, which contains the creation timestamp
of the object o
t,i
. Rel
t,i
can particularly include the following designated relationships to related
objects:
• part
t,i
⊂ O refers to set of the content objects contained in o
t,i
;
• base
t,i
∈ O
t
refers to base content object from which the object o
t,i
was derived;
• user
t,i
∈ U refers to a user being the owner of the o
t,i
;
The WikiApp model assumes that all content objects are versioned using the timestamp c
t,i
and the base content object relation b
t,i
. In the spirit of the wiki paradigm, there is no deletion
or updating of existing, versioned content objects. Instead new revisions of the content objects
are created and linked to their base objects via the base-content-object relation. All operations
have to be performed by a specific user and the newly created content objects will have this
user being associated as their owner. In practice, however, usually only a subset of the content
objects are required to be versioned. For auxiliary content (such as user profiles, preferences
etc.) it is usually sufficient to omit a base content object relation. For reasons of simplicity
of the presentation and space restrictions we have omitted a separate consideration of such
content here. However, this is in fact just a special case of our general model, where the base
content object relation base
t,i
is empty for a subset of the content objects.
The model is compatible with both the relational data model and the RDF data model (i.e.
it is straightforward to map it to each one of these). When implemented as a relational data,
content types correspond to tables and content objects to rows in these tables. Functional
attributes and relationships as well as the owner and base-content-object relationships can be
modeled as columns (the latter three representing foreign-key relationships) in these tables. The
implementation of the WikiApp model in RDF is slightly more straightforward: content types
resemble classes and content objects instances of these classes. Attributes and relationships can
be attached to the classes via rdfs:domain and rdfs:range definitions and directly used as
properties of the respective instances. For reasons of scalability we expect the WikiApp data
model to be mainly used with relational backends.
Watching the users, as well as following the learning objects operations are natively supported
by the model. This allows users to receive the information about changes of the followed content
object or new objects created by the watched user. Also, these operations allow to easily find
the followed object or user.
Definition 10 (SlideWiki data model) For our SlideWiki example application (whose im-
plementation is explained in detail in chapter 5) the data model consists of individual slides,
decks (being ordered sequences of slides and sub-decks), media assets (which are used within
slides) as well as themes (which are associated as default styles with decks and users):
• T = {deck, slide, media, theme}
• Attr
deck
= {title → text, abstract → text,
license → {CC − BY, CC − BY − SA}},
Rel
deck
= {default_theme → theme},
Part
deck
= {deck_content → deck ∪ slide}
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• Attr
slide
= {content → text, speaker_note → text,
license → {CC − BY, CC − BY − SA}},
Rel
slide
= {uses → media}, Part
slide
= {}
• Attr
media
= {type → {image, video, audio}, uri →
string, license → {CC − BY, CC − BY − SA}},
Rel
media
= {}, Part
media
= {}
• Attr
theme
= {title → string, css_definition → text},
Rel
theme
= {}, Part
theme
= {}
After we introduced the WikiApp data model, we now describe the main operations on the
data model. In the spirit of the wiki paradigm, there is no deletion or updating of existing,
versioned content objects. Instead new revisions of content objects are created and linked to
their base objects via the b
t,i
relation.
Definition 11 (WikiApp operations) Five base operations are defined on the WikiApp data
model:
• create(u, t, p) : U × T × P
t
→ O
t
creates a new content object of type t with the owner u
and properties p.
• newRevision(u, t, i, p) : U × T × I
T
× P
t
→ O
t
creates a copy of an existing content object
o
t,i
of type t potentially with a new owner u and overriding existing properties with p.
• getRevision(t, i) : T × I
T
→ O
t
∪ false returns the existing content object o
t,i
of type t
including all its properties or false in case a content object of type t with identifier i does
not exist.
• isWatching(u, t, i) : U ×T ×I
T
→ {true, false} returns true if the user u is watching the
content object of type t with identifier i or false otherwise. Following users is a special
case, where the content object type is set to user.
• watch(u, t, i) : U × T × I
T
→ {true, false} toggles user u watching the content object of
type t with identifier i and returns the new watch status.
All operations have to be performed by a specific user and the newly created content objects
will have this user being associated as their owner. In addition, when a new revision of an
existing content object is created and the original content object is indicated to be part of
another content object (by the distinguished part-of relations) the creation of a new revision
of the containing content object has to be triggered as well. In our Example 10, this is, for
example, triggered when a user creates a new revision of a slide being part of a deck. If the
user is not the owner of the containing deck, a new deck revision is automatically created, so
as to not implicitly modify other users’ decks (cf. subsection 5.1.1).
4.3 Co-evolution of Structured Multilingual Educational Content
(CoSMEC)
In order to enable the support of multilingual educational content we have expanded the Crowd-
Learn concept to support multilinguality. The proposed CoSMEC concept combines and ex-
pands several existing paradigms. The overview of the concept is presented in Figure 4.3.
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Figure 4.3: Overview of the CoSMEC concept.
To enable collaborative authoring of semantically structured educational content, we use
our CrowdLearn concept, as described in detail in chapter 4. In order to enable the support of
multilingual content, CoSMEC allows the content versions to be presented in different languages
by adding the translatedInto and its inverse translatedFrom relations to the WikiApp data
model. CoSMEC does not deal with the objects being originally created in different languages.
Instead, our concept requires the presence of the source content object, as well as its translations.
Enforcing this requirement allows us to:
• distinguish between users’ authoring and translating contributions to the content;
• present the list of original content authors in all translations;
• propagate changes in order to synchronize the content of translations with the source.
The CoSMEC concept introduces the paradigm of co-evolution of multilingual content, that
means the ability to update a translation to the current state of the source object and vice
versa. However, the requirement above only allows users to update the content of a translation
according to an original version, but not contrariwise. To overcome this limitation, we enable
the translation of an object back to the original language, thus creating a revision of the source
object. This back-translation requires a mechanism of merging the revisions, as we do not want
to overwrite the original content with a repeatedly-translated one. Thus, in order to function
efficiently, the mechanism of co-evolution requires three operations to be defined:
• initial translation (see Figure 4.4, schema 1);
• synchronization of the translation with the source (see Figure 4.4, schema 2);
• merging the revisions (see Figure 4.4, schema 3).
The issues of the mechanism implementation we have discovered and solved during example
implementation are presented in subsection 5.1.3, while the implementation in pseudocode is
listed below.
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Figure 4.4: CoSMEC mechanism of the multilingual content co-evolution.
f unc t i on t r a n s l a t e _ s l i d e ( s l i d e , target_language ) :
i f t r a n s l a t i o n does not e x i s t :
create_empty_sl ide ( new_slide )
t r a n s l a t e s l i d e content ( new_content ) in target_language
s e t new_slide author to the cur rent user
s e t new_slide language to the target_language
s e t new_slide content to new_content
s e t s l i d e t rans latedTo to new_slide id
re turn new_slide
e l s e :
r e turn e x i s t i n g s l i d e t r a n s l a t i o n
func t i on i n i t i a l _ t r a n s l a t i o n ( source_deck , language ) :
create_empty_deck ( new_deck )
f o r each s l i d e o f a source_deck :
new_slide = t r a n s l a t e _ s l i d e ( s l i d e , language )
add new_slide to new_deck
re turn new_deck
func t i on update_trans lat ion ( source_deck , trans lated_deck , language ) :
c r e a t e new r e v i s i o n o f t rans lated_deck
f o r each added_sl ide o f a source_deck :
new_slide = t r a n s l a t e _ s l i d e ( added_slide , language )
add new_slide to new r e v i s i o n o f t rans lated_deck
re turn new r e v i s i o n o f t rans lated_deck
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f unc t i on find_source_deck ( trans lated_deck ) :
f i r s t _ r e v i s i o n = g e t _ f i r s t _ r e v i s i o n o f t rans lated_deck
f i n d source_deck where t rans latedTo = f i r s t _ r e v i s i o n
re turn source_deck
func t i on back_trans la t ion ( trans lated_deck , language ) :
source_deck = find_source_deck ( trans lated_deck )
source_deck = f i n d l a s t _ r e v i s i o n o f source deck
f o r each s l i d e o f t rans lated_deck :
i f s l i d e does not e x i s t in source_deck :
add ( t r a n s l a t e _ s l i d e ( s l i d e , language ) ) to source_deck
re turn source_deck
func t i on trans late_deck ( source_deck , lang ) :
i f t r an s l a t ed_ve r s i on o f source_deck in lang e x i s t s :
i f source_deck was t r a n s l a t e d from lang :
r e turn back_trans la t ion ( source_deck , lang )
e l s e :
r e turn update_trans lat ion ( source_deck , t rans la t ed_ver s i on , lang )
e l s e :
r e turn i n i t i a l _ t r a n s l a t i o n ( source_deck , lang )
4.4 Final Remarks
In the chapter we have presented the concepts we have developed in order to deal with the
major challenges preventing in our opinion the OER movement to succeed. We have provided a
complex solution supporting the whole life-cycle of a common OER, including reuse, repurpose
and localization of its content. In particular we aimed at finding solutions for the following
issues:
Content production costs. Crowdsourcing on the content pieces, when supported by domain
experts, enables the iterative production of quality content with lower resource production.
As a byproduct, crowdsourcing involves not only specialists, but prospective learners as well,
partly solving the learner engagement issue.
Content reusability and interoperability. This issue is addressed by WikiApp data model
allowing collaboration on semantically structured content. The content structuring facilitates
reuse and repurpose of the content pieces, as well as their migration between educational plat-
forms.
Multilinguality. Our developed CoSMEC concept allows not only to translate the content into
a number of languages, but to synchronize those translations and semi-automatically aggregate
changes between them. Moreover, being combined together, the developed concepts give a
synergistic effect on a quality of the produced resources. According to the [3], the content
quality is affected by the following factors, and our solution positively influences each of them:
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• Legal Reusability. The CrowdLearn concept assumes the content to be in shared ownership
of all its contributors. At the same time, the wiki paradigm allows every user to contribute,
preventing vandalism by content versioning control.
• Multilinguality. The CoSMEC concept allows effective mechanism to manage the syn-
chronization of the content presented in different languages, while WikiApp data model
facilitates the translations by structuring the content into fine-grained pieces.
• Format repurposing. The standard compliance component of the CrowdLearn concept
together with content structuring paradigm ensures the content interoperability.
• Recency. Our concept allows to develop easily evolving content due to the power of crowd,
reusability of content pieces, full version control and facilitation of minor edits.
• Sustainability. The community engagement ensures that useful and popular content is
regularly updated and improved.
• Learnability. The WikiApp data model allows to deal with different types of OERs,
including media objects and self-assessment items.
• Community Involvement. Social Networking features, enabled for each content piece,
dramatically increase social interaction between the users.
• Discoverability. Crowdsourcing on resource metadata, enabled by CrowdLearn, dramat-
ically increases its up-to-date completeness.
In order to evaluate the concepts in real life, we have implemented a web-based platform for
collaborative OCW authoring. The details of the platform implementation and evaluation are
discussed in the chapters below.
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CHAPTER 5
Implementation and Evaluation
We implement and evaluate the developed concepts with SlideWiki
1
– a web-based OCW au-
thoring and crowd-learning platform. Using SlideWiki large communities of teachers, lecturers
and academics are empowered to create sophisticated educational content in a truly collabor-
ative way. For newly emerging research fields, for example, a collaboration facility such as
SlideWiki allows to disseminate content and educate PhD students and peer-researchers more
rapidly, since the burden of creating and structuring the new field can be distributed among
a large community. Specialists for individual aspects of the new field can focus on creating
educational content in their particular area of expertise and still this content can be easily
integrated with other content, restructured and repurposed.
With SlideWiki we have a holistic end-to-end view on the collaboration and engagement
with OCW targeting all relevant stakeholders, in particular:
• Primary and secondary education teachers who can use the platform to share, repurpose
and present content.
• School students, who can access and comment the content and test their learning progress
using the self-assessment functions.
• Parents, who can observe the learning progress of their kids.
• Professional and vocational trainers, who can easily collaborate in the courseware content
creation.
• Professors and higher-education educators, who can use the platform for sharing, translat-
ing and maintaining their high-quality courseware content and building their reputation
as OCW author.
• University students, who can obtain personalized and context specific learning resources.
• Companies, which can use the SlideWiki technology internally to train employees and
partners.
• MOOC platforms, which can dramatically lower the content creation and maintenance
costs.
1
http://SlideWiki.org
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Figure 5.1: SlideWiki conceptual scheme.
In the sections below we describe and evaluate the developed SlideWiki platform. As well,
we provide fragments of the SlideWiki User Documentation deck
2
in Appendix D.
5.1 SlideWiki Architecture, Functionality and User Interface
SlideWiki deals with two types of (semi-)structured learning objects: slide presentations and
assessment tests. The content is organized according to the CoSMEC concept. Slide present-
ations are represented as a combination of individual slides (consisting mainly of HyperText
Markup Language (HTML) snippets, Scalable Vector Graphics (SVG) images and meta-data),
individual decks (ordered sequences of slides and sub-decks), themes (which are associated as
default styles with decks and users) and media assets (which are used within slides). The
self-assessment test sets combine individual tests (which can be organized manually by user
or created automatically in accordance with the deck structure and content), questions for the
slide material assigned to certain slides (which are part of tests) and answers (which are part
of the questions).
The SlideWiki platform is built on top of the Linux-Apache-MySQL-PHP (LAMP) techno-
logy stack where a relational approach (implemented by MySQL database management system)
is used to implement the conceptual WikiApp data model of SlideWiki. The SlideWiki ap-
plication makes extensive use of the Model-View-Controller (MVC) architecture pattern, as
depicted at Figure 5.2. The MVC architecture enables the decoupling of the user interface,
program logic and database controllers and thus allows developers to maintain each of these
2
Full version is available at http://slidewiki.org/documentation
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Figure 5.2: SlideWiki architecture overview.
components separately.
SlideWiki makes extensive use of HTML5 features to provide users with intuitive and re-
sponsive interfaces. In addition to the overall MVC architecture, SlideWiki utilizes a client-side
MVC approach (implemented in JavaScript and running inside the users Web browser). The
client-side MVC handler as (singleton) controller listens to the hash fragment of the reques-
ted Uniform Resource Locator (URL)s and once a change has occurred the handler triggers
the corresponding actions. Each action has a JavaScript template (implemented using jQuery
templates) with the corresponding variable place holders. For each action an Ajax call is made
and the results are returned to the controller in JavaScript Object Notation (JSON) format.
Subsequently, the controller fills the templates with the results and renders them in the browser.
Additionally, SlideWiki supports progressive loading of presentations to guarantee the scalab-
ility when a large presentation is loaded. Progressive loading is a design pattern for web ap-
plications which adds content to a web page incrementally. It results in gradually increasing
the workload over time when loading a large presentation thereby improving the performance
of the system. In the subsections below we discuss the design solutions and implementation of
main SlideWiki features.
5.1.1 Content Development.
Being a wiki, the SlideWiki platform supposes the prevalence of the content over format. Due
to this, we were strongly focused on facilitation of the slide content editing process, trying to
minimize the complications of slide content format. This means, that in oppose to desktop
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single-user slide editing applications (like Microsoft PowerPoint), we do not work with slide
layouts. Instead, we operate on the slide content similarly to Microsoft Word, allowing em-
bedding media within the textual blocks. Nevertheless, SlideWiki allows to individualize slide
formatting by applying style sheets. Moreover, the SlideWiki users are able to edit, share and
reuse their own style sheets in the same manner as they share and reuse the content pieces.
In the section we discuss the tools supporting the authoring of slides and collaboration on
them in detail.
Authoring SlideWiki employs an inline HTML5-based What-You-See-Is-What-You-Get (WYSI-
WYG) text editor for authoring the presentation slides (cf. Figure 5.4). Using this approach,
users will see the slideshow output at the same time as they are authoring their slides. The
editor is implemented based on ALOHA editor
3
extended with some additional features such
as image manager, source manager, equation editor.
The inline editor uses SVG images for drawing shapes on slide canvas. Editing SVG im-
ages is supported by SVG-edit
4
with some predefined shapes which are commonly used in
presentations. We gave chosen the SVG format due to the open Extensible Markup Language
(XML)-based encoding of the images it creates. This is especially important for the slide loc-
alization, as the textual content of the SVG images can be picked out the rest code blocks and
translated.
For logical structuring of presentations, SlideWiki utilizes a tree structure in which users
can append new or existing slides/decks and drag & drop items for positioning. When creating
presentation decks, users can assign appropriate tags as well as footer text, default theme/trans-
ition, abstract and additional meta-data to the deck.
SlideWiki follows the “anyone can edit” philosophy of wikis for creating synergistic present-
ations. In order to manage the changes made by users, SlideWiki defines a revisioning system
as described in the following.
Change Management. Revision control is natively supported by WikiApp data model, how-
ever we additionally define rules and restrictions to increase the performance. There are different
circumstances in SlideWiki for which new slide or deck revisions have to be created. For decks,
however, the situation is slightly more complicated, since we wanted to avoid an uncontrolled
proliferation of deck revisions. This would, however, happen due to the fact, that every change
of a slide would also trigger the creation of a new deck revision for all the decks the slide is a
part of. Hence, we follow a more retentive strategy. We identified three situations which have
to cause the creation of new revisions:
• The user specifically requests to create a new deck revision.
• The content of a deck is modified (e.g. slide order is changed, change in slides content,
adding or deleting slides to/from the deck, replacing a deck content with new content,
etc.) by a user which is neither the owner of a deck nor a member of the deck’s editor
group.
• The content of a deck is modified by the owner of a deck but the deck is used somewhere
else.
3
http://aloha-editor.org/
4
http://code.google.com/p/svg-edit/
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user requests to copy a deck
add/remove item to/from deck
change the order of items in a deck
replace/change the content of a deck
change the slide content
new slide revision
user is the owner of
the container deck
yes
no
yes
no
new deck revision
container deck has
usage somewhere else
Figure 5.3: Decision flow during the creation of new slide and deck revisions.
The decision flow is presented in Figure 5.3. In addition, when creating a new deck revision,
we always need to recursively spread the change into the parent decks and create new revisions
for them if necessary.
Styling. In order to create flexible and dynamic templates and styles for presentations, the
SlideWiki platform utilizes Sass language
5
. It extends Cascade Style Sheets (CSS) by provid-
ing several mechanisms available in programming languages, particularly object-oriented lan-
guages, but not available in CSS3 itself. When a Sass script is interpreted, it creates blocks
of CSS rules for various selectors as defined by the Sass file. Using Sass, SlideWiki users can
easily create and reuse presentation themes and transitions.
5.1.2 Content Migration.
Keeping up-to-date with these latest developments and trends in online education, the SlideWiki
platform has been developed to target all the widely used and emerging educational channels,
in order to maximize its outreach and impact to educators and learners worldwide. The flexible
WikiApp data model allows to fully integrate SlideWiki with LMSs, MOOC platforms, as well
as social networks and electronic books. This integration will ensure that the learning resources
developed with the use of the SlideWiki platform are delivered via a variety of educational
channels that address different learning contexts, pedagogical and technological requirements,
and learning communities.
In the section we describe the implementation of WikiApp data model for both relational
databases and RDF. We discuss as well bottlenecks and deficiencies we met during the imple-
mentation. We as well describe the conversion of SlideWiki content into Sharable Content
Objects (SCO)s, that allows to publish the content in a wide variety of existing educational
platforms, such as Moodle.
5
http://sass-lang.com/
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Figure 5.4: A screenshot of SlideWiki authoring tool.
Data Model for Relational Database
Using the previously discussed WikiApp data model (see section 4.2) we have succeeded to
implement the following principles on SlideWiki platform:
• Provenance: the origin and creation context of all information should be preserved and
well documented.
• Transparency, openness and peer-review: content should be visible and easily observable
for the largest possible audience, thus facilitating review and quality improvements.
• Simplicity: the implementations should be simple to build and use.
• Social Collaboration: following other users, watching the evolution of content as well as
reusing and repurposing of content in social collaboration networks is at the heart of data
model.
• Scalability: the implementations should be scalable and be implementable according to
established Web application development practices.
SlideWiki example application uses two implementations of WikiApp data model. The first
implementation is used for managing slides and presentations. It includes individual slides,
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decks (being ordered sequences of slides and sub-decks), themes (which are associated as default
styles with decks and users) and media assets (which are used within slides). The second
implementation was developed for managing questions and questionnaires (tests). It includes
questions for the slide material (the question is assigned to all slide revisions), questionnaires
(which could be organized manually by user or created automatically in accordance with the
deck content), and answers (which are the part of the questions).
We implicitly connected these two WikiApp instances by adding two relations. Firstly, we
assigned questions to slides. Thus, during the learning process users are able to try answer the
questionnaires and have a look the assigned slide if necessary. The important issue here is that
we assign question not to individual slide revision, but for the slide itself. This decision gives an
opportunity to create new slide revision, that already has a list of questions, collected from other
revisions. Secondly, we assigned questionnaires to concrete deck revisions. Thus automatically
created test saves the structure of deck revision, which it is assigned to. This allows us to use
module-based assessment to score the test results. The following two diagram Figure 5.5) illus-
trates the implementation of WikiApp in SlideWiki. These two special relations are indicated
on the example object diagram by the dashed arrows: 1 - connection between questionnaires
and deck revisions to enable module-based scoring; 2 - connection between questions and slides
to allow users see the related material when answering the questionnaires.
Figure 5.5: Example object diagram for SlideWiki.
The current database (see also Figure 5.6) consists of 30 tables interconnected by the foreign
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key relationship:
Table Function
Slide describes the original slide
Slide_revision describes the revisions of the original slide
Deck describes the original deck containing a set of slides
Deck_revision describes the revisions of the original deck
Deck_content describes the organization of content in a deck
Questions describes MCQ associated to a slide
Answers describes answers to a question
Doubtful describes the reasons for questions reported by users as doubtful
Users describes the users of platform
User_group describes different user groups on the platform
User_tests describes the evaluation test created by a user
Test_content describes the evaluation test as a set of questions
Test_results describes the results of an evaluation test
Style describes presentation themes
Transition describes transition effects used in presentations
Impress_transition describes a special type of transitions
Comment describes user-added comments on a slide or deck
Tag describes keywords assigned to an item (i.e. slide, deck, etc.)
Brand describes branding ads for presentations
Message describes messages communicated between platform users
Media describes media items used in a presentation
Medial_relations describes the relation between media and the associated item
Subscription describes the user-subscription to a certain slide/deck
Badge describes a user badge
Badge_import_details describes the badge associated items
Notifications describes user notifications
Preference describes preferences for user profiling
Short_urls describes the URLs for search engine optimization
Testing describes performance tests on the platform
Translation_cronjobs describes translation jobs to be sent to external translation services
Table 5.1: Description of SlideWiki Database Tables.
Data Model for RDF
In order the OER movement to fully success, the OERs have to be searchable and reusable, in
other words the interoperable. In order to ensure the interoperability, a number of competing
approaches, metadata schemas and interface mechanisms was developed the last decade. For
example, Dublin Core
6
, IEEE Learning Object Metadata (LOM) [29] or ADL SCORM
7
stand-
6
http://dublincore.org/documents/dces/
7
http://www.adlnet.org/
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Figure 5.6: An overview of SlideWiki MySQL tables.
ards and query interface mechanisms such as OAI-PMH
8
or SQI
9
. However, so far Web-scale
integration of resources is not facilitated, mainly due to the lack of commonly shared principles,
8
http://www.openarchives.org/pmh/
9
http://www.cen-ltso.net/main.aspx?put=859
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datasets and schemas [37]. At the same time, the Linked Data approach has emerged as the
de-facto standard for sharing data on the Web, offering a large potential to solve interoper-
ability issues of any type of digital content. Thus, we consider the publishing content and its
metadata as linked data to be the crucial requirement for the OER.
In order to publish the SlideWiki content in accessible way, we have adapted the developed
WikiApp data model for linked data. We based the data model on three newly created ontolo-
gies:
1. WA ontology
10
models the WikiApp data model and can be reused in any type of WikiApp
implementation;
2. SW ontology
11
models the base SlideWiki relations between content objects and users;
3. SA ontology
12
models the self-assessment items and can be reused for other e-assessment
data mapping.
As there are no ontologies for modeling e-learning objects available, the number of reused
properties and classes is not high. However, we have reused properties from three widely
accepted ontologies:
• Dublin Core Metadata Initiative Terms (DCMI-TERMS)
13
is a set of vocabularies which
includes the elements from DublinCore, as well as sets of resource classes (including the
DCMI Type Vocabulary [DCMI-TYPE]), vocabulary encoding schemes, and syntax en-
coding schemes. The terms in DCMI vocabularies are intended to be used in combination
with terms from other, compatible vocabularies in the context of application profiles and
on the basis of the DCMI Abstract Model [DCAM]. DublinCore (DC) is a vocabulary of
fifteen properties for use in resource description. DC is a simple yet flexible metadata
standard, intended to describe a wide variety of resources.
• Friend Of A Friend (FOAF)
14
is an ontology describing persons, their activities and their
relations to other people and objects. As used in most of the existing vocabularies, FOAF
is a common way to add general information to persons and organizations. FOAF is one
of the key components of the WebID
15
specifications, and its support by browsers and
web-services grows fast. For example, the Live Journal
16
and DeadJournal
17
blogging
sites support FOAF profiles for all their members, My Opera community supports FOAF
profiles for members as well as groups, FOAF support is present on Identi.ca, FriendFeed,
WordPress and TypePad services. Yandex blog search platform supports search over
FOAF profile information. Prominent client-side FOAF support is available in Safari,
Firefox and Google Chrome web browsers.
• Provenance Ontology (PROV-O)
18
provides a set of classes, properties, and restrictions
that can be used to represent and interchange provenance information generated in dif-
10
http://SlideWiki.org/rdf/wa
11
http://SlideWiki.org/rdf/sw
12
http://SlideWiki.org/rdf/sa
13
http://dublincore.org/documents/dcmi-terms/
14
http://www.foaf-project.org/
15
https://www.w3.org/2005/Incubator/webid/
16
http://www.livejournal.com/
17
http://www.deadjournal.com/
18
https://www.w3.org/TR/prov-o/
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ferent systems and under different contexts. Provenance is a critical ingredient for es-
tablishing trust of published scientific content. This is true whether we are considering
a data set, a computational workflow, a peer-reviewed publication or a simple scientific
claim with supportive evidence. It is a domain-independent and general-purpose ontology
and it allows and encourages for extensions to cover more specific needs. In particular, to
track authoring and versioning information of content pieces, PROV-O provides a basic
methodology but not any specific classes and properties for identifying or distinguish-
ing between the various roles assumed by agents manipulating digital artifacts, such as
author, contributor and curator.
Additionally, the World Wide Web Consortium (W3C) recommended ontologies are reused
to model the CSS attached to the content objects
19
and the textual content of the objects
20
.
Following the WikiApp data model formalization, the core of the WA ontology is built on
three main classes:
1. wa:Container corresponds to the Content Type concept;
2. wa:ContentObject stores the content objects and all kinds of relations between them;
3. wa:User is a subclass of foaf:Person.
Being an implementation of WikiApp data model, the ontology requires each content ob-
ject to have only the dcterms:created property specified. This ensures high flexibility and
interoperability of the ontology, making it easy to be reused in a wide range of applications.
The core relations between content objects can be defined by using one out of four properties.
• prov:wasRevisionOf
21
. The PROV ontology defines revision as a derivation for which
the resulting entity is a revised version of some original. The implication here is that the
resulting entity contains substantial content from the original. Revision is a particular
case of derivation, that is reflected by the prov:wasRevisionOf property being a subclass
of prov:wasDerivedFrom property. The suitable semantics of the property, its quality
and popularity of the PROV ontology itself led us to the decision to reuse it instead of
defining a new one. In order to simplify the usage of the future datasets, we define as
well the inverted property wa:hasRevisions.
• wa:translationOf. Despite the fact the integration of PROV vocabulary allowed us to
use the prov:hadPrimarySource property for defining the relation between translation
and its original, we have decided not to reuse the property. The reason for that decision is
its potentially ambiguous meaning. For example, in the SlideWiki example implementa-
tion a slide presentation can have an assigned source, that is usually a textbook the slides
are based on. In order to overcome the ambiguity we defined an own property, making it
however a subproperty of prov:wasDerivedFrom. This allows us to use all the semantics
defined for the PROV vocabulary and at the same time allows to add own specifications.
• dcterms:hasPart
22
. We reuse the property as well as its inversion dcterms:isPartOf
to define the part-of relationship between two content objects.
19
http://www.w3.org/ns/oa
20
http://www.w3.org/2011/content
21
http://www.w3.org/ns/prov#wasRevisionOf
22
http://dublincore.org/documents/dcmi-terms/#terms-hasPart
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• wa:assignedTo The property defines the many to one relationship between two content
objects. Its common usage includes the assigning comments, notes or questions to other
content objects.
Figure 5.7: WikiApp data model implemented as an ontology.
The complete SlideWiki knowledge graph is presented in Appendix B.
RDB2RDF Conversion
An RDB2RDF mapping can either be represented as a set of customized rules or through a
generic set of rules (as defined by the W3C Direct Mapping standard
23
). Often, the output
of a Direct Mapping may not be useful, that is, it may not adequately take the structural
and/or semantic complexity of the database schema into account. Due to the complexity of the
SlideWiki data model, we have concluded that not using the customized rules would lead to a
loss of resulting data quality.
A large number of tools for mapping relational data to RDF exist already, they implement
different mapping approaches, often allowing to customize the mapping.
24
Customized map-
pings in their turn can be represented in different material forms (proprietary formats, visual
diagrams, tables, etc.). Languages for representing customized mappings have been surveyed
in [121]. Until recently, no standard representation language for customized RDB2RDF map-
pings existed. However, in 2012 the W3C RDB2RDF Working Group has released recommend-
ations for the Relational to RDF Mapping Language (R2RML)
25
. As it is the only mapping
language that has been standardized to date, we do not consider usage of other (proprietary)
formats reasonable.
The trial conversion of the SlideWiki relational data to RDF using R2RML has already
been proceeded. We have used an open-source Java-based tool SPARQLMap
26
that allows the
execution of a SPARQL query fully inside a relational database and does not require dump-
ing the data first. The tool takes as an input a list of settings (mainly related to the data-
base connection) and the previously defined R2RML mapping representation. Based on those,
23
https://www.w3.org/TR/rdb-direct-mapping/
24
One of the listings is available at https://github.com/timrdf/csv2rdf4lod-automation/wiki/Alternative-
Tabular-to-RDF-converters.
25
https://www.w3.org/TR/r2rml/
26
http://aksw.org/Projects/\gls{sparql}Map.html
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Requirement Description Measure
Quality of the mapping implementation and representation
Data
accessibility
Describes how the mapping
result can be accessed.
ETL/on-demand/both
Standard
compliance
Characterizes if the mapping
representation is standard
compliant.
boolean
Faithfulness of the output
Coverage Characterizes the mapping
completeness
percentage of DB columns mapped
Accuracy of
data
representation
Characterizes the mapping
correctness
percentage of correctly mapped DB
columns
Incorporation
of domain
semantics
Shows level of domain semantics
incorporation
percentage of properties that link
to the results of SQL queries
Quality of the output
Simplicity Shows the simplicity of SPARQL
queries returning the frequently
demanded values
percentage of complex SQL queries
results integrated into the mapping
Data quality Characterizes the quality of
output data
aggregation of linked data quality
metrics
Data
integration
Characterizes the interlinking
degree of the output data
percentage of external instances
integrated into the resultant
dataset
Interoperability
Reuse of
existing
ontologies
Shows the amount of reused
vocabulary elements
percentage of reused properties and
classes
Quality of
reused
vocabulary
elements
Characterizes the quality of
chosen for reuse properties and
classes
accumulated quality and popularity
of reused vocabulary elements
Accuracy of
reused
properties
Characterizes the accuracy of
properties reuse
percentage of accurately reused
properties
Accuracy of
reused classes
Characterizes the accuracy of
classes reuse
percentage of accurately reused
classes
Quality of
declared
classes/proper-
ties
Shows the quality of ontology
documentation
accumulated quality of declared
classes/properties
Table 5.2: Summary table of the proposed metrics system.
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SPARQLMap outputs set of triples in Turtle notation
27
. The translation is a light-weight
process with low requirements on processing power. The mapping of the relational database is
expressed using R2RML [133].
SPARQLMap allows to establish the access to the resulting triples using two main paradigms:
(i) ETL and (ii) on-demand mapping. ETL means physically storing triples produced from re-
lational data in an RDF store. The disadvantage of ETL is that, whenever the database is
updated, you have to re-run the entire ETL process, even if just one RDB record has changed,
carrying out an often redundant synchronization process. However, in the ETL case nothing
more than the RDF store is needed to answer a query. On-demand mapping is realized by trans-
lating a SPARQL query into one or more SQL queries at query-time, evaluating these against
(a set of) unmodified relational database(s) and constructing a SPARQL result set from the
result sets of such SQL queries. In contrast to the ETL implementation, on-demand mapping
requires more resources for processing each query. However, the on-demand implementation
does not face the synchronization issue and does not replicate the data. In the light of these
advantages and disadvantages, we have decided that the best solution is to implement the both
data access approaches.
W Requirement Potential
1
Actual
1
i
1
Potential
2
Actual
2
i
2
0.1 Quality of mapping 1 1
0.5 - data accessibility - both 1 - both 1
0.5 - representation - R2RML 1 - R2RML 1
0.2 Faithfulness of output 0.7 0.76
0.4 - coverage 169 78 0.46 169 100 0.59
0.5 - accuracy 0 0 1 0 0 1
0.1 - domain semantic 39 7 0.18 43 9 0.21
0.3 Quality of output 0.51 0.913
0.3 - simplicity 18 14 0.78 18 14 0.78
0.4 - data quality 6 4.5 0.75 6 6 1
0.3 - data integration 1 0 0 1 1 1
0.4 Interoperability 0.9 0.91
0.15 - reuse of properties 39 24 0.615 44 28 0.64
0.05 - reuse of classes 10 2 0.2 11 3 0.27
0.15 - quality of reused proper-
ties
24 24 1 28 28 1
0.3 - accuracy of reused prop-
erties
24 24 1 28 28 1
0.15 - quality of reused classes 2 2 1 3 3 1
0.1 - accuracy of reused classes 2 2 1 3 3 1
0.1 - quality of newly created
properties
15 15 1 16 16 1
Total 0.778 0.95
Table 5.3: Mapping quality evaluation.
We have created the R2RML file needed to customize the mapping in three steps. First,
27
https://www.w3.org/TeamSubmission/turtle/
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we have created the initial mapping, using common knowledge of linked data quality. On the
second step, we have evaluated the mapping using our previously developed metric system [130],
summarized in Table 5.2 with minor changes. And finally, we have improved the initial map-
ping based on the evaluation. The extractions of the final R2RML file we created are listed
in Appendix A
In Table 5.3 we summarize the results of the evaluation for both initially created and improved
mappings, where i indicates the value of evaluated requirement before and after improvements
were made, W - weight of the index in the result mapping quality evaluation. The metrics that
we consider to be insufficiently good after the first iteration are shown with the gray background.
Based on the discussion, we improved the quality of metrics from output faithfulness and quality
dimensions, as discussed below:
1. Quality of mapping implementation. As we used R2RML file to represent the mapping and
established both ETL and on-demand data access, the index of mapping implementation
quality is maximal (thus, equal to 1).
2. Faithfulness of output. As SlideWiki contains a lot of usage statistics and service tables
(private messages, data for cronjobs etc.), the index of coverage is quite low. However,
during the assessment we took the decision to include two additional tables into the
mapping. As we did not have any digital values mapped, the index of accuracy is 1.
SlideWiki is based on a complicated data model. Thus, while implementing the platform,
we tried to hide this complexity from the user as was done while creating the mapping.
This resulted in the index value of domain semantics incorporation equal to 0.18, which
we considered sufficient. According to our weighting, the index of faithfulness reaches 0.7
and should be increased by increasing the index of coverage.
3. Quality of output. To calculate the index of simplicity our domain specialists created a
list of frequently used complicated queries (cf. Table 5.4). According to the evaluation,
the index level of 0.78 was considered to be sufficient.
We have measured the data quality produced by the mapping using the metric system
proposed by [141]. After the evaluation, the dataset quality produced by the initial
mapping was not sufficiently high. In order to increase the index, we have added machine-
readable indication of a license, metadata about publisher and dataset itself. These actions
resulted in improvement of the data quality from the trustfulness aspect.
4. Interoperability. The initial mapping consisted of 10 classes (2 of which were reused) and
39 unique properties (24 reused). The properties were chosen based on LOV metrics;
ranges, domains and comments were taken into account. For newly created properties
dereferencable Uniform Resource Identifier (URI) were created. This activity resulted in
a high level of interoperability.
SCORM
SCORM [1] as one of the community-approved standards, requires the transformation of the
learning material into the sequence of annotated SCO. The granularity and sequencing of the
SCOs should be determined by the content author depending on the audience needs and pref-
erences [2]. Each SCO can include several objects (images, diagrams, text blocks, questions to
answer etc.), however, each SCO should be context neutral and should stand alone [91]. Such
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Query Incorp.
- get content of a deck 1
- get usage of a deck 1
- get usage of a slide 1
- get questions assigned to a deck 0
- get questions assigned to a slide 1
- get contributors of a deck 1
- get contributors of a slide 0
- get language of a deck 1
- get language of a slide 1
- get translations of a deck 0
- get translations of a slide 0
- get all revisions of a deck 1
- get all revisions of a slide 1
- get tags of a deck 1
- get comments assigned to a deck 1
- get comments assigned to a slide 1
- get content of a user test 1
- get usage of a question in user tests 1
18 14
Table 5.4: Incorporation of frequently used complicated queries results into the mapping.
a structuring optimizes the reusability while still meets the needs of the learners for whom it
was originally intended.
As the content of SlideWiki is semantically structured, it satisfies the requirements of the
SCORM standard and the conversion is straightforward. For now we have implemented a beta-
version of the conversion, which produces a structured list of slides followed by a plain list
of self-assessment questions attached to each subdeck. We have tested the produced SCOs in
Moodle. The resulting SCOs keep the content, styling, structure and metadata of the original
SlideWiki slides, as shown at Figure 5.8. Thus, a deck is converted to a SCO which can be
used as a course module without additional work. The low efforts needed to implement the
conversion prove the flexibility and interoperability of our data model.
5.1.3 Multilinguality
The implementation of multilingual content support in SlideWiki is based on the previously
described CoSMEC concept and co-evolution paradigm (see section 4.3). According to the
CoSMEC concept, the implementation of co-evolution of source object content and its transla-
tions supposes the implementation of three operations: initial translation, synchronization and
merging of the revisions.
Our architecture allowed us to implement a translation operation backed by the Google
Translate service. After translation into one of 71 currently supported languages, the present-
ation can be edited, re-structured and reused independently from its source. The interface for
the translation mechanism is depicted at Figure 5.9, where the numbers represent interface
elements: 1 - language indication for the selected object; 2 - a drop-down list with links to
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Figure 5.8: SlideWiki deck imported in Moodle as a SCORM package.
languages available for the selected object; 3 - button for translation; 4 - dynamically updated
list of the languages supported by Google Translate
28
service.
Figure 5.9: Interface of translations management.
To enable synchronization of original and translated versions, every further revision of trans-
28
https://cloud.google.com/translate/docs/
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lated objects inherits the link to the source revision (see v2.1 at Figure 5.10). The changes in
the original version of the object cause the creation of new revision v1.1. Additionally, users
are notified of translations that have become out of sync with the source (exclamation marks
in v2.0 and v2.1).
In SlideWiki implementation of the synchronization is slightly different for slides and decks.
We decided not to implement manual synchronization of decks, considering the process to be
too complicated for users. Users can only trigger an automatic synchronization. However,
our data model allows us to get all existing translations for all existing slide revisions. Then,
during an automatic deck synchronization we do not repeatedly translate the slides which have
already been translated to the target language before. Instead, we include in the translation the
latest revision of the slide in the target language. Thus, the synchronization of decks only adds
the slides and subdecks that were not included in the source deck at the moment of previous
translation.
For the slides both automatic and manual synchronization are enabled. The users are able
to compare v1.0 and v1.1 and decide, either they want to redo the translation (scenario 1
at Figure 5.10) or they want to update the content manually (scenario 2).
Figure 5.10: Two scenarios of content synchronization between translation and source.
SlideWiki implements the revision control in accordance with the WikiApp data model,
where merging the revisions is supported as one of the core operations. However, as discussed
above we defined rules and restrictions to increase the performance. Namely, we introduced the
content owner and member of editor group roles. If the changes are made by a user belonging
to one of these two roles, the creation of a new deck revision is not triggered (the new slide
revision however is created). As we allow the owner of a deck revision to change it without
the creation of a new revision, it was an important issue whether we should allow the multiple
translation of the same revision into the same language or not. We decided to allow it, however,
this led to the situation that we would get several identical presentations with content of bad
quality, since it was translated automatically and not edited manually. However, we could not
disable the multiple translations, because in that case it would be impossible for example to
get translations of new slides if they were added by the owner. Thus, merging the revisions
became the crucial operation, not only for merging back-translation with the source, but also for
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merging multiple translations in the same language. At Figure 5.11 we illustrate the interface
for comparing and merging deck revisions.
Figure 5.11: Interface for comparing and merging deck revisions.
To evaluate the effectiveness of multilinguality support, we collected the statistics of usage the
translation tool as well as statistics of the multilingual content it produced. At Figure 5.12 we
present the distribution between original and translated versions in relation to the total number
of content objects. The blue line on the graphs shows an example time moment, discussed in
the paragraph above. As the WikiApp data model does not enable deletion or update of the
content, the graphs can be viewed as time trends. The blue line shows an example moment in
time, when the SlideWiki database consisted of 16321 slides overall. The graphic shows that
78% of the slides at the moment were in their original language, 22% were translations and
5% of total number of slides were revised after translation. At the same moment, about 35%
of decks were translations. Thus, the percentage of translated decks increases faster than the
same for slides. This means that the presentations consisting of less than average number of
slides are being translated more often. This can be due to the fact that users want to try the
feature before using it on large decks. However, the assumption needs further investigation.
According to the statistics, the percentage of content created by translation has a strongly
increasing trend. We predict the percentage of translations will soon prevail over the percentage
of source objects. From one perspective, the prevalence means decreasing the production costs
and a large diversity of languages available. However, from another perspective, it causes
the reduction of average content quality, as refining the translation needs time and human
resources. This is illustrated by the decreasing percentage of revised slides in compartment
with translated ones. The solution is in additional user motivation to put effort in refining the
concrete translations according to their knowledge in both domain and languages.
The diagrams on the Figure 5.13 show the language distributions for decks, slides and visitors
(according to Google analytics). Only unique visitors are counted. Due to its large percentage,
we excluded English language from the resulting diagrams to increase the informativeness. The
statistics show the visible correlation between number of content objects available in a concrete
language and number of visitors speaking the language (for the most of languages). The results
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Figure 5.12: Percentage distribution between original and translated versions.
look promising, as they prove the involving of not English-speakers into the global e-learning
community activity. Especially promising looks the fact that more than 13% of overall visitors
belong to developing countries and regions (mostly Eastern Europe and Russia, Turkey, Arabic-
speaking countries, Thailand). We believe that this percentage will increase with increasing
the popularity of the source.
Figure 5.13: Distribution of languages for content objects and new visitors.
5.1.4 User Engagement and Social networking
The theoretical foundations for e-Learning 2.0 are drawn from social constructivism. It is
assumed that students learn as they work together to understand their experiences and create
meaning. In this view, teachers are knowers who craft a curriculum to support a self-directed,
collaborative search and discussion for meanings. Supporting social networking activities in
SlideWiki enables students to proactively interact with each other to acquire knowledge. With
the SlideWiki concept we address the following social networking activities:
• Users can follow individual learning objects as well as other users activities to receive
notification messages about their updates.
• Users can discuss the content of learning objects in a forum-like manner.
• Users can share the learning objects within their social network websites such as Facebook,
Google Plus, LinkedIn, etc.
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• Users can rate the available self-assessment questions in terms of their difficulty and
quality.
Besides increasing of the learning process quality, social activities improve the quality of the
created learning material. Even when answering a quiz, users can contribute by analyzing the
quality of the questions and making suggestions of how to improve them. Thus, the knowledge
is being created not only explicitly by contributors, but also implicitly through discussions,
answering the questions of assessment tests, or in other words through native learning activities.
5.2 Usability Evaluation
In order to evaluate the implementation we have conducted three usability studies. The first
two in form of user survey aimed to evaluate the usability of the system at different stages
of development. The third one in form of single-user observation aimed to define bugs and
particular user interface issues. Based on the study results, we have found that the concepts
behind SlideWiki are clear to the users, even though the performance and usability of the
system have to be improved in order to support the large-scale collaboration more efficiently.
5.2.1 Study at the Chemnitz University
In order to evaluate the usability of the SlideWiki platform at early development stages we
used the platform for accompanying the Information Systems course at Chemnitz Technical
University. We informed students about the e-learning functionality of the system, in partic-
ular, how to use it to prepare for the examination. The experiment was not obligatory but
students actively contributed by creating additional questions and fixing mistakes in slides.
The experiment was announced to 30 students of the second year and 28 of them registered in
the system.
After the end of semester, we have asked participants to fill out a questionnaire which con-
sisted of three parts: usability experience questions, learning quality questions and open ques-
tions for collecting the qualitative feedbacks. We have collected 9 questionnaires that were filled
out completely. They show us emergent problems and directions for the future.
In the first part of the questionnaire we included questions recommended by System Usability
Scale (SUS) [84] system to grade the usability of SlideWiki. SUS is a standardized, simple,
ten-item scale-based questionnaire
29
giving a global view of subjective assessments of usability.
It yields a single number in the range of 0 to 100 which represents a composite measure of the
overall usability of the system. The results of our survey showed a mean usability score of 67.2
for SlideWiki which indicates a reasonable level of usability.
The second part of the questionnaire aimed to determine whether the SlideWiki helps to
improve the quality of learning. It consisted of four questions with five options from “absolutely
agree (1)” to “absolutely disagree (5)”. The evaluation results for these two parts are presented
in Figure 5.14.
Although the positive answers prevailed, we were not satisfied by the fact that for many
questions a third of participants chose the neutral value. The final part of the questionnaire
helped us to understand the reasons. We included here four open questions:
1. What did you like most about SlideWiki?
29
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Figure 5.14: Results of SlideWiki evaluation survey: mean µ and standard deviation σ.
2. What did you like least about SlideWiki?
3. What can we do to improve the SlideWiki’s usability?
4. What features would you add to SlideWiki?
Within the answers we found repeated complaints about several bugs, that interfered the
working process. We consider this fact to be the main reason of neutral and contradictory values.
However, we collected also positive opinions, especially about features and possibilities that
SlideWiki allows. Three of the recipients mentioned that they mostly liked that SlideWiki
is easy to use, four of them noted, that they liked the idea of collaborative work and sharing
the presentations itself. Within the collected answers we also got important suggestions, which
could be roughly divided into two groups:
• Suggestions about desired improvements of existing features such as displaying the test
results graphically, supporting more import formats, improving the SVG editor etc.
• Suggestions about totally new features, several of those were later implemented, e.g.
translation, templates for presentation structure, etc.
The results of the initial evaluation were promising and we have continued the features de-
velopment, trying to optimize the system performance and usability at the same time. As well,
we have collected statistics of the system usage. Its analysis allows us to claim that usage
of SlideWiki platform positively influenced the quality of learning, as discussed in subsec-
tion 6.3.2.
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5.2.2 Study at the University of Bonn
After implementing the whole SlideWiki functionality we have conducted another study. This
time the goal was to have a detailed view at the problematic aspects of the implementation
discovered through the previous study. Namely, questions of this survey were designed to
evaluate the following three aspects:
1. responsiveness of the SlideWiki website;
2. design and usability of the SlideWiki website;
3. functionality and awareness of the features and usage of the SlideWiki website.
The survey was divided into two parts. The first part consisted of 17 multiple choice questions
and the remaining 5 questions were left for comments and ideas. We have received 23 anonymous
responses out of 80 students registered for the “Semantic Data Web Technologies” course.
Question Average
SlideWiki is easy to use. 2.39
I find it easy to navigate through SlideWiki pages. 2.3
SlideWiki provides a good user interface for learning slides. 2.35
I find SlideWiki clear and well organized. 2.57
SlideWiki loads quickly on my computer (3-4 sec). 2.39
SlideWiki loads quickly on my mobile (3-4 sec). 2.0
I can immediately find response to my actions (mouse click). 2.57
I can easily use SlideWiki on my mobile/tablet. 2.17
I can use SlideWiki with different browsers. 3.62
I can easily download the slides. 1.95
I found all the images, text, tables, etc. in the slides correctly rendered. 2.32
I can easily navigate through the slide pages using the navigation tree. 2.96
I had no problem finding the information I needed. 2.48
I could find some bugs while using SlideWiki. 3.78
I find all the links in the slides valid and active. 3.38
I tried the Questions section of the slides and I found it helpful 3.68
I tried the Discussion section of the slides and I found it helpful. 2.95
Table 5.5: Results of the usability study at the University of Bonn.
The results of the study, as presented in Table 5.5, proved our previous concerns about
usability of the trial SlideWiki implementation, especially on mobile devices. The table consists
of the MCQ and the average of the answers (1 = strongly disagree and 5 = strongly agree),
categorized by the cell colors: dark-gray referring to “Responsiveness of the website”, (2)
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light-gray referring to “Design and usability” and (3) white referring to “Functionality and
awareness of the website features and usage”. As well we have noticed even less satisfaction
from SlideWiki performance than in the previous study, even though we have spent efforts to
improve it. We consider there are two main reasons for even lower SlideWiki user satisfaction
we have found out through the second evaluation:
• Actual decrease in SlideWiki performance due to substantial growth of its database.
Although the platform architecture was proven to be scalable with increasing amount of
content, the increased amount of users simultaneously working on the same presentation
was not taken into account.
• Increase of users expectations. During the development process new technological stacks
and architectural patterns have appeared and spread widely, improving the possible per-
formance of the systems with the similar scale. Thus, what have been considered to be
relatively good performance at the beginning of development, has become not satisfying
after the development has been finished.
However, the concepts underlying SlideWiki were still accepted by the users. This was
proven by open answers we have collected in the second part of the survey:
• If you were to review your overall SlideWiki experience, what score would you give it out
of 10? 13 student gave it 5 and more, while 9 gave it less that 5.
• What do you find most frustrating about SlideWiki? Most of the comments concerned
navigation, especially on mobile devices and slowness of loading.
• If you could change one thing about SlideWiki what would it be and why? Many students
suggested improving the performance of loading slides.
• What do you like best about SlideWiki? As it can be seen from the Table 5.6, the students
mentioned all main concepts we have based SlideWiki and the thesis except multilin-
guality:
Feature # of students
Collaboration on the educational material 4
Different types of educational content, in particular, self-assessment items 4
Tree-structure of the content 2
Accessibility of the content from everywhere 2
Table 5.6: The most liked aspects of SlideWiki according to the final user evaluation.
• How can we improve SlideWiki? Please tell us your ideas and suggestions? Mostly
students recommended changing layout (e.g. structure, minimalist design) and improving
performance.
Based on the final evaluation results, we have concluded that the chosen architectural pattern
and technological stack do not allow large-scale implementation of our concepts with sufficient
performance. We have analyzed the technical issues and have found recently emerged tech-
nologies to solve them, as proposed in section 5.3. However, before the implementation of
SlideWiki 2.0 we also needed to design the interface which considers all, even minor, UI issues
indicated by the users.
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5.2.3 Single-user Observation
In order to spot minor usability issues a single-user observation study [60] was conducted. Three
users, whose demographical data is described in Table 5.7, were chosen.
# Gender Age Occupation Computer Skills
1 Female 19 Student Engineer Good
2 Male 25 IT helpdesk Excellent
3 Male 22 Economics Graduate Average
Table 5.7: Demographic data of users participating in the single-user observation study.
In order to perform interaction with the SlideWiki, users were asked to complete the fol-
lowing sequence of actions:
1. Register on SlideWiki.
2. Create a new empty presentation.
3. Edit the presentation description.
4. Add content to the first slide, using different text colors.
5. Add an additional empty slide to your presentation.
6. Add an image to the slide.
7. Add an additional sub-deck to your presentation.
8. Move the second slide you’ve created (with an image) to the new sub-deck.
9. Change the title of the slide.
10. Create a question to one of your slides.
11. Download the presentation.
12. Initiate the translation of the presentation into a different language.
13. Comment on the translated version.
14. Change the slides theme and transitions of the translated version.
15. Edit the presentation description of the translated version.
16. Play the translated version.
17. Find and open the deck “Open Educational handbook”.
18. Open a user page of any of the collaborators.
19. Message him/her.
20. Contact the website owners.
21. Search using the search field for the presentation “Semantic Web Lectures”.
22. Examine yourself on the course.
After finishing all the stages, the users were asked to give comments and suggestions. A screen
recording tool was used in order to keep the video of the user interaction with the product for
further exploit. The found issues and possible solutions are summarized in [60]. For example,
while completing the task #5 (Add an additional empty slide to your presentation) all three
users made at least 3 wrong actions and the fastest of them carried out the task within 47
seconds. In the current component implementation a user is supposed to complete the task by
right-click on the deck title in the tree and choosing the necessary action from the drop-down
list. However, this interface appeared to be not intuitive even for experienced users. In order
to solve the issue, we propose to add two small buttons for slide and deck adding, as depicted
at Figure 5.15.
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Figure 5.15: The deck tree navigation component: current state (left) and proposed improvements (right).
Another common issue found is the presentation of search results. The current state of the
component is presented at Figure 5.16. All three users called their created deck using the word
“test” and it was difficult to find the exact presentation within dozens of others. As well, the
tag cloud to filter the content is over-fulled, and at the same time does not have to be always
visible for the users. Our solution (see Figure 5.17) for these issues is to (1) enhance the search
functionality by adding additional scope for search by authors and tags, and (2) hide those
advanced options until user needs them.
Figure 5.16: The search component: current state.
5.3 Defined Issues of Current Implementation and Proposed
Solutions
Based on the evaluation results we can claim that the concepts behind SlideWiki are clear for
users, they like the way of learning, storing and sharing of the presentations. However the trial
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Figure 5.17: The search component: proposed improvements.
implementation has a number of issues.
The initial design decision for using a relational approach for storing the data was made
mainly due to the centralized MVC architecture pattern for data flow in the SlideWiki system.
As well, immaturity of triple stores and NoSQL database technologies at the design time was
another incentive to adopt relational approach. The SlideWiki makes extensive use of the
MVC where most of the complexity is handled on the backend-side (i.e. data layer) and views
are mainly only serving content in different templates to users. In such a centralized model, a
relational model with support for join and aggregate queries was crucial.
However, although we have made additional effort to increase the platform performance, users
continue to complain about its slowness. Moreover, the emergence of mobile devices coupled
with spreading wi-fi connection availability and quality led to the increased user expectations
from web-based applications. In response to these increased expectations appeared new archi-
tectures and technological stacks which comes in place of less-flexible MVC architecture backed
by LAMP.
Figure 5.18: New Architecture of SlideWiki platform with an example usage (left side).
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Apart from the performance issue, as the number of developers, users and data on the plat-
form started to grow, we faced new challenges with the relational data model and MVC archi-
tecture:
Evolving the data schema with emerging of the new requirements. Using MySQL relational
database, our application is constrained to a set of fixed schemata designed for the underlying
tables. When more developers joined the project and new requirements were identified, handling
the changes and extending the underlying schemata without affecting the related schemata
became a cumbersome task. In this situation, a schema-less design approach (e.g. existing
document-based data models) to provide a dynamic schema vs. a predefined schema seemed to
be crucial and more efficient.
Horizontal scalability of platform as the number of data and users increase. As the number
of data and users on our system increased, we noticed some performance issues in loading
the pages. Even though we implemented some caching mechanisms on the server, due to the
dynamicity of SlideWiki environment, we still had to go for vertical scalability by increasing the
hardware performance of our server which were quite expensive to sustain. On the other hand,
with the emergence of NoSQL databases which allow horizontal scalability, we could potentially
be able to handle large traffic by just adding few more servers easily in our infrastructure. In
addition to that, MySQL database scaling was hard. A single MySQL table performance would
degrade when crossing the 5-10GB per table in SlideWiki. In this case would need to partition
and shard our database in a distributed way.
Interoperability between the data model and front-end components. In the existing archi-
tecture, we have been using a complex Object-Relational Mapping (ORM) layer that translates
objects in code to relational tables. Since JSON format is mainly used in our front-end to
interact with data, translation to SQL and building the abstract data layer seems to be another
burden to performance. This adds a bottleneck to our system as the amount of nested data
objects become large. For example, to get a list of contributors of a deck, we need (1) to recurs-
ively go through the whole deck tree and get all its subdecks and slides, (2) to get contributors
of each slide and (3) to aggregate the contributors. Using existing NoSQL databases with nat-
ive support for multilevel JSON could remove the complexity of ORM layer and increase the
performance.
Proving a high write time and high availability. Due to the wiki-based nature of SlideWiki,
number of updates on data is very high. Existing MySQL database with support for transactions
in ACID model comes with the cost of lower write time and lower availability. On the other
hand, current NoSQL databases by default prefer high insert rate over transaction safety which
would have a better fit in our SlideWiki requirements.
Providing a Linked Data interface. One of the novel features in SlideWiki is providing highly
structured e-learning content which could be queried and integrated with other educational
material. To achieve this goal, we are providing an RDF-based version of content on SlideWiki
supported by a Linked Data interface which enables accessing and querying data in a machine-
readable format. In the existing version, we used an RDB2RDF tool to convert the underlying
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relational model to a graph-based data model. Exploiting a NoSQL database can facilitate this
task to a great extent because of the underlying graph-based data model provided.
In order to solve the challenges, we propose to build the next generation of SlideWiki based
on recently emergent MongoDB-ExpressJS-ReactJS-NodeJS (MERN) technological stack in
couple with microservice architecture. As shown in Figure 5.18, the new architecture relies
heavily on microservices which aim to distribute the complexity of our data layer among self-
contained replicable Web services supporting horizontal scalability. The main benefit of the
microservice architecture is that it dramatically improves agility and velocity. This is because
when our system is correctly decomposed into a set of microservices and their dependent data
schemas, we can develop and deploy each microservice independently and in parallel with the
other services. In order to enhance the interoperability, the proposed 3-tier architecture uses
JSON as the communication language between user interface, services and data layer. Apart
from the improved performance, the proposed architecture facilitates the maintaining of the
SlideWiki’s code due to the component-based attitude of ReactJS.
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CHAPTER 6
E-learning and E-assessment
The collaborative authoring of educational content, which involves students in the process, pos-
itively influences not only the quality of the developed material, but the quality of learning as
well. The SlideWiki platform we have developed to evaluate our concepts allows to collabor-
ate on different types of structured educational content, including self-assessment items. The
questions for self-assessment can be added to individual slides by both teachers and students.
As slides are combined into a deck, the questions from the scope of slides are aggregated into a
questionnaire assigned to the deck. A deck with an assigned questionnaire can become a part
of another deck, that allows us to implement module-based assessment of leaner performance.
In the section we describe in detail the implementation of self-assessment functionality based
on collaboratively created items. During the implementation we have faced a challenge of
scoring the certain type of assessment items, namely Multiple-Mark Questions (MMQ). We
provide our innovative method that scores them in a mathematically correct way. We as well
study how the involvement of students into content authoring process influences their learning
experience.
6.1 Balanced Scoring Method for Multiple-mark Questions
In order the self assessment feature to work without teacher control, we have decided to limit the
self-assessment items type to MCQ, where an item authors indicate which options are correct
and which not. Advantages and disadvantages of a learning assessment based on MCQ are
a long and widely discussed issue in the scientific community. However, in practice this type
of questions is very popular due to the possibility of automatic evaluation and scoring [45].
Consequently, an important research question is to exploit the strengths and mitigate the
weaknesses of MCQs.
As well as some other systems (e.g. Moodle
1
) SlideWiki allows users to create MCQs with
multiple correct options. This type of questions we will call MMQ, to distinguish them from
the conventional MCQs, where there is always only one correct option. MMQs were already
recommended by Cronbach [30]. Other research [108, 103, 63] considers MMQs to be more
reliable, when compare them with conventional MCQs.
1
https://moodle.org/
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Even though the advantages of MMQs are meanwhile widely accepted, up to our knowledge
there are no balanced methods for scoring MMQ available to date. After we have studied
existing scoring algorithms we came to a conclusion about necessity of developing a new one.
We have called it balanced scoring method and give its formal definitions and results of synthetic
experiments in this section.
One possible approach to score the MMQs is to use dichotomous scoring system. The dicho-
tomous scoring awards the constant amount of points, when the question is answered correctly
and zero points in a case of any mistake. However, the partial scoring is preferable to the
dichotomous, especially in case of MMQs [108, 71, 12, 13].
The second possible approach is to use the methods, developed for scoring the Multiple
True-False questions (MTF) questions. However, despite the possibility to convert the MMQs
into MTF items, the studies [30, 41] show the differences between two formats. Moreover, the
researches mentioned above named the following disadvantages of MTF questions compared to
MMQs:
• The MTF format “clouds” from the learners the possibility of marking several options as
true.
• The level of reliability in MTF questions is not equal for true and false answers.
• The MTF format requires more resources to store the answers.
Another possible approach is to use penalties, similarly to the paper-based assessment where
a teacher can analyze the student answers and decide how much points she deserves. The
method was proposed by Serlin [118]. For example, in Moodle a teacher has to determine what
penalty applies for choosing each distractor. However, this work is an additional, unpopular
burden for content authors, since not required in paper-based tests.
Instead of asking the teacher, some systems calculate the penalties automatically. However,
computer-based assessment opens additional possibilities to guess, for example choosing all
options. Often the scoring algorithms do not take into account such ways of guessing. Con-
sequently, we were facing the challenge to find a partial scoring method for MMQs, that was
able to recognize and properly penalize guessing.
6.1.1 Terminology
In the following we define the key concepts building the basis for our MMQ scoring method:
Dichotomous scoring – the concept of scoring the results, that allows users to get either the
full amount of points or zero in a case of any mistake;
Partial scoring – the concept of scoring the results in a way that allows users to obtain some
points for a question, which they answered only partially correct;
Difficulty – a difficulty weight of the question in the questionnaire in the interval (0, 1]. The
difficulty can be determined automatically and dynamically based on prior scoring. In our
implementation, for example, difficulty is dynamically updated after one student provided an
answer, according with the formula:
d

=
incorr
all
In a case of dichotomous scoring, the values of incorr and all mean, respectively, the accumu-
lated number of incorrect and all responses on the question by any user. In a case of partial
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scoring, the definition of incorr changes as follows:
incorr =

i
1 − d
i
where i is a counter from 1 to the number of attempts for the question and D
i
is the difficulty,
that the question had at the moment, when the i
th
-attempt was made. After the difficulty is
determined, it is scaled to the interval (1, d
max
], where d
max
is the maximal difficulty, that a
question can have.
d = f(d

) = (d

∗ (d
max
− 1) + 1
The scaling is performed for better usability. For example, d
max
can be set to 10 to obtain a
difficulty level between 1 and 10.
Guessing level – the theoretical probability to guess the correct answer from the list of options.
In partial scoring, we determine the guessing level as the probability to obtain more than zero
points.
Basic question points – an absolute value of points for the correctly checked options or the
percentage of correctly checked options within all correct options. Basic points = f(d).
Penalty – the value, that should be deducted from the basic points due to the logic of the
applied algorithm. In our approach we propose, that penalty should be only deducted, when
user checks more options, than the number of correct ones.
Total question points – the amount of points for the question, gained by the user after the
deduction of penalty. Total question score = f(p, s).
6.1.2 Existing Solutions
There are several existing platforms, that deal with multiple-mark type of questions as well
as several approaches to score them. We collected such approaches to describe, discuss and
compare them. Existing approaches for scoring the MMQ implement four base concepts. In the
paragraphs below we describe the basic ideas, advantages and disadvantages of these concepts.
Dichotomous scoring. This method is often used in paper-based questionnaires, where the
good quality of questionnaires allows teacher to be more strict when score the results. In the
case choosing a wrong option indicates, that a student hopes to guess the correct response as
she does not know the material behind the question well. In e-based learning the quality of
questionnaires is not perfect, especially in the systems with collaborative authoring. That is
why the dichotomous scoring can punish the learners for the teachers mistakes too much. As
the aim of questionnaires is not only to score the results, but to catch the gaps of knowledge,
the scoring of partially correct responses shows the actual knowledge of the student better.
Also, dichotomous scoring does not show the accurate progress of the student. However, when
dealing with MMQ dichotomous scoring almost excludes the possibility of guessing, that is why
we use it as a standard of reference when evaluating our approach with real users.
Morgan algorithm. One of the historically first methods for scoring the MMQs was described
in the 1979 by Morgan [93]. In the accordance to the method, the scores are determined by the
following algorithm:
1. For each option chosen which the setter also considers correct, the student scores +1.
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2. For each option chosen which the setter considers to be incorrect, the student scores -1.
3. For each option not chosen no score, positive or negative, is recorded regardless of whether
the setter considers the response to be correct or incorrect.
The algorithm can be improved by changing the constant 1 to dynamically determined
amount of points:
1. For each option chosen which the setter also considers correct, the student scores +(p
max
/n),
where n is a number of correct options.
2. For each option chosen which the setter considers to be incorrect, the student scores
−(p
max
/k), where k is a number of distractors.
We use this improved algorithm for our experiments. However, the experiments show a large
dependence between number of options (correct and incorrect) and amount of penalty, that
indicates the skewness of the method (see subsection 6.1.4).
MTF scoring. MMQ can be scored with the approaches developed for MTF items. The base
approach to score the MTF items is to determine, how close is the student response to the correct
one. Tsai [131] evaluated six different implementations of the approach. Later his findings were
confirmed by Itten [69]. Although both researches found partial crediting to be superior to
dichotomous scoring in a case of MTF questions, they do not consider any of the algorithms to
be preferable. This fact allows us to use the most base of them for our experiments.
All the MTF scoring algorithms imply that any item has n options and a fully correct response
is awarded with full amount of points p
max
. If the user did not mark a correct option or marked
a distractor, she is deducted with the penalty s = p
max
/n points. Thus a student receives points
for not-choosing a distractor as well as for choosing a correct option. This point does not fit
perfect to MMQ because of the differences between two types [103, 30, 48]. Our experiments
(see subsection 6.1.4) confirm the studies and show the skewness of the concept when deal with
MMQs. The main problem of the MTF scoring method, when applied to MMQs, is that a user
obtains points, even if she did not chose any options. Although the problem can be solved by
creating an additional rule, the experiments show the further problems of the algorithm, when
used for MMQ items.
Ripkey algorithm. Ripkey [108] suggested a simple partial crediting algorithm, that we named
by the author. In the approach a fraction of one point depending on the total number of correct
options is awarded for each correct option identified. The approach assumes no point deduction
for wrong choices, but items with more options chosen than allowed are awarded zero points.
The Ripkey’s research showed promising results in a real-life evaluation. However, later
researches (e.g. Bauer [12]) notice the limitations of the Ripkey’s study. The main issue in
the Ripkey algorithm is the not well-balanced penalty. Our experiments show that in many
cases the algorithm penalizes so severely, that learners could consider it to be the dichotomous
scoring. We had to improve the Ripkey’s algorithm by adding the mathematical approach for
evaluating the size of penalty.
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6.1.3 Mathematical model
The task of finding a mathematically correct scoring method can be divided into two steps:
1. Find a method to determine points for the correctly marked options.
2. Find a method to determine the penalty for the incorrectly marked options.
For the first part a reasonable approach was proposed by Ripkey [108], as discussed above.
Our research aims to provide a method for the second part (determining penalties). We have
developed a general approach and a mathematical model, that takes into account the most
common ways of guessing and behaves balanced at the same time.
Our concept is built on the assumption, that scoring can be based on the guessing level of
the question. Each question is associated with a difficulty to guess a (partially) correct answer.
To accommodate the difficulty level of guessing in the scoring method, we propose to determine
the penalty only when a student marks more options, than the actual number of correct ones.
Thus, when a student marks all possible options, she increases the guessing level up to 1. In this
case the student should obtain either the full amount of points (if all the options are considered
to be correct by the teacher), or zero, if the question has at least one distractor. However, if
a student did not mark any option, the score should be always zero, as we assume that all the
questions have at least one correct option. Thus, the task is to find the correctness percentage
of the response and decrease it with a penalty, if the guessing level was artificially increased by
marking too many options.
Questions have the native level of guessing, and we propose to deduct the penalty only if after
the student’s response the guessing level increases. In other words, we determine the penalty
only when a student marks more options, than the number of correct ones.
In our approach conventional MCQs are viewed as a particular case of MMQ, thus, the
formulas can be applied to the tests mixed of MCQs and MMQs. As the scoring of conventional
MCQs is a trivial task, we do not consider such type of questions in our experiments. In this
section we present the mathematical model as well as an algorithm, that can be used for its
implementation.
Assumptions and restrictions
We propose to use our approach only in systems, that comply with the following requirements
for assessment items:
• all the item’s options have the same weight;
• there is at least one correct option;
• there are no options excluding all other (e.g. “all above are correct”).
Scoring the basic points
To score the basic points we use the approach, described by Ripkey. Below we present it
mathematically in accordance with the following designations:
• d ∈ R, d ∈ (1..d
max
] – difficulty of the current question, for our experiments we set
d
max
= 5;
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Figure 6.1: Flow chart of the Balanced scoring algorithm.
• C ⊆ A – set of the correct options c
i
for the current question, where A – set of the options
a
j
for the current question;
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• c
max
= |C|, c
max
∈ N – number of correct options for the current question;
• C
ch
– set of the correctly checked options;
• c
ch
= |C
ch
|, c
ch
∈ N, c
ch
∈ [0, c
max
] – number of correctly checked options for the current
question;
• p
max
= f(d) = d ∗ K
points
– maximal possible points for the current question, in our
system we set K
points
= 1;
• p
c
– points for the correctly checked option c. As we assume all the correct options have
the equal weight,
∀c ∈ C
ch
|p
c
=
p
max
c
max
;
• p ∈ R ∧ p ∈ [0, p
max
] – the basic points for the current question;
p =

c∈C
ch
p
c
⇒
p =

c∈C
ch
p
max
c
max
=
p
max
c
max
∗ c
ch
= p
c
∗ c
ch
.
Scoring the penalty
Below we present our approach for scoring the penalty. We use the following designations:
• a
max
∈ N, a
max
= |A| – number of options a ∈ A;
• Ch ⊆ A – set of checked options;
• ch = |Ch|, ch ∈ N, ch ∈ [0, a
max
] – number of checked options for the current question;
• b ∈ R, b ∈ [0, 1] – basic level of guessing for the current question,
b =
c
max
a
max
;
• n ∈ R, n ∈ [b, 1] – measure, that shows the possibility, that user tries to guess the correct
response by choosing too much options; we do not evaluate it in the cases, when n <= b,
n =
ch
a
max
;
• s – penalty for the guessing,
s = n − b ⇒ s ∈ [0, 1 − b]
;
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• s
k
∈ [0, p
max
] – the penalty, mapped to the maximal possible points.
A mapping function is calculated as follows:
f : s
k
→ s
. Given, s
k
∈ [0, p
max
] and s ∈ [0, 1 − b], then
f : s
k
→ s = f : [0, 1 − b] → [0, p
max
] ⇒
s
k
= f(s) = s ∗
p
max
1 − b
= (n − b) ∗
p
max
1 − b
.
Scoring the total question score
The absolute score for the question is trivially determined as
T = f(p, s
k
) = p − s
k
. The percentage representation of the total score is determined as follows:
T
%
=
p − s
k
p
max
∗ 100%
.
6.1.4 Synthetic experiments
In the subsection we describe our experiments with synthetic data and compare the behavior
of different methods. For shorter presentation, we use the following reductions:
• Dich. – dichotomous scoring;
• Balanced – the proposed balanced scoring method.
We consider all questions to have the difficulty d = 1, then the maximal possible points
p
max
= 1 as well.
Example 1 (Case: 5 options, 2 correct, 5 marked) In the case a student chose all the
options and should obtain zero points. However, as can be seen in Table 6.1, the MTF method
does not recognize this type of guessing and considers the questions to be answered partially
correct, awarding the points for two correct options, that were marked.
Example 2 (Case: 5 options, 2 correct, 0 marked) The situation is opposite to the pre-
vious: in the case a student chose none of the options. As we assume that question must have
at least one correct option, in case of not choosing any options a student also should obtain zero
points. However, we see in Table 6.2 that MTF method awards the points for three distract-
ors, that were not marked. Although the situation is absurd, we faced it within real learning
platforms, for example within several on-line courses of the Stanford University
2
.
2
http://online.stanford.edu/courses
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Dich. MTF Morgan Ripkey Balanced
0 0.4 0 0 0
Table 6.1: Synthetic experiments for the Example 1.
Dich. MTF Morgan Ripkey Balanced
0 0.6 0 0 0
Table 6.2: Synthetic experiments for the Example 2.
Two examples below are trivial and the problem could be solved by adding the rules. However,
the MTF scoring also suffers from skewness, when applied to MMQs, as it is shown below.
Example 3 (Case: 6 options, 2 correct, 1 correct marked) This case proves, that the
MTF method has a dependency from a number of correct and incorrect options, as shown
in Table 6.3. Thus, in a case of 6 options two of which are correct, a student is awarded 0.833
points for choosing only one correct option. In a case of 5 options two of which are correct, she
would be awarded 0.80 points for the same. Moreover, if she choose only one incorrect option
in a case of 6 alternatives, she obtains 0.5 points; in a case of 5 options she will be awarded
0.4 for the same.
Thus, our experiments prove, that MMQ can not be scored properly with the algorithms,
developed for MTF items. Moreover, a teacher should be careful when creating MTF questions
and create them in such a manner, that not-choosing a distractor deserves awarding. However,
the MTF scoring is the only existing approach of partial scoring that can be used in a case,
when a question does not have any correct options.
Example 4 (Case: 4 options, 2 correct, 1 correct and 1 incorrect marked) This case
illustrates the issues of using the Morgan algorithm. The Morgan algorithm deducts penalties
for choosing the incorrect option, as well as the proposed approach. There are two main issues:
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Dich. MTF Morgan Ripkey Balanced
0 0.83 0.5 0.5 0.5
Table 6.3: Synthetic experiments for the Example 3.
• Does the response deserve penalty?
• If deserves, how big the penalty should be?
In that case (cf. Table 6.4) we are facing the situation, that penalty has the same size, as the
basic points, and the student is awarded zero. We consider the penalty to be needlessly high,
especially because the penalty depends on the number of incorrect options. Thus, if the question
has 3 incorrect options, choosing one of them would be fined on 0.33, and in case of 2 incorrect
options, the penalty is 0.5. After recognizing behavior of the algorithm, students will mark only
the options, they are sure in, because choosing an incorrect one may cost them a full amount
of points, they collected with correct options.
Dich. MTF Morgan Ripkey Balanced
0 0.5 0 0.5 0.5
Table 6.4: Synthetic experiments for the Example 4.
The next two examples show mainly the differences between the proposed approach and
Ripkey algorithm. Namely, we show the situations, when Ripkey algorithm awards zero points,
while we consider that it should award more.
Example 5 (Case: 4 options, 2 correct, 2 correct and 1 incorrect marked) In this case
illustrated in Table 6.5 the student chose more options, than the number of correct ones, and
according to the Ripkey, the answer should be awarded zero. Our claim is, that until the student
have not chosen all the options, she could have some points. However, choosing three of four
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options could mean a try of guessing. Although in this case the student gets the full amount of
basic points, she is fined on a half of them.
Dich. MTF Morgan Ripkey Balanced
0 0.75 0.5 0 0.5
Table 6.5: Synthetic experiments for the Example 5.
Example 6 (Case: 5 options, 2 correct, 2 correct and 1 incorrect marked) The example
presented in Table 6.6 shows the disadvantage of the Ripkey algorithm more clear. It is not clear
for the student, why she was awarded zero points, as she did not try to guess and answered par-
tially correct.
Dich. MTF Morgan Ripkey Balanced
0 0.8 0.67 0 0.67
Table 6.6: Synthetic experiments for the Example 6.
Example 7 (Case: 5 options, 3 correct, 2 correct and 1 incorrect marked) In that case,
illustrated in Table 6.7 balanced scoring and Ripkey algorithms behave the same, as none of them
deducts a penalty.
Based on the synthetic evaluation results, our balanced scoring method does inherit strengths
of the Ripkey algorithm it is based on, and at the same time solves its major issue - severeness
of the penalty. Sections below discuss the implementation and user evaluation of the scoring
method and self-assessment functionality in a whole.
6.2 Implementation
SlideWiki supports the creation of questionnaires and self-assessment tests from presentation
slides. Questionnaires (like decks and slides) are supported by a revisioning system so that users
can create, edit and share questionnaires according to the wiki collaboration style (cf. Figure 6.2)
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Dich. MTF Morgan Ripkey Balanced
0 0.6 0.17 0.67 0.67
Table 6.7: Synthetic experiments for the Example 7.
Figure 6.2: SlideWiki: Collaborative editing of MMQ.
Each question has to be assigned to at least one slide. Important note here, that the question
is assigned not to the slide revision, but to a slide itself. Thus, when a new slide revision appears,
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it continues to include all the list of previously assigned questions. Questions can be combined
into tests. The automatically created tests include the last question revisions from all the slides
within the current deck revision (cf. Figure 6.3). Manually created tests present a collection
of chosen questions from any amount of decks. Thus, in our implementation only individual
questions have to be placed under the version control. However, their structure is trivial and
the logic of creating their new revisions is intuitive. We just restricted the number of new
revisions to be created similarly with the decks: changes made by the question owner do not
trigger a new revision creation.
Figure 6.3: SlideWiki: Questions for slides aggregated into a questionnaire for the course.
Students can start a chosen test (manually created or automatically collected) in one of two
possible modes: learning or examination. In learning mode student can ask to show the slide,
to which the question is assigned to remind the material, or simply show the correct answers
(cf. Figure 6.4). Thus, student should not spend time to find the material. However, after the
user asked to show her/him either the slide or correct answers she/he will not get any points for
the question. In the examination mode these features are disabled. After choosing a mode the
user can also set up the amount of questions (all, all difficult or a number of randomly chosen
questions) and the order to show them (random or increase the difficulty). As the number of
questions can differ for the same test, we show the test results as a percentage of the maximum
points for exactly this selection of questions.
Our architecture allowed us to implement module-based scoring. Each module of the as-
sessment test presents a sub-deck of the presentation and is scored individually. Then, all the
“parent” modules are scored as a sum of “children” points and finally the whole test is scored
as a sum of all the points for all the modules (cf. Figure 6.5). To score the results the student
(or the teacher) can choose one of five implemented algorithms.
All five algorithms use the dynamically accumulated difficulty d of the question as the number
of points for the absolutely correct answer:
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Figure 6.4: SlideWiki: Self-assessment question in a learning mode.
d =
incorr
all
. (6.1)
If the user prefers to use dichotomous scoring, the values of incorr and all mean, respectively,
the accumulated number of incorrect answers and all answers of that question by any of users.
In a case of partial scoring, incorr is determined as follows:
incorr =
n

i=1
(1 −
p
i
d
i
), (6.2)
where n - number of attempts for the question, d
i
- difficulty (or maximal points), that the
question had at the moment, when the i
th
attempt was made, p
i
- points obtained in the i
th
attempt
After the difficulty is determined, it’s scaled to (1, d
max
], where d
max
is the maximal weight,
that a question can have. d
max
is set up by the system administrator only for the users’ comfort.
In SlideWiki we set it up to 5.
6.3 Evaluation and Conclusions
In the section we present and discuss the evaluation results of e-learning and e-assessment
aspects of SlideWiki. In particular, we provide the statistics of the system usage and compare
them with the students performance in a real examination. As well, we investigate how clear
was our balanced scoring method for the students during self-assessment activities.
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Figure 6.5: SlideWiki: Module-based scoring of self-assessment items.
6.3.1 Scoring Method Evaluation
For evaluation of our algorithm we used a lecture series on “Business Information Systems”.
We chose this course since it comprises a large number of definitions and descriptions, which
are well suited for the creation of MMQs. In total we have created 130 questions. A course
of 30 students was offered to prepare for the final examination using SlideWiki. Overall, the
students made 287 attempts to complete the questionnaire and we collected all their answers
(also unfinished assessments) for the evaluation. After collecting the answers, we implemented
all discussed algorithms to score and compare the results, in particular with regard to the
ranking and the mean score. The results are summarized in Figure 6.6.
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Figure 6.6: The statistics of the Balanced scoring method evaluation.
The study aimed to investigate three aspects of the proposed approach:
• How severe does the balanced scoring approach penalize?
• How does balanced scoring differ from Dichotomous scoring?
• How clear were the results scored by the proposed approach for the students?
We answer the first question by comparing the scores calculated using all discussed algorithms
for the same questionnaire (see Figure 6.6, upper part). These two diagrams show, that on
average the balanced scoring approach penalizes more severely than MTF scoring and less
severely than other discussed approaches. Thus, the users study confirms the findings of our
previous synthetic experiment.
We answer the second question by comparing the difference in student ranking. We rank
all assessments based on the individual scores. That is, assessments with higher scores rank
higher than assessments with lower scores and equal scores result in the same ranking. We
compare the rankings of other approaches with the rankings calculated using the dichotomous
scoring, since we consider the dichotomous scoring to be the ranking reference. The two lower
diagrams in Figure 6.6 show the results of this evaluation. They show, that the ranking of
the balanced scoring approach is the closest to the dichotomous ranking when compared to the
other algorithms.
After the end of semester we asked the participants to answer the third question. They were
offered to evaluate clarity of the results on a five–point scale from “very clear” to “very unclear”.
We have collected nine responses, two of them were “neutral”, four – “clear” and three – “very
clear”. This confirms that the results obtained by the balanced scoring method are easy to
understand for students.
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The proposed approach has a list of restrictions, however it has advantages when compare
with the discussed approaches. One of the main advantages is its clearness for the students,
that was proven by the user evaluation presented above. Also, our approach is based on the
mathematical model, it does not suffer from the skewness, as it has the same formula for
all cases. At the same time, the proposed approach recognizes the attempts to guess the
correct answer, for example choosing all the possible options. When compare with the existing
approaches, the advantages of the proposed algorithm could be summarized as follows:
• The approach allows to score both multiple-mark and conventional MCQ.
• The approach is based on the partial scoring concept.
• The algorithm can be easily implemented, it is pure mathematical.
• The score does not highly depend on the amount of correct and incorrect options.
• The value of the penalty is in balance with the possibility, that the student is trying to
guess.
• Due to the balance, the results are clear for the students.
6.3.2 Learning Quality Evaluation
In order to evaluate how SlideWiki influences on the learning quality we used the platform
for accompanying the Information Systems course at Chemnitz Technical University. We have
structured the slides within the lecture series and added questions for student self-assessment
before the final exam. We informed them about the different e-learning features of SlideWiki,
in particular, how to prepare for the exam using the platform. The experiment was not ob-
ligatory but students actively contributed by creating additional questions and fixing mistakes
in slides. The experiment was announced to 30 students of the second year and 28 of them
registered in the system.
The students were working with SlideWiki for several weeks, and we collected the statistics
for that period. During that period, they created 252 new slide revisions which some of them
were totally new slides, others were improved versions of the original lecture slides. Originally
the whole course had 130 questions, and students changed 13 of them, fixing the typos or
adding additional distractors to multiple choice questions. In total, students performed 287
self-assessment tests. The majority of these used the automatically and randomly created tests
covering the whole course material. 20 tests included only difficult questions, 2 asked to show
the questions with increasing difficulty. This showed us that the students liked the diversity
of test organization. Students also liked the possibility to limit the number of questions – 80
attempts were made with such a setting. 8 students reached the 100% result for the whole
course. On average, it took them 6 attempts before they succeeded.
After the experiment we can claim, that more active SlideWiki users received better marks
on the real examination. It shows that the platform not only allows students to prepare for the
examinations, but also engages them in active participation that helps to improve the quality
of learning.
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CHAPTER 7
Conclusion and Future Work
A major obstacle of increasing the efficiency, effectiveness and quality of education is the lack
of widely available, accessible, multilingual, timely, engaging and high-quality educational ma-
terial. The creation and maintenance of comprehensive OCW is tedious, time-consuming and
expensive, with the effect that often courseware employed by teachers, instructors and profess-
ors is incomplete and/or outdated. Universities create much of the world’s intellectual capital
and are eager to share this knowledge beyond the walls of the academy and to grant access
to education for everyone. Unfortunately, academic institutions have found it difficult to scale
the significant organizational, technical, and cost barriers to distribution of rich OCW while
supporting the content interoperability and keeping the quality of the shared content high.
In the current thesis we have made a significant contribution to the challenge solving by
providing a comprehensive approach for the collaborative OCW development. Our systematic
literature study revealed the lack of crucial conceptual and technological approaches supporting
the large-scale collaboration on this type of content. Namely, the issues of content localization,
remixing and repurposing, as well as user engagement and coordination techniques are not yet
sufficiently researched.
Through the systematic literature study we have defined the major technological and con-
ceptual gaps, which we have filled out:
• In order to engage and coordinate collaborators we have developed the CrowdLearn
concept, that applies social networking techniques to the structured content development.
• To facilitate the content reuse and repurpose we have developed the WikiApp data model,
that presents the content as a sequence of content pieces, each of which can be operated
and reused independently.
• In order to enable a fully-featured collaboration on multilingual educational content we
have developed the CoSMEC concept, which allows synchronization and co-evolution of
the content between its versions in different languages.
We have implemented and evaluated the developed concepts within a web-based application
SlideWiki. Although many of the techniques employed by SlideWiki (e.g. crowdsourcing,
semi-automatic translation, semantic structuring, cloud-computing) are well-known, their com-
bination and tailored application for OCW authoring is novel and innovative:
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Figure 7.1: Location of SlideWiki users and number of sessions per country starting from the January,
2016.
• The crowdsourced creation of OCW as performed with SlideWiki applies concepts such
as fine-grained branching and merging to learning content (remixing and repurposing),
which are already established in other fields such as software development (Github) or
content management (wikis).
• The semantic structuring of the content in SlideWiki allows novel reuse and remixing
scenarios and also facilitates the accessible, inclusive and ubiquitous representation of
content stored in the system.
• The semi-automatic multilingual authoring enables the sharing of learning content trans-
lation and maintenance effort between many community members. Since all content is
versioned and semantically structured, it is trivial to (automatically) translate content
and to keep track of changes in various multilingual versions of the same content object.
• The intertwining of the technological advances and accompanying community building,
fostering and cross-fertilization functions helps establishing a socio-technological ecosys-
tem, which makes the SlideWiki service an innovative, world-wide used educational
content facility.
Due to these innovations SlideWiki won the OCW Consortium’s Excellence Award in 2014
(see Appendix C) and is already used by hundreds of educators and thousands of learners
from around the world (c.f. Figure 7.1) Several hundreds of comprehensive OCW materials are
available on the platform in dozens of languages. The maturity and innovative nature of the
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Figure 7.2: Collaborative authoring platforms in various domains.
concepts behind the platform allows us to claim that the gaps found in the domain are filled
with the SlideWiki platform, as shown at Figure 7.2.
The SlideWiki functionality is beneficial for different types of users:
• Educators, lecturers and teachers can significantly increase the user base by making the
content accessible to a worldwide audience, obtain translations of their high-quality con-
tent in many different languages. They can engage students in contributing to and discuss-
ing the courseware and easily create (self-)assessment tests for students. Peer-educators
can be involved in improving and maintaining the quality and attractiveness of the learn-
ing content. Ultimately sharing and contributing to qualitative content will increase the
educator’s reputation in the community.
• Students and learners obtain access to an unprecedented repository of freely available,
multilingual and high-quality OCW. They can view rich-learning content right in a browser,
discuss particular content (e.g. a slide or question) with other students and instructors
and contribute additional content, improvements and feedback. They are empowered to
assess their learning progress using the questionnaires attached to presentations.
• Schools and universities can make courseware easily accessible (since each presentation
and slide has its own URL), leverage the wisdom of educator crowd, which can collaborate
efficiently in creating rich educational content, make the e-learning content produced in
the organization really reusable and remixable as well as increase the reputation of the
school by sharing quality content.
• Companies, for whom presentations are a crucial element of the corporate knowledge
exchange. SlideWiki can help to make the knowledge available in a company easily ac-
cessible to everyone (in the company), engage employees in sharing and reusing knowledge
available in presentations. In addition to the public SlideWiki portal companies can in-
stall and run a SlideWiki instance inside their corporate Intranet with access control.
After we have solved the major technological and conceptual gaps, the future work lies in
large-scale dissemination, engagement and maturing of the SlideWiki platform. In order to
turn SlideWiki into a large-scale platform the consortium of 17 educational and research
organizations will collaborate on all aspects of the development, management and evaluation
in scope of European Union funded project.
1
The consortium along with its European and
international partner organizations is committed to support and sustain SlideWiki. As well,
it aims to rise the community awareness for an easy-to-use and barrier-free possibility for the
creation of Open Educational content that can be shared, mixed and re-edited across platforms
1
http://slidewiki.eu
105
7 Conclusion and Future Work
and device borders. Many people have just experienced education as courses they learn from.
Often OERs are just thought of as free courses, but the opportunity to involve users within the
creation process (without losing track of changes and authorship) gives us a chance to make
learning more engaging and active. The expected project impacts on education after successful
objectives completion include (but not limited to):
Secondary Education and Higher-Education. The intended system components and services
will invite learners, educators, and other professionals to evaluate its outcomes and use the
community created content in their own context. All three levels of tertiary education are
affected, namely, undergraduate, postgraduate, and further. This is of paramount importance
as it allows an individual to follow SlideWiki and its advancements throughout his/her entire
professional life, that is from college to work and staff development life periods. Moreover,
in order to derive the best practices for educational content reuse and sharing, the system
needs a critical mass of educational content as well as content types. To this extent, that fact
that all levels of education are targeted in the platform is crucial for the establishment of the
aforementioned critical mass.
Professional and vocational training. Existing online learning resources often used by life-long
learners lack engagement mechanisms. For instance, MOOC show really big dropout rates (90%
following some studies). This constitutes one of the main risks for online educational initiatives
given the amount of resources (platform, bandwidth, teaching assistants time, learners time etc.)
that are wasted. Consequently, one of the main contributions of a successful online educational
initiative like SlideWiki is to reduce dropout rates by engaging learners. This will be done
by better adapting content and the learning experience to user needs, something possible and
easier as content is really open and contributions encouraged. Moreover, the social components
included will also engage users through group learning, gamification and social interactions.
Open Education Community. We expect SlideWiki and its surrounding services to become a
catalyst in the establishment of a large Open Education community. The value produced by the
large amount of high-quality multilingual OCW being freely available through the service, the
large user community and the positive overall image this no-for-profit service accumulates, will
attract a large number of stakeholders to join this initiative and its aim of establishing the Open
Education community. We expect universities, companies, institutions of higher education,
school authorities, grass-roots initiatives, companies in the education field and many others to
join the activities and events started and spun-off from this project.
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APPENDIX A
Extractions from R2RML mapping
representation
p r e f i x r r : <http ://www. w3 . org /ns/ r2rml#>.
@pref ix sw : <http :// s l i d e w i k i . org / rd f /sw#>.
@pref ix wa : <http :// s l i d e w i k i . org / rd f /wa#>.
@pref ix sa : <http :// s l i d e w i k i . org / rd f / sa#>.
@pref ix dcterms : <http :// pur l . org /dc/ terms />.
@pre f ix f o a f : <http :// xmlns . com/ f o a f /0.1/ >.
@pre f ix cnt : <http ://www. w3 . org /2011/ content#>.
@pref ix oa : <http ://www. w3 . org /ns/oa#>.
<#Deck>
r r : l o g i c a l T a b l e [ r r : sqlQuery " " "
SELECT deck . language , deck_rev i s ion . ∗
FROM deck
JOIN deck_rev i s ion ON deck_rev i s ion . deck_id = deck . id " " "
] ;
r r : subjectMap [
r r : template " http :// s l i d e w i k i . org / rd f /deck /{ id } " ;
r r : c l a s s sw : Deck ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r ea ted ;
r r : objectMap [ r r : column " timestamp " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : language ;
r r : objectMap [ r r : column " language " ] ;
] ;
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r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : t i t l e ;
r r : objectMap [ r r : column " t i t l e " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : popu la r i t y ;
r r : objectMap [ r r : column " popu la r i t y " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : d e s c r i p t i o n ;
r r : objectMap [ r r : column " ab s t r a c t " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : ins tanceOf ;
r r : objectMap [
r r : parentTriplesMap <#DeckContainer >;
r r : j o inCond i t i on [
r r : c h i l d " deck_id " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r e a t o r ;
r r : objectMap [
r r : parentTriplesMap <#User >;
r r : j o inCond i t i on [
r r : c h i l d " user_id " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : con t r i bu to r ;
r r : objectMap [
r r : parentTriplesMap <#User >;
r r : j o inCond i t i on [
r r : c h i l d " user_id " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : t r a n s l a t i o n O f ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f /deck /{ t r } " ;
] ;
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] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : r e v i s i o n O f ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f /deck /{based_on } " ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e oa : sty ledBy ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f / s t y l e /{ de f } " ;
] ;
] .
<#Sl ide >
r r : l o g i c a l T a b l e [ r r : sqlQuery " " "
SELECT s l i d e . language , s l i d e _ r e v i s i o n . ∗
FROM s l i d e
JOIN s l i d e _ r e v i s i o n ON s l i d e _ r e v i s i o n . s l i d e = s l i d e . id " " "
] ;
r r : subjectMap [
r r : template " http :// s l i d e w i k i . org / rd f / s l i d e /{ id } " ;
r r : c l a s s sw : S l i d e
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r ea ted ;
r r : objectMap [ r r : column " timestamp " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : language ;
r r : objectMap [ r r : column " language " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e cnt : chars ;
r r : objectMap [ r r : column " content " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : popu la r i t y ;
r r : objectMap [ r r : column " popu la r i t y " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : d e s c r i p t i o n ;
r r : objectMap [ r r : column " comment " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : s l i d eNot e ;
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r r : objectMap [ r r : column " note " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : ins tanceOf ;
r r : objectMap [
r r : parentTriplesMap <#Sl ideConta iner >;
r r : j o inCond i t i on [
r r : c h i l d " s l i d e " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r e a t o r ;
r r : objectMap [
r r : parentTriplesMap <#User >;
r r : j o inCond i t i on [
r r : c h i l d " user_id " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : t r a n s l a t o r ;
r r : objectMap [
r r : parentTriplesMap <#User >;
r r : j o inCond i t i on [
r r : c h i l d " t r an s l a t o r_ id " ;
r r : parent " id " ;
] ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : t r a n s l a t i o n O f ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f / s l i d e /{ t r } " ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : r e v i s i o n O f ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f / s l i d e /{based_on } " ;
] ;
] .
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<#Question>
r r : l o g i c a l T a b l e [ r r : tableName " que s t i on s " ] ;
r r : subjectMap [
r r : template " http :// s l i d e w i k i . org / rd f / ques t i on /{ id } " ;
r r : c l a s s sw : Queston ;
r r : c l a s s sa : Queston ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r ea ted ;
r r : objectMap [ r r : column " timestamp " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : d e f a u l t D i f f i c u l t y ;
r r : objectMap [ r r : column " d i f f i c u l t y " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e cnt : chars ;
r r : objectMap [ r r : column " ques t i on " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sa : d i f f i c u l t y L e v e l ;
r r : objectMap [ r r : column " d i f f_count " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e wa : r e v i s i o n O f ;
r r : objectMap [
r r : template " http :// s l i d e w i k i . org / rd f / ques t i on /{based_on } " ;
] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : c r e a t o r ;
r r : objectMap [
r r : parentTriplesMap <#User >;
r r : j o inCond i t i on [
r r : c h i l d " user_id " ;
r r : parent " id " ;
] ;
] ;
] .
<#User>
r r : l o g i c a l T a b l e [ r r : tableName " u s e r s " ] ;
r r : subjectMap [
r r : template " http :// s l i d e w i k i . org / rd f / user /{ id } " ;
r r : c l a s s sw : User ;
] ;
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r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : mbox ;
r r : objectMap [ r r : column " emai l " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : n ick ;
r r : objectMap [ r r : column " username " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : date ;
r r : objectMap [ r r : column " r e g i s t e r e d " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : f i r stName ;
r r : objectMap [ r r : column " f irst_name " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : familyName ;
r r : objectMap [ r r : column " last_name " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : language ;
r r : objectMap [ r r : column " l o c a l e " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : gender ;
r r : objectMap [ r r : column " gender " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : speaks ;
r r : objectMap [ r r : column " languages " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : based_near ;
r r : objectMap [ r r : column " l o c a t i o n " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : t o p i c _ i n t e r e s t ;
r r : objectMap [ r r : column " i n t e r e s t s " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : d e p i c t i o n ;
r r : objectMap [ r r : column " p i c t u r e " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e sw : homeLocation ;
r r : objectMap [ r r : column " hometown " ] ;
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] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : b i r thday ;
r r : objectMap [ r r : column " birthday " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e dcterms : d e s c r i p t i o n ;
r r : objectMap [ r r : column " d e s c r i p t i o n " ] ;
] ;
r r : predicateObjectMap [
r r : p r e d i c a t e f o a f : page ;
r r : objectMap [ r r : column " in fodeck " ] ;
] .
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APPENDIX B
SlideWiki knowledge graph
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APPENDIX C
The certificate of the OCW Consortium’s
Excellence Award for SlideWiki
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C The certificate of the OCW Consortium’s Excellence Award for SlideWiki
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APPENDIX D
Fragments of SlideWiki User Documentation
Deck
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