A mesoscale data analysis method for meteorological station reports is presented. Irregularly distributed measured values are combined with measurement-independent a priori information about the modification of analysis fields due to topographic forcing. As a physical constraint to a thin-plate spline interpolation, the so-called "fingerprint method" recognizes patterns of topographic impact in the data and allows for the transfer of information to data-sparse areas. The results of the method are small-scale interpolation fields on a regular grid including topographically induced patterns that are not resolved by the station network. Presently, the fingerprint method is designed for the analysis of scalar meteorological variables like reduced pressure or air temperature. The principles for the fingerprint technique are based on idealized influence fields. They are calculated for thermal and dynamic surface forcing. For the former, the effects of reduced air volumes in valleys, the elevated heat sources, and the stability of the valley atmosphere are taken into account. The increase of temperature under ideal conditions in comparison to flat terrain is determined on a 1-km grid using height and surface geometry information. For the latter, a perturbation of an originally constant cross-Alpine temperature gradient is calculated by a topographical weighting. As a result, the gradient is steep where the mountain range is high and steep. If, during the interpolation process, some signal of the idealized patterns is found in the station data, it is used to downscale the analysis. It is shown by a cross validation of a case study that the interpolation of a mean sea level pressure field over the Alpine region is improved objectively by the method. Thermally induced mesoscale patterns are visible in the interpolated pressure field.
Introduction
Drawing the most accurate surface analyses was the ambition of meteorologists some 30 yr ago. Interpolating scattered station reports by hand required experience and knowledge about the physics that govern the surface fields. Today, computers generally do this job, but the requirements remain the same. So, the work presented in this paper is about a mesoscale data analysis method that imitates an experienced meteorologist by applying some knowledge about the physical processes involved.
Meteorological fields over complex terrain are highly influenced by the earth's surface in various ways depending on the properties of the surface and on the scale of interest. Interpolation of irregularly spaced station data to a regular grid becomes challenging if topography is complex and the fields have to be representative for the lower meso-␤ or even upper meso-␥ scale. In this case, typical length scales range from 5 to 50 km for which grid resolutions from 2 to 20 km are needed. Because the resolution of a synoptic station network is usually lower, the interpolation process requires downscaling of information. The aim of this work is to account for additional physical knowledge about the distribution of the variables between the station locations. Otherwise, the interpolation under the circumstances mentioned above might not be physically appropriate (though mathematically correct) because the influence of the complex topography would not be adequately taken into account. An important premise for the current work is that the proposed algorithm creates useful results without a first-guess field of a numerical weather prediction model or climatological background information. There are two reasons for this step: First, the transparent and direct approach for simulating the thermodynamic processes over complex terrain ensures the understanding of the physical processes involved. Second, the method remains objective and independent when it is used for validating forecast fields from numerical prediction models.
There exist many interpolation techniques that are based on mathematical or statistical concepts. Early algorithms used least squares polynomial fitting (e.g., Panofsky 1949) or inverse distance fitting (e.g., Cressman 1959) for the calculation of values between the sampling points. The purpose of these methods was to calculate an objective analysis (in contrast to the subjective hand analyses) as an initial field for numerical experiments. They were used for synoptic-scale analyses in the free atmosphere (e.g., at 500 hPa) where surface influence is negligible. With the work of Bergthorsson and Döös (1955) and Thompson (1961) , the concept of background or first-guess fields was introduced to objective analysis. They were calculated from a short-term numerical model or climatological information. One popular method, the so-called successive correction scheme, was introduced by Barnes (1964) . Starting with a first-guess field, several successive iterations of corrections are being applied to the gridded fields.
The statistical methods represent another type of objective analysis. The so-called optimum interpolation method (e.g., Gandin 1965 ) is a minimum variance algorithm that utilizes statistical information gained from a large dataset. Multivariate statistical methods allow imposing physical constraints between two or more variables that are interpolated at the same time (e.g., Lorenc 1981) . Anisotropic structures of the fields, forced by complex topography, are not easy to incorporate by this approach (Lanzinger and Steinacker 1990) .
A special type of functional fitting method is constrained minimization. This interpolation approach allows dynamical constraints to be imposed (e.g., Sasaki 1958 Sasaki , 1970 . A special case of the constrained minimization is the spline method (Reinsch 1967) . Besides minimizing the squared differences between measurements and interpolated values (cost function) smoothing constraints may be applied (penalty function). If these mathematical constraints are chosen in a physical context, they are implicitly also physical constraints.
The use of a spline algorithm as a basis for the fingerprint technique, introduced in this paper is suggested for two main reasons: First, the above-mentioned physical constraints may be imposed mathematically in an elegant way. Second, the inclusion of additional a priori knowledge represents a powerful application of downscaling. The term "fingerprint" was first used in climatology by Hasselmann (1993) , as a statistical method for the detection of climate change signals in observations or climate models (see the discussion in Levine and Berliner 1999) .
The term "downscaling" is mainly used for imposing regional scale patterns on global scale general circulation models (GCMs). There are statistical methods (e.g., von Storch et al. 1993 ) and dynamical methods that combine a GCM with small-scale models (e.g., Zagar and Rakovec 1999) . There has also been work that focuses on downscaling observational data. For example Frei and Schär (2001) and Schmidli et al. (2001) use empirical orthogonal functions (EOFs) to reconstruct precipitation fields over the Alps for a period of 15 yr. With the EOFs, most dominant patterns of the precipitation field can be found objectively.
Increased computer power and the installation of mesonets have led to the development of new highresolution mesoscale analysis systems. Lazarus et al. (2002) , provides an overview of several of U.S. analysis systems. They use classical interpolation methods like optimum interpolation for assimilating data from various sources and are often coupled with numerical models.
To take into account the spatial anisotropy of analyses over complex terrain, two approaches have recently been presented. Deng and Stull (2005) suggest a modification of the background error correlation matrix by topography. This leads to a reduction of influence across mountain ranges and hence may sharpen gradients. A second approach was suggested by Myrick et al. (2005) with their "mother-daughter" method. Depending on the elevation difference between neighboring grid points the information is anisotropically distributed across the domain.
Little can be found in the recent literature dealing with the utilization of physical knowledge about topographical, land use, or other surface forcing of the atmospheric boundary layer for downscaling atmospheric fields beyond the resolution of observational data. In principle, a background field of a high-resolution numerical model could be utilized, to refine the analysis in data-sparse areas in a physically consistent way. The resolution of today's operational mesoscale prediction models, however, is still not sufficient to resolve the scale of Alpine valleys, which has a strong impact on observational data. Furthermore, the use of model data limits the use of the analysis for validating the model fields. Thus, the method described in this paper, the fingerprint technique, is a new, numerical forecast model-independent way of downscaling irregularly distributed observational data. The basics of this modi-
fied-spline interpolation scheme and its implementation are explained in section 2. In our context, the fingerprints are idealized predefined patterns, representing physical forcing mechanisms by topography, being superimposed on the field of surface measurements. The physical concept behind two selected fingerprints is described in section 3. In section 4, a case study is presented showing improvement of the mean sea level pressure field analysis over the Alps by objective measures.
Outline of the fingerprint method and implementation in an analysis scheme
With the aid of a one-dimensional example the mathematical concept of the fingerprints is discussed in the following. Figure 1 shows a one-dimensional domain with 13 grid points along the x axis. The scalar variable ⌿(x) is given at three locations by measurements (crosses). Here ⌿(x) is influenced by a topographic forcing on a scale, which is not resolved by observations. Thus, a certain portion of the measured values can be assigned to the mountain influence. If the latter is separated from the contributions of other (e.g., large scale) forcing, a weighted contribution (squares in Fig. 1 ) of the so-called idealized fingerprint ⌿ m (x) (dotted line in Fig.  1 ) remains. Because ⌿ m (x) is known at every grid point, knowledge about the behavior of ⌿(x) is also transferred (i.e., downscaled) from the station locations to every grid point. The fraction of the observed value that remains after subtracting the weighted ⌿ m (x) from ⌿(x) (triangles minus squares) is the part [⌿ S (x); diamonds] that is unexplained by the topographic forcing. Hence, at each grid point the value of the scalar quantity may be formally split into two parts:
The coefficient c m (x) is a variable weighting factor. Here, ⌿ S (x) and c m (x) are not known a priori. However, ⌿ m (x) is a precalculated idealized field, based on the high-resolution elevation data (see section 3). The scaling factor c m (x) varies in space and from case to case. This is necessary because ⌿ m (x) represents values calculated for ideal conditions, but the actual influence of the topography on ⌿(x) varies, because of a diurnal, seasonal, and weather-type dependence. The idea of including additional information to measurement values goes together with the interpolation of irregularly distributed, sparse data to a regular grid. The method used is a constrained least squares fitting method, a spline method, first described by Reinsch (1967) :
Equation (2) is related to Fig. 1 , and k indicates the number of observations. For the analysis, the weight w k is set to a very high value, so that the difference between the analyzed value ⌿ and the observed value ⌿ O becomes 0. In practice, this is equivalent to reducing the cost function I to J only. This implies that the interpolation function exactly matches the observed values. Hence, it is important that an error detection and correction procedure for systematic and gross errors is carried out in advance (e.g., Steinacker et al. 2000) . The penalty function with second-order derivatives is used as a constraint for the smoothness of the interpolated field, which is equivalent to the cubic-spline algorithm.
The observed values are interpolated to the grid points together with the incorporation of the topographic information. This is achieved by substituting Eq. (1) into Eq. (2) and means that the smoothness condition is only applied to that part of the field ⌿ S (x), which is unexplained by the topographic pattern:
Equation (3) shows the variational approach minimizing the cost function I, which consists of the known ⌿ m (x) and the (except at data points) unknown values ⌿(x) and c m (x). The expression c m (x)⌿ m (x) adjoins the influence of the topography into the interpolation. To solve the cost function, the discretized version of Eq. (3) is used:
Now the cost function has to be derived with respect to all unknown grid values ⌿ i and the weighting factors c m,i and then set equal to 0. In general, the resulting equation system is well defined and may be solved in order to obtain the interpolated values and c m,i . The result is an interpolation field (triangles in Fig. 1 ) that features the topography-induced pattern superimposed to the smooth unexplained part on a larger scale. The difference between this and a spline interpolation (circles in Fig. 1 ) without taking into account any additional information becomes evident.
The c m,i will only be 0, if there is no signal of the 
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influence of the topography in the observations at all. The better the correlation between the measurements and the fingerprint field is, the smoother the unexplained part will be. If the correlation is negative, the c m,i will also be negative (i.e., the topographically induced pattern is reversed). Note that in general the c m,i must be allowed to vary within the domain. Then a further constraint (e.g., a minimum gradient or minimum curvature) of the weighting factors has to be introduced to the cost function. If there are only three data points available, like in the schematic example of Fig. 1 , just one value for c m,i for the whole domain can be set. The fingerprint method improves the resolution of an existing topographic signal. In Fig. 1 it is well represented by the three available measurements, because their variability corresponds nicely to the variability of the fingerprint signal. Note that the interpolation still leads exactly through the given values as a result of setting ⌿ Ϫ ⌿ O ϭ 0 at data points in the cost function.
The calculation of the idealized topographic fingerprints
The fingerprint method uses measurementindependent information on the behavior of interpolated quantities in addition to station values. This section will describe how this extra information is obtained and quantified for the Alpine region in central Europe.
a. The thermal fingerprint
The example shown in Fig. 1 may be interpreted as a thermal influence of the topography on the field of reduced pressure. Formulating the fingerprint method for two dimensions, the thermal influence of mountainous regions may be quantified as idealized fields [⌿ m in Eq.
(1)] by a strictly physical approach. The effect is quantified in terms of the idealized thermal fingerprint. The basic idea is to calculate the spatial temperature distribution for idealized radiative heating or cooling over mountainous terrain and to use the hydrostatic relation for estimating the corresponding pressure field. If undisturbed daytime conditions are assumed, both, the reduced air volume over topography and a free volume over a plain will experience the same radiative flux at the top of the volumes. If the surface albedo, the sensible and latent heat fluxes, and the ground heat flux are the same over mountainous terrain and the plains, and the energy gain or loss is evenly distributed within the volume, the ratio of the overall heating or cooling will be given exactly by the ratio of air volumes. The distribution of energy gain or loss, however, will hardly ever be evenly distributed but strongly depending on the static stability and the area-height distribution. Thus, the excess of the diurnal amplitudes of temperature over mountains as compared with the plains cannot be given by a constant ratio. Steinacker (1984) describes this effect for stably stratified air thermally separated layer by layer in valleys. The higher the stability and the more convex the area-height distribution of a valley (see Fig. 2 ), the larger the resulting ratio of heating or cooling between the valley and the plain. The thermal separation of stably stratified layers in valleys is evident from observations. The temperature difference between the slope layer, where the diabatic heating or cooling takes place, and the "free" valley atmosphere stays roughly constant during the daytime (time with upslope winds) or nighttime (time with down slope winds). This means that the same heating/cooling amount that the slope layer experiences is immediately transferred to the free atmosphere layer by layer by adiabatic heating/cooling. This concept has been introduced by Vergeiner and Dreiseitl (1987) .
The topographic amplification factor (TAF), a mean ratio of the diurnal amplitude of temperature in the valley to that at the same altitude over the plain, neglecting the static stability variation of the air, has been introduced by Whiteman (1990) . The TAF may be formulated by using the volume reduction of the air within the valley solely due to its geometry. In Eq. (5) V is the total volume of the valley (solid matter and free air) and V red is the volume that is left after subtracting the space filled with solid matter:
Instead of using the overall TAF of Eq. (5), a differential approach is applied. The Alps are divided into a three-dimensional grid (grid size ⌬x ϭ ⌬y ϭ 10 km and ⌬z ϭ 500 m). Horizontally the domain (see, e.g., Fig. 7 ) spans over 1580 km ϫ 1160 km with the southwesternmost grid point at 41.45°N, 3.47°E, and vertically there are nine layers. Elevation data is available on a 1-km grid, thus there are 100 values available in every 10 km ϫ 10 km grid cell.
For each layer h of every grid box m, the mean altitude z m,h is calculated as the arithmetic mean of all 100 height points which lie within the respective 10 km ϫ 10 km grid cell, after having modified their height to the height of the lower/upper level, if the grid point is above/below this level. The arrows in Fig. 3 symbolize the modification for the calculation of z m,1 . In the onedimensional schematic of Fig. 3 z m,1 is given by the mean of the six height values that range between 0 and 500 m plus four height values of 500 m; z m,2 by the two values between 500 and 1000 m, six height values of 500 m, and two height values of 1000 m; and finally z m,3 by the two values between 1000 and 1500 m and eight height values of 1000 m. A volume element is assumed as filled by solid matter up to z m,h (shaded area in Fig.  3 ). The energy input/loss by sensible heat flux for each volume depends on the surface area (slope area projected horizontally) within each layer. In our cross-section example in Fig. 3 six topography grid points are between 0 and 500 m and two are between 500 and 1000 m and 1000 and 1500 m, respectively, hence A 1 /A ϭ 0.6, A 2 /A ϭ 0.2, and A 3 /A ϭ 0.2 (see Fig. 4 ).
The ratio of the volumes of a complete air parcel to that of a partially filled one multiplied by the ratio of the differential area to the total area can be seen as a differential mass specific TAF, expressed by pressure values p from different heights:
The differential topographic amplification factor (DTAF) of layer 1 in Fig. 3 (DTAF M -1) is larger than 1, the DTAF M -2 is less than 1 and the DTAF M -3 is even smaller (see Fig. 5 ). The DTAF M of layer 4 and above is 0, because the highest elevation of the 10-km grid cell lies below 1500 m. The DTAF M of a grid cell over flat land at sea level is 1 for the lowest layer and 0 for all higher layers.
The air of every element has an initial value for temperature and pressure taken from the U.S. Standard Atmosphere, 1976 [(U.S. Committee on Extension to the Standard Atmosphere) COESA 1976] . Now the increase of temperature depending on the DTAF is calculated for all the nine layers in every column. First the temperature increase is computed for a free volume (without solid matter) by
Schematic cross section through a 10-km grid cell partitioned into the four lowest 500-m layers. The dots represent the topographic height on the 1-km grid. The z m,h (gray shading) are the mean heights filled by solid matter within each layer.
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Taking the pressure at the bottom p(z layer bottom ), at the top p(z layer top ), and at the mean height p(z mean ) of the layers from the standard atmosphere only values for the sensible heat flux SH and the duration ⌬t have to be chosen to compute the temperature change within the layer with Eq. (7). Here g is the acceleration of the earth and c p the specific heat at constant pressure. As we only need the fingerprint pattern and not its amplitude, arbitrary values for the sensible heat flux and the heating duration were chosen: SH ϭ 150 Wm Ϫ2 and ⌬t ϭ 6 h.
The result is a temperature profile determined for all layers (Fig. 6) . Because superadiabatic lapse rates are not realistic, convection is simulated in this case: the superadiabatic rate is reduced by transferring the excess energy to higher layers. Of course this "convection" is weighted with respect to the mass of each affected layer. For layers that are completely beneath the surface, the standard lapse rate is used to create a fictitious temperature profile down to sea level. This corresponds to the standard procedure for pressure reduction. Now the corrected vertical temperature profile is turned into a pressure profile: the hydrostatic equation is applied from layer to layer starting at the top of the column of air at 4500 m with the standard atmosphere pressure. At each 500-m level below 4500 m down to the sea level, a pressure value is calculated hydrostatically from which the corresponding standard pressure is subtracted. This difference at sea level represents the thermal fingerprint value.
The resulting thermal fingerprint field has a 10-km resolution (Fig. 7) , because the grid points used for FIG. 5 . DTAF M of the four layers in Fig. 3 (boldface line) and of a plane grid cell (boldface dotted line).
FIG. 6.
Computed vertical profile of temperature before (standard atmosphere ␥) and after radiative heating (dashed with gray dots) in the four lowest layers of an arbitrary air column. Here ⌫ symbolizes the dry adiabatic lapse rate. The superadiabatic part in the lowest level is mixed mass weighted with the upper levels (boldface solid with black dots).
FIG. 4. Energy flux relevant areas for each layer:
A h is the fraction for the hth layer of the total area A of a 10-km grid cell. Values of A h depend on the number of height points in the layer h (cf. Fig. 3 ).
calculating the mean heights of the air parcels were taken from a 10-km grid. However, the topography information, given on a 1-km grid, represents a realistic volume reduction because of the valley shapes and elevated heat source distribution. So, the 1-km information is implicitly included in the fingerprint. The choice of the size of the influence squares is a matter of the scale of valleys one wants to resolve. The volume reduction is best represented if the grid size equals the mean valley width. Choosing 10-km squares means resolving the typical Alpine valley.
Note that the isolines roughly follow the shape of the mountains but the field is not equivalent to a smoothed topography. Besides the effect of an elevated heat source, the volume effect is apparent, for example, in the Adige valley (2 in Fig. 7) , the Rhone valley east of Lake Geneva (1 in Fig. 7) or the Aosta Valley (3 in Fig.  7 ). Those major Alpine valleys have a nearly horizontal valley floor but nevertheless show a significant alongvalley pressure gradient. Also, the pressure gradient in tributaries of the large Alpine valleys, where both, volume and elevation effects play a role, is represented reasonably. The isolines in Fig. 7 represent perturbations of the pressure with respect to the plains at sea level. The magnitude of the perturbation is not important, because the idealized values are being scaled by a weighting factor when they are applied (see section 2 for details).
b. The dynamical fingerprint
When an airflow impinges upon mountains, it is partly deflected around, partly deflected over the obstacle, or even sometimes becomes blocked. This basically depends on the scale of the mountain, the static stability, and the speed of the air, a measure for this is the Froude number (Chen and Smith 1987) . Flow deflection or blocking of the air needs a corresponding pressure perturbation. Typically, for mountains the size of the Alps, a positive pressure perturbation is seen on the windward side (Stau) and a negative pressure perturbation is seen on the lee side. These pressure perturbations can be explained hydrostatically [i.e., on the windward (leeward) side we see a negative (positive) temperature perturbation]. The creation of an idealized temperature perturbation field, which is then used as a dynamical fingerprint, is carried out as follows: The procedure obeys the rule that the higher and steeper the topography, the greater the eventual temperature gradient across the mountain range. We start with a constant gradient field (north-south and west-east) and FIG. 7 . Idealized thermal pressure fingerprint for the Alps with 10-km resolution. Isolines are sea level pressure differences to flat terrain (1-hPa interval). Gray shadings denote terrain height above sea level.
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obtain the perturbation by an iterative modification of the three-dimensional field [T(i, j, k) ] by a topographical weighting:
w͑l, m, n͒ .
͑8͒
The weights w(x, y, z) are the smaller, the higher the terrain above the grid point is. Three cases are being distinguished:
1) terrain height below gridpoint height (z t Ͻ z g ): w(x, y, z) ϭ 1, 2) terrain height at most 500 m above gridpoint height:
w(x, y, z) ϭ exp[(z g Ϫ z t )/200 m], and 3) terrain height more than 500 m above gridpoint height: w(x, y, z) ϭ exp (Ϫ2.5).
The grid point values at the uppermost level (4500 m) are frozen, at the lowest level (Ϫ500 m) and at the lateral boundaries the values are successively set equal to the next grid points within the domain.
If the terrain height is more than 500 m above the gridpoint height, according to case 3, the weight remains constant at around 10% of case 1. It has to be further noted that the spatial anisotropy of meteorological fields (i.e., the lower correlation of data in the vertical as compared with the horizontal) is taken into account by using vertical weights only 1/1000 of the horizontal. The grid spacing for computing the dynamical fingerprint is 2 km horizontally and 500 m vertically, covering the Alpine region and its surroundings.
Because of the high resolution and the high number of grid points there are many iterations necessary until the maximum difference between two successive iterations becomes less than a given threshold value. In the last step, the initial constant gradient field is subtracted from the modified field that yields to the temperature perturbation. As with the thermal fingerprint, the computation of the dynamical pressure fingerprint is carried out by hydrostatic integration from the uppermost level (4500 m), where no disturbance is being assumed, down to sea level. The dynamical pressure fingerprint at sea level for a northerly flow is shown in Fig. 8 . Like the thermal fingerprint, the field is plotted in 10-km resolution. The dipole structure is not found in nature, because the northerly (undisturbed) flow requests a west- ward pointing pressure gradient. If such a pressure field is added, the result (Fig. 9 ) becomes quite similar to what is commonly observed during north foehn flows (i.e., a "foehn nose" becomes well pronounced). With a southerly flow, the configuration of the sign of the dynamical fingerprint reverses. Together with the west-east fingerprint presently three different fingerprints are used for the operational analyses. For this purpose, the right side of Eq. (3) is expanded toward three weights multiplied with the three predefined fingerprint values.
Case study showing the fingerprint effect
This example documents how the accuracy of the interpolation of a thermal high over the Alps is improved by the thermal fingerprint. Prior to the interpolations the gross and systematic errors were corrected. A spatial self-consistency check was applied (see Steinacker et al. 2000) . Figure 10 shows the interpolated field of mean sea level pressure on 0300 UTC 31 March 2002 (approximately 1 1 ⁄2 hours before sunrise). The interpolation was done simply by cubic-spline interpolation (without downscaling by fingerprints). The isopleths are drawn in an interval of 1 hPa. The crosses are stations with pressure measurements used for the interpolation. The night was clear with weak winds in most of the Alpine region. There is a weak pressure gradient with a thermal high showing two centers, one in the eastern Alps, and one in the western Alps. The highest pressure values are about 1025 hPa. The interpolation using the thermal fingerprint (i.e., downscaling) results in a more detailed pressure field (Fig. 11) . The patterns over the plains have not changed, but over the mountains the centers of the high are more pronounced (up to 1027 hPa) in shape and intensity, especially over the western Alps where the station density is very low. The values of the existing stations contain the mountain induced part of the pressure field ⌿ m (x) from Eq. (3). The situation is comparable to the schematic one-dimensional setup in Fig. 1 . In Table 1 the pressure at the stations in the valleys (annotated with 1, 5, and 9) is higher than at the foothills. The lack of detail in the analysis because of the low station density in large areas of the western Alps is compensated by the physical a priori knowledge of the thermal fingerprint: Fig. 11 shows more details in the analysis by enhancing the size, shape, and intensity of the thermal high.
In the eastern Alps the station density is higher than in the western Alps. Note that the area of the thermal high is well equipped with stations. Therefore its intensity and shape is quite well resolved by the measurements. In this case only the details are improved, like its extension toward the northeast. Around the three-corner point of Germany, Austria, and the Czech Republic (point A in Fig. 11 ), the thermal high is very well improved by the fingerprint technique. The situation over the Balkan Mountains, where the station density is again very low, is similar to the western Alps: there is a weak signal of a thermal high between stations 10 and 11, which is interpreted by the fingerprints. Another good example is the Adige valley.
The lower pressure with respect to the adjacent areas to the left and to the right is represented by station 12. With the fingerprint, however, the shape and position of the mesoscale trough are improved. The same applies for the valley with station 10 in the Balkan Mountains and other major valleys. Figure 11 shows the field that is expressed by ⌿(x) in Fig. 1 . Hence, this is the quantity that contains both the part ⌿ S (x) that is unexplained by topography and the topographic-induced part of the measurement c m ⌿ m (x). As explained above ⌿ m is known and ⌿ and c m are calculated while solving the minimum the criterion in Eq. (4). See Fig. 12 for the field of the topography-induced part. As explained above, the highest values of topographic influence (up to ϩ5 hPa) in the measured values are in the western Alps and over the Balkan Mountains. Over the plains this part is 0. Figure  13 shows the unexplained part. The distribution of ⌿ S (x) is very smooth, because it does not contain all the small-scale influences induced by the mountains. This physical splitting of each analyzed field allows new and exciting evaluation approaches.
To prove the fact that the use of the fingerprint technique objectively improves the interpolation, a cross validation was carried out. 
was used. One station datum after the other was left out and a value of the pressure field was interpolated to the location of the corresponding suppressed station for every of the 260 analyses. A simple inverse distance interpolation was done because in general the stations are not located on grid points. The difference between the measured station values and the interpolations (i.e., the interpolation error) was statistically evaluated for the two fields (see Table 2 ). In general, using the spline method yields larger interpolation errors than the fingerprint method. For example, the maximum difference between the measurements and the interpolated values occurs for the station in Sarajevo (9.82 hPa). Mesoscale patterns in the MSL pressure field are not resolved by the few stations in that area. Using the fingerprint technique reduces the interpolation error to 2.09 hPa for Sarajevo. The statistics confirm this result: the rms and the standard deviation of the interpolation errors are about 25% lower if the fingerprints are included to the analysis. The range of the differences is reduced by about 75%.
Not all of the examined stations are situated in areas with large topographic influence. Comparing Fig. 10 with Fig. 11 shows that the improvements of the interpolation by the fingerprints are caused by the stations within the Alps only. A statistics concerning the stations in mountainous terrain only would show even more impressive improvements.
Conclusions and outlook
By combining physical knowledge about the behavior of the atmosphere over complex terrain with measurements from stations, the presented method creates analyses featuring subscale, topographically induced patterns. Station data downscaling is done independently from numerical models by calculating idealized influence fields from very high resolution topographic information. No first-guess or background fields are necessary. The method works without statistical information like long time series.
There are many applications for this objective data analysis method. Relatively low computational costs allow real-time calculations with hourly data from the Global Telecommunications System. The twodimensional surface maps of reduced pressure, horizontal wind, potential temperature, or equivalent potential temperature have proved to be very useful in nowcasting. They help detect front signals and predict their propagation. They also offer a quick overview of the current weather situation and allow a detailed look at mesoscale surface patterns like vortices. Because the method is model independent, the analysis fields are ideal for model validation. Maps of the differences between predicted and analyzed fields show model derailments at first glance. Both the analysis maps and the model validation have been successfully used by operational forecasters of the Austrian Aviation Service in a real-time operational mode for the past five years.
Other mesoscale climatology applications are in development. Long-term time series of gridpoint values allow for the creation of a climatology in a high temporal and spatial resolution.
The concept of fingerprints may be extended to other forcings inducing small-scale surface features in objective analyses. Thermal and dynamic processes are already described in this paper. The influence of cities (heat island effect), lake or sea shores (land-sea-breeze systems) are physically well understood. Knowing the appropriate surface information (site density, land-sea mask) the calculation of further idealized fingerprints is possible.
In the future, the extension of the method to three dimensions is planned. In this case the pronounced spatial anisotropy of the measurements has to be considered, because the mean surface station distance is clearly larger than the vertical distance of measuring points of radiosondes. Further developments will lead to a four-dimensional version of the analysis scheme taking the temporal evolution of the fields into account. This means not only minimizing the spatial variability of the data but also the changes from one observation time to the next during interpolation. A multivariate approach seems to be a promising further development (e.g., for a better link between the mass and wind fields). For such an expansion fingerprints seem to present an ideal downscaling tool as they are multivariate. This fact allows modeling realistic temporal evolutions (e.g., the diurnal thermal oscillation).
