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a b s t r a c t
For the last dozen years or so, there has beenmuch research on the applications of rotation
symmetric Boolean functions with n variables in cryptography. In particular, the Hamming
weights of these functions have been studied, because knowledge of these weights is
important if the functions are to be useful in cryptography. Only in 2009, in a paper by
Kim et al., there was a closed formula for the weights as a function of n obtained for some
of these functions in the simplest case of quadratic functions. In this paper, we present
a method for recursively computing the weights of certain kinds of rotation symmetric
Boolean functions with arbitrary degree. Using some recent work of Cusick on the affine
equivalence classes of certain cubic rotation symmetric functions, we obtain some detailed
information on relationships between the weights of some of these cubic functions as
n increases. This leads to some very specific information about previously unsuspected
connections between the truth tables of various cubic rotation symmetric functions.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Define Vn to be the vector space of dimension n over the finite field GF(2) = {0, 1}. Then an n variable Boolean function
f (x0, . . . , xn−1) is a map from Vn to GF(2). In this paper, we study some properties of a certain useful special class of these
functions, as explained below.
Note that we deviate slightly from the usual definition in the literature, in that we will index our n variables by
x = (x0, x1, . . . , xn−1), starting with index 0. This is very convenient in this paper, as will be seen later. One can easily
go between this and the usual definition by adding or subtracting 1 from each index.
We first define some concepts and notations that we shall use.
Definition 1.1 (Algebraic Normal Form). Let f : {0, 1}n → {0, 1} be a Boolean function in n variables. Thenwe canwrite f (x)
in algebraic normal form as follows:
f (x) =

b∈{0,1}n
abx
b1
0 x
b2
1 · · · xbnn−1,
where f is uniquely determined by ab ∈ {0, 1}.
Definition 1.2 (Rotation symmetric Boolean functions (RSBFs)). Let σ(x0, x1, . . . , xn−1) = (x1, x2, . . . , xn−1, x0). (This
definition is as given in [11, p. 429].) A Boolean function f : {0, 1}n → {0, 1} is rotation symmetric if for every input x,
f (x) = f (σ (x)).
More intuitively, f is rotation symmetric if it is invariant under any cyclic shift of the input.
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Definition 1.3 (Generating Polynomial). Every rotation symmetric Boolean function necessarily has some generating
polynomial p(x) such that
f (x) =
n−1
i=0
p(σ i(x)).
This polynomial is constructed as follows: letm(x) = xa1xa2 · · · xak be a monomial in f (x). Consider all permutations of the
indices (note that eachmust also be amonomial of f (x), up to reordering), and take the onewhich is least under lexicographic
ordering of the indices. Then compute f ∗(x) = f (x) −n−1i=0 m(σ i(x)), and repeat until f ∗(x) = 0. Then the sum of all the
least monomials is the generating polynomial for the function f . This generating polynomial is sometimes called the short
algebraic normal form of the RSBF f (see for example [6, pp. 481–483]).
Definition 1.4 (Parameterization of the Number of Variables). In this paper, we consider families of RSBFs which all have the
same generating polynomial. (While the functions themselves depend on the number of variables, the algebraic form of the
generating polynomial does not change.) Given such a family with generating polynomial p, we let f n denote the function
in the family which has n variables. We may omit the superscript if the number of variables is clear from the context.
Definition 1.5 (Cubic MRS Functions). A Boolean function is a cubic monomial rotation symmetric (MRS) Boolean function
in n variables if its generating polynomial has the form
p(x) = x0xcxd,
so that f is of the form
f (x) =
n−1
i=0
xixc+ixd+i
where 0 < c < d, f : {0, 1}n → {0, 1} and the subscripts are reduced modulo n.
Definition 1.6 (Short Cubic Function). A cubic MRS function is called a ‘‘short’’ function if it is generated by the monomial
x1x n3+1x 2n3 +1, where 3 divides n. It is called ‘‘short’’ because eachmonomial in the generated functionwill occur exactly three
times, so two-thirds of the monomials will be cancelled modulo 2.
Definition 1.7 (Truth Table). The truth table of a Boolean function is the ordered 2n-tuple
(f (v0), f (v1), f (v2), . . . , f (v2n−1))
where v0, . . . , v2n−1 are the elements of {0, 1}n in increasing lexicographic order.
Definition 1.8 (Weight). The (Hamming) weight of a function is the number of 1s in its truth table (=x∈{0,1}n f (x)).
Definition 1.9 (Capital Mod Notation). The ‘‘capital mod’’ notation aMod nmeans the unique integer b in {0, 1, 2, . . . , n−1}
such that b ≡ a(mod n).
Rotation symmetric Boolean functions (RSBFs) seem to have been first introduced in a cryptographic context in 1998 by
Filiol and Fontaine [6]. Then in 1999 Pieprzyk and Qu [15, p. 26] showed how to use RSBFs to speed up the implementation
of a cryptographic hash function. Since then, RSBFs have proven to be very useful in several areas of cryptography. This led
to many papers on various aspects of the theory of these functions, for example [5,7–14,16]. In cryptographic applications,
it is important to have information about the weights of the functions being used. However, it was not until 2009 that Kim
et al. [11] computed a closed formula for the weights of MRS functions in even the simplest case of quadratic functions.
In 2010, Cusick [4] determined the affine equivalence classes for the cubic MRS functions. His results allow some direct
applications of the work in this paper. Also in 2010, Ciungu [3] computed a closed formula for the weight of the short cubic
MRS function. This result is proved again in this paper, and is also generalized to functions of arbitrary degree.
Themain result of this paper is a general recurrence for theweights of a certain class of RSBFs. Given any RSBF, we can use
this recurrence to find the weights of related RSBFs in higher numbers of variables. As a special case, we obtain a recurrence
for the weights of short cubic MRS functions.
2. Recursive reduction
Given some rotation symmetric function f n with generating polynomial p, suppose p depends only on variables
whose indices are multiples of some k, where k divides n. More precisely, suppose p has the special form
p((x0, 0, . . . , 0, xk, 0, . . . , xn−k, . . .)). Intuitively, this means that we can split the terms of f into k ‘‘identical’’ sets, with
each set containing the same terms, but with the variable indices shifted up by the set index. This is shown in Fig. 1.
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Fig. 1. Partitioning of the terms.
We formalize this notion as follows: define gn(x) by
gn(x) =
n
k−1
i=0
p(σ ik(x)).
Then, we have that
f n(x) =
k−1
j=0
gn(σ j(x)). (1)
Note that if a variable is in gn, then its indexmust be a multiple of k, since every variable in p(x) has index divisible by k, and
each variable in gn has its original index shifted by a multiple of k. For each subsum gn(σ j(x)) of (1), all of the indices of the
variables are of the form ki+ j for some i; hence, they are all congruent to jmodulo k. This implies that the sets of variables
in the subsums gn(σ j(x)), 0 ≤ j ≤ k− 1, are disjoint.
Since all of the subsums are disjoint, we can use an affine transformation to get a function with equal weight by
reordering the variables of gn in the following way. Recall that gn only uses variables of index ik, 0 ≤ i < nk . We define
our transformation τ(x) to be:
τ((x0, x1, . . . , xn−1)) =

x0, x nk , x2 nk , . . . , xn− nk , x1, x nk+1, . . . , xn−1

or equivalently, τ maps xik+j to xj nk+i, for 0 ≤ j < k and 0 ≤ i < nk . Intuitively, we are ‘‘compressing’’ the variables down by
a factor of k, since their indices are all multiples of k. From this, we see that
wt

f n(x)
 = wt f n(τ (x)) = wt k−1
j=0
gn(σ j(τ (x)))

= wt
 k−1
j=0
n
k−1
i=0
p(σ ik(σ j(τ (x))))
 .
But, we know that
k−1
j=0
n
k−1
i=0
p(σ ik(σ j(τ (x)))) =
k−1
j=0
n
k−1
i=0
p(σ ik+j(τ (x))).
By the definition of τ , we can rewrite this as
k−1
j=0
n
k−1
i=0
p

τ

σ j
n
k+i(x)

.
Let p∗(x) = p(τ (x)) and
g
n
k
2 =
n
k−1
i=0
p∗(σ i(x)).
Then, we can rewrite the sum as
k−1
j=0
n
k−1
i=0
p∗

σ j
n
k (σ i(x))

=
k−1
j=0
g
n
k
2

σ j
n
k (x)

. (2)
Consider each subsum
 n
k−1
i=0 p∗(σ
j nk (σ i(x))). With j = 0, this becomes the same (algebraically) as the RSBF g
n
k
2 with
generating polynomial p∗. Similarly, for arbitrary j, we see that p∗ generates g
n
k
2 , but with variable indices shifted up by
j nk . So each subsumwith fixed j has variables whose indices range from j
n
k to (j+ 1) nk − 1. We now prove a property of truth
tables which will allow us to compute the weight of the entire sum given the weights of each subsum. This result is just the
computation of the weight of a direct sum of two Boolean functions (see, for example, [2, p. 2880]) and is well known, but
we give the proof here for the convenience of the reader.
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Lemma 2.1. Suppose a function f in n variables can be decomposed as g+h, where the variables of g and h are disjoint. (Without
loss of generality, suppose g has variables x1, . . . , xk, and h has variables xk+1, . . . , xn.) Let h∗ be the function h with the index
of each variable reduced by k. Let g2 be g with domain restricted to k variables, and h2 be h∗ with domain restricted to n − k
variables. Then
wt(f ) = wt(g + h) = wt(g2)wt(1+ h2)+wt(1+ g2)wt(h2) = wt(g2)(2n−k −wt(h2))+ (2k −wt(g2))wt(h2).
Proof. One can view the truth table as evaluation of f with x1, . . . , xn, where the value of xi is assigned the corresponding
bit of the binary representation of the index in the truth table. Then since we are counting up in binary, note that the
truth table of h repeats every 2n−k indices, since the variables xk+1, . . . , xn also repeat. On the other hand, each repetition
corresponds to a unique combination of the variables x1, . . . , xk. Note that each repetition in the truth table of h is a repetition
of the truth table of h2. Then the truth table in each of these ranges x1, . . . , xk of repetition in f is simply either the truth
table of h2, if g2(x1, . . . , xh) = 0, or the complement of it, otherwise. So the weight of each range is either wt(h2) or
wt(1 + h2) = 2n−k − wt(h2). The number of repetitions for which g2 is a 1 is simply wt(g2), and the number of times
it is a 0 is simply wt(1+ g2) = 2k −wt(g2). So the total weight is just wt(g2)(2n−k −wt(h2))+ (2k −wt(g2))wt(h2). 
Next, note that each subsum of Eq. (2) is simply a shift of the function g
n
k
2 , with each shift having disjoint variables. Then
we can apply Lemma 2.1 to get the total weight of the function.
Theorem 2.2. For a given generating polynomial p(x), define f n(x) = n−1i=0 p(σ i(x)) and let there be a k dividing n such that
every variable in the algebraic form of p(x) has an index divisible by k. Let h = g
n
k
2 be defined as above. Then
wt(f ) = wt

k−1
i=0
h

σ i
n
k (x)

= 1
2

2n −

2
n
k − 2wt(h)
k
Proof. From (2), we see that f has the form
k−1
i=0 h(σ
i nk (x)), where h(x) has nk variables. Then by Lemma 2.1
wt

k−1
i=0
h

σ i
n
k (x)

= wt

k−1
i=1
h

σ i
n
k (x)

2
n
k −wt(h(x))

+wt(h(x))

2n−
n
k −wt

k−1
i=1
h

σ i
n
k (x)

.
More generally, form = k, k− 1, . . . , 1, we have
wt

m
i=0
h

σ i
n
k (x)

= wt

m−1
i=1
h

σ i
n
k (x)

2
n
k −wt(h(x))

+wt(h(x))

2
(m−1)n
k −wt

m−1
i=1
h

σ i
n
k (x)

.
This gives a recurrence with base case wt(
0
i=0 h(σ
i nk (x))) = wt(h(x)). Solving the recurrence – for example, by using
Mathematica – gives the result:
wt

k−1
i=0
h

σ i
n
k (x)

= 1
2

2n −

2
n
k − 2wt(h(x))
k
. 
We can easily rewrite this theorem to get a recurrence for cubic RSBFs of a specific form. Note that in the following
corollary, the function f n1 (x)would be denoted (1, r, s)n in the notation of [4] (with x0 replaced by xn and a subscript added
to indicate the number of variables).
Corollary 2.3. Given cubic RSBFs (with indices reducedMod n, as usual)
f n1 (x) =
n−1
i=0
x1+ixr+ixs+i and f kn2 (x) =
kn−1
i=0
x1+ixk(r−1)+1+ixk(s−1)+1+i,
we have
wt (f2(x)) = 12

2kn − 2n − 2wt(f1(x))k
or, in the notation of [4],
wt ((1, k(r − 1)+ 1, k(s− 1)+ 1)kn) = 12

2kn − 2n − 2wt((1, r, s)n)k . (3)
Proof. The generating polynomial of f kn2 (x) is p(x) = x0xk(r−1)xk(s−1), and 0 ≡ k(r − 1) ≡ k(s− 1)(mod k). Then the result
follows by applying Theorem 2.2. 
From here, we can generate a closed form expression for the weight of the short cubic function.
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Corollary 2.4. For the short cubic function f 3n(x) =3n−1i=0 x1+ixn+1+ix2n+1+i, we have that
wt(f 3n) = 1
2

8n − 6n .
Proof. The short cubic function f 3n(x) =3n−1i=0 x1+ixn+1+ix2n+1+i has generating polynomial p(x) = x0xnx2n, and 0 ≡ n ≡
2n (mod n), so we take k = n (and hence 3nk = 3). Note that the function is different from the general functions described
in Corollary 2.3, since we need only take the sum up to n− 1 rather than 3n− 1, i.e.
f 3n(x) =
3n−1
i=0
p(σ i(x)) =
n−1
i=0
p(σ i(x)),
since the last 2n terms all cancel out. Then, plugging in these values into the form computed in Theorem 2.2, we see that
wt(f 3n(x)) = wt

k−1
i=0
h

σ i
n
k (x)

= 1
2

23n − 23 − 2wt(h(x))n .
Here h(x) has 3 variables, so
h(x) =
2
i=0
x1+ix2+ix3+i = x0x1x2,
and wt(h(x)) = 1, so we obtain
wt(f 3n(x)) = 1
2

23n − 23 − 2n = 1
2

8n − 6n .
Note that this proof is similar to the one given in [3]. 
This idea also applies to a more general family of short functions.
Corollary 2.5. Let f dnd (x) =
dn−1
i=0 p
dn
d (σ
i(x)), and pdnd (x) =
d−1
j=0 x jdnd =
d−1
j=0 xjn. Then
wt

f dnd (x)
 = 2dn−1 − 2n−1 2d−1 − 1n .
Proof. The proof is by substitution into Corollary 2.3, and noting that
wt

d−1
j=0
xj

= 1.
Then we see that
wt

f dnd (x)
 = 1
2
2dn − 2d − 2wtd−1
j=0
xj
 n
d

=

2dn−1 − 2n−1 2d−1 − 1n . 
3. Applications and examples
We now show some applications of our results, and discuss their consequences.
Example 3.1. In this example, for n even we compute an expression which tells us the weight of a function f n(x) with
a certain generating polynomial p(x) in terms of the weight of the function h
n
2 (x). If we can compute a closed form for
the weight of h
n
2 (x) by a different method, we get a closed form for the weight of f n(x). This computation has interesting
theoretical consequences, which we explain below.
Let f n(x) =n−1i=0 p(σ i(x)), and p(x) = x0x2x6. Then h n2 (x) = n2−1i=0 p∗(σ i(x)) and p∗(x) = x0x1x3, since gcd(0, 2, 6) =
2 = k. This formula applies for any even n. Making the appropriate substitutions into Eq. (3) with k = 2 and 2n replaced by
n, we find that
wt ((1, 2r − 1, 2s− 1)n) = 12

2n − 2n/2 − 2wt((1, r, s)n/2)2
for any r and swith 1 < r < s, in the notation of [4].
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Table 1
Weights for various kwhen n = 6.
k 2 3 4 5 · · · 500
kn 12 18 24 30 · · · 3000
pk(x) x0x2x6 x0x3x9 x0x4x12 x0x5x15 · · · x0x500x1500
wt

f kn(x)

1920 129,024 8,355,840 536,346,624 · · · 1.7333727× 105418
We say that the function (1, r, s)n/2 is expanded to give the function (1, 2r − 1, 2s − 1)n in twice as many variables. It
is not hard to see that any function affine equivalent to a given function (1, r, s)n/2 has its expanded function equivalent to
(1, 2r − 1, 2s − 1)n, and in fact the equivalence classes (as computed in [4]) for these two functions must have the same
size. Thus every equivalence class for functions in n/2 variables reappears (as a set of expanded functions, with the same
number of functions) in the list of equivalence classes for functions in n variables. Furthermore, Eq. (3) immediately gives
that wt((1, r, s)n/2) divides wt((1, 2r − 1, 2s− 1)n). For instance, we have wt((1, 2, 3)7) = 36,wt((1, 3, 5)14) = 6624 and
wt((1, 5, 9)28) = 129, 300, 480, and the classes for all three functions have size 3.
It is proved in [4, Lemma 3.1] that the number of distinct functions (1, r, s)m is asymptotically m2/6. Thus if we know
the weights of all cubic MRS functions in m variables we can immediately deduce the weights of approximately 1/4 of the
cubic MRS functions in 2m variables.
Example 3.2. In this example, we choose a function p(x) and find a closed formula for the weights of the functions obtained
as we increase n by a factor of k = 2, 3, . . . . For instance, define
hn(x) =
n−1
i=0
p(σ i(x)), p(x) = x0x1x3.
Then for k > 1, let pknk (x) = x0xkx3k, and f kn(x) =
n−1
i=0 pk(σ i(x)). By Corollary 2.3, we have that
wt

f kn(x)
 = 1
2

2kn − 2n − 2wt(hn(x))k .
Suppose n = 6. Then, wt(hn(x)) = 24 (easily verified by direct computation) and we have
wt

f kn(x)
 = 1
2

26k − 26 − 2 · 24k
= 16
k

4k − 1
2
.
Using this closed form, it is easy to compute the weights for very large kn (which would otherwise be very difficult to do
using the naive method), as seen in Table 1.
Example 3.3. By combining (3) with a result from [1] we can prove that for some pairs r, s and t, uwe have wt((1, r, s)n) =
wt((1, t, u)n) for all n for which both weights are defined (that is, n ≥ max(s, u)). We give a detailed proof of one such
result.
Theorem 3.4. For n ≥ 9, we havewt((1, 3, 7)n) = wt((1, 3, 9)n).
In order to prove this, we need some preliminary lemmas.
Lemma 3.5. For n ≥ 5, we havewt((1, 2, 4)n) = wt((1, 2, 5)n).
Proof. A proof that these weights satisfy identical recursions as n increases is given in [1]. Then it is only necessary to check
that theweights are equal for a few initial values of n ≥ 5. Note it is not true that these functions are always affine equivalent;
the proof lies much deeper than that. 
Lemma 3.6. For odd n ≥ 7, the functions (1, 2, 4)n and (1, 3, 7)n are affine equivalent, sowt((1, 2, 4)n) = wt((1, 3, 7)n). For
odd n ≥ 9, the functions (1, 2, 5)n and (1, 3, 9)n are affine equivalent, sowt((1, 2, 5)n) = wt((1, 3, 9)n).
Proof. For n odd, define a permutation µn by µn(i) = (2i− 1)Mod n, 1 ≤ i ≤ n. Then, we have µn((1, 2, 4)n) = (1, 3, 7)n
andµn((1, 2, 5)n) = (1, 3, 9)n.We note that for n even the functionµn is not a permutation, and in fact the pairs of functions
(1, 2, 4)n, (1, 3, 7)n and (1, 2, 5)n, (1, 3, 9)n are not always affine equivalent pairs for n even. 
Lemma 3.7. If v = 2m ≥ 10 is even, then we havewt((1, 3, 7)v) = wt((1, 3, 9)v).
Proof. By (3) with r = 2, s = 4, k = 2 and n = mwe have for allm ≥ 5
wt((1, 3, 7)2m) = 12

22m − 2m − 2wt((1, 2, 4)n)2 = 2wt((1, 2, 4)n)(2m −wt((1, 2, 4)n))
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and similarly
wt((1, 3, 9)2m) = 2wt((1, 2, 5)n)(2m −wt((1, 2, 5)n)).
Now Lemma 3.5 gives the result. 
Combining Lemmas 3.5–3.7 gives Theorem 3.4. Many results like Theorem 3.4 can be proved with analogous arguments.
For example, we can prove the theorem given below.
Theorem 3.8. For n ≥ 14, we havewt((1, 4, 10)n) = wt((1, 4, 13)n).
Proof. Using the permutation νn defined for n ≢ 3(mod n) by νn(i) = (3i − 2)Mod n, 1 ≤ i ≤ n, as in Lemma 3.6 we can
show that for such n the functions (1, 2, 4)n and (1, 4, 10)n are affine equivalent if n ≥ 10, and the functions (1, 2, 5)n and
(1, 4, 13)n are affine equivalent if n ≥ 13. Then the proof is completed for n ≡ 3(mod n) as in Lemma 3.7 with suitable
special cases of (3). 
One infinite sequence of function pairs for which we can prove results like this is the sequence of pairs (1, r, s)n and
(1, t, u)n, where for some k > 1 we have k(0, 1, 3) = (0, r − 1, s− 1) and k(0, 1, 4) = (0, t − 1, u− 1). The cases k = 1, 2
give Theorems 3.4 and 3.8, respectively.
We note that thework in this example explains how an infinite subsequencewt((1, r, s)jk), j = a, a+1, . . . of weights of
one Boolean function (1, r, s) can appear as a subsequence of the sequence wt((1, t, u)n), n = 1, 2, . . . of weights of some
other Boolean function.
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