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ON A HODGE THEORETIC PROPERTY OF THE KÜNNETH MAP IN PERIODIC CYCLIC
HOMOLOGY
DMYTRO SHKLYAROV
ABSTRACT. We prove that the standard Künneth map in periodic cyclic homology of differential Z/2-
graded algebras is compatible with a generalization of the Hodge filtration and explain how this result
is related to various Thom-Sebastiani type theorems in singularity theory.
1. INTRODUCTION
It is a classical fact in algebraic geometry that the Künneth map in the cohomology of complex
algebraic varieties respects Deligne’s mixed Hodge structures. Our main result – Theorem 2.3 – can
be viewed as a first step towards generalizing this fact to the realm of non-commutative geometry.
In our approach, ordinary spaces get replaced by differential Z/2-graded (henceforth, ‘dg’) algebras
over a fixed ground field k of characteristic 0 and the role of the classical cohomology is played by the
periodic cyclic homology. The latter is well known to satisfy the ‘Künneth property’ [3, 6, 7, 11, 13]
and is, in addition, anticipated to carry a Hodge-like structure [8, 9, 10]. What we show in the
present paper is that the non-commutative Künneth map respects one of the ingredients of the
Hodge-like structure on the periodic cyclic homology. This ingredient, called the (formal) de Rham
data [8], is an analog of the classical Hodge filtration.
To imagine what the de Rham data look like, recall that the periodic cyclic homology of a dg
algebra is a super vector space over the field k((u)) of formal Laurent series in a variable u which
has the interpretation of a certain periodicity map [5, 6, 11]. It will be convenient for us to think
of such super vector spaces as super vector bundles over the punctured formal u-disk. (In order
to stay in the familiar setting of finite rank bundles, let us restrict ourselves to considering only
those dg algebras whose periodic cyclic homology has finite dimension over k((u)).) For example, in
these terms the aforementioned Künneth property of the periodic cyclic homology is the claim that
the tensor product of the bundles associated with two dg algebras is naturally isomorphic to the
bundle associated with the tensor product of the dg algebras; an explicit canonical isomorphism,
which we call the non-commutative Künneth map, can be found in [11]. The de Rham data on
the periodic cyclic homology of a dg algebra comprises two components: a canonical connection
on the underlying bundle and a canonical extension of the bundle over the non-punctured formal
u-disk (the extension is simply the image of the negative cyclic homology in the periodic one; we
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refer to [8, 18] for more details). That the non-commutative Künneth map is compatible with the
extensions is an obvious consequence of the explicit formula: roughly, the Künneth map at the level
of complexes is regular at u = 0. The non-trivial part of our result is that the map is compatible with
the connections.
While the compatibility of the classical Künneth map with the mixed Hodge structures on the
cohomology of varieties is a good piece of motivation for the subject of the present paper, there are
results in geometry of which our theorem is a direct generalization. Namely, our actual aim was to
obtain abstract algebraic versions of various Thom-Sebastiani-type results in singularity theory such
as, for instance, the Thom-Sebastiani formula for Steenbrink’s Hodge filtration on the vanishing
cohomology of isolated singularities [15, Sect.8]. The latter calculates the Hodge filtration for the
direct sum f ⊕ g of two singularities in terms of the same data for f and g. This result, as well
as the original Thom-Sebastiani theorem and some other facts of similar nature, can be deduced
from a Künneth property for the Gauss-Manin systems and the Brieskorn lattices associated with the
singularities (cf. Lemma 8.7 in loc.cit.) or, equivalently, for the Fourier-Laplace transforms thereof
(cf. [14, Sect. 3]). This Künneth property is a special case of our result, as we will explain in Section
3.
Conventions. In Section 2, we work over an arbitrary field k of characteristic 0. In Section 3 the
ground field is C. Given a Z/2-graded space V , ΠV will stand for V with the reversed Z/2-grading,
the parity of v ∈ V will be denoted by |v|, and the corresponding element of ΠV will be denoted by
Πv. We will follow all the standard conventions of super-linear algebra (such as the Koszul rule of
signs, etc.). Finally, only unital dg algebras will be considered.
Acknowledgement. This research was supported by the ERC Starting Independent Researcher
Grant StG No. 204757-TQFT (K. Wendland PI) and a Fellowship from the Freiburg Institute for
Advanced Studies (FRIAS), Freiburg, Germany.
2. PRELIMINARIES AND THE MAIN THEOREM
2.1. Negative and periodic cyclic homology. Let us start by recalling the definition of the negative
and periodic cyclic homology of a dg algebra (modulo minor details, our definitions agree with those
in [4, 5]).
Let A = (A, d) stand for a dg algebra and set C(A) :=
⊕
n≥0 A⊗ (ΠA)
⊗n. The latter is the un-
derlying Z/2-graded space of the Hochschild complex of A. The Hochschild differential, b, can be
conveniently written in terms of some auxiliary operator on C(A) which we will now introduce.
Writing the elements of A⊗ (ΠA)⊗n as a0[a1|a2| . . . |an], we set
τ(a0[a1|a2| . . . |an]) = (−1)
|Πa0|
∑n
i=1 |Πai |a1[a2| . . . |an|a0]
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δ(0)(a0[a1|a2| . . . |an]) = da0[a1|a2| . . . |an]
µ(0)(a0[a1|a2| . . . |an]) =
¨
0 n = 0
(−1)|a0|a0a1[a2| . . . |an] n≥ 1
δ(i) := τ−i δ(0) τi, µ(i) := τ−i µ(0) τi, i = 1, . . . ,n
Then the Hochschild differential b is given by b = b(δ)+ b(µ) where
b(δ) =
n∑
i=0
δ(i), b(µ) =
n∑
i=0
µ(i)
The negative cyclic homology of A is the cohomology of the complex (C(A)[[u]], b + uB) where
u is an even variable, C(A)[[u]] is the space of formal series with coefficients in C(A), and B =
(1−τ−1)hN where
N =
n∑
i=0
τi, h(a0[a1|a2| . . . |an]) = 1[a0|a1|a2| . . . |an]
The periodic cyclic homology is defined similarly, with the formal series in u replaced by the formal
Laurent series.
We will be working mostly with the normalized version of the complex. Namely, consider the
subspace C′(A) ⊂ C(A) spanned by a0[a1| . . . |an] with at least one of a1, . . . ,an equal to 1. This
subspace is preserved by both b and B. Let
C(A) := C(A)/C′(A) =
⊕
n≥0
A⊗ (ΠA)⊗n, A := A/k
We will use the same notation b, B for the induced differentials on C(A) (the formula for B on the
quotient simplifies to B = hN). The natural morphism of complexes
(C(A)[[u]], b+ uB)→ (C(A)[[u]], b+ uB),
is known to be a quasi-isomorphism.
2.2. The non-commutative Künneth map. Let us now recall the explicit formula for the non-
commutative Künneth map from1 [11, Sect. 4.3].
Consider two dg algebras, A′ and A′′. Define
sh : C(A′)⊗C(A′′)→ C(A′⊗ A′′)
1Formally speaking, the dg case is not discussed in [11]. However, once the non-trivial grading is taken care of (cf.
[5, 19]), the formula works in the dg setting as well.
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as follows. For a′0[a
′
1| . . . |a
′
n] ∈ C(A
′) and a′′0 [a
′′
1 | . . . |a
′′
m] ∈ C(A
′′) set
(2.1) sh(a′0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m])
= (−1)∗(a′0 ⊗ a
′′
0 )sh[a
′
1 ⊗ 1| . . . |a
′
n ⊗ 1|1⊗ a
′′
1 | . . . |1⊗ a
′′
m]
Here ∗= |a′′0 |(|Πa
′
1|+ . . .+ |Πa
′
n|) and sh stands for the sum (with signs) over all the (n,m)-shuffles,
i.e. the permutations that shuffle the a′-terms with the a′′-terms while preserving the order of the
former and the latter. The signs are computed by the rule that the transposition [ . . . |x |y| . . . ] →
[ . . . |y|x | . . . ] contributes (−1)(|x |+1)(|y|+1) (for x and y having definite parities).
The key property of sh is that it commutes with the Hochschild differentials
b sh = sh (b⊗ 1+ 1⊗ b)
and induces a quasi-isomorphism of the corresponding complexes (this is the ‘Künneth theorem for
Hochschild homology’). However, it does not induce a morphism of the cyclic complexes since it
does not respect B. A first-order correction (in u) to sh turns out to solve this problem. Namely, let
Sh(a′0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m])
= (−1)∗∗(1⊗ 1)Sh[a′0 ⊗ 1| . . . |a
′
n ⊗ 1|1⊗ a
′′
0 | . . . |1⊗ a
′′
m]
with ∗∗= |a′0|+ |Πa
′
1|+ . . .+ |Πa
′
n| and the operator Sh defined by the same formula as sh but with
the sum extended over all the cyclic shuffles. The latter cyclically permute a′0, . . . ,a
′
n and a
′′
0 , . . . ,a
′′
m,
and then shuffle the a′-terms with the a′′-terms so that a′0 stays to the left of a
′′
0 (see [11, Sect.
4.3.2] and [5, Sect. 4]). The operator sh+ uSh commutes with the cyclic differentials
(b+ uB) (sh+ uSh) = (sh+ uSh) ((b+ uB)⊗ 1+ 1⊗ (b+ uB))
and we obtain a morphism
(C(A′)⊗C(A′′))[[u]], (b+ uB)⊗ 1+ 1⊗ (b+ uB)

→ (C(A′⊗ A′′)[[u]], b+ uB)
In general, it is only after passing to the formal Laurent series that it becomes a quasi-isomorphism.
This is the ‘Künneth theorem for periodic cyclic homology’.
2.3. The canonical connection on the periodic cyclic homology. The next definition we need to
state our main result is that of the canonical connection on the periodic cyclic homology.
We will need some terminology from [18]. Namely, let (C, b,B) be a mixed complex, i.e. a
Z/2-graded vector space endowed with an (ordered) pair of anti-commuting differentials. Then a
u-connection on this mixed complex is an (even) differential operator of the form ∇ = d
du
+ A(u),
A(u) ∈ End(C)((u)) satisfying
(2.2) [∇ , b+ uB ] =
1
2u
(b+ uB)
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In particular, a u-connection induces a connection on the cohomology of (C((u)), b+ uB) viewed as
a bundle over the formal punctured disk.
Let A be a dg algebra. Consider the operators on C(A) whose restrictions to A⊗ (ΠA)⊗n are given
by
γ= n · id , e(δ) = −µ(0)δ(1), E(δ) = −
n∑
i=1
n−i∑
j=0
hτ− jδ(i)
Proposition 2.1.
∇A =
d
du
+
e(δ)
2u2
+
E(δ)− γ
2u
(2.3)
is a u-connection on (C(A), b,B).
The induced connection on the periodic cyclic homology is the canonical connection.
Proposition 2.1 is a consequence of [18, Cor. 3.7] where a u-connection∇un on the unnormalized
cyclic complex is presented. Inspecting the formula for ∇un shows that ∇un preserves the subspace
C
′(A) ⊂ C(A) and the induced operator on the quotient C(A)((u)) = C(A)/C′(A)((u)) is precisely
(2.3).
Remark 2.2. The origin of the formula (2.3), as well as other similar formulas in [18], is the
non-commutative Cartan homotopy formula [4] (or, rather, a special case of it known as Rinehart’s
formula). Namely, the relation (2.2) for the operator (2.3) is equivalent to
(2.4) [e(δ) + uE(δ), b+ uB] = ub(δ)
which can be deduced from [4, Eq.(2.1)] by substituting the differential d of the dg algebra A for
the Hochschild cochain D (in the notation of loc.cit.).
2.4. The main result. As we explained in the Introduction, our main result says that the non-
commutative Künneth map is compatible with the canonical connections. The actual statement
is at the level of the cyclic complexes, and to formulate it we will need yet another (the last
one) piece of terminology from [18]. Namely, given two mixed complexes with u-connections,
(C′, b′,B′, d
du
+ A′(u)) and (C′′, b′′,B′′, d
du
+ A′′(u)), a morphism from the former to the latter is a
k((u))-linear morphism of complexes
ψ(u) : (C′((u)), b′+ uB′)→ (C′′((u)), b′′+ uB′′)
satisfying the following condition: the morphism
dψ(u)
du
+ A′′(u)ψ(u)−ψ(u)A′(u) : (C′((u)), b′+ uB′)→ (C′′((u)), b′′+ uB′′)
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is homotopic to 0. This condition guarantees that the map, induced by ψ(u) on the cohomology,
respects the induced connections.
Now we are able to state the main result:
Theorem 2.3. The cyclic Künneth map sh+ uSh is a morphism from
C(A′)⊗C(A′′), b⊗ 1+ 1⊗ b,B⊗ 1+ 1⊗ B,∇A′ ⊗ 1+ 1⊗∇A′′

to (C(A′⊗ A′′), b,B,∇A′⊗A′′).
Remark 2.4. Before proving the theorem, we would like to point out that all the constructions
and conclusions in this section remain valid if we replace the ordinary cyclic mixed complexes
(C(A), b,B) with their completed versions (C
Π
(A), b,B) where
C
Π
(A) :=
∏
n≥0
(A⊗ (ΠA)⊗n)even
⊕∏
n≥0
(A⊗ (ΠA)⊗n)odd
Moreover, all the constructions are compatible with the canonical morphism
(2.5) (C(A)[[u]], b+ uB)→ (C
Π
(A)[[u]], b+ uB)
Note that, in general, (2.5) is not a quasi-isomorphism (although it is a quasi-isomorphism in a
number of cases of interest; cf. [12]).
Proof of Theorem 2.3. Let us write expressions like
b sh− sh (b⊗ 1+ 1⊗ b), e(δ)Sh− Sh (e(δ)⊗ 1+ 1⊗ e(δ)), etc.
using the commutator notation: [b, sh], [e(δ),Sh] etc. (the ‘commutator’ here stands for the super-
commutator when both operators involved are odd).
We have to prove that the morphism
2u2
d(sh+ uSh)
du
+ [e(δ) + u(E(δ)− γ), sh+ uSh]
is homotopic to 0. Consider its u-expansion:
[e(δ), sh] + u
 
[e(δ),Sh] + [E(δ)− γ, sh])

+ u2
 
[E(δ)− γ,Sh] + 2Sh

Obviously, the coefficient at u2 equals 0. Indeed, [γ,Sh] = 2Sh and [E(δ),Sh] = 0 simply by the
definition of the operators involved and the fact that we are working with the normalized complexes.
The coefficient at u0 is also easily seen to vanish. The proof of this is based on the explicit formula
for e(δ)
e(δ)(a0[a1| . . . |an]) = a0da1[a2| . . . |an]
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and the obvious fact that the sum in the right-hand side of (2.1) involves elements of the following
two types only:
±(a′0 ⊗ a
′′
0 )[a
′
1 ⊗ 1| . . .] or ± (a
′
0 ⊗ a
′′
0 )[1⊗ a
′′
1 | . . .]
Finally, note that the coefficient at u equals
(2.6) [e(δ),Sh] + [E(δ), sh]
since, clearly, [γ, sh] = 0. Thus, we need to show that the operator (2.6), viewed as a morphism
(C(A′)⊗C(A′′))((u)), (b+ uB)⊗ 1+ 1⊗ (b+ uB)

→ (C(A′⊗ A′′)((u)), b+ uB),
is homotopic to 0.
Let H : C(A′)⊗C(A′′)→ C(A′⊗A′′) denote the odd operator whose restriction to

A′⊗ (ΠA′)⊗n

⊗
A′′⊗ (ΠA′′)⊗m

is given by
H =
n∑
i=1
n−i∑
r=0
m∑
s=0
sh(r,s)(τ−rδ(i) ⊗τ−s) +
m∑
i=1
n∑
r=0
m−i∑
s=0
sh(r,s)(τ−r ⊗τ−sδ(i))
where
sh(r,s)(a′0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m]) =
(−1)∗∗(1⊗ 1)sh(r,s)[a′0 ⊗ 1| . . . |a
′
n ⊗ 1|1⊗ a
′′
0 | . . . |1⊗ a
′′
m]
with ∗∗ being the same as in the definition of Sh and sh(r,s) denoting the sum over those (non-cyclic)
(n+ 1,m+ 1)-shuffles that do not switch a′r ⊗ 1 and 1⊗ a
′′
s .
It is not hard to prove that [b+ uB,H] = [b(µ),H]. Indeed, [b(δ),H] = 0 since b(δ) commutes
with the shuffles and the cyclic permutations, and anti-commutes with all the δ(i). Also, [B,H] = 0
since we are working with the normalized complexes. On the contrary, the proof of the following
lemma is a rather long and tedious calculation; an interested reader may find it in Appendix A.
Lemma 2.5. [e(δ),Sh] + [E(δ), sh] = [b(µ),H] + sh(b(δ)⊗ B)
By combining the above claims, we obtain
[e(δ),Sh] + [E(δ), sh] = (b+ uB)H +H((b+ uB)⊗ 1+ 1⊗ (b+ uB)) + sh(b(δ)⊗ B)
Thus, it remains to show that the operator sh(b(δ)⊗ B) is homotopic to 0. Since we are working
with the normalized complexes,
sh(b(δ)⊗ B) = (sh+ uSh)(b(δ)⊗ B) = (sh+ uSh)(b(δ)⊗ 1)(1⊗ B)
Observe that the operators sh + uSh and 1⊗ B (anti-)commute with the cyclic differential while
b(δ)⊗ 1 can be written as the commutator [b+ uB,H ′] (see (2.4)).
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3. RELATION TO THOM-SEBASTIANI TYPE THEOREMS IN SINGULARITY THEORY
From now on, the ground field is C.
3.1. The Gauss-Manin connections and Thom-Sebastiani type results. Let f = f (x1, . . . , xk) be
a polynomial having an isolated critical point at the origin, with the corresponding critical value
equal to 0. Associated with the germ of f at the origin is the Gauss-Manin system – a holonomic
D-module in one variable – which, together with the so-called Brieskorn lattice, encodes most of the
Hodge theoretic invariants of the critical point. We refer the reader to [15] for a detailed exposition;
a streamlined reminder can be found in [18, Sect. 5]. Essentially the same amount of information is
contained in the (formal) Fourier-Laplace transforms of the Gauss-Manin system and the Brieskorn
lattice, and it is these invariants that we will be interested in in this section. Let us recall their
explicit description.
The starting point is the (formal) twisted de Rham cohomology of the critical point, i.e. the coho-
mology of the complex (Ωan
Ck,0
((u)),−d f + ud). Here Ωan
Ck ,0
denotes the Z/2-graded space of germs
at the origin 0 ∈ Ck of analytic differential forms. The cohomology H∗(Ωan
Ck ,0
((u)),−d f + ud) is
known to be non-trivial in degree k only. The Fourier-Laplace transformed Gauss-Manin system is
the C((u))-linear space Hk(Ωan
Ck,0
((u)),−d f + ud) equipped with a connection ∇GM
f
induced by the
differential operator d
du
+
f
u2
on Ωan
Ck,0
((u)). The Brieskorn lattice transforms into the C[[u]]-lattice
Hk(Ωan
Ck,0
[[u]],−d f + ud)⊂ Hk(Ωan
Ck,0
((u)),−d f + ud).
Let g = g(y1, . . . , yl) be another polynomial with the same property, i.e. having an isolated critical
point at the origin, with the corresponding critical value equal to 0. Recall that f ⊕ g stands for the
polynomial f (x1, . . . , xk)+ g(y1, . . . , yl) on C
k×Cl (clearly, it also has an isolated singularity at the
origin). It is not hard to see that the map
∧
: Ωan
Ck,0
⊗Ωan
Cl ,0
→ Ωan
Ck×Cl ,0
, ω′(x1, . . . , xk)⊗ω
′′(y1, . . . , yl) 7→ω
′(x1, . . . , xk)∧ω
′′(y1, . . . , yl)
induces an isomorphism
Hk(Ωan
Ck ,0
[[u]],−d f + ud)⊗C[[u]] H
l(Ωan
Cl ,0
[[u]],−d g + ud)→ Hk+l(Ωan
Ck×Cl ,0
[[u]],−d( f ⊕ g) + ud)
which transforms ∇GM
f
⊗ 1+ 1⊗∇GMg into ∇
GM
f⊕g
.
As explained in [15, Sect. 8], the above ‘Thom-Sebastiani theorem’ for the Brieskorn lattices
and the Gauss-Manin connections implies a number of other Thom-Sebastiani type formulas. The
aim of this section is to explain that Theorem 2.3 contains the Thom-Sebastiani theorem for the
Gauss-Manin connections as a special case.
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3.2. Reminder on dg algebras associated with isolated critical points. In this section, we will
switch to the algebraic setting and, in particular, will view polynomials as germs of algebraic func-
tions: f ∈ O
Ck,0 where OCk,0 stands for the local algebra of the affine variety C
k at 0. Accordingly,
we will work with germs of algebraic differential forms which will be denoted simply by Ω
Ck ,0. Note
that the formal twisted de Rham cohomology does not see the difference between the analytic and
the algebraic forms: as explained in [16], the natural maps
Hk(Ω
Ck,0[[u]],−d f + ud)→ H
k(Ωan
Ck,0
[[u]],−d f + ud)→ Hk(Ω f orm
Ck,0
[[u]],−d f + ud)
are quasi-isomorphisms (here Ω f orm
Ck,0
stands for the space of formal germs of differential forms2).
According to [2], associated3 with f is a dg algebra A f . The underlying graded algebra is
OCk,0 ⊗ EndPk where Pk is the space of polynomials in k odd variables θ1, . . . ,θk. To equip it with a
differential, we need to pick a decomposition
(3.1) f = x1 f1 + . . .+ xk fk, fi ∈ OCk,0.
Then the differential is the super-commutator with D f :=
∑
i

fi ⊗ θi + x i ⊗ ∂θi

∈ OCk ,0⊗ EndPk.
The importance of this dg algebra for our purposes stems from two results obtained in [17] and
[18], respectively. Namely, in [17] an explicit quasi-isomorphism
(3.2) I f : (C(A f )[[u]], b+ uB)→ (ΩCk,0[[u]],−d f + ud)
was constructed. As a map of graded spaces, I f is the C[[u]]-linear extension of the composition
C(O
Ck ,0⊗ EndPk)
exp(−b(D f ))
−−−−−−→ C
Π
(O
Ck,0 ⊗ EndPk)
str
−→ C
Π
(O
Ck,0)
ε
−→ Ω
Ck,0
where
• C
Π
is the completed version of C that we mentioned in Remark 2.4;
• b(D f )(a0[a1| . . . |an]) :=
∑n+1
i=1 a0[a1| . . . |ai−1|D f |ai| . . . |an];
• str(φ0 ⊗ T0[φ1 ⊗ T1| . . . |φn ⊗ Tn]) := (−1)
∑
i odd |Ti |str(T0T1 . . . Tn)φ0[φ1| . . . |φn]
where φi ∈ OCk,0, Ti ∈ EndPk;
• ε is the Hochschild-Kostant-Rosenberg map:
ε(φ0[φ1| . . . |φn]) =
1
n!
φ0dφ1 ∧ . . .∧ dφn.
In [18] I f was shown to define a morphism of mixed complexes with u-connections
C(A f ), b,B,∇A f

→ (Ω
Ck,0,−d f , d ,
d
du
+
f
u2
−
γ
2u
), γ|Ωd
Ck ,0
= d · id
2In fact, we could have chosen to work in the purely formal setting, i.e. to view f as an element of the algebra of
formal series. The results to be discussed hold true in this setting.
3The dg algebra is non-canonical but its dg Morita equivalence class coincides with that of the dg category of matrix
factorizations of f and, thus, is functorial in f .
10 DMYTRO SHKLYAROV
Let us denote by∇ f the connection on H
k(ΩCk,0((u)),−d f +ud) induced by the operator
d
du
+
f
u2
−
γ
2u
.
Observe that ∇ f and ∇
GM
f
differ only by a ‘Tate twist’ k
2u
. Thus, the above result means that, up to
the Tate twist, ∇GM
f
can be recovered from the dg algebra associated with f .
Note that the Tate twist is additive with respect to the direct sum of polynomials. Hence the
Thom-Sebastiani theorem for ∇GM
f
and ∇GMg implies that for ∇ f and ∇g , and vice versa.
3.3. Comparing the commutative and the non-commutative Thom-Sebastiani. Let, as before, f
and g be two polynomials with isolated critical points.
Let us fix decompositions of the form (3.1) for f and g. Then we automatically get a decomposi-
tion for f ⊕ g, together with an obvious embedding of dg algebras ι : A f ⊗ Ag → A f⊕g .
Theorem 3.1. The diagram of morphisms of complexes
(C(A f )⊗C(Ag))[[u]], (b+ uB)⊗ 1+ 1⊗ (b+ uB)
sh+uSh
//
I f ⊗Ig

C(A f ⊗ Ag)[[u]], b+ uB
C(ι)

C(A f ⊕g)[[u]], b+ uB
I f⊕g

(ΩCk ,0⊗ΩCl ,0)[[u]], (−d f + ud)⊗ 1+ 1⊗ (−d g + ud)
∧
// ΩCk×Cl ,0[[u]],−d( f ⊕ g) + ud
becomes commutative after passing to cohomology.
Since all the morphisms in the diagram preserve the u-connections, by localizing at u we obtain
Corollary 3.2. The Thom-Sebastiani theorem for the connections ∇ f and ∇g – and, consequently, for
∇GM
f
and ∇GMg – is a special case of Theorem 2.3.
Proof of Theorem 3.1. As is shown in [12], the canonical morphism (2.5) is a quasi-isomorphism
for A := A f . Thus, in the above diagram, we may replace the ordinary cyclic complexes with their
completed versions.
An easy calculation shows that
b(D f ⊗ 1+ 1⊗ Dg) · sh = sh · (b(D f )⊗ 1+ 1⊗ b(Dg)),
str · sh = sh · (str⊗ str),
ε · sh =
∧
· (ε⊗ ε).
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As a consequence, the following diagram (of maps of graded spaces) is commutative:
C
Π
(OCk,0⊗ EndPk)⊗C
Π
(OCl ,0⊗ EndPl)
sh
//
I f ⊗Ig

C
Π
(OCk,0 ⊗ EndPk ⊗OCl ,0 ⊗ EndPl)
C
Π
(ι)

C
Π
(OCk×Cl ,0⊗ End(Pk ⊗ Pl))
I f⊕g

Ω
Ck,0 ⊗ΩCl ,0
∧
// Ω
Ck×Cl ,0
It follows, in particular, that the composition I f ⊕g ·C
Π
(ι) · sh induces a morphism of complexes:
I f⊕g ·C
Π
(ι) · sh ((b+ uB)⊗ 1+ 1⊗ (b+ uB)) = (−d( f ⊕ g) + ud)I f⊕g ·C
Π
(ι) · sh
Therefore, since I f ⊕g ·C
Π
(ι) · (sh+ uSh) commutes with the differentials as well, so does the com-
position I f⊕g ·C
Π
(ι) ·Sh. To prove the theorem, we need to show that the latter map is trivial at the
level of cohomology.
Let us introduce the following decreasing filtration:
F pC
Π
(A) :=
∏
n≥p
(A⊗ (ΠA)⊗n)even
⊕∏
n≥p
(A⊗ (ΠA)⊗n)odd
Observe that, by the definitions of the operators involved,
I f⊕g ·C
Π
(ι) · Sh(F pC
Π
(A f )⊗ F
q
C
Π
(Ag))⊂ I f ⊕g(F
p+q+1
C
Π
(A f⊕g))⊂ ε(F
p+q+1
C
Π
(OCk×Cl ,0))
which implies
I f⊕g ·C
Π
(ι) · Sh(F pC
Π
(A f )⊗ F
q
C
Π
(Ag)) = 0, p+ q ≥ k + l.
Thus, to complete the proof, it would suffice to show that any class in H∗(C
Π
(A f )[[u]], b+uB) (resp.
H∗(C
Π
(Ag)[[u]], b+uB)) can be represented by an element of F
k
C
Π
(A f )[[u]] (resp. F
l
C
Π
(Ag)[[u]]).
To prove this, we need a bit more information about I f .
In fact, every map in the sequence
C
Π
(OCk,0 ⊗ EndPk)[[u]]
exp(−b(D f ))
−−−−−−→ C
Π
(OCk ,0⊗ EndPk)[[u]]
str
−→ C
Π
(OCk,0)[[u]]
ε
−→ ΩCk ,0[[u]]
is a morphism of mixed complexes (cf. [18, Sect. 4.1]), namely,
exp(−b(D f )) : (C
Π
(A f ), b, B)→ (C
Π
(OCk,0⊗ EndPk), b(µ)+ b( f ), B),
str : (C
Π
(O
Ck,0⊗ EndPk), b(µ)+ b( f ), B)→ (C
Π
(O
Ck,0), b(µ) + b( f ), B),
ε : (C
Π
(OCk,0), b(µ)+ b( f ), B)→ (ΩCk,0, −d f , d),
where
b( f )(a0[a1| . . . |an]) :=
n+1∑
i=1
(−1)
∑i−1
j=0 |Πa j |a0[a1| . . . |ai−1| f |ai| . . . |an].
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Moreover, each map induces a quasi-isomorphism at the level of the associated C[[u]]-linear com-
plexes.
Now, let us pick a collection f (1), . . . , f (µ f ) ∈ O
Ck ,0 so that the corresponding classes in the Mil-
nor algebra O
Ck ,0/(∂x1 f , . . . ,∂xk f ) form a basis. Then the classes of the elements { f
( j)d x1 ∧ . . . ∧
d xk} j=1,...,µ f form a basis of the free C[[u]]-module H
∗(ΩCk,0[[u]],−d f + ud). Let
f ( j) =
N j∑
α=1
φ
( j)
0,α[φ
( j)
1,α| . . . |φ
( j)
n,α], j = 1, . . . ,µ f
be any b(µ)-closed elements in C
Π
(O
Ck,0) such that ε(f
( j)) = f ( j)d x1 ∧ . . . ∧ d xk. Then, for any
even idempotent e ∈ EndPk such that str(e) = 1, we obtain a collection of b(µ)-closed elements in
C
Π
(O
Ck,0⊗ EndPk), namely,
f˙ ( j) =
N j∑
α=1
φ
( j)
0,α⊗ e[φ
( j)
1,α ⊗ e| . . . |φ
( j)
n,α⊗ e], j = 1, . . . ,µ f .
By (an easy extension of) the classical HKR theorem, the map ε · str : (C
Π
(O
Ck,0 ⊗ EndPk), b(µ))→
(Ω
Ck,0, 0) is a quasi-isomorphism. In particular, any b(µ)-closed element in F
p
C
Π
(O
Ck,0 ⊗ EndPk),
p > k, is b(µ)-exact. Using this observation, one can show that the elements f˙ ( j) extend to (b(µ)+
b( f ) + uB)-closed elements f¨ ( j) in F kC
Π
(O
Ck,0 ⊗ EndPk)[[u]] such that f¨
( j) − f˙ ( j) ∈ F k+1C
Π
(O
Ck,0 ⊗
EndPk)[[u]]. Since ε · str(¨f
( j)) = f ( j)d x1 ∧ . . . ∧ d xk, the collection {¨f
( j)} j=1,...,µ f is a basis of the
free C[[u]]-module H∗(C
Π
(OCk,0⊗ EndPk)[[u]], b(µ)+ b( f )+ uB). What remains is to observe that
exp(b(D f )) preserves the filtration.
APPENDIX A. PROOF OF LEMMA 2.5
In this proof, all the operators will be viewed as operators on the unnormalized cyclic complexes.
We will use the following shorthand notation:
• Given an operator on C(A) we equip the notation for the operator with the subscript n+ 1
to denote its restriction onto A⊗ (ΠA)⊗n.
• We will omit the symbol ⊗ in the notation for the elements of A′ ⊗ A′′. Namely, a′ (resp.
a′′) will stand either for an element of A′ (resp. A′′) or for the corresponding element a′⊗1
(resp. 1⊗ a′′) of A′⊗ A′′, and a′ ⊗ a′′ will be shortened to a′a′′.
• The unit 1⊗ 1 of A′⊗ A′′ will be denoted by 1 .
Lemma A.1.
E(δ)sh− Sh(e(δ)⊗ 1+ 1⊗ e(δ)) = b(µ)†H +H(b(µ)⊗ 1+ 1⊗ b(µ))
where b(µ)† stands for the following truncation of b(µ): b(µ)†n+1 =
∑n−1
i=1 µ
(i)
n+1.
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Proof. Let sh(r,s)0 be the linear operator defined similarly to sh
(r,s) but with the sum taken only over
those shuffles that put a′r and a
′′
s next to each other:
sh(r,s)0 (a
′
0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m]) = (−1)
∗∗(−1)∗∗∗1 [. . .]
where ∗∗ is as in the definitions of Sh and sh(r,s), [. . .] stands for the following sum
(A.1) [a′0| . . . |a
′
r−1|a
′′
0 | . . . |a
′′
s−1︸ ︷︷ ︸
sumover (r,s)−shuffles
|a′r |a
′′
s | a
′
r+1| . . . |a
′
n|a
′′
s+1| . . . |a
′′
m︸ ︷︷ ︸
sumover (n−r,m−s)−shuffles
]
and (−1)∗∗∗ is the sign coming from the shuffles that transform [a′0| . . . |a
′′
m] into (A.1). It is easy to
see that
b(µ)†sh(r,s) = µ(r+s+1)sh(r,s)0
+ sh(r−1,s)
r−1∑
j=0
µ
( j)
n+1 ⊗ 1+ sh
(r,s)
n−1∑
j=r
µ
( j)
n+1⊗ 1
+ sh(r,s−1)
s−1∑
j=0
1⊗µ( j)m+1+ sh
(r,s)
m−1∑
j=s
1⊗µ( j)m+1
Indeed, let 1 [. . . |x |y| . . .] (x is at the ith spot) be one of the summands that enter the expression
for sh(r,s)(a′0[. . .]⊗ a
′′
0 [. . .]). Upon applying µ
(i) this summand will not cancel out with anything
else if and only if x and y cannot be switched, i.e. in one of the following three cases:
x = a′r , y = a
′′
s or x = a
′
k, y = a
′
k+1 or x = a
′′
l , y = a
′′
l+1
The corresponding summands will contribute to the first, the second, and the third lines in the
right-hand side of the formula, respectively.
According to the above formula
b(µ)†H =
n∑
i=1
n−i∑
r=0
m∑
s=0
b(µ)†sh(r,s)(τ−rn+1δ
(i)
n+1 ⊗τ
−s
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
b(µ)†sh(r,s)(τ−rn+1 ⊗τ
−s
m+1δ
(i)
m+1)
=
n∑
i=1
n−i∑
r=0
m∑
s=0
µ(r+s+1)sh(r,s)0 (τ
−r
n+1δ
(i)
n+1 ⊗τ
−s
m+1)
+
n∑
i=1
n−i∑
r=0
m∑
s=0
r−1∑
j=0
sh(r−1,s)(µ( j)
n+1τ
−r
n+1δ
(i)
n+1 ⊗τ
−s
m+1)
+
n∑
i=1
n−i∑
r=0
m∑
s=0
n−1∑
j=r
sh(r,s)(µ( j)
n+1τ
−r
n+1δ
(i)
n+1 ⊗τ
−s
m+1)
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−
n∑
i=1
n−i∑
r=0
m∑
s=0
s−1∑
j=0
sh(r,s−1)(τ−rn+1δ
(i)
n+1 ⊗µ
( j)
m+1τ
−s
m+1)
−
n∑
i=1
n−i∑
r=0
m∑
s=0
m−1∑
j=s
sh(r,s)(τ−rn+1δ
(i)
n+1 ⊗µ
( j)
m+1τ
−s
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
µ(r+s+1)sh(r,s)0 (τ
−r
n+1⊗τ
−s
m+1δ
(i)
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
r−1∑
j=0
sh(r−1,s)(µ( j)n+1τ
−r
n+1⊗τ
−s
m+1δ
(i)
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
n−1∑
j=r
sh(r,s)(µ( j)n+1τ
−r
n+1 ⊗τ
−s
m+1δ
(i)
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
s−1∑
j=0
sh(r,s−1)(τ−rn+1 ⊗µ
( j)
m+1τ
−s
m+1δ
(i)
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
m−1∑
j=s
sh(r,s)(τ−rn+1 ⊗µ
( j)
m+1τ
−s
m+1δ
(i)
m+1)
Using the formulas
µ
( j)
n+1τ
−r
n+1 =
(
τ1−rn µ
(n+1+ j−r)
n+1 r > j
τ−rn µ
( j−r)
n+1 r ≤ j
(A.2) µ( j)n+1δ
(i)
n+1 =

−δ(i−1)n µ
( j)
n+1 0≤ j < i − 1≤ n− 1
−δ(i)n µ
( j)
n+1 0≤ i < j ≤ n− 1
−δ(i)n µ
(n)
n+1 1≤ i ≤ n− 1, j = n
−µ
(i)
n+1δ
(i+1)
n+1 − δ
(i)
n µ
(i)
n+1 0≤ i = j ≤ n
(cf. [18, Appendix B]), and
(A.3) Sh =
n∑
r=0
m∑
s=0
sh(r,s)(τ−rn+1⊗τ
−s
m+1)
one shows that
b(µ)†H = −H(b(µ)⊗ 1+ 1⊗ b(µ))− Sh(e(δ)⊗ 1+ 1⊗ e(δ))
+
n∑
i=1
n−i∑
r=0
m∑
s=0
µ(r+s+1)sh(r,s)0 (τ
−r
n+1δ
(i)
n+1 ⊗τ
−s
m+1)
+
m∑
i=1
n∑
r=0
m−i∑
s=0
µ(r+s+1)sh(r,s)0 (τ
−r
n+1⊗τ
−s
m+1δ
(i)
m+1)
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Thus, to complete the proof of Lemma A.1 it remains to prove that
E(δ)sh =
n−1∑
r=0
m∑
s=0
n−r∑
i=1
µ(r+s+1)sh(r,s)0 (τ
−r
n+1δ
(i)
n+1 ⊗τ
−s
m+1)
+
n∑
r=0
m−1∑
s=0
m−s∑
i=1
µ(r+s+1)sh(r,s)0 (τ
−r
n+1⊗τ
−s
m+1δ
(i)
m+1)
(we have changed the order of summation in the original expression).
Set s˜h
(r,s)
0 := µ
(r+s+1)sh(r,s)0 (τ
−r
n+1 ⊗τ
−s
m+1). That is, modulo signs,
s˜h
(r,s)
0 (a
′
0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m])
= ±1 [a′n−r+1| . . . |a
′
n|a
′′
m−s+1| . . . |a
′′
m︸ ︷︷ ︸
sumover (r,s)−shuffles
|a′0a
′′
0 | a
′
1| . . . |a
′
n−r |a
′′
1 | . . . |a
′′
m−s︸ ︷︷ ︸
sumover (n−r,m−s)−shuffles
]
It is easy to see that
(A.4)
n−1∑
r=0
m∑
s=0
n−r∑
i=1
s˜h
(r,s)
0 (δ
(i)
n+1 ⊗ 1) +
n∑
r=0
m−1∑
s=0
m−s∑
i=1
s˜h
(r,s)
0 (1⊗ δ
(i)
m+1)
= −
n∑
r=0
m∑
s=0
n+m+1∑
i=r+s+2
δ
(i)
n+m+2s˜h
(r,s)
0
and
−τ
− j
n+m+1sh =
∑
r+s= j, r≤n, s≤m
µ
(0)
n+m+2s˜h
(r,s)
0 (0≤ j ≤ n+m)
This, together with (A.2) and the fact that hn+m+1µ
(0)
n+m+2(x) = x provided x is of the form 1 [. . .],
implies
E(δ)sh = −hn+m+1
n+m∑
i=1
n+m−i∑
j=0
τ
− j
n+m+1δ
(i)
n+m+1sh
= −hn+m+1
n+m∑
i=1
n+m−i∑
j=0
δ
(i+ j)
n+m+1τ
− j
n+m+1sh
= hn+m+1
n+m∑
i=1
n+m−i∑
j=0
∑
r+s= j, r≤n, s≤m
δ
(i+ j)
n+m+1µ
(0)
n+m+2s˜h
(r,s)
0
= −hn+m+1
n+m∑
i=1
n+m−i∑
j=0
∑
r+s= j, r≤n, s≤m
µ
(0)
n+m+2δ
(i+ j+1)
n+m+2 s˜h
(r,s)
0
= −
n+m∑
i=1
n+m−i∑
j=0
∑
r+s= j, r≤n, s≤m
δ
(i+ j+1)
n+m+2 s˜h
(r,s)
0
16 DMYTRO SHKLYAROV
It remains to compare the latter expression to the right-hand side of (A.4). It is enough to show that
n∑
r=0
m∑
s=0
n+m+1∑
i=r+s+2
A(i, r, s) =
n+m∑
i=1
n+m−i∑
j=0
∑
r+s= j, r≤n, s≤m
A(i + j + 1, r, s)
for abstract variables A(x , y, z). Changing the order of summation in the right-hand side and shifting
the first argument transforms this identity into the following obvious one:
n∑
r=0
m∑
s=0
n+m+1∑
i=r+s+2
A(i, r, s) =
n+m−1∑
j=0
∑
r+s= j, r≤n, s≤m
n+m+1∑
i= j+2
A(i, r, s)

Lemma A.2.
e(δ)Sh− sh(E(δ)⊗ 1+ 1⊗ E(δ)) = µ(0)H +µ(∗)H + sh(b(δ)⊗ B)
where µ
(∗)
n+1 := µ
(n)
n+1.
Proof. The expression for µ(0)sh(r,s)(a′0[a
′
1| . . . |a
′
n]⊗ a
′′
0 [a
′′
1 | . . . |a
′′
m]) involves tensors of two types,
namely, the ones that begin with a′0 and the ones that begin with a
′′
0 . Let us denote the corresponding
operators by µ(0)sh(r,s)′ and µ(0)sh(r,s)′′; that is,
µ(0)sh(r,s) = µ(0)sh(r,s)′ +µ(0)sh(r,s)′′
Similarly,
µ(∗)sh(r,s) = µ(∗)sh(r,s)′+µ(∗)sh(r,s)′′
with µ(∗)sh(r,s)′,µ(∗)sh(r,s)′′ having the similar meaning. The key observation is that
µ(∗)sh(r,s)′ = −µ(0)sh(r+1,s)′(τ−1n+1⊗ 1) (r ≤ n− 1)
µ(∗)sh(r,s)′′ = −µ(0)sh(r,s+1)′′(1⊗τ−1m+1) (s ≤ m− 1)
µ(∗)sh(n,s)′ = 0, µ(0)sh(r,0)′′ = 0
The formulas imply that for i = 1, . . . ,n
n−i∑
r=0
m∑
s=0
µ(0)sh(r,s)(τ−rn+1⊗τ
−s
m+1) +
n−i∑
r=0
m∑
s=0
µ(∗)sh(r,s)(τ−rn+1⊗τ
−s
m+1)
=
m∑
s=0
µ(0)sh(0,s)′(1⊗τ−sm+1) −
m∑
s=0
µ(0)sh(n−i+1,s)′(τin+1⊗τ
−s
m+1)
+
n−i∑
r=0
µ(∗)sh(r,m)′′(τ−rn+1 ⊗τ
−m
m+1)
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and for i = 1, . . . ,m
n∑
r=0
m−i∑
s=0
µ(0)sh(r,s)(τ−rn+1⊗τ
−s
m+1) +
n∑
r=0
m−i∑
s=0
µ(∗)sh(r,s)(τ−rn+1⊗τ
−s
m+1)
=
m−i∑
s=0
µ(0)sh(0,s)′(1⊗τ−sm+1) −
n∑
r=0
µ(0)sh(r,m−i+1)′′(τ−rn+1⊗τ
i
m+1)
Using these equalities, it is easy to show that µ(0)H +µ(∗)H equals
n∑
i=1
n−i∑
r=0
µ(∗)sh(r,m)′′(τ−rn+1δ
(i)
n+1 ⊗τm+1) +
m∑
i=1
m−i∑
s=0
µ(0)sh(0,s)′(1⊗τ−sm+1δ
(i)
m+1)
−
n∑
i=1
m∑
s=0
µ(0)sh(i,s)′(δ(0)n+1τ
−i
n+1⊗τ
−s
m+1) −
m∑
i=1
n∑
r=0
µ(0)sh(r,i)′′(τ−rn+1⊗ δ
(0)
m+1τ
−i
m+1)
+
n∑
i=1
m∑
s=0
µ(0)sh(0,s)′(δ(i)n+1 ⊗τ
−s
m+1)
On the other hand, by (A.3) and the definition of sh(r,s)′ and sh(r,s)′′, −e(δ)Sh equals
−
n∑
r=0
m∑
s=0
δ(0)µ(0)sh(r,s)(τ−rn+1⊗τ
−s
m+1)
= −
n∑
r=0
m∑
s=0
δ(0)µ(0)sh(r,s)′(τ−rn+1⊗τ
−s
m+1) −
n∑
r=0
m∑
s=1
δ(0)µ(0)sh(r,s)′′(τ−rn+1 ⊗τ
−s
m+1)
=
n∑
r=0
m∑
s=0
µ(0)sh(r,s)′(δ(0)
n+1τ
−r
n+1⊗τ
−s
m+1) +
n∑
r=0
m∑
s=1
µ(0)sh(r,s)′′(τ−rn+1⊗ δ
(0)
m+1τ
−s
m+1)
Therefore, we get the following expression for µ(0)H +µ(∗)H − e(δ)Sh
n∑
i=1
n−i∑
r=0
µ(∗)sh(r,m)′′(τ−rn+1δ
(i)
n+1 ⊗τm+1) +
m∑
i=1
m−i∑
s=0
µ(0)sh(0,s)′(1⊗τ−sm+1δ
(i)
m+1)
+
m∑
s=0
µ(0)sh(0,s)′(b(δ)n+1 ⊗τ
−s
m+1)
To finish the proof, it remains to observe that for all r, s
µ(∗)sh(r,m)′′(1⊗τm+1) = sh(hn+1 ⊗ 1), µ
(0)sh(0,s)′ = sh(1⊗ hm+1)
and, thus, the previous expression equals
n∑
i=1
n−i∑
r=0
sh(hn+1τ
−r
n+1δ
(i)
n+1 ⊗ 1) +
m∑
i=1
m−i∑
s=0
sh(1⊗ hm+1τ
−s
m+1δ
(i)
m+1)
−
m∑
s=0
sh(b(δ)n+1 ⊗ hm+1τ
−s
m+1)
= −sh(E(δ)⊗ 1+ 1⊗ E(δ))− sh(b(δ)⊗ B)
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Obviously, Lemma 2.5 follows from Lemmas A.1 and A.2.
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