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Abstract
If an oscillator is driven by a force that switches between two frequencies,
the dynamics it exhibits depends on the precise manner of switching. Here
we take a one-dimensional oscillator and consider scenarios in which switch-
ing occurs: (i) between two driving forces which have different frequencies,
or (ii) as a single forcing whose frequency switches between two values. The
difference is subtle, but entirely changes the long term behaviour, and con-
cerns whether the switch can be expressed linearly or nonlinearly in terms
of a discontinuous quantity (such as a sign or Heaviside step function that
represents the switch between frequencies). In scenario (i) the oscillator has
a stable periodic orbit, and the system can be described as a Filippov system.
In scenario (ii) the oscillator exhibits hidden dynamics, which lies outside
the theory of Filippov’s systems, and causes the system to be increasingly
(as time passes) dominated by sliding along the frequency-switching thresh-
old, and in particular if periodic orbits do exist, they too exhibit sliding.
We show that the behaviour persists, at least asymptotically, if the systems
are regularized (i.e. if the switch is modelled as a smooth transition in the
manner of (i) or (ii)).
1 Introduction
The theory of piecewise-smooth dynamical systems enables us to study how sys-
tems behave at ‘switching thresholds’ where they suffer discontinuities. Filippov
showed in [9] how to study such systems by forming a differential inclusion across
the discontinuity, creating a set-valued problem from which one may select a
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range of possible solutions. Interest has grown in whether these different possi-
ble solutions have practical relevance, whether they behave differently, and what
theoretical or practical criteria can be drawn to choose between them, particu-
larly in light of their growing range of applications (see e.g. [7, 17, 28] for broad
overviews).
To illustrate the issues that arise in looking beyond so-called Filippov systems,
a simple oscillator was proposed in [16, 17] in which the appropriate choice of
solutions was unclear. The model takes the form of a second order oscillator
switching between two frequencies,
y˙ = −ay − z − sin(piωt) , z˙ = y , (1)
where the dot denotes the derivative with respect to t. The sinusoidal forcing
switches between two frequencies, some ω = ω+ for y > 0 and ω = ω− for y < 0.
Solving this system either numerically or analytically proves challenging, and
centers around how the discontinuity is handled. In particular we may express
the forcing as switching between two sinusoids with different frequencies,
sin(piωt) = 12(1 + λ) sin(piω+t) +
1
2(1− λ) sin(piω−t) , (2a)
or as one sinusoid that switches between two frequencies,
sin(piωt) = sin
(
{(1 + λ)ω+ + (1− λ)ω−} pit
2
)
, (2b)
both in terms of a discontinuous quantity λ = sign(y), called a switching multi-
plier. The sign function takes values +1 for y > 0, −1 for y < 0, and λ ∈ (−1,+1)
for y = 0. The two models (2a) and (2b) are therefore equivalent for y 6= 0, but,
as observed in [16], they differ crucially in the dynamics they generate at y = 0,
and this utterly changes their global behaviour.
Why this happens was left as an open challenge in [16]. The dynamics of
the oscillator is complex and highly sensitive, and is easily mis-calculated in
numerical simulations. This means that the difference between the models (2a)
and (2b) may not easily reveal itself. Our aim here is to begin investigating the
qualitative dynamical features that organize the true behaviour of the system,
and to see why they make simulating it so challenging.
Oscillators with discontinuities have been an important application in the
general development of piecewise-smooth dynamics, principally in dry-friction
oscillators [25, 12, 19, 1], impact oscillators [26, 11, 10, 14], and industrial appli-
cations abound in problems such as valves [13], drills [18], and braking [6, 29].
Approaches to study these involve either hybrid systems or complimentarity con-
straints [21, 4, 7], or Filippov’s convex approach [7, 19, 20].
2
Figure 1: A resistor-inductor circuit with an alternating current voltage source.
Filippov’s approach consists of forming a differential inclusion across a dis-
continuity, thus creating a convex set of possible trajectories across it, yielding
solutions that can cross through or slide along switching thresholds in a largely
unique manner (up to certain singularities, see e.g. [5]), and an extensive the-
ory of their existence, uniqueness, and nonlinear dynamics now exists (see e.g.
[9, 7, 20]). For systems with multiple switches, or involving nonlinear functions of
a discontinuous term, something beyond Filippov’s analysis is required to define
a system and its solutions, as developed in [15, 17].
Solutions through a discontinuity are inescapably non-unique. Although this
is a standard result of dynamical systems theory (see e.g. [9, 24, 22, 16]), little
is currently understood about what physical meaning, if indeed any, the infinity
of possible solutions might have. The system (1) was conceived to illustrate a
simple situation in which the Filippov’s convex method might not be the most
natural, and in which this would have non-trivial consequences for the dynamics.
To gain insight into the complex dyamics of the system (1)-(2), we propose
here to first study a simplified first order oscillator,
y˙ = −ay − sin(piωt) , (3)
which exhibits most of the key features that make (1) so challenging. The original
system (1) will then be analysed in follow-up work.
As well as being lower dimensional, the first order system (3) has the ad-
vantage of representing a simple electronic RL circuit, as shown in Figure 1. A
circuit with current i, driven through a resistance R and inductance L by an
alternating current voltage source V (t), satisfies the equation V (t) = Ldidt + Ri,
or
di
dt
= −R
L
i+
V (t)
L
. (4)
By letting RL = a and V (t) = −L sin(piωt), we obtain (3). If the frequency of
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the alternating current source is then switched between values ω± whenever the
current reverses direction (when i passes through zero), the question of whether
this is modelled by (2a) or (2b) becomes one of the precise control feedback
between the current and the frequency switch. A linear controller switching
between ω = ω± with a small hysteresis will be well modelled by (2a), while a
variable frequency voltage source should be well modelled by (2b); the theoretical
distinction was proven in [2]. We shall see that (2a) leads to stable oscillations,
while (2b) causes the system to age and become unable to alternate its current,
i.e. i becomes fixed in i ≤ 0.
In this paper we shall show that the ‘linear switching’ system, where the dis-
continuity is governed by (2a), has relatively simple dynamics dominated by a
stable period 4 orbit. For small damping parameter a the period 4 orbit crosses
transversally between the two frequency modes and is asymptotically stable (The-
orem 5 in Section 3.1). For large a the period 4 orbit has a segment of sliding
along the discontinuity threshold y = 0, and nearby orbits collapse onto it in
finite time (Theorem 9 in Section 3.2).
The ‘nonlinear switching’ system, where the discontinuity is governed by
(2b), exhibits more complex dynamics. There are no periodic orbits that switch
transversally between frequencies (Theorem 12 in Section 4), and indeed it be-
comes impossible for solutions of (3) to switch frequencies at late times (Propo-
sition 14 in Section 4). A period 4 orbit emerges (Theorem 13 in Section 4) that
exists only in the lower frequency state and on the switching threshold, but un-
der regularization is revealed to penetrate less and less deeply into the ‘switching
layer’ on each period. We can summarize these by saying that the nonlinear
system exhibits:
• ageing – the multiplier λ interacts in a non-trivial way with the independent
variable t in (2b), such that the dynamics at y = 0 changes qualitatively,
and irreversibly, as t increases.
• multiple timescale phenomena – the nonlinear dependence on λ in (2b)
creates intricate layering of slow manifolds governing the behaviour at y =
0.
In (3) these have two main effects, meaning that the later a trajectory reaches
y = 0, the longer it may remain there, and also meaning the system asymptotes
to but never exactly achieves periodicity. For the full system (1) our preliminary
work suggests that this is further complicated by relaxation oscillations and mixed
mode oscillations, which will be explored in follow-up work.
Multiple timescales arise in realizing that to study solutions of a piecewise-
smooth system in general, we must regularize the discontinuity in some way. In
4
regularization, the switching threshold is blown up in some way into a switch-
ing layer, by means of which solutions transition through the discontinuity in
a well-defined manner. We shall show that the distinction between the linear
and nonlinear systems from (2a) and (2b) remains under regularization, with the
periodic orbits of the linear switching system remaining periodic (Theorem 16
and Theorem 17 in Section 5.1), while in the nonlinear system there persists an
aperiodic oscillation lying close to one of the original periodic orbit (Theorem 25
and Theorem 26 in Section 5.2).
The most studied method of regularization in recent years has been that
of Sotomayor-Teixeira [27], which involves smoothing out the discontinuity by
replacing λ in (2) with a smooth transition function λ 7→ φ(y/ε), where φ is
monotonic and differentiable for small ε > 0, such that φ(y/ε) → sign(y) as
ε→ 0. A more direct approach discussed at length in [16] is to let λ constitute a
blow up of the variable y itself, by letting y = ελ for small ε > 0. The dynamics
of the multiplier λ can be studied on the well-defined layer interval [−1,+1],
while y collapses to y ∈ ε[−1,+1]→ 0 as ε→ 0. In either situation we obtain a
differentiable problem that is a singular perturbation of the discontinuous system
for small ε > 0 (and the two methods yield topologically equivalent systems, see
[17]). To emphasize that ‘standard’ regularization methods do not resolve the
contradiction between the linear and nonlinear switching systems we shall use
the more common Sotomayor-Teixeira method.
Our approach will therefore be as follows. In Section 2 we study the dynamics
of the linear system obtained using (2a), and then the nonlinear system obtained
using (2b). Then in Section 5 we study the regularization of these two systems.
Some concluding remarks are made in Section 6.
2 Preliminaries: dynamics of the piecewise-smooth
system
We begin by re-writing (3) as an autonomous piecewise-smooth system,
x˙ = 1, (5a)
y˙ = −ay − fi(x, λ), (5b)
where a > 0. The forcing fi takes one of the two forms from (2), in which we
now set ω = ω+ = 3/2 for y > 0 and ω = ω− = 1/2 for y < 0. The functions
fL(x, λ) given by (2a), and fR(x, λ) given by (2b), can then be more concisely
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written as
fL(x, λ) = [1 + (1 + λ) cospix] sin
pix
2 , (6a)
fN (x, λ) = sin
(
pix(1 + 12λ)
)
, (6b)
where λ = sign(y), and where i = L or N indices the linear or nonlinear models
of switching, respectively. For y 6= 0 these both give fi(x, λ) = sin(piωx), with
frequency ω = ω+ for y > 0 and ω = ω− for y < 0. We will mainly work in terms
of the constants ω± rather than their numerical values for convenience. Again
we specify the sign function as taking values +1 for y > 0, −1 for y < 0, and
λ ∈ (−1,+1) for y = 0; the value on y = 0 will be considered more closely later.
Let us first sketch out the key regions and features separating different modes
of dynamics. We do this in Section 2.1, then give expressions for solutions in the
two frequency modes ω = ω± in Section 2.2, before seeking periodic orbits of the
two alternative systems described by (6a) and (6b) in Section 3 and Section 4,
respectively.
2.1 Regions and key features
Let S± denote the upper and lower half-planes of (x, y) ∈ R2, i.e.
S± =
{
(x, y) ∈ R2 : ±y > 0} , (7)
with the boundary or switching threshold between them denoted
S0 =
{
(x, y) ∈ R2 : y = 0} . (8)
We denote the closure of S± ∪ S0 as S±. The switching threshold S0 itself can
be divided into regions where the vector fields in S± point towards or away from
S0. Since the subsystems on S+ and S− are periodic, repeating every ∆x = 4/3
and ∆x = 4 respectively, it is enough to define these regions on the interval
0 ≤ x ≤ 4. We define
S0A =
{
(x, y) ∈ S0 : x ∈ (83 , 103 )
}
, (9a)
S0R =
{
(x, y) ∈ S0 : x ∈ (23 , 43)
}
, (9b)
S0C =
{
(x, y) ∈ S0 : x ∈ (0, 23) ∪ (43 , 2) ∪ (2, 83) ∪ (103 , 4)
}
. (9c)
As illustrated in Figure 2, these portion the switching threshold into:
• attracting regions S0A, where the fields in S± point towards S0,
• repelling regions S0R, where the fields in S± point away from S0, and
6
0                     2                    4                    6                    8                   10                  12                         /                      /                     /                     /                      /                      /                              3                     3                    3                    3                     3                    3
S0 x
y
ACCRC C
       3-sin---πx       2
       1-sin---πx       2
S+
S−
Figure 2: The half-planes S± and the switching threshold S0, including the
regions of attracting (A) and repelling (R) sliding, and crossing (C). The function
− sin(ωpix) for ω = 12 , 32 , are also shown, along with the directions of the vector
fields in S±.
• crossing regions S0C everywhere else.
The boundaries between these are places where the vector fields in S± are tangent
to S0, i.e. where y˙ = y = 0. This occurs on two sets (associated with the two
frequency values ω = ω±), given by
T+ = {(x, y) ∈ S0 : x = 2n/3} , (10a)
T− = {(x, y) ∈ S0 : x = 2n} , (10b)
such that y˙ = sin(piω+x) = 0 on T+ and y˙ = sin(piω−x) = 0 on T−.
In the region S0C we can see that a solution may cross S0 by entering and
exiting S0 from a single point. Alternatively a solution may slide along any part
of S0 where it can satisfy y˙ = 0 on y = 0, hence having dynamics
x˙ = 1 , y(t) = 0 , (11)
We define a sliding manifold as a subset of S0 satisfying
Λi := { (x, y) ∈ S0, λ = s(x) ∈ (−1,+1) : fi (x, s(x)) = 0 } , (12)
such that at any point on Λi there exist solutions to (11). The superscript
‘i’ indicates that the manifold is associated with either the linear or nonlinear
combinations in (6).
In the linear switching system the sliding manifolds ΛL simply consist of the
regions S0A and S0R (this is a standard result of such Filippov systems, see e.g.
[9, 20], and can be seen by a simple application of the intermediate value theorem
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Figure 3: Examples of periodic orbits for the linear switching system. A sliding
4-periodic solution (dotted) is shown passing through point (x, y) =
(
10
3 , 0
)
which
lies on the right hand side extremum of the first region S0A in x > 0, and returning
to the next region S0A after two crossings. A non-sliding 4-periodic solution (full
curve) is also shown starting at (x, y) = (3.355, 0) and returns to (x, y) = (7.35, 0)
after one crossing (both in regions S0C). Magnifications of the solutions at the
start and end of this interval are shown. Arrows indicate the directions of the
vector fields in S±. (Values given to 4 sig. figs.)
as we show at the start of Section 3). In the nonlinear system, ΛN may have
multiple solution branches not only on S0A and S0R, but also on S0C .
Periodic solutions will play an important role in the oscillator so we shall
make the following distinction.
Definition 1. A periodic solution of (5) is a sliding periodic orbit if part of it
lies on the sliding manifold Λi, otherwise it is a non-sliding periodic orbit.
These behaviours are illustrated in Figure 3 for the linear switching system.
Explicit expressions can be found for the partial solutions of (5) in the two
separate half planes S±, and we begin by finding these in Section 2.2. These will
be the same whether we use (6a) or (6b) (and will still apply in Section 5 to the
regularized system), and we use them to find periodic orbits in Section 3 and
Section 4. We must then add to this the dynamics on S0, which we do for the
linear and nonlinear switching systems respectively in Section 3 and Section 4.
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2.2 Orbits in the two frequency modes, S±
Let y = Y± (x, xi) denote a solution of (5) that starts from a point (xi, 0) ∈ S0,
so that Y± (xi, xi) = 0, and the ‘±’ denotes whether the orbit departs S0 into S+
or S− (orbits remaining on S0 will be considered in Section 3 to Section 4).
The evolution in either half plane S± is governed simply by (5) with λ = ±1
in S±. Solving in each subsystem separately gives
Y± (x, xi) =
1
ω2±pi2 + a2
[
ω±pi cos(ω±pix)− a sin(ω±pix) +
e−a(x−xi) {a sin(ω±pixi)− ω±pi cos(ω±pixi)}
]
,
(13)
with x ∈ [xi, xi+1], where xi+1 is the next point instersection point with S0, i.e.
at which Y±(xi+1, xi) = 0 and xi+1 > xi.
Setting x¯ = x − xi in (13) and grouping trigonometric terms yields Y±(xi +
x¯, xi) = y±(x¯, xi), where
y± (x¯, xi) =
e−ax¯ sinϕ± (xi)− sin (ω±pix¯+ ϕ± (xi))√
ω2±pi2 + a2
, (14)
in terms of a function
ϕ± (xi) = ω±pixi − φ± , (15)
and constants φ± defined by
tanφ± = ω±pi/a , φ± ∈ (0, pi2 ) . (16)
More useful than the solutions themselves is the map through S+ or S−
between successive contact points with S0. Let P
a± : R→ R be defined as
P a± (xi) = xi + x¯i+1 , (17)
(then xi+1 satisfies xi+1 = P
a± (xi)). Since a > 0, any trajectory will eventually
hit S0 in finite time, so there always exists a next intersection point xi+1 following
any xi, and for a certain y± (x¯, xi) it is given by
x¯i+1 = min
x¯
{
x¯ ∈ R+; y± (x¯, xi) = 0
}
= min
x¯
{
x¯ ∈ R+; h± (x¯, xi) = 0
}
, (18)
in terms of a function
h± (x¯, xi) = e−ax¯ sinϕ± (xi)− sin (ω±pix¯+ ϕ± (xi)) . (19)
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Although h±(x¯, xi) = 0 is a transcendental equation and explicit solutions
cannot be computed, the zeros of these functions will be useful to bound such
contact points. Let
h0± (x¯, xi) := sinϕ± (xi)− sin (ω±pix¯+ ϕ± (xi)) , (20)
h∞± (x¯, xi) :=− sin (ω±pix¯+ ϕ± (xi)) . (21)
Solving for x¯, the zeroes of h0± (x¯, xi) lie at
x¯ =
2n
ω±
or
2n+ 1
ω±
+
2φ±
ω±pi
− 2xi , n = 0, 1, 2 . . . , (22)
and the zeroes of h∞± (x¯, xi) lie at
x¯ =
n
ω±
− ϕ± (xi)
ω±pi
=
n
ω±
+
φ±
ω±pi
− xi, n = 0, 1, 2 . . . (23)
Although we are interested only in the case a > 0, we note that for a = 0 the
equation h± (x¯, xi) = 0 is solvable, and implies φ± = pi2 , so the map reduces to
P 0± (xi) =
2
ω± (1 + bω±xic)− xi (24)
where buc denotes the largest integer such that buc ≤ u.
3 Linear switching
Let us assume that the forcing is defined by (6a). The system (5) can then be
re-written as
x˙ = 1, (25a)
y˙ = −ay − [1 + (1 + λ) cospix] sin pix2 , (25b)
with λ = sign(y) in S±, and λ ∈ (−1, 1) in S0.
Proposition 1. The sliding manifolds of (25) are given by
ΛL =
{
(x, 0) ∈ R2 : x ∈ (23 + 2n, 43 + 2n) , n ∈ N} . (26)
Proof. It follows from (12) and (25b) that sliding occurs in intervals on S0 where
x can satisfy
[1 + (1 + λ) cospix] sin pix2 = 0 for λ ∈ (−1, 1) . (27)
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There are isolated solution points when sin pix2 = 0, i.e. at x = 2n for n ∈ N, but
these do not give motion along S0. Assuming sin
pix
2 6= 0, then x must satisfy
−1 < λ = −1− secpix < 1 (28)
hence 0 < −secpix < 2, implying cospix < −12 , so
x ∈ (23 + 2n, 43 + 2n) , n ∈ N . (29)
Notice that the sets ΛL coincide with the regions S0A and S0R obtained in
Section 2 and illustrated in Figure 2.
Let us now seek periodic orbits that exist with or without sliding in this
system, making use of these sliding manifolds on S0, and the function P on S±
from (17).
3.1 Non-sliding periodic solutions
Using the functions P a± from (17), let us define
P (x, a) :=
(
P a+ ◦ P a−
)
(x) , (30)
and also define intervals I− :=
(
0, 23
)
and I+ :=
(
10
3 , 4
)
.
Lemma 2. The mapping P (x, 0) is 4-periodic for every x ∈ I−.
Proof. As can be seen from Figure 2, solutions of (25) with initial condition
y(xi) = 0, xi ∈ I−, can evolve through the half-plane S−. Using (24) it follows
that
P 0−(x) = 4
(
1 +
⌊
x
2
⌋)− x = 4− x ∈ I+ , ∀x ∈ I− . (31)
Similarly Figure 2 indicates that solutions with initial condition y(xi) = 0, xi ∈
I+, can evolve through the half-plane S+. Using (24) again it follows that
P (x, 0) = P 0+(4− x, 0) = 43
(
1 +
⌊
3(4−x)
2
⌋)
− (4− x)
= 43 (1 + 5)− (4− x) = 4 + x . (32)
Lemma 3. There exists al ∈ R+, al  1, such that the roots of
∆(x, a) := P (x, a)− (x+ 4) = 0 (33)
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define a function x = x(a) for all a ∈ (0, al), which satisfies x(0) = x0, with x0
in I− being a solution of
32
9pi +
2x0
3 cot
3pix0
2
+ (4− 2x0) cot pix0
2
= 0 . (34)
Proof. The mean value theorem implies that
∆(x, a)−∆(x, 0) = (a− 0)∂∆
∂a
(x, ξ(a)) , 0 < ξ(a) < a . (35)
However, as ∆(x, 0) = P (x, 0) − (x + 4) = 0 by Lemma 2, the equation (35)
implies
∆(x, a) = a
∂P
∂a
(x, ξ(a)) , 0 < ξ(a) < a. (36)
Notice also that ξ(0) = 0, so again by the mean value theorem,
∂P
∂a
(x, ξ(a)) =
∂P
∂a
(x, 0) + a
∂2P
∂a2
(
x, ξ¯(a)
)
, 0 < ξ¯(a) < a. (37)
Now, by the implicit function theorem, if there exists x0 ∈ I− such that
∂P
∂a
(x0, 0) = 0 6= ∂
2P
∂x∂a
(x0, 0) , (38)
then there exists al ∈ R+, al  1, such that a function x = x(a) is defined in
(0, al) satisfying x(0) = x0 and with
∂P
∂a (x(a), ξ(a)) = 0. Returning to (36), the
condition ∆(x, a) = P (x, a)− (x+ 4) = 0 is thus equivalent to
∂P
∂a
(x, ξ(a)) = 0 for a > 0 . (39)
Taking into account (19) and (15), ∂P∂a (x0, 0) in (38) is to be obtained from
h−
(
P a−(x)− x, x
)
= 0, (40)
h+
(
P (x, a)− P a−(x), P a−(x)
)
= 0. (41)
Using implicit derivation, with the relations (31) and (32), and substituting ω+ =
3/2 and ω− = 1/2 to simplify, some lengthy but straightforward algebra yields
∂P
∂a (x0, 0) =
2
pi
(
32
9pi +
2x0
3 cot
3pix0
2 + (4− 2x0) cot pix02
)
, (42)
which exists and is continuous for all x0 ∈ I−, and ∂P∂a (x0, 0) = 0, x0 ∈ I−, if and
only if (34) is fulfilled. Moreover,
2
pi
∂P
∂a
(
1
2 , 0
)
=
8 (4 + 3pi)
9pi
> 0 , (43)
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and
lim
x0→23
−
2
pi
∂P
∂a
(x0, 0) = −∞ < 0 , (44)
and Bolzano’s theorem guarantees that (34) has a solution in
(
1
2 ,
2
3
) ⊂ I−. Fi-
nally, for all x0 ∈ I−,
∂2P
∂x∂a (x0, 0) =
4
pi
(
1
3 cot
3pix0
2 − cot pix02
)
(45)
− 2x0 cosec2 3pix02 − (4− 2x0) cosec2 pix02 < 0 , (46)
and the result follows.
Lemma 4. For all a ∈ (0, al) ⊂ R+, there exists µ(a) ∈ R+, 0 < µ(a) 1, such
that
0 <
∂P
∂x
(x(a), a) < 1, ∀x ∈ (x(a)− µ(a), x(a) + µ(a)) , (47)
where x = x(a) denotes the function defined by P (x, a)− (x+ 4) = 0.
Proof. Taking implicit derivation with respect to x in (40)-(41) gives
∂P a−(x)
∂x
=
sin pix2
sin
piPa−(x)
2
e−a(P
a
−(x)−x) , (48)
∂P (x, a)
∂x
=
sin
3piPa−(x)
2
sin 3piP (x,a)2
· ∂P
a−(x)
∂x
· e−a(P (x,a)−Pa−(x)) . (49)
Combining both expressions for x = x(a), noting P (x(a), a) = 4 + x(a), and
using the sine triple-angle identity, it follows that
∂P
∂x
(x(a), a) =
3− 4 sin2 piP
a
−((x(a))
2
3− 4 sin2 pix(a)2
e−4a. (50)
Moreover, from (31) we have that P 0−(x) = 4−x, hence by continuity there exists
µ(a) ∈ R, |µ(a)|  1, such that P a−(x) = 4− x(a) + µ(a), and (50) becomes
∂P
∂x
(x(a), a) =
3− 4 sin2 pix(a)2 + piµ(a) sinpix(a)
3− 4 sin2 pix(a)2
e−4a +O
(
µ2(a)
)
. (51)
Substituting x = x(a) and P a−(x) = 4− x(a) + µ(a) into (40) results in
e−a(4−2x(a)+µ(a))
(
2a sin pix(a)2 − pi cos pix(a)2
)
= 2a sin pi(µ(a)−x(a))2 − pi cos pi(µ(a)−x(a))2 , (52)
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which can also be written as
e−a(4−2x(a)+µ(a))
(
2a tan pix(a)2 − pi
)
=
(
2a− pi tan pix(a)2
)
tan piµ(a)2 −
(
2a tan pix(a)2 + pi
)
. (53)
Then expanding e−a(4−2x+µ(a)) and tan piµ(a)2 up to first order yields
µ(a) = −4a
2 + (2− x(a))
(
pi cot pix(a)2 − 2a
)
pi2 − 4a2 , (54)
and using (51) we obtain
µ(a) sinpix(a) = −8a
sinpix(a)+(2−x(a))
(
pi cos2
pix(a)
2 −a sinpix(a)
)
pi2−4a2 . (55)
Since x(a) ∈ I− =
(
0, 23
)
this therefore implies that
µ(a) sinpix(a)→ 0− when a→ 0+ , (56)
and (47) follows directly.
An immediate consequence of Lemma 3 and Lemma 4 is then the following.
Theorem 5. There exists al ∈ R+, al  1, such that for all a ∈ (0, al) system
(25) has a non-sliding periodic solution, which is 4-periodic and locally asymp-
totically stable.
Numerical computations show that a solution of (34) in
(
0, 23
)
is given by
x0 = 0.6357545163.., and that, for example, the non-sliding periodic solution for
a = 0.01 crosses S0 at x = 0.6261249968.. (to 10 significant figures, simulated in
Figure 3).
3.2 Sliding periodic solutions
We can prove the existence of sliding periodic solutions for large values of a by
showing that a solution exiting the sliding interval x ∈ (83 , 103 ) through its right
hand side extremum, arrives in the next sliding interval, x ∈ (203 , 223 ) after several
crossings of S0.
According to Figure 2, a solution starting at (x0, y0) =
(
10
3 , 0
)
evolves on S+.
Using the function P a+ defined in (17), let
P a+ (x0) = P
a
+
(
10
3
)
(57)
be the next crossing point of S0.
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Lemma 6. For all a ∈ R+ we have that
P a+
(
10
3
) ∈ (4, 143 ) . (58)
Moreover there exist a1, δ1 ∈ R+, a1  1, 0 < δ1  1, such that for all a ∈
(a1,+∞), we have P a+
(
10
3
) ∈ (4, δ1).
Proof. Following (17) and (20), let
x1 = P
a
+
(
10
3
)
= 103 + x¯1 , (59)
be the first positive x at which
h+
(
x¯, 103
)
= e−ax¯ sinϕ+
(
10
3
)− sin (3pix¯2 + ϕ+ (103 )) = 0 , (60)
where
ϕ+
(
10
3
)
=
3pi
10
3
2 − φ+ = 5pi − φ+ ≡ pi − φ+ . (61)
We know from (16) that φ+ ∈
(
0, pi2
)
, for all a ∈ R+, so
ϕ+
(
10
3
) ≡ pi − φ+ ∈ (pi2 , pi) ⇒ sinϕ+ (103 ) > 0, ∀a ∈ R+ . (62)
Therefore
0 < h∞+
(
x¯, 103
)
< h+
(
x¯, 103
)
< h0+
(
x¯, 103
)
(63)
in appropriate intervals, yielding x¯∞ < x¯1 < x¯0, where x¯0 and x¯∞ denote the
first positive zeros of h0+
(
x¯, 103
)
and h∞+
(
x¯, 103
)
, respectively.
Using (22) we have that
x¯ = 43 (n = 1),
x¯ = 2(2n+1)3 +
4φ+
3pi − 2103 ∈
(
2
3 ,
4
3
)
(n = 5)
}
⇒ x¯0 = 43 , (64)
while (23) yields
x¯ = 2n3 +
2φ+
3pi − 103 ∈
(
2
3 ,
4
3
)
(n = 5) ⇒ x¯∞ = 23 . (65)
Notice that the worst cases for the lower limit (lowest value for x¯∞) and the
upper limit (highest value for x¯0) have been selected. Then
2
3 < x¯1 <
4
3 ⇒ 4 < x1 < 143 ⇒ x1 ∈
(
4, 143
)
, ∀a ∈ R+ . (66)
This also implies that
a→ +∞ ⇒ x¯1 → x¯+∞ = 23
+ ⇒ x1 → 4+. (67)
Then the existence of a1 and δ1 are guaranteed by continuity.
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As can be seen from Figure 2, a solution starting at (x1, 0), with x1 = P
a
+
(
10
3
)
∈ (4, 143 ), will evolve via S−. Hence, the next crossing point of S0 is
P a− (x1) =
(
P a− ◦ P a+
) (
10
3
)
. (68)
Lemma 7. There exist a2, δ2 ∈ R+, a2  1, 0 < δ2  1, such that for all
a ∈ (a2,+∞), we have that P a− (x) ∈ (6, 6 + δ2), for all x ∈ (4, δ1).
Proof. In accordance with (17) and (20), let
x2 = P
a
− (x1) = x1 + x¯2 = P
a
+
(
10
3
)
+ x¯2 , (69)
with x¯2 being the first positive zero of
h− (x¯, x1) = e−ax¯ sinϕ− (x1)− sin
(
pix¯
2 + ϕ− (x1)
)
= 0 , (70)
where
ϕ− (x1) = pix12 − φ− . (71)
It follows from (16) and (67) that
a→ +∞ ⇒
{
x1 → 4+
φ− → 0+
}
⇒ ϕ−
(
4+
)→ 0 ⇒ sinϕ− (4+)→ 0 . (72)
To bound the zeros of (70) for a → +∞ requires knowledge of the sign of
sinϕ− (4+). Notice that, using (61), equation (60) applied for x¯1 can be equiva-
lently written as
e−ax¯1 sinφ+ + sin
(
3pix¯1
2 − φ+
)
= 0 . (73)
Now, obtaining sinφ+ and cosφ+ from (16), the preceding equation is equivalent
to
3pie−ax¯1 + 2a sin 3pix¯12 − 3pi cos 3pix¯12 = 0 . (74)
Letting
x¯1 = x1 − 103 = 4 + − 103 = 23 +  (75)
in (74) for → 0+ yields
3pie
−a
(
2
3 +
)
− 2a sin 3pi2 + 3pi cos 3pi2 = 0 , (76)
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which can be re-arranged to
tan 3pi2 =
3pi
2a
[
1 + e
−a
(
2
3 +
)
sec 3pi2
]
. (77)
Then taking into account that
→ 0+
a→ +∞
}
⇒ e−a
(
2
3 +
)
sec 3pi2 → 0 (78)
which shrinks exponentially fast with increasing a, we have
tan 3pi2 ≈ 3pi2a (79)
at any order of . Furthermore,
sinϕ−
(
4+
)
= sinϕ− (4 + )
= sin
(
pi(4+)
2 − φ−
)
= sin
(
pi
2 − φ−
)
=
1√
pi2 + 4a2
(
2a sin pi2 − pi cos pi2
)
=
2a cos pi2√
pi2 + 4a2
(
tan pi2 − pi2a
)
. (80)
Now, (79) implies
tan pi2 − pi2a ≈ tan pi2 − 13 tan 3pi2
= tan pi2 −
3 tan pi2 − tan3 pi2
3
(
1− 3 tan2 pi2
)
= − 8 tan
3 pi
2
3
(
1− 3 tan2 pi2
) < 0, → 0+, (81)
yielding sinϕ− (4+)→ 0−. Therefore,
h0−
(
x¯0, 4
+
)
< h−
(
x¯2, 4
+
)
, (82)
with x¯2 → x¯+0 . Using again (22),
x¯ = 4n = 4 (n = 1),
x¯ = 2(2n+ 1) + 4φ1pi − 2 · 4
∣∣∣
φ−→0
= 2 (n = 2)
}
⇒ x¯0 = 2 ⇒ x2 → 6+. (83)
The results follows immediately by continuity.
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An equivalent procedure implies that for a → 0+ there do not exist sliding
periodic solutions, as
(
P a− ◦ P a+
) (
10
3
)→ 223 +, and x = 223 + belongs to the crossing
region S0C beyond
(
20
3 ,
22
3
)
, which is the next sliding interval after
(
8
3 ,
10
3
)
. This
result is consistent with Theorem 5.
According to Figure 2, a solution starting at (x2, 0) with
x2 =
(
P a− ◦ P a+
) (
10
3
) ∈ (6, 6 + δ2) , (84)
will evolve via S+. Hence the next crossing point of S0 is
P a+ (x2) =
(
P a+ ◦ P a− ◦ P a+
) (
10
3
)
. (85)
Lemma 8. There exist a3, δ3 ∈ R+, a3  1, 0 < δ3  1, such that for all
a ∈ (a3,+∞), we have that P a+ (x) ∈
(
20
3 ,
20
3 + δ3
)
for all x ∈ (6, 6 + δ2).
Proof. Recalling (17) and (20), let
x3 = P
a
+ (x2) = x2 + x¯3 =
(
P a− ◦ P a+
) (
10
3
)
+ x¯3 , (86)
with x3 being the first positive zero of
h+ (x¯3, x3) = e
−ax¯3 sinϕ+ (x2)− sin
(
3pix¯3
2 + ϕ+ (x2)
)
= 0 , (87)
where
ϕ+ (x2) =
3pix2
2 − φ+ . (88)
Again in this case, a → +∞ ⇒ φ+ → 0+ which, combined with x2 → 6+,
yields ϕ+ (6
+) = pi+ − 0+, thus preventing a straightforward assessment of the
sign of sinϕ+ (6
+). However, a procedure similar to the one used in the proof of
Lemma 7 yields sinϕ+ (6
+) → 0−. Let x¯2 = 2 +  in (70) with  → 0+, which
implies
e−a(2+) sinϕ−
(
4+
)
+ 2a sin pi2 − pi cos pi2 = 0 , (89)
which re-arranges to
tan
pi
2
=
pi
2a
+
e−a(2+)
a cos pi2
∣∣sinϕ− (4+)∣∣ . (90)
Then taking into account that
→ 0+
a→ +∞
sinϕ− (4+)→ 0
 ⇒ e−a(2+)a cos pi2
∣∣sinϕ− (4+)∣∣→ 0 (91)
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decreases exponentially fast with increasing a, we have
tan pi2 ≈ pi2a (92)
at any order of . Furthermore,
sinϕ+
(
6+
)
= sinϕ+ (6 + )
= sin
(
3pi(6+)
2 − φ3
)
= − sin (3pi2 − φ3)
= − 1√
9pi2 + 4a2
(
2a sin 3pi2 − 3pi cos 3pi2
)
=
6a cos pi2√
9pi2 + 4a2
(
pi
2a − 13 tan 3pi2
)
. (93)
Now (92) and (81) imply
pi
2a − 13 tan 3pi2 ≈ tan pi2 − 13 tan 3pi2 < 0, → 0+, (94)
yielding sinϕ+ (6
+)→ 0−. Therefore,
h0+
(
x¯0, 6
+
)
< h+
(
x¯3, 6
+
)
, (95)
with x3 → x+0 . Using (22),
x¯ = 4n3 =
4
3 (n = 1),
x¯ = 2(2n+1)3 +
4φ+
3pi − 2 · 6
∣∣∣
φ+→0
= 23 (n = 6)
}
⇒ x¯0 = 23
⇒ x3 → 203
+
, (96)
and the result follows by continuity.
Theorem 9. There exists ah ∈ R+, ah  1, such that for all a ∈ (ah,+∞),
system (25) has a sliding 4-periodic solution. Moreover, for every a ∈ (ah,+∞)
there exists ν(a) ∈ R+ such that solutions y (x, xi) of (25), with xi ∈
(
8
3 ,
10
3
) ∪(
10
3 ,
10
3 + ν(a)
)
, converge in finite time to the periodic solution y
(
x, 103
)
.
Proof. The first part of the statement follows from the successive application
of Lemma 6 and Lemma 8, with ah = max{a1, a2, a3}, because
(
20
3 ,
20
3 + δ3
) ⊂(
20
3 ,
22
3
)
, which is the next attractive sliding interval after
(
8
3 ,
10
3
)
.
The finite time convergence follows immediately for solutions with xi ∈(
8
3 ,
10
3
)
, because this is an attractive sliding interval and a solution starting
therein is such that y (x, xi) = 0, ∀x ∈
[
xi,
10
3
]
, so in at most a distance of 23
in x it reaches the periodic solution y
(
x, 103
)
= 0.
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xa=0.1 a=0.01
a=10 (x2)
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Figure 4: Period 4 orbits of the linear switching system, showing: a non-sliding
orbit for a = 0.01 (full curve), an orbit with a small segment of sliding for
a = 0.1 (dashed curve), and a sliding orbit for a = 10 (dotted curve, vertical
scale multiplied by 1/2 for clarity).
For xi ∈
(
10
3 ,
10
3 + ν(a)
)
, Lemma 6 and Lemma 8 and the continuous depen-
dence of solutions on initial conditions then imply that, given a > ah, there exists
δ (ν(a)) ∈ R+, 0 < δ (ν(a)) 1, such that(
P a+ ◦ P a− ◦ P a+
)
(xi) ∈
(
20
3 ,
20
3 + δ (ν(a))
) ⊂ (203 , 223 ) (97)
hence in this case the periodic solution is reached in at most a distance 4 in x.
Numerical simulations appear to show that sliding periodic solutions exist for
a wide range of values of a, failing to appear only for a→ 0. Some examples are
simulated in Figure 4.
4 Nonlinear switching
Let us assume that the forcing is defined by (6b). Then (5) can be written as
x˙ = 1, (98a)
y˙ = −ay − sin [pix (1 + 12λ)] , (98b)
with λ = sign(y) in S±, and λ ∈ (−1, 1) in S0.
Proposition 10. The sliding manifolds of (98) are given by
ΛN =
{
(x, 0) ∈ R2 : x ∈ (2n3 , 2n) , n ∈ N \ {0}} . (99)
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Figure 5: The nonlinear switching system has sliding manifolds (branches of ΛN )
on S0, represented here to show how they overlap increasingly with larger x.
Proof. It follows from (11) and (98b) that the sliding time intervals are defined
by
sin
(
pix
[
1 + 12λ
])
= 0, λ ∈ (−1, 1) < 1 . (100)
Therefore −1 < λ = 2 (nx − 1) < 1, hence
x ∈ (2n3 , 2n) for n ∈ N \ {0} . (101)
The sliding manifolds for n = 1 and n = 2 are depicted in Figure 5. It turns
out that sliding may take place on x ∈ (23 ,∞) irrespective of the directions of
the vector field outside the switching threshold, i.e. not only through regions of
attractive sliding, but also of repelling sliding and crossing. For x > 43 the sliding
manifolds overlap as illustrated in Figure 5, and a regularization is needed to
disclose on which manifold(s) a trajectory will evolve after hitting the switching
threshold, and whether they can ever leave the switching threshold.
The sliding manifolds defined in (99) depends on n, such that a trajectory
evolving on a specific manifold may slide for a maximum distance in x of
∆x(n) = 2n− 2n3 = 4n3 . (102)
This reveals a sort of ageing in the system, as the ‘later’ in x a trajectory un-
dergoes sliding motion, the ‘longer’ sliding might persist. Such a situation is not
found in the linear case, where all the sliding intervals have a constant length of
2
3 (recall (26)).
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From the direction of the vector fields in S± (see Figure 2) we can discern
that a sliding solution on ΛN must have
entered from S+ if x ∈
(
4n−2
3 , 4n− 2
)
, or (103a)
entered from S− if x ∈
(
4n
3 , 4n
)
, (103b)
with x denoting the time of entry.
Lemma 11. For all a ∈ R+ we have that
P a+ (4n− 2) ∈
(
4n− 43 , 4n− 23
)
, ∀n ∈ N \ {0}, (104)
P a− (4n) ∈ (4n+ 2, 4n+ 4) , ∀n ∈ N. (105)
Proof. It is shown in Lemma 6 that P a+
(
10
3
) ⊂ (4, 143 ). The periodicity of the
vector field in S+ allows an immediate generalization of the result as follows
P a+
(
4n−2
3
) ∈ (4n3 , 4n+23 ) , n ∈ N \ {0} , (106)
which has relation (104) as a particular case. From this it is straightforward that,
because of the periodicity of the system in S−, it suffices to prove it for n = 0.
Recalling (18)-(17), let x¯1 = P
a− (0) denote the first positive zero of
h− (x¯1, 0) = e−ax¯1 sinϕ− (0)− sin
(
pix¯1
2 + ϕ− (0)
)
= 0, (107)
where (15) and (16) yield
ϕ− (0) =
pi · 0
2
− φ− ∈
(−pi2 , 0) ⇒ sinφ−(0) < 0. (108)
Therefore
h0− (x¯, 0) < h− (x¯, 0) < h
∞
− (x¯, 0) < 0 (109)
in appropriate intervals, yielding x¯∞ < x¯1 < x¯0, where x¯0, x¯∞, are the first
positive zeros of h0− (x¯, 0), h∞− (x¯, 0), respectively. Now from (22),
x¯ = 4 (n = 1),
x¯ = 2(2n+ 1) + 4φ−pi − 2 · 0 ∈ (2, 4) (n = 0)
}
⇒ x¯0 = 4, (110)
while (23) implies
x¯ = 2n+
2φ−
pi
− 0 ∈ (2, 3) (n = 1) ⇒ x¯∞ = 2 . (111)
Notice that the worst cases for the lower limit (lowest value for x¯∞) and the
upper limit (highest value for x¯0) have been selected. Then
2 < x¯1 < 4 ⇒ x1 = x¯1 − 0 = x¯1 ∈ (2, 4) , ∀a ∈ R+ . (112)
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Theorem 12. System (98) does not have non-sliding periodic solutions.
Proof. Due to the overlapping of sliding intervals and the fact that a > 0, non-
sliding periodic solution candidates are solutions that cross S0 on x = 2n, n ∈ N,
and evolve alternatively in S+ and S−. However, it follows immediately from
Lemma 11 that solutions exiting S0 in such points hit again y = 0 in less than
two x-units in either case.
Considering the possibility of jumping between sliding manifolds on S0, it
becomes immediately evident that there can exist infinitely many sliding periodic
orbits. However, the ones we study below are particularly important, as we will
see when we regularize.
Theorem 13. For all a ∈ R+, there exists xa ∈ (2, 4) such that system (98) has
a unique sliding 4-periodic solution, yd(x), which lies in S− and satisfies
yd (x) < 0, x ∈ (4n, 4n+ xa) , (113)
yd (x) = 0, x ∈ {0} ∪ [4n+ xa, 4(n+ 1)] , n ∈ N. (114)
Proof. Let yd(0) = 0. Therefore yd(x) > 0 for all x ∈ (0, xa), with xa stemming
immediately from (105) in Lemma 11: xa = P
a− (0) − 0 ∈ (2, 4). Now, assume
that yd(x) evolves on a sliding interval of the type (103b) once on S0, exiting at
x = 4. Then the result follows by periodicity.
Proposition 14. For all a ∈ R+, there exist solutions that start in S+ and have
their evolutions constrained in S− for all x > xTa, xTa denoting the smallest x at
which they hit the switching threshold. Moreover, they overlap with the periodic
solution described in Theorem 13 for x ≥ 4n, with n ∈ N.
Proof. Any solution starting in S+ hits S0 in finite time, say x = xTa . First let
xTa ∈
(
0, 23
)
. As this is a crossing interval the system will continue its evolution
in S−, hitting again S0 in x > 2. Assume that this solution, y(x), follows a sliding
interval of the type (103b) once on S0, then y(4n) = 0 for a certain n ∈ N, and
thus intersects the periodic solution described in Theorem 13. The result follows
assuming y(x) to behave identically to such a periodic solution from the value of
x at which they intersect, which is allowed by the periodicity of the vector field.
Now notice that xTa /∈
(
2
3 ,
4
3
)
, as this is a repelling sliding interval. Finally, let
xTa >
4
3 : assuming that y(x) follows a sliding interval of the type (103b) once on
S0, the result follows as in the case xTa ∈
(
0, 23
)
.
Figure 6 illustrates the solutions described in Theorem 13 and Proposition 14.
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Figure 6: Orbits of the nonlinear switching system, showing: a period 4 sliding
solution (full curve, as described by Theorem 13) and a solution attracted onto
it in finite time (dashed curve, as described by Proposition 14), and a sliding
solution (dotted curve) illustrating remark 1) part of which coincides with the
period 4 orbit and which appears over this short duration to be 8-periodic. All
simulated for a = 0.5.
Remark 1. For this nonlinear system, because the sliding manifold ΛN is not 4-
periodic in x but instead consists of branches of ever increasing length, one must
be careful in assuming that orbits that appear periodic for small x will remain
so. An orbit is simulated in Figure 6 that may appear 8-periodic (and we note
this partially overlaps the period 4 orbit). Concatenating solutions in S+ and S−
with branches of ΛN may suggest that this orbit is able to repeat every ∆x = 8,
and yet to properly analyse the sliding dynamics requires close inspection of the
dynamics on S0 that can only be achieved by regularization. When we do so in
Section 5.2 we shall see that exit from S0 into S+ becomes impossible for large x.
5 Dynamics of a regularized system
The dynamics of our two switching systems is only partially resolved by the
analysis in Section 3 and Section 4. To obtain a complete picture, particularly of
solutions that involve sliding along the switching threshold, we must regularize
the discontinuity. This involves replacing the switching threshold by a switching
layer of width order  > 0, namely
S0 :=
{
(x, y) ∈ R2 : − < y < } . (115)
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Here we shall do this in a manner that yields a smooth system, replacing the
switching multiplier λ = sign(y) by a transition function ψ
(y

)
satisfying
ψ′
(y

)
> 0 for |y| <  , (116a)
ψ
(y

)
= sign(y) for |y| ≥  , (116b)
sign
(
ψ′′
(y

))
= −sign(y) for |y| =  , (116c)
from which it follows that |ψ(y )| < 1 for |y| <  and ψ′(y ) = 0 for |y| ≥ .
The half-planes corresponding to S±, defined in (7) for the discontinuous
system, become
S± :=
{
(x, y) ∈ R2 : ±y ≥ } . (117)
The regularization of the system (5) is simply obtained by substituting ψ(y/ε)
in place of λ. In terms of a fast variable v = y/ this becomes
x˙ = 1 , (118a)
v˙ = −av − fi (x, ψ (v)) , (118b)
where fi and fL are the functions defined in (6).
Re-scaling to a fast time variable τ = t/ yields the fast subsystem
x′ =  , (119a)
v′ = −av + fi (x, ψ (v)) , (119b)
denoting the time derivative as x′ ≡ εx˙. The limit → 0 results in
x′ = 0 , (120a)
v′ = fi (x, ψ (v)) , (120b)
which provides the fast dynamics along the v direction, parameterized by x,
outside the slow critical manifold
Λi0 = {(x, v) : fi (x, ψ (v)) = 0, |v| < 1} , (121)
which is the equivalent of the sliding manifold Λi of the discontinuous system
defined in (12), where again i labels the linear or nonlinear model as in (6); the
subscript ‘0’ denotes that this is assocated with the ε = 0 system i.e. the critical
manifold of (118), while the slow manifolds for ε > 0 will be denoted Λiε. The
critical manifold is an invariant of the limiting system (i.e. with  = 0) wherever
it is normally hyperbolic, i.e. where
∂
∂v
fi (x, ψ (v)) 6= 0, (122)
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Figure 7: Fold points (bold circles) and direction of the vector field for the
regularized case.
and the positivity (or negativity) of this partial derivative indicates that Λr0 is
unstable (or stable).
Notice also that the analogues of S0 and S
± in the (x, v) plane are
V0 :=
{
(x, v) ∈ R2 : |v| < 1} , (123a)
V± :=
{
(x, v) ∈ R2 : ±v ≥ 1} . (123b)
(These are independent of ε because it has been scaled out by the v coordinate).
In turn, for  6= 0 the fold points on v = ±1 lie at O() distance from those
of the limiting (ε = 0) system, namely,
x+n :=
2n
3
, x−n := 2n. (124)
Indeed, it follows from (118b) that, at the fold points, x±,n, one has
−a (±1)− sin (piω±x±,n) = 0, (125)
where it is assumed that a << 1, then
x±,n := x
±
n ± (−1)n+1
1
piω±
arcsin(a). (126)
This is illustrated in Figure 7.
We show below that the qualitative dynamics of the linear switching system
(using fL from (6a)) is preserved under regularization, including both sliding
and non sliding periodic solutions. The qualitative dynamics of the nonlinear
switching system (using fN from (6b)) is also preserved, but instead of an exact
period 4 solution, there exists an orbit asymptotically approaching period 4, with
its segment in the layer V0 deforming slightly with increasing x. Moreover we are
able to show that under regularization:
26
i) ageing persists, such that branches of the sliding manifold not only increase
in length with x but do not overlap, so the system is not periodic inside
the layer V0 and fully periodic orbits are impossible;
ii) for x→ +∞ all solutions evolve towards a periodic object (see definition 2
and remark 4) which, for → 0, becomes the period 4 orbit of the discon-
tinuous system described in Theorem 13;
iv) solutions with any initial condition eventually lie in V− ∪V0 (similar to the
behaviour illustrated by the full curve and dashed curve in Figure 6 but
without periodicity). Hence period 8 orbits of the type portrayed by the
dotted curve in Figure 6 are impossible.
As in previous sections we take the linear and nonlinear systems in turn.
5.1 Regularization of the linear switching system
Take the system (118) using the forcing fL defined in (6a) (or equivalently sub-
stitute λ 7→ ψ(y/ε) into (25)). We obtain
x˙ = 1, (127a)
v˙ = −av − [1 + (1 + ψ (v)) cospix] sin pix2 . (127b)
Proposition 15. The critical manifolds of (127) (in the limit  = 0) are given
by
ΛL0 :=
{
(x, v) ∈ V0 : ψ (v) = −1− secpix, x ∈
(
2
3 + 2n,
4
3 + 2n
)
, n ∈ N} .
(128)
Proof. It follows from (121) that the critical manifolds are defined by
[1 + (1 + ψ (v)) cospix] sin pix2 = 0, |v| < 1 . (129)
Therefore −1 < λ = 2 (nx − 1) < 1, implying x ∈ (2n3 , 2n) for n ∈ N \ {0}.
However, by (116) the function ψ satisfies |ψ (v)| < 1, therefore
−1 < ψ (v) = −1− secpix < 1 , (130)
hence 0 < − 1cospix < 2, implying cospix < −12 and therefore
x ∈ (23 + 2n, 43 + 2n) , n ∈ N . (131)
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Figure 8: Linear regularization, showing the switching layer V0 and the slid-
ing manifolds ΛL0 inside it, with a repelling branch (left) and attracting branch
(right). Corresponding labels for regions of crossing and sliding from Figure 2
are shown, with the directions of the fields in V±.
As in defining ΛL we may exclude the point where sin pix2 = 0, hence where x = 2n
for n ∈ N. Following (122), ΛL0 is invariant where
0 6= ∂
∂v
f (x, ψ (v)) = −ψ′ (v) cospix sin pix2 , (132)
and since ψ′ (v) > 0 for all v ∈ (−1, 1) by (116a), the result follows.
Finally, from the sign of ∂∂vf (x, ψ (v)) in (132) we have that
on x ∈ (23 + 4n, 43 + 4n) ΛL0 is repelling, (133a)
on x ∈
(
8
3
+ 4n, 103 + 4n
)
ΛL0 is attracting, (133b)
with n ∈ N. These x-intervals match those obtained for ΛL in the discontinuous
linear system in Section 3 as illustrated in Figure 2.
As an example, the critical manifolds corresponding to the x-intervals defined
in (133) for n = 1, letting
ψ (v) =

−1 v < −1 ,
1
2v
(
3− v2) −1 ≤ v ≤ 1 ,
1 v > 1 ,
(134)
are depicted in Figure 8.
The persistence of the non-sliding and sliding periodic solutions are estab-
lished below by analogous results to those of Theorem 5 and Theorem 9.
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Figure 9: The component mappings P a−,k and P
a
−,k for k = 1, 2, 3.
Theorem 16. For all a,  ∈ R such that 0 < a 1 and 0 <  1, system (127)
has a non-sliding periodic solution, which is 4-periodic and locally asymptotically
stable.
Proof. In the discontinuous system the existence of a periodic orbit, given in
Theorem 5, was proven in Lemma 3 and Lemma 4 using the contractivity of a
Poincare´ map P (x, a) = P a+
(
P a−(x)
)
defined in (30) for 0 < a  1. For the
regularized system we define an analogous map P(x, a) =
(
P a+ ◦ P a−
)
(x). We
may decompose P a− and P a− each into three components
P a− := P
a
−,3 ◦ P a−,2 ◦ P a−,1 , P a− := P a−,3 ◦ P a−,2 ◦ P a−,1 , (135)
as illustrated in Figure 9. It is immediate that for → 0 we have P a−,k, P a−,k → I
for k = 1, 3, while P a−,2 = P a−,2, for all . Standard results on the regularity of
initial conditions and transversality guarantee that P a−
C1→ P a− for → 0. Defining
similar component maps for P a+ and P
a
+ we have also P
a
+
C1→ P a+, which implies
P
C1→ P for → 0. The result then follows immediately from Theorem 5.
Theorem 17. For all a,  > 0 such that a  1 and   1, system (127) has a
sliding 4-periodic solution. Such a solution is locally asymptotically stable, with
Lipschitz constant exponentially small in .
Proof. According to Theorem 9, sliding periodic solutions in the discontinuous
case have crossing and sliding sections. Following the proof of Theorem 16, the
Poincare´ maps P and P can be defined and expressed as a composition of a finite
number of successive maps, each from crossing to crossing intervals, from crossing
to sliding, or from sliding to crossing intervals. For the maps from crossing to
crossing intervals, the discussion in the proof of Theorem 16 applies, which means
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Figure 10: Linear regularization, showing a non-sliding period 4 solution (full
curve) for a = 0.01 passing through the point (x0, y0) = (0, 0.42), and a sliding
period 4 solution (dotted curve) for a = 2 passing through the point (x0, v0) =(−23 , 0.0019); both simulated from (127) with  = 0.0025. The lower panels are
magnifications of the switching layer, showing the solution passing through the
layer, and in the latter case evolving close to the critical manifold ΛL0 .
that they are Lipschitz continuous, with Lipschitz constant independent of . For
the crossing↔sliding maps, theorem 2.1 in [3] applies directly, thus guaranteeing
that the Lipschitz constant is exponentially small in .
In Figure 10 we simulate a 4-periodic non-sliding solution for a = 0.01, and
a 4-periodic sliding periodic solution for a = 2. The two lower panels show a
magnification of the trajectories passing through the switching layer. Notice the
equivalence with the solutions plotted in Figure 3 from the discontinuous system.
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5.2 Regularization of the nonlinear switching system
Take the system (118) using the forcing fN defined in (6b) (or equivalently sub-
stitute λ 7→ ψ(y/ε) into (98)). We obtain
x˙ = 1, (136a)
v˙ = −av − sin (pix [1 + 12ψ (v)]) . (136b)
Proposition 18. The critical manifolds of (136) (in the limit  = 0) are given
by
ΛN0 :=
{
(x, v) ∈ V0 : ψ (v) = 2
(
n
x − 1
)
, x ∈ (2n3 , 2n) , n ∈ N \ {0}} . (137)
Proof. It is straightforward from (121) that the critical manifolds are defined by
sin
(
pix
[
1 + 12ψ (v)
])
= 0, |v| < 1 . (138)
The result follows proceeding as in the linear case, noting the manifolds are
invariant everywhere, since
∂
∂v
fN (x, ψ (v)) = −pix2 ψ′ (v) cos
(
pix
[
1 + 12ψ (v)
])
= −pix2 ψ′ (v) cosnpi =
(−1)n+1pix
2
ψ′ (v) 6= 0. (139)
It then follows immediately from (139) that
ΛN0 is repelling on x ∈
(
4n− 2
3
, 4n− 2
)
, (140a)
ΛN0 is attracting on x ∈
(
4n
3
, 4n
)
, (140b)
with n ≥ 1.
Examples of the critical manifolds corresponding to n = 1, 2 . . . , 10, are shown
in Figure 11, again using (134).
Notice that sliding in the nonlinear system may take place irrespective of
the directions of the vector fields outside the layer, due to the presence of slow
invariant manifolds, making sense of the proliferation of branches of sliding in the
discontinuous system. The regularization shows that the slow critical manifolds
corresponding to sliding do not intersect, but they do overlap in the sense that
multiple branches co-exist at certain intervals of x values. As in the discontinuous
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Figure 11: Nonlinear regularization, showing the switching layer V0 and the
sliding manifolds ΛN0 inside it, with repelling branches (dashed) and attracting
branches (full), for n = 1, 2 . . . 10. Arrows indicate the direction of the vector
fields in S±.
system, the union of all the sliding x-intervals covers R+ \ {(0, 23)}, and the nth
slow critical manifold exists over a range in x of width
∆x(n) = 2n− 2n
3
=
4n
3
. (141)
Thus the ageing phenomenon as described in Section 4 for the discontinuous
nonlinear switching system persists.
Notice also that:
i) Trajectories from V± enter the switching layer through the x-intervals where
the corresponding vector field points towards V0. Following (126), these are
x ∈
(
x+,2n, x
+
,2n+1
)
from V+ (142a)
x ∈
(
x−,2n−1, x
−
,2n
)
from V−. (142b)
Hence, V0 is accessed from V+ between a stable and an unstable slow man-
ifold, and from V− between an unstable and a stable manifold. The arrows
in Figure 7 indicate the direction of the vector fields in V±.
ii) Within the switching layer and for x > 23 , trajectories are eventually at-
tracted exponentially towards a slow invariant manifold [8] that lies n -
close (except in a neighbourhood of the upper and lower fold points, see
[3], Lemma 23 and remark 3), to the corresponding stable critical manifold
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ΛN0 , see Figure 11). Once trapped, they always move towards V− pushed by
the vector field, and never get back to V+. It is worth emphasizing that the

n -closeness is consistent with the fact that the ageing phenomenon makes
the ’density’ of critical manifolds within the switching layer at a certain
x-instant to be of order n.
iii) As pointed out at the beginning of Section 5, when x→ +∞ the trajectories
of (136) tend to a periodic object (recall Definition 2 and Remark 4) that,
for  → 0, constitutes the periodic solution of the discontinuous system
described in Theorem 13.
The above statements are supported as follows.
Let us first establish a result that will be used in the analysis of the dynamics
of (136). Let v±
(
x, x±0
)
denote the solutions of (136) with initial conditions(
x±0 ,±1
)
. It is immediate that v± evolve on V± for x+0 = x
+
,2n+1, x
−
0 = x
−
,2n,
respectively, and eventually reach V0 in finite time because of the fact that a > 0.
It then makes sense, in the spirit of the map P a± introduced in (17), to define P¯ a,±
as the map providing the next intersection point of v± with v = ±1, respectively.
Lemma 19. For all n ∈ N, we have
P¯ a,+
(
x+,2n+1
)
∈
(
x+,2n+2, x
+
,2n+3
)
(143a)
P¯ a,−
(
x−,2n
)
∈
(
x−,2n+1, x
−
,2n+2
)
. (143b)
Proof. At v = 1, the vector field points towards V+ on
(
x+,2n+1, x
+
,2n+2
)
and to-
wards V0 on
(
x+,2n+2, x
+
,2n+3
)
, therefore P¯ a,+
(
x+,2n+1
)
> x+,2n+2. An analogous
argument at v = −1 implies P¯ a,−
(
x−,2n
)
> x−,2n+1.
Now take initial states x+0 = x
+
,2n+1 and x
−
0 = x
−
,2n. The solutions of (136)
with initial conditions
(
x±0 ,±1
)
are
v±
(
x, x±0
)
=
ω±pi cos (ω±pix)− a sin (ω±pix)

(
ω2±pi2 + a2
)
± e−a(x−x±0 )
(
1 +
ω±pi
√
1− a22 − a2

(
ω2±pi2 + a2
) ) . (144)
Letting x+a = x− x+0 , x−a = x− x−0 , the conditions v±
(
x, x±0
)
= ±1 result in
v±
(
x, x±0
)− (±1) = ±1
ω2±pi2 + a2
h±
(
x±a
)
, (145)
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with
h±
(
x±a
)
:=a
(
ω±pi +
√
1− a22
)
sin
(
ω±pix±a
)
−
(
ω±pi
√
1− a22 − a2
)
cos
(
ω±pix±a
)−  (ω2±pi2 + a2)
+ e−ax
±
a
(
ω2±pi
2 + ω±pi
√
1− a22
)
. (146)
It is clear that, for all a,  ∈ R+, with a << 1,
h±u
(
x±a
)
> h±
(
x±a
)
, (147)
where
h±u (z) := a
(
ω±pi +
√
1− a22
)
sin (ω±piz)
+
(
ω±pi
√
1− a22 − a2
)
[1− cos (ω±piz)] . (148)
As, by construction, h± (z) > 0 when z → 0+, its first zero after z = 0 is upper
bounded by that of h±u (z). Then it is immediate that
h±u (z) = 0 ⇐⇒ z± =
2m
ω±
, m ∈ Z. (149)
For m = 1 this gives
x±a = x
± − x±0 <
2
ω±
(150)
and, recalling (126), one obtains
V+ : x
+ < x+,2n+1 +
4
3
= x+,2n+3, (151)
V− : x− < x−,2n+1 + 4 = x
−
,2n+2. (152)
Hence, the result follows.
Let us consider the stable critical manifold
ΛN0n :=
{
(x, v) ∈ V0 : ψ (v) = 2
(
2n
x
− 1
)
, x ∈
(
4n
3
, 4n
)}
, (153)
and let δ ∈ R+ be such that
1 δ > x+2n − x+,2n =
2
3pi
arcsin(a). (154)
34
Notice that ΛN0n is enveloped within the manifolds
ΛN±δn :=
{
(x, v) ∈ R2 : ψ (v) = 4n± 3δ
x
− 2, x ∈
[
4n
3
± δ, 4n± 3δ
]}
. (155)
(These are a δ-perturbation of ΛN0 but are not invariant manifolds). Setting
δ¯ = sin
3piδ
2
> a, (156)
it is immediate that
sin
(
pix
[
1 + 12ψ (v)
])
=
{
0 ∀ (x, v) ∈ ΛN0n
±δ¯ ∀ (x, v) ∈ ΛN±δn.
(157)
Now, let Kδn be the compact set defined as
Kδn :=
{
(x, v) ∈ R2 : x ∈
[
4n
3
+ δ,
4n+ 2
3
− δ
]
∧ |v| ≤ 1
∧ ψ (v) ≥ 4n+ 3δ
x
− 2
}
. (158)
Notice that, for all (x, v) ∈ Kδn and → 0, (136b) is such that
v˙ = −av − 1

sin
(
pix
[
1 + 12ψ (v)
]) ≤ a− 1

δ¯ −−−→
→0
−∞. (159)
This means that the regular form of the vector field (136), i.e. (119), is pointing
in the negative direction of the v axis with infinite modulus, so Kδn ∩ ΛNδn is
reached in finite time. Then by regularity with respect to initial conditions and
parameters, there exists δ = δ (δ) ∈ R+ such that, for all  ∈ (0, δ), any
trajectory starting within the subcompact set K2δn ⊂ Kδn, where
K2δn :=
{
(x, v) ∈ R2 : x ∈
[
4n
3
+ 2δ,
4n+ 2
3
− 2δ
]
∧ |v| ≤ 1
∧ ψ (v) ≥ 4n+ 3δ
x
− 2
}
, (160)
evolves in Kδn and leaves it through the (upper) border of the compact set
V2δn :=
{
(x, v) ∈ R2 : x ∈
[
4n
3
+ 2δ, 4n− 6δ
]
∧ |v| ≤ 1
∧ 4n− 3δ
x
− 2 ≤ ψ (v) ≤ 4n+ 3δ
x
− 2
}
, (161)
35
where it arrives in finite time.
It follows from (116) and the compactness of V2δn that ψ′(v) has a positive
lower bound in V2δn, namely, Lψ′ = Lψ′ (δ, n) such that 0 < Lψ′ ≤ ψ′(v). Hence,
there exists ± ∈ R+ such that, for all (x, v) ∈ V2δn∩ΛNδn and  ∈ (0, +) the flow
is pointing downwards, i.e.
~∇ΛNδn · (x˙, y˙) =1 +
ψ (v)
2
− xψ
′ (v)
2
(
av + sin
(
pix
[
1 + 12ψ (v)
])) ≤ 3
2
− 2n+ 3δ
3
ψ′ (v)
(
δ¯ − a) ≤ 3
2
− 2 + 3δ
3
Lψ′
(
δ¯ − a) < 0, (162)
while a similar procedure implies that the flow is pointing upwards for all (x, v) ∈
V2δn ∩ ΛN−δn and  ∈ (0, ¯−), with − = δ¯a , hence
~∇ΛN−δn · (x˙, y˙) > 1 +
2 + 3δ
3
Lψ′
(
δ¯ − a) > 0. (163)
Then for all  ∈ (0,min{δ, +, −}), any trajectory entering V2δn evolves within
this set and leaves it through the right border, namely V2δn ∩ {(x, v) ∈ R2 : x =
4n− 6δ}.
Recall now (124) and (126). As regards trajectories entering V0 from V+ by(
x+,2n, x
+
2n + 2δ
)
, the vertical vector field component on v = 1 is negative, i.e.
v˙ < 0, and x˙ = 1. Moreover, the vector field on ΛN−δn is pointing upwards also
for x ∈
(
x+,2n, x
+
2n + 2δ
)
and  ∈ (0, −), as (163) holds in this region as well.
Therefore, the trajectories within
K¯2δn :=
{
(x, v) ∈ R2 : x ∈
(
x+,2n, x
+
2n + 2δ
)
∧ |v| ≤ 1 ∧
∧ ψ (v) ≥ 4n− 3δ
x
− 2
}
, (164)
are directed towards the left border of K2δn ∪ V2δn, which is reached in finite
time.
The above discussion implies the following Lemma.
Lemma 20. Let a ∈ R+ and 1  δ > 0. Then there exist δ, +, − ∈ R+ such
that, ∀n ≥ 1 and  ∈ (0, ¯+), with ¯+ = min{δ, +, −}, the trajectories of (136)
entering the switching layer V0 from V+ through x ∈
(
x+,2n, x
+
2n+1 − 2δ
)
reach
V2δn in finite time, and keep evolving therein until they leave it by x ≥ 4n−6δ.
Remark 2. The trajectories entering the switching layer V0 from V+ through
x ∈
(
4n+2
3 − 2δ, x+,2n+1
)
will be either attracted to V2δn or expelled again to
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V+. However, a trajectory moving into V+ with initial condition on (x, v) =(
x+,2n+1 + α, 1
)
, 1  α > 0, is upper bounded by the one with initial condition
(x, v) =
(
x+,2n+1, 1
)
, and this one intersects again the line v = 1 within the (at-
tractive) x-interval
(
x+,2n+2, x
+
,2n+3
)
, as shown in Lemma 19, so the trajectory
starting on (x, v) =
(
x+,2n+1 + α, 1
)
will fall therein as well. If such entrance
is by x ∈
(
x+,2n+2, x
+
2n+3 − 2δ
)
, then Lemma 20 applies and the trajectory is
attracted by the corresponding V2δ(n+1). Otherwise, the process is iterated, but
the ’loss’ of energy due to the damping term −av in (136b) will eventually take
the trajectory to enter V0 by x ∈
(
x+,2(n+k), x
+
2(n+k)+2 − 2δ
)
, and then Lemma 20
applies.
An equivalent procedure implies the analogous result to Lemma 20 for tra-
jectories entering V0 from V−.
Lemma 21. Let a ∈ R+ and 1  δ > 0. Then, given 1  δˆ > 6δ, there exists
¯− > 0 such that, ∀n ≥ 1 and  ∈ (0, ¯−), the trajectories of (136) entering the
switching layer V0 from V− through x ∈
(
x−,2n−1, x
−
2n − δˆ
)
reach V2δn in finite
time, and keep evolving therein until they leave it by x ≥ x−2n − 6δ.
Let us now compute the distance between the stable critical manifold ΛN0n
defined in (153) and its associated slow invariant manifold within V2δn, which
is defined in (161). The (unique) formal expansion of this slow manifold in any
subcompact of V2δn sufficiently far from the fold points
(
4n
3 , 1
)
and (4n,−1),
where ψ′(v) 6= 0, is given by
v(x, ) = v0(x) + v1(x) +O
(
2
)
, (165)
with v0(x) being such that (x, v0(x)) stands for the graph of Λ
N
0n, i.e.
x
(
1 +
ϕ(v0(x))
2
)
= 2n. (166)
Substituting (165) into (136b) while considering a Taylor expansion for the sinu-
soidal term in a neighbourhood of v0(x) and disregarding O
(
2
)
terms yields
v˙0(x) + v˙1(x) = −a (v0(x) + v1(x))− pixϕ
′ (v)
2
. (167)
Then for → 0,
v1(x) = 2
v˙0(x) + av0(x)
pixψ′ (v)
. (168)
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Let us now consider a compact subset of
[
4n
3 + 2δ, 4n− 6δ
]
where v0(x) has a
’flat’ shape, i.e. far enough from v = ±1, say [5n3 , 10n3 ]. It is immediate that
v0(x), v˙0(x), and ψ
′(v0(x)) are bounded therein, so it follows straightforwardly
that
v1(x) ∼ O
(
1
x
)
∼ O
(
1
n
)
, ∀x ∈
[
5n
3
,
10n
3
]
. (169)
Consequently, (165) implies
v(x)− v0(x) ∼ O
( 
n
)
, ∀x ∈
[
5n
3
,
10n
3
]
. (170)
Then Fenichel theory [8] and the preceding discussion yield the following Lemma.
Lemma 22. For all n ≥ 1 and 1  δ > 0, the trajectories of (136) evolving
in the compact set V2δn, defined in (161), are exponentially attracted to a slow
invariant manifold that, for all x ∈ [7n3 , 3n+ 2], is within O ( n) distance from
the stable critical manifold ΛN0n defined in (153).
The O
(

n
)
-closeness between the stable critical manifold and the slow invari-
ant manifold is lost in a neighbourhood of the fold points, where ψ′(v) approaches
zero and the graph of v0(x) loses the ’flat’ shape. The next result studies the
distance between the fold points, i.e. the ideal ‘exiting points’ of the switching
layer, and the real exiting points, by turning (136) into a Riccati equation.
Lemma 23. The trajectories of (136) trapped by an attractive slow invariant
manifold leave the switching layer by (xe,−1), with xe ∈
(
x−,2n, x¯
−
,2n
)
, where
x¯−,2n := x
−
,2n +O
((
2/n
) 1
3
)
, n ∈ N. (171)
Proof. Using the change of variables
x− x−,2n =

2
3
α
x˜, v + 1 =
pi
1
3
2α2
v˜, t =

2
3
α
τ , (172)
with
α =
3
√
pi
2
arcsin(a) +
npi2ψ′′ (−1)
2
, (173)
which is real because of (116c), system (136) can be written as
˙˜x = 1, (174a)
˙˜v = − (x˜+ v˜2)+O( 2/3
n1/3
v˜,
2/3
n1/3
x˜2,
2/3
n1/3
x˜v˜, 2x˜, 2v˜
)
. (174b)
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Neglecting the perturbative terms, (174) becomes a Riccati equation, which it is
well known (see [23]) to have a unique, decreasing solution such that
x˜ = −v˜2 +O (1/v˜) as v˜ → +∞, (175)
x˜ = Ω˜0 as v˜ → −∞, (176)
with Ω˜0 ∈ R+. This solution guides the deviation of the Fenichel manifold of the
overall system (174) from the corresponding critical manifold, which is therefore
bounded by some Ω˜ such that Ω˜0 < Ω˜. Hence, in the original variables we have
that
x− x−,2n < 
2/3
α Ω˜ ⇒ xe = x(−1) < x−,2n +O
((
2/n
) 1
3
)
. (177)
Notice also that xe > x
−
,2n, which is consistent with the fact that for all
x ∈
(
x−,2n−1, x
−
,2n
)
the vector field on v = −1 points upwards (i.e. towards V0).
Remark 3. Although it has not been necessary in the proof, an equivalent pro-
cedure would imply that the deviation of the slow invariant manifold from x+,2n
on the upper boundary of V0 is also O
((
2/n
) 1
3
)
.
Finally, an analogous situation to that discussed in Remark 2 arises with the
trajectories entering V− which are not guaranteed to reach V2δn, i.e., recalling
Lemma 21, those entering through x ∈ [x−2n − δ¯, x−2n). An equivalent reasoning
implies that they will eventually catch up with a stable slow invariant manifold
further on, and in any case never reach V+.
Figure 12 illustrates the above analysis. Trajectories are in red, while vector
field directions are in blue.
Recall from Proposition 14 that in the nonlinear switching system, solutions
with initial conditions in S+ eventually find themselves constrained to S− ∪ S0.
It follows straightforwardly from the discussion above that this follows similarly
for the regularized system.
Proposition 24. For any solution of (136) there exists xT ∈ R≥0 such that, for
all x ≥ xT , its evolution is constrained in V0 ∪ V−.
Since the critical manifolds change qualitatively with x inside the switching
layer, the existence of periodic solutions is impossible.
Theorem 25. System (136) does not possess periodic solutions.
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Figure 12: Nonlinear regularization: dynamical analysis as described in the text.
(Not to scale)
Despite this the system does possess solutions tending asymptotically towards
periodic functions; these functions are only exact solutions for the limiting (ε = 0)
system. More precisely we show below that, for x → +∞, all trajectories tend
to a periodic object which, when  → 0, tends to the periodic solution of the
discontinuous system given by Theorem 13.
It follows from the previous discussion that every trajectory is eventually
trapped by a slow invariant manifold within the switching layer and exits into V−
at exponentially close distance to
(
x¯−,2n,−1
)
. Moreover, according to Lemma 19
and standard results on regularity of initial conditions and parameters, when
x > x−,2n+1 the trajectory finds the vector field in V− pointing back towards V0,
so it is mapped again onto the switching layer at exponentially close distance
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from the entry point of the trajectory with initial condition
(
x¯−,2n,−1
)
, namely,
xe := x¯
−
,2n + x,a −O
((
2/n
) 1
3
)
∈
(
x−,2n+1, x
−
,2n+2
)
, (178)
where, according to (126),
x,a = x(, a) ∈ (2− 2 arcsin(a), 4) . (179)
If the entry point on V0 belongs to the interval defined in Lemma 21 then the
trajectory is trapped by the next attractive slow invariant manifold and leaves
V0 at exponentially close distance of
(
x¯−,2n+2,−1
)
, alternatively it can be either
trapped by such manifold and leave V0 as described or be expelled onto V−
through (x,−1), with x ∈
(
x−,2n+2, x¯
−
,2n+2
)
. After this, the process is repeated
iteratively.
Notice also that the value of ψ(v) at xe for the 2n+2 critical manifold is such
that
ψ (v)|x=xe = 2
 2(n+ 1)
4n+ arcsin(a)−O
(
(2/n)
1
3
)
+ x,a
− 1
 −−−−−→
n→+∞ −1
⇒ v|x=xe → −1. (180)
As the corresponding exponentially attractive slow invariant manifold lies at
O (/n) distance from the critical manifold it is immediate that, for n → +∞,
the piece of trajectory going from an entry point on V0 until the next exit point
tends to −1.
Notice, however, that the trajectory with initial condition
(
x¯−,2n,−1
)
is lower
bounded by that with initial condition
(
x−,2n,−1
)
, the mutual distance being
of O
((
2/n
) 1
3
)
because of standard regularity results. It is immediate that the
entry point of such trajectory on V0 is by
(
x−,2n + x,a,−1
)
, and an analogous
analysis of ψ(v) reveals that, for n→ +∞,
v|x=x−,2n+x,a → −1 (181)
as well, and so happens with the piece of trajectory in
(
x−,2n + x,a, x
−
,2n+2
)
.
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Definition 2. Let vr(x) be the 4-periodic function defined as follows
vr(x) = v−
(
x, x−,2n
)
, x ∈
[
x−,2n, x
−
,2n + x,a
]
, (182)
vr(x) = −1, x ∈
(
x−,2n + x,a, x
−
,2n+2
)
, (183)
with v−
(
x, x−,2n
)
denoting the solution of (136) with initial condition
(
x−,2n,−1
)
introduced in Lemma 19.
Theorem 26. As x→ +∞, all trajectories of system (136) tend to the 4-periodic
function vr(x) of definition 2.
Remark 4. Notice that, for → 0,
x−,2n, x¯
−
,2n → x−2n = 4n and x,a ∈ (2− 2 arcsin(a), 4)→ (2, 4). (184)
Hence, the function yr(x) obtained by reversing the change of variables v =
y

is such that yr → yd for  → 0, yd being the sliding 4-periodic solution of the
discontinuous nonlinear system introduced in Theorem 13.
In Figure 13 we simulate a pair of solutions of (136) with a = 0.01 and
 = 0.0025, starting at (x0, v0) = (14.1, 1.1) and (x0, v0) = (12.1,−1.1), both
of which collapse toward the period 4 solution. The former does so via a long
segment of sliding along a slow invariant manifold, close to the critical manifold
ΛN0 branch with n = 22, exiting the layer at xe ≈ 2 · 22 = 44 after sliding for
a distance ∆x = 29.9, more than 7 of the periods portrayed in Figure 2, during
which it passes through crossing, repelling, and attractive sliding regions (S0C ,
S0R, and S0A). The latter solution lies close throughout to the periodic solution,
but remains in S− and also only starts sliding after x ≈ 44. The behaviours
described in Proposition 24 and Theorem 26 are thus illustrated.
6 Conclusions
In Section 3 we showed that the linear switching system has a period 4 orbit,
which is a crossing orbit for a < al  1 and involves sliding for a > ah  1.
We expect that this orbit exists for all a (i.e. also for a ≥ al but not large),
presumably undergoing a grazing-sliding bifurcation at some value in the range
al < a < ah. In the nonlinear system we showed that there exists a period
4 sliding solution for all a. The forms of the periodic orbits in the linear and
nonlinear systems bare little relation to each other. When the discontinuity was
regularized the periodicity of the linear system persisted, while the nonlinear
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Figure 13: Nonlinear regularization, showing the period 4 sliding orbit (full
curve), and two trajectories (dotted and dashed) that collapse onto it. Simulated
from (136) with a = 0.01 and  = 0.0025. Two magnifications of the switching
layer are shown: (i) the critical manifolds ΛL0 and the dotted trajectory evolving
close to one branch, (ii) the small sliding segment of the period 4 sliding orbit.
The periodic orbit pass through (x0, v0) = (14.1, 1.1).
system tended asymptotically towards a periodic orbit that was no longer strictly
a solution.
In the context of the resistor-inductor circuit in Figure 1 these results manifest
as the current dynamics in cases where the controller can be modelled as switching
linearly or non-linearly between frequency states. In the linear case the circuit
finds a stable oscillation, in the nonlinear case it ages until it becomes constrained
to lower frequency state and the switching threshold. Experiments to observe
such behaviour would certainly be of future interest, in electronic controllers or
in other possible applications, with the focus being on distinguishing the linear-
versus-nonlinear models of switching and the phenomenon of ageing.
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Looking forward towards study of the original motivating system (1), we
expect that the distinctions between linear and nonlinear switching arise very
similarly to the relatively simple dynamics of the first order oscillator studied
here. The added complexity of the second order oscillator lies mainly in the
added dimension creating much richer sliding dynamics: whereas in the first
order oscillator the sliding manifolds act merely as a barrier over long times, in
the second order oscillator the ageing sliding manifolds bring to life a sequence
of changing behaviours. Our preliminary investigations show first that lengthier
segments of sliding are seen, similar to the first order oscillator here, followed
later (for larger t) by relaxation oscillations and mixed-mode oscillations. These
remain to be studied in detail, but with the first order system we have singled
out the most important element that the example in [16] was conceived to show,
namely the importance of linear versus nonlinear terms in models of switching,
the different dynamics they create, and their persistence under regularization.
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