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Abstract. In the modiﬁed second approximation method for multiple compar-
isons of mean vectors that Professor Minoru Siotani (1959, 1960, 1964) originally
proposed, it is crucial to consider the bivariate distribution of two correlated
Hotelling’s T 2 statistics. We focus on an application of the diﬀerential opera-
tor developed by Kakizawa and Iwashita (2005a) and then derive asymptotic
expansion of the bivariate distribution of (T 2ab, T
2
cd) as well as its marginal T
2
ab.
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§1. Introduction
In the theory of statistical analysis it is basic and important to give the dis-
tributions of various statistics. However, in multivariate statistical analysis,
we encounter the situation where the exact distributions of a statistic cannot
be obtained in a closed form, or even if it is obtained, the exact distribution
is sometimes intricate. It is very important to obtain good approximations to
various distributions. Professor Minoru Siotani has made an important con-
tribution to many inferential procedures in multivariate statistical analysis,
by deriving higher order asymptotic expansions of the distributions of various
statistics including Hotelling’s generalized statistic. An excellent review of
Hotelling’s generalized statistic under normality was given by Siotani (1989).
Since Kano (1995) and Fujikoshi (1997) independently gave asymptotic ex-
pansion for the null distribution of Hotelling’s one-sample T 2 statistic under
general distributions (see Iwashita (1997), Wakaki (1997) and Iwashita and
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Seo (2002) for a class of elliptical distributions), there have been many subse-
quent works to examine the eﬀect of nonnormality upon some standard multi-
variate statistics on a general linear hypothesis of GMANOVA model, includ-
ing multivariate linear regression model and MANOVA model. See, for exam-
ple, Yanagihara (2001), Fujikoshi (2002a, b), Wakaki et al. (2002), Kakizawa
and Iwashita (2005a, b), Kakizawa (2005a–d) and Gupta et al. (2006) for re-
cent developments in asymptotic expansions of the null or nonnull distributions
of several multivariate statistics according to situations under consideration.
In this paper, we consider the bivariate distribution of correlated Hotelling’s
T 2 statistics associated with multiple comparisons of mean vectors in the mul-
tivariate nonnormal one-way layout model. The derivation of asymptotic ex-
pansions is a variant of author’s recent works based on the diﬀerential operator
(see Kakizawa and Iwashita (2005a, b) and Kakizawa (2005a–d)).
The idea of applying the diﬀerential operator we have considered was ﬁrst
used by Welch (1947) and James (1954) under normality. They originally
dealt with various statistics in connection with the Behrens-Fisher problem.
In line with Welch and James, Ito (1956) and Siotani (1956) independently
gave asymptotic expansions for the percentile and the null distribution of
Hotelling’s generalized statistic under normality (see also Siotani (1957, 1971)
for the nonnull case). Okamoto (1963), Memon and Okamoto (1971) and
McLachlan (1973) used similar method for the W and Z statistics appeared
in discriminant problem of two normal populations. Needless to say, there are
a number of variants of the diﬀerential operator according to situations under
consideration (e.g. Bilodeau and Brenner (1999; Chapter 8)). Roughly speak-
ing, the diﬀerential operator arises from the moment generating function, so a
great success in the literature largely relies upon the assumption of normality.
For example, the diﬀerential operator for the expectation of a smooth func-
tion of the sample covariance matrix under normality (see Siotani et al. (1985;
page 172)) is nothing but the moment generating function of the Wishart dis-
tribution (see also Iwashita and Siotani (1994) for an elliptical case). But, as in
Kakizawa and Iwashita (2005a), the truncation argument (e.g. Bhattacharya
and Rao (1976; Section 14)) enables us to develop the diﬀerential operator in
nonnormal populations, since the moment generating function does not always
exist.
§2. Siotani’s modiﬁed second approximation
Given q (≥ 2) levels, let X(a)i = (X(a)1i , . . . , X(a)pi )′ be the i-th observation on




(a) + U (a)i , a = 1, . . . , q ; i = 1, . . . , Na ,(1)
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where U (a)i ’s are (unobservable) independent p× 1 random vectors with mean
zero vector and positive deﬁnite covariance matrix Σ, which is assumed to be
unknown. The total number of such vectors is
∑q
a=1 Na = N (say). In the
model (1), the least squares estimates of the θ(a)’s are given by the sample




i , a = 1, . . . , q. Due to the equality of







(Na − 1)S(a)X ,






(a))′, a = 1, . . . , q.
We consider the problem of constructing simultaneous conﬁdence intervals
among mean vectors. We focus on the multivariate case p > 1 and deal with
(I) comparisons with a control when the q-th level is regarded as a control and
(II) pairwise comparisons. Roy and Bose (1953; (4.3.1)) and Siotani (1960;
(12) and (13)) gave exact 100(1 − α)% simultaneous conﬁdence intervals of
the form
′(θ(a) − θ(q)) ∈ ′(X(a) −X(q))± {N−1aq t2max,I(α)(′Spool,X)}1/2(2.I)
for all  ∈ Rp − {0} , a = 1, . . . , q − 1
and
′(θ(a) − θ(b)) ∈ ′(X(a) −X(b))± {N−1ab t2max,II(α)(′Spool,X)}1/2(2.II)
for all  ∈ Rp − {0} , a, b = 1, . . . , q ; a < b ,
where Nab = NaNb/(Na+Nb). Here, t2max,I(α) and t
2
max,II(α) are, respectively,
the upper 100α% point of maximum of correlated Hotelling’s T 2 statistics
T 2max,I = max
a=1,...,q−1






T 2ab = Nab(U
(a) −U (b))′S−1pool,U (U
(a) −U (b)) , a, b = 1, . . . , q ; a = b .(4)
Obviously, T 2ab = T
2
ba for a = b. To implement (2.I) and (2.II) practically, even
in the case of normal populations, one encounters the diﬃculty of computing
t2max,I(α) and t
2
max,II(α). One requires a simple expression for the joint distri-
bution of (T 2ab)a,b=1,...,q;a<b or its marginal distribution of (T
2
aq)a=1,...,q−1. For
any pair (a, b) ∈ {(a, b) : a, b = 1, . . . , q; a < b} ≡ J , let λab ∈ Rq be a column
vector with {Nb/(Na + Nb)}1/2 at the a-th position, −{Na/(Na + Nb)}1/2 at
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the b-th position and zero at other position. By virtue of multivariate sam-
pling theory (e.g. Anderson (2003; page 77)), we know that given a subset
{(ai, bi) : i = 1, . . . ,K} ⊂ J for some K = 1, . . . , q(q − 1)/2, the distribution
of (T 2aibi/(N − q))i=1,...,K under normality is characterized as the distribution
of (Z ′aibiW
−1Zaibi)i=1,...,K with Zab = (λ
′
ab⊗Ip)U , where W is distributed as
Wishart distribution Wp(Ip, N − q), independent of U ∼ Npq(0, Ipq). Letting
ΛK be a K × q matrix whose i-th row is λ′aibi , (Z ′a1b1 , . . . ,Z ′aKbK )′ = (ΛK ⊗
Ip)U is distributed as a nonsingular or singular normal NKp(0,ΛKΛ′K ⊗ Ip)
according as the rank of ΛK is equal to K or less than K (hence the case
K > q is singular). Unfortunately, however, a better characterization for the
distribution of (Z ′aibiW
−1Zaibi)i=1,...,K is not available at present for either
p > 1 or K > 1. Hence, the percentiles t2max,I(α) and t
2
max,II(α), equivalently,
the distribution functions of the maximum statistics (3), given by
P (T 2max,I ≤ x) = P (T 2aq ≤ x, a = 1, . . . , q − 1)(5.I)
and
P (T 2max,II ≤ x) = P (T 2ab ≤ x, a, b = 1, . . . , q; a < b) ,(5.II)
are not generally computable. Siotani (1959, 1960, 1964) proposed a creative
approximate method for obtaining the percentile of the maximum statistic,
which is called the modiﬁed second approximation method. His idea is based























(we adopt the lexicographically order (a, b) < (c, d) iﬀ (i) a < c or (ii) a = c
and b < d), where
P ab(x) = P (T 2ab > x) and P ab:cd(x) = P (T
2
ab > x, T
2
cd > x) .
Notice that equating the lower (upper) bounds in (6.I) and (6.II) to 1 − α
always yields the overestimate (underestimate) of t2max,I(α) and t
2
max,II(α). In
order to get better approximation than the usual Bonferroni-based critical
values t2I,α and t
2
II,α which are, respectively, the solutions of the equation
q−1∑
a=1
P aq(x) = α and
∑
(a,b)∈J
P ab(x) = α(7)
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(note that making use of these critical values yields conservative 100(1− α)%
simultaneous conﬁdence intervals), Siotani’s modiﬁed second approximations
for t2max,I(α) and t
2













(there will be no theoretically support whether the coverage probability of
Siotani’s simultaneous conﬁdence intervals with the critical value t2I,α+βI (or
t2II,α+βII) is larger than or equal to 1− α).
If the population distribution is assumed to be normal U (a) ∼ Np(0,Σ),
a = 1, . . . , q, it is well-known that (n/p)[T 2ab/(N−q)], (a, b) ∈ J , are identically
distributed as a central F distribution Fp,n with (p, n) degrees of freedom
(e.g. Anderson (2003; page 176)); P (T 2ab > x) = 1 − P (Fp,n > x), where
n = N − q − p + 1 and x = (n/p)[x/(N − q)]. It follows from (7) that under
normality, t2I,α and t
2















respectively, where fp,n(α) is the upper 100α% point of Fp,n. In Siotani’s
(1959, 1960, 1964) method based on the correction term βI or βII, it is crucial
to evaluate P ab:cd(x) = P (T 2ab > x, T
2
cd > x), (a, b), (c, d) ∈ J ; (a, b) < (c, d).
Siotani (1959) is the ﬁrst work to obtain its asymptotic expansion formula
βI = β˜I +o(ν−2) or βII = β˜II +o(ν−2) with ν = N − q. See also Fujikoshi and
Seo (1999). Seo and Siotani (1992, 1993) reported, via an extensive simulation
study, a good performance of the critical value (8) with α replaced by α + β˜I
or α+ β˜II (see also Seo (1995)).
Under nonnormality, one needs the Cornish-Fisher type expansions for
the solutions of (7) as well as asymptotic expansion of the joint probabil-
ity P ab:cd(x) = P (T 2ab > x, T
2
cd > x), (a, b), (c, d) ∈ J ; (a, b) < (c, d). This
problem under elliptical populations, together with a simulation study, has
been discussed in Seo (2002), Okamoto and Seo (2004) and Okamoto (2005).
We focus on an application of the diﬀerential operator developed by Kakizawa
and Iwashita (2005a) and then derive asymptotic expansion of the bivariate
distribution of (T 2ab, T
2
cd) under general distributions.





j are independent if either a = b or i = j;
64 Y. KAKIZAWA
(A2) for every ﬁxed a, the random vectors U
(a)




tributed as a distribution of U (a) = (U (a)1 , . . . , U
(a)
p )′ with mean 0 and
positive deﬁnite covariance matrix Σ;
(A3) for every ﬁxed a, each component U
(a)
j of U
(a) = (U (a)1 , . . . , U
(a)
p )′ has as
many cumulants as desired (note that if the population follows p-variate
normal distribution Np(0,Σ), all cumulants higher than second are zero),





(A4) all Na’s are large, in such a way that the total number N of observations
goes to inﬁnity, while the ratio Na/N = η
(a)
N (say) converges to ηa > 0,
a = 1, . . . , q, where
∑q
a=1 ηa = 1.
In order to assure the validity (e.g. Bhattacharya and Ghosh (1978) and
Chandra and Ghosh (1980)) of asymptotic expansions up to N−m/2 (m
even) for the distributions of smooth functions of {(U (a)′, {vech(S(a)U )}′)′ ; a =
1, . . . , q}, the following condition on the population distribution U (a) =
(U (a)1 , . . . , U
(a)
p )′ is also assumed (we always set m = 2):
(A5)m for every ﬁxed a, the class of distributions of U (a) is restricted to the
distributions such that U (a) = (U (a)′, {vech(U (a)U (a)′ − Σ)}′)′ satisﬁes
Crame´r’s condition (e.g. Bhattacharya and Rao (1976; page 207))
lim sup
||ξ||→∞
|E[exp(iξ′U (a))]| < 1 (ξ ∈ Rp+p(p+1)/2)
with a ﬁnite 2(m+ 2)th absolute moment E(||U (a)||2(m+2)) <∞.
In what follows, we denote i =
√−1 and use j, k, without or with suﬃxes,



































for a, b = 1, . . . , q; a ≤ b, with σjk being the (j, k)-th element of Σ−1.
Throughout this paper, Gν(·) denotes the central chi-square distribution
χ2ν with ν degrees of freedom, whose density function and upper 100α% point
are gν(·) and χ2ν,α, respectively, and let Gν(x) = 1−Gν(x).
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§3. Asymptotic expansion for P (T 2ab ≤ x) and its application
Kano (1995) and Fujikoshi (1997) independently derived an asymptotic expan-
sion up to N−1a of the null distribution of Hotelling’s one-sample T 2 statistic
T 2[1],a = Na(U
(a))′(S(a)U )
−1U (a) under (A1)–(A3) and (A5)2 (see Kakizawa and
Iwashita (2005a) for the nonnull case). Kakizawa and Iwashita (2005a) also
considered the nonnull distribution of Hotelling’s two-sample T 2 statistic
T 2[2],ab = Nab(U
(a) −U (b))′
{(Na − 1)S(a)U + (Nb − 1)S(b)U
Na +Nb − 2
}−1
(U (a) −U (b)) .
The following result, whose validity is shown by Bhattacharya and Rao (1976;
Theorems 20.1 and 20.6), together with Bhattacharya and Ghosh’s (1978)
transformation (see also Bhattacharya and Denker (1990)), is obtained with a
slight modiﬁcation of Kakizawa and Iwashita (2005a) for the null case. Apart
from the validity under (A1)–(A5)2 (that is, the 8th moment condition), the
resulting asymptotic expansions (see Theorem 1, (26) and Proposition 10)
depend on the cumulants up to the fourth order. Note that the same comment
has been made for various statistics on the mean structure (e.g. Kano (1995),
Fujikoshi (1997, 2002a, b), Yanagihara (2001), Wakaki et al. (2002), Kakizawa
and Iwashita (2005a, b), Kakizawa (2005a–d) and Gupta et al. (2006)), but
solving the conjecture for a minimal fourth order moment condition is yet an
open problem, except for the univariate case with p = 1 (see Hall (1987)).
Theorem 1. Given integers 1 ≤ a < b ≤ q, an asymptotic expansion for the
null distribution of Hotelling’s T 2 statistic T 2ab, deﬁned by (4), is given by






















 = 0, 1, 2, and each coeﬃcient in the asymptotic


































































































































































































































































































































































































































































Proof. We will outline the proof of Theorem 1 in Section 5 (see Remark 4). 
Corollary 2. If the population distributions U (a)’s satisfy U (a) d= −U (a) for
all a = 1, . . . , q, we then have κ(a)j1,j2,j3 = 0 for all j1, j2, j3 = 1, . . . , p and





























































































and π3,ab = 0.
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Corollary 3. If the sample sizes satisfy (i) limN→∞Na/N = 1/q for all a =
1, . . . , q and the third order cumulants of the population distributions U (a) =
(U (a)1 , . . . , U
(a)
p )’s satisfy (ii) κ
(1)
j1,j2,j3




























































Now, let us consider asymptotic expansions for the solutions of (7). Since
the left hand side of
∑q−1



















































 = 0, 1, 2 and αI =
α
q − 1 .
Similarly,
∑




















 = 0, 1, 2 and αII =
α
q(q − 1)/2 .
Theorem 4. Asymptotic expansions for the Bonferroni-based critical values




































In view of Theorem 4, asymptotic expansions of t2I,α and t
2
II,α are polynomi-
als of degree at most 3 in one variable x = χ2p,β > 0 with β = αI, αII, having
the form of







where ϑj ’s depend on summarized cumulants (9)–(11). Noting CN (x) = x +
O(N−1), one can use the limiting value x = χ2p,β > 0 with β = αI, αII,
independent of violation of normality. However, the eﬀect of nonnormality
via unknown summarized cumulants (9)–(11) will be serious for small N . An
estimated version of CN (χ2p,β) may be preferable to χ
2
p,β in such a situation.
At the end of this section, we shall estimate (9)–(11) from observations X(a)i ’s.
Remark 1. Under elliptical populations with possibly diﬀerent kurtosis pa-
rameters κ(1), . . . , κ(q) (e.g. Anderson (2003; Section 2.7)), Seo (2002) and
Okamoto and Seo (2004) gave an asymptotic expansion of t2II,α (in this case,
we set K(ab)33,1 = K
(ab)
33,2 = 0 and K
(a)
4 = p(p + 2)κ
(a) for a, b = 1, . . . , q; a ≤ b).















where PAE1ab:cd(x) denotes two-term asymptotic expansion of P ab:cd(x) without
remainder term of order o(N−1), Siotani’s (1959, 1960, 1964) proposal under
general distributions is given by CN (χ2p,α∗K), K = I, II, where
α∗I =
α+ β∗I




q(q − 1)/2 .
Seo and Siotani (1992, 1993) gave an extensive simulation study in order to
examine the accuracy of their proposal under normality. For a class of elliptical
populations, Seo (2002) and Okamoto (2005) recently reported the numerical
accuracy for pairwise comparisons.
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A potentially serious problem with this approach is that the polynomial
CN (x) or its appropriate estimator can even be negative for some x > 0. We
address this problem by adding an extra N−2 term, for example,







Cribari-Neto and Ferrari (2001) gave a monotone version






j1 + j2 − 1 x
j1+j2−1
by using the same idea as Kakizawa’s (1996) monotone adjustment of the
Bartlett-type correction for asymptotically chi-square statistics due to Cordeiro
and Ferrari (1991) (see also Hall (1992; page 123) for the monotone normal-
izing transformation of asymptotically normal statistics). This approach is,
of course, supported by higher-order asymptotic theory; limN→∞N{C+N (x)−
CN (x)} = limN→∞N{C↑N (x)−CN (x)} = 0 for any bounded x > 0. However,
adding N−2 term to the asymptotic expansion formula CN (x) is ad-hoc. It
may be reasonable to use CN (x) if CN (x) > 0, and C+N (x) or C
↑
N (x) otherwise.

















































































3 , if a < b,







































(b)) , a, b = 1, . . . , q ; a ≤ b .
See also Mardia (1970), McCullagh (1987; page 107) and Anderson (2003;
page 103).
§4. Diﬀerential operator approach
We now set down
Sab =
(







(see Kakizawa and Iwashita (2005a)), where Δ˜ = Σ−1/2(Spool,U−Σ)Σ−1/2 with
Σ−1/2 being the inverse matrix of the symmetric square root matrix Σ1/2 of
Σ. By virtue of Chibisov (1972) and Magdalinos (1992), it suﬃces to consider
T˜ 2ab = S
′
abSab(13)
in place of T 2ab.
In general, inverting an asymptotic expansion of the characteristic function
of a certain statistic is not valid. Fortunately, the existence of a valid expansion
of the distribution function and the characteristic function of a smooth func-
tion of {(U (a)′, {vech(S(a)U )}′)′; a = 1, . . . , q} is guaranteed by Bhattacharya
and Rao (1976; Chapter 4), together with Bhattacharya and Ghosh’s (1978)
transformation (see also Bhattacharya and Denker (1990)). Then, the unicity
property of the Fourier-Stieltjes transform implies that a formal inversion of
an asymptotic expansion of the characteristic function of such a statistic must
be valid. As pointed out in Fujikoshi (2002b), it is thus crucial to ﬁnd a conve-
nient device for giving an asymptotic expansion of the characteristic function
according to situations under consideration. Our recent works on mean vectors
(see Kakizawa and Iwashita (2005a, b) and Kakizawa (2005a–d)) are based on
the diﬀerential operator, although there have been many derivations.
Recall
T˜ 2ab = F (N
1/2
ab (U
(a) −U (a)), Spool,U ) = T˜ 2ba(14)
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(see (12) and (13)), where



















N1/2(U (a)−U (b)) , (a, b) ∈ J .
We now want to derive an asymptotic expansion of the characteristic function
of (T˜ 2ab, T˜
2
cd)
′, (a, b), (c, d) ∈ J ; (a, b) < (c, d). We have two cases to consider:
(i) a, b, c, d ∈ {1, . . . , q} are all diﬀerent, and (ii) (a, b) ∈ J and (c, d) ∈ J have
exactly one common index, that is,
(a, b, c, d) = (a1, a2, a1, a3), (a1, a2, a2, a3), (a1, a3, a2, a3) .
For the latter case (ii), since (14) implies (T˜ 2a1a2 , T˜
2
a1a3)




and (T˜ 2a1a2 , T˜
2
a2a3)
′ = (T˜ 2a1a2 , T˜
2
a3a2)




′, where a, b, c ∈ {1, . . . , q} are all diﬀerent.
Unlike Seo (2002), Okamoto and Seo (2004) and Okamoto (2005) for ellip-
tical populations, our approach is based on the diﬀerential operator developed
by Kakizawa and Iwashita (2005a), as follows:
Notation. Let γ(ab) = (γ(ab)j ), a, b = 1, . . . , q; a = b be p × 1 vectors of
variables and Γ = (γjk) be a p × p symmetric matrix of variables. We deﬁne
a vector of diﬀerential operators by







and a matrix of diﬀerential operators by








applied to any analytic function, where δjk is the Kronecker delta, that is,
δjk = 1 iﬀ j = k, and 0 otherwise.










































































































































Lemma 5. Given integers 1 ≤ a < b∗ < c∗ < d∗ ≤ q, we set (b, c, d) =
(b∗, c∗, d∗), (c∗, b∗, d∗), (d∗, b∗, c∗). Then,





for any multivariate polynomial h(γ(ab),γ(cd),Γ) of ﬁnite degree with coeﬃ-

























Ξ1 = Ξ∗I1 + Ξ
∗II











































































Lemma 6. Suppose that Na/N = ηa, a = 1, . . . , q, where ηa’s are ﬁxed pos-
itive rational numbers satisfying
∑q
a=1 ηa = 1. Given integers a1, a2, c, such





















)1/2 ∈ (0, 1) .
Then,





for any multivariate polynomial h(γ(a1c),γ(a2c),Γ) of ﬁnite degree with coeﬃ-


































































































































































































































Proof of Lemmas 5 and 6. In line with Kakizawa and Iwashita (2005a),
E exp{ih(Z(ab)U ,Z(cd)U , Spool,U )} = E exp{ih(Z(ab)U† ,Z
(cd)









i , ||U (a)i || ≤ N1/2a
0 , ||U (a)i || > N1/2a





{η(b)N /(η(a)N + η(b)N )}1/2∂(ab) , if 
 = a
−{η(a)N /(η(a)N + η(b)N )}1/2∂(ab) , if 
 = b
0 , otherwise.



















































N ∂;N) + o(N
−1) ,
with Θ(∂, ∂;N) being nothing but the diﬀerential operator given by Kakizawa
and Iwashita (2005a);















































The following lemmas of independent interest are useful for our derivation.
Lemma 8 can be easily shown with a slight modiﬁcation of Kakizawa and
Iwashita (2005a).
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Lemma 7 (Kakizawa and Iwashita (2005a)). Let 1 ≤ a < b ≤ q be given






























σj1j2 · · ·σj2m−1j2m , if v = 2m(= 0)
0 , if v = 2m+ 1
(m ∈ N0; a set of nonnegative integers), where ϕa = (1 − 2ita)−1 and 〈n〉
before terms with indices means a sum of n similar terms obtained by the per-
mutation of {j1, . . . , j2m}. Here (2m)!/(2mm!) is the number of the partitions
of {1, . . . , 2m} into m pairs.









for any (t1, t2)′ ∈ R2, where



























· · · [Λa1a2,c]β2m−1β2mj2m−1j2m , if v=2m
0, if v=2m+1
for any nonnegative integers v1 and v2 (v ≡ v1 + v2 = 0), where we set
β1 = · · · = βv1 = 1 and βv1+1 = · · · = βv1+v2 = 2. Here, 〈n〉 before terms
with indices means a sum of n similar terms obtained by the permutation
of {(β1j1), . . . , (β2mj2m)}, and [Λa1a2,c]βrβr′jrjr′ denotes the (jr, jr′)-th element of the














σjrjr′ (2it1)(1− 2it2) , if (βr, βr′) = (1, 1)
σjrjr′ηa1a2,c(2it1)(2it2) , if (βr, βr′) = (1, 2), (2, 1)
σjrjr′ (2it2)(1− 2it1) , if (βr, βr′) = (2, 2).

























exp{it1F (γ(ab),Γ) + it2F (γ(cd),Γ)}
∣∣∣
γ(ab)=γ(cd)=0,Γ=Σ
























exp{it1F (γ(a1c),Γ) + it2F (γ(a2c),Γ)}
∣∣∣
γ(a1c)=γ(a2c)=0,Γ=Σ
for given integers a1, a2, c, such that a1, a2, c ∈ {1, . . . , q} are all diﬀerent,
we shall ﬁrst operate ∂jk’s n times and then put Γ = Σ before applying the
formulae (15) or (16). In that process, we can use the following device (see
Kakizawa and Iwashita (2005a)):















































exp{itc(γ(cd))′Σ−1γ(cd)} , ta = 0 , tc = 0
0 , ta = tc = 0
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and




























































× exp{itc(γ(cd))′Σ−1γ(cd)} , ta = 0 , tc = 0
0 , ta = tc = 0 .
We notice that if assumption (ii) in Corollary 3 and the equality N1 = · · · = Nq
of sample sizes are imposed, κ∗Ij1j2j3;ab = κ
I
j1j2j3;ab



























§5. Asymptotic expansion for P ab:cd(x) = P (T 2ab > x, T 2cd > x)
















{−2(K(ab)4,I +K(cd)4,I ) + (5K(ab)4,I +K(cd)4,I )ϕa + (K(ab)4,I + 5K(cd)4,I )ϕc
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c − 3K(ab)(ab)33,2;I·IIϕ3a − 3K(cd)(cd)33,2;I·IIϕ3c
+ 2(K(ab)(ab)33,2;I·II +K
(cd)(cd)







































































































































{−p2 − 2pϕa + (2p+ p2)ϕ2a} ,
CAll4 (ϕa, 1) =
1
8
(−1− 2ϕa + 3ϕ2a)KAll4 ,
CI4 (ϕa, 1) =
1
4
(−1 + 4ϕa − 3ϕ2a)K(ab)4,I ,
CII4 (ϕa, 1) =
1
8







{2(1− ϕa − 3ϕ2a + 3ϕ3a)K(ab)(ab)33,1;I2
+(−1 + 7ϕa − 15ϕ2a + 9ϕ3a)K(ab)(ab)33,2;I2 } ,
CII
2
33 (ϕa, 1) =
1
12




(−1 + 3ϕa − 3ϕ2a + ϕ3a)K(ab)(ab)33,2;II2 ,
CI·II33 (ϕa, 1) =
1
4
{2(−ϕa + 2ϕ2a − ϕ3a)K(ab)(ab)33,1;I·II
+(1− 5ϕa + 7ϕ2a − 3ϕ3a)K(ab)(ab)33,2;I·II} .
As a corollary of Lemma 5, it is straightforward to get the following ﬁnal
result (we now used only the formula (15) but left the arrangement of several
terms with respect to ϕa and ϕc, as in Remark 5 below):
Proposition 9. Given integers 1 ≤ a < b∗ < c∗ < d∗ ≤ q, we set (b, c, d) =
(b∗, c∗, d∗), (c∗, b∗, d∗), (d∗, b∗, c∗). Then,
E[exp(itaT˜ 2ab + itcT˜
2
cd)]













C4(ϕa, ϕc) = CAll4 (ϕa, ϕc) + C
I




C33(ϕa, ϕc) = CI
2
33(ϕa, ϕc) + C
II2
33 (ϕa, ϕc) + C
I·II
33 (ϕa, ϕc) .
We have C33(ϕa, ϕc) ≡ 0 under the same assumptions as in Corollary 2 or 3.


























































































































































































A formal inversion of (25), that is,





π,ab Gp+2(x) + o(N−1) ,
is valid under (A1)–(A5)2, as in the second paragraph of Section 4. By virtue
of Chibisov (1972) and Magdalinos (1992), Theorem 1 (hence Corollaries 2
and 3) is valid. As a special case of elliptical populations (see Remark 1) with
equal sample sizes N1 = · · · = Nq (hence η1 = · · · = ηq = 1/q), asymptotic
expansions of Corollary 2 and Proposition 9 are essentially simpliﬁed to those
of Seo (2002; Theorem 1 and page 63), since Seo’s notation N , which is used
for the equal sample size N1 = · · · = Nq, is diﬀerent from our notation N (the
total number of observations).
Remark 5. We note



































































































































































































































































































































































































 = 1, 2, 3, 5, we can show
P ab:cd(x)(26)











































= (−d0 + d4 + d5) + x
p+ 2

















by using the relations








































33,A;J , A = 1, 2 ; J = I
2, II2, I · II ,
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we have























































































































































































Under the same assumptions as in Corollary 2 or 3, we note that
D
(ab:cd)





2 (x) = d4 ,
where





















































































































































































Especially, letting η1 = · · · = ηq = 1/q, we have





















































Under elliptical populations (see Remark 1), our results are essentially sim-
pliﬁed to those of Seo (2002; Theorem 3 under the equal sample sizes) or
Okamoto (2005; Theorem 1 under the unequal sample sizes), since their no-
tation N (the equal sample size N1 = · · · = Nq or the unequal sample size
N = N1 ≥ Nj , j = 1) and gp/2(η) = {Γ(p/2)}−1ηp/2−1e−η and Gp/2(η) =∫∞
η gp/2(t) dt with η = x/2 are diﬀerent from our notation N (the total num-
ber of observations) and gp(x) and Gp(x) (the density and survival function
of χ2p).
5.2. The case where (a, b), (c, d) ∈ J have exactly one common index
After long but straightforward simpliﬁcations of an inversion of
Ξ˜ exp{it1F (γ(a1c),Γ) + it2F (γ(a2c),Γ)}
∣∣∣
γ(a1c)=γ(a2c)=0,Γ=Σ
(see Lemma 6), together with the relations















Proposition 10. Suppose that Na/N = ηa, a = 1, . . . , q, where ηa’s are ﬁxed
positive rational numbers satisfying
∑q
a=1 ηa = 1. If the population distribu-
tions U (a)’s satisfy U (a) d= −U (a) for all a = 1, . . . , q, that is, κ(a)j1,j2,j3 = 0 for
all j1, j2, j3 = 1, . . . , p; a = 1, . . . , q, then


































= (x˜+ p− 2












{(3x˜− p− 2− 18









×{(x˜− p− 2− 6
) + 2η2a1a2,c(p+ 2 + 2




































= 2(1 + 2
)p(p+ 2) +KAll4 (p+ 2 + 6
)
















{2η2a1a2,c(p+ 2 + 3














η2a1a2,c{(p+ 2 + 6












2η2a1a2,c(p+ 2 + 4
)
(this is a constant).
We remark that if the equality N1 = · · · = Nq of sample sizes is assumed




= (x˜+ p− 2
)p(p+ 2) + 1
2
[





(−5x˜+ p+ 2 + 22








{17x˜− 9(p+ 2)− 82






















(7p+ 14 + 22




The algebraic structure of D(a1c:a2c)1, (x˜), D
(a1c:a2c)
2, that we presented above is
diﬀerent from Seo (2002; Theorem 4 under the equal sample sizes, in which
d2/η
2 = d2,(η)/η2 is a linear function) or Okamoto (2005; Theorem 2 under
the unequal sample sizes, in which d2/η22 = d2,(η2)/η
2
2 is a polynomial of
order 2). But, we can validate their results by giving at least two equivalent




as follows: Our main task is to rearrange an asymptotic expansion of the
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characteristic function E[exp(it1T˜ 2a1c + it2T˜
2
a2c)] in terms of
ϕ˜ = {1− 2(1− η2a1a2,c)it}−1 , 
 = 1, 2 ,
by noting that ϕ˜ν11 ϕ˜
ν2
2 is the characteristic function of the bivariate distribution
(Y1, Y2)’, where Y1 and Y2 are independent two Gamma distributions with


























for any ν > 0 and K ≥ 0, where (x) = Γ(x+ 
)/Γ(x) for x > 0 and 
 ∈ N0; a
set of nonnegative integers. As a corollary of Lemma 6, we have only to derive
an asymptotic expansion
E[exp(it1T˜ 2a1c + it2T˜
2
a2c)](27)














where h1, h2 and h3 are some polynomials which are not determined uniquely.
Especially, even if the population distributions U (a)’s satisfy U (a) d= −U (a)
for all a = 1, . . . , q, that is, κ(a)j1,j2,j3 = 0 for all j1, j2, j3 = 1, . . . , p; a = 1, . . . , q,
polynomials h1 and h2 (in this case, h3 ≡ 0 seems to be the simplest choice)
are not determined uniquely. Actually, letting λ = 1 − 2(1 − η2a1a2,c)it,

 = 1, 2, Seo (2002; page 65 under the equal sample sizes) or Okamoto (2005;
page 214 under the unequal sample sizes) used Iwashita’s (1997) results (the
three-term Edgeworth expansion of {N1/2a U (a); a = 1, . . . , q} and the two-term
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a {vech(S(a)U − Σ)}′)′; a = 1, . . . , q}
under elliptical populations) to get














Λ1(λ1, λ2) = c11 + c12λ1 + c13λ2 + c14λ1λ2 ,







+c25λ1λ2 + c26λ1 + c27λ2 + c28λ21λ
2
2 + c29




i=1 c2i = 0; especially, under the
equal sample sizes as in Seo (2002), c29 = 0). It is easy to see that with
c∗1i = c1i(1− η2a1a2,c), i = 1, . . . , 4 and c∗2i = c2i(1− η2a1a2,c)2, i = 1, . . . , 9,
2∑
K=1




(1− η2a1a2,cϕ˜1ϕ˜2)−KhSOK (ϕ˜1, ϕ˜2) ,
where







































satisfy hSO1 (1, 1) = h
SO
2 (1, 1) = 0. We can use the identity
ϕ˜21ϕ˜
2
2 = 1 + (ϕ˜1ϕ˜2 + 1)(ϕ˜1ϕ˜2 − 1)
















































+ϕ˜1ϕ˜2{c∗26ϕ˜2 + c∗27ϕ˜1 − (c∗26 + c∗27)}+ (c∗28 + c∗29)


















+(c∗28 − η−2a1a2,cc∗29) + c∗29(η−2a1a2,c + 1)ϕ˜1ϕ˜2
+η−2a1a2,c{c∗26ϕ˜2 + c∗27ϕ˜1 − (c∗26 + c∗27)}
+(−η−2a1a2,c + ϕ˜1ϕ˜2){c∗26ϕ˜2 + c∗27ϕ˜1 − (c∗26 + c∗27) + c∗29(ϕ˜1ϕ˜2 − 1)}
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to obtain at least two diﬀerent expansions































−η−2a1a2,c{c∗26ϕ˜2 + c∗27ϕ˜1 − (c∗26 + c∗27 + c∗29) + c∗29ϕ˜1ϕ˜2} ,

















+(c∗28 − η−2a1a2,cc∗29) + c∗29(η−2a1a2,c + 1)ϕ˜1ϕ˜2
+η−2a1a2,c{c∗26ϕ˜2 + c∗27ϕ˜1 − (c∗26 + c∗27)}









2, which may cause an appearance of some terms η in Seo
(2002; d2/η2 of Theorem 4 under the equal sample sizes) or some terms η2, η22 in
Okamoto (2005; d2/η22 of Theorem 2 under the unequal sample sizes). On the
other hand, our formula D(a1c:a2c)2, of Proposition 10 is a constant. This point
seems to be important, since Seo’s (2002) formula d2/η2 or Okamoto’s (2005)
formula d2/η22 reduces to a constant under normality, which is a member of
distributions with κ(a)j1,j2,j3 = 0 for all j1, j2, j3 = 1, . . . , p; a = 1, . . . , q.
As a concluding remark, we assumed κ(a)j1,j2,j3 = 0 for all j1, j2, j3 = 1, . . . , p;
a = 1, . . . , q, only in Proposition 10. Otherwise, in view of the diﬀerential
operator Ξ˜ in Lemma 6, the rearrangement of several terms involving K(ab)33,1
and K(ab)33,2 , a, b = 1, . . . , q; a ≤ b will be very messy in order to get polynomials
h1, h2, h3 in (27). Unlike Corollary 3 and Proposition 9, asymptotic expansion
for P (T 2a1c > x, T
2




33,2 even in the
case of N1 = · · · = Nq and κ(1)j1,j2,j3 = · · · = κ
(q)
j1,j2,j3
for all j1, j2, j3 = 1, . . . , p.
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