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Resumen
En este art́ıculo se diseña un control adaptativo
para tratar la carga resistiva desconocida del in-
versor boost no lineal. Este control adaptativo se
obtiene utilizando un observador de estado en uno
de los lados del inversor y midiendo las variables
de estado. Para analizar la estabilidad del sistema
completo se recurre al análisis de perturbaciones
singulares. El resultado del control adaptativo se
prueba mediante simulaciones.
Palabras clave: Convertidor Boost, Control
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1. Introducción
El control en los convertidores de potencia de alta
frecuencia de conmutación más comúnmente cono-
cidos como (SMPC) se consigue generalmente me-
diante el seguimiento de una referencia [3, 8, 10].
El uso de esta señal de referencia hace que el sis-
tema en bucle cerrado sea no autónomo, lo que
implica que su análisis sea más complejo. En [4, 7]
se utilizó un método distinto: se diseñó una ley
de control para el convertidor boost que estabiliza
un ciclo ĺımite correspondiente al comportamiento
deseado del convertidor. No fue necesario el uso de
señales externas. No obstante, el convertidor boost
previene los pasos por cero de la señal de salida, y
por tanto, no se alcanza una corriente alterna. Este
problema se resolvió en [1] con el uso de un con-
vertidor dobleboost como se propuso en [2]. Fue
necesario emplear un Phase-Locked Loop (PLL)
tanto para la correcta operación del circuito como
para su sincronización con la red eléctrica. Sólo se
consideró el caso de carga resistiva conocida.
En este art́ıculo se extienden los resultados an-
teriores al caso de carga desconocida usando un
mecanismo de adaptación. Algunas estrategias de
control adaptativo aplicadas a SMPC como modos
deslizantes, ganancia por tabla de decisión, backs-
teping asociada a una función de Lyapunov, el con-
cepto de punto de malla se tienen en [9, 3, 9, 6].
En el convertidor boost, ver [4], se utilizó un meca-
nismo de adaptación para el caso de controladores
similares. El hecho que el inversor boost tiene una
salida AC hace que el diseño de la ley de adapta-
ción sea más compleja. Se diseña un observador de
estado para algunas variables del convertidor aun
cuando estas son accesibles. Para analizar la esta-
bilidad del sistema completo se emplea el análisis
de perturbaciones singulares. Por simplicidad, no
se considera el PLL en el análisis. El control adap-
tativo resultante es probado mediante simulacio-
nes.
El resto del art́ıculo se organiza del siguiente mo-
do: en la Sec. 2 se presenta el modelo del conver-
tidor dobleboost (inversor boost). En la Sec. 3 se
plantea el problema, el cual es resuelto en la Sec.
4 mediante el diseño de un mecanismo de adap-
tación. La Sec. 5 se dedica al análisis de estabi-
lidad y la Sec. 6 presenta algunos resultados de
simulación. El art́ıculo se cierra con una sección
de conclusiones.
2. El modelo del inversor boost
El inversor boost es especialmente interesante por-
que genera una tensión de salida AC mayor que
la de entrada DC [2]. Dicho inversor se constru-
ye con dos convertidores DC-DC, tipo boost cada
uno, y una carga conectada entre ellos Fig. 1. La
implementación del circuito se muestra en la Fig.
2. Cada convertidor produce una tensión unipolar
sinusoidal DC, V1 y V2. Dichas tensiones V1 y V2
deben de presentar un desfase igual a 180◦, de mo-
do que se maximice la tensión a través de la carga,
[2].
Suponemos que:
todos los componentes son ideales y las co-
rrientes de los convertidores son continuas,
las inductancias L = L1 = L2, y las capaci-
tancias C = C1 = C2, son conocidas
la carga R0 es desconocida, y tiene que esti-
marse.
El circuito de la Fig. 2 está dirigido por conmuta-
ción, ON/OFF, de los transistores Qi, alcanzan-
do cuatro modos de funcionamiento ilustrados en
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Figura 1: Básica representación del inversor boost
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Figura 2: Convertidor Boost DC-AC ideal
el Apéndice A. Para los propósitos de control, es
usual utilizar los valores medios de las corrientes
y las tensiones. Este modelo es más apropiado pa-
ra el control porque describe en tiempo continuo
ODEs suaves y no lineales. Siguiendo [1], con es te
proceso llegaremos al modelo normalizado descrito
abajo.
2.1. Modelo normalizado
Suponemos una carga resistiva, un modelo nor-
malizado en términos de la corriente media x1 y
la tensión media x2, para un lado del inversor (ver
[1]), es:
ẋ1 = −u1x2 + 1 (1)
ẋ2 = u1x1 − ax2 + ax4 (2)
y el modelo normalizado respectivo para el otro
lado se obtiene análogamente mediante simetŕıa
ẋ3 = −u2x4 + 1 (3)
ẋ4 = u2x3 + ax2 − ax4 (4)
donde ui ∈ [0, 1], i = 1, 2 describen las entradas
de control. Observa que están también normali-
zadas y reflejan el porcentaje de activación del
ciclo de trabajo de cada lado del circuito. Aqúı,
se tratan como variables continuas. El parámetro
a = 1
R0
√
L1
C1
depende del valor de la carga que se
supone conocida.
3. Formulación del problema
El problema de control es diseñar una ley de con-
trol para u1 y u2, para el sistema (1)–(2) y (3)–(4)
para que la salida oscile como una señal sinusoidal
con una amplitud dada i.e.
y = x2 − x4 yr = A cos(ωt+ ϕ)
con valores preespecificados para A y ω. El cambio
de fase ϕ no está especificado.
Bajo la suposición que a es constante y conocida,
en [1] se propuso una ley de control no lineal basa-
da en el método Hamiltoniano. El diseño se basa
siguiendo el cambio de coordenadas:
η1 =
x21 + x
2
2
2
(5)
η2 = x1 − ax
2
2 + ax2x4 + η20 (6)
η3 =
x23 + x
2
4
2
(7)
η4 = x3 − ax
2
4 + ax2x4 + η40 (8)
Los controladores renombrados más abajo, tienen
como objetivo hacer que las siguientes funciones
tiendan a cero
Γ1 ≡ ω
2
(η1 − η10)
2
+ (η2 − η
2
20
)
2
− µ = 0 (9)
Γ2 ≡ ω
2(η3 − η30)
2 + (η4 − η
2
40
)2 − µ = 0 (10)
siendo orbitalmente estables. Los parámetros η10,
η20 y η30, η40 definen los centros de las elipses res-
pectivamente y ω, µ están relacionados con sus
tamaños. Basado en esta definición, las leyes de
control no lineal es como se propusieron en [1] tie-
nen la siguiente forma:
u = k(x, a) =
[
u1
u2
]
=
[
k1(x, a)
k2(x, a)
]
u ∈ R2
con k1(x, a), k2(x, a) dado en el Apéndice B.
el diseño se completa con un lazo externo adicio-
nal (PLL) cuya función es obtener un cambio de
fase de 180◦ entre las dos tensiones V1 y V2 llegan-
do a alcanzar de esta forma el objetivo deseado.
La meta aqúı, es extender este trabajo al caso de
carga desconocida.
4. Diseño de la ley de adaptación
de la carga
En esta sección se propone una ley de adaptación
(o un observador de la carga) para tratar las in-
certidumbres y/o las variaciones de la carga en
el parámetro donde esta inclúıda, a. El diseño de
este observador está basado sólo en un lado del cir-
cuito, el cual contiene suficiente información para
hacer dicho parámetro observable. Por tanto, no
es necesario el uso de los dos lados del circuito en
este momento.
El lado izquierdo del circuito (1)-(2) y (3)-(4), pue-
de ser compactamente reescrito como:
ẋl = Ulxl + aBly + El (11)
y = x2 − x4 (12)
con xl = [x1, x2]
T
, y
Ul =
[
0 −u1
u1 0
]
, Bl =
[
0
−1
]
, El =
[
1
0
]
A continuación, suponemos que ambas tensiones
y intensidades son medibles (analógicamente o di-
gitalmente) y, por tanto, accesibles para el uso del
control.
4.1. Ley de adaptación
La ley de adaptación propuesta se compone por:
un observador de estado para un lado del inversor
boost, más una ley de adaptación para el paráme-
tro a. Aśı, se tiene la siguiente estructura:
˙̂x = Ulx̂+ âBly + El +K(xl − x̂) (13)
˙̂a = β(xl, x̂) (14)
donde K ∈ R2×2 es una matriz de diseño constan-
te, y β(xl, x̂) es la ley de adaptación que se dise-
ñará. Observa, que incluso si xl es accesible, la ley
de adaptación diseñada aqúı requiere el observa-
dor de estado adicional (o extendido). Esto será
aclarado durante el análisis del sistema de ecua-
ciones de error, como será estudiado más abajo.
4.2. Ecuaciones de error
Se supone que a es un parámetro constante (ȧ =
0) (o que varia lentamente ȧ ≈ 0) y define las
siguientes variables de error:
x̃ = xl − x̂, ã = a− â, ˙̃a = − ˙̂a.
La ecuación de error son derivadas ahora desde
(11)–(12) junto con (13)–(14)
˙̃x = −Kx̃+ ãBly (15)
˙̃a = −β(xl, x̂) (16)
Se toma K de la forma,
K = αI, α > 0
y P = I es la solución trivial de PKT +KP = −Q,
con Q = −2αI.
Introduciendo
V = x̃TP x̃+
ã2
γ
(17)
se tiene
V̇ = x̃TQx̃+ 2ã
(
x̃TPBly +
˙̃a
γ
)
= x̃TQx̃+ 2ã
(
x̃TPBly −
˙̂a
γ
)
La ley de adaptación se diseña cancelando los tér-
minos cuadráticos que están entre paréntesis, i.e.
˙̂a = γ(BTl P x̃)y (18)
4.3. Propiedades de la estabilidad
Se definen ahora las ecuaciones de error de la ley
de adaptación y del observador. Estas ecuaciones
son:
˙̃x = −Kx̃+ ãBly (19)
˙̃a = −γ(BTl P x̃)y (20)
Las propiedades de estabilidad de estas ecuacio-
nes vienen de la función de Lyapunov, V , definida
anteriormente. Nota que con la elección de (18) se
tiene
V̇ = −x̃TQx̃
A partir de los argumentos estándares de Lyapu-
nov, se tiene que las variables de error: x̃ y ã, está
acotadas. Además por el principio de invarianza de
LaSalle, podemos concluir fácilmente que x̃ → 0,
lo cual implica a partir de (20) que ˙̃a→ 0.
Desde (19), y por la propiedad x̃ → 0, y ˙̃x → 0,
tenemos que
ãBly → 0
Observa que si y se mantiene como una sinusoidal
como era esperado desde la formulación del pro-
blema de control, la única solución asintótica para
ã, es ã = 0, como y 6≡ 0, ∀t ≥ 0.
Nota, que en los instantes que y = 0, (11) no de-
pende del parámetro a.
El lema siguiente recoge los resultados anteriores:
Lema 1 Consideramos el sistema en bucle abier-
to (11)–(12), y suponemos que las soluciones están
acotadas. El observador extendido (13)–(14) tiene
las siguientes propiedades:
i) Los estados estimados x̂, â están limitados.
ii) ĺımt→∞ x̂(t) = x(t).
iii) ĺımt→∞ â(t) = a, si y sólo si y(t) 6≡ 0, ∀t ≥ 0.
5. Estabilidad de las ecuaciones
completas en bucle cerrado
En la anterior sección hemos presentado las pro-
piedades de estabilidad del observador extendido.
Estas propiedades son independientes de la evo-
lución de las variables de estado del sistema. En
esta sección se analiza la estabilidad del sistema
completo.
Las ecuaciones de los dos lados del inversor en bu-
cle abierto (1)–(2) y (3)–(4), pueden ser compac-
tamente reescritas como:
ẋ = U(u)x+ aBy + E (21)
y = x2 − x4 (22)
con x = [x1, x2, x3, x4]
T
, y
U =


0 −u1 0 0
u1 0 0 0
0 0 0 −u2
0 0 u2 0


B =


0
−1
0
1

 , E =


1
0
1
0


5.1. El sistema ajustado
El sistema ajustado se define como el sistema en
bucle cerrado ideal bajo la acción de la ley de re-
alimentación ajustada u∗ = k(x, a), calculada con
el valor exacto de a.
El sistema ajustado dado en los caṕıtulo previos
da
ẋ = U(u∗)x + aBy + E (23)
= U(k(x, a))x+ aBy + E (24)
= f(x) (25)
y alcanza las soluciones peródicas orbitales asin-
tóticamente estables a, i.e.
x∗(t) = x∗(t+ T )
En el caṕıtulo anterior se mostró que la fun-
ción Γ(η1, η2) definida en (9) tiende a cero. Ella
se corresponde a una solución sinusoidal perió-
dica con periodo T = 2π/ω. Consecuentemente,
y∗ = x∗2 − x
∗
4 es también sinusoidal.
5.2. Sistema en bucle cerrado
En la práctica, la ley de control que se aplica de-
pende de la estimación del parámetro a. Denota-
mos esta ley de control como û = k(x, â). Observa
que esta ley de control depende del estado x y no
de su estimación x̂, porque el estado x es direc-
tamente medible. El papel de x̂ es tan sólo hacer
posible el diseño de la ley de adaptación para a.
La ecuación en bucle cerrado resultante del empleo
de û = k(x, â) se escribe, como
ẋ = U(û)x+ aBy + E ± U(u∗)x (26)
= f(x) + [U(û) − U(u∗)]x (27)
= f(x) − U(ũ)x (28)
donde ũ = u∗ − û. Obseva que U(ũ) = U(x̃, ã),
puede ser dividido como sigue:
U(ũ) = U(x̃, ã) =
(
Iψ1(x, am)ã 0
0 Iψ2(x, am)ã
)
donde ψi(x, am) = ∂aki(x, ã)|ã=am , ∀i = 1, 2. Esta
expresión resulta de la aplicación del teorema del
valor medio, con am ∈ [amin, amax], siendo un va-
lor de a en el intervalo f́ısico permitido. La matriz
antisimétrica S = −ST es definida como
S = diag{I, I}, I =
(
0 −1
1 0
)
El término U(ũ) = U(x, ã) captura el acople entre
el valor real y el valor estimado de la carga. En
vista de la discusión anterior, este término tiene
la siguiente propiedad:
Propiedad 1 Tomamos M = {(x, ã) : ||x−x∗|| <
ǫx, |ã| < ǫa}, como un dominio compacto que in-
cluye las soluciones periódicas asintóticas del sis-
tema ajustado y con la carga exacta. Entonces, la
función U(ũ) = U(x, ã) tiene ∀(x, ã) ∈ M, y por
tanto, tiene las siguientes propiedades:
i) es continua, anaĺıtica y libre de singularidades
ii) tiene los siguientes ĺımites:
ĺım
ũ→0
U(ũ) = ĺım
ã→0
U(x, ã) = 0.
Uniendo (28) con el sistema de error del observa-
dor proporciona el conjunto completo de las ecua-
ciones en bucle cerrado, con y = y(x)
ẋ = f(x) − U(x, ã)x (29)
˙̃x = −αx̃+ ãBy (30)
˙̃a = −γ(BTP x̃)y (31)
donde hemos substituido K = αI. Las considera-
ciones de estabilidad discutidas aqúı estarán basa-
das en la separación de escala de tiempo. La prin-
cipal idea es que con la elección apropiada de las
ganancias, como se discutirá más tarde, las ecua-
ciones del observador (30)-(31) pueden ser vistas
como el subsistema rápido y la ecuación (29) como
el subsistema lento. Nota de nuevo, que esta sepa-
ración de escala de tiempo debeŕıa estar forzada
por un cambio particular del observador y de las
ganancias de adaptación: K y γ.
5.3. Forma de perturbaciones singulares
Para poner el sistema anterior en la forma de per-
turbaciones singulares estándar, realizamos los si-
guientes pasos:
introducimos ā = ã
α
,
seleccionamos γ = α2
definimos ε = 1
α
Con estas consideraciones, alcanzamos,
ẋ = f(x) − U(x, ā)x
ε ˙̃x = −x̃+ āBy,
ε ˙̄a = −(BTP x̃)y.
donde ε > 0 es un parámetro pequeño. Observa
que esta selección particular de las ganancias im-
pone ganancias relativas para la adaptación, γ, y
define precisamente, como las ganancias del obser-
vador están relacionadas con γ.
El sistema objetivo para las variables lentas, tras
el cambio de variables (5)–(8), [1] es
η̇1 = ωη2
η̇2 = −ωη1 − kx2Γ(η1, η2).
Dividiendo estas ecuaciones por ω alcanzan una
forma similar para las ecuaciones pertenecientes
al subsistema rápido. Como queremos que las va-
riables x sea mucho menores que las z tenemos
que imponer
ε≪
1
ω
, ε≪
1
k
Esto significa que tanto la ganancia de adaptación
γ como el parámetro de ajuste k debeŕıan de estar
relacionados con la frecuencia deseada, como:
γ ≫ ω2, γ ≫ k2
Haciendo que z = [x̃, ā]T llegamos a una formula-
ción más general
ẋ = f(x) − U(ũ)x (32)
εż = g(x, z) (33)
con,
x(t0) = x
0, x ∈ R3
z(t0) = z
0, z ∈ R5
y
g(z, x) =
[
−x̃+ āBy
−(BTP x̃)y
]
De acuerdo con el análisis de perturbaciones sin-
gulares, vamos a seguir los siguientes pasos:
1. Encontrar una solución estacionaria del sub-
sistema rápido (33) hayando ráıces de las
ecuaciones g(x, z) = 0, i.e. z = φ(x)
2. Substituir esta solución en el subsistema lento
(32), y encontrar un resultado del subsistema
lento
ẋ = f(x) − U(ũ(x, φ(x)))x
3. Comprobar las propiedades del subsistema
rápido a lo largo de una solución particular
ẋ = f(x) − U(ũ(x, φ(x)))x.
5.4. Subsistema lento
Procediendo con los pasos 1 y 2 anteriores, nece-
sitamos encontrar la solución de la ecuación alge-
braica
0 = g(x, z) =
[
−x̃+ āBy
−(BTP x̃)y
]
cuyas ráıces son calculadas desde
x̃ = āBy
0 = −āBTPBy2
nota que BTPB = 2, y que las ecuaciones ante-
riores tienen múltiples soluciones, i.e
x̃ = 0
āy2(x) = 0
si las condiciones iniciales son tales que y ≡ 0,
entonces
z = φ(x) =
[
x̃
ā
]
= 0
llega a ser una ráız aislada. Entonces para esta
solución particular, y observando que ā = a−â
α
=
0, e.i. â = a el modelo lento se escribe como:
ẋ = f(x) − U(x, 0)x = f(x), (34)
lo cual no es más que el sistema ajustado cuyas
soluciones x(t) = x∗(t) son sinusoidales.
5.5. El subsistema rápido
Ahora, el próximo paso es evaluar la estabilidad
del subsistema rápido en el intervalo de tiempo fi-
nito t ∈ [t0, t1]. Esto se obtiene para la evaluación
del subsistema rápido (33) a lo largo de una solu-
ción particular del estado-cuasiestable x∗(t), ∀t ∈
[t0, t1] (soluciones del sistema ajustado), y reesca-
lando el tiempo t a τ = (t− t0)/ε.
Como una solución particular consideramos y∗ =
x∗2 − x
∗
4 = A cos(ωt+ ϕ), la cual expresada en las
coordenadas de un tiempo extendido τ = (t−t0)/ε
es:
y∗ = y∗(τ, ω, ε, t0) = A cos(ω(ετ + t0) + ϕ)
el subsistema rápido (33) evaluado a lo largo de
tal solución es,
d
dτ
ˆ̃x1 = −ˆ̃x1
d
dτ
ˆ̃x2 = −ˆ̃x2 − ˆ̄ay
∗
d
dτ
ˆ̄a = ˆ̃x2y
∗
el cual puede ser reescrito como:
d
dτ
ẑ = J(y∗)ẑ = J(τ, ω, ε)ẑ
con
J =


−1 0 0
0 −1 −y∗
0 y∗ 0


Bajo estas condiciones, el sistema (33) se reduce
al sistema autónomo lineal
d
dτ
ẑ = J(τ, ω, 0)ẑ = J(y∗0)ẑ (35)
Consideramos el y∗0 ∈ Dx, con Dx , {x : |y| =
|x2 − x4| > c0 > 0}, el sistema anterior posee las
siguientes propiedades.
Propiedad 2 Los autovalores de J(y∗), para
[t, x∗, z] ∈ [t0, t1] × Dx × R
3, son todos estricta-
mente negativos, i.e.
λ1 = −1 (36)
λ2 = Re
{
−1 +
√
1 − 4y∗2
2
}
< 0 (37)
λ3 = Re
{
−1 −
√
1 − 4y∗2
2
}
< 0 (38)
donde c0 > 0 es una constante.
Por tanto, J(y∗) es Hurwitz en el dominio con-
siderado. Como consecuencia, existe una matriz
P (y∗) = P (y∗)T > 0 y una Q(y∗) > 0 tal que las
ecuaciones estándar de Lyapunov se mantienen:
P (y∗)J(y∗) + J(y∗)TP (y∗) = −Q(y∗)
A partir de los argumentos generales de Lyapu-
novs, se tiene que para todo t ∈ [t0, t1]
||ẑ(t, ε)|| ≤ c1 exp
{
−λmin(Q(y
∗))
(
t− t0
ε
)}
El teorema de Tikhonov, ver [5], puede servir de
apoyo para resumir los resultados previos.
Teorema 1 Existe una constante positiva ε∗ tal
que para todo y∗0 ∈ Dx, y 0 < ε < ε
∗, el proble-
ma de perturbaciones singulares de (32)-(33) tiene
una única solución x(t, ε), z(t, ε) en [t0, t1], y
x(t, ε) − x∗(t) = O(ε) (39)
z(t, ε) − ẑ∗(t/ε) = O(ε) (40)
se mantiene uniformemente para t ∈ [t0, t1], don-
de ẑ∗(τ) es la solución del modelo en el subsiste-
ma rápido (35). Además, para algún tb > t0, hay
ε∗∗ ≤ ε∗ tal que
z(t, ε) = O(ε)
se mantiene uniformemente para t ∈ [tb, t1] cuan-
do, ε < ε∗∗.
La extensión de este resultado a un intervalo de
tiempo infinito, requiere probar que el subsistema
rápido es exponencialmente estable en una vecin-
dad de la solución lenta ajustada, x∗(t), para todo
t ≥ t0. Esta demostración puede no ser trivial, y se
dejará para futuras investigaciones. No obstante,
nosotros demostramos la efectividad del método
mediante simulación.
Una intuitiva pero no completa explicación para
probar la bondad del comportamiento resultante,
puede ser dada con la ayuda de la Fig. 3. Obser-
va que el carácter de Hurwitz del Jacobiano (5.5)
se pierde sólamente cuando y = 0. Ya que el mo-
vimiento rápido, z, se desarrolla con casi y cons-
tante (see Fig. 3), y no alcanzará el valor de cero
durante este movimiento previamente estipulado
cuya condición inicial en cada momento de iniciar
la adaptación es tal que y está suficientemente le-
jos de cero. Una vez que el conjunto de soluciones
lentas (el ciclo ĺımite) sea alcanzado, la variable
lenta evolucionará en el dominio z = 0. Este do-
minio corresponde al caso cuando el mecanismo de
adaptación alcanza su objetivo y el parámetro a
se ha estimado correctamente. En este dominio y
puede alcanzar el valor de cero pero, intuitivamen-
te, podemos pensar que el sistema, una vez la ley
de adaptación ha alcanzado el valor correcto, pre-
sentará un comportamiento que es similar al caso
de carga conocida. Este último caso de estabilidad
ya se probó en los caṕıtulos anteriores.
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Figura 3: Evolución de una trayectoria en el subes-
pacio de estado (x1, x2, ‖z‖). La parte de la tra-
yectoria cuando el parámetro de la adaptación ha
convergido está en el plano ‖z‖ = 0
6. Simulaciones
Las siguientes simulaciones se realizan consideran-
do V in = 20V , R0 = 100Ω, L1 = L2 = 1,5mH ,
C1 = C2 = 100µF . La salida deseada del circuito
es Vout = 40 sin50t V .
Para obtener esta tensión, los parámetros son
a = 0,039, ω = 0,121, A = 1, k = 1,2 y η20 =
η40 = 0. Los parámetros de la elipse resultante
son η10 = η30 = 12,842, µ = 0,37. El valor esti-
mado del parámetro a será â = 0,03 (R0 = 130Ω),
i.e., un 23 % error.
Fig. 4 muestra la evolución de la tensión de salida.
Observa que el circuito alcanza el comportamiento
deseado. La escala de tiempo es la escala de tiempo
real, sin cambio de variable.
La adaptación del parámetro a se representa en
la Fig. 5, además, se prueba la ecuación (40). La
convergencia de la variable lenta x2(t, ε) − x
∗
2(t)
a O(ε) con diferentes ε se muestran en la Fig. 6,
(ecuación (39)). Observa el valor de la escala para
el eje vertical y horizontal.
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Figura 4: Tensión de salida con adaptación de una
perturbación de 23 %
0 0.05 0.1 0.15 0.2
−2
0
2
4
6
8
10
x 10
−3 a)
0 0.05 0.1 0.15 0.2
−2
0
2
4
6
8
10
x 10
−3 b)
āā
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Figura 5: Evolución de ā − ā∗ con ε = 0,01 en a)
e ε = 0,001 in b)
7. Conclusiones
Se ha presentado un control adaptativo para tra-
tar el caso de la carga desconocida para el inversor
boost. El método se basó en usar un observador
de estado en un lado del inversor y el conocimien-
to de que las variables de estado son accesibles.
La estabilidad del sistema completo se probó re-
escribiendo el sistema en forma de perturbaciones
singulares estándar, de ah́ı obtuvimos una relación
entre la ganancia de adaptación, γ, el parámetro
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Figura 6: Convergencia de x2 −x
∗
2 con ε = 0,01 in
a) y ε = 0,001 en b)
de la matriz del observador, α, y el parámetro de
la variable perturbada, ε. Otra relación importan-
te entre el parámetro de la variable perturbada,
ε, y la frecuencia del sistema, ω, se alcanzó en
el análisis del subsistema rápido. Finalmente, se
estableció la estabilidad mediante el teorema de
Tikhonov.
Un problema abierto es la extensión de este resul-
tado al intervalo infinito.
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