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In all affairs it’s a healthy thing now and then
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Under the action of an electric field, the electrons in a perfectly periodic ideal crystal do not
display a linear acceleration but, instead, present a surprising oscillatory behaviour describing
the so-called Bloch oscillations. From the experimental side, early experiments in 1970 by L.
Esaki and R. Tsu tried their observation, but it was not until 1992 when J. Feldmann et al. found,
for the first time, experimental evidence when working with highly pure semiconductor crystals
at very low temperatures. The usual ohmic behaviour arises from the collapse of the perfect
periodicity of the crystal due to, e.g. vibrations or impurities, that produces the destruction
of these oscillations, making their observation impossible under normal conditions. On the
computational side, many simulation methods reproduce the Bloch oscillations; however, few
realistic techniques are prepared to simulate their destruction under realistic conditions like
finite temperature. Here, we study the evolution of Bloch oscillations into ohmic transport and
the various trends with the phonon frequency, the band width and the electron-lattice coupling
applying time-dependent second-principles density functional theory on a purely quantum one-
dimensional model using the newly implemented scale-up code.
Keywords: Bloch oscillations, transport in solids, ohmic transport, electrical conductivity,
electron-lattice coupling, second-principles.
Resumen
Bajo la acción de un campo eléctrico, los electrones de un cristal ideal perfectamente periódico
no presentan una aceleración lineal sino un sorprendente comportamiento oscilatorio, describi-
endo las llamadas oscilaciones de Bloch. Desde el punto de vista experimental, experimentos
tempranos llevados a cabo por L. Esaki y R. Tsu trataron de observarlas, pero no fue hasta 1992
cuando J. Feldmann et al. encontraron, por primera vez, evidencias experimentales trabajando
con cristales semiconductores de gran pureza a muy bajas temperaturas. El acostumbrado
comportamiento óhmico surge debido a las roturas de la periodicidad perfecta del cristal causadas,
por ejemplo, por vibraciones o impurezas, que producen la destrucción de estas oscilaciones,
lo que hace que sea imposible observarlas en condiciones normales. Desde el punto de vista
computacional, numerosos métodos de simulación son capaces de reproducir las oscilaciones de
Bloch; no obstante, existen pocas técnicas realistas preparadas para simular su destrucción bajo
condiciones realistas como temperatura finita. En este trabajo, estudiamos la evolución desde
las oscilaciones de Bloch hasta el transporte óhmico y las diferentes tendencias con la frecuencia
de los fonones, el ancho de banda y el acoplamiento electrón-red mediante la aplicación de la
teoría del funcional de la densidad de segundos principios dependiente del tiempo, utilizando
para ello el código scale-up recientemente implementado.
Palabras clave: Oscilaciones de Bloch, transporte en sólidos, transporte óhmico, conductividad
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Transport phenomena constitute a fundamental part of physics and, in particular, they play a
key role in solid state physics and chemistry, since their study allows us to know the response
of a certain material to perturbations like external fields or temperature gradients [1]. Among
these phenomena, electronic transport can be considered as one of the most relevant problems
and it has been widely researched and thoroughly characterized through the measurement of the
electrical resistivity in almost all materials [2]. However, understanding electronic transport,
and in particular electrical conductivity, from a rigorously quantum mechanical point of view is
by no means a trivial matter [3], as we shall try to show in the following lines.
Experimentally, it is well known that if we consider a metallic sample and we apply a static




where V is the potential difference between two points and R is the resistance of the sample, if
we assume that the amplitude of the electric field ~E is not so high as to produce a non-ohmic
behaviour. This equation is usually expressed in terms of the electric current density J = I/A,
where A is the transverse area of the sample, as follows [4]:
J = σE , (1.2)
where σ is the electrical conductivity, a characteristic parameter of each metal. In fact, σ
is not a scalar but a second order tensor. However, since in this work we shall be dealing
with a one-dimensional system, we shall only be concerned with the component of such tensor
corresponding to the longitudinal direction of our system.
In accordance with what has been set out in the above paragraph, if we applied a constant
electric field to a metal, under normal circumstances and due to a long history of measurements,
we would expect to observe a constant electric current. Nevertheless, if we considered the same
constant electric field, but now applied to a perfectly periodic ideal crystal, according to the
quantum equations of motion [5] the electric current would not be, by any means, constant, but
it would display a surprising oscillatory behaviour with time, and so Ohm’s law would not be
applicable. Thus, in such ideal crystal, the electrons do not display a linear acceleration but,
instead, they present an oscillatory behaviour, describing the so-called Bloch oscillations, named
after the Swiss physicist Felix Bloch (1905-1983). Naturally, a great number of questions arises
at this point:
• What is the origin of these oscillations?
• Why do not we observe them under normal conditions?




One of the main objectives of this work will be trying to answer these questions. There is
another crucial issue related to the previous ones, which is the origin of resistivity in solids, a
topic that has aroused great interest since the beginning of the twentieth century. Thus, we can
mention different and wrong attempts to arrive at the correct explanation of this phenomenon,
such as the known one made by the German physicist Paul Drude (1863-1906) in 1900 [6],
when he introduced his classical free electron model for metals, or the different speculations
which signaled that electrical resistivity was due to the scattering suffered by the electrons when
crossing the barriers of the crystalline potential. The true cause of resistivity, however, is the
electron-lattice interaction [1], that is, the interaction between an electron, conceived to be in a
particular state described by a wave function, and a lattice vibration, described by a phonon
eigenstate. The basic idea of this process is quite simple. The phonon disturbs the lattice,
displacing some atoms from their reference positions in the crystal. An electron is affected by
the change of position, and is thus liable to be deflected, or scattered, out of its accustomed
course. For example, a longitudinal vibration compresses or expands the lattice at various points,
at which the effective electrostatic potential acting on the electron is changed, and there is the
possibility of scattering. In this interactions the total wave vector is conserved, that is, the
electron can only be scattered if a phonon is emitted or absorbed and the total wave vector not
changed except by a reciprocal lattice vector [1]. In Figure 1.1 we show a very schematic cartoon
that might be of help to visualize the difference between Bloch oscillations and ohmic transport.
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Figure 1.1. Schematic cartoon which illustrates the difference between Bloch oscillations and ohmic
transport. Upon the application of a constant electric field, the electrons in a perfectly periodic ideal
crystal display an oscillatory behaviour. However, the lattice vibrations cause the collapse of the periodicity
and, therefore, the scattering of the electrons by phonons, giving rise to an ohmic transport regime in
which the electrons are continuously transported against the field.
Experimentally, electrical resistivity has been thoroughly studi d and the relationship between it
and atomic vibrations is perfectly characterized. In Figure 1.2 we show the experimental results
of one of the numerous studies of resistivity in solids carried out, where the linear dependence
between the concentration of phonons and the electrical resistivity is clearly appreciated [7].
However, although numerous phenomena involving electron-phonon interactions have been
studied in recent decades through first-principles simulations [8], the study of transport phenom-
ena, and electrical conductivity in particular, from a theoretical/computational point of view
constitutes an important weak point of Theoretical Solid State Physics, as there are no methods
that allow realistic simulations of transport phenomena. Therefore, to study phenomena such as
the destruction of Bloch oscillations due to atomic vibrations or the behaviour of the electrical
conductivity at room temperature, it will be necessary to resort to other kinds of approaches
1.1. OBJECTIVES OF THIS WORK 3
such as the second-principle techniques.
(a) (b)
Figure 1.2. Experimental results of the electrical resistivity of copper and platinum as a function of
temperature. It is clearly observed that the phononic contribution to electrical resistivity depends linearly
on temperature. Both figures were extracted from Ref.[7].
1.1. Objectives of this work
In order to clarify the purpose of this work, it is necessary to specify the principal objectives
pursued by this dissertation so that they can serve as a guide for further discussions. Hence, we
can distinguish two fundamental objectives:
• On the one hand, we aim to check how Bloch oscillations arise at a temperature T = 0 K in
a purely quantum model of a one-dimensional tight-binding chain, that is, without taking
into account any of the assumptions of the semiclassical transport theory, and to study the
role of the electron-lattice interaction in the evolution from these oscillations into ohmic
transport when we increase the temperature and, therefore, introduce soft vibrations of
the atomic nuclei.
• On the other hand, we want to study the dependence of the electrical conductivity on the
different parameters such as the amplitude of the applied electric field, the band width,
the phonon frequency or the electron-lattice coupling.
As it has been already mentioned, to achieve these objectives it is necessary to resort to the
second-principles techniques, so another objective of this work is to become familiar with this kind
of approaches and to understand the theoretical foundations of the first and second-principles
methods, as well as their range of validity and their limitations.
1.2. Structure of this essay
Before finishing this brief introduction, it is convenient to give an overview of the structure of
this essay. First, in Chapter 2 we shall expose some fundamental concepts of quantum transport
theory, with particular emphasis on the origin of resistivity in solids and on the theoretical
justification of Bloch oscillations, for which we shall resort to the semiclassical transport theory.
After that, in Chapter 3 we shall present the theoretical basis of the computational methods
used in this work, with particular reference to first-principles —especially density functional
theory— and second-principles methods, with the intention of setting the background where
the simulations are carried out. Subsequently, in Chapter 4 we shall show the principal results
with a detailed discussion of their most relevant aspects, with a particular emphasis on the
4 1. INTRODUCTION
systematic study of the current and the polarization in the case T = 300 K, in which we shall
study the influence that the different parameters of the system have on such magnitudes. Finally,
in Chapter 5 the main conclusions of this work will be set out and we shall give an overview of
possible extensions of the topic explored in this dissertation.
CHAPTER 2
Fundamentals of Quantum Transport Theory
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Introduction. Before describing the methods used in this work and the results obtained
through them, it is convenient to introduce some concepts that will be useful in further
discussions and also to make a light review of some notions of solid state theory, in particular
concerning quantum transport theory, in order to provide with a theoretical background
for the problems and questions which we shall deal with in subsequent chapters. Hence,
in this first chapter we shall remember the fundamental Bloch’s theorem and the principal
resistivity mechanisms in solids, we shall see, theoretically, what happens when an electric
field is applied to a periodic system, and we shall tackle the problem of Bloch oscillations
within the framework of the semiclassical transport theory.
Contents
2.1. Bloch’s theorem and the origin of resistivity in solids . . . . . . . . . . . . . . . . . . 5
2.2. Electric fields and periodic systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1. The semiclassical transport theory . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2. Bloch oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1. Bloch’s theorem and the origin of resistivity in solids
Bloch’s theorem is an essential result of solid state theory introduced by F. Bloch in his doctoral
thesis (1928) [9] and it is key to properly understand the physics of electrons in a periodic crystal.
Although its relevance has been already highlighted during the degree, it is convenient to write
it down once again due to its relevance in the discussions that follow. This theorem can be
stated as follows [10]:
Theorem 2.1 (Bloch’s theorem). The eigenstates ψ of the one-electron Hamiltonian H =
−~2∇/2m+ V (~r), where V (~r + ~R) = V (~r) for all ~R in a Bravais lattice, can be chosen to have
the form a plane wave times a function with the periodicity of the Bravais lattice:
ψ
j~k
(~r ) = u
j~k




(~r + ~R) = u
j~k
(~r ) , (2.2)
for all ~R in the Bravais lattice.
Proof. Let us denote by ~g the reciprocal lattice vectors. It is well known that the wave












 ei~k~r = u
j~k
(~r )ei~k~r , (2.3)
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Let us see that u
j~k
(~r ) has the periodicity of the direct lattice {~R}:
u
j~k















(~r ) , (2.5)
since e−i~g ~R = 1 given that ~g ~R = 2nπ, n ∈ Z. 
This theorem implies that the wave functions of the electrons of a crystal under a periodic
potential, the so-called Bloch waves or Bloch functions, can be expressed as a periodic function
u
j~k
(~r ), which depends on how localized or delocalized the considered electrons are, modulated
by the plane wave ei~k~r. Hence, the Bloch waves ψ
j~k
(~r ) are delocalized throughout the crystal,
but they do not have the periodicity of the direct lattice.
It has been already mentioned that the scattering of the electrons when crossing the barriers
of the crystalline potential was not the actual reason for resistivity. In order to justify this
statement, let us consider an ideal crystal and an electron of wave vector ~k under the crystalline
potential V (~r) introduced in Theorem 2.1. Then, it is easy to see that
ψ
j~k
(~r + ~R) = uk(~r + ~R)eik(~r+
~R) = u
j~k
(~r )eik~reik ~R = ψ
j~k
(~r )eik ~R , (2.6)
so for two cells separated by a lattice vector ~R, the Bloch functions only differ in a phase factor
ei
~k ~R, and the wave vector ~k of the electron is conserved.
This implies that, even though the Bloch waves ψ
j~k
(~r ) do not have the periodicity of the
direct lattice, the electron density |ψ
j~k
(~r )|2 does have it, since
∣∣∣ψj~k(~r + ~R)∣∣∣2 = ∣∣∣ψj~k(~r)∣∣∣2 ∣∣∣ei~k~r∣∣∣2 = ∣∣∣ψj~k(~r)∣∣∣2 (cos2(~k~r ) + sin2(~k~r )) = ∣∣∣ψj~k(~r )∣∣∣2 . (2.7)
From Eq.(2.7) it may be concluded that the electron density remains unchanged when the
electrons cross the barriers of the potential V (~r), which in turn implies that there would be no
loss of charge density and, therefore, no resistivity.
The previous reasoning allows us to affirm that in a perfectly periodic ideal crystal there
would be no resistivity. Therefore, it can be concluded that resistivity must be due to the
collapse of the perfect periodicity of the crystal, which gives rise to scattering processes of the
electrons that causes them to change their wave vector ~k. This collapse of the periodicity, that
is inevitably present in real crystals, can be due to different causes; the most relevant are the
atomic vibrations, the presence of defects and impurities, the interaction between electrons or
the presence of ordered magnetic moments, whose periodicity is frequently different to that of
the Bravais lattice. Among these resistivity mechanisms, in this work we are going to focus only
on the first and, perhaps, the most relevant one, the atomic vibrations, so it is necessary to
spend a few words to talk about them.
It is easy to see that atomic vibrations, that is, the movement of the positive cores around
their reference positions, break the perfect translational periodicity of the crystalline potential
V (~r), so that Bloch’s theorem is no longer valid. During the degree, we have studied the classical
dynamics of the atomic vibrations within the framework of the harmonic and the nearest-
neighbour approximations, and the quantization of the corresponding results in terms of phonons
or quanta of vibration. In order to illustrate the relationship between the temperature and the
amplitude of the atomic vibrations, let us remember that within the harmonic approximation
the vibrational energy is a parabola as the one sketched in Figure 2.1. Hence, taking into
account that the vibrational energy is E ∼ kBT , it is clear that higher temperatures imply






Figure 2.1. Schematic cartoon that illustrates the dependence of the amplitude of the atomic vibrations
on the temperature.
higher vibrational energies and thus greater amplitudes of the atomic displacements, as it is
shown in Figure 2.1.
From the previous paragraph it follows that an increase in the temperature will cause a
reduction in the translational periodicity of the crystal, giving rise to more scattering processes
of the electrons and thus resulting in a higher electrical resistivity.
The role of temperature and vibrations in the evolution from Bloch oscillations to ohmic
transport will be analysed more carefully in Chapter 4 through simulations that will allow us to
observe the behaviour of the current and the polarization for different values of the temperature,
the phonon frequency and the electron-lattice coupling.
2.2. Electric fields and periodic systems
To properly understand transport phenomena in solids it is necessary to study the dynamics of
the electrons under the action of external fields. In this work we shall focus our attention on
what occurs when we apply an external electric field to a solid.
In the introduction of this work it was mentioned that when a constant electric field is
applied to a perfectly periodic ideal crystal, the electric current presents an oscillatory behaviour,
describing Bloch oscillations. In this section we shall justify this statement.
By applying an electric field ~E to the system, the potential energy will be the sum of the
crystalline potential V (~r), which has the translational symmetry of the crystal, and the electric
potential energy −e ~E~r. This new potential V (~r)−e ~E~r does not have the translational symmetry
of the crystal, as it is sketched in Figure 2.2, but it has the form of a Wannier-Stark ladder
[11], which makes extremely difficult to solve the time-dependent Schrödinger equation, whose
resolution is essential to study the dynamics of the electrons. Moreover, Bloch’s theorem would
not be valid either, since one of its hypothesis is that the potential has the periodicity of the
Bravais lattice. Nevertheless, it can be proved [12] that introducing a homogeneous electric field
produces a displacement of the charge density without changing its spatial periodicity, like a
sliding frozen density. Hence, the wave functions of the electrons keep a Bloch-like form but
with the difference that they are much more localized that in the absence of electric field.
It must be remarked that developing here a rigorous quantum mechanical treatment of the
problem exceeds the scope of this work, so to describe the concepts concerning the dynamics
of the electrons of a crystal which are relevant for the present work we shall resort to the
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E 
V(x) 
V(x) - eEx 
-eEx 
Figure 2.2. Schematic cartoon that shows how the introduction of an external electric field breaks the
translational symmetry of the crystalline potential. In this case, the electric field pointing to the left causes
the energy of the orbitals placed in successive cells to the right to grow in small steps (Wannier-Stark
ladder).
semiclassical transport theory, developed by F. Bloch [9] and C. Zener [13]. However, as we
shall see in Chapter 3, in this work we shall go beyond these limitations as our computational
treatment will be fully quantum mechanical.
2.2.1. The semiclassical transport theory
The semiclassical model considers that electrons keep their quantum nature but that they
move under the action of external field according to Newtonian dynamics. In this regard, the
delocalized Bloch wave is substituted by a localized wave packet with a wave vector ~k defined up
to a reciprocal lattice vector. Hence, this model predicts the temporal evolution, in the absence
of collisions, of the average values of the position ~r and the wave vector ~k of the wave packet
[10, 14]. For the sake of simplicity, from now on we will denote these average values respectively
as ~r and ~k instead of 〈~r〉 and 〈~k〉. It should be noted that this prediction is based entirely upon
a knowledge of the band structure of the metal and upon no other explicit information about the
periodic potential of the ions. Thus, the semiclassical model aims to relate the band structure,
that is, the form of the dispersion relation εn(~k), where n is the band index, with the transport
properties of the metal. Nevertheless, it should be remarked that the validity of this approach is
subjected to the following rules [10]:
i) The band index is a constant of motion, so interband transitions are forbidden. Conse-
quently, this approach is valid provided that the external electric and magnetic fields
are moderate enough so that the electron cannot jump between bands.











= ~F , (2.9)
where ~F denotes the external force exerted by external electric and magnetic fields.
Equation (2.9), which relates the variation of ~k with the external force ~F , might look similar to
the classical equation ~F = d~p/dt, and they are indeed the same in the case of free electrons, for
which ~p = ~~k, i.e. the total momentum coincides with the crystalline momentum. However, the
equality between both equations does not hold when we consider Bloch electrons, since they are
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also subjected to the force of the crystalline potential V (~r), which does not change the wave
vector ~k, and thus there is a term in the total momentum ~p which depends on the crystalline
potential.
Since in this work we are interested in the dynamics of electrons under external electric fields,
we shall henceforth orient our brief theoretical exposition towards the case in which the external
force is exerted by a uniform static electric field. Therefore, first of all we should briefly explain
why the semiclassical theory can be applied in that particular case.
As mentioned in the beginning of this section, applying a uniform static electric field pointing
to the left causes the energy of the orbitals placed in successive cells to the right to grow in small
steps (in the form of a Wannier-Stark ladder), which causes the electrons to no longer tunnel
through the wells, but there are reflections and thus interferences between the various waves
transmitted and reflected in the wells that make the initial wave packet remain localized, as
the semiclassical theory postulates. Moreover, this localization is greater as the electric field is
increased. In addition, the localized packets of different bands overlap very little with each other,
so that, if the applied fields are not exaggeratedly large, interband transitions are negligible,
according to the assumption of the semiclassical theory.
2.2.2. Bloch oscillations
In the previous chapter it has been mentioned that applying a uniform static electric field
to a perfectly periodic ideal crystal gives rise to an oscillatory current. Nevertheless, what
we observe under normal conditions is that electrons are continuously transported against
the field, without a trace of oscillatory behaviour. The justification for this fact is that no
real crystal is perfectly periodical, since the resistivity mechanisms already described (atomic
vibrations, defects, impurities, etc.) break its translational symmetry, thus causing scattering
of the electrons. This scattering occurs, in average, in a time-scale shorter than the period of
the Bloch oscillations, making impossible to observe the latter under normal conditions. That
period, as we shall see at the end of this chapter, is inversely proportional to the amplitude of
the electric field and to the lattice parameter. From the experimental point of view, the first
idea to detect them was developed in 1970 by L. Esaki and R. Tsu [15], but it was not until
1992 when J. Feldmann et al. [16] discovered for the first time experimental evidences of Bloch
oscillations working with superlattices of highly pure (to minimize the scattering by defects
and impurities) semiconductor crystals at very low temperatures (to minimize the scattering
by phonons), thereby increasing the relaxation time of the scatterings up to τ ∼ 10−12 s, and
applying very high electric fields E ∼ 108 V m−1 in order to decrease the period of the oscillations
up to T ∼ 10−14 s. On the computational side, many simulation methods reproduce the Bloch
oscillations. However, few realistic techniques are prepared to simulate their transition under
realistic conditions to an ohmic regime under finite temperature, a shortcoming remedied by the
second-principles methods that will be discussed in the following chapter.
In this subsection, we shall see how Bloch oscillations arise within the framework of the
semiclassical transport theory. According to Eq.(2.9), if a uniform static electric field ~E is








where we have integrated the equation and we have taken ~k(0) = 0. We see that ~k(t) grows
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Since ~v(~k) is periodic in the reciprocal lattice, the velocity in Eq.(2.11) is a bounded function
of time and, when ~E is parallel to a reciprocal lattice vector, oscillatory, which is in striking
contrast to the free electron case, where ~v is proportional to ~k and grows linearly in time [10].
Let us think of a simple example in order to illustrate this reasoning. If we consider a
one-dimensional tight-binding model, the dispersion relation will have the following form:
ε(k) = −α− 2γ cos(ka) , (2.12)








Taking into account Eq.(2.10), we can also express the velocity as a function of time:





Figure 2.3 shows schematically the form of ε(k), v(k), k(t) and v(t) for this case. The velocity is
linear in k near the band minimum, like in the case of free electrons, but it reaches a maximum
as the zone boundary is approached, and then drops back down, going to zero at the zone edge.
Hence, in the region between the maximum of v and the zone edge, the velocity decreases as k
increases, so that the acceleration of the electron is opposite to the externally applied electric
force [10], something which is completely different from what we are accustomed to observing
under normal conditions. When the zone limit k = π/a is reached, k cannot grow anymore, since
the semiclassical model forbids electrons to change of band, so that the crystalline potential
V (~r) causes a Bragg reflection to the state k′ = −π/a. Note that Bragg’s law is verified, since
k′ − k = −2π/a is a reciprocal lattice vector. The temporal evolution of k, including the sharp
falls due to Bragg’s reflections, is also shown in Figure 2.3.
k(t) v(t) 
0 
1 0 2 







Figure 2.3. Schematic cartoon that illustrates the behaviour of ε(k), v(k), k(t) and v(t) for a one-
dimensional tight-binding model when a uniform static electric field is applied. It should be highlighted
the oscillatory behaviour of v(t), describing Bloch oscillations.
Therefore, we conclude that if a uniform static electric field is applied to a periodic system, the
electrons will describe Bloch oscillations. Moreover, since the electric current is proportional to
the velocity of the electrons, it follows that a constant electric field applied to a periodic system
will give rise to an oscillatory current, as we shall see through the simulations in Subsection







=⇒ T = 2π~
eEa
, (2.15)
which, for an electric field E ∼ 104 V m−1, is of the order of 10−8 s.
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In this chapter, the theoretical background of this work has been laid down: we have given an
overview of some of the fundamentals of quantum transport theory, and the principal phenomena
with which this work is concerned, like Bloch oscillations and electrical resistivity, have receieved
a little initial discussion. However, as it has been already mentioned, the computational study
of these phenomena is very demanding, and thus for its treatment it is necessary to resort to the
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Introduction. The development of computational techniques in solid state physics and
chemistry has led the theoretical research in these areas to a new level of accuracy and
predictive power. Hence, simulations have become a fundamental tool to study the behaviour
of molecular and solid-state systems in a cost-effective manner which constitutes an excellent
complement to experiments. In this regard, in this chapter we aim to present the theoretical
foundations of the principal computational methods used in this work. First of all, an
overview of the main first-principles based methods and their limitations will be given, with a
particular emphasis on the density functional theory, and especially on the Hohenberg-Kohn
theorems and the Kohn-Sham approach. Afterwards, we shall delve into the systematically
improvable dft-based second-principles (sp-dft) methods, focusing on the reasons which
make this approach the best option for our purposes. In particular, the extension of this
second-principles approach into the time domain will be introduced as a fundamental tool to
study transport properties of solids. Hence, having established the theoretical foundations,
the system studied in this work and its different components will be presented and framed
within the aforementioned computational methods.
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3.1. Notation
In the following we shall be dealing with a problem of N electrons and M nuclei, and before
doing so we shall clarify the notation used in this document.
Regarding the positions, we shall use a capital ~R to denote the positions of the nuclei and
a lowercase ~r for the electrons. We shall always label objects related to electrons with Latin
alphabet symbols (a, b, c. . . ), while those related to nuclei will be labelled with Greek alphabet
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symbols (α, β, γ. . . ). To denote the set of positions of nuclei or electrons we shall use curly
brackets, i.e. {~R} = ~Rα, ~Rβ, ~Rγ . . . , and {~r} = ~ra, ~rb, ~rc. . . Unless necessary, explicit dependencies
will be avoided for the sake of readability. When referring to periodic solids, the position of
a certain object, like atoms or electronic wave functions, will be given by an index specifying
the order in the unit cell and the global Bravais vector of that cell. We shall denote by a bold
symbol the set of object and direct lattice vector. For example, ~Rλ denotes the atom λ of the
unit cell at direct lattice vector ~RΛ. Henceforth, atomic units will always be used.
3.2. First-principles methods
First of all, we should briefly explain what first-principles or ab initio methods are. In short,
these are predictive methods which allow us to solve the Schrödinger equation for N electrons
and M nuclei where the only experimental inputs are the fundamental constants, such as the
Planck’s constant, the mass of the electron, and the atomic numbers of the nuclei [17]. This
equation has the following form:
Ĥ({~r}, {~R}, t)Ψ({~r}, {~R}, t) = i~ ∂
∂t
Ψ({~r}, {~R}, t) . (3.1)
Taking into account that the interaction between electrons and nuclei is purely electrostatic (other
types of interactions like gravitational or nuclear are negligible), when writing the Hamiltonian
we will just consider the kinetic energy of the electrons (T̂ ) and nuclei (T̂n), and the electrostatic
interactions between electrons (V̂ee), nuclei (V̂nn), and electrons and nuclei (V̂en) and with
external potentials (V̂ext). Since in this work we shall not be dealing with time-dependent
external fields, we can consider that the Hamiltonian does not depend explicitly on time, and
thus the complete, stationary, non-relativistic Hamiltonian can be expressed as follows:
Ĥ = T̂n({~R}) + T̂ ({~r}) + V̂en({~r}, {~R}) + V̂ee({~r}) + V̂nn({~R}) + V̂ext . (3.2)













Since all the electrostatic interactions have a Coulombic form, we can express the electron-electron



















Hence, we shall define the electronic Hamiltonian as follows:
Ĥel = T̂ + V̂ee + V̂ne + V̂nn + Vext , (3.8)
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which depends only on the nuclei positions but not on their momenta. Furthermore, other
operators describing spin-orbit or spin-spin coupling have been also neglected owing to their
small contributions for the properties under study [18].
Since the Hamiltonian is time-independent, we can separate the total wave function into
a time-dependent part and a spatial part without any loss of generality. Hence, for the A-th
stationary state we can write:
ΨT ({~r}, {~R}, t) = ΨA({~r}, {~R})ΦA(t) . (3.9)
If we substitute this expression on Eq.(3.1), it is clear that we can separate the time-dependent
part and the spatial part. Hence, when solving the differential equation, the time-dependent
part turns out to be trivial:
ΦA(t) = Φ(0)A e
−iωAt , (3.10)
where ωA = EA/~ is the frequency corresponding to the energy EA of the state. The spatial
part, however, depends on both the electron and nuclear coordinates and thus it is much more
complex:
HΨA({~r}, {~R}) = EAΨA({~r}, {~R}) . (3.11)
In order to simplify this problem, it is convenient to describe a common approximation that will
allow us to decouple the dynamics of electrons and nuclei.
3.2.1. Adiabatic approximation
The expression (3.1) is a second-order differential equation which includes cross terms in Eq.(3.7)
that make it impossible to be solved analytically and that is really expensive numerically. For
this reason, here we shall consider the adiabatic approximation, which is based, roughly speaking,
on the idea that the movement of the nuclei is much slower than the one of the electrons owing to
the difference of mass, so that we can consider their dynamics separately [18]. Let us now detail
a bit more this approximation. First, note that we can separate the total wave function into
electronic, Ψ̃A({~r}, {~R}), and nuclear, ΞA({~R}), wave functions without any loss of generality:
ΨA({~r}, {~R}) = Ψ̃A({~r}, {~R}) · ΞA({~R}) , (3.12)
where Ψ̃A({~r}, {~R}) is chosen so that it is an eigenfunction of the electronic Hamiltonian:
HelΨA({~r}, {~R}) = EA({~R})ΨA({~r}, {~R}) . (3.13)
The equation above is solved, considering the positions of the nuclei not as variables but as
parameters, for each possible nuclear geometry. This procedure provides a set of energies
{EA({~R})} which conform an energy surface usually called Adiabatic Potential Energy Surface
(apes). Hence, under this approximation we can solve the electronic equation as if the nuclei
were frozen to obtain the minimum of {EA({~R})} and use the corresponding geometry as the
one observed in experiments.
The next step is to substitute Eq.(3.12) into Eq.(3.11) and assume that the effect of the
nuclear momentum operator on the electronic wave function is negligible, which constitutes a
key point of the adiabatic approximation. Under this assumption, and after some calculations,
that can be found in detail in Ref.[18], the movement of the nuclei can be obtained from a
Schrödinger-like equation under a potential energy which coincides with the aforementioned
apes:
(T̂n + EA({~R}) · ΞA({~R}) = E · ΞA({~R}) . (3.14)
This equation is then solved to obtain the vibrational states and the corresponding vibrational
energies, which added to the electronic energies will give us the total energy E of the system.
Thus, we have already decoupled the movement of electrons and nuclei as they were independent,
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with the total wave function written as a product of the nuclear wave function and the electronic
wave function, and a total energy which is the sum of the respective energies.
It should be remarked that under the adiabatic approximation we have considered just one
apes, neglecting the coupling between different energy surfaces. However, this is not valid if two
or more apes are so close together energetically that the interaction between them cannot be
neglected [18].
Once we have introduced these basic concepts, let us focus our attention on two of the most
relevant first-principles based methods: the Hartree-Fock method and, especially, the density
functional theory (dft).
3.2.2. Hartree-Fock method
The Hartree-Fock method is historically based on the one-electron approximation made by Hartree
and the subsequent corrections made by Slater and Fock in order to force the multielectronic wave
function to satisfy the Pauli exclusion principle and the indistinguishability principle. Hence,
in the Hartree-Fock approximation, the multielectronic wave function Ψ is considered as an
antisymmetrisized product of electronic orbitals, which can be expressed as a Slater determinant




ψ1(~r1) ψ1(~r2) · · · ψ1(~rN )
ψ2(~r1) ψ2(~r2) · · · ψ2(~rN )
...
... . . .
...
ψN (~r1) ψN (~r2) · · · ψN (~rN )
∣∣∣∣∣∣∣∣∣∣∣
. (3.15)
The fact of considering the multielectronic wave function as a single Slater determinant implies
that electron correlation is neglected, or equivalently, that the electron-electron repulsion is only
included as an average effect [18].
Once the approximated form of the wave function has been introduced, the variational
principle is then used to obtain the orbitals that minimize the energy [18]. This procedure leads
to the one-electron Hartree-Fock equations:
ĥHFψa =
[
t̂+ V̂ne + Ĵ − K̂
]
= εaψa , (3.16)
where Ĵ and K̂ are one-electron operators and the difference Ĵ − K̂ is the electron-electron
interaction. In particular, Ĵ is the so-called direct interaction term and it stands for the classical









On the other hand, K̂ is the exchange interaction, whose origin is purely quantum mechanical










The set of Hartree-Fock coupled equations (3.16) requires the use of computers to obtain its
solution, which is found through a self-consistent procedure. Hence, the total energy associated









(Jab −Kab) + Vnn . (3.19)
This energy corresponds to the choice of a single, well-defined configuration, i.e. a single Slater
determinant. Nevertheless, the full electronic wave function contains infinite configurations that
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are usually approximated as a weighted sum of Slater determinants. The energy associated to
the multiple configurations is not, however, the sum of the energy of the configurations, as the
interaction among the configurations needs to be considered. The difference between the single
configuration energy and the multiconfigurational one is the so-called correlation energy, which
is given by:
Ec = E − EHF , (3.20)
where E is the energy associated to the multiconfigurational method. It should be highlighted
that multiconfigurational simulations are computationally very expensive and thus they are not
adequate for the study of solids, for which it is necessary to consider a different approach.
3.2.3. Density functional theory
As mentioned before, the principal shortcoming of standard ab initio wave function methods like
Hartree-Fock is that the wave function Ψ of a N -electron system is typically very complicated
as it is a complex-valued function which depends on 3N coordinates. In order to overcome these
difficulties, in the 1920’s, it took place the emergence of an alternative method, in which the
energy is not considered as a functional of the wave function but as a functional of the much
simpler electron density [18]:
n(~r) =
∫
|Ψ(~r, ~r2, ..., ~rN )|2d~r2... ~rN , (3.21)
which only depends on the three spatial coordinates, no matter how many electrons the system
has. This is a significant improvement compared with the previous methods, since the complexity
of the wave function depends directly on the number of electrons of the system, but the electron
density remains manageable even in large systems. Moreover, the electron density, unlike
the wave function, is an observable and, therefore, may be directly related to experimental
observation.
Regarding the energy, and considering it as a functional of the density, E[n], it may be
divided into three different density functionals: the kinetic energy, T [n]; the external potential
that does not belong to the electrons, Vext[n]; and the electron-electron repulsion, Vee[n], which
can in turn be divided into a Coulomb part, J [n], and an exchange part, K[n]. The functionals








J [n] = 12
∫∫
n(~r)n(~r ′)
|~r − ~r ′|
d3rd3r′ . (3.23)
It should be noted that dft was not really considered as a valuable method until 1964, when
Hohenberg and Kohn proved formally their two famous theorems [19], which, combined with the
essential Kohn-Sham approach [20], gave rise to a considerable growth of the so-called modern
density functional theory.
3.2.3.1. Hohenberg-Kohn theorems
Let us now discuss the two theorems that constitute the basis of dft. Basically, they express:
i) the biunivocal correspondence between the electron density and the energy of the system
and
ii) the relationship between the energy as a functional of the density and the exact energy
of the real system.
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Theorem 3.1 (First Hohenberg-Kohn theorem). For the ground state of any system, the external
potential vext(~r) is determined, within a trivial additive constant, by the electron density n(~r).
This first theorem has a trivial reciprocal:
Corollary 3.2 (Reciprocal of Theorem 3.1). The electron density n(~r) of the ground state is
uniquely defined by the external potential v(~r).
Considering these two results it is clear that, from the electron density, we can obtain all we
need to completely determine the Hamiltonian and, therefore, all the properties of the system.
However, the exact functional dependence of the energy on the electron density is not specified by
these theorems, which only prove its existence. But we know how the electron density interacts
with an external potential, so we can write [19]:
E[n] = FHK [n] +
∫
n(~r)v(~r)d~r , (3.24)
where F [n] is a universal functional valid for any number of particles and any external potential,
containing the kinetic energy and the electron-electron interaction.
The second Hohenberg-Kohn theorem is equivalent to the variational principle for electron
densities:
Theorem 3.3 (Second Hohenberg-Kohn theorem). For a trial ground state density ñ(~r) such
that ñ(~r) > 0 and
∫
ñ(~r)d~r = N , Eexact ≤ Ev[ñ(~r)], where Ev[ñ(~r)] is a trial energy functional
for E corresponding to an external potential v(~r) and Eexact is the exact ground state solution
of the Schrödinger equation.
Even though these theorems are only stated for the ground state, it has been proved that dft is
also valid for the lower state of any symmetry. Furthermore, considering the Runge and Gross
[21] theorems for time-dependent density functional theory (td-dft) [22, 23], it has been shown
that it can also be applied to excited states.
By the time these two theorems were proved, the main inconvenient was to accurately
calculate the kinetic energy, and it was not until 1965 that Kohn and Sham devised a solution
to this problem [20].
3.2.3.2. Kohn-Sham approach
The groundbreaking idea from Kohn and Sham was to substitute the real system of N interacting
electrons by a fictitious system of non-interacting electrons, but with the same density as the
original one. Since the form of the kinetic energy of a non-interacting system is well-known, the
problem now is whether the difference between T [n] and TS is sufficiently small or not. Thus, let
us now delve into the Kohn-Sham method to obtain the exact equation for the energy. In this
scheme, they start expressing the universal functional in Eq.(3.25) containing T [n] and Vee[n] as:
FHK = TS + J [n] + Exc[n] , (3.25)
where Exc[n] is the exchange-correlation functional, which contains all non-classical electron-
electron interactions [17]. It is defined as:
Exc[n] = T [n]− TS + Vee[n]− J [n] . (3.26)
Substituting Eq.(3.26) into Eq.(3.24), we obtain the following expression for the energy:
E = TS + J [n] + Exc[n] +
∫
n(~r)v(~r)d~r . (3.27)
The only unknown term in Eq.(3.27) is the Exc[n] functional. Thanks to Hohenberg and Kohn
theorems, we know that it must be a functional of the electron density, but nothing is known
about its exact analytical form and thus we have to use approximations to calculate it.
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Since the electron density of the fictitious system S is, by hypothesis, the same as the one of the









where the sum runs over all the so-called Kohn-Sham (ks) orbitals |ψ
j~k
〉 and we have considered
that, within periodic boundary conditions, these orbitals can be written as Bloch states charac-
terized by the wave vector ~k and the band index j, with the occupation of a state given by o
j~k
[24]. These states are obtained by solving the one-particle Kohn-Sham equations [20]:
ĥ0 |ψj~k〉 = εi |ψj~k〉 , (3.29)
which are derived by applying the variational principle to E[n] using as the trial electron density
the one in Eq.(3.28). In Eq.(3.29), ĥ0 is the Kohn-Sham one-electron Hamiltonian, which can be
expressed as:
ĥ0 = t̂+ veff , (3.30)
where t̂ is the one-particle kinetic energy operator:
t̂ = −12∇
2 , (3.31)
and the term veff expresses that we can substitute the movement of the real interacting electrons
by the movement of the non-interacting ones under an effective potential which has the following
form:
veff = vext − vH(n;~r) + vxc[n;~r] , (3.32)






|~r − ~r ′|
d3r′ , (3.33)


















d3rd3r′ + Exc[n] + Enn , (3.35)
where the first term on the right-hand side gathers the kinetic energy TS of the non-interacting
system and the action of an external potential.
Apart from the unknown Exc[n] functional, this procedure has also certain limitations and
disadvantages, most of them related to the interpretation of the orbitals in Eq.(3.29), since these
orbitals are not wave functions corresponding to the real system but to the fictitious one.
Summing up, the main goal of dft methods is to design Exc[n] functionals increasingly
accurate in order to determine the energy of the system as exactly as possible. For this purpose,
several methods based on different approximations for the exchange-correlation functional have
been devised. Some examples are the Local Density Approximation (lda) or the Generalized
Gradient Approximation (gga) [25].
There are many other first-principles schemes, and all of them have been a very useful tool
during the last decades because of their predictive capacity when applied on simple systems.
However, as it has been already mentioned, they present several limitations for the study of
large systems with a great number of atoms. In this regard, it should be noted that here we aim
to study, among other things, different aspects related to conductivity in solids, a property that
cannot be properly understood if we consider just a few hundred of atoms. This is the reason
why it is necessary to introduce the so-called second-principles methods.
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3.3. Second-principles density functional theory
The study of systems with a large number of atoms, e.g. a simple solid, or which are simulated
under conditions like finite temperature or time-dependent external fields, are questions that go
beyond the scope of the most efficient dft schemes, and thus these first-principles approaches
are not adequate to our purposes. In order to overcome these limitations, in the last few
decades several attempts to tackle this kind of problems have been conducted. Among them, we
highlight the self-consistent charge density functional tight-binding (scc-dftb) and the effective
Hamiltonians or first-principles model potentials. However, these schemes are limited in many
aspects, e.g. in the simultaneous treatment of electron and lattice degrees of freedom or when
the key interactions involve minute energy differences. In this regard, here we shall focus our
attention on the second-principles density functional theory (sp-dft), a recently developed
method that overcomes the mentioned limitations, but which is restricted to problems in which
it is possible to identify an underlying lattice or bonding topology that is not broken during the
course of the simulation. Nevertheless, this fixed-topology hypothesis is not as constraining as it
might seem and permits a drastic simplification of the problem, resulting in a scheme whose
accuracy can be systematically improved up to the one of a dft calculation in the asymptotic
limit at a very modest computational cost. Unless otherwise stated, the reference followed in
this section will be Ref.[24].
3.3.1. Basic concepts
First of all, it is convenient to mention that one of the key aspects that make sp-dft so
computationally efficient is the use of a basis of localized orbitals formed by Wannier-like
functions (wfs henceforth), denoted by |χa〉. Moreover, such functions can be chosen to be
orthogonal, of which we shall take advantage in Section 3.5 when calculating the overlap integral
in the tight-binding model. This Wannier functions are geometry-dependent, and they are
related to Bloch states |ψ
j~k
〉 by unitary transformations. A more detailed description of the
relation between both basis can be found in Ref.[24]. Having clarified this aspect, we can go
into the foundations of this scheme.
The sp-dft approach is a first-principles-based method that rests upon a predictive quantum-
mechanical theory such as dft, and it basically relies on two key concepts:
i) The definition of a reference atomic geometry (rag), understood as a particular con-
figuration of the nuclei which is used to describe any other configuration. This rag
is typically chosen to be the ground state structure or any other highly-symmetrical
configuration, since these cases correspond to a minimum of the pes and thus all
the forces on the atoms and stresses on the cell are zero, which reduces the number
of parameters needed and, consequently, the computational cost. Furthermore, the
definition of a rag allows us to specify any possible crystal configuration by expressing
the atomic positions as a distortion of the rag. Hence, with the notation specified in
Section 3.1, the position of a particular atom λ can be expressed as:
~rλ = (1 +←→η )(~Rλ + ~τλ) + ~uλ , (3.36)
where 1 is the identity matrix, ←→η is the homogeneous strain tensor, ~τλ is the reference
position of atom λ and ~uλ is the absolute displacement of atom λ in cell Λ with respect
to the strained reference structure.
ii) The division of the actual electron density into a reference electron density (red), n0(~r),
defined for each possible atomic configuration, and a small deformation density, δn(~r),
which acts as a slight perturbation to n0(~r). Hence, in the sp-dft approach the electron
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density is expressed as:













where we have expressed the relation also in the wfs basis. In this expression, dab is
the so-called occupation matrix for the wfs and we introduce Dab as a deformation
occupation matrix. In non-magnetic cases, n0(~r) represents the ground state of the
system. It should be noted that this separation permits expressing changes in physical
properties of the system as a function of this small deformation density instead of
dealing with the total electron density, resulting in an efficient scheme and a reduced
computational cost.
3.3.2. The energy in second-principles density functional theory
Since the dft energy obtained in Eq.(3.35) is a functional of the density, it is natural to think
of implementing the aforementioned division of the density in such expression. By doing so,
the only term which is non-linear, and therefore is not trivial to deal with, is the exchange and
correlation functional Exc[n]. However, provided that the deformation density δn(~r) is a small
perturbation, we can expand Exc[n] as a function of δn(~r) about n0(~r) as follows:












δn(~r)δn(~r ′)d3rd3r′ + ... . (3.38)
If we considered all terms in this expansion, the energy thus obtained would be the exact dft
energy. Nevertheless, since the deformation density δn(~r) is expected to be a small quantity,
this expansion can be cut at second order without an excessive loss of accuracy. In fact, this
approximation contains the full Hartree-Fock method, and so we can expect it to be accurate
enough for our purposes. It is worth noting that, as it was mentioned at the beginning of this
section, this method can be systematically improved by considering terms of higher order in
Eq.(3.38).
The previous expansion of Exc[n] allows us to write the total energy as a sum of three terms,
coming from the contributions of the deformation density at zeroth, first and second orders [24]:
Edft ≈ E = E(0) + E(1) + E(2) . (3.39)
The zeroth order term, E(0), is the exact dft energy for the reference density n0(~r):
E(0) = Edft(n0(~r), {~R}) , (3.40)
and it is typically modelled through an accurate force field that depends only on the atomic
positions. The first order term, on the other hand, accounts for the one-electron excitations and




Dab 〈χa| ĥ0 |χb〉 , (3.41)
where the particular shape that these matrix elements take in this work will be given in Subsection
3.5.2. These two terms, E(0) and E(1), play a key role in the present work. The second order
term, however, represents the two-electron contribution and thus it is not relevant for our
purposes.
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3.4. Time-dependent second-principles density functional theory
In the previous section we have given an overview of the stationary second-principles density
functional theory. However, a proper study of the transport properties of a solid requires
a method capable to calculate both the current and the polarization as a function of time.
Furthermore, as we are interested in the effect that temperature or external fields have on these
properties, that method must be able to simulate non-equilibrium phenomena. For this reason,
we shall consider here the extension into the time-domain of the sp-dft, based on the method
already described. In this section we shall give some essential notions of this approach, while a
more detailed description can be found in Ref.[26].
The time-dependent second-principles density functional theory (td-spdft) approach is
based on the time propagation of the reduced density matrix using the equation of motion (eom),














where ĥ′ is the modified Hamiltonian involved in the propagation due to the fact that the
Wannier functions are geometry-dependent and thus they vary over time.
As it has been mentioned, the objective in this section is to find the expression of the
current ~J and the polarization ~P from a rigorously quantum-mechanical point of view, since
these magnitudes determine the reaction of a material to external electric fields. Nevertheless,
from a microscopical point of view, polarization in a solid is not a well-defined function and
measurements can only capture its variations when a perturbation is applied, but not its absolute
value. In Figure 3.1 below we show a cartoon which aims to illustrate this ambiguity for a
periodic system under the action of an electric field.
P
P
Figure 3.1. Schematic cartoon of a periodic system under the action of an external electric field. Since
we can arbitrarily group the electric dipoles, there is not a unique definition for the polarization.
In fact, polarization in a solid was not clearly defined until King-Smith and Vanderbilt put
forward their modern theory of polarization in the 90s [27, 28], and one key point of td-spdft
is that it is consistent with such theory [26].
Before giving the expressions of the current and the polarization in the td-spdft approach,
it should be noted that, although both magnitudes have a nuclear and an electron contribution,
from now on we shall consider that the former is negligible compared with the latter, which is
logical taking into account that the system under study in this work is a metal. Hence, we shall
denote ~J ≡ ~Jelec and ~P ≡ ~Pelec.
In the quantum mechanics framework, the current created by the electrons is defined as [29]:




















where 〈·〉 stands for the time average, Ω is the volume, and in the second equality we have
expressed the velocity operator ~̂v in the wfs basis.
On the other hand, the electron contribution to the polarization can be expressed as:
~Pelec = −
e






where in the second equality we have written the position operator ~̂r in the wfs basis. A more
detailed deduction of these expressions can be found in Ref.[26].
Finally, it can be proved [26] that, with the preceding definitions, we have the following
relation between the current and the polarization:




which coincides with the well-known classical expression [29].
3.5. Models
Thus far, in this chapter we have described the general formulation of the computational methods
employed in this work, and now is the time to place the particular system that we aim to study
within that framework. As it has been mentioned, one of the principal goals of this project
is to properly understand the electrical conductivity in solids and its dependencies with the
variations of the atomic geometry. For that purpose, we shall consider the simplest system
which allows us to study these properties: a monoatomic linear chain with one electron per
atom in a s-type orbital, embedded in a three-dimensional space. In this system, we shall let
the atoms vibrate about the reference geometry, and we shall add the electron-lattice coupling
between the electronic states and the lattice vibrations. Furthermore, the nearest-neighbour
approximation will be also assumed, i.e. only interactions between nearest neighbours will be
taken into account. A more detailed description of the individual models employed to describe
each part of our system is given hereafter.
3.5.1. Harmonic force field
To model the lattice vibrations we have employed a force field that can be visualized, as we have
seen during the degree, as though the atoms were rigid balls joined to each other by springs with
a certain force constant [30]. Furthermore, here we shall consider the harmonic approximation,
which consists on neglecting all terms above the second-order —the so-called anharmonic terms—
in the expansion of the vibrational potential energy about the reference geometry [31]. Moreover,
since the first-order term is zero because the reference geometry corresponds to a minimum
of the apes, and the zeroth-order term is a constant that simply shifts the energy origin and,
therefore, can be taken as zero without loss of generality, it turns out that the zeroth order terms
of the sp-dft energy is, in this case, the harmonic term of the vibrational energy. Therefore,
E(0) depends solely on the difference of atomic positions, i.e. on the displacements of the nuclei
with respect to their reference configuration. On the other hand, the hypothetical springs joining
the atoms are characterized by a particular force constant, and given that the linear chain is
embedded in a three-dimensional space, it is necessary to consider two different force constants:
a longitudinal one, denoted as Kσ, associated to movements in the direction of the chain; and a
transversal one, denoted as Kπ, associated to shear modes. Given that longitudinal modes have
higher energy —and hence higher frequency— than shear modes, we expect Kσ > Kπ. Then,
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where we have associated the z-direction with the direction of the chain. Note that the two first
diagonal terms are equal because the two transversal directions are equivalent. A schematic









Figure 3.2. Cartoon which shows the principal components of the harmonic force field based on a
spring model used to describe the lattice dynamics of the system, where we have distinguished between
longitudinal and transversal movement of consecutive atoms λ and µ. Although this cartoon is two-
dimensional, the actual system is embedded in a three-dimensional space where the two transversal
directions are equivalent.







K · δ~rλµ , (3.47)
where δ~rλµ = ~rλµ − ~r
(0)
λµ is a vector denoting the relative displacement of consecutive atoms λ
and µ.
3.5.2. Tight-binding and electron-lattice interaction
The electronic part of the system, namely the electronic states and the energy bands, correspond-
ing in second-principles to the term E(1) shown in Eq.(3.41), is modelled through a tight-binding
mechanism, an approach that has also been seen during the degree, and which can be considered
as the equivalent for solids of the linear combination of atomic orbitals (lcao) for molecules
[17]. In this case, the basis of atomic orbitals is formed by the already introduced Wannier
functions {|χa〉}, which, given their localization, are adequate to reproduce the s-type orbitals
of the chain.
In every tight-binding scheme there are two principal magnitudes that characterize the
interactions between the atomic orbitals, namely the overlap between the orbitals and the
hopping or resonance integral [32]. In this case, |χa〉 and |χb〉 are wfs and the overlap is given
by:
Sab = 〈χa|χb〉 = δab , (3.48)
where δab is the Kronecker delta, since the wfs are orthogonal. The fact that this overlap
integrals vanish evinces one of the great virtues of the aforementioned basis, since the calculation
of those integrals is usually computationally demanding when dealing with non-orthogonal basis
functions.
The second fundamental magnitude of the tight-binding model is the hopping or resonance
integral between two orbitals |χa〉 and |χb〉:
γab = 〈χa| ĥ0 |χb〉 , (3.49)
which is the matrix element involved in the expression of E(1) shown in Eq.(3.41). Since the
computation of this matrix element involves the one-electron Hamiltonian, which contains
the electrostatic interactions, γab should have, in principle, both long-range and short-range
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contributions. In fact, this would permit accounting for interactions with distant neighbours,
but, since in this work we assume the nearest-neighbour approximation, we shall only consider




γ if a, b are nearest neighbours,
0 otherwise.
(3.50)
When a = b, instead of hopping we call it on site energy:
α ≡ αa = γaa . (3.51)
Although in Eq.(3.50) we have introduced γab as a constant, it actually presents a dependence
on the atomic geometry, or rather with the variation thereof with respect to the rag. In the
sp-dft approach, this dependence is expressed through the electron-lattice coupling, which
under the nearest-neighbour approximation is given by:
γ = γ0 − ~fλµδ~rλµ , (3.52)
for any two consecutive atoms λ and µ. In this expression ~fλµ is a first-rank tensor whose
module is fλµ and whose direction is the one of the chain, and which will be called from now on
the electron-lattice parameter. In fact, Eq.(3.52) comes from the expansion of γ about the rag,
which, provided that the atomic displacements are small compared with the interatomic spacing,





As reasoned for γab, since we shall only consider interactions with nearest neighbours, the
electron-lattice parameter can be rewritten as:
~fλµ =
{
~f if λ,µ are nearest neighbours,
0 otherwise.
(3.54)
An example that can be quite illustrative about the electron-lattice interaction is the Peierls
distortion, a problem that will be briefly analysed in the following chapter.
Thus, as a result of what has been stated up to now, the one-electron contribution to the







αDaa + γ (Da,a+1 +Da,a-1) . (3.55)
We have already finished the description of our system and all the pieces of which it is composed.
Figure 3.3 shows a cartoon with its principal elements and interactions, which can help to
visualize it as a whole.




Figure 3.3. Schematic cartoon of the linear chain studied in this work where its three principal
components can be observed, namely the harmonic force field (springs), the tight-binding interactions
and the electron-lattice coupling.
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3.6. The scale-up package and model parameters
Before finishing this chapter it is necessary to make a few comments on the software employed
in this work to perform the second-principles simulations. In our study we have used the
scale-up package [33], which implements the second-principles methods described in preceding
sections. The completely rigorous manner to proceed would consist on performing the first-
principles simulations and then using the results for one-electron Hamiltonians as input for the
second-principles simulations. However, this exceeded the scope of this work, and since our
purpose here is to acquire a qualitative comprehension of transport properties of solids, instead
of studying a real material we have made here a systematic study of the effect of the system
parameters introducing them by hand. Nevertheless, the study of real materials through first
and second-principles simulations constitutes a possible extension of this dissertation.
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Introduction. Once the computational and conceptual background of this work has been
laid down, it is time to present and discuss the results obtained in this work. We shall
start by showing the influence of the hopping parameter and the size of the supercell on
the energy bands, and the dispersion curves associated to the lattice vibrations of the chain.
Afterwards, we shall briefly study the interesting phenomenon of Peierls distortion as a first
example to illustrate the electron-lattice interaction. Then, we shall continue by presenting
the principal result of this work: the evolution from Bloch oscillations at T = 0 K when
an external, static electric field is applied, into ohmic transport when the temperature is
increased. Likewise, a simple model devised to explain Bloch oscillations will be described.
Finally, we shall discuss the various trends with the applied electric field, the band width,
the phonon frequency and the electron-lattice coupling by presenting the results obtained
from systematic second-principles simulations. It should be remarked that our aim here
was not to develop quantitatively precise calculations but to conduct a qualitative study
of different properties related to transport in solids as an attempt to provide with a better
understanding of that field.
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4.1. Energy bands
As it was mentioned in the preceding chapter, in this work the electronic structure is modelled,
essentially, through a tight-binding mechanism. Hence, in this section we aim to show the energy
bands corresponding to the system under study in this work, described in Section 3.5, with a
view to illustrate this part of the model. Since at this moment we are only concerned with the
electronic bands, in this section we shall not consider the electron-lattice coupling, i.e. even
though the atoms are allowed to vibrate, the effect that this atomic displacements have on the
energy bands will be neglected. In practice, this is equivalent to consider that the electron-lattice
constant, described in Eq.(3.54), is equal to zero. In order to better understand the following
results, we shall first illustrate the concept of band folding. In Figure 4.1 we show the results
obtained from the simulations for the energy bands corresponding to the linear chain in the
absence of electron-lattice interaction. The number of atoms of the supercell was increased from
1 to 15.
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(a) 1 atom per cell (b) 2 atoms per cell (c) 15 atoms per cell
Figure 4.1. Tight-binding energy bands of a one-dimensional chain for two different values of the
hopping parameter, γ = 1 eV (blue) and γ = 2 eV (red), and three different sizes of the supercell: (a) 1
atom per cell, (b) 2 atoms per cell and (c) 15 atoms per cell. The band folding phenomenon is clearly
observed.
Although at first glance it might appear that the results obtained are quite different, the three
graphs show indeed the same physical system. What actually happens is that the number of
bands coincides with the degrees of freedom of the wave function, i.e. the number of different
atomic orbitals involved. Thus, when considering two identical atoms per cell, we are not dealing
with a diatomic chain of lattice parameter a0 = 2a, but with the same monoatomic chain that we
had when considering one atom per cell. Given that the X point (the edge of the first Brillouin
zone) in the reciprocal space is 2πa0 , when considering double supercells the reciprocal space folds
in half, etc. Therefore, if we unfolded the lower band just after the upper band we would obtain
the same figure as in Figure 4.1(a). Of course, an analogous reasoning applies for the case of
fifteen atoms per cell.
Having made this clear, it is necessary to make a few brief comments on the band occupation.
Since for each band there are Nc ~k states, where Nc is the number of primitive cells, and each one
of these states corresponds to two spin possibilities, it follows that each band can accommodate
2Nc electrons. Hence, as our system is composed by monolectronic atoms, it turns out that only
the lower half of the first band will be filled, and thus the Fermi level will lie in the middle of
such band. Consequently, our system is a metal, as it has been already mentioned.
4.2. Lattice vibrations and dispersion curves
Continuing with this brief presentation of the results corresponding to the individual components
of our model, in this section we aim to illustrate the lattice dynamics of the chain, modelled, as
aforementioned, through a harmonic force field similar to a spring model in which the forces
between the atoms can be described as though they were joined by springs with a force constant
that is indeed a second-order tensor, as written in Eq.(3.46), which contains both a longitudinal
and a transversal force constant. As here we shall focus on the ionic part of the system, the
electronic part will be forgotten until the next section.
If we consider one atom per cell, i.e. Nc = 1, and we allow the atoms to vibrate in the
three directions of the space, i.e. there are three degrees of freedom per atom, the expected
dispersion curves obtained when studying the relationship between the phonon frequency and
the wave vector ~k in the direction of the chain will consist of three acoustic branches, one of
which corresponds to the longitudinal mode while the other two branches account for the two
transversal modes. The results obtained through the simulations for the phonon dispersion
curves of our one-dimensional chain are shown in Figure 4.2.
As it was mentioned in the previous chapter, we have considered Kσ to be greater than Kπ
in order to be coherent with the fact that the sound velocity, i.e the slope of the dispersion
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Figure 4.2. Phonon dispersion curves of a one-dimensional chain with one atom per cell, embedded in a
three-dimensional space. Since there are two spatial directions which are equivalent, both transversal
modes are degenerated. The characteristic sinusoidal form of the dispersion curves for the acoustic modes
can be clearly appreciated.
curve when ~k tends to zero, is always greater in longitudinal modes than in the transversal ones,
since the former involve shrinkage and stretch of the bonds while the latter are related to the
bending of these bonds, which is energetically less demanding, and then we shall necessarily
have Kπ < Kσ and therefore ωπ < ωσ.
Although in previous paragraphs we have mentioned that three acoustic branches would
be obtained when representing the dispersion curves of the chain, in Figure 4.2 it appears to
be only two of them. Nevertheless, the three branches are indeed present, and what actually
happens here is that the two transversal ones are degenerated owing to the fact that the two
directions which are perpendicular to the linear chain are spatially equivalent. Thus, in Figure
4.2 the upper curve corresponds to the longitudinal mode while the lower curve includes both
transversal modes.
It should be remarked that the same reasoning set out in the preceding section about the
size of the supercell applies equally here, and hence we have only presented the results for the
case of one atom per cell.
4.3. Peierls distortion: electron-lattice interaction
Perhaps one of the simplest phenomena in which the electron-lattice coupling plays a fundamental
role is the Peierls distortion in a linear chain, also known as Peierls transition or dimerization.
Therefore, because of its simplicity and illustrative power, it was one of the first systems studied
in this work using second-principles simulations in our path towards the understanding of the
electron-lattice interaction. Although Peierls originally described distortion phenomena for
different systems [34], here we shall consider a monoatomic linear chain, the same system studied
in the rest of this dissertation.
Hence, imagine a linear chain with lattice parameter a, and all their atoms equally spaced,
as it is shown in the upper picture of Figure 4.3(a). In these conditions, the system is perfectly
periodical and the lattice vectors are multiples of a. The corresponding band diagram for this
system is the one displayed in Figure 4.1, and it has been already reasoned why the three
diagrams of that figure are equivalent in this case. Thus, let us consider here the linear chain
formed by supercells containing two atoms. Then, the first Brillouin zone will be − π2a < k <
π
2a .
As it can be observed in Figure 4.1, when the system is undistorted there is no gap between
the upper and the lower band. However, if we slightly distort the chain by displacing each





Figure 4.3. Peierls distortion in a one-dimensional chain with two atoms per cell due to the electron-
lattice interaction. In (a) the band diagram corresponding to the undistorted chain presents no gap
between the upper and the lower bands, but when the electron-lattice coupling is taken into account, the
translational symmetry breaking induces a gap between the bands, as it can be observed in (b), where the
band diagram has been plotted for three different values of the electron lattice constant: f = 1 eVÅ−1
(blue), f = 2 eVÅ−1 (green) and f = 4 eVÅ−1 (red).
atom a little, this displacement repeated every two atoms, the translational symmetry that
we had before is immediately broken and the lattice parameter becomes 2a, as it has been
sketched in Figure 4.3(b). Of course, if we do not consider the coupling between the lattice
vibrations and the electronic states, the band diagram will not be affected by the distortion, but
if we introduce the electron-lattice interaction described in Subsection 3.5.2, the translational
symmetry breaking induces a gap between the lower and the upper bands which depends on the
value of the electron-lattice constant, as it is illustrated in the band diagram of Figure 4.3(b).
From this phenomenon it follows that if the edge of the Fermi distribution coincides with the
centre of the gap displayed in Figure 4.3(b), the states which are displaced downwards in energy
will be occupied while the states which are raised will be empty, resulting in a net reduction of
the energy. As a consequence, it turns out that for a one-dimensional metal with a half filled
band the regular chain structure will not, in principle, be stable, and thus in these conditions
the atoms tend to close up in pairs forming a molecular lattice [34].
4.4. From Bloch oscillations to ohmic transport using sp-dft
After describing the results concerning the individual elements of the model, in this section we
aim to present the principal results of this work. First, we shall show the results corresponding
to the case T = 0 K, for which the already mentioned Bloch oscillations will be observed, and
we shall try to justify their behaviour when an electric field is applied using a two-level model;
after that, we shall check how these oscillations are distorted when the temperature is increased,
until reaching the ohmic transport for the case T = 300 K. For this temperature, as it was
mentioned in the introduction of this chapter, we shall also present the results corresponding
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to the systematic study of the dependence of the current and the polarization on the different
parameters of the system. From now on, the results displayed will correspond to a supercell size
of 15 atoms.
4.4.1. Bloch oscillations in the absolute zero
The first step in our path towards the understanding of electronic transport and conductivity
was the second-principles simulation of our linear chain for a fixed temperature T = 0 K. For
this temperature, the atoms of the chain can be considered completely frozen (the zero-point
vibrations are neglected) and, therefore, we have a perfectly periodic crystal. Thus, according to
what it was mentioned in the introduction of this work, there is not any resistivity mechanism
and, consequently, if we applied an electric field to this system, we would expect to observe an
oscillatory behaviour for the current and the polarization. This is indeed what happens, as it can
be observed in Figure 4.4. In this simulations, the applied electric fields are unrealistically large
and no measurements would exist for these values; however, since the period of Bloch oscillations
is inversely proportional to the amplitude of the electric field, we have chosen such large values
in order to observe Bloch oscillations in a reasonable computation time. It should also be noted
that many of the simplifying assumptions of the semiclassical model are not present here.
(a) (b)
Figure 4.4. Current and polarization of the linear chain under the action of a static electric field for the
case T = 0 K, where the oscillatory behaviour of these magnitudes can be clearly observed. In order to
show the dependence of the frequency and the amplitude of the Bloch oscillations on the applied electric
field, we have plotted here the results for ~Eint = 5.14× 106 V m−1 (green), ~Eint = 1.54× 107 V m−1
(blue) and ~Eint = 2.57× 107 V m−1 (red). As it can be appreciated, the higher the electric field, the
higher the frequency of the oscillations and the lower the amplitude thereof.
As it can be appreciated in Figure 4.4(a) above, the magnitude of the applied electric field has
two effects. On the one hand, we observe the well-known relation between such magnitude and
the frequency of the oscillations, expressed in Eq.(2.15). On the other hand, it can be noted
how, in the case of the polarization, the intensity of the oscillations decreases as the magnitude
of the applied electric field is increased, a less known phenomenon which, in general, remains
unexplained in most of the textbooks. Thus, in order to provide some insight into this problem,
a simple model which accounts for the aforementioned phenomena has been devised.
4.4.1.1. A two-level model to explain Bloch oscillations
In order to provide with a theoretical justification for the phenomena observed in Figure 4.4,
let us consider a system with lattice parameter a formed by two energy levels, represented by
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two localized orbitals (e.g. Wannier functions), |χ1〉 and |χ2〉, which constitute a discrete basis





ci(t) |χi〉 , (4.1)
where the coefficients ci are given by:
ci(t) = 〈χi|ψ(t)〉 . (4.2)
In fact, this is a very simple case of a Wannier-Stark ladder with only two orbitals, and it is of

















Figure 4.5. Schematic cartoon which represents a system consisting on two energy levels, where the
energy difference depends on the applied electric field ~E and the lattice parameter a.
Initially, the orbitals {|χi〉} have the same energy and the potential energy of the system is just
the crystalline potential V (~r), but, when an external electric field ~E is applied, such degeneracy is
broken because the potential energy becomes V (~r)− e ~E~r and thus these levels become separated
by an energy difference ∆ = eEa. Moreover, the interaction energy γ between the orbitals








Our aim here is to obtain the temporal evolution of the occupation matrix dab, so we need to
know the expression of ci(t). To this end, we shall solve the Schrödinger equation:
i~ |ψ̇(t)〉 = ĥ |ψ(t)〉 , (4.4)
where |ψ̇(t)〉 denotes the time derivative of |ψ(t)〉. For the sake of simplicity, the Hamiltonian
matrix should be diagonalized. The eigenvalues of (4.3) are:
λ1 =
√
(∆/2)2 + γ2 , λ2 = −
√
(∆/2)2 + γ2 , (4.5)














The matrix (4.3) written in the basis {|vi〉} is a diagonal matrix whose diagonal elements are
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where we use the “ ′ ” character to express that we are working on the new basis {|vi〉}. Thus,












Nevertheless, the expression of the coefficients c′i(0) in the basis {|vi〉} remains unknown. To


















 c2(0) . (4.11)
where ω =
√
(∆/2)2 + γ2/~. Once we have found the expression of these coefficients, we can
discuss the behaviour of the system depending on the initial occupation |ci(0)|2 of each level. If
we consider the case in which one orbital is initially occupied and the other is initially empty,
there are two possibilities for the initial coefficients of the wave function: either c1(0) = 1 and
c2(0) = 0, in which case the initial wave function is |ψ(0)〉 = |χ1〉; or c1(0) = 0 and c2(0) = 1, in
which case the initial wave function is |ψ(0)〉 = |χ2〉. In both cases, the initial wave function will
be an atomic orbital. In Figure 4.6 we show the temporal evolution of the occupation in both
cases for two different values of the applied electric field.
(a) c1(0) = 1, c2(0) = 0 (b) c1(0) = 0, c2(0) = 1
Figure 4.6. Temporal evolution of the occupation of the two levels when one of them is initially filled
and the other is initially empty, for two different amplitudes of the applied electric field: ~E (blue) and
2 ~E (red). The continuous line corresponds to the orbital |χ1〉 and the dotted line, to the orbital |χ2〉. It
should be noted that the temporal evolution of the occupation presents an oscillatory behaviour, and that
the frequency and the amplitude of the oscillations depend on the amplitude of the applied electric field.
First of all, it should be noted that, even though the system at t = 0 is in a defined state |χi〉,
there is a certain probability, which can be obtained from the so-called Rabi’s formula, of finding
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it in the state |χj〉 (i 6= j) at time t. A detailed deduction of that formula and a more thorough
discussion of different phenomena related to two-level systems can be found in Ref.[5].
It can be appreciated in Figure 4.6 that the occupation presents an oscillatory behaviour,
which would give rise to an oscillatory electric current. In fact, we observe a dependence of
the frequency and the amplitude of the oscillations on the electric field which is similar to that
of the Bloch oscillations shown in Figure 4.4. The fact that the amplitude of the oscillations
decreases as the electric field is increased is quite intuitive, since increasing the amplitude of the
applied electric field implies a greater energy difference between the orbitals, which causes that,
even though the changes in the occupation are faster, the electrons are much more localized in
their respective orbitals.
If we focus our attention on Figure 4.6(b), in which the electron is initially in the higher
energy level, one might intuitively think that the electron should spend more time in the lower
energy level in order to minimize the potential energy of the system. However, what we observe is
that the electron spends most of the time in the upper level. To justifiy this behaviour, we shall
take advantage of the fact that this particular case has a classical analogous. Hence, imagine












Figure 4.7. Schematic cartoon of a double-well potential. We have denoted the kinetic and potential
energy of the electron in the region i as Ti and Vi respectively. Since the kinetic energy is much greater
in the second region that in the first one, the electron will move much faster in the second one.
As it was mentioned in the previous paragraph, at first glance one might think that the electron
should tend to be the region 2 in order to minimize the potential energy. However, the kinetic
energy in that region is very high and, consequently, the electron will move very fast, so that
it will take a short time to return to the region 1, where the kinetic energy is lower and the
movement of the electron is, therefore, slower. As a consequence, the electron will spend more
time in the region 1, as we observe in Figure 4.6(b).
On the other hand, if the electron is initially in the lower energy level, it will not have enough
energy to reach the higher level and, therefore, will spend most of the time in the lower level, as
shown in Figure 4.6(a).
4.4.2. Distortion of Bloch oscillations with temperature
Once we have studied what happens when we consider the absolute zero case and we have seen
how Bloch oscillations emerge in that case, the next step is to study what occurs when the
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temperature is gradually increased until reaching the room one. It should be remarked once
again that being able to deal with finite temperatures constitutes one of the greatest advantages
of second-principles simulations with respect to first-principles.
In accordance with what was set out in the second chapter of this work, when we increase the
temperature from 0 K up to a finite one, the vibrational energy of the system is increased and the
atoms begin to vibrate around their reference positions with amplitudes that are proportional
to the temperature, as it was schematically shown in Figure 2.1. As it was mentioned, these
vibrations break the perfect periodicity of the solid, and the differences with the ideal, perfect
lattice increase quantitatively with temperature. Thus, this collapse of the periodicity will
cause a distortion on the Bloch oscillations which will depend on the temperature of the system.
In order to illustrate the effect of atomic vibrations in an intermediate situation between the
absolute zero and the room temperature, we show in Figure 4.8 the results obtained for the
current and the polarization of the linear chain at a temperature T = 100 K.
(a) (b)
Figure 4.8. Results obtained for the current and the polarization on a one-dimensional linear chain
for T = 100 K and three different values of the applied electric field: ~Eint = 5.14× 106 V m−1 (green),
~Eint = 1.54× 107 V m−1 (blue) and ~Eint = 2.57× 107 V m−1 (red). It can be appreciated the distortion
of the Bloch oscillations with respect to the case T = 0 K shown in Figure 4.4.
As it can be appreciated in the previous figure, the oscillations, which at T = 0 K presented a
perfect sinusoidal form, are now notably distorted due to the loss of periodicity of the system. As
we shall see, these distortions will be more and more significant as the temperature is increased,
until reaching a value for which the effect of the scattering of the electrons by the phonons is so
strong that the former will be transported only in one direction, resulting in the ohmic transport
that we are accustomed to observing under normal conditions.
4.4.3. Ohmic transport at room temperature. A systematic study
In the following subsections we show the results obtained through the second-principles sim-
ulations carried out at a temperature T = 300 K. A systematic study of the dependence of
the system on its different parameters has been conducted in order to properly understand its
influence on the transport properties of our system. The size of the supercell for all of that
calculus has been 15 atoms. It should be noted that, in the cases in which fitting the curve of
the polarization to a line is justified, only times above 2000 fs have been considered, since from
thereon the system is already thermalized in all cases.
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4.4.3.1. Dependence on the electric field
As a first step in the systematic study of the parameter space of our system, let us see how the
current and the polarization vary when we change the amplitude of the applied electric field.
Given that at a temperature T = 300 K the system should present an ohmic behaviour, we can
expect the current to increase proportionally to the increment of the applied electric field, being
the proportionality constant the conductivity σ of the system, as expressed in Eq.(1.2). Figure
4.9 shows the results obtained for different amplitudes of the electric field.
(a) (b)
(c) (d)
Figure 4.9. Dependence of the current and the polarization of the linear chain on the applied electric
field. In figure (a) it can be observed that, for very large electric fields, Bloch oscillations dominate.
In the figure above we can observe, at first glance, mainly two effects. On the one hand, it can
be noted that when the electric field reaches sufficiently large values, the polarization is not a
line anymore, but it presents oscillations, in a similar way to the Bloch oscillations observed in
the case T = 0 K. A possible explanation to this phenomenon is that, for such large values of
the applied electric field, the period of the Bloch oscillations is shorter than the relaxation time
of the scattering of the electrons by the phonons, which allows us to observe the oscillations
once the system is thermalized. On the other hand, it can be observed that the current increases
when the electric field does. In order to check if this dependence of the electric current on the
amplitude of the applied electric field presents an ohmic behaviour, in Figure 4.9(d) we have
shown the values of the current as a function of the electric field. As it can be appreciated, for
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not very large values of the electric field the system presents an ohmic behaviour and Eq.(1.2) is
verified. However, if we continue increasing the amplitude of the electric field, there comes a
point where such law is no longer valid, since for such large fields Bloch oscillations begin to
gain importance.
4.4.3.2. Dependence on the band width
Another parameter of great relevance in this systematic study of the transport properties of our
linear chain is the hopping parameter γ, introduced in section 3.5. Its importance lies in the
fact that the conductivity is proportional to the group velocity of the energy bands [29], that is,
the slope of the tangent line at each point. As it can be appreciated in Figure 4.1, this slope
increases as the band width does, and this band width is in turn proportional to the hopping
parameter γ —the band width is 4γ—. Therefore, it follows that the conductivity of the system
has to be proportional to the hopping parameter. This is indeed what happens, as it is shown in
Figure 4.10, where we have represented the polarization and the current for four different values
of γ.
(a) (b)
Figure 4.10. Dependence of the current and the polarization of the linear chain on the band width.
Note that the conductivity increases as the band width does.
Once we have seen the influence of γ in the conductivity of the system, let us reason the
dependence on other parameters like the electron-lattice parameter or the force constant of the
springs that represent the force field.
4.4.3.3. Dependence on the electron-lattice coupling
The electron-lattice coupling is a crucial part of the present work for the role it plays in the
evolution from Bloch oscillations to ohmic transport. As it was mentioned in Section 3.5, this
interaction can be characterized in terms of what we called the electron-lattice parameter,
denoted as ~f and defined as in Eq.(3.53) and Eq.(3.54). Likewise, in Eq.(3.52) it was shown the
effect of this electron-lattice interaction in the electronic part of the system, and so it is natural
to ask what is the influence of the electron-lattice parameter on the transport properties in which
we are interested. Intuitively, given that the lattice vibrations constitute one of the most relevant
mechanisms of resistivity, we can expect that the greater the electron-lattice parameter, that
is, the greater the electron-phonon coupling, the higher the resistivity and, thus, the lower the
conductivity. More rigorously, from Eq.(3.52) it is easy to see that by increasing the value of the
electron-lattice parameter, the term ~fλµδ~rλµ in γ becomes more important, that is, it increases
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the electron-lattice coupling. This causes the variations in γ to be much wider, which results
in a greater loss of periodicity; therefore, electrons will be more susceptible of being scattered
by the lattice vibrations, giving rise to a higher electrical resistivity or, in other words, a lower
conductivity. In order to verify these reasonings we carried out second-principles simulations
for different values of the module ~f of the electron-lattice parameter. The results obtained are
shown in Figure 4.11.
(a) (b)
Figure 4.11. Dependence of the current and the polarization of the linear chain on the electron-lattice
coupling. In figure (a) we observe that when the electron-lattice coupling is small enough, Bloch oscillations
dominate.
As it can be noted, the results obtained are the ones expected. However, it can be observed
that for f = 0.129 eVÅ−1, the polarization seems to present a trend to oscillate. This is due to
the fact that the electron-lattice coupling is very small in that case and so we would be close to
observing Bloch oscillations. Indeed, if we consider f = 0, what we obtain is precisely perfect
Bloch oscillations, as it is shown in Figure 4.12. This is completely natural, since in that case
the electrons do not feel the effect of the lattice vibrations.
(a) (b)
Figure 4.12. Polarization and current of the linear chain when the electron-lattice parameter is
f = 0 eVÅ−1. We observe perfect Bloch oscillations, since in this case the electrons do not feel the effect
of the vibrations.
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4.4.3.4. Dependence on the phonon frequency
As it was mentioned in Section 3.5, to model the lattice vibrations we have employed a harmonic
force field, so that atomic vibrations can be considered as movements of springs of force constant←→
K , a second-order tensor whose form is the one specified in Eq.(3.46). However, since we are
considering interactions only in one direction, from now on we shall focus our attention on
the longitudinal force constant Kσ, which will henceforth be denoted just as K for the sake
of simplicity. As it is well known, the relation between this constant and the frequency of
the oscillations of the springs is given by ω2 = K/m. Therefore, the frequency of the atomic
vibrations, that is, the one of the phonons, is proportional to the force constant K. In order to
study the dependence of the conductivity on the phonon frequency, in Figure 4.13 we show the
results obtained for the current and the polarization for different values of the force constant K.
(a) (b)
Figure 4.13. Dependence of the polarization and the current of the linear chain on the phonon frequency.
It can be appreciated that greater values of the force constant of the springs —and, therefore, of the
phonon frequency— imply higher electrical conductivities.
As it can be appreciated in the previous figure, the conductivity increases as the phonon frequency
does. The reason for this is that when we increase the value of the force constant K we are
not modifying only the frequency of the vibrations but also their amplitude. To justify this
affirmation, let us remember that under the harmonic approximation the vibrational energy of






where Qν is a normal mode of the lattice. From the expression above it is easy to see that the
vibrational energy is a parabola and that its curvature coincides with the force constant K.
Moreover, given that we are considering a fixed temperature, we can visualize the vibrational
energy as set to a fixed value E ∼ kBT , where kB is the Boltzmann constant, and hence we are
allowing only movements on the horizontal line of that energy, as it is schematically shown in
Figure 4.14. It is clear from that figure that, for a fixed energy, greater values of K imply smaller
amplitudes of the atomic movements. Therefore, taking into account Eq.(3.52) and applying
the same reasoning that in the previous case, for a fixed electron-lattice parameter we shall
have, from Eq.(3.52), smaller variations of γ and, therefore, a greater probability of resonance
and thus a higher electrical conductivity. Hence, we conclude that the electrical conductivity is
proportional to K, and thus to the phonon frequency, as we were trying to justify.
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Figure 4.14. Schematic cartoon that illustrates the dependence of the amplitude of the atomic vibrations
on the force constant K.
Here concludes the exposition and discussion of the principal results of this work. As a summary,
after showing some results corresponding to the electronic and vibrational parts of the system,
the role of the electron-lattice interaction in the translational symmetry breaking was illustrated
through Peierls distortion. After that, we observed how Bloch oscillations arise at T = 0 K
and we provided with a simple two-level model that has helped us to better understand the
origin of this phenomenon. Subsequently, by increasing the temperature it was checked that
these oscillations are progressively distorted due to the atomic vibrations until reaching an
ohmic regime at room temperature. Finally, through a systematic study of the conductivity
at T = 300 K we have showed the various trends of such magnitude with the amplitude of the
electric field, the band width, the electron-lattice coupling and the phonon frequency.
CHAPTER 5
Conclusions
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To finish this work, I would like to make some brief comments on the results obtained in relation
to the objectives set at the beginning of this work and also on the future of the topic discussed
in this dissertation.
In this work we have explored a topic that has so far received little discussion on textbooks due
both to the difficulty that suppose a rigorous treatment of it and the absence of computational
methods able to deal with systems of very many atoms or under conditions like finite temperatures
or external fields. In this regard, the development of second-principles methods, implemented in
the scale-up tool, has given us the opportunity to make an initial exploration of very appealing
phenomena like Bloch oscillations, the evolution from them to ohmic transport or the dependence
of the electrical conductivity of solids on the parameters of the system, and all without resorting
to any of the hypothesis of the semiclassical transport theory.
Hence, by considering a purely quantum one-dimensional tight-binding linear chain we have
observed how Bloch oscillations emerge when a uniform static electric field is applied to a
periodic system and it has been checked that the frequency of such oscillations varies with the
amplitude of the applied electric field as predicted in the semiclassical model. To account for
this, and also for the dependence of the amplitude of the oscillations on the electric field, we
devised a simple two-level model that allows us to justify the observed Bloch oscillations by
studying the temporal evolution of the occupation of each level for different values of the initial
occupation.
Once the absolute zero case had been explored, it was checked the key role that the electron-
lattice interaction plays in the evolution from Bloch oscillations to ohmic transport. More
precisely, it was observed how this interaction causes the progressive distortion of the oscillations
due to the loss of translational symmetry of the system. This was done through second-principles
simulations carried out at intermediate temperatures between the absolute zero and the room
temperature.
After that, a systematic study of the electrical conductivity at room temperature and its
dependence on the applied electric field, the hopping parameter, the phonon frequency and the
electron-lattice coupling was conducted, a study that has improved our understanding of the
role that these parameters play on the transport properties of the system. It was observed that
the electric current presents a dependence on the electric field which follows Ohm’s law, but this
dependence does not hold when we increase the electric field beyond a certain value. Moreover,
if the amplitude of the electric field is large enough, the period of the Bloch oscillations becomes
shorter than the relaxation time of the scattering of the electrons by the phonons, which allows
us to observe such oscillations instead of the ohmic behaviour that we had for lower electric
fields. Likewise, it is remarkable the dependence observed between the electrical conductivity
and the band width, modified through the hopping parameter γ, as it has allowed us to justify
the dependence on the phonon frequency —modified through the force constant K— and on the




Finally, regarding the future of the topics covered in this dissertation, it is clear that the natural
extension of this work is the study of transport phenomena, especially of electrical conductivity
in solids, in real physical systems rather than in simple models, which will allow us to contrast
the results obtained with the known experimental data. For this purpose, it will be necessary to
use the second-principles techniques already described, with the difference that, in the case of real
systems, the parameters will have to be obtained through rigorous first-principles calculations.
In addition, this work could also be extended, at a more advanced level, to some exciting
topics that will probably be of great relevance in the near future, like superconductivity, transport
in solids and interfaces, metal-insulator transitions, spintronics or thermoelectricity and heat
transport. Hence, it is undeniable that scientific research in this field has a promising future
that will be certainly marked by the progressive development and improvement of the second-
principles techniques and similar approaches, which will take the research in condensed matter
theory to a new and deeper level of comprehension.
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