One of the main difficulties in quantification of dyes in industrial wastewaters is the fact that dyes are usually in complex mixtures rather than being pure. Here we report the development of two rapid and powerful methods, partial least squares (PLS-1) and artificial neural network (ANN), for spectral resolution of a highly overlapping ternary dye system in the presence of interferences. To this end, Crystal Violet (CV), Malachite Green (MG) and Methylene Blue (MB) were selected as three model dyes whose UV-Vis absorption spectra highly overlap each other. After calibration, both prediction models were validated through testing with an independent spectra-concentration dataset, in which high correlation coefficients (R 2 ) of 0.998, 0.999 and 0.999 were obtained by PLS-1 and 0.997, 0.999 and 0.999 were obtained by ANN for CV, MG and MB, respectively. Having shown a relative error of prediction of less than 3% for all the dyes tested, both PLS-1 and ANN models were found to be highly accurate in simultaneous determination of dyes in pure aqueous samples. Using net-analyte signal concept, the quantitative determination of dyes spiked in seawater samples was carried out successfully by PLS-1 with satisfactory recoveries (90-101%).
INTRODUCTION
The waste produced as a result of human activities may contaminate water, soil and atmosphere. Water pollution especially creates severe problems for humans and the environment, such as poisonous drinking water, poisonous food animals, and unbalanced river and lake ecosystems that can consequently harm the biological diversity (Ismadji et al. ) . For this reason, setting regulations and monitoring the level of contaminants in the effluent wastewater of industries discharged to the environment have become a heavy responsibility of health organizations as well as the local governments.
The effluent discharged from textile, printing, leather and many other dyestuff industries contain dye chemicals that can be toxic or carcinogenic to mammals and lively organisms (Wang et al. ) . Determination of concentration levels of dye mixtures in water or wastewater can be performed using high performance liquid chromatography, gas chromatography/mass spectrometry, liquid chromatography/mass spectrometry, and capillary electrophoresis. However, chromatographic determination of dyes in a mixture both takes much time and the procedure is laborious and also a prior separation is needed (Sahin et al. ) . Therefore, the use of spectrophotometric techniques is preferred because of their low operational cost and effortless procedure.
One of the common challenges in utilization of the spectrophotometric technique in simultaneous determination of dyes is the usual overlapping spectra of components with each other. Making the quantification more difficult, the fact that dyes present in contaminated natural waters or wastewater effluents are together with complex matrices is the other major challenge. Multivariate calibration methods, however, are believed to have the capability to overcome both of the challenges (Llamas et al. ) .
Among different regression methods of multivariate calibration, the factor analysis-based methods such as partial least squares (PLS) have received considerable attention in the literature (Hu et al. ; Lu et al. ; Mokhtari et al. ; Parastar & Shaye ) . PLS offers an efficient outlier detection as well as enabling to extract chemically-interpretable spectral information. This advantage allows for a rapid determination of mixture components; often with no need of prior separation or sample pretreatment (Goicoechea & Olivieri ) .
Artificial neural networks (ANNs) can also be utilized in order to differentiate between the complex absorption spectra resulting from the mixture of components. A number of layers, each having some neurons, with the aid of weights and biases make the network flexible for solving nonlinear complex problems and handling complicated systems (Mohagheghian et al. ) . Recently, there has been a growing interest among researchers in applying neural networks to simultaneous determination of different analytes in biological, pharmaceutical and agricultural samples (Dou et al. ; Chamsaz et al. ; Li et al. ; Khoshay& et al. ) .
Although multivariate calibration methods have long been utilized in various analytical works, only a limited number of studies has been reported on the application of multivariate calibration for direct spectrophotometric determination of mixture of dyes in water (Gao et al. ; Mincea et al. ) . Among them, the number of studies on determination of dyes in real samples were even rarer (Al-Degs et al. ; Al-Degs & Sweileh ). This work therefore aims to test PLS and ANN analytical methods as two prediction models to accurately quantify three highly overlapping basic dyes in seawater samples.
MATERIALS AND METHODS

Instrumentation and software
Electronic absorbance spectra were recorded using a UV-Vis spectrophotometer (Unico Instrument, single beam-model SQ-2800) over the wavelength range of 236-427 nm at 1 nm intervals (192 points). All measurements were carried out using a quartz cuvette with a 1.0 cm optical path. Partial least squares-1 (PLS-1) and neural network modellings were implemented by MATLAB R2013a software (MathWorks). The MVC1 program featuring PLS-1 was written by Olivieri et al. () .
Reagents
Crystal Violet (CV), Malachite Green (MG) and Methylene Blue (MB) were purchased from Merck. Dye materials were of analytical grade and used as received. Stock solutions of dyes were prepared separately by dissolving a measured amount of each compound in deionized water. A seawater sample was collected from Caspian Sea (Babolsar Beach, Iran). The sample was centrifuged at 7,000 rpm and filtered with filter paper in order to remove any suspended matter.
Single component calibration
In order to find the linear range of each dye, pure single component solutions with graduated concentrations were prepared from diluting correspondent stock solutions and then their zero order absorption spectra were recorded over the range of 236-427 nm. The linear ranges were determined by plotting the absorbance of each dye at its corresponding λ max versus concentration. Table 1 shows the λ max and linear range of dyes in this study, along with some statistical parameters obtained from linear regression of the calibration curves. The limit of detection (LOD) and limit of quantification (LOQ) values were calculated following the methods reported by Shrivastava & Gupta () .
Multicomponent calibration and validation sets
Thirty calibration samples, in addition to 10 validation samples, were prepared with dye concentrations ranging from 1-15 mg/L. Standard solutions were prepared in 10 mL volumetric flasks by the addition of measured amounts of each stock solution and diluted by double-distilled water to the mark. The UV-Vis spectra of the solutions were recorded in the same spectral conditions as they were in the single component and the obtained spectra-concentration data were used for internal and external calibration of both PLS-1 and ANN models.
PLS
PLS is a factor-based chemometric method which can analyze highly collinear, noisy data. PLS is commonly applied to the simultaneous analysis of two datasets Figure 2 shows the absorption spectra of three single dye solutions. Highly overlapped spectra is observed between these dyes in the studied region, suggesting that univariate analysis will certainly result in poor determinations of concentration values. Therefore, an analysis must be carried out by multivariate calibration methods like PLS or ANN in order to overcome such degree of overlapping.
RESULTS AND DISCUSSION
Calibration set and construction of the models
A calibration set composed of various combinations of dye concentrations were built by 30 ternary and binary dye samples, as listed in Table 2 . Each component is in its linear range obtained by the single component calibration that is shown in Table 1 .
In the first step to developing PLS-1 and ANN models, the spectra-concentration dataset were fed to both models. For PLS-1, a leave-one-out cross validation method is carried out. That is, for m calibration set (30 samples in our case), the PLS-1 is performed each time on m-1 calibration solutions, and use this calibration to predict the concentration in the sample which was left out (Al-Degs et al. ). The difference between the predicted and actual concentration of this sample is then calculated. Going through all samples in the calibration set, the prediction residual error sum of squares (PRESS) can be determined using the following equation:
where m is the number of samples in the calibration set and C i, act and C i, pred are the actual and predicted concentration of analyte in the ith sample, respectively. Examining the calibration set with different number of factors and calculating the corresponding PRESS values gives an overview of which number of factors provides the least error of cross validation for each dye. As observed by Figure 3 , the optimum number of factors was found to be 3 for CV, 4 for MG and 10 for MB in which log (PRESS) attained the least possible value.
On the other hand, ANN uses a feed forward back propagation (Ul-Saufie et al. ) procedure to train its network. In summary, the network learns through being fed by the input data (spectra-concentration data in our case) and an error is calculated by comparing the output of the neural network with the desired output (concentration of dyes). Then, the computed error is fed back or back-propagated to the ANN to adjust the weights (Aghbashlo et al. ) . This process is repeated until the errors are minimized. Applying the very dataset used for PLS-1 calibration (Table 2) to the ANN, the mean square errors (mse) function (Equation (2)) can be utilized as a performance indicator of the model:
where m is the number of samples in the calibration set, and C i, act and C i, pred are the actual and predicted concentration of a component in the ith sample, respectively. A neuron number of 6 was found to show low mse values for all the dyes studied.
Validation of the models by the independent test set
Once the calibration/training has been done, the final PLS and ANN models may be further used to predict the concentrations of new samples. Towards this, the spectra of an independent test dataset consisting of 10 samples, which were unseen by both PLS and ANN, were applied to the models. Table 3 shows the predicted values of each component together with the reference values. As observed, high accuracies in prediction of all studied dyes were obtained by both methods with all predicted values being close to the reference ones. A number of important statistical parameters such as the correlation coefficient (R 2 pred ) for the predicted concentrations, root mean square error of prediction (RMSEP) and relative error of prediction (REP) were also calculated and presented. As observed by the table, high prediction power was noted for both PLS-1 and ANN for all dyes in the validation set as indicated from R 2 and REP% values. Since both models' predictions have shown excellent agreements with experimental values, a comparison between PLS-1 and ANN predictions by a paired t-test (P < 0.05, n ¼ 10) may be of interest in that it allows determination of whether there is significant difference between the performances (the null hypothesis). Given the t-statistic (T) by the following formula:
where d is the mean difference, s d is the standard deviation of the differences, SE( d) is the standard error of the mean difference and n is the number of samples (10 in our case). Having n-1 degrees of freedom (9), the calculated t-statistic for CV, MG and MB, were all lower than the values in T distribution table (Skoog et al. ) . This result suggests that, statistically, the differences between corresponding concentration values obtained by the PLS and ANN models were insignificant.
Also, a residual analysis can be carried out by plotting absolute residual vs. the concentration of each analyte. Towards this end, the absolute residual was defined as the difference between actual concentration and the predicted value. Figure 4 demonstrates the residual values for the three dyes obtained by PLS-1 and ANN models. As can be realized in these set of figures, the residual errors committed by both models are closely distributed around the zero-error line for all three components. The results were satisfactory and indicates the successful application of the proposed models for simultaneous determination of the ternary dye mixtures in pure water.
Determination of dye mixtures spiked in natural water
In order to test the performance of developed models in presence of interferents, two ternary mixtures of dyes were spiked in seawater samples. The spectra of the mixtures were 
subjected to ANN and PLS and the concentration levels of added dyes were selected to be determined by the models.
Although both models have previously demonstrated excellent performances in the test set, neither of them have predicted accurate concentration values in case where dyes were spiked in seawater. The reason was that the dyes stock solutions in the test set were prepared by deionized water, whereas the seawater contained complex matrices whose spectra were unfamiliar to the calibrated models. Fortunately, the interferences present in the samples originating from matrix effect can be overcome based on the net analyte signal (NAS) concept (Culzoni et al. ) .
A thorough description of the NAS concept and its calculation procedure can be found elsewhere (Lorber et al. ; Ferré & Faber ) . In summary, the NAS for analyte i (r i Ã) is defined as a part of its spectrum which is orthogonal to the space spanned by the spectra of other analytes and s i Ã is the norm of the spectrum of the i pure analyte. The plot of r i Ã vs. s i Ã, which is known as net analyte signal regression plot (NASRP) can be drawn for each sample and the best-fit slope of the points on NASRP (forced to have zero intercept) would then be the concentration C i (Espinosa-Mansilla et al. ). Applying this technique, the most informative ranges of wavelength corresponding to CV, MG and MB were obtained as 290-320, 315-426 and 299-313 nm, respectively. Statistical parameters and analytical figures of merit for dyes determination by this method are presented in Table 4 . It is also understood that the number of factors was reduced from 10 to 3 in the case of MB, confirming the significant decrease in the variability sources number in the new range of 299-313 nm (15 points) compared to the previous full working range of 236-427 nm (192 points). The predicted concentrations and recoveries obtained by this technique were found to be satisfactory and close to 100%, as shown by Table 5 . Figure 5 typically shows the NASRP for CV in sample S2 before and after applying wavelength selection methodology. Looking at the top panel, the data points are highly distributed and linearity is never achieved in the whole working wavelength of 236-427 nm, implying the presence of interferences which were not modeled during calibration. On the other hand, the resulting NASRP in the selected range of sensors 290-320 nm is satisfactorily linear. This indicates the capability of the NAS technique in discarding new sources of variability arising from interferents which were not accounted for in the calibration step. In other words, sensor selection methodology helped to find the most informative wavelength regions where the seawater matrix non-modelled interferences were absent.
CONCLUSIONS
The results indicated that both PLS and ANN methods are capable of capturing the interactions between components with highly overlapped absorption spectra with a good degree of accuracy. Excellent agreement (with all R 2 > 0.997) between both PLS-1 and ANN predictions and the actual values is an indication of the effectiveness of the proposed methods for simultaneous determination of the three basic dyes in pure samples. In case of a seawater sample, taking into account the complexity of the matrices available in natural waters, the prediction power of wavelength selection methodology in PLS-1 can be considered acceptable (with recoveries between 90-101%). It can be concluded that a well-optimized PLS-1 method can be utilized as a promising, low cost and rapid tool in quantification of dye mixtures in natural waters in the case where the implementation of chromatographic procedures are costly or limited by the lack of analytical instrumentations. 
