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Abstract
For industrial aerodynamic applications to compressible flow simulation, finite volume
methods with low order of consistency are a mature technology, usually combined with
shock capturing techniques. However, high accuracy is needed for those problems
which involve a wide range of spatial and temporal scales. High-order methods are
potentially able to deliver high accuracy while at the same time avoiding excessive grid
resolution. In spite of that, these methods have not made their way into industrial
flow solvers for aircraft design yet. One of the reasons for this is the lack of tailor-
suited, best-practice solution techniques that compare favorably to highly-tuned low-
order methods. Currently, reliable, efficient, high-order numerical solutions can be
guaranteed only in a limited number of cases. One issue to address in order to make
these methods competitive is efficiency, which involves different aspects of the solution
strategy.
This thesis contributes to the development of efficient strategies for solving com-
pressible flows via high-order discretizations. Systems of nonlinear hyperbolic conser-
vation laws govern the dynamics of these flows. When discretizing steady problems,
one obtains a large system of nonlinear algebraic equations. We focus on convergence
accelerators for the solution of steady problems. Nonetheless, since implicit time
discretization produces a very similar set of equations, the techniques presented can
be applied to time-dependent problems as well. A combination of implicit Newton’s
relaxation and explicit multilevel methods is proposed. The resulting technique is
reliable and easy to tune, exceptionally simple compared to other ‘expert systems’. In
the framework of implicit relaxation, an important issue is the storage of the system
matrix. Strategies alternative to explicit storage of the matrix are introduced and ana-
lyzed. We also investigate the underlying high-order spatial discretization by consider-
ing and directly comparing the performance of three different methods, all employing
a local, discontinuous solution space. Finally, a novel method for multiwavelet-based
mesh adaptivity is extended to systems of conservation laws so as to adapt the mesh
to the flow features. On the one hand, high-order approximations on rather large-size
cells are used in regions where the solution is smooth. On the other hand, low-order
approximations together with very fine cells are applied in regions where shocks or
large gradients appear. Such an adaptive grid can allocate the resources efficiently,
in that cells are concentrated in areas where they are needed, as opposed to uniform
mesh refinement.
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Abstract in German
Multilevel-Verfahren höherer Ordnung für konvektionsdominierte nichtlin-
eare Probleme
Für industrielle Anwendungen kompressibler Strömungssimulationen sind Finite-
Volumen-Verfahren mit niedriger Konsistenzordnung, in der Regel mit Shock-Cap-
turing-Techniken kombiniert, eine ausgereifte Technologie. Allerdings erfordern Prob-
leme die einen großen Bereich von räumlichen und zeitlichen Skalen umfassen hohe
Genauigkeit. Verfahren hoher Ordnung sind potentiell in der Lage hohe Genauigkeit
zu liefern, während sie gleichzeitig übermäßige Gitterauflösung vermeiden. Trotzdem
haben sich diese Verfahren in industriellen Strömungslösern z.B. im Flugzeug-Design
noch nicht durchgesetzt. Einer der Gründe dafür ist der Mangel an maßgeschneiderten
best-practice Lösungstechniken, die hochgradig optimierten Verfahren niedriger Ord-
nung überlegen sind. Gegenwärtig können zuverlässige, effiziente numerische Lösun-
gen hoher Ordnung nur in einer begrenzten Anzahl von Fällen erzielt werden. Um
diese Verfahren konkurrenzfähig zu machen, muss deren Effizienz, die verschiedenen
Aspekte der Lösungsstrategie betrifft, verbessert werden.
Diese Arbeit leistet einen Beitrag zur Entwicklung von effizienten Strategien zur
Simulation kompressibler Strömungen mittels Diskretisierungen hoher Ordnung. Die
Dynamik dieser Strömungen wird beschrieben durch Systeme von nichtlinearen hy-
perbolischen Erhaltungsgleichungen. Wenn stationäre Probleme diskretisiert werden,
erhält man ein großes System von nichtlinearen algebraischen Gleichungen. Wir
konzentrieren uns auf Konvergenzbeschleuniger für die Lösung stationärer Probleme.
Dennoch können, da implizite Zeitdiskretisierung einen sehr ähnlichen Satz von Gle-
ichungen ergibt, die vorgestellten Techniken auch auf zeitabhängige Probleme ange-
wandt werden. Es wird eine Kombination impliziter Newton-Relaxation und eines
expliziten Multilevel-Verfahrens vorgeschlagen. Die daraus resultierende Technik ist
zuverlässig, einfach zu optimieren und besonders einfach im Vergleich zu anderen ‘Ex-
pertensystemen’. Im Rahmen der impliziten Relaxation ist die Speicherung der Sys-
temmatrix ein wichtiges Thema. Alternativen zur expliziten Speicherung der Matrix
werden vorgestellt und analysiert. Wir untersuchen auch die zugrundeliegende räum-
liche Diskretisierung hoher Ordnung, indem wir die Leistung von drei verschiedenen
Verfahren vergleichen, die alle einen lokalen, nicht-stetigen Lösungsraum verwenden.
Schließlich wird ein neuartiges Verfahren zur Multiwavelet-basierten Gitteradaptivität
auf Systeme von Erhaltungsgleichungen erweitert, so dass das Gitter an die Eigen-
schaften der Strömung angepasst wird. Einerseits werden Approximationen hoher
Ordnung auf eher große Zellen in Regionen in denen die Lösung glatt ist angewandt.
Andererseits werden Näherungen niedriger Ordnung in sehr feinen Zellen in Regionen,
in denen Stöße oder große Gradienten auftreten, verwendet. Ein solches adaptives
V
Gitter kann im Gegensatz zu uniformer Gitterverfeinerung die Ressourcen effizient
zuteilen, indem es die Zellen in Bereichen konzentriert, wo sie benötigt werden.
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1. Introduction
Aircraft design requires numerical methods to solve problems that involve compressible
fluid flows. These methods may be classified in low- and high-order methods. By
‘order’ we refer to the order of consistency in the sense of local truncation errors
[53]. Let h be a measure of the computational grid spacing. If the local truncation
error is O(hp+1) in smooth regions, the scheme is said to be p-th order consistent.
Most of the algorithms currently employed for compressible flows are low (first or
second) order in space. Classical low-order techniques, such as finite volume methods
combined with shock capturing techniques, have been tuned to industrial applications
during the last thirty years and represent a very mature technology. However, the
governing laws of fluid dynamics often involve a wide range of spatial and temporal
scales. For example, the accurate computation of vortex-dominated flows can play a
major role in some aeronautical problems. High accuracy can also be of interest in
other applications, e.g., computational aeroacoustics. For such applications one may
need to resolve the flow at scales of very different length. For this purpose, high levels
of accuracy are needed, which can be challenging to achieve for low-order methods
[164, 16]. High-order methods, namely methods with order of consistency higher than
two, have become a very active field of research in the last decade. To be mentioned
are the final report of the European ADIGMA project [122] and the collection of
contributions [198], both focusing on the state of the art of high-order methods in
computational fluid dynamics (CFD) for compressible flow. The expectation is that
with these methods high accuracy can be achieved, while at the same time avoiding
excessive grid resolution.
For smooth solutions high-order methods are efficient, in that they achieve the
same accuracy as low-order methods using fewer degrees of freedom (DOFs) [61]. On
the one hand, the potential of high-order methods has already been proven in the
asymptotic range of convergence [61, 121]. On the other hand, for moderate accuracy,
the computational overhead due to the increased complexity of the method often
causes these methods to be more expensive than low-order methods [181]. It has not
been assessed yet in what range of accuracy levels high-order methods are competitive.
Current research efforts aim at rendering these methods superior to low-order methods
even at modest levels of accuracy. This is, however, beyond the scope of this thesis.
Surely, if these methods are going to be competitive, they need to be efficient. Here,
efficiency of a method refers to its capability of achieving a given target accuracy
• with a small computational time,
• while using little memory,
• and possibly requiring little effort to implement.
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‘Small’ and ‘little’ take here as term of comparison the minimum computational time,
memory and implementation effort which one has to expect for the kind of problem
considered. This work is intended as a milestone in the development of efficient high-
order flow solvers.
The kind of applications that we have in mind are sub- and transonic compressible
flows. Having identified computational efficiency as the main target, we concentrate
our efforts on different aspects of the solution strategy.
• The high-order context imposes new constraints to time relaxation, which ex-
plains why the development of these techniques has generally been lagging be-
hind. Being aware that time-relaxation techniques and convergence accelerators
can be extended to time-dependent problems by dual time stepping [101], we
focus our attention on steady problems. Stability restrictions on the choice of
the (pseudo-) time step for explicit relaxation and large storage requirements for
implicit relaxation are critical for high order of consistency. The development
of efficient relaxation strategies needs to be addressed.
• The modern vision of a flow solver necessarily includes adaptivity [24, 23,
25, 27, 59, 21, 84, 111, 158, 198]. While in a low-order flow solver usually
only h-adaptivity is involved, the trend for high-order flow solvers is to employ
hp-adaptivity, which involves locally both low- and high-order discretization.
Adaptivity enables the solution strategy to adapt to the flow features, using
high-order approximation on rather large-size cells in regions where the solu-
tion is smooth, and low-order approximations with very fine cells in regions
where discontinuities or large gradients appear. In particular, mesh adaptivity
enables the solution strategy to allocate the resources efficiently, in that cells
are concentrated in areas where they are needed, as opposed to uniform mesh
refinement.
• The formulation of spatial discretization strategies with high order of consistency
is at a rather mature state. The three discretization methods which we consider
all share desirable properties, such as local conservation, compact stencil and
suitaibility for unstructured grids. In particular, a compact stencil is important
as to ease the implementation of p-adaptivity and parallel computations. We
focus here on the discontinuous Galerkin method [41, 42, 40, 39, 44], and the
spectral difference discretizations, both the standard one [133, 200, 134, 145, 201]
and the Raviart-Thomas-based one [13]. Under the aspect of efficient implemen-
tation, we show how the use of libraries [14] and automatic differentiation [144]
can significantly alleviate the burden of programming.
To be mentioned are also multilevel techniques, which represent a common denom-
inator of this dissertation. On the one hand, we make use of multigrid methods both
for obtaining a good initial estimate of the solution and for accelerating convergence.
On the other hand, our strategy for mesh adaptivity is based on a so-called multires-
olution analysis. A set of hierarchical grids, each corresponding to a different level
of resolution, is exploited to decompose the solution into its components at different
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scales. This technique belongs to the family of multilevel methods as well.
One of the major contributions of this work is the identification of best-practice
guidelines to drive the relaxation strategy for systems of ordinary differential equa-
tions arising from high-order spatial discretization of the governing equations. Let us
explain what we mean here by ‘best practice’. Clearly, one wants the overall solution
strategy to be optimal, which entails choosing the ‘right’ mesh, discretization method,
order, etc. The identification of an overall best practice is, however, beyond our scope.
Here we decouple the different aspects of the solution strategy and focus first on re-
laxation and then on adaptation. In order to investigate relaxation, we make the two
following assumptions.
• The (high) order p of consistency has been fixed. In case of p-adaptivity, this
would be the highest order used.
• Both the computational mesh and the spatial discretization method are given.
The problem that we then try to solve is, given the two previous assumptions, to find
the best relaxation strategy. ‘Best’ refers to desirable qualities of the relaxation such
as efficiency, robustness, fast convergence and ease of tuning.
For the investigation of time relaxation strategies we make use of a high-order solver
for two-dimensional compressible fluid flow, based on a method of lines approach
[141]. So far there has not been a consensus in the research community on which
time relaxation strategy is the most efficient for all problems. Many of the available
techniques for time relaxation are implemented in our solver. Both explicit multistage
Runge-Kutta relaxation and implicit Newton-Krylov relaxation can be chosen [146].
Different convergence-acceleration strategies are available for the solution of steady
problems, such as local time stepping and nonlinear geometric multigrid [30].
Choosing and tuning a subset of these strategies so as to solve one particular prob-
lem, i.e., the development of an ‘expert system’, can be cumbersome, also because of
the wide variety of available techniques [118, 110, 89, 119, 184, 26]. One of the main
contributions of this thesis is the identification of explicit full multigrid start-up com-
bined with a simple Newton’s method and an adaptive time-stepping strategy as our
method of choice. This unusual combination guarantees fast convergence and an easy
tuning of the parameters involved. An interesting outcome is that the most complex
and ‘fragile’ ingredients which are available prove to be not necessary and can hence
be discarded.
Since we aim at efficient relaxation, we have to take into account the storage re-
quirements as a relevant factor. Even though the global number of DOFs needed to
reach a certain accuracy can be lower compared to a low-order method, for implicit
relaxation the matrix of the linear system has to be stored. This matrix, derived from
discontinuous-Galerkin-type discretizations, can be very large and, because of the
strong coupling of the DOFs in adjacent elements, many of its entries are non-zero.
Thus, the number of DOFs, though likely to be lower than in a uniform low-order
method, could still be large enough to entail significant storage requirement.
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As a consequence, the Newton-Krylov technique that we suggest to use may not
be feasible in some cases where the storage is too large with respect to the available
resources. This happens in particular with three-dimensional problems and complex
geometries. Therefore, we feel that memory storage constraints for implicit relax-
ation need to be addressed. Here we consider two different strategies. One is based
on an approximation which is entirely matrix-free. The other, called partial-storage
approach [94], stores only some building blocks of the Jacobian matrix. Both these
techniques are valid (no- or low-storage) alternatives to the explicit storage of the
matrix. Nonetheless, the lack of a good matrix-free preconditioner affects their suc-
cessful application. Further research is needed in this area.
We then concentrate our interest on adaptation. Again we decouple the different
aspects of the solution strategy. In particular, we assume that the order, the relaxation
and the spatial discretization are given and look for the optimal computational mesh.
A mesh is considered ‘optimal’ if it allows to reach the target accuracy with the lowest
number of cells. Multiresolution-based mesh adaptivity using biorthogonal wavelets has
been quite successful with finite volume solvers for compressible fluid flow [28]. The
rationale behind its design is, given a reference scheme on a uniform fine mesh, to find
an adaptive grid on which computations are actually performed. This adaptive grid
is obtained starting from a coarse grid and refining only where needed, such that the
accuracy of the reference uniform discretization is preserved.
The extension of the multiresolution-based mesh adaptation concept to high-order
discontinuous Galerkin discretizations can be performed using multiwavelets [183],
which allow for higher-order vanishing moments, while maintaining local support. An
implementation for scalar one-dimensional conservation laws has been developed and
tested [90, 171]. The main contribution of this work is the extension to systems of
equations, in particular to the equations governing inviscid compressible flows [96, 95].
While the accuracy of the reference scheme on uniform grid is preserved, storage re-
quirements, and concurrently computational time, are heavily reduced. This proof of
concept will be useful for subsequent efforts in this area, including the coupling with
efficient relaxation techniques and multigrid solution methods.
As mentioned above, we have in mind sub- and transonic problems. In this work
we consider simplified settings, where we can more easily assess and validate the
proposed techniques. Also, empirical observations on the behavior of the different
methods can be better isolated in a simple setting. It should however be kept in mind
that the techniques proposed can be extended to time-dependent three-dimensional,
viscous and turbulent problems on hp-adaptive discretizations. In particular, implicit
relaxation is known to be profitable for stiff systems, which arise for example from
viscous problems at high Reynolds number. Extensions are discussed in the text, with
reference to existing literature. In general, all the techniques are extendable in their
essence, though adjustment of the parameters and validation may be necessary.
The organization of the dissertation is as follows. In Chapter 2, the governing
equations and high-order discretizations are presented. In Chapter 3, time-relaxation
techniques, both explicit and implicit, are examined. Our best-practice relaxation is
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developed and assessed in Chapter 4. Chapter 5 presents some techniques and results
for low-storage implicit relaxation. In Chapter 6 an efficient grid adaptation tech-
nique based on multiresolution analysis is presented. Finally, conclusions are drawn
in Chapter 7.
In agreement with the advisor some of the numerical results presented in this work
have already been published or submitted, see [143, 94, 97, 144, 95, 96]. However, it
is emphasized that all test problems presented have originated from the author’s own
work.
5
6
2. Spatial Discretization for Hyperbolic
Conservation Laws
2.1. Introduction
The equations of gas dynamics are one of the most common examples of a system
of conservation laws. In particular, in this work we focus on the equations governing
the motion of a compressibile inviscid flow in Eulerian coordinates, which are known
under the name of Euler equations. These form a system of nonlinear conservation laws
which is hyperbolic. We review some basic concepts, concerning in general hyperbolic
conservation laws and their numerical solution. In particular, in Section 2.2 we define
hyperbolic conservation laws, whereas in Section 2.3 we list the most relevant results
concerning the convergence of numerical schemes for conservation laws.
We have already motivated in Chapter 1 the strong interest in developing meth-
ods with high order of consistency. Here we will derive and use local, discontinuous
discretizations (Section 2.4), in particular modal discontinuous Galerkin (Section 2.5)
and one particular case of nodal discontinuos Galerkin, i.e., spectral difference dis-
cretization. Concerning the latter, we derive it both in its standard form (Section 2.6)
and in a novel formulation, based on the approximation of the flux in the Raviart-
Thomas space (Section 2.7). Finally, Section 2.8 is devoted to a comparison among
these discretization techniques.
2.2. Hyperbolic Conservation Laws
We review here the main concepts concerning hyperbolic conservation laws. Let t be
the time variable and x ∶= (x1, . . . , xd)T the space variable, where d ∈ {1,2,3} is the
number of spatial dimensions. We consider the divergence form or strong conserva-
tion law form of a system of r > 0 nonlinear hyperbolic partial differential equations
(PDEs):
∂u
∂t
+∇ ⋅ f(u) = 0, (2.1)
where u = u(x, t), u ∶ Rd × [0, T ]→ Rr (with T > 0), are the conserved quantities, and
the flux vector is f ∶ Rr → Rr×d, with f = (f1, . . . , fd), f` = (f`,1, . . . , f`,r)T , ` = 1, . . . , d.
The flux can be a nonlinear function of u. These equations, referred to as conservation
laws, are subject to initial data
u(x,0) = u0(x). (2.2)
In fact, for simplicity, we consider pure initial value problems, i.e., without boundary
conditions.
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We rewrite system (2.1) in quasilinear form:
∂u
∂t
+ d∑`=1A`(u) ∂u∂x` = 0, (2.3)
where A`(u) ∶= ∂f`
∂u
is the flux Jacobian matrix. System (2.1) is called hyperbolic if
for any u ∈ Rr and any ω ∈ Rd/{0}, the linear combination
A(u,ω) ∶= d∑`=1ω`A`(u) (2.4)
has a complete set of r linearly independent right eigenvectors y1(u,ω), . . . ,yr(u,ω) ∈
Rr and corresponding r real eigenvalues λ1(u,ω) ≤ . . . ≤ λr(u,ω) such that
A(u,ω)yj(u,ω) = λjyj(u,ω), j = 1, . . . , r. (2.5)
In this case the matrix A(u,ω) can be diagonalized as A = Y ΛY −1, where Λ ∶=
diag(λ1, . . . , λr) and Y is the r×r matrix having the eigenvectors y1, . . . ,yr as columns.
If a system is hyperbolic and the eigenvalues are all distinct, the system is said to be
strictly hyperbolic. Essential to the nature of hyperbolic systems is the feature of prop-
agating signals across the domain. In particular, for a homogeneous one-dimensional
linear system with A1 being a constant-coefficient matrix, one can decouple system
(2.3) into a system of r independent advection equations
∂u˜j
∂t
+ λj ∂u˜j
∂x
= 0, (2.6)
where u˜ ∶= Y −1u. Then the solution consists of a linear combination of r waves,
each of which is constant along the characteristic lines, i.e., the straight lines x =
x0 + λjt, x0 ∈ R, in the space-time plane, along which information is convected with
characteristic speed λj ∈ R.
We will deal with homogeneous systems, where no source term is present. The time-
dependent Euler equations are a well-known example of a system of this kind. They
describe the dynamics of a compressible gas, for which the effect of viscous stresses
and heat flux are neglected. Let us introduce the time-dependent Euler equations.
They express conservation of the mass, of the momentum in all its components ρv`,
` = 1, . . . , d, and of the specific total energy etot = ekin + eint. The variable ρ is the
density, the variables v`, ` = 1, . . . , d, are the velocity components,
ekin = 1
2
d∑`=1 v2` (2.7)
is the specific kinetic energy, and eint the specific internal energy. The d-dimensional
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time-dependent Euler equations are expressed by system (2.1), with r = d + 2,
u =
⎛⎜⎜⎜⎜⎜⎜⎝
ρ
ρv1⋮
ρvd
ρ etot
⎞⎟⎟⎟⎟⎟⎟⎠
, f`(u) =
⎛⎜⎜⎜⎜⎜⎜⎝
ρv`
ρv` v1 + p δ1,`⋮
ρv` vd + p δd,`(ρ etot + p)v`
⎞⎟⎟⎟⎟⎟⎟⎠
, ` = 1, . . . , d. (2.8)
The variable p here is the pressure. One usually refers to the whole system as the
Euler equations [4], though strictly speaking only the momentum conservation laws
are the actual Euler equations. The system is closed by means of equation (2.7) and
by a relation defining eint in terms of variables of the system. We assume the gas to
be thermally and calorically perfect, so that the equation of state
eint = p(γ − 1)ρ, (2.9)
where γ = 1.4 is the ratio of specific heats for air at standard conditions [4], holds
and closes the system. It can be shown that the one-dimensional system of Euler
equations is strictly hyperbolic, whereas the two- and three-dimensional systems are
hyperbolic [185]. There are some computational advantages in expressing the govern-
ing equations in terms of the conserved variables. Namely, the large class of numerical
methods for hyperbolic equations can be employed. This is also one of the reasons
why, even when dealing with steady problems, we will introduce a pseudo-time vari-
able in order to recover the time-dependent form of the equations and, with it, the
hyperbolicity in time (see Section 3.1).
We study the solutions of hyperbolic conservation laws. A smooth solution u of
(2.1) can only be guaranteed to exist for a small period of time even if the initial
data are smooth [63]. Due to the nonlinearity of the flux, in fact, discontinuities may
develop: characteristic curves intersect, leading to multivalued solutions. Therefore,
one needs a new definition of a solution of (2.1) in the class of discontinuous functions.
Typically, in physics, conservation laws arise in an integral version of (2.1):
d
dt
∫
V
udx = −∮
∂V
f(u) ⋅ n dx (2.10)
for t ∈ [0, T ], T > 0, and for all V ⊂ Ω. Ω ⊂ Rd is a bounded domain, and ∂V is
the boundary of the volume V with outer normal n(x) at the point x ∈ ∂V . By
observing equation (2.10) it becomes clear why one speaks of ‘conservation laws’: the
time variation of the integral of the conserved variables u on the volume V is uniquely
determined by the flux of such quantities through the boundary ∂V . Assuming that
u and f are sufficiently smooth, one can derive an equivalent formulation to (2.10):
∫ T
0
∫
Ω
(∂u
∂t
+∇ ⋅ f(u))ϕdxdt = 0, (2.11)
for all ϕ ∈ C10(Ω × [0, T )), i.e., continuously differentiable functions with compact
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support supp(ϕ) ⊆ Ω × [0, T ). Then, integrating by parts, one can derive
∫ T
0
∫
Ω
u
∂ϕ
∂t
dxdt = −∫ T
0
∫
Ω
(f(u) ⋅ ∂ϕ
∂x
) dxdt − ∫
Ω
u0(x)ϕ(x,0)dx. (2.12)
We call any function u ∈ (C1(Ω × [0, T ]))r satisfying (2.1)-(2.2) pointwise a classical
solution. If u0 ∈ (L∞loc(Ω))r, then a weak solution is any (locally bounded measurable)
function u ∈ (L∞loc(Ω × [0, T ]))r which satisfies (2.12). A classical solution is also
a weak solution by construction, whereas a weak solution u is also classical only if
u ∈ (C1(Ω × [0, T ]))r [63].
The equations in their integral form (2.10) admit discontinuous solutions satisfying
particular jump conditions, the Rankine-Hugoniot conditions [123]:
⟦u⟧nt + d∑`=1 ⟦f` (u)⟧nx` = 0. (2.13)
Here ⟦u⟧ ∶= u+ − u−, ⟦f` (u)⟧ ∶= f` (u+) − f` (u−), n ∶= (nt, nx1 , . . . , nxd)T ∈ Rd+1 is a
normal vector in space and time to the surface of discontinuity, and
u± ∶= lim
ε→0+ u ((x, t) ± εn) (2.14)
are the limits of u on each side of the surface of discontinuity.
Weak solutions are not uniquely determined by their initial data [63]. Physically,
however, given certain initial data, we expect just one possible evolution of the phys-
ical system. The weak solutions occuring in nature are limits of viscous flows. For
discontinuous solutions describing the motion of a gas, one can add entropy conditions
to guarantee that we select a physically appropriate solution, where the entropy does
not decrease with time [81]. In fact, the Rankine-Hugoniot conditions (2.13) applied
to the Euler equations allow both expansion shocks and compression shocks [64]. Only
the latter, however, correspond to an increase of entropy as required by the second
law of thermodynamics. The same concept has been extended to other systems of
hyperbolic equations by means of admissibility conditions and entropy functions. One
defines a convex entropy function U(u) such that
∂F`
∂uj
= r∑
k=1
∂U
∂uk
∂f`,k
∂uj
, ` = 1, . . . , d, j = 1, . . . , r, (2.15)
where F` are the entropy fluxes. This corresponds to a conservation law of the form
(2.1) with u and f substituted by U and F . A weak solution u of (2.1) is admissible
if it satisfies
∫ T
0
∫
Ω
(U(u)∂ϕ
∂t
+F(u) ⋅ ∂ϕ
∂x
)dxdt + ∫
Ω
U (u0(x)) ϕ(x,0)dx ≥ 0 (2.16)
for all test functions ϕ ∈ C10(Ω × [0, T )), ϕ ≥ 0. These physically-admissible solutions
are called entropy solutions. In case of scalar conservation laws, weak solutions
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satisfying all possible entropy conditions are uniquely determined by their initial data
[159].
2.3. On the Numerical Solution of Hyperbolic
Conservation Laws
The satisfactory approximation of the exact solution of hyperbolic systems is partic-
ularly difficult because of the presence of discontinuities in the exact solution. Let us
consider here for simplicity r = d = 1, a one-dimensional scalar problem:
∂u
∂t
+ ∂f(u)
∂x
= 0. (2.17)
We assume a uniform partition for the spatial domain Ω ∶= [a, b]: we divide it into NE
cells (or subdomains or elements) V (k), each of uniform length vol (V (k)) = h. Con-
cerning time discretization, we consider the sequence tn, n = 0, . . . ,N , with constant
time step ∆t such that tn+1 − tn = ∆t. Let uh = uh(x, t) be a grid function approxi-
mating the solution to problem (2.17), and vnk the cell averages of this approximation:
vnk ∶= 1
vol (V (k)) ∫V (k) uh(x, tn)dx. (2.18)
A single-step explicit numerical scheme for the cell averages is said to be conservative
if it can be written as
vn+1k = vnk − ∆th (Fnk+ 12 − Fnk− 12 ) , (2.19)
where Fn
k+ 1
2
is the value of the numerical flux at the cell interface. A higher-order
numerical scheme for which (2.19) holds is said conservative in the means.
We consider only numerical fluxes F with the following properties:
• F is a two-point numerical flux, i.e., Fn
k+ 1
2
∶= F (vnk , vnk+1);
• F is consistent with the flux function f , i.e.,
F (v, v) = f(v); (2.20)
• F is Lipschitz-continuous;
• F preserves conservation, i.e., F (v,w) = −F (w, v).
The resulting numerical method is an explicit method based on a three-point spatial
stencil: vn+1k depends only on vnk−1, vnk and vnk+1. Equation (2.19) is said to be in
conservative form, since it mimics the physical conservation property of the solution.
If uh(x, t), the solution given by a scheme in conservation form, converges boundedly
almost everywhere to some function w(x, t) as h, ∆t → 0 with constant ∆t/h and F
is Lipschitz-continuous, then w(x, t) is a weak solution of (2.17); this is Lax-Wendroff
theorem [125, 130, 63], which comes as a consequence of conservativity.
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We are interested in numerical schemes which converge to the entropy solution. If
one solves the advection equation
∂u
∂t
+ a∂u
∂x
= 0 (2.21)
with a = a(x, t), by means of a linear numerical scheme, the convergence of the
numerical scheme is implied by the consistency and stability of the scheme; this is
expressed by Lax equivalence theorem [124, 130]. By linear numerical scheme we
mean a scheme whose evolution operator depends linearly on the data, i.e., F in
(2.19) depending linearly on its arguments. We discuss the stability of the numerical
method. In the constant coefficient case, i.e., constant a in (2.21), L2-stability follows
from von Neumann condition [37, 64]. Specifically, a scheme is L2-stable (or linearly
stable) if there exists a constant C independent of h and ∆t such that
∥uh(⋅, tn)∥L2(Ω) ≤ C ∥uh(⋅, t0)∥L2(Ω) . (2.22)
Von Neumann stability is necessary and sufficient for stability only in certain cases:
the PDE and the numerical scheme must be linear, the PDE must be constant-
coefficient with periodic boundary conditions, and the scheme must use no more than
two time levels.
In more general cases, such as when the flux is nonlinear, further assumptions are
necessary for convergence. The requirement of L2-stability of the locally linearized
problem is extended by that of stability in the sense of uniformly-bounded total vari-
ation in x. The theory of total-variation stability, also known in the literature as
nonlinear stability, counts at the present time a certain amount of classical results in
the context of finite difference methods [160, 73]; here we shall list the most relevant of
these results. Among the successful numerical methods for solving the discontinuities
which arise, non-oscillatory methods are to be mentioned, such as total variation di-
minishing (TVD) [74], total variation bounded (TVB) and essentially non-oscillatory
(ENO) schemes [79, 176]. The total variation (TV) of a one-dimensional function
w ∈ L1(Ω) is defined as
TV (w) = sup
ϕ ∈C10(Ω)∥ϕ∥L∞(Ω)≤1
∫
Ω
w
dϕ
dx
dx, (2.23)
see [63]. The solution to the advection equation (2.21) simply propagates at the advec-
tion speed with unchanged shape, so that the total variation TV (u(⋅, t)) is constant
in time in that case. However, a numerical solution to the advection equation might
show oscillations, hence not constant (increasing) total variation, where the total vari-
ation at time instant t = tn for a piecewise constant grid function uh, uh(x, tn) ∶= vnk
for x ∈ V (k), is defined as
TV n = NE−1∑
k=1 ∣vnk+1 − vnk ∣ . (2.24)
A weak solution of (2.17) is said to have the monotonicity property if no new local
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extrema in the variable x may be created, and if the value of a local minimum and
the value of a local maximum are non-decreasing and non-increasing, respectively.
From this property it follows that the total variation is non-increasing in time. In
particular, a numerical scheme is said to be TVD if
TV n+1 ≤ TV n, for all n ≥ 0. (2.25)
A numerical scheme is TVB if, for any data uh(⋅, t0) with TV 0 <∞ and for any time
instant T , there exists a constant R > 0 and a value ∆t0 > 0 such that
TV n ≤ R, for all n∆t ≤ T with ∆t ≤ ∆t0. (2.26)
For one-dimensional scalar nonlinear problems, methods which are TV-stable (TVD
or TVB) do not introduce oscillations near to shocks. A numerical scheme is said to
be consistent with the entropy inequality (2.16) of the system of conservation laws
(2.1) if there exists a (two-point) numerical entropy flux Fnum that is consistent withF(v), i.e., Fnum(v, v) = F(v), such that
U(vn+1k ) ≤ U(vnk) − ∆tnh (Fnk+ 12 −Fnk− 12 ) , (2.27)
where Fn
k+ 1
2
∶= Fnum (vnk , vnk+1). In particular, a TV-stable scheme (2.19) which is
consistent with its entropy inequality (2.27) is a convergent scheme and its limit is
the unique weak solution of equation (2.17) [74]. Monotone schemes are a particular
class of TVD methods, for which the right-hand side of (2.19) is non-increasing in all
of its arguments. Monotone schemes are always consistent with the entropy inequal-
ity (2.27). Thereby, monotone schemes always converge to the physically-appropriate
solution, which is not always the case for non-monotone schemes [81]. Unfortunately,
monotone schemes are at most only first order [81, 130].
Since we deal with nonlinear problems, we need to impose TV-stability, therefore
we are interested in TV-stable schemes. However, one has to take into account the
‘curse’ of Godunov’s theorem: any linear TVD scheme, is monotone, hence only first
order [81]. Genuinely nonlinear TVD schemes, i.e., schemes which depend nonlinearly
on the data, have to be taken into account for higher order of consistency, which is
here the case. Nonlinear TVD schemes are obtained by introducing limiting functions
that depend on the solution. One speaks of slope limiting when the local order of the
solution is reduced, forcing the inter-element jumps to increase. Standard examples
are van Leer’s limiter [127], which causes the scheme to be TVD, and its TVB mod-
ification, Shu’s modification [175]. We will be using a variation of Shu’s limiter in
Chapter 6.
When a numerical scheme for a scalar problem, or at least its formulation for the
means, combined with forward Euler time stepping can be written in conservation
form as in (2.19), nonlinear stability and convergence can be inferred from the TVD
(or TVB) stability theory, under suitable assumptions on the numerical flux and
the limiting procedure [156]. The stability region is then modified by using strong
stability preserving Runge-Kutta time discretizations [68] so as to obtain higher-order
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consistency in time, see Section 3.2.1.
2.4. Discontinuous Discretization Methods
Typically, hyperbolic PDEs are discretized in two successive steps: first space dis-
cretization is performed, followed by the application of a time integration technique
to the resulting system of ordinary differential equations (ODEs). This kind of ap-
proach is called method of lines. In the remainder of this chapter we deal with space-
discretization techniques for unstructured grids. In the last decades it became im-
portant to develop numerical methods for conservation laws which are high order in
smooth regions of the solution but at the same time show sharp and non-oscillatory
shock transitions. As we mentioned in Chapter 1, by ‘high order’ we refer to order of
consistency (in the sense of local truncation errors) larger than two. One of the first
approaches which has been attempted was the extension of standard finite volume
(FV) methods to high order. One tries to achieve the high-order reconstruction of
the solution variables by extending the stencil to neighbor cells. The stencil can so
become considerably large. Besides, the reconstructed variables are sensitive to the
local quality of the grid, so that they can result in being less accurate than what
is expected. Moreover, conventional high-order FV methods on unstructured grids
typically use a different stencil for each cell, so that a least-squares reconstruction
for every cell at every time step has to be performed, or alternatively the coefficients
of this reconstruction have to be stored. Both these choices can lead to problems
for large computations: excessively large computational times or prohibitive memory
requirement.
The landscape of high-order discretizations for conservation laws is marked by va-
riety. On the one hand, spectral methods [66, 65, 115] are the main representative of
global methods, which use only one reconstruction for the whole domain. On the other
hand, the spectral element method [162] is a high-order finite element (FE) method,
which employs a local reconstruction and a continuous solution space. In this work we
focus on high-order discretization methods which are local and discontinuous, in par-
ticular discontinuos Galerkin and spectral difference discretizations. These methods
construct a local high-order approximation to the solution by increasing the number
of degrees of freedom (DOFs) within each element: in this way, the formal order of
consistency can be attained even on unstructured grids. If compared to high-order FV
methods, for these discretizations the extension of the limiting function to multiple di-
mensions becomes more of an a issue. Moreover, stability limits become more severe,
so that smaller time steps have to be chosen for explicit time relaxation. Recently,
both the flux reconstruction approach [93, 36] and the lifting collocation penalty ap-
proach [199] have originated a whole new family of methods, to which discontinuous
Galerkin and spectral difference methods belong.
2.4.1. Discontinuous Galerkin methods
The first discontinuous Galerkin (DG) method was introduced in 1973 in the frame-
work of steady linear hyperbolic equations for neutron transport [166]. A major devel-
opment of the DG method was carried out by Cockburn and Shu [41, 42, 40, 39, 44],
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which established a framework to easily solve nonlinear time-dependent hyperbolic
conservation laws using explicit, TV-stable high-order Runge-Kutta time discretiza-
tions [176] and DG discretization in space. These schemes are termed Runge-Kutta
discontinuous Galerkin methods. Since then the development of DG methods received
a boost. Important contributions came from other researchers too, such as Bassi and
Rebay [19, 18, 20, 17], and Hesthaven [87]. DG methods for elliptic and parabolic
equations were also introduced and developed independently from DG methods for
hyperbolic equations; examples can be found in [6, 32, 7].
There are two types of formulations. In the modal formulation, the unknowns are
the expansion coefficients. In contrast, for the nodal formulation, the unknowns are
the nodal values of the unknown variables at the collocation points. Since the basis
functions are in general orthogonal to each other only in the modal space, the modal
formulation will result in an uncoupled system, but this is in general not true for the
nodal formulation. For the collocation methods, such as spectral difference discretiza-
tion, the nodal formulation is the more natural choice.
We summarize the main steps for the derivation of a DG method, and in particular
the derivation of a modal DG method and of a special nodal method, the spectral
difference method. Since the derivation of these methods asks for rather complex
notation, we derive the formulations in the case of one dimension (d = 1). We will
then provide the formulation for the multidimensional case; the reader interested in
the derivation in the multidimensional case will find it in Appendix A. As a first
step, we derive an integral form of the governing equations, which will be the starting
point for deriving the modal DG method, the standard spectral difference method
and the Raviart-Thomas based spectral difference method in Sections 2.5, 2.6 and
2.7, respectively.
We consider only compact domains Ω ⊂ R for the space variable and we divide the
spatial domain into NE cells. Let
V (k) ∶= (xk, xk+1), k ∈ I ∶= {1, . . . ,NE} such that ⋃
k∈I V (k) = Ω (2.28)
be the subdomains which form our ‘triangulation’. Next a suitable function space has
to be chosen. Let p be the degree of the polynomials on which we base the approx-
imation uh to the solution of a system of hyperbolic conservation laws (2.1). The
DG method is obtained by considering basis functions in Πp(V (k)), where Πp(V (k))
is the space of polynomials of degree at most p on V (k). This corresponds to taking
piecewise polynomials over the elements V (k), with no continuity requirement at the
element boundaries, i.e., functions in
Sp ∶= {v ∈ L2(Ω) ∶ v∣V (k) ∈ Πp (V (k)) ,∀k ∈ I} . (2.29)
Let us introduce the dimension Np of the space of polynomials Πp (V (k)):
Np ∶= p + 1. (2.30)
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We choose a basis Φ ∶= {ϕ(k)i , k ∈ I, i = 1, . . . ,Np} for Sp. Since the reconstruction of
the solution is local, the basis functions must have compact support:
supp (ϕ(k)i ) = V (k). (2.31)
We can then express the approximate solution as an expansion of the basis Φ:
uh(x, t) ∶= ∑
k∈I
Np∑
i=1u
(k)
i (t) ϕ(k)i (x) ∈ (Sp)r, (2.32)
where u(k)i are the coefficients, each of dimension r. We multiply (2.1) by the basis
function ϕ(k)i , we integrate over its support V (k), substitute uh(x, t) with its expansion
(2.32) and integrate by parts. In this way, we obtain the variational formulation of
(2.1):
Np∑
i′=1
du(k)i′
dt
∫
V (k) ϕ
(k)
i ϕ
(k)
i′ dx + [f (uh) ϕ(k)i ]x−k+1x+
k
− ∫
V (k) f (uh) dϕ(k)idx dx = 0, (2.33)
valid for all k ∈ I and for all i = 1, . . . ,Np, where g(x±) ∶= lim
ε→0 g(x±ε) for a function g.
Sometimes, when it can be deduced from the context, we will omit the superscripts
‘+’ and ‘−’. A numerical flux weakly prescribes the data at any cell interface: it
provides solution coupling between the discontinuous elements and appropriate nu-
merical dissipation necessary to achieve stability. The flux evaluations are substituted
by numerical fluxes:
F(k) ≈ f (uh) , (2.34)
which are defined only at cell interfaces as
F(k)(xk, ⋅) ∶= F (u(k−1)h (xk, ⋅) , u(k)h (xk, ⋅)) ,
F(k)(xk+1, ⋅) ∶= F (u(k)h (xk+1, ⋅) , u(k+1)h (xk+1, ⋅)) , (2.35)
where u(k)h ∶= uh∣V (k) . In order to have (discrete) conservation, the function F must
be uniquely defined for any internal face, i.e., F(k)(xk+1, ⋅) = F(k+1)(xk+1, ⋅), and it
must be consistent with f at the shared face, as already discussed in Section 2.3.
Usually the numerical flux is chosen in the class of Lipschitz-continuous monotone
flux functions for easy incorporation of TVD stability theory. We have obtained the
following expression on the computational domain:
Np∑
i′=1
du(k)i′
dt
∫
V (k) ϕ
(k)
i ϕ
(k)
i′ dx = − [F(k)ϕ(k)i ]xk+1xk + ∫V (k) f (uh) dϕ(k)idx dx. (2.36)
This is the DG formulation in its flavor and from this we will start deriving the
different methods.
The first step will be there given by the mapping of the integrals back onto the
reference element Vˆ ∶= (−1,1). This mapping will later facilitate the comparison
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among the methods (in particular of the DOFs), even though it is not essential to the
nature of DG methods themselves. We assume that there exist linear mappings
Ξ(k) ∶ Vˆ → V (k), k ∈ I,
xˆ ↦ x, (2.37)
with derivative J(k) = ∂Ξ(k)
∂xˆ
> 0, such that each element in the triangulation can be
mapped back onto Vˆ and there is a unique correspondence between the points xˆ in
the reference domain and the points x in one of the elements V (k) of the triangulation,
for all k ∈ I. The hat denotes quantities relative to the reference domain. We map the
basis functions from the actual elements of the discretization to the reference domain
as
ϕi ∶= ϕ(k)i ○Ξ(k), ∀k ∈ I, ∀ i = 1, . . . ,Np, (2.38)
so obtaining the basis {ϕi, i = 1, . . . ,Np} for Πp(Vˆ ). Note that, if one chooses ϕ(k)i
to be a polynomial function, ϕi will still be a polynomial of the same degree, since in
one dimension the mapping Ξ(k) is a simple linear mapping.
The DG methods can be seen as an extension of FE methods to achieve local
conservation. As in classical FE methods, accuracy is obtained by means of high-order
polynomial approximation within an element, rather than by wide stencils. Nodes
on element boundaries are here allowed to have multiple values, so that the local
reconstruction in each element is in general discontinuous with that of its neighbors.
As in the FV method, a numerical flux function is employed at element boundaries
to compute the numerical fluxes. Indeed, the classical first-order cell-centered FV
scheme exactly corresponds to the DG method using polynomials of degree p = 0,
i.e., to the DG method using piecewise constant polynomials ϕ ∈ S0. Consequently,
the DG methods employing polynomial degree p > 0 can be regarded as a ‘natural’
generalization of FV methods to higher order.
DG methods are well suited for complex geometries since they can be applied on un-
structured grids [19, 60, 136]. In addition, they can handle non-conforming elements,
where the grids are allowed to have hanging nodes. The limited element-to-element
coupling permits the development of an efficient high-order solver, with the possi-
bility to employ domain decomposition. The spatial discretization is in itself highly
parallelizable, as it is invariantly compact with increasing order of consistency and
each element is independent [27, 60, 163]. The compactness also allows for structured
and simplified coding for the method. Adaptive strategies can be easily handled
[84, 60, 61, 136, 157], since refining or coarsening a grid can be achieved without con-
sidering the continuity restriction commonly associated with conforming elements.
However, due to multiple values of the unknowns on element boundaries, in the DG
method the solution of ODEs with more DOFs is required, if compared to FE methods
for the same grids.
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2.5. Modal Discontinuous Galerkin Methods
We derive the formulation for a modal DG method starting from equation (2.36). The
main steps are given by the mapping onto the reference element and the numerical
quadrature of the integrals. For the modal formulation we require the basis functions
to be orthogonal: ⟨ϕi, ϕi′⟩L2(Vˆ ) = δi,i′ ωi, (2.39)
with ωi ∶= ∥ϕi∥2L2(Vˆ ) > 0. In particular, in one dimension we choose Legendre polyno-
mials, see Figure A.1. We can then express the modal coefficients u(k)i by means of
the orthogonality relation (2.39):
u(k)i (t) = 1ωi ∫Ω uh(x, t)ϕ(k)i (x)dx. (2.40)
We want to map problem (2.36) back onto the reference element and then evaluate
numerically the volume integral of a function g by means of quadrature rules on the
reference element:
∫
V (k) g(x)dx = ∫Vˆ gˆ(xˆ)J(k) dxˆ ≈ J(k) N
vol∑
σ=1 wvolσ gˆ (xˆvolσ ) , (2.41)
where gˆ ∶= g ○ Ξ(k), Nvol is the number of quadrature points, wvolσ are the quadrature
weights, and {xˆvolσ , σ = 1, . . . ,Nvol} are the quadrature points. The superscript vol
denotes here the objects relative to the quadrature of volume integrals (as opposed
to surface integrals). For nonlinear flux functions, the required quadrature formulas
should have twice the degree of precision as the precision of the reconstruction, so that
the numerical integrals are exact for products of two functions in Πp. This guarantees
that the error introduced by the approximation of the integrals in (2.36) is of the same
order of the approximation error of the other terms [42]. For the integral containing
the derivative operator we will apply
∫
V (k)
dg(x)
dx
dx = ∫
Vˆ
dgˆ(xˆ)
dxˆ
dxˆ ≈ Nvol∑
σ=1 wvolσ
dgˆ
dxˆ
∣
xˆvolσ
, (2.42)
where J(k) cancels since we are in one dimension.
We define the value of the flux function at the volume quadrature point xˆvolσ :
fˆ
vol,(k)
σ ∶= fˆ(k) (xˆvolσ , ⋅) , (2.43)
where fˆ
(k) ∶= (J(k))−1 f∣V (k) (u(k)h ) is the Piola back transform divided by the transfor-
mation derivative J(k). As regards the term − [F(k)ϕ(k)i ]xk+1xk in (2.36), it corresponds
in higher dimensions to a surface integral. In order to have a common notation, we
introduce the same notation that we will be using for the surface integral. This is
analogous to the notation for the quantities of the volume quadrature, with sur stand-
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ing for surface. In one dimension we define {xˆsurρ , ρ = 1, . . . ,N sur} to be the N sur = 2
extremes −1 and 1 of the reference element Vˆ . The corresponding ‘weights’ wsurρ will
be equal to 1. We define the numerical flux at xˆsurρ to be
Fˆ
sur,(k)
ρ ∶= Fˆ(k)(xˆsurρ , ⋅), (2.44)
where Fˆ
(k) ∶= (J(k))−1F(k) is the Piola back transform divided by the transformation
derivative J(k). Finally we have obtained the semi-discretized formulation of the
modal DG method in one dimension:
ωi
du(k)i
dt
= −Nsur∑
ρ=1 wsurρ Fˆ
sur,(k)
ρ ϕi (xˆsurρ ) + Nvol∑
σ=1 wvolσ fˆ
vol,(k)
σ
dϕi
dxˆ
∣
xˆvolσ
, (2.45)
for all k ∈ I, i = 1, . . . ,Np. The formulation in higher dimensions can be derived in an
analogous manner, as detailed in Section A.1.
Formulation (2.45) can be rewritten in a general form, valid in higher dimensions:
ωi
du(k)i
dt
= −Nsur∑
ρ=1 wsurρ rsuriρ Fˆ
sur,(k)
ρ + d∑`=1
Nvol∑
σ=1 wvolσ d
DG,(k)
iσ` fˆ
vol,(k)
σ, ` , (2.46)
where the reconstruction and local-differentiation coefficients are given by
rsuriρ = ϕi (xˆsurρ ) , dDG,(k)iσ` ∶= (∇xˆϕi)` ∣xˆvolσ = ∂ϕi∂xˆ` ∣xˆvolσ , (2.47)
with xˆ` being the `-th spatial direction on the reference element Vˆ . As basis func-
tions for a two-dimensional triangular mesh, we choose the Dubiner basis [58], see
Section A.1. As regards the choice of the points, we choose Gauss quadrature nodes
for the integration in one dimension and optimal (in minimal number) nodes for the
quadrature in two dimensions (on triangles): see [50] for p = 1 and p = 2, and [137]
for p = 3 (rule 61) and p = 4 (rule 81). Concerning the numerical flux function,
we will consider Jameson’s CUSP flux [103], and Roe and HLLC approximate Rie-
mann solvers [185]. If we consider all the DOFs in one single cell, we can rewrite the
equations concerning the DOFs in that cell in matrix-vector form:
M U˙(k) = S ⋅G(U) +V ⋅H (U(k)) , (2.48)
where
U(k) ∶= (u(k)im )T , i = 1, . . . ,Np, m = 1, . . . , r (2.49)
is the vector of the local solution DOFs, and U is the global vector of all the solution
DOFs:
U ∶= (u(k)im )T , k ∈ I, i = 1, . . . ,Np, m = 1, . . . , r. (2.50)
M is a local diagonal matrix of dimension (Np ⋅r)×(Np ⋅r), S and V are the matrices rel-
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ative to the contributions coming from the surface and volume integrals, respectively.
S ∶= S1 has dimension (Np ⋅ r) × (N sur ⋅ r). V ∶= (V1, . . . ,Vd), and V` has dimension(Np ⋅r)×(Nvol ⋅r). Vectors G and H are defined as G ∶=G1 and H ∶= (H1, . . . ,Hd)T ,
respectively1 . The elements of the vector G1 and of H` are respectively
Gjm ∶= Fˆ surj,m, j = 1, . . . ,N sur, m = 1, . . . , r, (2.51)
H`,jm ∶= fˆvolj, `m, j = 1, . . . ,Nvol, m = 1, . . . , r, (2.52)
where we have dropped the cell superscript for simplicity. System (2.48) is a system
of r ⋅Np coupled ODEs in all local unknowns.
The solution of the global system, obtained by joining together all the systems
(2.48) for all cells V (k), involves a very large global matrix, whose entries depend on
the element geometries. The matrix is sparse because each set of coupled equations
involves only the unknowns in a few neighboring elements. We will now derive two
different formulations of the spectral difference method. In the end we will rewrite all
the formulations in this unifying matrix-vector form.
2.6. Standard Spectral Difference Method
The spectral difference (SD) method [133, 134, 145, 141, 201] has been recently in-
troduced with the primary motivation to develop a simpler to implement and more
efficient method than the DG method. It has usually been presented as a colloca-
tion-based approach derived from the differential form (2.1) of conservation laws.
However, it is possible [142] to obtain the SD scheme also starting from a different
perspective, i.e., by seeing it as a particular ‘quadrature-free’ DG method [9]. The label
‘quadrature-free’ should be used carefully: in fact, these methods are not really free
from numerical integration. A more correct denomination has been used by Jameson
in [104]: he refers to these methods as pre-integrated nodal DG methods. In practice,
an additional projection for the flux is introduced, leading from a generic nodal DG
method to a pre-integrated nodal DG method [142]. We choose to present the method
in this form, so as to highlight the features that it inherits from the DG method. We
recall the main steps of its derivation in the one-dimensional case: first a nodal DG
formulation is derived and then appropriate assumptions are done so as to obtain the
SD method. The interested reader will find the derivation in higher dimensions in
Section A.3.
Let us consider equation (2.1) and apply the standard SD semi-discretization. We
specify ‘standard’ to distinguish this formulation from a recent new formulation, which
we will present in Section 2.7. Consider a partition of the domain {V (k), k ∈ I} and
mappings Ξ(k) as in (2.28) and (2.37), respectively. Since we derive the SD method
as a nodal DG formulation, the basis for the solution approximation is given by
the Lagrange interpolation functions {Ls,i, i = 1, . . . ,Np} on the reference domain,
1We introduce this notation for the matrix S ∶= S1 and the vector G ∶= G1 so as to have a homo-
geneous notation with the standard SD discretization, where S and G depend on ` = 1, . . . , d as
well.
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corresponding to a nodal set Qp = {xˆs,i, i = 1, . . . ,Np}. The subscript s reminds us
that these are the basis functions and nodes for the solution interpolation (as opposed
to the flux interpolation, which we will introduce in the following). We assume Qp
to allow for unique Lagrangian interpolation on Vˆ . We can then project the solution
onto the space Sp by polynomial interpolation:
uh(x, t) ∶= ∑
k∈I
Np∑
i=1 u
(k)
i (t) L(k)s,i (x) ∈ (Sp)r, (2.53)
where u(k)i = uh (Ξ(k)(xˆs,i)) are the nodal coefficients, and L(k)s,i ∶= Ls,i ○ (Ξ(k))−1 as in
(2.38).
Starting from equation (2.36), we obtain a nodal DG method:
Np∑
i′=1
du(k)i′
dt
∫
V (k) L
(k)
s,i L
(k)
s,i′ dx = − [F(k)L(k)s,i ]xk+1xk + ∫V (k) f (uh) dL
(k)
s,i
dx
dx. (2.54)
We then project the problem back onto the reference element, obtaining
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = − [Fˆ(k)Ls,i]x=1
x=−1 + ∫Vˆ fˆ(k)dLs,idxˆ dxˆ, (2.55)
where fˆ
(k) ∶= (J(k))−1 f∣V (k) and Fˆ(k) ∶= (J(k))−1F(k) are the Piola back transforms
divided by the transformation derivative J(k). We integrate once more by parts:
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = [(fˆ(k) − Fˆ(k)) Ls,i]xˆ=1
xˆ=−1 − ∫Vˆ ∂ fˆ
(k)
∂xˆ
Ls,i dxˆ. (2.56)
In the SD method one uses a projection fh of the flux function such that the boundary
term vanishes. In the following we describe this projection.
The nonlinear flux function in equation (2.1) is projected onto a space such that
the approximation of the flux divergence is of order of consistency p, namely the same
order as the approximation of the solution:
∇xˆ ⋅ fˆ(k)h ∈ [Πp(Vˆ )]r , (2.57)
where fˆ
(k)
h ∶= (J(k))−1 fh∣V (k) is again the Piola back transform divided by the trans-
formation derivative J(k). Choice (2.57) derives from the fact that the solution DOFs
are updated by using the divergence of the flux, as in the differential form (2.1), di-
vergence which ought to be approximated with the same accuracy in order not to
deteriorate the accuracy of the solution approximation. In the standard SD method,
in order to satisfy (2.57) the nonlinear fluxes are projected onto the space of polyno-
mials of degree p+ 1, using a nodal set Rp+1 = {xˆf,j , j = 1, . . . ,Np+1}, with Lf,j being
the corresponding Lagrange interpolating polynomials. The subscript f reminds us
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that these are the objects needed for the interpolation of the flux. The projection
fˆ
(k)
h (xˆ, t) = Np+1∑
j=1 fˆ
(k)
j (t)Lf,j(xˆ), (2.58)
living on the reference element, guarantees that
fˆ
(k)
h ∈ [Πp+1(Vˆ )]r , (2.59)
which in its turn implies (2.57). In particular, this projection is chosen such that it
takes the same values of the numerical flux function at the extremes of the reference
element, namely such that:
[(fˆ(k)h − Fˆ(k)) Ls,i]xˆ=1
xˆ=−1 = 0. (2.60)
In the multidimensional case, this term is a surface integral, so that a different as-
sumption will be necessary, see Section A.3. One is then left with the following
formulation:
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = −∫
Vˆ
dfˆ
(k)
h
dxˆ
Ls,i dxˆ, (2.61)
from which is clear that the SD formulation is free from surface integrals.
Let us see how projection (2.58) is chosen. The coefficients fˆ
(k)
j are therein given
by
fˆ
(k)
j =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
fˆ
SSD,(k)
j , if xˆf,j ∈ (−1,1),
F˜
SSD,(k)
j , if xˆf,j ∈ {−1,1}, (2.62)
where fˆ
SSD,(k)
j ∶= fˆ(k) (xˆf,j) is the value of the flux at flux approximation points
which lie in the interior of the cell. The superscript ‘SSD’ stands here for standard
SD scheme. The values of the flux approximation in the flux points lying on the
boundary of the cell must be chosen as the values of the numerical flux function at
the same points:
F˜
SSD,(k)
j ∶= Fˆ(k) (xˆf,j , ⋅) , (2.63)
so that (2.60) holds. Hence, in one dimension, the assumptions necessary to pass from
a nodal DG scheme to an SD scheme are the following:
• the set Rp+1 of the flux approximation points must include the two extremes of
the cell;
• (2.63) must hold at the two extremes of the cell.
We now substitute interpolation (2.58) in (2.61):
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = −Np+1∑
j=1 fˆ
(k)
j ∫
Vˆ
dLf,j
dxˆ
Ls,i dxˆ, (2.64)
22
2.6. Standard Spectral Difference Method
Here it becomes clear why one speaks of a pre-integrated nodal DG scheme. Only basis
functions are involved in the quadrature of volume integrals: these simple integrals
can be evaluated exactly and just once for all elements in the discretization. Equation
(2.64) can be re-written as
du(k)i
dt
= −Np+1∑
j=1
dLf,j
dxˆ
∣
xˆs,i
fˆ
(k)
j , (2.65)
see Section A.2.
We now want to rewrite the scheme in a matrix-vector form, analogous to the form
that we obtained for the modal DG method. First, we define N edgp+1 and N intp+1 as the
number of flux interpolation points in Vˆ which lie on the edges and in the interior of
the cells, respectively. Of course, Np+1 = N intp+1 +N edgp+1, and in one dimension N edgp+1 = 2.
Then we sort the set of points Rp+1 such that xˆf,j ∈ ∂Vˆ for j = 1, . . . ,N edgp+1, and
xˆf,j ∈ Vˆ for j = N edgp+1 + 1, . . . ,Np+1. In each element V (k) of the ‘triangulation’, for
each solution node x(k)s,i ∶= Ξ(k)(xˆs,i), we obtain the following scheme:
du(k)i
dt
= −Nedgp+1∑
j=1
dLf,j
dxˆ
∣
xˆs,i
F˜
SSD,(k)
j − Np+1∑
j=Nedgp+1+1
dLf,j
dxˆ
∣
xˆs,i
fˆ
SSD,(k)
j . (2.66)
The formulation in higher dimensions can be derived in an analogous way, as detailed
in Section A.3.
Formulation (2.66) can be rewritten in a general form, valid for d > 1 as well:
du(k)i
dt
= − d∑`=1
Nedgp+1∑
j=1 dSSDij` F˜
SSD,(k)
j ` − d∑`=1
Np+1∑
j=Nedgp+1+1
dSSDij` fˆ
SSD,(k)
j ` , (2.67)
where dSSDij` ∶= ∂Lf,j∂xˆ` ∣xˆs,i , ` = 1, . . . , d. For the flux nodes xˆf,j in the two-dimensional
case we choose Hesthaven’s nodes [85], which on each edge reduce to the Chebyshev-
Lobatto points of the same order. As regards the numerical flux, we will use Jameson’s
CUSP flux [103]. If we consider all the DOFs in one single cell, we can rewrite the local
system of ODEs in matrix-vector form (2.48), where M is the identity matrix, S ∶=(S1, . . . ,Sd) is defined as a block matrix, with S` having dimension (Np ⋅ r)×(N edgp+1 ⋅ r)
and V` has dimension (Np ⋅ r) × (N intp+1 ⋅ r). Note that here the elements of both S
and G depend on the spatial dimension index `: G ∶= (G1, . . . ,Gd)T . The elements
of the vector G` and of H` are respectively
G`,jm ∶= F˜SSDj `m , j = 1, . . . ,N edgp+1, m = 1, . . . , r, (2.68)
H`,jm ∶= fˆSSD,j `m , j = N edgp+1 + 1, . . . ,Np+1, m = 1, . . . , r, (2.69)
where we drop the superscript of the cell. Whereas in the modal DG formulation G`
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and H` contain the values of the flux at the quadrature points, here they contain the
coefficients of the flux interpolation.
The SD formulation is similar to the collocation spectral method in that they both
employ nodal solutions as the DOFs and are based on the differential form (2.1)
of the governing equations (at least in their original derivation). To evaluate the
fluxes, we require the values of the unknowns at flux points. The procedure for
computing the fluxes and their derivatives is also similar, the difference being that in
the SD formulation the reconstruction of fluxes must be one order higher than that
of the unknowns. Collocation spectral methods for quadrilateral meshes had been
formulated in [120] and are in a sense extended by the SD scheme to unstructured
grids.
Let us now list some results concerning the (in)stability of this discretization. On
the one hand, Jameson [104] has established the stability of the SD scheme in an
energy norm of Sobolev type for the one-dimensional linear-advection equation when
the interior flux collocation points are the zeros of the Legendre polynomials (Gauss-
Legendre quadrature points). On the other hand, it has been shown [190] that one-
dimensional SD schemes with order of consistency larger than 2 using the Chebyshev-
Gauss-Lobatto nodes as the flux points have a weak L2-instability. Besides, in the
two-dimensional SD scheme on triangles, it was not possible to find a configuration
of the flux points which guarantees the scheme to be L2-stable for the cases p = 2 and
p = 3 [190]. Given that the L2-stability of the discretization cannot be guaranteed, we
consider yet another formulation for the SD scheme.
2.7. Spectral Difference Formulation Using the
Raviart-Thomas Element
Recently, May and Schöberl [147] introduced a new SD scheme, where flux interpola-
tion is not performed on a complete polynomial space, but rather on a Raviart-Thomas
space: we will refer to this scheme as RT-based SD scheme. This scheme was shown
to be stable for the linear periodic case with p = 1, 2 and 3 and was also successfully
applied to the two-dimensional linear-advection problem and Euler equations [12, 13].
Even though the scheme has been introduced having in mind the stability issues of the
standard formulation, it has the secondary positive effect of needing less flux DOFs
to achieve the same order of consistency. The RT-based SD scheme is a nodal pre-
integrated DG method, just as the standard formulation. The only difference lies in
the choice of the flux approximation, hence we list just the main steps of its derivation
in d dimensions. Here the dimension Np of the solution space is
Np ∶= ( p + dd ) = 1d! d∏j=1(p + j) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
p + 1, if d = 1,
(p + 1)(p + 2)
2
, if d = 2,
(p + 1)(p + 2)(p + 3)
6
, if d = 3.
(2.70)
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The Raviart-Thomas space of order p
RTp (Vˆ ) ∶= [Πp (Vˆ )]d + x Πp (Vˆ ) (2.71)
is the smallest space whose elements have divergence in Πp(Vˆ ) [31]. We can exploit
this property to satisfy (A.20), which has to be satisfied for any SD scheme. One has
that [Πp (Vˆ )]d ⊂ RTp (Vˆ ) ⊆ [Πp+1 (Vˆ )]d . (2.72)
Let us note that, for d = 1, RTp (Vˆ ) ≡ Πp+1 (Vˆ ), i.e., the standard SD discretization
is recovered. Because of this reason we derive directly the formulation in multiple
dimension. The dimension NRTp of the Raviart-Thomas space is
NRTp ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(p + 1)(p + 3), if d = 2,
(p + 1)(p + 2)(p + 4)
2
, if d = 3. (2.73)
One can then choose
fˆ
(k)
h ∈ [RTp(Vˆ )]r (2.74)
so that (2.57) is satisfied. We introduce the set of basis functions {bj(xˆ), j = 1, . . . ,NRTp }
for RTp(Vˆ ) associated with a set of interpolation nodes and vectors
Tp = {(xˆRTj , sRTj ), j = 1, . . . ,NRTp } , (2.75)
where sRTj ∈ Rd is a unit vector. In particular, let
bj ∈ RTp(Vˆ ), with bj (xˆRTj′ ) ⋅ sRTj′ = δj,j′ , ∀ (xˆRTj′ , sRTj′ ) ∈ Tp. (2.76)
The nonlinear fluxes are hence projected onto the Raviart-Thomas space RTp(Vˆ ) as
fˆ
(k)
h (xˆ, t) ∶= NRTp∑
j=1 fˆ
(k)
j (t)bj(xˆ), (2.77)
which holds componentwise. It should be noted that the basis functions bj are vector-
valued, differently from the Lagrange basis functions Lf,j in the standard SD scheme,
which are always scalar. The DOFs fˆ
(k)
j are computed for straight-sided elements as
fˆ
(k)
j =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
fˆ
RT,(k)
j ⋅ sRTj , if xˆRTj ∈ Vˆ ,
Fˆ
RT,(k)
j , if xˆRTj ∈ ∂Vˆ , (2.78)
where fˆ
RT,(k)
j ∶= fˆ(k) (xˆRTj , ⋅), and FˆRT,(k)j ∶= Fˆ(k) (xˆRTj , ⋅). Let us recall that here,
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being in higher dimensions, the numerical flux is defined as
F(k)(x˜, ⋅) ∶= F (u(k)h (x˜, ⋅) , uadj(k)h (x˜, ⋅); n˜(k)) , (2.79)
where u(k)h ∶= uh∣V (k) , uadj(k)h ∶= uh∣V (k′) , where V (k′) is the cell adjacent to V (k),
sharing with it node x˜ ∈ ∂V (k), and n˜(k) is a d-dimensional vector in x = x˜ normal to
∂V (k). The RT-based formulation has also the advantage of removing the problem of
the corner points, which needed a special treatment in the standard SD formulation
(see Section A.3). For the SD scheme based on Raviart-Thomas element, the semi-
discretized formulation reads formally
du(k)i
dt
= − ∇xˆ ⋅ fˆ(k)∣
xˆs,i
, (2.80)
just as (A.16) for the standard SD scheme.
We want to derive the matrix-vector product form. We proceed analogously to the
standard SD scheme, defining NRT,edgp and N
RT,int
p as the number of flux interpolation
points in Vˆ which lie on the edges and in the interior of the cells, respectively. It follows
from this definition that NRTp = NRT,intp +NRT,edgp . Then we sort the set of points Tp
such that xˆRTj ∈ ∂Vˆ for j = 1, . . . ,NRT,edgp , and xˆRTj ∈ Vˆ for j = NRT,edgp + 1, . . . ,NRTp .
In this way we can rewrite the scheme as follows:
du(k)i
dt
= −NRT,edgp∑
j=1 dRTij Fˆ
RT,(k)
j − NRTp∑
j=NRT,edgp +1d
RT
ij fˆ
RT,(k)
j ⋅ sRTj , (2.81)
where dRTij ∶= ∇xˆ ⋅ bj ∣xˆs,i are the differentiation coefficients. Considering all the DOFs
in one single cell, we can rewrite the equations concerning the DOFs in that cell in
matrix-vector form (2.48). Again the matrix M is the identity matrix. Independently
of the number of spatial dimensions d, for the Raviart-Thomas approximation there is
no dependence on ` (the index spacing the spatial dimensions). In particular, S ∶= S1
has dimension (Np ⋅r)×(NRT,edgp ⋅r) and V ∶= V1 has dimension (Np ⋅r)×(NRT,intp ⋅r).
The elements of the vectors G ∶=G1 and H ∶=H1 are respectively
Gjm ∶= FˆRTjm , j = 1, . . . ,NRT,edgp , m = 1, . . . , r, (2.82)
Hjm ∶= fˆRTjm ⋅ sRTj , j = NRT,edgp + 1, . . . ,NRTp , m = 1, . . . , r. (2.83)
Now that we have derived all the three formulations, we compare them directly, to
observe analogies and differences.
2.8. Comparison of the Spatial Discretization Methods
We give a summary of the main features of the derived schemes. The DG and SD
methods are similar in that they share the same solution space, i.e., the space of
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discontinuous, piecewise-polynomial functions, and some numerical flux is used at
the element interfaces. In addition, both families of methods are conservative at
the element level, making them suitable for problems with discontinuities. They do
differ on how solution unknowns are chosen, and how they are updated. In a DG
method, the solution DOFs are either the expansion coefficients for a given set of
polynomial basis functions (modal DG) or solutions at selected locations within the
element (nodal DG), while the latter is the only possible choice for the SD method. In
the DG method formulas for numerical (surface and volume) quadrature are needed.
Optimal quadrature formulas for high order are in general not always known (e.g., on
triangles). Because of the pre-projections (2.58) and (2.77), in the SD methods we
only need quadrature formulas for evaluating integrals of polynomial functions. The
exact quadrature of these integrals succeeds on the set of collocation points, which is
fixed.
The RT-based method was introduced, as we mentioned, with the aim to over-
come the instability issues of the standard SD scheme. Moreover, it employs less
coefficients in the matrix-vector form, being in this sense the cheapest among the
three formulations (both for storage and assembling cost of the residual). It is a very
new method, whose stability properties have yet to be fully explored. On the other
hand, DG methods have become widely used in the last two decades, being probably
the most employed among the high-order, local, discontinuous discretization methods.
In Table 2.1 we sum up the main features of the chosen discretizations. One can
write the semi-discretized formulations (2.45), (2.66) and (2.81) in a unifying local
matrix-vector form (2.48). While the solution space and the number of local solution
DOFs
dim(U(k)) = Np ⋅ r (2.84)
are the same for all formulations, differences emerge in the choice of the flux DOFs:
dim(G)+dim(H) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(N sur + d ⋅Nvol) ⋅ r, for modal DG discretization,
d ⋅Np+1 ⋅ r, for standard SD discretization,
NRTp ⋅ r, for RT-based SD discretization.
(2.85)
It should be noted that, while in the modal DG and RT-based SD methods the nodes
on the boundary and in the interior of the cell are independent sets of points, in the
standard SD method Hesthaven nodes are a set of points on the whole triangle, which
happen to coincide with the Chebyshev-Lobatto nodes on the edges. In particular, in
Tables 2.2-2.4 we list for direct comparison the number of solution and flux DOFs in
each cell. The number of solution DOFs is relevant both for storage and computational
matters, since both the storage requirement and the computational depend on
NDOF = r ⋅Np ⋅NE . (2.86)
The number of flux DOFs is relevant mainly for computational matters, because the
computational cost of evaluating the system residual is proportional to it. Here we
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Solution
Modal DG Standard SD RT-based SD
Solution (Πp)r
approximation space
Number of local
solution DOFs Np ⋅ r
(dim(U(k)) in (2.48))
Solution basis functions Legendre (d = 1) or Lagrange
Dubiner [58] (d = 2)
Flux approximation / Quadrature
Modal DG Standard SD RT-based SD
Number of local flux
DOFs on the edges Nsur ⋅ r d ⋅Nedgp+1 ⋅ r NRT,edgp ⋅ r
(dim(G) in (2.48))
Number of local flux
DOFs in the interior d ⋅Nvol ⋅ r d ⋅N intp+1 ⋅ r NRT,intp ⋅ r
(dim(H) in (2.48))
Flux nodes in the Volume quadrature: Flux approximation: Flux approximation:
interior of the cell Cowper [50], Hesthaven [85] Balan et al. [13]
Lyness-Jespersen [137]
Flux nodes on the Surface quadrature: Flux approximation: Flux approximation:
edges of the cell Gauss-Legendre [115] Chebyshev-Lobatto Gauss-Legendre [115]
Flux approximation - (Πp+1)r⋅d (RTp)r
space
Flux basis functions - Lagrange Lf,j bRTj as in (2.76)
Quadrature for Numerical Pre-integrated Pre-integrated
volume integrals quadrature
Quadrature for Numerical - -
surface integrals quadrature
Table 2.1. Analogies and differences between the SD and DG methods herein used.
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Local solution DOFs
(dim(U(k)) in (2.48))
d p Np ⋅ (d + 2)
1 1 6
2 9
3 12
4 15
2 1 12
2 24
3 40
4 60
Table 2.2. Number of local solution DOFs both for DG and SD method for different numbers
d of spatial dimensions and different polynomial degree p.
are assuming that in the two-dimensional case triangular elements are used, and that
r = d + 2, which is true for the Euler equations that we will be solving.
In Table 2.3 we list the number of flux DOFs which is necessary to store at the cell
level for d = 1 for the modal DG and the standard SD method: in fact, the RT-based
SD method reduces to a standard SD method for d = 1. Table 2.4 contains the number
of flux DOFs which is necessary to store at the cell level for d = 2 for all discretizations.
These coefficients come from the numerical quadrature for the DG method and from
the flux approximation for the SD schemes. On the top of the table one can find the
number of flux DOFs on the boundary of the cell, while in the central part are the
number of DOFs in the interior of the cell. Finally, in the bottom part of the table,
the total number of local flux DOFs is reported.
While the number of solution DOFs is the same for all methods, the RT-based
SD scheme is the one with the least flux DOFs. The modal DG formulation has the
largest number of flux DOFs, making it the most expensive method for storage and
CPU time for evaluating the residual. It is currently the most commonly used among
the three methods, so we retain it in this work. Computations will be performed for
all discretizations. In particular, we will present a numerical comparison of the three
discretizations in Section 4.8.
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Number of local flux DOFs on the edges
(dim(G) in (2.48))
Modal DG Standard SD
p Nsur ⋅ (d + 2) d ⋅Nedgp+1 ⋅ (d + 2)
1 6 6
2 6 6
3 6 6
4 6 6
Number of local flux DOFs in the interior of the cell
(dim(H) in (2.48))
Modal DG Standard SD
p d ⋅Nvol ⋅ (d + 2) d ⋅N intp+1 ⋅ (d + 2)
1 6 3
2 9 6
3 12 9
4 15 12
Total number of local flux DOFs
(dim(G) + dim(H) in (2.48))
Modal DG Standard SD
p (Nsur + d ⋅Nvol) ⋅ (d + 2) d ⋅Np+1 ⋅ (d + 2)
1 12 9
2 15 12
3 18 15
4 21 18
Table 2.3. Number of local flux DOFs for d = 1 and different polynomial degrees p.
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Number of local flux DOFs on the edges
(dim(G) in (2.48))
Modal DG Standard SD RT-based SD
p Nsur ⋅ (d + 2) d ⋅Nedgp+1 ⋅ (d + 2) NRT,edgp ⋅ (d + 2)
1 24 48 24
2 36 72 36
3 48 96 48
4 60 120 60
Number of local flux DOFs in the interior of the cell
(dim(H) in (2.48))
Modal DG Standard SD RT-based SD
p d ⋅Nvol ⋅ (d + 2) d ⋅N intp+1 ⋅ (d + 2) NRT,intp ⋅ (d + 2)
1 24 0 8
2 48 8 24
3 96 24 48
4 128 48 80
Total number of local flux DOFs
(dim(G) + dim(H) in (2.48))
Modal DG Standard SD RT-based SD
p (Nsur + d ⋅Nvol) ⋅ (d + 2) d ⋅Np+1 ⋅ (d + 2) NRTp ⋅ (d + 2)
1 48 48 32
2 84 80 60
3 144 120 96
4 188 168 140
Table 2.4. Number of local flux DOFs for d = 2 and different polynomial degrees p.
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3. Time Relaxation for Steady
Problems
3.1. Introduction
Assuming the matrix M in (2.48) to be non-singular and block-diagonal, one can
invert it and write the semi-discretized equations as a system of ODEs:
dU
dt
= −R(U). (3.1)
U is the global vector of all the solution DOFs as in (2.50), and R is the nonlinear
residual vector of the spatial semi-discretization terms, obtained from the right-hand
side of equations (2.46), (2.66), or (2.81) by multiplying with M−1 from the left. We
consider both evolution problems, as in (3.1), and stationary problems, where the
system of ODEs reduces to a system of nonlinear algebraic equations:
−R(U) = 0. (3.2)
The focus in this chapter will be on steady problems and convergence-acceleration
techniques. However, when implicit relaxation methods are used to solve time-depend-
ent problems, at every time step a system of nonlinear algebraic equations has to be
solved as well. As a result of that, some of the techniques described here could also be
applied in the time-dependent context via dual time stepping [101]. Steady solutions
to hyperbolic systems are often obtained by marching the unsteady systems in time
until the time-derivative terms have become sufficiently small to ensure the desired
degree of steadiness in the solution. Since the objective is simply to reach the steady
state and details of the transient solution are irrelevant, the time stepping scheme
can be designed solely to maximize the rate of convergence. Hence, in order to solve
equation (3.1), we consider a pseudo-time variable t∗ and march the equations to a
steady state:
dU
dt∗ = −R(U). (3.3)
We will consider (pseudo-) time instants tn, with n ∈ N. It should be noted that the
steady form of Euler equations is not a hyperbolic system for subsonic flows, however
hyperbolicity is recovered by introduction of the pseudo-time variable, as we described
above.
At this point one could wonder why relaxation techniques should be developed
specifically for systems arising from high-order discretizations, when such systems
arise also for low-order methods and relaxation strategies for low-order methods have
been extensively addressed [129, 106, 195, 148, 149, 119, 26]. What distinguishes
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the systems of ODEs arising in the high-order context is that constraints, such as
memory requirements and stability limits (for explicit relaxation), become stricter.
Furthermore, experience shows that more effort is needed in order to have both algo-
rithmic and storage efficiency [122]. Some advances have already been made: just as
an example, one of the 5 cores of the European ADIGMA research project [121, 122]
was dedicated to solution strategies. Nonetheless, many questions have still to be
considered in order to make high-order methods competitive. The role played by re-
laxation is essential to efficiency, with respect to both computational cost and storage
requirements. In general, the larger the number of ‘difficulties’ in the problem to be
solved (stability issues, stiffness of the matrix, memory limitations, ill-conditioning,
slow convergence), the larger the number of choices (which combination of methods
leads to the solution with minimum effort) and the number of parameters to be tuned.
Sections 3.2 and 3.3 are devoted to explicit and implicit techniques, respectively.
Therein we turn our attention also to stability issues, multigrid methods, storage
issues and preconditioning. In particular, we review those existing time-relaxation
techniques which play a role in our best-practice relaxation strategy (which we will
present in Chapter 4), focusing on those aspects which are relevant to our work. In
this chapter efficiency is addressed both from a computational and implementation
point of view, in the latter case involving the support of libraries and automatic
differentiation (see Section 3.4).
3.2. Explicit Relaxation
For equations of type (3.1) there does not exist a unique solution strategy that proves
to be the best in all the situations. There are many factors which determine a certain
solution method to be more suitable than the other. Explicit relaxation can be first
considered: we start by discussing the stability of the fully discretized scheme.
3.2.1. Stability of the Fully Discretized Scheme
L2-stability has been proven for DG discretizations together with high-order time
discretization [42, 45]. The outcome of the von Neumann analysis is that, for p = 0
and p = 1, a CFL number with value 1 and 1
3
, respectively, can be taken provided
that a time relaxation method with order p+1 is employed. More in general, stability
limits have been numerically computed for an explicit relaxation method with order of
consistency up to 12 [9, 45]. For standard SD and RT-based SD space discretization,
L2-stability has been proven through numerical analysis of the eigenvalues in [141]
and [147, 13], respectively. Some combinations of high-order standard SD and DG
schemes with explicit relaxation were shown to be marginally L2-stable, i.e., the CFL
number varies with the time step [141].
As we already observed in Section 2.3, if the flux is nonlinear, the formation of
unphysical oscillations has to be prevented and this is done by requiring TV-stability.
Flux limiters or artificial viscosity can be used to stabilize the method and prevent
oscillations [102]. Substantial effort has been put into the development of high-order
space discretization which are TV-stable if coupled with the simple first-order forward
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Euler time discretization: [73, 42, 132] are just some examples. A space discretization
is said to satisfy the strong stability property if the norm of solution does not show
any temporal growth. In combination with the forward Euler time discretization, this
condition reads ∥Un −∆t R(Un)∥ ≤ ∥Un∥ , (3.4)
where ∆t is the time step and Un ∶= U(tn). This property can be defined with
respect to any seminorm; typically, however, L∞-norm or TV -seminorm are chosen.
One speaks of ‘strong’ stability to distinguish this notion from the (looser) classical
definition of stability, which allows for some, though bounded, temporal growth:
∥Un −∆t R(Un)∥ ≤ (1 +O(∆t)) ∥Un∥ . (3.5)
The DG method in conjunction with forward Euler time stepping and limiting has
been shown to be TV-stable for a one-dimensional scalar conservation law [42]. The
TVD properties of the SD spatial operator with forward Euler time stepping have
been shown in [141] using standard limiting methods on the one-dimensional linear
advection equation.
In practice, for time-dependent problems, one needs high-order time-discretization
techniques so as to preserve time accuracy. As regards steady problems, first-order
forward Euler and two-stage second-order TVD Runge-Kutta schemes are not L2-
stable with high-order DG or SD discretizations [45], so that other Runge-Kutta
schemes (with more than 2 stages) are necessary. These can be multistage high-
order Runge-Kutta schemes [167], or also multistage Runge-Kutta schemes specially
designed so as to maximize the magnitude of the stable time step [105]. Let us
consider a space discretization which in conjunction with forward Euler time stepping
is strongly stable, as in (3.4). Oscillations may still occur if one combines such space
discretization with L2-stable time-stepping methods [67]. One has to also guarantee
the multistage relaxation technique to be strong stability preserving (SSP), i.e., not to
show any temporal growth in combination with the chosen relaxation method. SSP
time-stepping methods guarantee TV-stability for any spatial discretization which has
been proven to be strongly stable in combination with the forward Euler discretization.
First introduced in [176], those SSP methods using the TV-seminorm are called TVD
methods. These were then given a place in the more general framework of SSP
methods thanks to the work of Gottlieb et al. [68]. The price for TV-stability is a
restriction on the time step ∆tn:
∆tn ≤ c∆tFE , (3.6)
with constant c, 0 < c ≤ 1, where ∆tFE is the time step allowed for the forward Euler
time discretization.
3.2.2. Strong Stability Preserving Runge-Kutta Multistage Relaxation
When introducing the DG discretization, Cockburn and Shu presented it as inter-
connected with Runge-Kutta (RK) time discretization [41]. Being easy to implement
and to parallelize, RK methods have been widely used both for time-dependent and
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α 1 β 1
3
4
1
4
0
1
4
1
3
0
2
3
0 0
2
3
Table 3.1. Coefficients for the alpha-beta form of the SSPRK(3,3) method.
steady problems. Explicit relaxation methods are robust, straightforward and do not
show many parameters to be problem-tuned.
We will denote by SSPRK(s, q) a strong stability preserving Runge-Kutta method
with s stages and order q of consistency. These methods can be written as
W(0) =Un,
W(i) = i∑
j=1 (αi,jW(j−1) −∆tn βi,jR(j−1)) , 1 ≤ i ≤ s,
Un+1 =W(s),
(3.7)
where R(j−1) ∶=R(W(j−1)), and the superscript (j) refers to the internal stages of the
scheme. In particular, we will use Shu’s SSPRK(3,3) scheme [176]. This is a third-
order optimal method, since the time step ∆tn can be chosen as (3.6) with constant
c = 1. This method, which delivers high order of consistency in time, is chosen also
for solving steady flows, because of the L2-instability of one- and two-stage TVD
schemes together with DG or SD discretizations [45], which we already mentioned.
The coefficients of the SSPRK(3,3) scheme arranged in matrix form are reported in
Table 3.1. We will also be using the SSPRK(5,4) scheme [167], whose coefficients are
reported in Table 3.2.
For steady problems (3.2), time accuracy during the relaxation process is of no
importance. It is natural to use local time stepping: in each cell time steps are ad-
justed to be close to the local stability limit. Larger time steps correspond to larger
wave speeds, hence faster propagation of convection modes. The chosen CFL number
[49] can be determined just by stability considerations. These, however, impose tight
constraints: the L2-stability limit for the combination of RK time stepping together
with SD and nodal DG discretization applied to the one-dimensional linear advection
equation decays as p−2 for growing degree p of the polynomials [86]. On complex prob-
lems this corresponds to prohibitive computational times. This is one of the reasons
why geometric multigrid techniques have been often used as convergence accelerator.
3.2.3. Explicit Relaxation with Geometric Multigrid
In explicit single-grid methods the information in one cell is conveyed through to
other cells only by passing through all the intermediate cells. Geometric multigrid
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(MG) techniques act as a mechanism for global communication of information. For
the special case uh ∈ (S0)r, for which both the SD and DG discretizations reduce to a
FV method, one may, following Jameson [99], employ MG techniques combined with
explicit Runge-Kutta methods, under the paradigm of the general full approximation
storage methodology [29]. It is well established that acceleration obtained by means
of geometric multigrid can drastically reduce the computational cost [15, 98, 165, 151,
140].
In order to achieve steady-state solutions for nonlinear hyperbolic equations, tran-
sient error modes can be eliminated mainly through two mechanisms: by damping,
and by expulsion from the computational domain [99, 165]. Geometric MG contributes
to both of these aspects.
1. As regards damping, low-frequency errors in the solution are transferred on
coarser meshes, where they become high-frequency errors, that are more effec-
tively smoothed by traditional relaxation methods.
2. In addition to this, a coarse mesh propagates the error modes faster, accelerating
in return the phenomenon of expulsion as well.
The interested reader can find more on these concepts in [1, 194, 165, 184].
The combination of geometric MG methods with traditional relaxation techniques
is mature for low-order schemes. Grid-independent convergence has been proved for
elliptic operators [29, 70]. On the one hand, such a rigorous theory does not exist for
problems involving a hyperbolic component [150, 71]. On the other hand, experience
has shown that methods based on nonlinear geometric multigrid are extremely effec-
tive for the Euler equations [99, 100, 102].
We briefly summarize the steps of a nonlinear geometric two-grid method. Assume
that the equations have been iterated n steps on a given mesh of characteristic length
h - the ‘fine’ mesh - resulting in an approximation Unh, and residual Rh(Unh). Using a
suitable coarser mesh of characteristic length H > h, and defining appropriate transfer
operators IHh and I˜Hh for the solution and residual respectively, we can restrict the
solution and the residual to the coarser mesh:
U0H = IHh Unh, R0H = I˜Hh Rnh. (3.8)
The solution can be advanced by one step on a coarse grid by the modified multistage
scheme:
W(0)H =U0H ,
W(i)H = i∑
j=1 [αi,jW(j−1)H −∆tn βi,j (R(j−1)H + SH)] , 1 ≤ i ≤ s,
U+H =W(s)H ,
(3.9)
where the superscript + indicates the solution updated after the application of the
multistage scheme, and
SH = I˜Hh Rnh −R(0)H . (3.10)
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Method (3.9) is formally identical to the original equation, except for an additional
source SH , which allows the same code to be used on the coarse and fine mesh. After
relaxing on the coarse mesh for s stages, the corrected solution on the fine grid is
computed as:
Un+1h =Unh + IhH(U+H −U0H), (3.11)
where IhH is usually a polynomial interpolation of a suitable order. The transfer
operators for non-nested meshes given in [108] have been used. Till here we have
presented the procedure for L = 2 grids. Recursive application of this concept allows
to extend the method to more than two meshes. In particular, we use W -cycles, i.e.,
at each level, the relaxation is performed two times before prolongating onto the next
finer level. Figure 3.1 shows a W -cycle on L = 3 and 4 grids: ‘A’ stands for advance,
i.e., the solution is advanced according to equation (3.9), and ‘T’ stands for transfer,
i.e., the solution is simply prolongated on a finer level according to (3.11). In the
(a) L = 3 (b) L = 4
Figure 3.1. Multigrid W -cycle on L grids.
following we will refer to the multigrid procedure described here as
Un+1h = RKMG(Unh;L,ncyc), (3.12)
where L is the number of grids which we use for performing multigrid, and ncyc is
the number of cycles performed. By RKMG(Unh; 1, ncyc) we simply mean that ncyc
iterations of the RK relaxation scheme are performed on a single grid.
The combination of multigrid and explicit relaxation techniques has substantially
met industrial requirements for inviscid flow calculations [102, 103]. Known shortcom-
ings come from stiffness, relevant only at stagnation points, at shocks and across sonic
lines, and directional decoupling, taking place when the flow aligns itself with the com-
putational mesh [165]. These shortcomings become more evident when the approach is
applied to viscous problems. In this case also high aspect-ratio cells are needed inside
the boundary layer, hence the stiffness of the system is increased by several orders of
magnitude. Anisotropic tools, such as directional coarsening [150, 152, 165], can help
alleviating the effect of anisotropic stiffness, but result in more complex coarse grids,
hence more expensive MG cycles and increased storage, compared to simple coarsen-
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ing. Better results have been obtained when these anistropic techniques are used in
conjunction with directionally-implicit relaxation (e.g., line solvers) and/or as precon-
ditioners for implicit relaxation [139], although usually the final solver is a rather com-
plex combination of methods on different levels. Moreover, as we already mentioned
in Section 3.2.1, explicit relaxation techniques are conditionally stable [141, 190, 43]
and become more and more ineffective for growing order of consistency. As a result,
one ought to consider implicit relaxation methods as well.
3.3. Implicit Relaxation
One significant advantage of explicit RK multistage schemes is that they have a very
low storage requirement. The aforementioned problems, however, suggest to take into
consideration implicit relaxation too, which happens to outperform explicit relaxation
for high orders of approximation [94].
The standard way to perform implicit relaxation, which we also adopt, is by lin-
earizing the numerical flux function. We apply a backward Euler discretization to
system (3.1):
∆Un
∆tn
= −R (Un+1) , (3.13)
where ∆Un =Un+1−Un. The right-hand side can be linearized by a first-order Taylor
expansion −R(Un+1) ≈ −R(Un) − ∂R
∂U
∣
Un
∆Un, (3.14)
so that every nonlinear iteration n ∈ N consists of
( 1
∆tn
I + ∂R
∂U
∣
Un
)∆Un = −R(Un), (3.15)
Un+1 =Un +∆Un, (3.16)
where I is the identity matrix. For ∆tn → ∞ one recovers the standard Newton’s
iteration for system (3.2):
∂R
∂U
∣
Un
∆Un = −R(Un), (3.17)
Un+1 =Un +∆Un, (3.18)
while finite time steps may be interpreted as damped Newton iterations. One can
distinguish two steps: computation of the Newton’s update by solving a linear system
in equation (3.15) and update of the solution in equation (3.16). The linear system
features a large, sparse, nonsymmetric matrix. For such matrices direct methods
are too expensive: iterative methods are required. When the linear system is solved
by means of a Krylov subspace method [169, 191], one talks about Newton-Krylov
(NK) methods. Algorithm 3.3.1 shows the nested structure of the iterations in these
methods. We shall explain in Section 4.2.2 what we mean by convergence in step 3 of
the algorithm.
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Algorithm 3.3.1. Newton-Krylov method
Given U0:
1: for n = 0,1,2, . . . (Outer iterations) do
2: Compute the right-hand side −R(Un)
3: if Converged then
4: Stop
5: end if
6: Solve the linear system (3.15) (Inner iterations)
7: Perform (3.16)
8: end for
Examples of applications of NK solvers can be found in [116, 118, 56]. Four main
levels can be identified in a NK method [119]:
1. outer loop over the Newton’s corrections (step 1),
2. inner loop building up the Krylov subspace out of which each Newton’s correc-
tion is drawn (step 6),
3. globalization method (here, time stepping strategy) outside of the Newton’s
loop, and
4. preconditioner interior to the Krylov loop.
We will spend some words on each of these points, starting with the Newton’s method.
Time stepping and preconditioning will be treated in Sections 3.3.1 and 3.3.3, respec-
tively.
Standard Newton’s method (3.17)-(3.18) only converges if the initial value U0 is
close enough to the true zero of the functionsR(U). If the advantage of this method is
quadratic convergence, crucial to its success is a good initial guess for the solution. Be-
sides, the time necessary to reach the Newton’s convergence bubble can be very large.
The rest of this chapter and Chapter 4 are devoted to a more detailed analysis of this
technique. We show that our best-practice method is a simple Newton’s method with
a good starting approximation for the solution obtained by means of a full multigrid
strategy for the cell averages. Sometimes, however, there can be stability constraints
on the CFL number. This is particularly true for problems showing stability issues
or ill-conditioning. There the CFL number cannot be grown up to ‘machine infinity’,
but a finite nominal CFL number must be provided. In this context, having a good
start value is still very important, but a globalization strategy becomes necessary. It
should be emphasized that, when we talk about ‘finite’ CFL numbers, a nominal CFL
number (typically smaller than 1,000) is taken as the largest. By ‘infinite’ CFL num-
bers, instead, we refer to situations where the CFL number is adaptively increased to
huge values: strictly speaking, the CFL number is finite also in this context.
In the framework of Krylov methods for solving non-symmetric linear systems, the
main candidates are the generalized minimal residual (GMRES) method [170] and
the biconjugate gradient stabilized (BiCGSTAB) method [191]. In agreement with
[119], we employ the (restarted) GMRES method [170] as specific Krylov method for
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the solution of the linear system in (3.15), basing our choice on its robust conver-
gence properties. Another choice would also be possible [148, 178, 169, 191, 180].
The GMRES method is based on Arnoldi’s orthogonal projection algorithm [169]. It
should be noted that if one employs the matrix-explicit solver (as it is the case in
the computations of the next chapter), the storage required by the system matrix
(and the preconditioner) is very large. Thereby, the cost of storing 30 or 50 Krylov
vectors (typical values which we use for the restarted GMRES algorithm) is negligible
if compared to the total storage requirement.
3.3.1. Pseudo-Transient Continuation
When dealing with steady calculations, the limitation on the time step determined by
time accuracy is removed. This allows the choice of extremely large time steps with
respect to explicit methods; moreover, local time steps may be set. However, in order
to guarantee convergence, often finite CFL numbers have to be used for a fairly large
part of transient phase of the solution process under the paradigm of pseudo-transient
continuation methods [117, 119]. This is a globalization strategy potentially able to
overcome local minima, as opposed to standard methods such as line search or trust
region methods. The time step ∆tn is advanced from a finite value ∆t0 to ∆tn →∞
as n→∞, so that Un approaches the root of (3.2).
There is no known best way to choose the optimal strategy for the CFL number
[153, 193, 33, 57]. Breakdowns happen for instance when the initial approximation
to the solution is not ‘good enough’. Most strategies use a small time step until
all flow features are sufficiently resolved and switch then to large time steps near to
the solution, in order to obtain super-linear convergence, or even recover quadratic
convergence of Newton’s method. Here we consider a ramping two-phase strategy:
we choose an initial CFL number CFL0 and increase it at each iteration as
CFLn+1 = { βi(n)CFLn, if n < nswitch,
βt(n)CFLn, else, (3.19)
with βi given by
βi(n) = [γ(n)]2 [3 − 2γ(n)] , (3.20)
where
γ(n) = min(1, n
nswitch
) . (3.21)
When because of stability issues one cannot increase the time step to infinity, βt is
given by
βt ≡ 1. (3.22)
Otherwise βt is increased according to
βt(n) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 + α log10 ⎛⎝∥R(U0)∥2∥R(Un)∥2⎞⎠ , if ∥R(Un)∥2 < ∥R(U0)∥2 ,
1, else,
(3.23)
with α > 0. The issue of adaptive time stepping is treated more in depth in Section 4.6.
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Two main aspects make the finite-time-step iterations different from the ‘pure’
Newton’s iterations. The first aspect concerns the solution of the linear system. The
more accurately one wants to solve the linear system, the more important is:
• having the exact residual Jacobian matrix
∂R
∂U
∣
Un
(or a very good approxima-
tion of it), and
• choosing a small relative tolerance in the convergence criterion.
The second difference regards the conditioning of the system: finite CFL numbers
give a better condition number to the linear system to be solved. Hence, a better
preconditioner is needed when infinite CFL numbers are used. These aspects all con-
tribute to the cheaper cost of each finite-time-step nonlinear iteration, at the expense
of slower (less than quadratic) convergence. This also motivates the adaptive strate-
gies which we will be using for the freezing of the matrix and the relative tolerance,
see Sections 3.3.2 and 4.5, respectively.
3.3.2. Efficiency and Storage Issues
Two main families of implicit relaxation techniques can be identified, depending on
the decision whether to store the matrix
Qn ∶= 1
∆tn
I + Jn (3.24)
or not, where Jn ∶= ∂R
∂U
∣
Un
. Methods which form and store the matrix are called
matrix explicit (ME). In particular, the matrix is often computed and ‘frozen’ for a
certain number of iterations for computational efficiency. Algorithm 3.3.2 shows how a
NK method with freezing works: given a value for the parameter freez (typically 2 or
3), one solves the linear system freez times with the same matrix Qn. For freez = 1
Algorithm 3.3.1 is recovered. Considering that the larger the CFL number, the more
important it becomes to have the exact Jacobian matrix, in our computations we
employ a two-phase freezing strategy:
freezn = { freez0, if CFLn ≤ 1,000,
1, else, (3.25)
with freez0 = 2 or 3.
Algorithm 3.3.2. Matrix-explicit Newton-Krylov method with freezing of the system
matrix
Given U0:
1: for n = 0,1,2, . . . (Outer iterations) do
2: Compute the right-hand side −R(Un)
3: if Converged then
4: Stop
5: end if
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6: Compute and store the matrix Qn (Freezing)
7: W0 =Un
8: for s = 0, . . . , freezn − 1 do
9: Compute the residual R (Ws)
10: Solve the linear system Qn∆Ws = −R (Ws) by GMRES method (Inner
iterations)
11: Compute Ws+1 =Ws +∆Ws
12: end for
13: Un+1 =Wfreezn
14: end for
Let us briefly discuss what we understand by the term ‘nonlinear iterations’. One
could consider the number of nonlinear iterations to be the number of evaluations of
the Jacobian matrix Jn, or the number of residual evaluations. Both choices could be
ambiguous, not allowing to directly compare the different solution strategies which
we will be considering. Our choice is to use the term ‘nonlinear iterations’ for the
number of Jacobian evaluations and analyze the numerical results according not only
to the number of nonlinear iterations, but also CPU time and number of cumulative
linear iterations, so as to have more authoritative findings.
The matrix Qn can be very large when dealing with non-trivial two-dimensional
and three-dimensional flows. Also, if a high-order discretization is used, the non-null
blocks of Qn are dense. To overcome the restrictions imposed by the necessity to
store so many entries, both Jacobian-free and matrix-free methods have been consid-
ered and developed [119]. One ought to be careful with terminology: ‘matrix-free’
implies that no matrix of any type is formed or stored. However, usually, a matrix
(or a set of matrices) is formed for preconditioning purposes. These matrices can
be simpler than the true Jacobian of the problem, so the algorithm is then properly
said to be ‘Jacobian-free’. Methods belonging to this family are named Jacobian-free
Newton-Krylov methods [119]. When GMRES method [170] is used to solve the linear
system, the name nonlinear GMRES method has also been used [197].
We give an insight into the structure of the Jacobian matrix and the data which
have to be stored for matrix-explicit techniques. We consider the Jacobian matrix for
the modal DG method of Section 2.5. In the following we will omit the superscript
denoting the time iteration. Each (r×r)-block of the global matrix Q can be assembled
as
Q(k,m)i,q ∶= 1∆tIr + J(k,m)i,q , k,m ∈ I, i, q = 1, . . . ,Np, (3.26)
where Ir is the identity matrix of size r. Given that the residual R
(k)
i ∶= R (U(k)i )
reads as the right-hand side of (2.46) (with a change of sign and a division by ωi),
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each (r × r)-block of the Jacobian matrix J is given by
J(k,m)i,q ∶= ∂R(k)i
∂u(m)q =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
ωi
Nsur∑
ρ=1 wsurρ rsuriρ ADG,(k)ρ rsurqρ +
− 1
ωi
d∑`=1
Nvol∑
σ=1 wvolσ d
DG,(k)
iσ` B
DG,(k)
σ` r
vol
qσ , if m = k,
1
ωi
Nsur∑
ρ=1 wsurρ rsuriρ CDG,(k,m)ρ rsurqρ , if V (m) is neighbor of V (k),
0, otherwise,
(3.27)
where rvolqσ = ϕq (xˆvolσ ). The matrices ADG,(k)ρ , BDG,(k)σ` and CDG,(k,m)ρ of dimension
r × r are given by:
ADG,(k)ρ ∶= ∂Fˆsur,(k)ρ
∂u(k)ρ , k ∈ I, ρ = 1, . . . ,N sur, (3.28)
BDG,(k)σ` ∶= dfˆvol,(k)σ,`
duvol,(k)σ , k ∈ I, σ = 1, . . . ,Nvol, ` = 1, . . . , d, (3.29)
CDG,(k,m)ρ ∶= ∂Fˆsur,(k)ρ
∂usur,(m)ρ , k,m ∈ I with m ≠ k, ρ = 1, . . . ,N sur. (3.30)
In order to give an example of the way the global matrix Q looks like, we consider
the possible structure of the matrix:
NEucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
Q = 1
∆t
INE ⋅Np⋅r +
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∎ ◻ ∎ ◻ ∎ ◻ ⋯ ◻ ◻ ◻◻ ∎ ∎ ◻ ◻ ◻ ⋯ ∎ ◻ ◻◻ ◻ ∎ ◻ ∎ ◻ ⋯ ◻ ◻ ◻◻ ◻ ◻ ∎ ◻ ◻ ⋯ ◻ ◻ ◻∎ ◻ ◻ ◻ ∎ ◻ ⋯ ◻ ◻ ∎∎ ◻ ∎ ◻ ◻ ∎ ⋯ ◻ ◻ ◻
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .◻ ◻ ∎ ◻ ∎ ◻ ⋯ ∎ ◻ ◻∎ ◻ ◻ ◻ ◻ ◻ ⋯ ◻ ∎ ◻◻ ◻ ∎ ◻ ◻ ◻ ⋯ ∎ ◻ ∎
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
NE
(3.31)
where ◻ represents a null block and ∎ a non-null one. This matrix reflects the coupling
between mesh elements. Each block ∎ is a dense matrix of size (Np ⋅ r) × (Np ⋅ r) and
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represents the coupling of the DOFs inside each cell:
Npucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
∎(k,m) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂R(k)1
∂u(m)1
∂R(k)1
∂u(m)2 ⋯ ∂R
(k)
1
∂u(m)Np
∂R(k)2
∂u(m)1
∂R(k)2
∂u(m)2 ⋯ ∂R
(k)
2
∂u(m)Np⋯ ⋯ ⋯ ⋯
∂R(k)Np
∂u(m)1
∂R(k)Np
∂u(m)2 ⋯
∂R(k)Np
∂u(m)Np
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Np k,m ∈ I. (3.32)
In turn, each r × r subblock ∂R(k)i
∂u(m)q is given by the expression (3.27). The Jacobian
matrix can be built in an analogous manner for the standard SD and for the RT-
based SD formulation, see Appendix B. In all cases reconstruction and differentiation
coefficients can be computed and stored just once for all at the beginning of the
computations.
In the matrix-explicit approach we store all the non-null blocks of the matrix Q,
i.e., we store
NE ⋅ (1 +Nn) ⋅N2p ⋅ r2 (3.33)
entries of the matrix, where Nn is the number of neighbors of each element V (k) of
the triangulation. By neighbors we refer to the adjacent elements sharing a (d − 1)-
dimensional face with V (k). Nn = Nn(k) depends on the particular grid and is different
for each element V (k). In particular, let us assume that no hanging nodes (respectively,
edges) are present in the grid in the two-dimensional triangular (respectively, three-
dimensional tethraedral) case. Thus, we can estimate 0 ≤ Nn ≤ d + 1. Threfore,
globally the number of non-null blocks to be stored can be upper-bounded by
NE ⋅ (d + 2) ⋅N2p ⋅ r2. (3.34)
The number of solution nodes in each element behaves as
Np ∼ pd, (3.35)
as it can be deducted from (2.70). This often translates into a (too) large storage re-
quirement, growing as p4 in two dimensions and as p6 in three dimensions. This is the
reason why, even though the matrix-explicit approach is computationally fairly effi-
cient, matrix-free techniques have been introduced to overcome its storage inefficiency.
We will discuss such techniques in Chapter 5.
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3.3.3. Preconditioning
Let us focus on the solution of the linear system arising by the application of Newton’s
method (step 6 of Algorithm 3.3.1). At each Newton’s iteration n one must solve the
linear system Qn∆Un = −R(Un). Preconditioning is needed in order to accelerate
the solution process of this linear system. The left-preconditioned GMRES algorithm
is the GMRES algorithm applied to the system
(Pn)−1Qn∆Un = −(Pn)−1R(Un), (3.36)
where Pn is the preconditioner at the outer Newton’s iteration n. One usually assumes
that the preconditioning matrix Pn is fixed, i.e., it does not change from one inner
GMRES iteration to the following. However, in some cases, the matrix Pn is not
available explicitly. Instead, the operation (Pn)−1v, where v is a vector, is the result
of some unspecified computation, possibly another iterative process. In such cases, it
may well happen that Pn is not a constant operator, i.e., Pnj , where j denotes the j-th
iteration in the GMRES algorithm.
A ‘flexible’ variant of the GMRES algorithm (FGMRES), introduced in [168], allows
the preconditioner to vary from step to step within the GMRES algorithm. Let
nrest be the restart parameter: in the following we will denote by GMRES(nrest) a
restarted GMRES algorithm [170]. Algorithm 3.3.3 describes the inner iterations of
step 6 in Algorithm 3.3.1 for the outer Newton’s iteration n. Let us note here that
the larger nrest the larger becomes the CPU time to compute a new Krylov vector,
since the recurrence relations grow quadratically with nrest (see step 12). At step 13
of Algorithm 3.3.3 we refer to the convergence of the Krylov method in the solution
of the linear system. We use a stopping criterion based on a relative tolerance, which
we describe in detail in Section 4.5.
Algorithm 3.3.3. Flexible GMRES with left preconditioning
Given Un:
1: Set x0 ∶= 0
2: Compute s0 = (Pn0)−1 [−R(Un) −Qn x0], β = ∥s0∥2, and v1 = s0β
3: for j = 1, . . . , nrest do
4: Compute zj = Qn vj and w ∶= (Pnj )−1 zj
5: for i = 1, . . . , j do
6: hi,j ∶= (w,vi)
7: w ∶=w − hi,jvi
8: end for
9: Compute hj+1,j = ∥w∥2 and vj+1 = w
hj+1,j
10: end for
11: Define Vnrest ∶= [v1, . . . ,vnrest], H¯nrest = {hi,j}1≤ i≤ j+1, 1≤ j ≤nrest
12: Compute ynrest = arg miny ∥βe1 − H¯nresty∥2 and x = x0 + Vnrest ynrest
13: if GMRES is converged then
14: Set ∆Un+1 ∶= x
15: Stop
16: else
47
3. Time Relaxation for Steady Problems
17: Set x0 ∶= x
18: Go to step 2
19: end if
There are many different possible choices for the preconditioner [10, 128, 188, 165,
189, 149, 22, 119, 51, 182]. Here the matrix-explicit GMRES method is preconditioned
by incomplete lower-upper factorization [169], denoted ILU(m), where m stands for
the level of additional fill allowed in the incomplete factorization. ILU preconditioning
is not the most efficient choice, because it is not scalable in parallelization and also
it requires a large storage. Nevertheless, we choose this preconditioning because it
works very well in accelerating convergence, allowing us to focus on other aspects of
the solution strategy.
3.4. Implementation
Our Fortran 90 code is a sequential SD/DG code for two-dimensional problems avail-
able at the graduate school AICES of the RWTH Aachen University. All numerical
data and results included in Chapters 4 and 5 have been produced with this code.
Desirable properties of a code are, among others, modularity and flexibility. This is
true especially during development, when the structure of the code is often modified
and some of its parts may need to be exchanged. In fact, the implementation of the
relaxation techniques described thus far can be tedious. Multilevel methods require
extra data structure to accommodate storage and transfer of the solution on different
mesh levels. For implicit relaxation various tasks need to be considered, including
solution of the linear systems, along with suitable preconditioning techniques. The
inclusion of libraries which perform some of these tasks is one way to pursue modu-
larity and flexibility. In particular, we chose to include the PETSc library [14] in our
code.
PETSc is a suite of data structures and routines for the scalable solution of scientific
applications modeled by PDEs. There are many reasons why our choice has fallen
on PETSc. First, its careful design allows advanced users to have detailed control
over the solution process. Second, PETSc offers complete documentation, automatic
profiling of floating point and memory usage, portability, and active support by the
developing team. Finally, in view of future parallelization of the code, most of PETSc
objects are scalable. In particular, we make use of the KSP object, which supports
Krylov subspace methods, to solve the linear systems (GMRES algorithm) and to
provide preconditioning for matrix-explicit methods. For the matrix-free methods,
user-defined routines implementing the matrix-vector product (3.36) have to be pro-
vided.
3.4.1. Using Automatic Differentiation
Another tool which greatly simplifies the task of implementation and increases its
efficiency is represented by automatic differentiation. One would like to have generic
assembly of the Jacobian in the sense that changing the parameters of the scheme, e.g.,
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order of approximation, numerical flux function, boundary conditions, is automatically
incorporated with no hand derivation required.
As an example, we focus on the structure of the residual Jacobian in equations
(3.27) for the modal DG method. We report here one block diagonal entry of the
Jacobian:
J(k,k)i,q ∶= ∂R(k)i
∂u(k)q =
= 1
ωi
Nsur∑
ρ=1 wsurρ rsuriρ
∂Fˆ
sur,(k)
ρ
∂u(k)ρ r
sur
qρ − 1ωi d∑`=1
Nvol∑
σ=1 wvolσ d
DG,(k)
iσ`
∂ fˆ
vol,(k)
σ,`
∂u(k)σ r
vol
qσ .
(3.37)
An analogous structure can be observed for the two SD discretizations, see (B.1) and
(B.5). Also in that case the residual Jacobian can be built as a sum of ‘sandwich’
products, where the core is represented by (r × r)-dimensional matrices analogous to
(3.28)-(3.30) and externally reconstruction and differentiation coefficients wrap these
matrices. Given the linear nature of reconstruction and differentiation, these coef-
ficients, namely rsuriρ , r
vol
qσ and d
DG,(k)
iσ` for the modal DG case, are just constants.
They can be computed and stored just once for all at the beginning of the compu-
tations. In particular, the reconstruction coefficients are the solution basis functions
evaluated at the flux DOFs, whereas the differentiation coefficients are coefficients
of the polynomial basis, as in (2.47). Both reconstruction and differentiation coeffi-
cients are needed for the computation of the residual and already computed during
pre-processing. As regards the derivative of the flux function
∂ fˆ
vol,(k)
σ,`
∂u(k)σ , the analytical
form of such derivative is available, so that it can be computed starting from the
values of the conservative variables. The only part of the system Jacobian that is not
generic in this sense is the differentiation of the numerical flux function
∂Fˆ
sur,(k)
ρ
∂u(k)ρ and
boundary conditions, which are also implemented as a modified numerical flux. A
change of these requires a non-trivial re-derivation. In particular during development
and validation, where changes are likely to occur, this is a drawback. It is for the
computation of these local blocks differentiating the numerical flux with respect to
the conservative variables (and not for the differentiation of the whole residual) that
we employ automatic differentiation.
We adopted the TAPENADE automatic differentiation engine [83], developed at
the INRIA Sophia-Antipolis research centre. Automatic differentiation has been al-
ready used under one of its paradigms (forward mode, reverse mode, ...) for CFD
computations [91, 62]. It consists in the mechanical application of the chain rule in
order to obtain derivatives of a function given as a computer program. In general,
any computer program implementing a function can be decomposed into a sequence
of elementary tasks. Any of these elementary tasks is then differentiated simply by
looking up in a reference differentiation table, which attributes to each elementary
operation its derivative. These basic partial derivatives are combined in accordance
with the chain rule to form some derivative information, such as gradients, tangents,
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or the Jacobian matrix. Thereby a new extended program, the differentiated program,
which computes the analytical derivatives, is built along with the original program.
TAPENADE may be used as a command line tool, and can thus be included in
a standard Makefile structure. Suppose as an example that the numerical flux is
implemented in Fortran 90 as a subroutine called NUMERICAL_FLUX, in a file of
the same name. Furthermore, suppose the output is given by the dependent variables
(i.e. the fluxes), which we want to differentiate, and the input are the independent
variables (i.e., the conserved variables) on both sides of the interface, with respect to
which differentiation is required. Including a command line of the following form
tapenade -tangent -head numerical_flux -outvars "left_flux right_flux"
-vars "left_density left_x_momentum left_y_momentum left_energy
right_density right_x_momentum right_y_momentum right_energy"
-outputfiletype fortranplushtml numerical_flux.f90
in the Makefile for the solver as a target rule, allows to automatically update the
source code for the differentiated numerical flux whenever it is changed, including
modified fluxes for boundary conditions, so that no additional manual operations are
required by the user. This speeds up considerably the implementation of different
numerical flux functions or different boundary conditions (inflow, outflow, ...), when
they are needed.
For production runs, it may prove beneficial to hand-optimize the differentiation
routines after the source code has been generated, incorporating reasonable simplifi-
cations. In our experience this is far less time consuming than derivation by hand or
even with the aid of symbolic manipulation tools.
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4.1. Introduction
From the discussion in the previous chapter it should now be clear that two main
paradigms exist for time relaxation in compressible CFD. On the one side, we find
explicit relaxation and implicit relaxation with finite CFL numbers and classical linear
iteration techniques. Both are characterized by many iterations and low cost per
iteration. Given the large count of iterations, convergence accelerators, such as the
nonlinear MG method of Section 3.2.3, are needed in this framework. On the other
side, the second paradigm of methods, characterized by a few, but expensive iterations,
includes the ‘pure’ Newton’s method. The methods falling under the first paradigm are
the result of two decades of tuned research in the framework of low-order methods [107,
102]. They are however considered not very effective for turbulent viscous problems
at high Reynolds number [165]. In the high-order context the problems connected to
stiffness and coupling become even worse, and for explicit relaxation the constraints
for the CFL number are stricter. These are the reasons why we work under the
second paradigm of methods. In particular, in the high-order context we work with
Newton-Krylov methods, obtaining competitive results already in a simplified setting.
We outline in this chapter our best-practice relaxation strategy for steady problems.
Let us recall that by ‘best practice’ we refer to the following problem: given an order
of consistency p and a corresponding discretization, we investigate which is the best
relaxation strategy to solve the arising system of ODEs. The framework is offered
by Newton-Krylov methods, as introduced in Section 3.3. Even though the main
structures have been outlined in the previous chapter, different aspects have to be
investigated and parameters have to be tuned. In the computations we focus on
algorithmic efficiency and ignore storage efficiency, which will be addressed in the
next chapter. This translates into using matrix-explicit storage for implicit relaxation.
Both implicit relaxation techniques, already introduced in Chapter 3, and hybrid
explicit/implicit techniques are considered.
We identify a best-practice method which includes an explicit full multigrid start-
up together with a simple and robust time stepping strategy and Newton’s method.
In the framework of FV discretizations combined with explicit relaxation and accel-
erated by means of geometric MG, full multigrid is a mature technique. We adopt
a full multigrid start-up for the cell averages of the solution and then project them
onto the initial approximation of the solution for the implicit method. The successful
application of Newton-Krylov relaxation is here closely interwoven with the initializa-
tion procedure and the adaptive behavior of the parameters. We provide two kinds
of results: qualitative guidelines, presenting our empirical observations and suggest-
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ing which combination of methods is the ‘best’, and quantitative guidelines. The
latter consist in recommended values for the parameters: these refer specifically to
the applications considered. Further testing should be performed for more general
considerations on the values of the parameters.
Section 4.2 presents the test cases which are considered in this and the next chap-
ter, including the grids employed. We consider here two-dimensional subsonic inviscid
flows with uniform unstructured triangular grids. Subsonic flows, defined as flows
where the Mach number is less than 1 at every point [4], are characterized by smooth
streamlines (no discontinuities). The incorporation of mesh adaptivity together with
limiting (see for instance Chapter 6) allows the treatment of problems with discon-
tinuities as well. Within our research group, the presented relaxation strategy has
already been implemented in a code able to treat discontinuities and it was applied
to transonic problems, with results which reinforce the validity of this analysis [172].
Concerning the rather simple settings considered for our simulations, as mentioned
in Chapter 1, they allow us to focus on the properties of the relaxation itself. The
extension to more general settings would require some additional implementation, val-
idation and parameter tuning. Nonetheless, the major guidelines identified here are
directly extendable. For example, one of the conclusions of the analysis performed
on simple settings is that implicit Newton relaxation combined with a good initializa-
tion is more efficient than methods belonging to the first paradigm described above
(several, cheap iterations). For more complex problems this is even more true. For
instance, explicit methods with multigrid are known to be unviable for high-Reynolds-
number viscous flows, which suffer from strong stiffness. A more detailed discussion
of these extensions is given in Section 4.7.
In this chapter numerical simulations are performed in order to show different as-
pects of the global strategy. First, a hybrid implicit/explicit multilevel time relaxation
strategy is presented in Section 4.3: its performance together with Newton’s method is
assessed. The full multigrid method is employed in Section 4.4 to obtain a good initial
approximation for the solution. The solution of the linear system with the GMRES
method is investigated in Section 4.5. Then, the tuning of the adaptive time-stepping
strategy is considered in Section 4.6. The main features of our best-practice method
are summed up in Section 4.7.
In Section 4.8 we close the chapter by comparing numerically the modal DG method,
the standard SD method and the Raviart-Thomas based SD method (see Chapter 2).
We concentrate our attention on the following task: given a (high) order p and the
relaxation strategy presented in this chapter, we analyze the behavior of three local,
discontinuous, spatial discretization strategies with respect to overall efficiency. The
standard SD method is discarded because of its instability issues. The modal DG
discretization and the Raviart-Thomas-based SD method deliver comparable perfor-
mance. On the one hand, the former is a more mature technique and has been applied
already to many different settings; on the other hand, the latter features less flux DOFs
and hence a cheaper evaluation of the residual.
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4.2. Computational Setup
We consider two-dimensional subsonic inviscid flows. Here we describe the flows which
we will use for the numerical simulations of this and the next chapter. Euler equations
provide a good model of reality for some problems, such as the lift of a thin airfoil
at low angle of attack. In particular, Section 4.2.1 describes the configurations taken
into account for a NACA-0012 airfoil. In Section 4.2.2 we discuss how convergence
is measured. Section 4.2.3 describes the time unit which we employ for our compu-
tations. Two-dimensional steady Euler equations (2.1)-(2.8) are solved along these
configurations. We solve the nondimensional version of the equations, with initial
nondimensional density and pressure set to 1. We then impose the flow conditions by
choosing the angle of attack and the free-stream Mach number M∞.
4.2.1. Flow Along a NACA-0012 Profile
We consider a NACA-0012 airfoil profile: NACA airfoils are cross sections for aircraft
wings developed by the NACA, predecessor of the NASA. In particular, the NACA-
0012 is a symmetric profile. We employ uniform unstructured triangular grids, as
described in Table 4.1 and illustrated in Figure 4.1. We run test cases with 3 different
levels of resolution: coarse, medium and fine. For p = 4 only the coarse and medium
levels can be used, because of memory limitations of our machines.
As regards MG, the coarse-resolution case employs 3 grids, the medium 4 grids,
and the fine one makes use of 5 grids (see Table 4.2). The multigrid strategy for the
medium-refinement grid includes the coarse grid and in addition some coarser grids,
as described in Table 4.2. Analogously, the MG strategy for the fine-refinement grid
includes the medium and coarse grid and two more grids. In the table, N (`)E is the
number of cells on grid `.
Grid NE Number of DOFs
p = 2 p = 3 p = 4Gfine 40,960 983,040 1,638,400 (2,457,600)Gmedium 10,240 245,760 409,600 614,400Gcoarse 2,560 61,440 102,400 153,600
Table 4.1. Grids for NACA-0012 profile: number NE of elements and number of DOFs for
different polynomial degrees p.
Level ` N (`)EGL = Gcoarse (3W) GL = Gmedium (4W) GL = Gfine (5W)GL 2,560 10,240 40,960GL−1 640 2,560 10,240GL−2 160 640 2,560GL−3 - 160 640GL−4 - - 160
Table 4.2. NACA-0012 profile: hierarchy of grids used for multigrid.
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(a) Gcoarse, NE = 2,560 (b) Gmedium, NE = 10,240
(c) Gfine, NE = 40,960
Figure 4.1. Computational grids of Table 4.1.
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Non-Lifting Test Case
The first configuration that we consider for the NACA-0012 airfoil uses a flow with
angle of attack 0○ and free-stream Mach number M∞ = 0.3. We include in Figure 4.2
the Mach number contours obtained with the modal DG discretization on grid Gcoarse
for polynomial degree p = 2. Moreover, we plot detail of the Mach contours for p = 2
and grids of different resolution in Figure 4.3. Plots for polynomial degree p = 3 and
p = 4 can be seen in Appendix C.
Figure 4.2. Mach number contours around the whole airfoil profile for the non-lifting case,
generated using the modal DG scheme for p = 2 on grid Gcoarse.
Naturally, a finer mesh leads to a more accurate solution. The same is true, since the
underlying flow field is smooth, for discretizations of increasing order p on the same
mesh, compare for example the solution on grid Gcoarse in Figures 4.3, C.2 and C.4.
This, however, is not the aspect on which we want to focus. The literature contains
plenty of examples showing the potential of high-order methods [61, 121]. The aim
of the computations in this chapter (and in the following one) is to investigate and
assess the properties of the relaxation methods presented. We perform computations
on different grids and with different orders merely for validating our results on a wider
range of settings.
Lifting Test Case
Another configuration that we consider for the NACA-0012 airfoil uses a flow with
angle of attack 5○ and free-stream Mach number M∞ = 0.4. We plot the Mach
number contours obtained with the modal DG discretization on the coarse-resolution
grid Gcoarse for polynomial degree p = 4 in Figure 4.4. Moreover, we plot detail of the
Mach contours for p = 2, 3 and 4 on Gcoarse in Figure 4.5.
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(a) Gcoarse, NE = 2,560 (b) Gmedium, NE = 10,240
(c) Gfine, NE = 40,960
Figure 4.3. Detail of Mach number contours for the non-lifting case, generated using the
modal DG scheme for p = 2.
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Figure 4.4. Mach number contours around the whole airfoil profile with lifting, generated
using the modal DG scheme for p = 4 on grid Gcoarse.
4.2.2. Measure of Convergence
We briefly discuss here what is the measure that we use for investigation of conver-
gence.
1. Ideally one would analyze the decay of the discretization error. In practice, for
steady computations one usually looks at the decay of the residual. In fact, the
residual of the numerical discretization is zero, i.e., R(U) = 0, when U is the
exact numerical solution and R is the residual as defined at the beginning of
Section 3.1. While for elliptic problems there exist a posteriori error estimators
linking the residual to the truncation error, this is not the case for hyperbolic
problems. In the latter case, from the decay of the residual one cannot infer
much on the behavior of the error.
2. Every computational mesh is inherently connected to a discretization error, and
it would be meaningless to drive the truncation error below the discretization
error. Again, ideally one would analyze the decay of the truncation error until
it drops below the discretization error.
However, the exact solution is in general not available, therefore the discretization
error is not known. Different steady-state criteria have been proposed in the literature
[57]. Usually, as it is here the case, the residual is simply converged to machine
accuracy.
As a second measure, we also look at output functionals. These are often the desired
output in CFD computations. In particular, we consider drag coefficient Cd and lift
coefficient Cl, which are dimensionless quantities depending on the integral of the
pressure along the surface of the body.
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(a) p = 2 (b) p = 3
(c) p = 4
Figure 4.5. Detail of Mach number contours for the flow with lifting, generated using the
modal DG scheme on grid Gcoarse.
58
4.3. Hybrid Multilevel Strategy
Machine i Time Ti (s)
1 18.173
2 16.159
Table 4.3. Average computational time for the TauBench benchmark.
4.2.3. Work Units
For the computations of this and the next chapter, we will express the cost of com-
putations in work units. In fact, computations have been performed on two different
machines, hence we want to be able to compare time performance. We choose to
adopt the work unit embraced by the ADIGMA project [121, 122] and suggested
for the First International Workshop on High-Order CFD Methods [202]. The work
units are computed using TauBench, an unstructured grid benchmark whose kernel
is derived from Tau [173], a solver for the Navier-Stokes equations, which has been
developed at the German Aerospace Centre DLR. The benchmark TauBench does
not do anything useful in terms of producing meaningful results, rather it is meant to
mimic the run-time performance of a CFD flow solver.
The work unit TauBench was run three times on each machine i, i = 1,2. These three
CPU times were averaged so as to obtain an average run-time Ti of the benchmark
for each computer i, see Table 4.3. We then track the CPU time taken by our CFD
solver to solve a given configuration (excluding the initialization, post-processing data
preparation time and file input/output time). The corresponding number of work
units is then defined as
CPU time on machine i
Ti
. (4.1)
We run some reference computations on both the computers available. In particular,
we consider the inviscid flow over a non-lifting NACA-0012 profile, see Section 4.2.1.
We use a DG discretization and run a Newton-GMRES method with ILU(3) precon-
ditioning and adaptive increase of the CFL number given by equations (3.19)-(3.21)
and (3.23) with CFL0 = 107, nswitch = 1 and α = 10. As initial guess we employ a
solution computed with a full multigrid procedure on 3 grids, which we will describe
in Section 4.4. Computations are run on both computers for polynomial degree p = 2.
The results in real time unit (seconds) and rescaled in work units can be compared in
Figure 4.6. An analogous computation was repeated for p = 3 and 4. Given the good
agreement of the rescaled data, we choose this as our rescaling procedure.
4.3. Hybrid Multilevel Strategy
It is possible to use multigrid with different relaxation schemes on different mesh levels
and with different levels of approximation. In particular, two considerations may be
done.
1. Explicit schemes work well on low-order discretizations (typically, FV methods),
but are considered ineffective for high order of consistency [141].
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Figure 4.6. Rescaling of time performance from seconds into work units: validation.
2. For steady computations with geometric MG, it usually happens that, even if
the residual is still rather large, integral quantities have already converged. The
rationale for this behavior is that MG accelerates the convergence of the error
convection modes and this seems to guarantee the convergence of the integral
quantities, even when high-frequency errors still persist.
Starting from these considerations, a so-called hybrid multilevel (HM) approach was
formulated [144], using implicit relaxation on the highest level of approximation and
explicit RKMG on the lower levels. The term ‘hybrid’ expresses here the combination
of implicit and explicit relaxation techniques, while ‘multilevel’ comes from the fact
that both different h- and p-levels are used. Algorithm 4.3.1 sums up the main steps
of this procedure.
Algorithm 4.3.1. Hybrid multilevel method
1: Initialize U0
2: for n = 0,1,2, . . . do
3: U+ = NK(Un;p)
4: if Converged then
5: Stop
6: end if
7: U
+,old
= V olAverage(U+)
8: U
+,new = RKMG (U+,old;L,ncyc)
9: Un+1 =U+ − Inject (U+,old −U+,new;p)
10: end for
Free-stream conditions or values initialized by the full multigrid method (see Sec-
tion 4.4) are used as initial guess at step 1. The main loop is over the combined NK
and explicit smoothing operators. First, the implicit iterator NK(Un;p) is applied,
where p is the degree of the polynomials of the approximation on which we perform
one step of the NK method (as described in steps 2, 6 and 7 of Algorithm 3.3.1). Sub-
sequently the volume averages are extracted in step 7. If the discretization basis is not
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Figure 4.7. Diagram describing the hybrid multilevel relaxation strategy.
hierarchical, as in the SD case, this is done by (exact) numerical quadrature based on
the solution nodes, denoted V olAverage. By U we denote the vector of the volume
averages (2.18) of the piecewise function uh, whose coefficients with respect to the
approximation basis are contained in the corresponding vector U. Finally, in steps 8
and 9, the explicit multigrid iterations are performed for the volume averages U
+,old
,
generating updated values U
+,new
which replace the previous ones. We typically
use ncyc = 20 for the additional RKMG smoothing steps (see Section 3.2.3) between
two Newton’s iterations. We define the injection operator Inject (U+,old −U+,new;p)
which distributes the updated volume averages U
+,old −U+,new to the corresponding
DOFs. In the modal DG discretization, the DOFs which are involved are only those
corresponding to polynomial degree 0, since the basis is hierarchical. For the SD
discretization, instead, all the DOFs must be updated.
Since intermediate p-levels are not used in the nonlinear multigrid cycle the theory
outlined in Section 3.2.3 for FV methods applies. The FV solution, of course, is
still defined by the volume averages. In particular, transfer operators, such as the
interpolations within the smoothing operator RKMG(U0;L,ncyc), have to be defined
between meshes only for the volume averages, so that standard linear FV transfer
operators for inviscid flow have been used [108]. Figure 4.7 illustrates schematically
the hybrid approach. On levels 1 to L geometric h-multigrid (at p = 0) is performed
and level L+ 1 corresponds to p > 1. CPU time can be imagined flowing from the left
to the right of the diagram. The blocks marked by ‘MG cycle’ indicate the explicit
multigrid cycles occurring between two implicit NK iterations, represented in the
diagram by ‘NK’ on the highest level of approximation.
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4.3.1. Numerical results
In [144] it was shown that, on a standard SD discretization and for finite CFL numbers,
the HM approach brings
• a faster convergence, and
• a behavior less dependent on the mesh.
We repeat here the same kind of study with finite CFL number for the NACA-0012
configuration with lifting (see Section 4.2.1) and for a modal DG discretization. We
consider an approximation of polynomial degree p = 2 and use a NK method with
GMRES(50) and ILU(3) preconditioner. The CFL number is increased according to
equations (3.19)-(3.22), with CFLnswitch = 100 and nswitch = 50, so that the CFL
number is increased very mildly. Typically nswitch is chosen smaller (10 or 15), but in
this test case a particularly mild increase is necessary, so as to prevent the Newton’s
algorithm from diverging in the computation on grid Gfine. Initial free-stream condi-
tions are imposed. The comparison between a single-grid method and the HM method
(in the latter case, between two consecutive Newton iterations ncyc = 20 additional
multigrid steps are performed) using the grids of Tables 4.1 and 4.2 is presented in
Figures 4.8 and 4.9. The results confirm what had been shown for the SD discretiza-
tion [144]: convergence is faster and, concerning the number of iterations counts, less
mesh-dependent.
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Figure 4.8. Implicit relaxation with finite CFL number and p = 2. Comparison of single-grid
(SG) and hybrid multilevel (HM) strategy.
We now consider ‘pure’ Newton’s method, i.e., CFL numbers going to infinity,
on a modal DG discretization. The time stepping strategy is given by (3.19)-(3.21)
and (3.23) with α = 10 and nswitch = 10. Initial free-stream conditions are imposed
for the flow along the NACA-0012 configuration without lifting. Implicit relaxation
on a single grid and HM method on the same grids are compared, using the grids
of Tables 4.1 and 4.2: in both cases GMRES(50) with ILU(3) preconditioning is
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Figure 4.9. Mesh refinement study: convergence of Cd for p = 2. Comparison of implicit
single-grid (SG) and hybrid multilevel (HM) methods with finite CFL number.
employed. Figure 4.10 shows the behavior of the system residual and of the drag
coefficient for polynomial degree p = 2. Figure 4.11 contains the results of a mesh
refinement study. Here and in the following, ∥Resρ∥∞ is the `∞-norm of the first
component of the residual, namely the residual corresponding to the density.
The multigrid iterations in the HM approach accelerate the convergence of the drag
coefficient and give results which are less mesh dependent (as opposed to the single-
grid results). However, the gains in this context are less notable than in the finite-CFL
context. Less linear iterations are required by the HM method (see Figure 4.10(c)).
What, however, is of interest is in the end the CPU time (see Figure 4.11 for the
CPU time performance on different grids): in the transient the HM method is faster.
Ultimately, however, the transient convergence is less relevant, because convergence
becomes quadratic and the single-grid method catches up, delivering in the end a
similar time to convergence. Moreover, almost no effect can be observed in the drop
of the residual. Figure 4.12 shows that MG iterations come at no additional cost,
or more precisely, their cost is negligible in comparison to the cost of a nonlinear
iteration. Also, an anomalous behavior was observed in the drop of the residual for the
HM computation with NDOF = 983,040 (a much larger number of linear iterations
is needed with respect to the single-grid computation). This supports our experience:
the HM strategy introduces more parameters which need to be tuned, making it less
robust. We can conclude that, while for finite CFL number hybrid multilevel enhances
convergence of the integral quantities, this effect is lost for increasing CFL number,
making the use of HM strategy hardly useful for Newton’s method. This is even
more true when we adopt an improved initial guess for the algorithm, as described in
Section 4.4.
4.4. Initial Approximation: Full Multigrid
The initial approximation U0 in Algorithm 3.3.1 can be simply given by free-stream
or constant values. However, such an approximation can be easily improved, with
large benefits for the overall convergence. On the one hand, geometric MG techniques
of the type of Section 3.2.3 start with relaxations on the finest grid, then continue on
coarser grids to reduce low-frequency error components. On the other hand, in the
so-called full multigrid (FMG) scheme the whole computation starts on the coarsest
63
4. Proposed Relaxation Strategy for Steady Problems
5 10 1510
?15
10?10
10?5
Iterations
|| R
es
?
 || ?
 
 
SG ? NDOF 61,440
SG ? NDOF 245,760
SG ? NDOF 983,040
HM ? 3W ? NDOF 61,440
HM ? 4W ? NDOF 245,760
HM ? 5W ? NDOF 983,040
(a) Nonlinear iterations vs. density residual
5 10 15
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Iterations
C d
 
 SG ? NDOF 61,440
SG ? NDOF 245,760
SG ? NDOF 983,040
HM ? 3W ? NDOF 61,440
HM ? 4W ? NDOF 245,760
HM ? 5W ? NDOF 983,040
(b) Nonlinear iterations vs. drag coefficient
0 50 100 150 200 250
0
0.1
0.2
0.3
0.4
0.5
Cumulative linear iterations
C d
 
 SG ? NDOF 61,440
SG ? NDOF 245,760
SG ? NDOF 983,040
HM ? 3W ? NDOF 61,440
HM ? 4W ? NDOF 245,760
HM ? 5W ? NDOF 983,040
(c) Cumulative linear iterations vs. drag coeffi-
cient
Figure 4.10. Implicit relaxation with infinite CFL number and p = 2. Comparison of single-
grid (SG) and hybrid multilevel (HM) strategy.
0.5 1 1.5 2 2.5 3
0
0.1
0.2
0.3
0.4
Work units
C d
 
 
SG ? NDOF 61,440
HM ? 3W ? NDOF 61,440
(a) GL = Gcoarse, NDOF =
61,440
2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
Work units
C d
 
 
SG ? NDOF 245,760
HM ? 4W ? NDOF 245,760
(b) GL = Gmedium, NDOF =
245,760
10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
Work units
C d
 
 
SG ? NDOF 983,040
HM ? 5W ? NDOF 983,040
(c) GL = Gfine, NDOF = 983,040
Figure 4.11. Mesh refinement study: convergence of Cd for p = 2. Comparison of implicit
single-grid (SG) and hybrid multilevel (HM) methods with infinite CFL num-
ber on different grids.
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Figure 4.12. Implicit relaxation with infinite CFL number and p = 2 on grid Gmedium.
Comparison of single-grid (SG) and hybrid multilevel (HM) strategy: CPU
time vs. density residual
grid of grid size h1 and then proceeds up to the next finer grid only when sufficiently
good approximations to the solution have been achieved. This is repeated till the
finest grid of grid size hL is reached, and the obtained approximation is used as initial
guess for the global solution strategy. Algorithm 4.4.1 and Figure 4.13 show the main
steps of the FMG procedure. In Figure 4.13, computational time can be imagined
flowing from the left to the right of the diagram.
Algorithm 4.4.1. Initialization by FMG strategy
1: Initialize U
0
h1 with free-stream conditions
2: for ` = 1, . . . , L do
3: U
+
h`
= RKMG(U0h` ; `, ncyc)
4: if ` = L then
5: Exit
6: end if
7: U
0
h`+1 = Ih`+1h` U+h`
8: end for
9: U0hL = Inject(U0hL ;p)
Free-stream conditions are used as initial guess for the average values on the coarsest
grid at step 1 of the algorithm. Then on each level, from the coarsest grid ` = 1
up to the finest grid ` = L, explicit MG iterations are performed for the volume
averages U
0
h`
∈ RN(`)E ⋅r, generating good initial values for the next finer level ` + 1.
The operator RKMG(U0h` ; `, ncyc) is defined in Section 3.2.3. In our computations,
for the FMG initialization we employ SSPRK(3,3). Finally, in step 9, the converged
volume averages are injected into the initial solution for the finest level: the injection
operator Inject(U0hL ;p) distributes the volume averages U0hL to the corresponding
DOFs in the approximation of polynomial degree p.
The background idea is limiting the necessary computational cost: the finer the
mesh, the more iterations are needed in order to make full use of the accuracy of the
discretization. The FMG strategy can be used in order to compute a good initial
65
4. Proposed Relaxation Strategy for Steady Problems
Figure 4.13. Illustration of full multigrid strategy. Here ‘RKMG(`)’ stands for
RKMG(U0h` ; `, ncyc).
solution for any time relaxation technique. Here we will adopt the FMG strategy
together with implicit relaxation, namely, U0hL is used as initialization value for Al-
gorithm 3.3.1.
4.4.1. Numerical Results
The availability of a partially converged solution plays an important role in the choice
of the solution strategy. It can in fact determine its success and its competitiveness.
We consider the single-grid computations of Figures 4.10 and 4.11 and compare them
with computations for the NACA-0012 test case without lifting enhanced with a FMG
start-up. In particular, 100 RKMG iterations are performed on all coarser levels,
whereas on the finest one 150 iterations are carried out. The time-stepping strategy
is given by (3.19)-(3.21) and (3.23) with α = 10,000, nswitch = 1 and CFL0 = 100.
GMRES(50) with ILU(3) preconditioning is employed. The results are presented in
Figures 4.14-4.17.
The computations with FMG initialization have a better starting value, so that less
nonlinear iterations are needed for convergence. Less linear iterations are needed as
well, therefore the residual drops faster for computations with FMG (see Figure 4.17).
In particular, the FMG start-up removes the need for a mild increase of the CFL num-
ber. One can so choose nswitch = 1 in (3.19) and have a simple one-phase time-stepping
strategy. Considering the convergence of the drag coefficient (Figures 4.15 and 4.16),
one can appreciate the effect of multigrid on the convergence. The convective error
modes are propagated faster and this determines a very fast and mesh-independent
convergence (we refer here to the number of iterations counts). The FMG start-up
greatly improves the solution method by allowing for
• a simple and robust time-stepping strategy, as opposed to ‘expert systems’ as
in [193], and
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Figure 4.14. Comparison of single-grid implicit relaxation with and without FMG start-up
for p = 2: nonlinear iterations vs. density residual.
2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Iterations
C d
 
 no FMG ? NDOF 61,440
no FMG ? NDOF 245,760
no FMG ? NDOF 983,040
FMG ? 3W ? NDOF 61,440
FMG ? 4W ? NDOF 245,760
FMG ? 5W ? NDOF 983,040
(a) Nonlinear iterations vs. drag coefficient
1 2 3 4
0
5
10
15
20
x 10?4
Iterations
C d
 
 no FMG ? NDOF 61,440
no FMG ? NDOF 245,760
no FMG ? NDOF 983,040
FMG ? 3W ? NDOF 61,440
FMG ? 4W ? NDOF 245,760
FMG ? 5W ? NDOF 983,040
(b) Nonlinear iterations vs. drag coefficient: de-
tail
0 50 100 150 200
0
0.1
0.2
0.3
0.4
0.5
Cumulative linear iterations
C d
 
 no FMG ? NDOF 61,440
no FMG ? NDOF 245,760
no FMG ? NDOF 983,040
FMG ? 3W ? NDOF 61,440
FMG ? 4W ? NDOF 245,760
FMG ? 5W ? NDOF 983,040
(c) Cumulative linear iterations vs. drag coeffi-
cient
Figure 4.15. Comparison of single-grid implicit relaxation with and without FMG start-up
for p = 2: convergence of Cd.
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Figure 4.16. Mesh refinement study: convergence of Cd for p = 2. Comparison of single-grid
implicit relaxation with and without FMG start-up.
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Figure 4.17. Mesh refinement study: drop of density residual for p = 2. Comparison of
single-grid implicit relaxation with and without FMG start-up.
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• a simple Newton’s method, without any need for global optimization, e.g., line
search or methods needing the Hessian [119].
We repeated the computations with the same setup for p = 3 and p = 4 with analogous
results, see Appendix D.
In [144] and in Section 4.3 it was observed that the hybrid multilevel strategy brings
noticeable advantages in case of finite CFL number, such as faster convergence of the
integral quantities and practically mesh-independent convergence rates. For CFL
numbers growing to infinity we have however observed in Section 4.3 that the HM
strategy brings no real gain, and this is even more true for computations with FMG
initialization. In our experience, if one is provided with a good start-up solution, it is
not worth the effort of the implementation of the HM strategy.
We have shown the benefits brought by the FMG initialization strategy to the
global convergence. Now we focus on the FMG iterations themselves. We consider
the previous configuration for p = 2, and in particular the test case of Figure 4.15 on
the finest level of resolution (GL = Gfine) with FMG. In Figure 4.18 the convergence
behavior is shown. For the meaning of the measures of convegence, we refer the
reader to Section 4.2.2. Figure 4.18(a) shows exclusively the FMG procedure on L = 5
grids: circles highlight the transit to a finer grid and the end of the FMG start-up.
Figure 4.18(b) also includes the pre-processing time necessary to allocate the matrices
and data structures for the implicit NK method, namely the time necessary to pass
from step 1 to step 3 in Algorithm 4.3.1. Finally, Figure 4.18(c) shows the overall
convergence to machine accuracy, including both the start-up and the NK iterations.
The linear FMG iterations are extremely cheap, counting here for 1.6 percent of the
global time to convergence, where by convergence we mean here the time needed by
the residual to reach machine accuracy. Much larger is for instance the time taken by
the allocation of the data structures.
Apart from being effective and cheap, FMG initialization shows also to be very
robust. As an example of that, we consider the NACA-0012 configuration with lifting
and the same solution strategy, though we now use a larger α = 100,000 in (3.23). We
choose grid GL = Gmedium of Table 4.1 with 4 multigrid levels, as described in Table 4.2.
A modal DG discretization with p = 2 is employed. We first perform ncyc,` = 100
iterations on the 3 coarser levels (a reasonable choice in our experience) and then
choose different numbers ncyc,L of explicit iterations on the finest grid L. Figure 4.19
shows that the global convergence is not very sensitive to this parameter: if one chooses
ncyc,L, say between 30 and 200, the global scheme behaves similarly for different
choices of ncyc,L. For ncyc,L = 10 the initial approximation is of worse quality with
respect to computations with larger ncyc,L, so that more CPU time is necessary for
the residual to fall below 10−9. For ncyc,L > 200 the time to convergence keeps slowly
increasing because the number of explicit iterations becomes large enough to influence
the overall time to convergence: while for ncyc,L = 50 the overall FMG initialization
takes 1.9 percent of the time to convergence, for ncyc,L = 1,000 this percentage becomes
19.7 percent. In our experience, this sensitivity is even less noticeable for larger
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Figure 4.18. Convergence for a single-grid computation with FMG start-up and NDOF =
983,040.
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number of DOFs (here we employ 245,760 DOFs).
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Figure 4.19. FMG initialization: number of explicit iterations on the finest grid L vs. time
to convergence.
4.5. Solution of the Linear System
In all of our computations we have used the GMRES algorithm. Other Krylov meth-
ods may be chosen to solve the linear system (3.15) arising from Newton’s method,
see [148, 178, 169, 191, 180]. In particular, since we deal with nonsymmetric indefinite
matrices, the available choices belong to the families of the GMRES algorithm [170]
and of the BiCGSTAB algorithm [191]. In our experience, restarted GMRES gives
satisfying results, being both robust and fast to converge. Besides, the influence of
the linear solver on the overall convergence can in some way be dissociated from the
other components of the solution strategy. In fact, as far as the linear system is solved
to the same precision, the choice of the linear solver only affects the number of linear
iterations and the storage requirement.
Solving the system of linear equations (3.15) to high precision at each nonlinear
iteration can be expensive. Apparently, it is also not always necessary, especially
when Newton’s method is still far from the solution. This motivated the development
of inexact Newton’s methods [55]. We focus our attention on this aspect. In the
implementation of the implicit relaxation we let the library PETSc [14] drive the
GMRES algorithm. The default convergence test in PETSc is based on the `2-norm
of the preconditioned residual. We investigate the behavior of the convergence rate
with respect to the convergence tolerance rtol, rtol > 0, for the decrease of the residual
norm relative to the norm of the right-hand side of the linear system. If we refer to
equation (3.36) and to the GMRES Algorithm 3.3.3 applied to it, we have convergence
at j-th linear iteration if
∥(Pnj )−1 [R(Un) +Qn xj]∥2∥(Pn0)−1R(Un)∥2 ≤ rtol, (4.2)
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where n is the index for the outer Newton’s iteration and xj the approximated solution
of the linear system at linear iteration j.
The parameter rtol should ideally depend on the discretization error, which is
however not available. We first consider rtol to assume constant values and perform
a parameter study. Let us consider the NACA-0012 profile with lifting flow around
it. We use a modal DG discretization and run a NK method: ILU(3) preconditioning
is used for the GMRES(30) algorithm. An FMG start-up on 4 grids, as described
in Section 4.4, and adaptive increase of the CFL number are employed. We choose
polynomial degree p = 2 and consider grid Gmedium of Table 4.1, so that the global
number of DOFs is 245,760. We study the convergence for different constant values
of rtol. The results are plotted in Figures 4.20 and 4.21.
It is not necessary to use a very small relative tolerance. If one observes the drop of
the residual in Figure 4.20, a smaller rtol provides a more exact solution of the linear
system at each iteration (and larger number of linear iterations): hence less nonlinear
iterations lead to convergence. Vice versa, for large values of rtol the cumulative
number of linear iterations is smaller and the number of nonlinear iterations is larger.
These two effects globally (almost) cancel, so that the time to convergence is of the
same order of magnitude for all rtol. Here rtol = 10−2 is the value which leads
to fastest drop of the residual. As regards the convergence of the drag coefficient
(Figure 4.21), the number of nonlinear iterations to convergence is the same for all
rtol. The difference in the CPU time is determined by the number of linear iterations:
for this particular test case the fastest convergence is obtained for rtol = 10−1. This is
an empirical value, which changes from problem to problem. As a trend, we observed
that the fastest convergence is given by rather large values of rtol.
Previous computations show that it is not necessary to use a small relative tolerance
in solving the linear system. This is in particular true when the Newton’s method
is still far away from the region of convergence. We hence modify the choice of the
tolerance, adjusting it to the magnitude of the residual:
rtoln = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
rtolmin, if ∥R(Un)∥∞ ≤ rtolmin,∥R(Un)∥∞ , if rtolmin < ∥R(Un)∥∞ ≤ rtolmax,
rtolmax, if ∥R(Un)∥∞ > rtolmax, (4.3)
with rtolmin < rtolmax. In this way, in the transient phase where the residual is still
large, a large tolerance ∥R(Un)∥∞ is used, though smaller than rtolmax. Then, when∥R(Un)∥∞ drops below a certain tolerance rtolmin, this value is taken as relative
tolerance in the solution of the linear system. rtolmin should be chosen such that
the absolute error is always larger or equal to the discretization error. Since however
the discretization error is not known, one takes machine accuracy as lower bound for
the absolute tolerance. Typical values which we use (and we will be using for the
remaining simulations in this chapter) are rtolmin = 10−2 and rtolmax = 10−1. This
adaptive choice of the relative tolerance prevents on the one side from choosing too
large tolerances (the Newton’s method could diverge towards a non-physical flow) and
on the other side from solving the linear system to an unnecessarily high accuracy.
As a more general remark, the default choice of the PETSc library of a constant value
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Figure 4.20. Residual drop for different constant tolerances rtol in (4.2).
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Figure 4.21. Convergence of the drag coefficient for different constant tolerances rtol in
(4.2).
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rtol = 10−5 leads often to unnecessarily large CPU times and a tuning of this param-
eter shall be kept in mind as a possible way to accelerate convergence.
We consider again the test case of Figure 4.14 on grid Gcoarse and with FMG on
3 grids. We use the exact same setup and we run simulations for polynomial degree
p = 3 and p = 4 as well, so that the behavior for different degrees p can be observed.
It should be noticed that we do not aim at a direct comparison among the different
orders of consistency. A direct comparison of methods with different values of p on the
same mesh would in fact be not fair. Different meshes should be considered so as to
guarantee the three methods to have the same number of DOFs. We are here merely
interested at checking that the behavior of the relaxation strategy is robust with re-
spect to p as well. Results are shown in Figures 4.22-4.25. For modest p, the type of
convergence is very similar, independently of the polynomial degree. Reflecting the
similar kind of convergence, the growth of the CFL number is almost identical for
different p. In Figure 4.25(b) one can appreciate that the number of (not cumulative)
linear iterations necessary to solve the linear system to the desired accuracy tends to
increase with the CFL number. This depends on the fact that system (3.16) becomes
worse conditioned for increasing CFL number.
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Figure 4.22. Residual drop for different polynomial degrees p.
In all of our computations we have used ILU(3) preconditioning. A different ILU(m)
preconditioner or another preconditioner could be used. We want however to empha-
size that in this context the preconditioner is not only a convergence accelerator, but
it plays a key role. As an example, we consider the same test case with FMG on gridGcoarse of Figure 4.16. We run it also without preconditioner and with ILU(0) precon-
ditioner: results are shown in Figure 4.26. The computation without preconditioner
fails: the fixed maximum number of linear iterations (10,000) is reached without a
drop in the linear residual. As regards ILU(m) preconditioning, m = 0 produces a
preconditioner that is faster to assemble but less effective, as one could expect. In our
experience, for this particular test setting m = 3 is a good choice, since larger values
of m bring very little gain.
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Figure 4.23. Convergence of the drag coefficient for different polynomial degrees p.
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Figure 4.24. Drop of the density residual: behavior for different values of p.
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Figure 4.25. Linear iterations and CFL number for different polynomial degrees p.
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Figure 4.26. Matrix-explicit relaxation with and without preconditioning.
4.6. Adaptive CFL Number
We employ a DG discretization, for which, after the start-up procedure, one has
the possibility of increasing the CFL number to infinity and recovering quadratic
convergence. In particular, we use the strategy described in Section 3.3. We focus
here on the second phase of the ramping of the CFL number (nswitch = 1) for Newton’s
method, i.e., CFL number growing to infinity.
In the computations of Figures 4.22-4.25 the initial CFL number was chosen as
CFL0 = 100. It should be observed that a larger initial CFL number CFL0 can
be chosen for ‘easy’ problems. As an example, we take the same computation for
p = 2 and p = 4 and increase the initial CFL number to CFL0 = 10,000,000. As
Figure 4.27 shows, this considerably accelerates the convergence of the test case with
p = 2, whereas it causes the divergence of the computation for p = 4. To be on the
safe side, we rather suggest to choose a small value: CFL0 = 10 or 100 represent
reasonable values. For p = 2 we also take different values of α, see Figure 4.28. A very
large value α = 100,000 can be chosen: once the start-up phase has been performed,
the CFL number can be increased very rapidly. Also in this case, our approach shows
its robustness: the tuning of the parameter α does not seem to significantly affect
global convergence.
If one does not have a good initial estimate of the solution, then it is necessary
to introduce an initial phase, i.e., nswitch > 1 in (3.19). In the initial phase the CFL
number is increased mildly, while in the terminal phase the CFL number is increased
fast. This two-phase strategy introduces more parameters to be tuned. In [193] the
authors tried to implement an expert system, but the results were not that satisfying.
In fact, the choice of the strategy to increase the CFL number is still mainly guided by
experience and oriented to the particular problem [33]. This explains why we choose
the FMG start-up as an integral part of our best-practice method.
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Figure 4.27. Residual drop and corresponding growth of the CFL number for α = 10,000
and CFL0 = 10,000,000 in (3.23).
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Figure 4.28. Residual drop and corresponding growth of the CFL number for different α in
(3.23) for p = 2 on grid Gcoarse.
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4.7. Best-Practice Relaxation Strategy: Summary
We first sum up the main qualitative guidelines characterizing the relaxation strategy
proposed here for subsonic and supersonic steady computations.
• Implicit relaxation in combination with the following elements gives faster (com-
petitively fast, if the setting is very simple) convergence than explicit relaxation
in combination with convergence accelerators.
• Newton’s method on a single grid (as opposed to hybrid multilevel) gives faster
and more robust convergence.
• Explicit FMG initialization for the cell averages on a sufficient number of grids
provides Newton’s method with a good initial approximation of the solution and
further obviates the need for additional convergence acceleration.
• Adaptive time stepping (3.19) and (3.23), with nswitch = 1, large α and rather
small CFL0, supports Newton’s method in reaching the region of asymptotic
convergence.
• A very good approximation of the residual Jacobian matrix (or even the exact
Jacobian) and a good preconditioner are needed.
• An adaptive strategy in the solution of the linear system, with relative tolerance
(4.3) with large rtolmin, is of great help in avoiding waste of computational effort.
Focusing in particular on the test cases here considered, namely subsonic inviscid
computations on uniform unstructured grids, some indications can be given for the
choice of the parameters:
• in the adaptive time stepping (3.19)-(3.23) α is chosen large (typical value
100,000) and CFL0 is rather small (typically 10 or 100);
• FMG initialization uses 30 ≤ ncyc,L ≤ 200;
• the adaptive relative tolerance (4.3) typically is faster with rtolmin = 10−2.
If because of stability issues the CFL number cannot be increased to infinity, at-
tention should be focused on the following:
• hybrid multilevel strategy may considerably accelerate convergence;
• the choice of the CFL number can be driven by adaptive time stepping (3.19)
with (3.20) and (3.22);
• the linear system is better conditioned, so that the preconditioner may not need
to be very effective.
For matrix-explicit computations we consider in particular:
• restarted GMRES for solving the arising linear system;
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• ILU(m) preconditioning;
• adaptive freezing strategy as described in (3.25).
In this particular setting, typical values for nrest are between 30 and 50 in the restarted
GMRES algorithm and m = 3 in the incomplete ILU(m) preconditioning.
The proposed relaxation strategy can be extended to more complex problems. We
discuss one by one the possible extensions.
• Subsonic and transonic problems. Here we have performed only subsonic
computations with free-stream Mach number M∞ = 0.3 and 0.4. However, the
strategy is valid for other ranges of Mach number as well. In Appendix E we
report the results for a configuration with lower Mach number. The results
confirm what we observed in this chapter. Moreover, this time relaxation has
been implemented in another code together with a shock-capturing strategy and
successfully applied to transonic problems (with shock waves) [172]. There an
implicit full p-multigrid strategy has been used, though this does not change
the essence of the method. These results confirm the simplicity, robustness
and efficiency of our approach for the whole range of Mach numbers which
characterize our target problems.
• Three-dimensional problems. The extension to more dimensions is rather
straight-forward. As one may expect, implementation tends to be more cum-
bersome and both storage requirement and CPU times are larger.
• Turbulent viscous problems at high Reynolds number. Here some diffi-
culties arise: problems are usually stiffer, due also to the need for high-aspect-
ratio cells in the mesh [165]. We expect a more ‘conservative’ choice for the
values of the relaxation parameters to be needed, meaning values which lead
to longer but also safer (in terms of convergence) computations. Also, multi-
grid techniques can become inefficient for problems with high-aspect-ratio cells.
Countermeasures, such as the implementation of line relaxation [139] or a pre-
conditioner [165], may be needed in the FMG initialization.
It is worth recalling that in this context the paradigm of classical convergence-
accelerated many-iteration techniques is impractical, see Section 4.1. Thus,
solution techniques which we discarded, such as explicit relaxation, are known
to be non optimal for these problems and should not be considered in the first
place.
Both for viscous problems and problems on adaptive meshes, a thorough investigation
and validation are to be needed. In these problems, a robust and simple-to-tune
implicit relaxation method together with a stable high-order spatial discretization
(like the strategy that we propose) is highly desirable.
4.8. Spatial Discretization Methods
Up to this point we have only considered modal DG discretizations, so as to exclude the
influence of the type of spatial discretization on the identification of the best-practice
80
4.8. Spatial Discretization Methods
time-advancing strategy. Now, however, we perform a direct comparison among the
discretization techniques presented in Chapter 2. As we saw in Section 2.8, the RT-
based SD discretization is the discretizaton with the smallest number of flux DOFs,
followed by the standard SD and modal DG formulations. The number of flux DOFs
is directly connected to the cost of one residual evaluation, since the number of terms
to be summed in order to obtain the entries of the residual R(U) is proportional to
the global number of flux DOFs, see equations (2.46), (2.67) and (2.81). In particular,
in our experience the evaluation of the residual for the RT-based SD method takes
only 80-85 percent of the CPU time necessary to evaluate the residual for the modal
DG method. It remains to be verified how this influences the performance of implicit
relaxation in conjunction with each of the spatial discretizations.
We consider the NACA-0012 profile with lifting, polynomial degree p = 2 and the
grid Gmedium. We use the Newton-GMRES strategy with GMRES(30) and ILU(3)
preconditioning. For the modal DG and RT-based SD discretizations we use the best-
practice strategy described in Section 4.7 with infinite CFL number (CFL0 = 200,
nswitch = 1 and α = 100,000). For the standard SD discretization, due to its stability
problems, we had to use a finite CFL number (nswitch = 10 and CFLnswitch = 500),
which we coupled with the HM strategy. The results are plotted in Figures 4.29
and 4.30. As we expected, the standard SD method is extremely slow, due to the
(necessary) choice of finite CFL numbers. Given this behavior, we do not take the
standard SD discretization into consideration.
The RT-based SD and modal DG discretizations show almost identical convergence
for the lift coefficient, see Figure 4.30. If one focuses on the drop of the residual
(Figure 4.29), the rate of drop with respect to the computational time is very similar,
though the DG discretization attains smaller residuals. There does not seem to be a
relevant difference in the conditioning of the linear systems, see Figure 4.31.
The role played by the spatial discretization shows to be not so critical for the
convergence behavior, especially if one focuses on the convergence of the considered
output functionals. On the one hand, these quantities are already converged when
the error convective modes are converged and, as we saw, this process is greatly en-
hanced by the multigrid iterations in the FMG start-up. On the other hand, we
also saw that there exists no rigorous theory which links the behavior of the error to
the residual. Both these aspects contribute to explaining why the integral quantities
are already converged even when the residual is still rather large. Despite significant
effort has been put in the last years into the development of new families of discretiza-
tion techniques, at least as important is the formulation of robust implicit relaxation
techniques for the arising systems of ODEs. These relaxation techniques ought to be
able of delivering fast convergence with minimum (computational and storage) effort
[60, 196, 56, 72, 94, 161, 97, 144, 146]. We have here contributed to this latter aspect
with a robust and simple (as in easy to tune) relaxation strategy. The next chapter
is devoted to the aspect of storage efficiency.
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Figure 4.29. Comparison of the spatial discretizations of Chapter 2 with our best-practice
relaxation for p = 2: residual.
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Figure 4.30. Comparison of the spatial discretizations of Chapter 2 with our best-practice
relaxation for p = 2: lift coefficient.
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Figure 4.31. Comparison of DG and RT-based SD discretizations with our best-practice
relaxation for p = 2: CFL number vs. number of (not cumulative) linear
iterations.
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5. Matrix- and Jacobian-Free Solution
Strategies
5.1. Introduction
In the computations of Chapter 4, matrix-explicit storage with ILU preconditioning
was chosen for all the computations. In this chapter we focus on storage efficiency.
We had already motivated (see Chapter 1) our interest for matrix-free implicit relax-
ation. In particular, we stated that storage requirements can be dramatically large for
high order of approximation, possibly impeding the application of the best-practice
relaxation suggested in the previous chapter. This is especially likely to happen for
three-dimensional problems.
We summarize the storage requirement of the ME approach. In our implementation,
we need to store the following objects (which dominate the storage requirement):
• matrix Qn, for which we found estimate (3.34),
• preconditioning matrix Pn, here given by ILU(m) preconditioning,
• nrest + 3 vectors of dimension NDOF , namely the Krylov vectors, the residual
and two vectors for the old and new solution.
Independently of the chosen levelm of fill-in in the preconditioner, the storage require-
ment behaves asymptotically in the same way. For simplicity we consider an estimate
for ILU(0) preconditioner instead of ILU(m). The underestimate for the storage of
the preconditioner is balanced by the fact that (3.34) is a rather loose upper-bound
for the storage of the matrix. For ILU(0) preconditioner one needs to store a lower
triangular matrix L with the same structure as the lower part of Qn and an upper
triangular matrix U with the same structure at the upper part of Qn. Hence, also for
the preconditioner the storage requirement is upper-bounded by estimate (3.34). The
storage of the multigrid vectors connected with FMG start-up and/or HM strategy
are negligible, since they use a first-order FV discretization.
The final estimate reads:
[2 ⋅NE ⋅ (d + 2) ⋅N2p ⋅ r2 + (nrest + 3) ⋅NE ⋅Np ⋅ r] ⋅ 8 byte. (5.1)
The factor 8 byte is determined from the fact that we use double precision. Such a
precision may not be necessary for inviscid problems, but we adopt this conservative
estimate having in mind more general settings. For example, high-Reynolds-number
viscous flows need very stretched meshes, which often deteriorate the conditioning of
the problem.
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Although the setting in which we obtained estimate (5.1) is somewhat oversimpli-
fied in that uniform mesh- and p-refinement do not represent the most efficient use of
resources, it still illustrates the order of magnitude of the storage. Also, it is easy to
see that asymptotically the storage requirement grows as the 4th power of p. Just as
an example we consider a computation in the setting of Figure 4.31. In particular, we
take d = 2, grid Gfine, nrest = 30 and p = 4. The storage requirement is of about 284
Gbyte, which we will then compare with the storage requirement for the corresponding
matrix-free computation. This number would be even larger for a three-dimensional
computation, since the values of d, Np and r in (5.1) would be larger.
Matrix- and Jacobian-free techniques have already been used in the literature
[135, 119, 51]. In this chapter we deal with matrix-free (MF) solution and precon-
ditioning techniques and describe some implementation tricks to reduce the memory
requirement. In particular, Section 5.2 deals with matrix-free NK relaxation. A
reduced-storage alternative to the matrix-explicit NK relaxation of Chapter 4, called
partial storage approach, is presented in Section 5.3. These methods feature a lower
storage requirement with respect to the ME method, at the expense of
• larger computational times, and
• a rather complicated tuning of the parameters.
Therefore, these methods should be considered only when matrix-explicit methods
are not viable.
5.2. Flexible Inner-Outer Newton-Krylov Method
Before presenting the matrix-free solver, we need to introduce the idea of flexible
inner-outer Krylov subspace methods [168, 178]: a flexible Krylov subspace method is
preconditioned by a different matrix at each linear iteration, and for preconditioning
another (possibly different) Krylov subspace method is employed. In our case, the
outer flexible method is the restarted FGMRES Algorithm 3.3.3 and the precondi-
tioner is a simple GMRES algorithm. The idea is as follows.
When applying the preconditioner, at step 4 of the FGMRES Algorithm 3.3.3, a
linear system Pnjw = zj has to be solved. This linear system can be solved approxi-
mately by a few nSP GMRES iterations. May et al. [144] named this method squared
preconditioning (SP), because the preconditioning is realized by applying the GMRES
method on two levels, once externally and once internally:
(i) Qn∆Un = −R(Un) solved by FGMRES, left-preconditioned by Pnj at inner
iteration j;
(ii) Pnj w = zj solved by not-preconditioned GMRES with a low number nSP of
Krylov vectors.
In the following we refer to this kind of preconditioning as SP(nSP ).
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5.2.1. Matrix-Free Newton-Krylov Method
We now describe how the flexible inner-outer Newton-GMRES method just described
can be rendered matrix-free. In the FGMRES algorithm, which we employ to solve
the linear system arising from Newton’s method, one has to perform a matrix-vector
product with the matrix Q given by (3.26), see steps 2 and 4 of Algorithm 3.3.3. In
particular, this matrix contains the Jacobian matrix of the residual. In the frame-
work of matrix-free methods, a first-order Taylor series expansion can be used to
approximate the projection of the Jacobian matrix onto the Krylov vector v:
Jv ≈ R(U + εv) −R(U)
ε
, (5.2)
where ε is the perturbation parameter. This kind of approximation is also called
directional derivative. Among the different choices summed up in [119] for the choice
of ε, we consider
ε = √1 + ∥U∥ εrel, (5.3)
with εrel being approximately the square root of machine accuracy (here, εrel = 10−6).
Here Krylov methods shows their advantage: since only a matrix-vector product rou-
tine has to be provided, the matrix does not need to be explicitly built. This approach
eliminates the need to store the entire matrix, at the expense of one additional resid-
ual evaluation for each matrix-vector product performed. One could also perform the
matrix-vector product in a matrix-free fashion by means of automatic differentiation,
but this was shown to result in larger CPU times [92].
A preconditioner for the linear system is also needed and, in order not to compromise
the limited storage of the method, the preconditioner should be matrix-free as well.
The FGMRES framework affords the opportunity to extend the matrix-free approach
also to the preconditioner. As before, one can recognize two levels (i) and (ii), only
that now both the FGMRES algorithm in level (i) and the GMRES in level (ii) are
performed matrix-free, without any need to store matrices. The final matrix-free NK
method is presented in Algorithm 5.2.1. At step 7 of the algorithm ‘small’ means in
comparison with the global number of Krylov vectors used to solve the linear system
Qn∆Un = −R(Un). Concerning the convergence criteria, we refer to Section 4.2.2 for
the convergence of Newton’s method (step 3) and to Section 4.5 for the convergence
of the GMRES method (step 20).
Algorithm 5.2.1. Matrix-free Newton-Krylov method
Given U0:
1: for n = 0,1,2, . . . (Outer iterations) do
2: Compute the right-hand side −R(Un)
3: if Converged then
4: Stop
5: end if
6: x0 = 0
7: Compute s0 = [Pn0 ]−1 (−R(Un) −Qn x0). Solve the linear system by matrix-free
not-preconditioned GMRES with a small number of Krylov vectors nSP . Use
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(5.2) for the matrix-vector product Qnx0
8: Compute β = ∥s0∥2, and v1 = s0
β
9: for j = 1, . . . , nrest (Inner iterations) do
10: Compute zj = Qnvj by using (5.2)
11: Computew ∶= [Pnj ]−1 zj . Solve the linear system by matrix-free not-preconditio-
ned GMRES with a small number of Krylov vectors nSP
12: for i = 1, . . . , j do
13: hi,j ∶= (w,vi)
14: w ∶=w − hi,jvi
15: end for
16: Compute hj+1,j = ∥w∥2 and vj+1 = w
hj+1,j
17: end for
18: Define Vnrest ∶= [v1, . . . ,vnrest], H¯nrest = {hi,j}1≤ i≤ j+1, 1≤ j ≤nrest
19: Compute ynrest = arg miny ∥βe1 − H¯nrest y∥2 and x = x0 + Vnrest ynrest
20: if GMRES is converged then
21: Exit
22: else
23: Set x0 ∶= x
24: Go to step 7
25: end if
26: ∆Un = x
27: Un+1 =Un +∆Un
28: end for
As regards storage, for the matrix-free approach we only need to store:
• nrest +nSP + 7 vectors of dimension NDOF , namely the Krylov vectors, residual
and solution vectors, both for the restarted FGMRES algorithm and the SP
preconditioner.
This corresponds to
(nrest + nSP + 7) ⋅NE ⋅Np ⋅ r ⋅ 8 byte, (5.4)
It can be easily seen that asymptotically the storage requirement grows only quadrat-
ically in p. In general, nSP < nrest. As concerns nrest, which dominates the storage of
this method, one can afford larger values than for the ME approach, since no matrix
has to be stored. We feel that a value nrest = 150 is an acceptable trade-off. We will
tune nSP in Section 5.2.2; here we fix nSP = 20 and estimate the storage of the MF
approach for the same test case that we used for the ME approach. One needs to
store 3.5 Gbyte, which is only 1.2 percent of the storage for the ME computation.
5.2.2. Numerical Results
The potential in terms of storage efficiency are evident. We investigate here the
behavior of relaxation if performed matrix-free. First we want to show that (5.2)
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is a good approximation of the Jacobian matrix. To do this, we investigate the
computation without preconditioner of Figure 4.26. We consider the first linear system
which is solved, and repeat the same computation for the matrix-free approximation.
We plot the linear preconditioned residuals ∥(P0j)−1 [R(U0) +Q0 xj]∥2 at each linear
iteration j in Figure 5.1. The approximation gives very similar results: the difference
of the residuals in `∞-norm is of the same order of magnitude of εrel = 10−6.
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Figure 5.1. Solution of a linear system with matrix-explicit and matrix-free FGMRES
method.
Our experience shows that SP preconditioning, even if performed matrix-explicit,
is not a very effective preconditioner. In particular, in some test cases it does not
work too well for infinite CFL numbers. This is of no concern in the matrix-explicit
case, since plenty of different preconditioners are available. On the contrary, in the
matrix-free context, there are not so many choices, especially choices which are really
matrix-free.
The effectiveness of the SP preconditioning in the realm of finite CFL numbers has
been successfully shown in [144] on a standard SD discretization. Here, given that
the cost of this method strongly depends on the cost of evaluation of the residuals,
we choose the SD method, which features a cheaper residual evaluation if compared
to the DG method (see Section 4.8). In particular, we consider the RT-based SD dis-
cretization as opposed to the standard SD discretization, because it is stable. We first
show the ineffectiveness of the preconditioner for inifinite CFL numbers. We consider
the same test case and setting of the RT-based SD computation of Figures 4.29-4.31,
this time with matrix-free FGMRES preconditioned with SP(35), see Figure 5.2. Not
only each linear iteration is slower, due to the fact that a new residual evaluation
has to be performed, but also the convergence in terms of needed number of linear
iterations is altogether slower. While we are to accept a penalty on the CPU time as
a trade-off for the matrix-free storage, we need the method to be converging. For this
reason we focus on finite CFL numbers.
We consider on the NACA-0012 test case with lifting on grid Gcoarse with p = 2.
Since we will be using finite CFL numbers, we also reintroduce the HM strategy
of Section 4.3, performed on L = 3 grids. FMG initialization and adaptive relative
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Figure 5.2. Convergence of ME and MF computations with infinite CFL numbers.
tolerance (4.3) with rtolmin = 10−2 are chosen. The time stepping is prescribed by
equations (3.19)-(3.20) and (3.22) with nswitch = 1. The larger the CFL number,
the larger is the Newton’s update; however, a trade-off has to be found since larger
CFL means also larger number of linear iterations (and larger CPU time for one
nonlinear iteration). Figure 5.3 shows that the best compromise for this test case is
CFL0 =1,000. In fact, both CFL0 = 100 and CFL0 =1,000 return a similarly fast
convergence of Cd, but CFL0 =1,000 has also the faster drop of the residual.
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Figure 5.3. Convergence of MF computations with different finite values for the nominal
CFL number.
Fixing CFL0 =1,000 we tune the parameter nSP , which fixes the number of Krylov
vectors in the GMRES preconditioner. Observing Figure 5.4, there is not a clear choice
of nSP which can be stated to be the best. The drop of the residual has a plateau
for all the values of nSP and it is not clear how it will proceed. We choose nSP = 20
and observe the behavior of the method for a longer CPU time, see Figure 5.5. The
residual drops pretty irregularly and slowly, and the drag coefficient has in great part
converged, though in a very large CPU time.
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Figure 5.5. Convergence of MF computation with CFL0 = 1,000 and nSP = 20.
Summing up, our matrix-free strategy includes:
• Newton’s method with hybrid multilevel strategy;
• fixed time step, given by (3.19) with (3.20) and (3.22);
• FMG initialization;
• restarted FGMRES for solving the arising linear system (typical value for nrest
is 150);
• approximation (5.2) of the residual Jacobian matrix;
• adaptive relative tolerance (4.3) with large rtolmin (typically 10−2) for the solu-
tion of the linear system;
91
5. Matrix- and Jacobian-Free Solution Strategies
• matrix-free SP(nSP ) preconditioning with small values for nSP (typically 10 ≤
nSP ≤ 30).
We recall that the values recommended for the parameters refer to this particular
setting, while the qualitative guidelines are of more general nature.
One could consider other alternatives to the SP preconditioning in the matrix-
free context [119, 51], for example low-order preconditioners, whose storage grows
slower than as p2d. The method proposed here requires quite an effort for tuning
the parameters, as we showed in this section for some of the parameters, but also
in the HM strategy and the FMG initialization. For this reason and for its slow
convergence, we recommend this method only if one has strict storage constraints
(or the problem is very large) and explicit relaxation is not viable. For instance, for
the test cases here considered explicit relaxation would still be the faster matrix-free
solution strategy, but one can easily think of viscous problems and stiff problems
where explicit relaxation is not an option anymore.
5.3. Partial-Storage Approach
Starting from the remarks on storage and structure of the Jacobian matrix (see Sec-
tion 3.3.2), a technique named partial-storage (PS) approach was introduced, which is
an intermediate solution between matrix-explicit and matrix-free techniques [94]. The
background idea is storing the building blocks A, B and C of equations (3.28)-(3.30),
(B.2)-(B.4) and (B.6)-(B.8), and then assembling the elements of the global matrix
Q just in the matrix-vector product routine needed by GMRES in order to build
the Krylov vectors, namely just at steps 2 and 4 of Algorithm 3.3.3. The expected
advantage of this approach is a lighter storage requirement with respect to the ME
approach.
We refer to A, B and C as ‘building’ blocks, since actually they are not direct
component blocks of the final global matrix Q, but they are used while building
its entries in the way described by equations (3.26), (3.27), (B.1) and (B.5). The
differentiation and reconstruction coefficients d and r are precomputed as described
in Sections 2.5, 2.6 and 2.7. We describe the new algorithm by a few modifications to
Algorithm 5.2.1. At each Newton’s iteration n we compute the building blocks A, B
and C. Then at step 7 the single entries of the matrix J(k,m)i,q are built starting from a
linear combination of the building blocks, as described in equations (3.27), (B.1) and
(B.5), and multiplied to the elements of the vector x0 in the matrix-vector product
Qnx0. The same is done, at every GMRES iteration j, to perform the matrix-vector
products Qnvj (step 10 of the algorithm). The entries J
(k,m)
i,q are, however, not stored.
We have shown in Section 4.5 that preconditioning is essential for the convergence
of a NK strategy. Just as for the MF approach, we need here a preconditioner whose
storage needs less (or as many) entries than the matrix itself. Unfortunately, given
the way the matrix is built starting from the building blocks, there is no easy way to
exploit the available subblocks for the preconditioner. For this reason, here we adopt
the matrix-free SP as well, though it has shown to be not very effective.
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The advantage offered by the PS in spared memory is real. We take as example the
standard SD discretization. One has to store
r2 ⋅ d ⋅ [N intp+1 + (Nn + 1)N edgp+1] ⋅NE ∼ r2 ⋅ d ⋅ pd ⋅NE (5.5)
entries, where Np+1 ∼ pd, follows from equation (3.35), and the number of neighbor
elements is 0 ≤ Nn ≤ d + 1 on a grid without hanging nodes. Analogous estimates can
be found for the modal DG discretization and the RT-based SD method. The items
to be stored in the PS approach are:
• building blocks of the matrix Qn, for which we use estimate (5.5);
• nrest +nSP + 7 vectors of dimension NDOF , namely the Krylov vectors, residual
and solution vectors, both for the restarted FGMRES algorithm and the SP
preconditioner.
For a comparison, we consider the same computation that we considered in the ME and
MF case. We take nrest = 30 and nSP = 20, with a corresponding storage requirement
of 1.8 Gbyte. This is just 0.6 percent of the storage required by the ME approach.
In the PS approach a smaller nrest can be chosen compared to the MF approach, due
to the fact that the exact entries of the matrix are available and no approximation
is necessary. This causes the PS approach with SP preconditioning to often have an
even smaller storage requirement then the MF approach with SP preconditioning.
Thanks to this approach we can store less floating points compared to the ME
approach, where ‘less’ means sparing, by a rough estimate, by a factor of up to pd (see
equation (3.34) for a comparison). This means that the higher the order of the chosen
method, the higher the relative spared memory compared to the ME approach. As
a drawback, this will translate into an augmented computational time, necessary for
the repeated assembly of the matrix entries.
5.3.1. Numerical Results
We show some results for the PS approach. We choose the standard SD discretization,
though analogous results can be produced for the other two spatial discretizations.
We consider an inviscid smooth flow around a NACA-0012 airfoil without lifting.
We use GMRES(30) with the HM approach of Section 4.3 on grid Gcoarse and with
an approximation of polynomial degree p = 2. Here a finite CFL number has to be
considered, since the standard SD discretization is employed. We compare the ME
and the PS approach. We first consider implicit relaxation without preconditioning,
so that we can have a first feedback on the performance of the method. To guarantee
convergence in reasonable times we choose a small CFLnswitch = 100; we limit ourselves
to 50 Newton’s iterations. The results are reported in Figure 5.6.
The first aspect to be observed is that linear and nonlinear residuals (i.e., coming
from the GMRES and Netwon iterations, respectively) obtained with the ME and the
PS approach are the same up to machine accuracy. This is natural, since the two
approaches, when not preconditioned, execute the same operations, i.e., assemble the
global matrix in the same exact explicit way. The word ‘explicit’ in the label matrix-
explicit approach refers indeed to the fact that the matrix entries are explicitly stored.
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Figure 5.6 shows that the repeated assembly of the global matrix starting from the
building blocks penalizes the PS approach, with a computational time roughly 1.7
times larger with respect to the ME approach. This, however, is counterbalanced by
the reduced storage requirement.
0 5 10 15 20 25
10?2
Work units
|| R
es
?
 || ?
 
 
ME ? no preconditioning
PS ? no preconditioning
(a) CPU time vs. density residual
0 2 4 6
0
0.01
0.02
0.03
0.04
Work units
C d
 
 
ME ? no preconditioning
PS ? no preconditioning
(b) CPU time vs. drag coefficient
Figure 5.6. Comparison of matrix-explicit and partial-storage approaches without precon-
ditioning.
We now introduce preconditioning for both the approaches. We choose in particular
ILU(3) as preconditioner for the ME approach and matrix-free SP(20) preconditioner
for the PS approach. We increase also CFLnswitch to 500 with nswitch = 5. The results
are plotted in Figures 5.7 and 5.8. Regarding the number of nonlinear iterations the
behavior is very similar. However, solving one linear system for the PS approach needs
more linear iterations, because the preconditioner is less effective. This, together with
the fact that one PS linear iterations is more expensive (as we already saw), makes
the PS approach in combination with matrix-free SP about 5.6 times slower.
A good preconditioner for the PS approach is still missing. This approach exhibits
the ability to exploit the particular structure of the global matrix and at the same
time retain information about it. A good preconditioner for this strategy should be
able to take advantage of the specific assembly procedure in an analogously clever
way. This is a challenging task, since the entries of the matrix to be preconditioned
depend in a non-trivial way on the stored data. In particular, the entries are given
by a linear combination of the available data.
The PS approach is an effective Jacobian-free technique (according to the definition
introduced in Section 3.3.2), whose storage requirement grows less than quadratically
in the number of local DOFs and which at the same time can preserve the exact
matrix. If one were willing to trade off the exact Jacobian for a faster assembly of the
entries of the matrix, one could store only the subblocks A, B and C which correspond
to the largest coefficient products. For example, looking at the matrices ASSD,(k)j` ,
BSSD,(k)j` and CSSD,(k,m)j` in (B.1), one could store only the subblocks with j and `
corresponding to the largest products dSSDij` ljq. In formulas, for each i, q = 1, . . . ,Np
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Figure 5.7. Comparison of matrix-explicit and partial-storage approaches with precondi-
tioning: residual drop.
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Figure 5.8. Comparison of matrix-explicit and partial-storage approaches with precondi-
tioning: convergence of Cd.
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one should consider only the subblocks corresponding to
j = 1, . . . ,Np+1, ` = 1, . . . , d such that ∣dSSDij` ljq ∣
max
j=1,...,Np+1
`=1,...,d
∣dSSDij` ljq ∣ ≥ γ, (5.6)
where γ ∈ [0,1] and γ = 0 corresponds to the storage of all subblocks.
5.4. Discussion
In this chapter we addressed the storage issue raised by implicit relaxation for high-
order discretizations. In some cases, the price to pay if one needs to perform matrix-
free computations can be rather high in terms of CPU time and quality of the conver-
gence. We have contributed here to the context of flexible inner-outer NK methods,
investigating a matrix-free and a Jacobian-free alternative to the explicit storage of
the matrix of the linear system. With our code we also investigated the performance
of a matrix-free nonlinear preconditioner [97], but with little success. The weak point
which all these techniques share is represented by the lack of a good matrix-free pre-
conditioner.
For relatively easy test cases as the ones considered here, often explicit relaxation is
still faster than matrix-free implicit relaxation. As an example, we report in Figure 5.9
the comparison between explicit SSPRK(3,3) method of Section 3.2.2 with MG and
the matrix-free computation of Figure 5.5. Both computations are performed on an
RT-based SD discretization with the same FMG initialization. Though both methods
require very large CPU times, explicit relaxation shows faster convergence of the drag
coefficient and faster drop of the residual. For this reason, we still suggest (if possible)
to employ explicit relaxation when one has storage constraints.
A good matrix-free or low-storage preconditioner which does not need the under-
lying matrix to be explicitly stored is still needed and would ideally complement the
techniques proposed here. This is an active field of research, see [149, 22, 119, 51] for
a review of the state of the art.
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Figure 5.9. Comparison of (time-)explicit relaxation and matrix-free implicit relaxation.
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6.1. Introduction
Compressible fluid flows are characterized by structures which have different length
scales, such as shocks, contact discontinuities, viscous layers, or vortices. Given the
desired accuracy, the smallest scale governs the number of grid points in the meshing
process. If the whole domain is refined uniformly, this can lead to an unnecessarily
large number of cells, i.e., to a large number of DOFs. This is especially true for
high-order discretizations such as DG methods, since there can be quite a few DOFs
in every cell. This is where adaptive grid methods come into play. Adaptive mesh
refinement enables one to capture very small scales of shock waves by lower-order
approximations, without degrading the overall accuracy. The grid adaptivity process
consists in adding cells in regions of the domain which are marked by a ‘sensor’ of
the solution error. In this way, the solution DOFs are ‘localized’ and resources can
be allocated more efficiently compared to a uniform grid refinement. Grid adaptivity
aims both at achieving accuracy and saving resources, by resolving flow features of
relevance and at the same time being able to decide which features are negligible,
without usually knowing a priori the flow field.
Adaptive grid methods for hyperbolic equations in one space dimension made one
of their first appearances in 1983, when Harten and Hyman described a ‘self-adjusting
grid method’ [80]. In [24] Berger identified an adaptive method for the solution of
hyperbolic PDEs using finite difference techniques. The method proposed there be-
longs to the large family of error estimator-based grid adaptivity techniques. Another
possibility is given by approaches based on multiscale-based grid adaptivity. The con-
cept of multiscale (or multiresolution) representation goes back to classical work in
the field of wavelets [138, 54, 75, 78]. Thanks to multiresolution analysis, wavelets are
constructed to build a basis in L2(R): wavelet bases deliver approximations which are
localized both in scale and frequency. The core idea for our work was identified by
Harten in the framework of FV methods [77]. A hierarchy of nested grids at different
resolutions offers the chance of selecting locally the appropriate level of resolution.
Given two different levels of resolution, the cell averages on the finest level can be
represented as a combination of the cell averages on the coarser level and of arrays
of detail coefficients (or wavelet coefficients, according to the terminology in [11]),
containing the finer-scale information. This different format reveals insight into the
local behavior of the solution and, on this basis, grid adaptivity can be performed, in
that only the cells containing information relevant on the fine scale are included in
the adaptive grid.
Away from discontinuities of the solution, the detail coefficients become smaller as
one goes to finer grids, with a rate which is determined by the local regularity of the
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underlying solution [47]; see [76] for the analogous proof in the discrete multiresolution
framework. In a neighborhood of a discontinuity of the solution, the detail coefficients
remain the same size (under the normalization used here), independent of the level
of resolution. It is in this respect that finding the multiresolution representation
of the cell averages corresponds to analyzing its local regularity. In Harten’s scheme,
however, this information is not exploited to diminish the number of DOFs, but rather
to substitute costly flux evaluations with approximate values cheaply interpolated
from the coarser grid. This approach has been called ‘semi-adaptive’ by Cohen in
[46], because the numerical flux vector is replaced by its adaptive approximation,
while the solution is still described and evolved on a uniform grid. Harten’s idea has
been then transferred to ‘fully’ adaptive grid methods in [69], where data compression
is applied in regions where the solution is locally smooth and a locally refined grid is
determined based on the compressed data set.
In this multiscale-based technique, a FV discretization on a fine uniform reference
grid and the corresponding discretization error are taken as a reference. Cells are dis-
carded as long as the accuracy of the reference discretization is preserved, so that less
DOFs provide the same accuracy which would be provided by the fine reference grid.
Even though a reference uniform fine grid must be available, in general no computa-
tions have to be performed on it. Besides, no error estimator is needed to perform the
multiscale-based grid adaptivity. This is a benefit, since error estimators are typically
not available for compressible flow equations and no link between the residual and the
error is known to exist for hyperbolic problems. Multiscale-based mesh adaptivity us-
ing biorthogonal wavelets has been quite successful with FV solvers for compressible
fluid flows: see for example [48, 154, 28, 155]. Biorthogonal wavelets allow the ap-
proximation of functions defined on finite domains as well. For biorthogonal wavelets
to realize more vanishing moments, however, one has to extend the support of the
wavelet functions. This is a severe drawback with regard to complex geometries and
parallelization.
In [90] the method has been extended to high-order discretizations by means of
a DG method. In this context, the higher the number of vanishing moments, the
faster the decay of the coefficients, provided that the solution is sufficiently regular.
This is expressed by the cancellation property of wavelets [52]. The extension of the
multiscale-based mesh adaptavity concept to high-order DG discretizations has been
done using so-called multiwavelets [183], which allow for higher-order vanishing mo-
ments, while being defined on only one mesh element. An implementation for scalar
one-dimensional conservation laws has been developed and tested in [90] and [171].
A proof of concept for a solution methodology for compressible flows has been given
in [96, 95]. Here we extensively describe the method and apply it to one-dimensional
flows. Let us stress that in this chapter we consider time-dependent problems, though
this adaptive procedure can also be applied to steady flows, which were considered in
the previous chapters.
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6.2. The Reference Discontinuous Galerkin Scheme
We describe the non-adaptive reference scheme, based on a DG discretization. We
consider the initial value problem (2.1) for a system of r homogeneous conserva-
tion laws. Here we restrict ourselves to one-dimensional problems (d = 1), but the
presented multiresolution-based grid adaptivity concept can be extended to the mul-
tidimensional case, as it has been done in the FV context [28].
We consider a modal DG scheme, as in Section 2.5. In view of computations, we
consider only compact domains Ω = [a, b] ⊂ R for the space variable and we take
a uniform spatial discretization into NE cells as in (2.28), with V (k) ∶= (xk, xk+1)
and xk ∶= a + kh, where h = b − a
NE
is the constant grid size. We approximate the
entropy solution of (2.1) with a modal DG discretization with polynomials of degree
p. Let Sp be as in (2.29). We have already derived the modal DG scheme, here
we list again the main steps because two sets of basis functions for the space Sp are
considered: not only the primal basis Φ ∶= {ϕ(k)i , k ∈ I, i = 1, . . . ,Np}, but also the
dual basis Φ˜ ∶= {ϕ˜(k)i , k ∈ I, i = 1, . . . ,Np}. It should be noted that here Np = p + 1,
since we work in one dimension. The functions under consideration are expanded
in the primal basis, whereas the dual basis is used to encode the coefficients of the
expansion in each cell [154, 155]. We choose primal and dual basis so that they are
biorthogonal ⟨ϕ(k)i , ϕ˜(k′)i′ ⟩L2(Ω) = δi,i′ δk,k′ (6.1)
and they have compact support
supp (ϕ(k)i ) = supp (ϕ˜(k)i ) = V (k). (6.2)
In particular, we choose Φ and Φ˜ to be the Legendre polynomials ‘shifted’ on Ω and
normalized with respect to L∞ and L1, respectively. Here ‘normalizing’ means rescal-
ing so that the norm of each basis function is independent of the specific cell V (k):
∥ϕ(k)i ∥L∞(Ω) ≲ 1, ∥ϕ˜(k)i ∥L1(Ω) ≲ 1. (6.3)
We can now express the approximate solution as an expansion in the basis Φ as
in (2.32), where the coefficients u(k)i are obtained by means of the biorthogonality
relation (6.1):
u(k)i (t) = ∫ b
a
uh(x, t) ϕ˜(k)i (x)dx, ∀k ∈ I, ∀i = 1, . . . ,Np. (6.4)
In order to derive evolution equations for these coefficients, we multiply (2.1) by the
dual basis function ϕ˜(k)i , we integrate over its support V (k), substitute uh(x, t) with
its expansion (2.32) and integrate by parts. In this way, exploiting the biorthogonality
property (6.1) and the locality of the supports of the basis functions, we obtain the
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variational formulation:
du(k)i
dt
+ [f (uh) ϕ˜(k)i ]x−k+1x+
k
− ∫
V (k) f (uh) dϕ˜(k)idx dx = 0, (6.5)
where x+k and x−k denote the limit values at x = xk from the right and from the left,
respectively. The flux evaluations f (uh(x±k , t)) are substituted by numerical fluxes
F(k)(xk, t) as in (2.35). In this way, we obtain the semi-discretized DG formulation:
du(k)i
dt
= − [F(k) ϕ˜(k)i ]xk+1xk + ∫V (k) f (uh) dϕ˜(k)idx dx. (6.6)
The derivation of the semi-discretized scheme continues analogously to the procedure
described in Section 2.5. At time instant t = tn, n ∈ N, we define
Un ∶= {u(k),ni , k ∈ I, i = 1, . . . ,Np} ∈ Rr⋅NE ⋅Np+1 , (6.7)
where u(k),ni ∶= u(k)i (tn) ∈ Rr. We advance in time by means of the s-stage, q-th
order explicit SSPRK(s, q) method, as described in Section 3.2, and in particular in
(3.7), where the operator R(U) ∶= {R(k)i (U), k ∈ I, i = 1, . . . ,Np} is defined as the
right-hand side of (6.6).
Limiting is needed to suppress oscillations near shocks and discontinuities which
arise in hyperbolic equations, see Section 2.3. In our DG scheme, we apply a limiter
obtained by making some changes to Shu’s TVB modification [45] of van Leer’s limiter
[127]. This variation directly corrects the reconstructed solution in the whole cell,
defining how the coefficients of order larger than 1 have to be modified. Algorithm
6.2.1 describes the limiting strategy. This limiter operates in two successive passes.
In the first pass (θ = 1), if condition (6.10) is satisfied, then all the coefficients of
the reconstruction of order larger than 1 are put to zero, as expressed by (6.12). In
the second pass (θ = 2), condition (6.10) is again verified and, if it is true, then the
coefficient of order 1 is scaled with a factor ck < 1, as expressed by (6.13). In condition
(6.10) δvk,± are defined as the components of order larger than 1 at point xk from the
left (−) or from the right (+)
δvk,± ∶= lim
η→0 [u(k)h (xk ± η, ⋅)] − vk, (6.8)
where u(k)h ∶= uh∣V (k) , and vk is the cell average of u(k)h as in (2.18). See [175] for
the choice of the constant M > 0. In this condition the order of magnitude of each
conserved variable is taken into account separately. In equation (6.11), ∆+ is the
forward difference operator ∆+vk ∶= vk+1 − vk, and m is the minmod function [74]
m(a1, . . . , aZ) = ⎧⎪⎪⎨⎪⎪⎩
s min
z=1,...,Z ∣az ∣, if sign(a1) = . . . = sign(aZ) = s,
0, otherwise,
(6.9)
with Z = 5 arguments. Note that the limiting process is conservative, since the
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coefficients u(k)1 of order 1 are not affected by the limiting.
Algorithm 6.2.1. Two-pass limiter
1: for θ = 1,2 do
2: if there exists j ∈ {1, . . . , r} such that:
max ( ∣(δvk+1,−)j ∣ , ∣(δvk,+)j ∣ )
max(max
k∈I ∣(vk)j ∣ ,1) >M∆x
2 (6.10)
then
3: compute ck ∶= min (1, ck,1, . . . , ck,r) with
ck,j ∶=m(1, (∆+vk−1)j(δvk,+)j , (∆+vk)j(δvk,+)j , (∆+vk−1)j(δvk,−)j , (∆+vk)j(δvk,−)j ) (6.11)
4: if ck < 1 then
5: if θ = 1 then
6: update the coefficients of the reconstruction as
u
(k)
i ∶= { u(k)i , if i ∈ {1,2},0, if i > 2 (6.12)
7: else
8: update the coefficients of the reconstruction as
u
(k)
i ∶= ⎧⎪⎪⎨⎪⎪⎩ u
(k)
1 , if i = 1,
ck u
(k)
i , if i > 1 (6.13)
9: end if
10: end if
11: end if
12: end for
The algorithm for the reference DG method is given in Algorithm 6.2.2. This stan-
dard algorithm is given merely as term of comparison for the adaptive procedure,
which will be described in Algorithm 6.3.1. The reference DG scheme has been vali-
dated for scalar problems [171] and for systems of equations [95, 96].
Algorithm 6.2.2. DG discretization on uniform non-adaptive grid
1: for n = 1,2, . . . do
2: for σ = 1, . . . , s do
3: Apply limiting operator
4: Compute residual
5: Perform σ-th stage of the Runge-Kutta solution method
6: end for
7: end for
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6.3. Modal DG Discretization with Multiscale-Based Grid
Adaptivity
As already mentioned, our aim is to accelerate the convergence of a reference DG
scheme on a uniform grid by using an adaptive mesh. In building this adaptive
mesh no error larger than the discretization error of the reference scheme should be
introduced. We use a multiscale-based grid adaptation technique. In the following we
summarize the basic conceptual ideas and the main steps of the algorithm of the DG
method employing multiwavelet-based adaptation.
It is necessary to introduce additional notation. The starting point for the mul-
tiresolution analysis is a coarse uniform mesh G1 with N (1)E cells. Then one subdivides
recursively (L − 1 times) the cells of the uniform mesh G1 in their mid-point (dyadic
subdivision). This results in a hierarchy of nested grids G` with increasing resolution
` = 1, . . . , L. We choose G1 and L such that the highest level of resolution ` = L
corresponds to the uniform mesh associated with the DG discretization described in
Section 6.2, i.e., N (L)E = NE . In the following we refer to the mesh GL as reference
mesh and to the associated DG discretization as reference scheme. Let I` be the set
of cells on level `. The grids G2, . . . ,GL are generated by dyadic grid refinement of
the coarsest grid G1. In Figure 6.1 a dyadic grid hierarchy G` = {V (`,k), k ∈ I`} withI` = {1, . . . ,N (1)E 2`−1} is illustrated. In particular, V (`,k) ∶= (x`,k, x`,k+1) is the k-th
cell on level `, with x`,k ∶= a + (k − 1)h`, and grid size
h` = b − a
N
(`)
E
2−(`−1). (6.14)
V ( l ,k )
V ( l ,2k ) V ( l ,2k+1)
l = L
l = 2
l = 1
Figure 6.1. Sequence of nested dyadic one-dimensional grids.
Let U(`) = {u(`,k)i , k ∈ I`, i = 1, . . . ,Np} be the array of single-scale coefficients rep-
resenting the discretized flow field at some fixed time level tn on level `. On the set
of grids described above we apply the concept of multiresolution analysis [138]. The
set of the single-scale functions Φ` ∶= {ϕ(`,k)i , k ∈ I`, i = 1, . . . ,Np} forms a basis for
Sp` ∶= {v ∈ L2([a, b]) ∶ v∣V (`,k) ∈ Πp(V (`,k)),∀k ∈ I`} , (6.15)
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with dim (Sp` ) = N (1)E 2`−1Np and
Sp1 ⊂ ⋯ ⊂ Sp` ⊂ Sp`+1 ⊂ ⋯ ⊂ SpL. (6.16)
Multiwavelets Ψ` ∶= {ψ(`,k)i , k ∈ I`, i = 1, . . . ,Np} on level ` are then chosen so that
they form a basis for the orthogonal complement space Sp`+1/Sp` , whose dimension
is N (1)E 2`−1Np. The union of Φ` and Ψ` forms a basis for Sp`+1, i.e., span (Φ`) ⊕
span (Ψ`) = Sp`+1.
We apply the multiresolution analysis based on Alpert’s multiwavelets [3]. In the
multiresolution analysis based on wavelets, a family of functions obtained from a single
scaling function generates a basis for Sp` by the operations of dilation and translation.
In the multiresolution analysis based on multiwavelets, a family of functions obtained
from a set of scaling functions generates a basis for Sp` by the operations of dilation and
translation. As we mentioned in Section 6.1, our choice falls on multiwavelets rather
than on wavelets because of their better features: in particular, they have local support
and at the same time provide high-order vanishing moments. On each level we consider
Alpert’s multiwavelets ψ(`,k)i , which are piecewise polynomials and form an orthogonal
system to the scaling functions ϕ(`,k)i of shifted and L∞-scaled Legendre polynomials
[3, 2]. Whereas wavelets are in general continuous functions, this regularity is lost
when passing to Alpert’s multiwavelets. In Figure 6.2 the Alpert’s multiwavelets for
polynomial degree p = 0, 1 and 2 are depicted.
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Figure 6.2. Alpert’s multiwavelets of polynomial degree p.
Let us refer to ϕ(`,k)i and ψ(`,k)i as the primal scaling functions (or father wavelets)
and primal wavelet functions (or mother wavelets), respectively. By ϕ˜(`,k)i and ψ˜(`,k)i
we will denote the dual scaling functions and dual wavelet functions, respectively.
Again, the primal and dual functions are normalized with respect to L∞ and L1,
respectively, see equation (6.3). Thus the functions of the primal and dual systems
have the following properties.
(i) They are locally supported:
supp (ϕ(`,k)i ) = supp (ϕ˜(`,k)i ) = supp (ψ(`,k)i ) = supp (ψ˜(`,k)i ) = V (`,k). (6.17)
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(ii) Each wavelet ψ˜(`,k)i , ` = 1, . . . , L, k = 1, . . . ,N (`)E , i = 1, . . . ,Np (remember that
Np = p + 1 here), provides vanishing moments:
⟨P, ψ˜(`,k)i ⟩L2([a,b]) = 0, ∀P ∈ Πp+i([a, b]). (6.18)
(iii) They are biorthogonal:
⟨ϕ(`,k)i , ϕ˜(`,k′)i′ ⟩L2([a,b]) = δi,i′ δk,k′ , ⟨ϕ(`,k)i , ψ˜(`,k′)i′ ⟩L2([a,b]) = 0, (6.19)
⟨ψ(`,k)i , ψ˜(`,k′)i′ ⟩L2([a,b]) = δi,i′ δk,k′ , ⟨ψ(`,k)i , ϕ˜(`,k′)i′ ⟩L2([a,b]) = 0, (6.20)
for all ` = 1, . . . , L, k, k′ = 1, . . . ,N (`)E , i, i′ = 1, . . . ,Np.
(iv) There exists the two-scale decomposition
ϕ˜
(`,k)
i = Np∑
i′=1
2∑
s=1 m˜1,si,i′ ϕ˜
(`+1,2k+s)
i′ , i = 1, . . . ,Np, (6.21)
ψ˜
(`,k)
i = Np∑
i′=1
2∑
s=1 m˜2,si,i′ ϕ˜
(`+1 ,2k+s)
i′ , i = 1, . . . ,Np, (6.22)
and its inverse
ϕ˜
(`+1,2k+s)
i = Np∑
i′=1 (g˜1,si,i′ ϕ˜(`,k)i′ + g˜2,si,i′ ψ˜(`,k)i′ ) , s = 1,2, i = 1, . . . ,Np, (6.23)
where the mask coefficients are determined as
m˜1,si,i′ = ⟨ϕ˜(`,k)i , ϕ(`+1,2k+s)i′ ⟩L2([a,b]) , m˜2,si,i′ = ⟨ψ˜(`,k)i , ϕ(`+1 ,2k+s)i′ ⟩L2([a,b]) , (6.24)
g˜1,si,i′ = ⟨ϕ(`+1 ,2k+s)i , ϕ˜(`,k)i′ ⟩L2([a,b]) , g˜2,si,i′ = ⟨ϕ(`+1 ,2k+s)i , ψ˜(`,k)i′ ⟩L2([a,b]) .(6.25)
Equations (6.21)-(6.23) express the relations between the basis functions on level
` and on level ` + 1.
Note that, in particular, ϕ(`,k)1 coincides with the L1-normalized characteristic func-
tion, i.e., ϕ(`,k)1 = 1h`χV (`,k) . Hence, the zero-order coefficients u(`,k)1 coincide with
cell averages v`,k.
Due to property (iv), we determine the corresponding two-scale decomposition of
the solution approximation on level ` + 1:
u
(`+1)
h (x, t) = ∑
k∈I`
Np∑
i=1 (u(`,k)i (t)ϕ(`,k)i (x) + d(`,k)i (t)ψ(`,k)i (x)) , (6.26)
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where u(`+1)h ∶= uh∣G`+1 and, due to the biorthogonality property (iii),
u
(`,k)
i (t) ∶= ⟨u(`)h (⋅, t), ϕ˜(`,k)i ⟩L2(V (`,k)) , d(`,k)i (t) ∶= ⟨u(`)h (⋅, t), ψ˜(`,k)i ⟩L2(V (`,k)) .
(6.27)
For further technicalities, we refer the interested reader to [90]. The two-scale transfor-
mation (6.26) can be applied recursively, transforming the single-scale decomposition
u
(L)
h = ∑
k∈IL
Np∑
i=1u
(L,k)
i ϕ
(L,k)
i (6.28)
into the multiscale decomposition
u
(L)
h = ∑
k∈I1
Np∑
i=1u
(1,k)
i ϕ
(1,k)
i + L−1∑`=1 ∑k∈I`
Np∑
i=1d
(`,k)
i ψ
(`,k)
i . (6.29)
By this procedure, we essentially have rewritten the array of single-scale coefficients
U(L) as
1. a sequence of single-scale coefficients U(1) = {u(1,k)i , k ∈ I1, i = 1, . . . ,Np} repre-
senting an approximate solution on the coarsest level ` = 1, and
2. L − 1 arrays of so-called detail coefficients d(`) = {d(`,k)i , k ∈ I`, i = 1, . . . ,Np},
` = 1, . . . , L− 1, of ascending resolution, which carry the multiscale information.
Detail coefficients can be seen as carriers of individual features of the solution (in other
words, fluctuations), which, if added to the lowest-resolution information, ‘enrich’ it up
to the level L of resolution. Equation (6.29) expresses the multiscale transformation:
see Figure 6.3.
We apply thresholding with a prescribed tolerance ε. Let us introduce the level-
dependent threshold value ε` = α 2`−Lε, where α is a constant. In the implementation
we use α = 1
16
in order to avoid spurious refinement triggered by the thresholding
procedure, see [171] for details. We discard all the detail coefficients d(`,k)i ∈ Rr whose
absolute values, scaled with the maximum value of the solution, fall componentwise
below ε`:
d(`,k),thr ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d(`,k), if max
i=1,...,Np
j=1,...,r
RRRRRRRRRRRRRRRRRRRRRRRRRRRRR
(d(`,k)i )j
max
⎧⎪⎪⎪⎨⎪⎪⎪⎩ max`=1,...,Lk ∈I` (u
(`,k)
1 )j , 1
⎫⎪⎪⎪⎬⎪⎪⎪⎭
RRRRRRRRRRRRRRRRRRRRRRRRRRRRR
> ε`,
0, else,
(6.30)
where (u(`,k)1 )j is the cell average of the j-th conserved quantity in cell V (`,k). This is
called hard thresholding. The detail coefficients which are not discarded are called sig-
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Level ` Multiscale transformation
L U(L)⤡ ⤢
L − 1 U(L−1) d(L−1)⤡ ⤢⋮ . . . d(L−2)⋮ . . .⤡ ⤢
2 U(2) d(2)⤡ ⤢
1 U(1) d(1)
Figure 6.3. Multiscale transformation: it allows to switch easily between the single-fine-
scale representation U(L) and the multiscale representation offered by U(1) and
d(`), ` = 1, . . . , L − 1.
nificant details, because the information that they carry is assumed to be ‘ε-significant’
for the approximation of the solution. The set of significant details is characterized
by the index set
Dε ∶= {(`, k) ∶ d(`,k),thr ≠ 0, ` = 1, . . . , L − 1, k ∈ I`} . (6.31)
The thresholding process inserts an error of order ε to the solution. In particular,
since the basis is orthonormal, the magnitude of the discarded coefficients provides
information on the norm of the error. This justifies why we discard the smaller
coefficients. Besides, thanks to the fact that we have normalized the basis and to
property (ii), the detail coefficients become smaller with increasing refinement level
when the underlying function is smooth [171]. As a result, the thresholding procedure
works indirectly also as a shock detector. More generally, it detects discontinuities,
and shocks are just one particular type of discontinuities. In regions where the solution
is regular the details become small and are discarded; at discontinuities the solution
is not regular, and the details usually stay of the same size (significant) for increasing
refinement level.
Starting from the index set Dε, the adaptive grid is constructed. Figure 6.4 offers
a graphical illustration for understanding the grid adaptivity process: an example
of multiwavelet-based grid adaptivity on a small set of L = 4 grids (3 levels of re-
finement) is presented. In the single-scale representation for u(L)h on level L = 4,
expressed by (6.28), the grey-colored area highlights that the coefficients needed for
this representation live just on level L. In the multiscale representation, based on the
multiresolution analysis for u(L)h , as described in (6.29), the grey-colored area tells us
that the coefficients of this representation live on levels ` = 1 to L−1. Thresholding is
then applied on the multiscale representation through hard thresholding of equation
(6.30). The grey-colored cells correspond to the index set Dε, whereas white-colored
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cells correspond to discarded details. In the construction of the adaptive grid, the
grey-colored cells compose the grid resulting from thresholding. By applying inverse
multiscale transformation, the single-scale coefficients on the adaptive grid are com-
puted.
U(4,1) U(4,2) U(4,3) U(4,4) U(4,5) U(4,6) U(4,7) U(4,8)
a) single scale
U(1,1)
d(1,1)
d(2,1) d(2,2)
d(3,1) d(3,2) d(3,3) d(3,4)
b) multiscale
U(1,1)
d(1,1)
d(2,1)
d(3,2)
c) thresholding
U(2,2)
U(3,1)
U(4,3) U(4,4)
d) adaptive grid
Figure 6.4. Example of multiwavelet-based grid adaptation on a small set of 4 grids (3 levels
of refinement). (a) Single-scale representation U(L) for u(L)h on level L = 4. (b)
Multiscale representation based on the multiresolution analysis for u(L)h . (c)
Thresholding on the multiscale representation. (d) Construction of the adaptive
grid. Courtesy of R. Schäfer [171].
Multiscale analysis supports limiting strategies in a way tightly related to mesh
adaptivity. In regions of very steep gradients, or at discontinuities, mesh refinement
in conjunction with lower-order approximation is reasonable. In practical implemen-
tation, this corresponds to applying the limiting procedure described in Algorithm
6.2.1 only on the cells of the highest level of refinement L. The underlying assump-
tion is that cells on the finest level of discretization are in regions where the treatment
with low-order approximation becomes necessary. This assumption is supported by
the multiresolution analysis, which, as we saw, acts as a shock detector. In cases
where this assumption actually holds, one is ensured that limiters are not active in
smooth regions, such as non-sonic critical points.
Since the flow field evolves in time, grid adaptivity is performed after each evolution
step to provide the adaptive grid updated at the new time level. In order to guarantee
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the reliability of the adaptive scheme in that no significant future feature of the solution
is lost, we have to ‘predict’ which details will be significant at the new time level n+1.
Prediction can only be based on the information available at the old time level n, i.e.,
on the set Dnε of significant details at time level n. If D˜n+1ε is the prediction set, we
want to ensure Dnε ∪Dn+1ε ⊂ D˜n+1ε . (6.32)
At the same time, we want to avoid ‘overprediction’ as much as possible, since it leads
to useless computational overhead. We extend the prediction strategy which was used
for scalar equations and apply it to each conserved quantity. Details on the prediction
process can be found in [90, 171]. By means of the prediction set D˜n+1ε a locally refined
grid is determined. For this purpose, we recursively check, proceeding levelwise from
coarse to fine, whether there exists a significant detail in a cell. If there is one, we
refine the corresponding cell. Time evolution is then performed on the adaptive grid.
The multiscale transformation (6.29) and its inverse allow to pass from the single-
scale representation on the adaptive grid to the multiscale representation, and vice
versa. Though the solution could be evolved in time in both forms, here the single-
scale representation coefficients are evolved, since they are also needed explicitly in
the limiting process, and since the evaluation of u(L)h with respect to the local single-
scale functions is cheaper than with respect to the multiwavelet functions. The whole
procedure is summed up in Algorithm 6.3.1. Therein prediction and thresholding are
performed on the multiscale coefficients, while all the other operations are carried out
on the single-scale coefficients.
Algorithm 6.3.1. DG discretization with multiwavelet-based grid adaptivity
1: Based on the initial data u0, find the single-scale decomposition (6.28) for n = 0
2: Set D0ε to contain all the cells on all levels ` = 1, . . . , L
3: for n = 1,2, . . . do
4: Perform prediction
5: Apply inverse multiscale transformation
6: for σ = 1, . . . , s do
7: Apply limiting operator on the highest refinement level ` = L
8: Compute residual
9: Perform σ-th stage of the Runge-Kutta solution method
10: end for
11: Apply multiscale transformation
12: Apply hard thresholding
13: end for
We focus now our attention on the perturbation analysis, with the goal of controlling
the error which is introduced by the adaptive process. The thresholding process
generally inserts an error of order ε to the solution. If this additional error is larger
than the discretization error of the numerical scheme, it can damage the spatial or the
temporal accuracy of the reference scheme. The main idea behind this technique is
to accelerate the convergence of the DG scheme without losing accuracy. This means
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that one should balance the discretization error of the reference scheme, i.e., the
difference between the exact solution and the reference scheme, and the perturbation
error, i.e., the difference between the reference DG scheme and the adaptive scheme.
Let U
n
exact ∈ Rr⋅N(L)E be the projection of the ‘exact’ solution (a solution computed
on a fine enough grid) onto level L, U
n
ref,L ∈ Rr⋅N(L)E be the reference non-adaptive
DG scheme performed on the uniform grid on level L, and U
n
adap,L ∈ Rr⋅N(L)E be the
projection of adaptive DG scheme onto level L. The bar reminds us that the error
analysis is performed on the cell averages, for the same reasons why the convergence
analysis is performed for the scheme in the means and then a perturbation argument
is applied [42, 90]. Then we define:
• the discretization error τnL ∶=Unexact −Unref,L,
• the perturbation error enL ∶=Unref,L −Unadap,L, and
• the full error, which can be estimated by
∥Unexact −Unadap,L∥1 ≤ ∥τnL∥1 + ∥enL∥1 ≤ 2Tol. (6.33)
The ideal strategy would consist of the following two steps:
1. given the accuracy 2Tol that one wants to achieve, choose L and N0 such that∥τnL∥1 ≤ Tol;
2. determine the optimal threshold value εopt such that the perturbation error is
bounded by Tol as well.
Following this strategy, one may guarantee that the DG scheme on the adaptive grid
preserves the accuracy of the DG discretization on the full uniform reference grid. In
the scalar case it was proven in that the `1-norm of the perturbation error can be
bounded by a term proportional to ε+hαL, where α is a constant coming from stability
assumptions on the reference scheme [90]. In practice, however, εopt is not known a
priori. Even in the scalar case where theoretical arguments motivate particular choices
of εopt, only a rough estimate is available. Empirically, the estimate
ε ∼ hβL (6.34)
gives good results, where the power β can be taken to be 1 for the scalar case [90]
and 0.5 for the system case, as we show in the following.
6.4. Numerical Results
All numerical data in this chapter were produced using a sequential code (C++) for
one-dimensional problems available at the IGPM institute of RWTH Aachen Uni-
versity. Different test cases were run to validate our method. We chose test cases
which have already been used in the literature [131, 38], also in the framework of DG
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methods [40]. In particular, we solve the one-dimensional Euler equations (2.1) with
(2.8).
In Section 6.4.1 we consider Sod’s problem [179], thereby testing the behavior of
the method for a classical Riemann problem. Section 6.4.2 is devoted to the problem
of interaction of two blast waves, which was introduced in [203, 204]. Finally, the
adaptive procedure applied to the interaction between a moving shock and density
sine waves is described in Section 6.4.3. For every test case we have:
• an exact solution;
• a reference solution on the uniformly refined mesh, as described in Section 6.2,
and
• adaptive solutions for different values of the tolerance ε, computed via the adap-
tive scheme of Section 6.3.
For the exact solution we did not use an analytically exact solution, but a solution
computed on a very fine mesh, to which we will refer as ‘exact’ solution.
6.4.1. Sod’s Problem
The first adaptive test case that we consider is Sod’s problem [179], where fluids in
two different regions of a shock tube have different initial conditions and are separated
by a diaphragm, till at time t > 0 the diaphragm is broken. We consider Ω = [0,1]
and take initial conditions:
u0(x) = { u0,L, if x ≤ 0.5,u0,R, if x > 0.5, (6.35)
with
u0,L = ⎛⎜⎝
1
0
2.5
⎞⎟⎠ , u0,R =
⎛⎜⎝
0.125
0
0.25
⎞⎟⎠ . (6.36)
Constant boundary conditions are imposed at the boundaries.
We choose polynomial degree p = 2. The numerical flux is determined by Roe’s
approximate Riemann solver. We choose the CFL number such that the SSPRK(5,4)
method is TV-stable, i.e., CFL = 0.1. We take N (1)E = 16 cells on the coarsest gridG1 and consider L = 7 nested levels. This corresponds to 1,024 cells for the reference
non-adaptive DG scheme. Computations are performed until t = 0.25. We consider
different values for ε in the hard thresholding procedure: Figure 6.5 shows the density
profiles for some values of ε, the adaptive grid after thresholding (i.e., before pre-
diction), corresponding to the index set Dnε , and the adaptive grid after prediction,
corresponding to the index set D˜nε . In order to better understand the concept of the
adaptive procedure, we also depict the detail coefficients and the adaptive grid. For
each level we represent the cells which are part of the adaptive grid in correspondence
of their spatial position. For each cell V (`,k) on level `, for each wavelet i = 1, . . . ,N2
(from bottom to top), the absolute value of the maximum detail max
j=1,...,3 ∣(d(`,k)i )j ∣ is
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(b) ε = 0.056
0 0.2 0.4 0.6 0.8 1
0
0.5
1
D
en
si
ty
 ρ
x
 
 
ε=1.0e−02
0 0.2 0.4 0.6 0.8 1
0
2
4
6
x
Le
ve
l l
−2
−2
−2
−2
−2
−3
log10 | dl,k,i |
0 0.2 0.4 0.6 0.8 1
0
2
4
6
x
Le
ve
l l
−2
−2
−2
−2
−2
−3
log10 | dl,k,i |
(c) ε = 0.010
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(d) ε = 0.0018
Figure 6.5. Sod’s test case with p = 2 at time t = 0.25 for different values of ε. Top: den-
sity profile. Center: representation of the significant details after thresholding.
Bottom: representation of the significant details after prediction.
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represented by means of a grey scale (different on each level `), where white corre-
sponds to 0 and black to the maximal value on that level. The order of magnitude of
max
i=1,...,3 ∣(d(`,k)i )1∣ is given as label on the right axis. We can observe that the details
are small and, hence, no grid refinement is triggered when the solution is smooth,
whereas large details (black in the figure) appear and the grid is refined up to the
highest level in the vicinity of the contact discontinuity and of the shock.
The ultimate goal of our concept is to be faster than the reference DG scheme
while preserving its accuracy. For this purpose we have to find an optimal threshold
value εopt for which the perturbation error introduced by thresholding and the dis-
cretization error of the reference scheme performed on the uniform grid on level L are
balanced. Here and in the following, the errors are computed for the cell averages on
the highest refinement level L in the `1-norm. We plot in Figure 6.6 the full error and
the perturbation error for different threshold values and the discretization error. The
perturbation error is computed on the cell averages of the solution projected onto the
highest refinement level. The ‘exact’ solution is here the solution of a DG scheme on
a uniform grid with 8,192 cells, i.e., 3 additional refinement levels compared to our
reference scheme. The ‘exact’ solution is represented in Figure 6.7. Full error and
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Figure 6.6. Sod’s test case: error analysis.
discretization error are of the same order of magnitude. For ε = 0 the adaptive scheme
coincides with the reference scheme, which explains why the full error is bounded from
below by the discretization error. In Figure 6.6(b) the perturbation error is propor-
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Figure 6.7. Sod’s test case: density profile for the ‘exact’ solution at time t = 0.25 .
tional to ε, becoming smaller and smaller for small tolerance values. We can see that
for all the chosen values of ε smaller than 0.01 the perturbation error is smaller than
the discretization error, i.e., grid adaptivity causes no loss of accuracy. This means
that the optimal estimated value of the threshold is εopt = 0.01, where by ‘optimal’
we mean most efficient and yet reliable.
For the optimal value εopt = 0.01, we plot the polynomial reconstruction of the
adaptive solution together with the reference solution and the ‘exact’ solution (see
Figure 6.7). In the contact discontinuity the adaptive solution shows some overshoots,
see Figure 6.8. These overshoots are due to the fact that there the limiter is not
applied, and they do not penalize the global accuracy of our approximation. If one
would want to get rid of the overshoots, larger L or another numerical flux function
should be chosen. It is however worth noticing that this would not improve the full
error of our adaptive solution, since even with a smaller perturbation error, the full
error is bounded from above by the discretization error. As concerns the shock wave,
the resolution is bounded by the application of the limiter.
The efficiency essentially depends on the thresholding and on the prediction steps.
In particular, the sparser the adaptive grid, the less DOFs have to be evolved in time.
Both the adaptive grid right after thresholding (before prediction) and the adaptive
grid after prediction are represented in Figure 6.5. They correspond to the index
set Dnε of equation (6.31) and to the index set D˜nε , respectively. The adaptive grid
after prediction is the grid on which computations are actually performed. In the
ideal case, where the prediction procedure selects precisely the cells which will show
significant details after time evolution and limiting, the adaptive grid after prediction
and the adaptive grid after thresholding coincide, i.e., Dnε = D˜nε . This is however not
always the case. Here the prediction procedure inflates the set of significant details
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Figure 6.8. Sod’s test case: comparison of the adaptive solution for εopt = 0.01, the reference
non-adaptive solution and the ‘exact’ solution at time t = 0.25. Details of the
density profile.
up to twice the number of cells in the thresholded set of details, as can be observed in
Figure 6.9. Nonetheless, the optimal value of the threshold εopt = 0.01 corresponds to
a grid with less than 8 percent of the cells in the reference non-adaptive DG scheme.
Our approach shows clearly its efficiency: a compression rate of about 12 is achieved.
This corresponds to a computational time that is less than 9 percent of the computa-
tional time of the reference scheme. Moreover, it should be noted that the CPU time
and compression ratio are not very sensitive to the choice of ε, so that significant gain
is still obtained even if one takes a value which is smaller of 1 or 2 orders of magnitude.
It should be emphasized that our grid adaptivity procedure is able to accelerate the
convergence of the reference DG scheme, but at the same time cannot improve the
quality of the reference scheme. Hence, the smeared capture of contact discontinuities
in the reference scheme cannot be overcome by the grid adaptivity. Improvements
in that respect would require the implementation of a better underlying DG scheme,
specifically a better numerical flux.
6.4.2. Interaction of Two Blast Waves
We consider a problem involving the generation and interaction of extremely strong
nonlinear waves in one dimension: the interaction of two blast waves. Shocks are
considered to be strong if there is substantial entropy production: in the case of air,
one considers shocks with shock Mach number larger than 3 to be strong. Again, we
consider one-dimensional Euler equations. We consider a fluid at rest in the domain
Ω = [0,1]. Two regions of width 0.1 near the two reflecting walls, i.e., the regions
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[0,0.1] and [0.9,1], contain hot gas. Namely, we take initial conditions:
u0(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
u0,L, if x ≤ 0.1,
u0,C , if 0.1 < x ≤ 0.9,
u0,R, if x > 0.9, (6.37)
with
u0,L = ⎛⎜⎝
1
0
2500
⎞⎟⎠ , u0,C =
⎛⎜⎝
1
0
0.025
⎞⎟⎠ , u0,R =
⎛⎜⎝
1
0
250
⎞⎟⎠ , (6.38)
corresponding to pressure values pL = 1,000, pc = 0.01 and pR = 100. This test case
was introduced by Woodward in [203] and in [204] the evolution of the problem is
described in detail. The main development is represented by two strong blast waves
which form at time t = 0 and then, when they collide, they produce a new contact
discontinuity.
We focus on the solution at time t = 0.038, when the interaction between the two
blast waves has already taken place. In this and the following computations, the
numerical flux is the HLLC approximate Riemann solver [186], which comes from a
modification of the HLL solver, as in [82], where the contact surface is restored. As
a constant for the limiter we have M = 10,000 in this case. We choose CFL number
0.1 and use again the explicit SSPRK(5,4) method for time relaxation. First of all
we consider the ‘exact’ solution, namely the solution computed with a DG scheme on
a very refined, uniform grid with 6,656 cells, reported in Figure 6.10. In the density
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Figure 6.10. Interaction of two blast waves: density profile for the ‘exact’ solution at time
t = 0.038.
profile one can recognize starting from the left first a strong contact discontinuity at
about x = 0.6, which was originated by the blast wave at x = 0.1 and is now traveling to
the right. Then, at about x = 0.65, there is the reflected component of the left shock
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(the one which formed at x = 0.1) which is now traveling left. The newly created
contact discontinuity follows at about x = 0.76 and, on the right of it, the reflected
components of the right contact discontinuity and of the right shock can be seen at
about x = 0.8 and x = 0.87, respectively. This is a challenging problem, both because
of the strength of the shocks and the interactions of different waves.
Then we analyze the solutions and their corresponding adaptive grids for different
values of the tolerance ε (see Figure 6.11). We allow for 6 levels of refinement, with
N1 = 13 cells on the coarsest grid G1. Paying closer attention to Figure 6.11, and in
particular to the adaptive grid with ε = 0.0018, one notices that the grid is intensely
refined in the area [0.6,0.85] of the ‘density slab’, where the solution should be fairly
smooth. An explanation is given by the phenomenon of postshock oscillations: zoom-
ing in, low-amplitude non-physical oscillations can be observed, see Figure 6.12. The
presence of these weak oscillations triggers grid refinement, because the numerical
solution in those regions has an information content which differs from the smooth
nature of the exact solution. Shock capturing schemes may generate oscillations in
the form of persistent wavy tails attached to the shock front: [204, 8, 114] offer an
interesting analysis of this phenomenon. These oscillations are present in both low-
and high-order schemes, but appear more clearly in high-order schemes because they
are less dissipative. Though some remedies have been tried in the literature [109], to
the present time the problem of postshock oscillations has not yet found satisfactory
solution. In [8] Arora and Roe even conjectured that sharp shock capturing leads to
unavoidable oscillations.
The massive presence of postshock oscillations has some important consequences.
The prediction procedure sees these oscillations as ‘information’, therefore refinement
is triggered. The presence of postshock oscillations leads to a very large discretization
error. All the values smaller than 0.056 chosen for the tolerance ε correspond to a
perturbation error smaller than the discretization error. It is not possible to choose
values for ε larger than 0.18, because that leads to too coarse grids, unable to cap-
ture the features of the solution (the method becomes unstable). In Figure 6.13 the
behavior of the perturbation error is depicted. In this case, the optimal estimated
value for the threshold would be εopt = 0.056.
In Figure 6.14(a) we plot the behavior of the number of cells at the final time
step and of the CPU time with respect to the tolerance ε. As one would expect, the
number of cells decreases for larger ε, since the grid is less refined. In Figure 6.14(b)
we also study the variation in the number of cells with time. The qualitative behavior
of the number of cells after prediction and the behavior of the number of cells after
thresholding are similar. We are in the ideal case: the two adaptive grids (after
thresholding and after prediction) are almost indistinguishable. This can be clearly
observed in Figure 6.14: prediction gives here an extremely sharp estimate of the set
of significant details. In spite of the low quality of the solution given by the reference
DG scheme, the adaptive procedure performs very well. If we consider the optimal
value ε = 0.056, less than 8 percent of the cells are used in the adaptive procedure
with respect to the reference DG scheme performed on the uniform grid.
It is worth to recall that our approach pursues the goal of approximating in the
best possible way the reference solution, by means of a coarser grid. If the underlying
reference method produces a somehow poor solution to the physical problem, the
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(d) ε = 0.0018
Figure 6.11. Interaction of two blast waves at time t = 0.038. Top: density profile. Center:
representation of the significant details after thresholding. Bottom: represen-
tation of the significant details after prediction.
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Figure 6.12. Interaction of two blast waves at time t = 0.038. Detail of postshock oscllations.
adaptive procedure cannot recover the exact solution. In this respect, the solution
with tolerance ε = 0.056 shows a very good agreement with the reference solution
and this with a reduction by a factor of 0.08 in DOFs and by a factor of 0.13 in
computational time.
6.4.3. Interaction of a Moving Shock with Density Sine Waves
High-order schemes become particularly useful when the problem has some structure
in the smooth part of the solution. In order to see this, we consider a test case
which involves both shocks and some structure in the solution and choose polynomial
degree p = 3. We take a test case from [177], with initial conditions including a jump
in the initial quantities and sinusoidal behavior of the density. Again, we consider the
one-dimensional Euler equations with
u0(x) = { u0,L, if x ≤ −4,u0,R(x), if x > −4, (6.39)
with conditions derived from
ρ0,L = 3.857143,
u0,L = 2.629369,
p0,L = 10.33333,
ρ0,R(x) = 1 + 0.2 sin(5x),
u0,R = 0,
p0,R = 1. (6.40)
The shock is moving to the right. We consider constant boundary conditions on the
domain Ω = [−5,5]. Globally 6 refinement levels are considered, with N (1)E = 20 cells
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Figure 6.13. Interaction of two blast waves at time t = 0.038: error analysis.
on the coarsest grid G1. This corresponds to a uniform grid with 1,280 cells for the
non-adaptive reference DG scheme. In this computation, the numerical flux is the
HLLC approximate Riemann solver. The constant in the limiter (6.10) was chosen as
M = 1,000. We choose CFL number 0.1 and the explicit SSPRK(5,4) method.
The solution at time 1.8 looks like in Figure 6.15. There the ‘exact’ solution,
obtained on a uniform grid with 10,240 cells, is depicted. We consider the adaptive
solution for different levels of ε: see Figure 6.16. Grid refinement is triggered both at
shocks and in the region where the solution is of sinusoidal type. For smaller values
of ε the grid is refined also in correspondance of the other jumps in the solution.
We then examine the behavior of the errors in Figure 6.17. All the values considered
for ε give a perturbation error very close to the discretization error, but εopt = 0.056 is
the value which needs the smallest number of DOFs and yet produces a perturbation
error smaller than the discretization error.
We report in Figure 6.18 the number of cells in the adaptive grids, scaled with
the constant number of cells on the reference discretization. We are not in an ideal
case as in Section 6.4.2, where predicted adaptive grid and thresholded grid virtually
coincide. For the optimal value εopt = 0.056 the number of DOFs in the adaptive grid
is less than 4 percent of the number of DOFs in the reference non-adaptive solution,
corresponding to a speed-up of more than 11, i.e., the adaptive computation is more
than 11 times faster than the reference computation.
We recall that high-order FV discretizations typically need a much more refined grid
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Figure 6.14. Interaction of two blast waves: data compression and speed-up.
for this configuration, since they employ large stencils to reach high order. This is
the reason why for high-order discretization the DG discretization has been adopted.
If one used high-order FV schemes, the gain given by the multiresolution-based grid
coarsening would be lost in large part. A quantitative comparison between adaptive
FV and adaptive DG schemes can be found in [171].
6.5. Discussion
We have applied the multiwavelet-based grid adaptivity procedure to one-dimensional
systems of conservation laws. In Table 6.1 we summarize the run test cases, reporting
the polynomial degree p, the number L of grids, the number N (1)E of cells on the
coarsest grid G1, the number Nref of cells on the grid for the reference non-adaptive
DG scheme, the cell size hL on the highest refinement level, the optimal threshold
value εopt and the discretization error ∥τnL∥`1 . Table 6.2 lists for the optimal value
ε = εopt, the perturbation error, the relative number of cells in the adaptive grid and
the relative CPU time with respect to the reference scheme.
The performed test cases showed that adaptive computations for optimal values of
ε have less than 8 percent of the DOFs of the reference non-adaptive scheme. This
remains true also for values of ε close enough to εopt, since the number of cells is
not too sensitive to this parameter. We try to quantify the expression ‘close enough’.
We consider the interaction of two blast waves, which is the test cases where the
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Figure 6.15. Interaction of a moving shock with density sine waves at time t = 1.8: density
profile for the ‘exact’ solution.
Test Case p L N (1)E Nref hL √hL εopt ∥τnL∥1
of Section:
6.4.1 2 7 16 1,024 ∼ 0.001 ∼ 0.03 0.01 0.0005
6.4.2 2 7 13 832 ∼ 0.001 ∼ 0.03 0.056 0.0290
6.4.3 3 7 20 1,280 ∼ 0.008 ∼ 0.09 0.056 0.1118
Table 6.1. Adaptive DG discretization: summary of the run test cases.
compression ratio depends more strongly on the threshold value ε, see Figure 6.14(a).
Even using a value of ε which is 40 percent larger or smaller than εopt, the adaptation
procedure delivers an adaptive scheme with less than 8 percent of the DOFs of the
reference scheme.
The error analysis showed that also in the case of systems of equations the prediction
procedure is ‘safe’, meaning that no significant information is lost. In the scalar case
it has been proven that the L1-norm of the perturbation error can be bounded by
a term proportional to hβL, where β = min(1, α)/2 and α is a constant coming from
stability assumptions on the reference scheme [90]. This estimate is, however, very
pessimistic. For scalar problems numerous computations have been performed [171],
from which it can be concluded that εopt ∼ hL (namely, β = 1) is a reasonable choice.
In our computations the choice of the threshold value as
ε ∼ √hL (6.41)
seems to be more appropriate, and still in agreement with the theoretical result for
the scalar case.
Future necessary developments include the implementation of convergence acceler-
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Figure 6.16. Interaction of a moving shock with density sine waves with p = 3 at time
t = 1.8. Top: density profile. Bottom: representation of the significant details
after thresholding.
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Figure 6.17. Interaction of a moving shock with density sine waves at time t = 1.8: error
analysis.
Test Case
of Section: ∥enL∥1 Nadap(εopt)Nref CPUadap(εopt)CPUref
6.4.1 0.0004 < 8 % < 9 %
6.4.2 0.0281 < 8 % < 13 %
6.4.3 0.0991 < 4 % < 9 %
Table 6.2. Adaptive DG discretization for ε = εopt: perturbation error, data compression,
and CPU time.
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Figure 6.18. Interaction of a moving shock with density sine waves: data compression and
speed-up.
ation techniques for steady problems (e.g., local time stepping) and of implicit re-
laxation techniques, and the extension to viscous systems (Navier-Stokes equations).
Since the underlying method is a standard DG method on an unstructured grid, all
the strategies introduced in Chapters 3-5 can be used in conjunction with this mesh
adaptation strategy. Moreover, the compact stencil of the spatial discretization eases
the incorporation of p-adaptivity, for instance of the type described in [171]. None of
the conceptual ingredients are restricted to the framework of one-dimensional systems.
The extension to multidimensional systems of conservation laws would be based on
tensor products for hexahedral elements, and on generalizations of the multiwavelets
[205] for simplices.
Starting from the same remarks that we collected in Section 6.1, other adaptive
strategies have been developed which share some of the features of our approach
[34, 174, 112, 113, 126, 5]. One example is given by the so-called modified wavelet
method [112, 113, 126], a method based on the sparse point representation [88]. This
technique, limited to structured grids, uses the compressed data set in order to de-
cide in which cells flux evaluations should be performed exactly [171]. At the cells
excluded from the adaptive data set the flow variables are just interpolated. Then,
time integration is performed. There the prediction strategy is however just empirical:
no actual guarantee is given on the retainment of accuracy. The method has been
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tested on a two-dimensional time-dependent Euler problem (shock-vortex interaction)
in [113]: a compression ratio up to 8 is obtained, which corresponds to at least 12
percent of cells with respect to the uniform reference scheme. The whole procedure
results to be pretty expensive, since this translates into a computational time which
is at least 50 percent of the reference time. One reason is that time integration is
performed for all DOFs.
It is worth considering yet another approach for its close similarity to ours, pointing
out analogies and differences. In [174] Shelton presents a multiresolution DG method
for unsteady compressible flows. There the same Alpert’s multiwavelets are adopted
in the multiresolution analysis. As regards thresholding the same test as in (6.30)
is performed, though using the `2-norm. Besides, therein a different level-dependent
threshold value is used. All the cells with significant details and their direct neighbors
on the same level are retained in the adaptive grid. We suspect that this inflation of
the set of significant details is needed to take into account time advancement: in fact,
no prediction procedure is mentioned. Shelton’s ‘reliable’ choice for the threshold
value is εopt ∼ hp− 12L , though no error control analysis is given. This choice would be
far too pessimistic in our context, but is probably necessary in his setting in order not
to miss important features of the solution (due to lack of prediction procedure). An
interesting aspect of this approach is the use of scale transition algorithms to transfer
matrix operators of the reference scheme onto the multiresolution-based DG scheme.
This is however not necessary in our context, since the underlying scheme is a classical
DG method, which acts on the single-scale coefficients and not on the details.
Shelton tested his approach on a few one- and two-dimensional inviscid flows, ob-
taining compression ratios Nadap/Nref varying between 5 and 25 percent. In particu-
lar, for Sod’s test case he obtained a compression ratio of about 30 percent, including
4 times more cells than we do with our approach for optimal εopt. Regarding com-
putational time, though the initial rate of reduction in the wall clock time is roughly
the same for different values of p, it deteriorates faster for high orders of consistency,
probably due to the overhead of the operators and the encoding/decoding algorithms.
An important aspect to keep in mind is that no direct comparison can be done with
our approach, since in [174] no guarantee is given on the accuracy of the solution and
only qualitative comparisons were presented. This seems to confirm the strength of
our approach, which yields consistent gain in terms both of compression and speed-up
with a viable heuristic to estimate an appropriate threshold value.
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In this work we have dealt with the efficiency of solution strategies for high-order
discretization of systems of hyperbolic conservation laws. As regards relaxation, a
best-practice strategy for the convergence of steady equations has been identified and
assessed. Its core elements are the initialization by a full multigrid strategy, a simple
Newton’s method and adaptive increase of the CFL number. To be emphasized is the
combined use of full multigrid, a technique mainly used in the explicit relaxation of
FV discretizations, and high-order discretizations. As demonstrated, the full multigrid
strategy accelerates the convergence in the transient very efficiently, to a point that
the overall iteration count is substantially mesh independent. This combination is
so effective that complicated optimization strategies or ad hoc time-stepping expert
systems can be replaced by a simple adaptive increase of the CFL number. Our
strategy was successfully validated by test cases drawn from aerodynamics, and it
proved to be cheap and robust. In particular, no fine tuning of the parameters is
needed. Concerning spatial discretization, we have identified modal DG and RT-
based SD as two efficient techniques, the second featuring less flux DOFs. We have
also suggested that the role played by the spatial discretization is not very critical,
especially if one focuses only on the convergence of the integral quantities.
We have seen that, if one applies implicit relaxation methods to high-order dis-
cretizations, storing the Jacobian matrix can present a problem, because it is very
large. We have proposed in the context of flexible inner-outer Newton-Krylov meth-
ods, one matrix-free and one Jacobian-free (partial storage) techniques, so as to avoid
saving all the entries of the matrix. However, a good matrix-free preconditioner which
can complement these techniques is missing. Hence, we still suggest explicit relaxation
in cases where memory constraints are present.
The problem of discontinuities arising in nonlinear hyperbolic equations has been
addressed by means of grid adaptation which employs a multiwavelet-based data anal-
ysis. The reduction in the number of DOFs and computational time have shown to be
very favorable. To our knowledge the multiresolution-based adaptivity here proposed
is the most efficient among the methods which apply multiwavelets for data analysis in
the framework of high-order discretization of compressible flow problems, while at the
same time providing instruments for error control. Even though a rigorous analysis
as the one for scalar equations [90, 171] cannot be performed for systems, empirical
rules for the choice of the thresholding tolerance give satisfactory results. The method
shall be extended to higher dimensions by means of tensor products for hexahedral
elements, and generalizations of the multiwavelets [205] for simplices. None of the
ingredients of the adaptive procedure seem, however, to be a major obstacle to the
successful application of the grid adaptation procedure to multidimensional problems.
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A. Contributions to the Derivation of
the Spatial Discretizations
A.1. Derivation of the Modal DG Method in
Multidimension
In Section 2.5 we have derived the discretization for a one-dimensional modal DG
method. Here we derive this method for the general case of d spatial dimensions.
We consider only compact domains Ω ⊂ Rd for the space variable and we divide the
spatial domain into NE cells. Let
V (k), k ∈ I ∶= {1, . . . ,NE} such that ⋃
k∈I V (k) = Ω (A.1)
be the subdomains which form our ‘triangulation’. Assume that there exist mappings
Ξ(k) ∶ Vˆ → V (k), k ∈ I,
xˆ ↦ x, (A.2)
with nonsingular Jacobian J(k) = ∂Ξ(k)
∂xˆ
, such that each element in the triangulation
can be mapped back onto Vˆ and there is a unique correspondence between the points
xˆ in the reference domain and the points x in one of the elements V (k) of the trian-
gulation, for all k ∈ I. Next the space Sp defined as in (2.29) is chosen as solution
approximation space, and its basis Φ ∶= {ϕ(k)i , k ∈ I, i = 1, . . . ,Np} is mapped back
onto Vˆ as in (2.38). Note that, if one chooses ϕ(k)i to be a polynomial function, ϕi
will still be a polynomial, if the mapping Ξ(k) is a linear mapping. This is true in
two dimensions if triangles with straight edges are chosen. The basis functions are
required to have compact support, as in (2.31). We can then express the approximate
solution as an expansion of the basis Φ(k) mapped onto each element as in (2.32). We
then proceed analogously to Section 2.4.1, obtaining
Np∑
i′=1
du(k)i′
dt
∫
V (k) ϕ
(k)
i ϕ
(k)
i′ dx = −∫
V (k) ∇ ⋅ f (uh)ϕ(k)i dx, (A.3)
where we then integrate by parts and introduce the numerical flux:
Np∑
i′=1
du(k)i′
dt
∫
V (k) ϕ
(k)
i ϕ
(k)
i′ dx = −∫
∂V (k) F
(k)ϕ(k)i dx + ∫
V (k) f (uh) ⋅ ∇ϕ(k)i dx, (A.4)
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where F(k) is defined as in (2.79) and is such that
F(k) ≈ f (uh) ⋅ n(k), (A.5)
where n(k) is the d-dimensional vector normal to the boundary ∂V (k). Equation (A.4)
is the formulation from which we start deriving the multidimensional formulation of
the modal DG and standard SD methods.
We first derive the modal DG method, using orthogonal basis functions as in (2.39).
In particular, we choose Legendre polynomials in one dimension and the Dubiner basis
[58] for a two-dimensional triangular mesh. We represent the Legendre polynomials
for polynomial degree up to p = 5 in Figure A.1 and the Dubiner basis for polynomial
degree up to p = 3 in Figure A.2. We can then express the modal coefficients as in
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Figure A.1. Legendre polynomials up to p = 5 on the reference domain Vˆ .
(2.40). In order to map problem (A.3) back onto the reference element, we use (2.41)
(with det(J(k)) instead of J(k)) and
∫
V (k) ∇x ⋅ g dx = ∫Vˆ ∇xˆ ⋅ [(J(k))−1 gˆ]det(J(k))dxˆ ≈≈ Nvol∑
σ=1 wvolσ [∇xˆ ⋅ ((J(k))−1 gˆ)]∣xˆvolσ det(J(k))
(A.6)
for the volume integrals, and
∫
∂V (k) g(x)dx = ∫∂Vˆ gˆ(xˆ) det(J(k))dxˆ ≈ N
sur∑
ρ=1 wsurρ gˆ (xˆsurρ ) det(J(k)), (A.7)
for the surface integral. Let us recall that gˆ ∶= g ○Ξ(k), N sur and Nvol are the number
of quadrature points, wsurρ and wvolσ are the quadrature weights, and xˆ
sur
ρ and xˆ
vol
σ
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Figure A.2. Dubiner basis of polynomial degree up to p = 3 on the reference triangle.
are the quadrature points. sur and vol denote the objects needed for the quadrature
of surface and volume integrals, respectively. As we already mentioned, we choose
Gauss quadrature nodes for the integration in one dimension and optimal (in minimal
number) nodes for the quadrature in two dimensions (on triangles): see [50] for p = 1
and p = 2, and [137] for p = 3 (rule 61) and p = 4 (rule 81).
We define fˆ
vol,(k)
σ and Fˆ
sur,(k)
ρ analogously to (2.43) and (2.44), respectively; we
also recall that fˆ
(k) ∶= (J(k))−1 f∣V (k) and Fˆ(k) ∶= (J(k))−1F(k) are the Piola back
transforms divided by the determinant of the transformation Jacobian det(J(k)). As
concerns the numerical flux function, we employ Roe and HLLC approximate Riemann
solvers [185] for one-dimensional problems, and Jameson’s CUSP flux [103] for two-
dimensional problems. Now we have all the ingredients to write the semi-discretized
modal DG formulation of (2.1) on the reference domain:
ωi
du(k)i
dt
= −Nsur∑
ρ=1 wsurρ Fˆ
sur,(k)
ρ ϕi (xˆsurρ ) + Nvol∑
σ=1 wvolσ fˆ
vol,(k)
σ ⋅ ∇xˆϕi∣xˆvolσ , (A.8)
for all k ∈ I and for all i = 1, . . . ,Np.
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A.2. Derivation of Formulation (2.65)
We follow [35, 142] to show that (2.64) can be written in another form. We first
introduce a matrix-vector notation which holds componentwise for each m = 1, . . . , r:
M̃
dU(k)m
dt
= −S̃ f˜(k)m , (A.9)
where U(k)m ∶= (u(k)im )T ∈ RNp and f˜(k)m ∶= (fˆ (k)jm )T ∈ RNp+1 . The elements of the matrices
M̃ ∈ RNp×Np and S̃ ∈ RNp×Np+1 are
m̃i,i′ ∶= (M̃)i,i′ = ∫
Vˆ
Ls,iLs,i′ dxˆ, s̃i,j ∶= (S̃)i,j = ∫
Vˆ
dLf,j
dxˆ
Ls,i dxˆ. (A.10)
We also define a matrix D̃ ∈ RNp×Np+1 , with
d̃i′,j ∶= (D̃)i′,j = dLf,j
dxˆ
∣
xˆs,i′ . (A.11)
We want to show that the relationship
D̃ = M̃−1 S̃ (A.12)
holds:
Np∑
i′=1 m̃i,i′ d̃i′,j ≡
Np∑
i′=1∫Vˆ Ls,iLs,i′ dxˆ dLf,jdxˆ ∣xˆs,i′ = ∫Vˆ Ls,i
Np∑
i′=1
dLf,j
dxˆ
∣
xˆs,i′ Ls,i′ dxˆ. (A.13)
Each polynomial q ∈ Πp(Vˆ ) is exactly interpolated on the set Qp
q(xˆ) ≡ Np∑
i=1 q(xˆs,i) Ls,i(xˆ), (A.14)
and
dLf,j
dxˆ
is by definition a polynomial in Πp(Vˆ ). Therefore, continuing from (A.13),
it holds:
Np∑
i′=1 m̃i,i′ d̃i′,j = ∫Vˆ Ls,i dLf,jdxˆ dxˆ ≡ s̃i,j . (A.15)
We have hence proven equation (A.12). Finally, (2.64) can be re-written as (2.65), or
more concisely as
du(k)i
dt
= − dfˆ(k)
dxˆ
RRRRRRRRRRRRxˆs,i . (A.16)
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A.3. Derivation of the Standard SD Method in
Multidimension
In Section 2.6 we have derived the discretization for a one-dimensional standard SD
method. Here we do the same for the general case in d spatial dimensions. We
start from equation (A.4). Consider a partition of the domain {V (k), k ∈ I} and
mappings Ξ(k) as in (A.1) and (A.2), respectively. As a basis we consider the multi-
variate Lagrange interpolation functions {Ls,i, i = 1, . . . ,Np} on the reference domain,
corresponding to a nodal set Qp = {xˆs,i, i = 1, . . . ,Np}, leading to a polynomial inter-
polation for the solution as in (2.53)
Starting from equation (A.4), we obtain:
Np∑
i′=1
du(k)i′
dt
∫
V (k) L
(k)
s,i L
(k)
s,i′ dx = −∫
∂V (k) F
(k)L(k)s,i dx + ∫
V (k) f (uh) ⋅ ∇L(k)s,i dx. (A.17)
We then project the problem back onto the reference element, obtaining
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = −∫
∂Vˆ
Fˆ
(k)
Ls,i dxˆ + ∫
Vˆ
fˆ
(k) ⋅ ∇xˆLs,i dxˆ, (A.18)
where fˆ
(k) ∶= (J(k))−1 f∣V (k) and Fˆ(k) ∶= (J(k))−1F(k) are the Piola back transforms
divided by the determinant of the transformation Jacobian det(J(k)). We integrate
the last term on the right-hand side once more by parts to obtain
Np∑
i′=1
du(k)i′
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = ∫
∂Vˆ
[ˆf(k) ⋅ nˆ − Fˆ(k)] Ls,i dxˆ − ∫
Vˆ
∇xˆ ⋅ fˆ(k)Ls,i dxˆ, (A.19)
where nˆ is the normal vector on the boundary of Vˆ pointing outwards.
As in the one-dimensional case, in order to guarantee that
∇xˆ ⋅ fˆ(k)h ∈ [Πp(Vˆ )]r . (A.20)
yields, the nonlinear fluxes are projected onto the space Πp+1(Vˆ ). A flux projection
as in (2.58) is employed, with the coefficients given by (2.62), where F˜
SSD,(k)
j is here
obtained by solving
F˜
SSD,(k)
j ⋅ nˆ = Fˆ(k) (xˆf,j , ⋅) . (A.21)
In particular, we use Jameson’s CUSP flux [103] for the two-dimensional case. The
tangential component of the flux F˜
SSD,(k)
j ⋅ tˆ, where tˆ is the tangent vector to ∂Vˆ ,
can be freely chosen; this leaves some freedom in choosing the numerical flux. In the
multidimensional case, the assumptions necessary to pass from a nodal DG scheme
to an SD scheme are the following:
• the restriction of the d-dimensional nodal set Rp+1 to each face eˆ ∈ ∂Vˆ supports
a unique (d − 1)-dimensional interpolation of order p + 2;
135
A. Contributions to the Derivation of the Spatial Discretizations
• (A.21) must yield at all xˆf,j ∈ ∂Vˆ .
These assumptions guarantee the surface integral in (A.19) to vanish. In the standard
SD scheme, where Rp+1 includes the vertices of the element, one additional constraint
comes from imposing that, for points shared by more than one (d − 1)-dimensional
face (e.g., vertices in two dimensions), (A.21) must be satisfied by all faces sharing
that node.
Under the previous assumptions, one obtains:
Np∑
i′=1
du(k)i
dt
∫
Vˆ
Ls,iLs,i′ dxˆ = −Np+1∑
j=1 fˆ
SSD,(k)
j ∫
Vˆ
∇xˆLf,j Ls,i dxˆ, (A.22)
which has been proven [35] to be equivalent to
du(k)i
dt
= − (∇xˆ ⋅ fˆ(k))∣
xˆs,i
. (A.23)
We have so derived the multidimensional formulation for the standard SD scheme.
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B.1. Jacobian Matrix for the Standard SD Method
In Section 3.3.2 we derived the form of the residual Jacobian matrix for the modal DG
formulation. It can be built in an analogous manner for the standard SD formulation.
There the residual is represented by the right-hand side of (2.67) (with a change of
sign). Each (r × r)-block of the Jacobian matrix J is then given by
J(k,m)i,q =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d∑`=1
Nedgp+1∑
j=1 dSSDij` A
SSD,(k)
j` ljq+
+ d∑`=1
Np+1∑
j=Nedgp+1+1
dSSDij` B
SSD,(k)
j` ljq, if m = k,
d∑`=1
Nedgp+1∑
j=1 dSSDij` C
SSD,(k,m)
j` ljq, if V
(m) is a neighbor of V (k),
0, otherwise.
(B.1)
The reconstruction coefficients ljq are given by ljq = Ls,q(xˆf,j). The (r× r)-dimension
matrices ASSD,(k)j` , BSSD,(k)j` and CSSD,(k,m)j` are given by the flux Jacobian evaluated
at the flux collocation points for interior nodes xˆf,j ∈ Vˆ , and the differentiation of the
numerical flux function for nodes xˆf,j ∈ ∂Vˆ :
ASSD,(k)j` ∶= ∂F˜SSD,(k)j `
∂u(k)j , k ∈ I, j = 1, . . . ,N edgp+1, ` = 1, . . . , d, (B.2)
BSSD,(k)j` ∶= dfˆSSD,(k)j `
du(k)j , k ∈ I, j = N edgp+1 + 1, . . . ,Np+1, ` = 1, . . . , d, (B.3)
CSSD,(k,m)j` ∶= ∂F˜SSD,(k)j `
∂u(m)j , k,m ∈ I, with m ≠ k, j = 1, . . . ,N edgp+1, ` = 1, . . . , d.
(B.4)
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B.2. Jacobian Matrix for the RT-Based SD Method
For the RT-based SD scheme, the residual is the right-hand side of (2.81) (with a
change of sign). Each (r × r)-block of the Jacobian matrix J is given by
J(k,m)i,q =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
NRT,edgp∑
j=1 dRTij A
RT,(k)
j ljq+
+ NRTp∑
j=NRT,edgp +1d
RT
ij B
RT,(k)
j ljq, if m = k,
NRT,edgp∑
j=1 dRTij C
RT,(k,m)
j ljq, if V
(m) is a neighbor of V (k),
0, otherwise.
(B.5)
The (r × r)-dimension matrices ART,(k)j , BRT,(k)j and CRT,(k,m)j are analogous to the
ones for the standard SD formulation, though there is no dependence on `:
ART,(k)j ∶= ∂FˆRT,(k)j
∂u(k)j , k ∈ I, j = 1, . . . ,NRT,edgp , (B.6)
BRT,(k)j ∶= ∂ (fˆ
RT,(k)
j ⋅ sRTj )
∂u(k)j , k ∈ I, j = NRT,edgp + 1, . . . ,NRTp , (B.7)
CRT,(k,m)j ∶= ∂FˆRT,(k)j
∂u(m)j , k,m ∈ I, with m ≠ k, j = 1, . . . ,NRT,edgp . (B.8)
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C. Mach Contours for the Non-Lifting
NACA-0012 Airfoil
C.1. Polynomial Degree p = 3
Figure C.1. Mach number contours around the whole airfoil profile generated using the
modal DG scheme for p = 3 on grid Gcoarse.
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(a) Gcoarse, NE = 2,560 (b) Gmedium, NE = 10,240
(c) Gfine, NE = 40,960
Figure C.2. Detail of Mach number contours generated using the modal DG scheme for
p = 3.
C.2. Polynomial Degree p = 4
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C.2. Polynomial Degree p = 4
Figure C.3. Mach number contours around the whole airfoil profile generated using the
modal DG scheme for p = 4 on grid Gcoarse.
(a) Gcoarse, NE = 2,560 (b) Gmedium, NE = 10,240
Figure C.4. Detail of Mach number contours generated using the modal DG scheme for
p = 4.
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D. High-Order Matrix-Explicit
Computations
D.1. Polynomial Degree p = 3
We consider a modal DG discretization for the flow along the NACA-0012 configu-
ration without lifting. Newton’s relaxation with GMRES(50) and ILU(3) precondi-
tioning is employed. In the FMG start-up, 100 RKMG iterations are performed on
all coarser levels, whereas on the finest one 150 iterations are carried out. The time
stepping strategy is given by (3.19)-(3.21) and (3.23) with α = 10,000, nswitch = 1
and CFL0 = 100. The results for p = 3 are plot in Figures D.1 and D.2. The same
computations had been shown for p = 2 in Figures 4.14-4.17.
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Figure D.1. Single-grid implicit relaxation with FMG start-up for p = 3: residual drop.
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Figure D.2. Single-grid implicit relaxation with FMG start-up for p = 3: convergence of the
drag coefficient.
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D.2. Polynomial Degree p = 4
The same kind of computations is performed for p = 4, see Figures D.3 and D.4.
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Figure D.3. Single-grid implicit relaxation with FMG start-up for p = 4: residual drop.
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Figure D.4. Single-grid implicit relaxation with FMG start-up for p = 4: convergence of the
drag coefficient.
146
E. Computations at Lower Mach
Number
E.1. Configuration
We are interested in testing if our results are valid also for free-stream Mach number
smaller than 0.3 and 0.4. Incompressible flow is a special limiting case of subsonic
flow where the Mach number tends to zero [4]. Considering small Mach numbers cor-
responds to solving a problem with a high level of incompressibility. These problems
are typically harder to solve, since they are stiffer [187, 206, 192, 188]. This is due to
the large ratio between the sound speed and the convective speed.
Flows with very low Mach number do not belong to our target applications, since
in that case an incompressible model is more suitable. We limit ourselves to a free-
stream Mach number 0.1, which is the value on the edge between incompressible and
compressible flows. We consider the NACA-0012 airfoil profile with a flow having angle
of attack 0○ and free-stream Mach number M∞ = 0.1. The Mach number contours on
grid Gmedium can be seen in Figure E.1 for polynomial degree p = 3.
E.2. Numerical Results
We consider the best-practice relaxation strategy described in Section 4.7. We choose,
in particular, a matrix-explicit approach on a modal DG discretization on grid Gmedium.
We choose the time-stepping strategy (3.19) with nswitch = 1 and (3.23), where
α = 100,000 and CFL0 = 100. For the linear system we employ GMRES(30). Since
the problem is stiff, we need a more effective preconditioner: we choose ILU(5). The
results for different polynomial degree p are shown in Figures E.2 and E.3. While for
p = 2 and p = 3 we used the relative tolerances rtolmin = 10−2 and rtolmax = 10−1 in
(4.3) (as in all other computations), for p = 4 we had to reduce them by one order of
magnitude to rtolmin = 10−3 and rtolmax = 10−2.
The numerical results confirm the robustness and fast convergence of the approach.
The level of fill-in in the preconditioner and the relative tolerance had to be modified
accordingly to the test case, but no fine tuning had to be performed. The very good
quality of the initial approximation obtained with the FMG strategy plays also here a
determining positive effect on the overall convergence. Examining the convergence of
the residual in Figures E.2(a)-E.2(c), Newton’s quadratic rate of decay is recovered.
Moreover, Figure E.3(d) shows that the convergence of the drag coefficient in terms
of nonlinear-iteration count is independent of the polynomial degree.
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(a) Whole airfoil profile (b) Detail
Figure E.1. Mach number contours generated using the modal DG scheme for p = 3 on gridGmedium.
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Figure E.2. Computations for M∞ = 0.1 and angle of attack 0○. Comparison for different
polynomial degree p on grid Gmedium: residual.
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Figure E.3. Computations for M∞ = 0.1 and angle of attack 0○. Comparison for different
polynomial degree p on grid Gmedium: drag coefficient.
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