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Abstract
We study a class of stochastic optimization problems of the mean-field type arising in the
optimal training of a deep residual neural network. We consider the sampling problem arising
from a continuous layer idealization, and establish the existence of optimal relaxed controls
when the training set has finite size. The core of our paper is to prove the Gamma-convergence
of the sequence of sampled objective functionals, i.e., show that as the size of the training set
grows large, the minimizer of the sampled relaxed problem converges to that of the limiting
optimization problem. We connect the limit of the large sampled objective functional to the
unique solution, in the trajectory sense, of a nonlinear Fokker-Planck-Kolmogorov (FPK) equa-
tion in a random environment. We construct an example to show that, under mild assumptions,
the optimal network weights can be numerically computed by solving a second-order differential
equation with Neumann boundary conditions in the sense of distributions.
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1 Introduction
Deep neural networks have been at the center of extensive investigation in recent years. By inte-
grating high level features and classifiers in an end-to-end multilayer fashion, these networks enrich
the complexity of functions that can be learned through the number of stacked layers (depth).
Recent empirical evidence (see, e.g. Szegedy et al. (2015)), shows that the network depth is crit-
ical, especially for computationally intensive tasks such as image processing and computer vision,
where all tasks exploit very deep models and the network depth typically exceeds sixteen layers
(see Simonyan and Zisserman (2015)).
Despite their remarkable performance, if the network is very deep, then it is also exposed to a
degradation problem: as the network depth increases, the accuracy is saturated and then degrades
rapidly (see, e.g. Srivastava et al. (2015)). To remedy against this problem, the influential study
of He et al. (2016) introduced a deep residual learning framework. This framework is based on the
idea that, instead of letting the stacked layers of a network fit a desired mapping, they are let them
fit a residual mapping, which is obtained by subtracting the identity function from the original
mapping. They show that it is easier to optimize the residual mapping than the original mapping.
The objective of our paper is to study the performance of such a deep residual network, when
the number of training samples is large. We leverage a connection between control problems,
statistical sampling, and deep residual neural networks, first established in E (2017). In their paper,
they model the nonlinear transformations across hidden layers of an idealized residual network,
with infinite depth and finite training sample size, using a continuous time dynamical system.
In this system, the time variable represents the depth of the network. The objective of learning
the trainable weights is then cast as a sampling problem, where a population risk criterion is
minimized. The control parameters, i.e., the network weights, depend on the population distribution
of input/output target pairs. E et al. (2018) provide a rigorous analysis of the control problem
formulated in E (2017).
Our study pushes the analysis of E et al. (2018) several layers deeper. We incorporate two
common types of regularization into the learning process. The first regularization strategy is to
inject Gaussian noise into the deterministic hidden units, yielding stochastic units. Specifically,
we first activate hidden units in each layer deterministically, and then add noise which results in
the random selection of hidden units within that layer. We refer to Noh et al. (2017) for a noise
injection function, which is fully consistent with ours.1 More broadly, our regularization procedure
is related to the widely used dropout technique (Srivastava et al. (2014) and Ba and Frey (2013)),
which randomly turns off a subset of hidden units by multiplying noise sampled from a well known
distribution. Several studies have shown that, doing so, improves the generalization performance
of the network because it reduces the overfitting problem which results from an overparameterized
network.2
The second regularization technique is batch normalization (Ioffe and Szegedy (2015)), which
normalizes inputs using some distribution and then rescale (and re-center) the output using train-
able variables so to recover the matching space. This is achieved by computing statistics of the
current batch and passing them to the layer above.3 As a result, the dynamics of the neural network
depends not only on the current state, but also on the distribution law of the state.
To account for the modeling features described above, the learning process of the regularized
deep residual network is best described by a system of Brownian driven stochastic differential
equations of the mean-field type, with random initial conditions. We formulate the objective of
estimating the trainable weights of the network in terms of finding the relaxed controls of a sample
1We also mention He et al. (2019), who propose a parametric-noise-injection procedure, where trainable Gaussian
noise is injected at each layer of the activation function.
2There exist other concepts related to dropout, which can also be categorized as regularization by noise. For
example, Wan et al. (2013) and Kingma et al. (2015) regularize by adding noise to the weights of a neural network,
instead of the hidden units as done in the present paper. This means that each hidden unit receives input from a
random subset of units from the previous layer.
3For state-of-the-art image classification, batch normalization has been shown to achieve the same accuracy using
14 times fewer training steps than in the model without it.
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stochastic optimization problem of the mean-field type. We study the relation between the trained
stochastic dynamic network when the training set is finite, and the corresponding network as the
training size grows to infinity. Our main contribution is to show that, as the training size goes
to infinity, the minimizer of the sampled objective functional converge to that of the limiting
objective functional, over a relaxed control set. We establish this result by (i) proving the Gamma-
convergence of the sequence of sampled objective functionals, and (ii) showing that the optimal
relaxed controls can be recovered as the unique solution of a class of Fokker-Plank-Kolmogorov
(FPK) equations in random environments.
Our convergence result has direct computational implications. We show that, under mild as-
sumptions, the limiting stochastic optimization problem in the space of relaxed control can be
connected to a class of deterministic FPK control problems. We construct an example, in which we
illustrate how the optimal weights of the neural network can be obtained by solving a second-order
differential equation with Neumann boundary condition in the distributional sense. Clearly, this
results in a significant computational gain. If the network is fed with a sufficiently large training
set, the optimal weights can be recovered as the numerical solution of a differential equation (which
can be efficiently computed using a mix of Newton iteration and Monte-Carlo methods), instead of
a complex high-dimensional nonlinear optimization problem with many local maxima.
1.1 Deep Residual Network with Exogenous Input
This section recalls the standard architecture of a deep residual network with exogenous input, and
illustrate how its idealized version with infinite depth can be modeled via a dynamical system.
We first consider a T -layered residual neural network architecture, where T ∈ N. Let d(t) be
the number of neurons in the t-th layer of the network. The input layer is indexed by t = 0, and
the number of inputs is given by d(0). The output layer is indexed by t = T , and the number of
final outputs is given by d(T ). The layers between the input and the output layer are referred to
as the hidden layers. For t = 0, 1, . . . , T − 1, denote by
g(t, z, x) := (g1(t, z, x1), . . . , gd(t+1)(t, z, xd(t+1))) ∈ R
d(t+1), for (x, z) ∈ Rd(t+1) ×Rq
the nonlinear input-output transformation implemented by the network at layer t. In standard
implementations, gi is chosen to be a link function (e.g., sigmoid function, rectified linear unit and
so on) for i = 1, . . . , d(t + 1). Let θ(t) ∈ Rd(t+1)×d(t) be the weight matrix from layer t to layer
t+ 1. Then, the output X(t+ 1) ∈ Rd(t+1) of the t+ 1-th layer of the neural network is given by:
X(t+ 1) = g(t, Z(t), θ(t)X(t)), t = 0, 1, . . . , T − 1, (1)
where the vector Z(t) ∈ Rq with q ∈ N, denotes an exogenous input process. Let f(t, θ, z, x) :=
g(t, z, θx) − x. Then, the iterative equation above may be rewritten as the following difference
system:
X(t+ 1)−X(t) = f(t, θ(t), Z(t),X(t)), t = 0, 1, . . . , T − 1. (2)
Above, f(t, θ, Z(t),X(t)) = g(t, Z(t), θ(t)X(t)) −X(t). The difference equation (2) highlights the
residual property of the network: the endogenous input at layer t+1 consists of the non-transformed
endogenous input X(t) from layer t, plus a nonlinear transformation of X(t) and of the exogenous
input Z(t). As proposed by E (2017), adding more layers and taking smaller time steps, we can
parameterize the continuous dynamics of the hidden layers using an ODE with external input
Z = (Z(t))t∈[0,T ] given by:
dXθ(t) = f(t, θ(t), Z(t),X(t))dt, t ∈ (0, T ], (3)
where Xθ(0) = X(0) collects the pre-specified training input samples.
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1.2 Sampled (Controlled) Dynamic Training Model
Building on the continuous time dynamical model (3), we consider two regularization techniques:
(i) additive noise injection into the deterministic hidden units to prevent overfitting; and (ii) batch
normalization in each layer to accelerate convergence of training algorithms. This leads to a sam-
pling state controlled stochastic dynamical system of the mean-field type. Concretely, given an
original filtered probability space (Ω,F ,F,P), where the filtration F = (Ft)t∈[0,T ] satisfies the usual
conditions, let Xθ,i = (Xθ,i(t))t∈[0,T ] and Z
i = (Zi(t))t∈[0,T ] be, respectively, the d-dimensional
state process and q-dimensional exogenous input process, with dynamics:

dXθ,i(t) = f

t, θ(t), Zi(t),Xθ,i(t), 1
N
N∑
j=1
ρ(Xθ,j(t))

 dt+ εidW i(t),
dZi(t) = φ(γi, Zi(t))dt + σidW i(t),
(4)
for i = 1, . . . , N . In the above expression, ρ is a mapping from Rd to R, and φ a mapping
from Rl × Rq to Rq, where l ∈ N. Moreover, for i = 1, . . . , N , the stochastic processes W i =
(W i(t))t∈[0,T ] are independent p-dimensional Brownian motions. The vector of F-adapted processes
θ = (θ(t))t∈[0,T ] is a set of controls which will be optimally chosen to minimize the objective
criterion, later introduced in this section.
We collect the system parameters in the following type vector:
ξi := (εi, γi, σi) ∈ O := Rd×p ×Rl ×Rq×p. (5)
The above system models a supervised learning process, in which the i-th training sample consists
of the feature part (Xi(0), Zi(0)), and the label part Y i(0). The i-th training sample at the input
layer of the network is collected in the vector
ζ i := (Xi(0), Y i(0), Zi(0)) ∈ ΞK , (6)
where ΞK := [−K,K]
2d+q for a global positive constant K. This means that the training samples
are assumed to have compact support. The specific setting of i.i.d. initial training samples and its
implications will be discussed in Section 3.2.
The time index t ∈ [0, T ] represents the depth of the network. The mapping f : [0, T ] ×Rm ×
R
q × Rd × R → Rd is the vector of activation functions (see, e.g. Haykin (2009) and He et al.
(2016)), and captures the feedforward dynamics from a given layer to the one above. The variable
X(t) is the state of the network at layer t, thus X(0) is the noisy training input consisting of d
features, and X(T ) the final output. One can think of an arbitrary layer as receiving samples
from a distribution that is determined by the layer below. Such a distribution changes during the
course of training, making any layer except the first one responsible not only for learning a good
representation, but also for adapting to a changing input distribution.
We next illustrate how the proposed framework can be used to describe continuous layer ideal-
izations of residual deep neural networks at different levels of complexity.
• The function f depends only on the input variables (t, θ, x), and εi = 0. This yields a
feedforward propagation in a deep network, where the randomness only comes from the initial
input X(0). Such a dynamical system coincides with that in E et al. (2018).
• The function f depends only on the input variables (t, θ, z, x), and εi = 0. In such network,
the process Zi(t) models the exogenous random input process. Such a neural network is also
referred as the NARX of order one, i.e., the nonlinear autoregressive network with exogenous
input with lag one (see Narendra and Parthasarathy (1990)).4
4It has been widely demonstrated that NARX are well suited for modeling nonlinear systems arising in many
science applications, including heat exchanges, waste water treatment plants and nonlinear oscillations in biological
systems. Such networks have also been shown to converge much faster, and generalize better than other recurrent
neural networks (see Siegelmann et al. (1997)).
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• The function f depends on all its inputs (t, θ, z, x, η), and εi = 0. Besides the features
illustrated above, we incorporate the batch regularization through the function ρ : Rd → R.
As argued in E et al. (2018) (see equation (58) therein), the regularization is obtained by
normalizing the inputs using some distribution, and then rescaling (and re-centering) the
output using trainable variables. If one sets the distribution used for normalization equal
to the population distribution of the state, the SDE for the state dynamics of the network
admits the abstract form (4). Hence, the state dynamics of the neural network are of the
mean-field type.
• The function f depends on all its inputs (t, θ, z, x, η), and εi 6= 0. This is the most general
setting, in which a noise processW = (W 1(t), . . . ,WN (t))t∈[0,T ] is added along the trajectory
of the training process. The noise injection function is given by the addition of activation and
noise, where the noise is sampled from a continuous time Gaussian process. One can regard
the noise injected outputs of hidden units as stochastic activations, or equivalently, random
selections of hidden units in a layer, consistently with Noh et al. (2017). This is a common
regularization technique, also referred to as the dropout, and has been successfully used to
mitigate the overfitting problem of overparameterized networks (see, e.g. Srivastava et al.
(2014) and Ba and Frey (2013)).
We impose the following assumptions to ensure that the sampled controlled system described
by (4) is well posed:
(Aξ,f,ρ,φ) (i) there exists a global constant K > 0 such that |ξ
i| ≤ K for all i ∈ N;
(ii) the function [0, T ] ∋ t→ f(t, 0, 0, 0, 0) is square integrable;
(iii) the function f(t, θ, z, x, η) : [0, T ]×Rm×Rq×Rd×R is Lipschitz continuous in (θ, x, η)
uniformly in (t, z), i.e., for (θ1, x, z1, η), (θ2, y, z2, ξ) ∈ R
m ×Rd ×Rq ×R,
|f(t, θ1, z1, x, η)− f(t, θ2, z2, y, ξ)| ≤ [f ]Lip[|θ1 − θ2|+ |x− y|+ |z1 − z2|+ |η − ξ|],
where [f ]Lip is independent of the layer index t;
(iv) the batch function ρ : Rd → R and the common function φ(γ, z) : Rl × Rq → Rq are
Lipschitz continuous.
The well-posedness of the controlled system (4) under conditions (ii)-(iv) in the assumption (Aξ,f,ρ,φ)
is established by Lemma A.1 in the Appendix.
1.3 Formulation of Sampled Relaxed Optimization Problem
In this section, building upon the sampling state controlled dynamic model (4), we first formulate
the strict sampled optimization problem, and then introduce the corresponding relaxed version.
The parameter process θ = (θ(t))t∈[0,T ] takes values on a set Θ ⊂ R
m in an admissible set UP,F,
and is obtained by minimizing the following population risk minimization criterion:
inf
θ∈UP,F
JN (θ) := inf
θ∈UP,F
E
[
LN (X˜
θ(T ), Y˜ (0)) +
∫ T
0
RN (θ(t), θ
′(t); X˜θ(t), Y˜ (0))dt
]
, (7)
where, for t ∈ [0, T ], we recall that X˜θ(t) = (Xθ,1(t), . . . ,Xθ,N (t)), θ′(t) denotes the first-order
weak derivative w.r.t the depth t if θ ∈ H1m, and for (x˜, y˜, θ, θ
′) ∈ (Rd)N × (Rd)N ×Rm ×Rm,
LN (x˜, y˜) :=
1
N
N∑
i=1
L(xi, yi), RN (θ, θ
′; x˜, y˜) :=
1
N
N∑
i=1
R(θ, θ′;xi, yi). (8)
Above, L : Rd×Rd → R+ denotes the terminal loss function, and R : R
m×Rm×Rd×Rd → R+ is
the regularizer of the control problem. Observe that our minimization problem has two sources of
mean-field type interactions. First and like in E et al. (2018), the control parameter θ is shared by
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the whole population of input-target samples, and thus the optimal control would depend on the
probability law of the input-target random training samples. Second, and differently from E et al.
(2018), the probability law of the state process X enters explicitly into the state forward dynamics.
We assume (L,R) to be of the squared form, which is often the case in practice (see, e.g.
Hasan and Roy-Chowdhury (2015)). For concreteness, given α, β, λ1, λ2 > 0, we define
L(x, y) := α|x− y|2, R(θ, θ′;x, y) := λ1|θ|
2 + λ2|θ
′|2 + β|x− y|2, (9)
for (x, y, θ, θ′) ∈ Rd × Rd × Rm × Rm. If λ1 = λ2, then the regularizer of the control problem
(7) includes a H1m-regularizer. Taking the H
1
m-regularizer into account, the admissible set U
P,F is
defined as:
UP,F :=
{
θ ∈ L2(Ω;H1m); θ is F-adapted and θ ∈ Θ, a.s. on (0, T ) × Ω
}
. (10)
The admissible set UP,F is usually referred to as the strict control set under the original probability
space. Throughout the paper, we assume that the state space of the parameter process θ satisfies
the following property:
(AΘ) Θ ⊂ R
m is a compact set, which is not necessarily convex.
It should be emphasized that, under the assumption (AΘ), the control problem (7) is an optimiza-
tion problem with non-convex policy space, hence in general it is not well-posed. The existence
of an optimal solution of the problem (7) does not follow from standard compactness techniques
used in deterministic optimization problems. The use of relaxed controls crucially bypasses this
key technical difficulty: relaxed controls essentially compactify the class of admissible controls, and
the control policy is no longer given by the control processes but rather by a joint law of the pair
of control and state processes.
The core of the paper is to establish the convergence relation between the minimizer of the
sampled objective functional JN and the minimizer of the limiting objective functional J over a
relaxed control set Q(ν), when the number of training samples N is high. We provide an expression
for the limiting objective functional J in (68), and relate its representation to the solution of a FPK
equation in a random environment.
To achieve our objective, we establish a canonical measurable space (Ω∞,F∞) via an infinite
product space such that the coordinate process (ζ,W, θ) = ((ζ i)∞i=1, (W
i)∞i=1, θ) can be formulated
under (Ω∞,F∞). We consider the complete natural filtration F = (F
ζ,W,θ
t )t∈[0,T ] generated by
(ζ,W, θ), which is the completion of the filtration flow σ(ζ) ∨ σ(W (s), θ(s); s ≤ t) for t ∈ [0, T ].
Then, the set Q(ν) of relaxed controls is a collection of probability measures Q on (Ω∞,F∞)
such that, under (Q,F), the initial sample data ζ has a given law ν; W is a sequence of Wiener
processes; and θ ∈ UQ,F. We will formally introduce the definition of Q(ν) in Definition 2.1 of
Section 2. Changing the control variable θ ∈ UP,F in (7) to Q ∈ Q(ν), the sampled objective
functional is accordingly given by:
JN (Q) := E
Q
[
LN (X˜
θ(T ), Y˜ (0)) +
∫ T
0
RN (θ(t), θ
′(t); X˜θ(t), Y˜ (0))dt
]
, (11)
where, for i = 1, . . . , N , the state process (Xθ,i, Zi) = (Xθ,i(t), Zi(t))t∈[0,T ] is the strong solution
of the SDE (4) driven by (ζ,W, θ). Then, the relaxed control problem in the finite sample case can
be formulated as
αN := inf
Q∈Q(ν)
JN (Q). (12)
We call Q∗ ∈ Q(ν) an optimal (relaxed) solution of the optimization problem (12) if JN (Q
∗) = αN .
Remark 1.1. For a fixed sample size N , we only use the first N components of the vector (ζ,W ) =
(ζ i,W i)∞i=1 in the sampled objective functional JN (Q), where Q ∈ Q(ν). As N tends to infinity, the
sampled objective functional JN (Q) will eventually include all components of (ζ,W ) = (ζ
i,W i)∞i=1.
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1.4 Overview of Main Results
This paper contains three main results:
(i) The first main result, stated in Theorem 2.1, is to prove the existence of optimal relaxed
solutions to the sampled optimization problem (12). By metrizing appropriately the canonical
space Ω∞ such that it is a Polish space, we prove the precompactness of the minimizing
sequence, lying in Q(ν), of the stochastic optimization problem (12). We then show that the
limit point of any convergent subsequence of the minimizing sequence in the weak topology
is an optimal relaxed solution of the sampled optimization problem.
(ii) For any relaxed control QN indexed by N (the existence of QN is guaranteed by (i)), the
corresponding coordinate process (ζN ,WN , θN ) and the driving endogenous-exogenous input
process (XN , ZN ) with initial sample data ζN generate a sequence of empirical measure-valued
process (µN )∞N=1 (see (31)). The second main result, stated in Theorem 3.1, is to show that if
the marginal distributions of (µN (0), θN ) are weakly convergent, then the joint distributions
of (µN (0), θN , µ
N ) converge in the quadratic Wasserstein metric sense. We show that this
limit can be characterized by the joint distribution of the initial sample data, the control
process and the unique solution of a nonlinear FPK equation in a random environment. The
core of the proof of Theorem 3.1 is to establish the relative compactness of the marginal laws
of µN in the quadratic Wasserstein metric, and to prove the uniqueness of a nonlinear FPK
equation with random environment in the trajectory sense.
(iii) We introduce the so-called limiting objective functional J in terms of the limit of (µN (0), θN , µ
N )
obtained by (ii), which is given by Eq. (68). The first key step is to prove that JN (Q)→ J(Q)
for any Q ∈ Q(ν), as the sample size N → ∞. The second key step is to prove that JN
Gamma-converges to J on Q(ν) using a suitable Wasserstein metric. The core of this result
is to establish the liminf inequality of Gamma-convergence from JN to J . A complete answer
to the main problem studied in this paper is presented in Theorem 4.1: as N → ∞, the
minimizer of the sampled objective functional JN converges to that of the limiting objective
functional J over a relaxed control set Q(ν).
Lastly, we establish a connection between the limiting stochastic control problem obtained in Theo-
rem 4.1, and a class of deterministic FPK control problems introduced in Section 5. Such determin-
istic problems can be dealt with using variational principles and numerical optimization procedures.
We discuss this connection in Proposition 5.1.
1.5 Related Literature
We brief review existing literature, and compare technical approaches of related papers to ours.
We start by mentioning that a discrete-to-continuum Gamma-convergence result for the objective
function of a residual neural network has been established by Thorpe and van Gennip (2018), albeit
in a deterministic setup. They assume a training set of finite size, and show that the objective
function of the residual network converges, as the number of layers goes to infinity, to a variational
problem specified by a set of nonlinear differential equations. Rather than comparing the discretized
multi-layer and continuous layer neural network as in Thorpe and van Gennip (2018), our starting
point is a regularized continuous-layer residual network with an exogenous input modeled through
a SDE of the mean-field type. We use Gamma-convergence to prove that the optimal control in
the finite sample case converge to that of the limiting sample objective functional, as the sample
size grows large.
A related paper by Jabir et al. (2019) uses a neural ODE to describe the learning process
of a network. Their focus is on deriving the Pontryagin’s optimality principle for the relaxed
control problem yielding the weights of a network with finite sample size, and then providing
convergence guarantees for the gradient descent algorithm. In a recent study, Cuchiero et al. (2020)
also view deep neural networks as discretizations of controlled ODEs. In their paper, they relate
the expressiveness of deep networks to the notion of controllability of a dynamical system.
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We observe that relaxed controls were first studied in El Karoui et al. (1987). Using Krylov’s
Markovian selection theorem, Haussmann and Lepeltier (1990) establish the existence of Markovian
feedback policies for relaxed optimal control problems. The relaxed stochastic maximum princi-
ple was developed, respectively in singular and partially observed optimal control problems, by
Bahlali et al. (2007) and Ahmed and Charalambous (2013). More recently, relaxed controls have
been applied to analyze existence of Markovian equilibria and relaxed ǫ-Nash equilibrium of mean
field games, both in the presence of idiosyncratic and common noise; see Lacker (2015), Lacker
(2016) and Carmona et al. (2016).
It is worth mentioning that a recent work by Rotskoff and Vanden-Eijnden (2018) views neural
networks as interacting particle systems. Therein, to overcome the difficulty of minimizing the
training error over the set of parameters, they study the minimum of the loss function over its
empirical distribution. In a related study, Sirignano and Spiliopoulos (2020) also derive an evolution
equation for the empirical distribution of the particles. They analyze algorithmic properties of
neural networks, and characterize multi-layer neural networks as the number of hidden layers grows
large, and the number of stochastic gradient descent iterations grows to infinity.
The remainder of this paper is organized as follows. In Section 2, we establish the existence of
optimal relaxed solutions of the sampled optimization problem. In Section 3, we study the con-
vergence of the sampled objective functional for large training sets, and prove general convergence
properties for empirical processes arising in our sampled controlled dynamic model. In Section 4,
we show the convergence of the minimizer to the sampled objective functional to its counterpart
in the limiting objective functional. In Section 5, we establish the connection between the limit-
ing stochastic control problem and a deterministic control problem under the constraint given by
the FPK equation. Auxiliary results and the corresponding technical proofs are delegated to an
Appendix.
2 Optimal Relaxed Solutions of Sampled Optimization Problem
This section establishes the existence of optimal relaxed solutions for the sampled optimization
problem (12). We work with the canonical space representation, and define the set of relaxed
controls Q(ν) formally used in this paper.
2.1 Canonical Space Representation
The canonical probability space needs to be established in terms of an infinite product space. To
wit, define
Ω0∞ := Ξ
N
K , Ω∞ := Ω
0
∞ × C
N
p ×H
1
m, F∞ := B(Ω∞). (13)
For ζ = (ζ i)∞i=1 and W = (W
i)∞i=1, we use (ζ,W, θ) to denote the identity map on Ω∞. Let
F = (Fζ,W,θt )t∈[0,T ] be the complete natural filtration generated by (ζ,W, θ). It follows from the
Sobolev embedding theorem (see, e.g. Evans (2010)) that h ∈ H1m if and only if h equals (dt-a.e.)
to an absolutely continuous function whose ordinary derivative (which exists dt-a.e.) belongs to
L2m. Then, we treat H
1
m as a subset of Cm.
We next endow the space Ω∞ with the following metric: for (γ,w, ϑ) and (γˆ, wˆ, ϑˆ) ∈ Ω∞, define
d((γ,w, ϑ), (γˆ , wˆ, ϑˆ)) := d1(γ, γˆ) + d2(w, wˆ) + d3(ϑ, ϑˆ). (14)
The above metrics di, for i = 1, 2, 3, are given by:
d1(γ, γˆ) =
∞∑
i=1
2−i
|γi − γˆi|
1 + |γi − γˆi|
, γ = (γi)
∞
i=1, γˆ = (γˆi)
∞
i=1 ∈ Ω
0
∞;
d2(w, wˆ) =
∞∑
i=1
2−i
‖wi − wˆi‖T
1 + ‖wi − wˆi‖T
, w = (wi)
∞
i=1, wˆ = (wˆi)
∞
i=1 ∈ C
N
p ; (15)
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d3(ϑ, ϑˆ) =
∥∥ϑ− ϑˆ∥∥
T
, ϑ, ϑˆ ∈ H1m.
Then, the space (Ω∞, d) is a Polish space (see, e.g. Section 3.8 in Aliprantis and Border (2006), pp.
89). We next provide the definition of relaxed controls formally used in this paper. Let ν ∈ P(Ω0∞)
be a given initial sample law.
Definition 2.1. The set of relaxed controls Q(ν) is defined to be the set of probability measures Q
on (Ω∞,F∞) satisfying
(i) Q ◦ ζ−1 = ν;
(ii) W consists of a sequence of independent Wiener processes on (Ω∞,F, Q);
(iii) θ is an F-adapted and Θ-valued process with 〈Q, ‖θ‖2H1m
〉 < +∞. In other words, θ ∈ UQ,F.
For Q ∈ Q(ν), we refer to (ζ,W, θ) as the canonical (or coordinate) process corresponding to Q.
2.2 Relaxed Solution of Sampled Optimization Problem
This section introduces our first main result, dealing with the existence of optimal relaxed solutions
to the stochastic optimization problem (12).
Theorem 2.1. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Then, there exists an optimal solution
to the relaxed control problem (12) in the finite sample case.
Proof. Without loss of generality, we assume that αN = infQ∈Q(ν) JN (Q) < +∞. In view of (11),
let (Qk)
∞
k=1 ⊂ Q(ν) be a minimizing sequence such that
0 ≤ αN ≤ JN (Qk) ≤ αN +
1
k
, ∀ k ≥ 1. (16)
Above, for k ≥ 1, the objective functional
JN (Qk) = E
Qk
[
LN (X˜
θ
k(T ), Y˜k(0)) +
∫ T
0
RN (θk(t), θ
′
k(t); X˜
θ
k (t), Y˜k(0))dt
]
, (17)
where Xk := (ζk,Wk, θk) = ((ζ
i
k)
∞
i=1, (W
i
k)
∞
i=1, θk) is the canonical process. Since Qk ∈ Q(ν), it
follows from Definition 2.1 that (i) Qk ◦ ζ
−1
k = ν; (ii) Wk consists of a sequence of independent
Wiener processes on (Ω∞,F, Qk); (iii) θk ∈ U
Qk,F. Moreover, for i = 1, . . . , N , the state process
(Xθ,ik , Z
i
k) is the strong solution of (4) driven by (ζk,Wk, θk). Then, it follows from (8), (16) and
(17) that, for all k ≥ 1,
(λ1 ∧ λ2)E
Qk
[∫ T
0
{|θk(t)|
2 + |θ′k(t)|
2}dt
]
≤ JN (Qk) ≤ αN +
1
k
.
This implies that
sup
k≥1
EQk
[∫ T
0
{|θk(t)|
2 + |θ′k(t)|
2}dt
]
≤
αN
λ1 ∧ λ2
. (18)
Note that θk is a H
1
m (as a subset of Cm)-valued random variable on (Ω∞,F∞, Qk) for k ≥ 1. Then,
for any δ > 0, it follows from Ho¨lder inequality that
sup
k≥1
EQk
[
sup
|t−s|≤δ
|θk(t)− θk(s)|
2
]
≤ sup
k≥1
EQk
[
sup
|t−s|≤δ
|t− s|
∫ T
0
∣∣θ′k(u)∣∣2 du
]
≤
αNδ
λ1 ∧ λ2
. (19)
For any ǫ > 0 and δ > 0, using Chebychev’s inequality, we arrive at
sup
k≥1
Qk ◦ θ
−1
k
({
h ∈ Cm; sup
|t−s|≤δ
|h(t)− h(s)| > ǫ
})
= sup
k≥1
Qk
(
sup
|t−s|≤δ
|θk(t)− θk(s)| > ǫ
)
9
≤
1
ǫ2
EQk
[
sup
|t−s|≤δ
|θk(t)− θk(s)|
2
]
≤
αNδ
(λ1 ∧ λ2)ǫ2
.
This implies that, for any ǫ > 0,
lim
δ→0
sup
k≥1
Qk ◦ θ
−1
k
({
h ∈ Cm; sup
|t−s|≤δ
|h(t) − h(s)| > ǫ
})
= 0. (20)
Using similar estimates as (19), we can obtain that for all s, t ∈ [0, T ],
EQk
[
sup
t∈[0,T ]
|θk(t)|
2
]
≤ 2EQk
[
|θk(s)|
2
]
+ 2TEQk
[∫ T
0
|θ′k(u)|
2du
]
, ∀ k ≥ 1.
Integrating both sides of the above equation w.r.t. s, it follows from Fubini’s theorem that
EQk
[
sup
t∈[0,T ]
|θk(t)|
2
]
≤
2
T
EQk
[∫ T
0
|θk(s)|
2 ds
]
+ 2TEQk
[∫ T
0
|θ′k(u)|
2du
]
, ∀ k ≥ 1.
Then, for any M > 0, we obtain from (18) that
sup
k≥1
Qk ◦ θ
−1
k
({
h ∈ Cm; sup
t∈[0,T ]
|h(t)| > M
})
= sup
k≥1
Qk
(
sup
t∈[0,T ]
|θk(t)| > M
)
≤
1
M2
sup
k≥1
EQk
[
sup
t∈[0,T ]
|θk(t)|
2
]
≤
1
M2
(
2T +
2
T
)
αN
λ1 ∧ λ2
. (21)
By virtue of Arzela`-Ascoli theorem (see, e.g. Simon (1987)) together with (20) and (21), we obtain
that (Qk ◦ θ
−1
k )
∞
k=1, viewed as a sequence of probability measures in P(Cm), is tight.
Note that Ω∞ ⊂ Ωˆ∞ where Ωˆ∞ := Ω
0
∞×C
N
p ×Cm. We next claim that the sequence of probability
measures (Qk◦X
−1
k )
∞
k=1 in P(Ωˆ∞) is tight. Since we have proven above that (Qk◦θ
−1
k )
∞
k=1 ⊂ P(Cm),
it suffices to show that (Qk ◦ ζ
−1
k )
∞
k=1 ⊂ P(Ω
0
∞) and (Qk ◦W
−1
k )
∞
k=1 ⊂ P(C
N
p ) are respectively tight.
Note that (Qk)
∞
k=1 ⊂ Q(ν), then Qk ◦ ζ
−1
k = ν for k ≥ 1. Hence, the tightness of (Qk ◦ ζ
−1
k )
∞
k=1
follows from the fact that (Ω0∞, d1) is Polish. Similarly, it follows from (ii) of Definition 2.1 that
the r.v.s Wk, for k ≥ 1, have the same distribution. Thus, Q1 ◦W
−1
1 = Qk ◦W
−1
k for all k ≥ 1,
and hence (Qk ◦W
−1
k )
∞
k=1 ⊂ P(C
N
p ) is tight, because (C
N
p , d2) is Polish. By Prokhorov’s theorem,
there exists a Q∗ ∈ Q(ν) such that Qk ◦ X
−1
k converges to (up to a subsequence) Q
∗ in the
weak topology of probability measures. Using Skorokhod representation theorem, there exists
a probability space (Ω∗,F∗,P∗), Ω∞-valued r.v.s X
∗
k = (ζ
∗
k ,W
∗
k , θ
∗
k) with X
∗
k
d
= Xk, and X
∗ =
(ζ∗,W ∗, θ∗) with P∗ ◦ (X ∗)−1 = Q∗ such that, P∗-a.s., as k →∞,
ζ∗k → ζ
∗ in Ω0∞; W
∗
k →W
∗ in CNp ; θ
∗
k → θ
∗ in Cm. (22)
We next prove that θ∗k is H
1
m-valued. For any φ ∈ D, we define the linear functional Tk(φ) :=
(θ∗k, φ
′) on D, for k ≥ 1. Let (φl)
∞
l=1 ⊂ D be dense in L
2
m and consider
‖Tk‖ := sup
l≥1
|Tk(φl)|
‖φl‖L2m
= sup
l≥1
|(θ∗k, φ
′
l)|
‖φl‖L2m
.
Let E∗ be the expectation operator under P∗. Then, for all k ≥ 1, it holds that
E∗
[
sup
l≥1
|(θ∗k, φ
′
l)|
‖φl‖L2m
]
= E
[
sup
l≥1
|(θ′k, φl)|
‖φl‖L2m
]
= E
[∥∥θ′k∥∥L2m
]
< +∞,
and hence ‖Tk‖ < +∞, P
∗-a.s.. Then, by Hahn-Banach theorem, it holds P∗-a.s. that Tk can be
extended to be a bounded linear functional on L2m. Thus, Riesz representation theorem yields the
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existence of an L2m-valued random variable θˆ
∗
k such that Tk(φ) = (θˆ
∗
k, φ) for all φ ∈ L
2
m, P
∗-a.s.
In particular, Tk(φ) = (θ
∗
k, φ
′) = (θˆ∗k, φ) for any φ ∈ D. Hence, θ
∗
k ∈ H
1
m, P
∗-a.s. It follows that
P∗ ◦ (X ∗k )
−1 ∈ P(Ω∞). Moreover, we obtain from (18) that
sup
k≥1
E∗
[∥∥θ∗k′∥∥L2m
]
= sup
k≥1
E∗
[
sup
l≥1
|(θ∗k, φ
′
l)|
‖φl‖L2m
]
= sup
k≥1
E
[
sup
l≥1
|(θk, φ
′
l)|
‖φl‖L2m
]
= sup
k≥1
E
[∥∥θ′k∥∥L2m
]
<∞.
This implies that (θ∗k
′)∞k=1 is bounded in L
2((0, T )×Ω∗; dt⊗dP∗), and hence θ∗k
′ (up to a subsequence)
converges weakly to some element θˆ∗ ∈ L2((0, T ) × Ω∗; dt ⊗ dP∗) as k → ∞. Let φ ∈ D. By (22),
we have that, for all H ∈ L∞(Ω∗;P∗),
E∗
[
H(θ∗, φ′)
]
= lim
k→∞
E∗
[
H(θ∗k, φ
′)
]
= − lim
k→∞
E∗
[
H(θ∗k
′, φ)
]
= −E∗
[
H(θˆ∗, φ)
]
.
Then (θ∗, φ′) = −(θˆ∗, φ), P∗-a.s. Therefore, using the separability of D, it holds P∗-a.s. that
(θ∗, φ′) = −(θˆ∗, φ) for all φ ∈ D. This gives that θ∗′ = θˆ∗, P∗-a.s. Thus, P∗ ◦ (X ∗)−1 ∈ P(Ω∞).
For k ≥ 1 and i ∈ N, let (X∗,ik , Z
∗,i
k ) be the strong solution of (4) driven by (ζ
∗
k ,W
∗
k , θ
∗
k). In
other words, under (Ω∗,F∗,P∗), (X∗,ik (0), Y
∗,i
k (0), Z
∗,i
k (0)) = ζ
∗,i
k , and for t ∈ (0, T ],

dX
∗,i
k (t) = f

t, θ∗k(t), Z∗,ik (t),X∗,ik (t), 1N
N∑
j=1
ρ(X∗,jk (t))

 dt+ εidW ∗,ik (t),
dZ
∗,i
k (t) = φ(γ
i, Z
∗,i
k (t))dt+ σ
idW
∗,i
k (t).
(23)
Moreover, for i ∈ N, let (X∗,i, Z∗,i) be the strong solution of (4) driven by (ζ∗,W ∗, θ∗). Under
(Ω∗,F∗,P∗), (X∗,i(0), Y ∗,i(0), Z∗,i(0)) = ζ∗,i, and for t ∈ (0, T ],

dX∗,i(t) = f

t, θ∗(t), Z∗,i(t),X∗,i(t), 1
N
N∑
j=1
ρ(X∗,j(t))

 dt+ εidW ∗,i(t),
dZ∗,i(t) = φ(γi, Z∗,i(t))dt+ σidW ∗,i(t).
(24)
In terms of (23) and (24), it follows from the assumption (Aξ,f,ρ,φ) that, for all t ∈ [0, T ], P
∗-a.s.
sup
s∈[0,t]
∣∣∣Z∗,ik (s)− Z∗,i(s)∣∣∣2 ≤ CT
{ ∣∣∣Z∗,ik (0)− Z∗,i(0)∣∣∣2 +
∫ t
0
∣∣∣Z∗,ik (s)− Z∗,i(s)∣∣∣2 ds
+ |σi|2 sup
s∈[0,t]
∣∣∣W ∗,ik (s)−W ∗,i(s)∣∣∣2
}
,
for some constant CT > 0 which depends on T > 0. Then, Gronwall’s lemma implies that
sup
s∈[0,t]
∣∣∣Z∗,ik (s)− Z∗,i(s)∣∣∣2
≤ CT
{∣∣∣Z∗,ik (0) − Z∗,i(0)∣∣∣2 + |σi|2 sup
s∈[0,t]
∣∣∣W ∗,ik (s)−W ∗,i(s)∣∣∣2
}
eTCT .
It follows from (22) that, for any t ∈ [0, T ], as k →∞,
sup
s∈[0,t]
∣∣∣Z∗,ik (s)− Z∗,i(s)∣∣∣2 → 0, P∗-a.s. (25)
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Moreover, by assumption (Aξ,f,ρ,φ), we obtain that for all t ∈ [0, T ], P
∗-a.s.
sup
s∈[0,t]
∣∣∣X∗,ik (s)−X∗,i(s)∣∣∣2 ≤ CT
{∣∣∣X∗,ik (0)−X∗,i(0)∣∣∣2 +
∫ t
0
|θ∗k(s)− θ
∗(s)|2 ds
+
∫ t
0
∣∣∣X∗,ik (s)−X∗,i(s)∣∣∣2 ds+
∫ t
0
∣∣∣Z∗,ik (s)− Z∗,i(s)∣∣∣2 ds
+
∫ t
0
∣∣∣∣∣∣
1
N
N∑
j=1
(ρ(X∗,jk (s))− ρ(X
∗,j(s)))
∣∣∣∣∣∣
2
ds+ |εi| sup
s∈[0,t]
∣∣∣W ∗,ik (s)−W ∗,i(s)∣∣∣2
}
.
Using the Lipschitz property of the batch function ρ : Rd → R, we obtain from Jensen’s inequality
that ∣∣∣∣∣∣
1
N
N∑
j=1
(ρ(X∗,jk (t))− ρ(X
∗,j(t)))
∣∣∣∣∣∣
2
≤ [ρ]2Lip
1
N
N∑
l=1
∣∣∣X∗,lk (t)−X∗,l(t)∣∣∣2 .
Recall that |x˜|2N :=
1
N
∑N
i=1 |x
i|2 for x˜ = (x1, . . . , xN ) ∈ (Rd)N . Then, P∗-a.s.
sup
s∈[0,t]
∣∣∣X˜∗k(s)− X˜∗(s)∣∣∣2
N
≤ eCT,N
{ ∣∣∣X˜∗k(0)− X˜∗(0)∣∣∣2
N
+
∫ t
0
|θ∗k(s)− θ
∗(s)|2 ds (26)
+
∫ t
0
∣∣∣Z˜∗k(s)− Z˜∗(s)∣∣∣2
N
ds+ sup
s∈[0,t]
∣∣∣W˜ ∗k (s)− W˜ ∗(s)∣∣∣2
N
}
.
Therefore, using the convergence results from (22) and (25), we conclude that, as k →∞,
sup
s∈[0,t]
∣∣∣X˜∗k(s)− X˜∗(s)∣∣∣2
N
→ 0, P∗-a.s. (27)
From (22) and (27), it follows that, P∗-a.s., as k →∞,
α
∣∣∣X˜∗k(T )− Y˜ ∗k (0)∣∣∣2
N
+ β
∫ T
0
∣∣∣X˜∗k(t)− Y˜ ∗k (0)∣∣∣2
N
dt+ λ1
∫ T
0
|θ∗k(t)|
2 dt
−→ α
∣∣∣X˜∗(T )− Y˜ ∗(0)∣∣∣2
N
+ β
∫ T
0
∣∣∣X˜∗(t)− Y˜ ∗(0)∣∣∣2
N
dt+ λ1
∫ T
0
|θ∗(t)|2 dt. (28)
Next, using the property of convex functionals and weak convergence (see, e.g. Theorem 1.4 in
De Figueiredo (1991)), we have that
E∗
[∥∥θ∗′∥∥2
L2m
]
≤ lim inf
k→∞
E∗
[∥∥θ∗k ′∥∥2L2m
]
. (29)
Recall the sampled objective functional given in (11), and the square form of the loss function and
regularizer given in (8). Note that Qk = P
∗ ◦ (X ∗k )
−1, and P∗ ◦ (X ∗)−1 = Q∗. Then, it follows from
inequality (29) that Q∗ ∈ Q(ν). Moreover, by Fatou’s lemma, it follows that
JN (Q
∗) = JN (P
∗ ◦ (X ∗)−1) ≤ lim inf
k→∞
JN (P
∗ ◦ (X ∗k )
−1) = lim inf
k→∞
JN (Qk).
We then deduce that JN (Q
∗) ≤ αN by using (16). Recall that Q
∗ ∈ Q(ν) and hence αN ≤ JN (Q
∗).
Therefore JN (Q
∗) = αN , i.e., Q
∗ ∈ Q(ν) is the optimal relaxed solution of (12). This completes
the proof of the theorem.
Remark 2.2. It can be seen from the proof of Theorem 2.1 that, for the optimal solution Q∗ ∈
Q(ν) = P∗ ◦ (X ∗)−1 of the sampled optimization problem (12), we can find a sequence of coordinate
processes Xk = (ζk,Wk, θk), k ≥ 1, under P
∗ such that (P∗ ◦ X−1k )
∞
k=1 ⊂ Q(ν) where P
∗ ◦ X−1k
converges to Q∗ = P∗ ◦ (X ∗)−1 under the weak topology. In terms of Definition 2.1-(iii), this means
that θk ∈ U
P∗,F for k ≥ 1. We can view (θk)
∞
k=1 ⊂ U
P∗,F as a sequence of approximating strict
controls under (P∗,F). Let F∗ := (F∗t )t∈[0,T ] with F
∗
t := F
X ∗
t
∨∞
k=1F
X ∗
k
t . Using the definition of
strict controls given by (10), θ∗k ∈ U
P∗,F∗ for k ≥ 1. We can then view (θ∗k)
∞
k=1 ⊂ U
P∗,F∗ as a
sequence of approximating strict controls under (P∗,F∗).
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3 Limit of Large Sampled Optimization Problem
This section studies the convergence of the sampled objective functional JN given by (11) as the
sample sizeN tends to infinity. We first establish a general convergence result for empirical processes
arising in our sampled controlled dynamic model. This convergence result is then used to (i)
establish the limiting behavior of JN in Section 3.3; and (ii) prove the Gamma-convergence from
JN to J in Section 4.
3.1 Convergence of Empirical Processes for Large Samples
We analyze the convergence properties of a class of empirical processes arising in our sampled
controlled dynamic model (4), as the sample size N approaches infinity.
For N ∈ N, let QN ∈ Q(ν) where ν ∈ P(Ω
0
∞) is the initial sample law. Let (ζN ,WN , θN )
be the canonical (or coordinate) process corresponding to QN as in Definition 2.1. Moreover, let
X˜N = (X
1
N (t), . . . ,X
N
N (t))t∈[0,T ] and Z˜N = (Z
1
N (t), . . . , Z
N
N (t))t∈[0,T ] be a solution of the following
SDE: 

dXiN (t) = f

t, θN (t), ZiN (t),XiN (t), 1N
N∑
j=1
ρ(XjN (t))

 dt+ εidW iN (t),
dZiN (t) = φ(γ
i, ZiN (t))dt+ σ
idW iN (t).
(30)
In other words, (XiN , Z
i
N ) satisfies the SDE (4) driven by (ζN ,WN , θN ). Set the space E :=
O ×Rd ×Rq ×Rd. We introduce the following empirical measure-valued process given by
µN (t) :=
1
N
N∑
i=1
δ(ξi
N
,Zi
N
(t),Xi
N
(t)), for t ∈ [0, T ]. (31)
Here, for i ≥ 1, ξiN := (ξ
i, Y iN (0)) ∈ O × R
d. We will show later that, for N ≥ 1, we can
view µN = (µN (t))t∈[0,T ] as a sequence of Sˆ := C([0, T ];P2(E))-valued random variables, where
C([0, T ];P2(E)) is the space of continuous P2(E)-valued functions defined on [0, T ]. For N ≥ 1, we
define the following joint distribution by:
QN := QN ◦ (µ
N (0), θN , µ
N )−1. (32)
The main result of this section is to characterize the limiting behavior of the sequence of joint
laws (QN )∞N=1 (see Theorem 3.1). This is shown to correspond to the unique solution of a class of
Fokker-Plank-Kolmogorov (FPK) equations with random environment in the trajectory sense. To
start with, we introduce a related parameterized operator defined on D. Formally, for (t, θ, η) ∈
[0, T ]× Cm ×R, and (s, e) = (s, (ξ, y, z, x)) ∈ [0, T ]× E with ξ = (ε, γ, σ) ∈ O, define
At,θ,ηϕ(s, e) := ∇sϕ(s, e) + f(t, θ(t), z, x, η)
⊤∇xϕ(s, e) + φ(γ, z)
⊤∇zϕ(s, e) (33)
+
1
2
tr
[
σσ⊤∇2zzϕ(s, e)
]
+
1
2
tr
[
εσ⊤∇2zxϕ(s, e)
]
+
1
2
tr
[
εε⊤∇2xxϕ(s, e)
]
, ϕ ∈ D.
Above, for ϕ ∈ C2(Rq ×Rd), we set ∇xϕ := (
∂h
∂x1
, . . . , ∂h∂xd
)⊤ and ∇2zxϕ := (
∂2ϕ
∂zk∂xr
)r=1,...,dk=1,...,q. We use
a similar notation for ∇zϕ, ∇
2
xxϕ and ∇
2
zzϕ.
Theorem 3.1. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Suppose further that, for some ϑ0 ∈
P(P2(E)× Cm), it holds that
QN ◦ (µ
N (0), θN )
−1 ⇒ ϑ0, N →∞. (34)
Then (QN )∞N=1 defined by (32) converges in P2(P2(E) × Cm × Sˆ). Moreover, if the law of a
P2(E) × Cm × Sˆ-valued r.v. (µˆ0, θˆ, µˆ) defined on some probability space (Ωˆ, Fˆ , Pˆ) is a limit point
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of (QN )∞N=1, then, Pˆ-a.s., µˆ is the unique solution to the following FPK equation in a random
environment: µˆ(0) = µˆ0, and for t ∈ (0, T ],
〈µˆ(t), ϕ(t)〉 − 〈µˆ(0), ϕ(0)〉 −
∫ t
0
〈
µˆ(s),As,θˆ,〈µˆ(s),ρ〉ϕ(s)
〉
ds = 0, ∀ ϕ ∈ D. (35)
The roadmap of the proof of Theorem 3.1 consists of three steps as follows:
(i) We prove the precompactness of the marginal distributions (QNµ )
∞
N=1 in P2(Sˆ), where
QNµ := QN ◦ (µ
N )−1; (36)
It thus follows from (34) that (QN )∞N=1 is tight.
(ii) We then prove that, for any weak limit point of a convergent subsequence of (QN )∞N=1 of the
form Pˆ ◦ (µˆ0, θˆ, µˆ)
−1, µˆ is the unique solution of a FPK equation in a random environment
with initial condition µˆ0, Pˆ-a.s..
(iii) Finally, we show that (QN )∞N=1 admits a unique weak limit point.
We next give a lemma (whose proof is reported in the Appendix), which will be used to verify
the relative compactness of (QNµ )
∞
N=1 in P(Sˆ) needed to prove step (i).
Lemma 3.2. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Let ǫ > 0. Then, it holds that
lim
M→∞
sup
N≥1
QNµ
({
ϑ ∈ Sˆ; sup
t∈[0,T ]
∫
E
|e|2+ǫϑ(t, de) > M
})
= 0, (37)
and for any ε > 0,
lim
δ→0
sup
N≥1
QNµ
({
ϑ ∈ Sˆ; sup
|t−s|≤δ
WE,2(ϑ(t), ϑ(s)) > ε
})
= 0. (38)
Above, recall that WE,2 is the quadratic Wasserstein metric on P2(E).
The following proposition completes step (i).
Proposition 3.3. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Then, the sequence of marginal
distributions (QNµ )
∞
N=1 defined by (36) is relatively compact in P2(Sˆ).
Proof. We first verify that (QNµ )
∞
N=1 ⊂ P2(Sˆ). Let e = (ξ, y, z, x) and eˆ = (ξˆ, yˆ, zˆ, xˆ) ∈ E. We take
a measure-valued process ϑˆ ∈ Sˆ satisfying supt∈[0,T ]
∫
E |eˆ|
2ϑˆ(t, deˆ) < +∞. We endow Sˆ with the
metric given by
dSˆ(ϑ, ϑˆ) := sup
t∈[0,T ]
WE,2(ϑ(t), ϑˆ(t)), ϑ, ϑˆ ∈ Sˆ. (39)
Then, for any N ≥ 1, we have that
∫
S˜
d2
Sˆ
(ϑ, ϑˆ)QNµ (dϑ) = E
QN
[
d2
Sˆ
(µN , ϑˆ)
]
= EQN
[
sup
t∈[0,T ]
W2E,2(µ
N (t), ϑˆ(t))
]
≤ EQN
[
sup
t∈[0,T ]
∫
E×E
|e− eˆ|2 µN (t, de)ϑˆ(t, deˆ)
]
≤ 2EQN
[
sup
t∈[0,T ]
∫
E
|e|2 µN (t, de)
]
+ 2 sup
t∈[0,T ]
∫
E
|eˆ|2 ϑˆ(t, deˆ). (40)
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Since µˆ ∈ Sˆ, the 2nd term on the r.h.s. of the inequality (40) is finite. For the 1st term on the
r.h.s. of the inequality (40), using (36) it follows that
EQN
[
sup
t∈[0,T ]
∫
E
|e|2 µN (t, de)
]
≤
1
N
N∑
i=1
EQN
[
sup
t∈[0,T ]
∣∣(ξiN , ZiN (t),XiN (t))∣∣2
]
≤
1
N
N∑
i=1
EQN
[∣∣ξiN ∣∣2]+ EQN
[
sup
t∈[0,T ]
∣∣∣Z˜N (t)∣∣∣2
N
]
+ EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2
N
]
.
Using Assumption (Aξ,f,ρ,φ), (A.7), Lemma A.2 and noting that ζ
i ∈ ΞK for all i ≥ 1, it follows
from (40) that
sup
N≥1
∫
Sˆ
d2
Sˆ
(ϑ, ϑˆ)QNµ (dϑ) ≤ 2
1
N
N∑
i=1
EQN
[∣∣ξiN ∣∣2]+ 2 sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣Z˜N (t)∣∣∣2
N
]
+ 2 sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2
N
]
+ 2 sup
t∈[0,T ]
∫
E
|eˆ|2 ϑˆ(t, deˆ) < +∞. (41)
This shows that QNµ ∈ P2(Sˆ) for all N ≥ 1.
We next prove that (QNµ )
∞
N=1 ⊂ P2(Sˆ) is relatively compact. By Theorem 7.12 in Villani (2003),
(QNµ )
∞
N=1 is relatively compact in P2(Sˆ) if and only if (I) (Q
N
µ )
∞
N=1 is relative compact in P(Sˆ);
and (II) (QNµ )
∞
N=1 satisfies the uniform integrability condition, i.e., for some ϑˆ ∈ Sˆ,
lim
R→∞
sup
N≥1
∫
{ϑ∈Sˆ; d2
Sˆ
(ϑ,ϑˆ)≥R}
d2
Sˆ
(ϑ, ϑˆ)QNµ (dϑ) = 0. (42)
• The proof of (I): (QNµ )
∞
N=1 is relatively compact in P(Sˆ).
By Ascoli’s theorem, a subset C ⊂ Sˆ = C([0, T ];P2(E)) is relatively compact if (I1): for each
t ∈ [0, T ], {ϑ(t); ϑ ∈ C} ⊂ P2(E) is relatively compact; and (I2): C is equicontinuous under W2.
Moreover, using again Theorem 7.12 in Villani (2003), (I1) holds if and only if (I11) holds: for
each t ∈ [0, T ], {ϑ(t); ϑ ∈ C} is relatively compact in P(E); and (I12) holds: the following uniform
integrability condition is satisfied:
lim
R→∞
sup
ϑ∈C
∫
{e∈E; |e|2≥R}
|e|2ϑ(t, de) = 0. (43)
Let ǫ > 0. For M, δ, ε > 0, define the following subsets of Sˆ:
C1(M) :=
{
ϑ ∈ Sˆ; sup
t∈[0,T ]
∫
E
|e|2+ǫϑ(t, de) ≤M
}
, C2(δ, ε) :=
{
ϑ ∈ Sˆ; sup
|t−s|≤δ
WE,2(ϑ(t), ϑ(s)) ≤ ε
}
.
Then, for any ϑ ∈ C1(M) and t ∈ [0, T ], it follows that
ϑ(t, BcR(0)) ≤
1
R2+ǫ
sup
t∈[0,T ]
∫
E
|e|2+ǫϑ(t, de) ≤
M
R2+ǫ
→ 0, R→∞,
where BR(0) := {e ∈ E; |e| ≤ R} for R > 0. On the other hand, it is easy to see that
lim
R→∞
sup
ϑ∈C1(M)
∫
{e∈E; |e|2≥R}
|e|2ϑ(t, de) ≤ lim
R→∞
1
Rǫ/2
sup
ϑ∈C1(M)
∫
E
|e|2+ǫϑ(t, de) ≤ lim
R→∞
M
Rǫ/2
= 0.
By (I11) and (I12), this implies that C1(M) ⊂ Sˆ satisfies (I1). To continue, fix ε > 0, by (37) of
Lemma 3.2 there exists N0 = N0(ε) ≥ 1 and M0 =M0(ε) ≥ 1 such that supN≥N0 Q
N
µ (C
c
1(M0)) ≤
ε
2 .
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Note that limM→∞Q
N
µ (C
c
1(M)) = 0 for any N ≥ 1 by (37). It follows that there exists M1 =
M1(ε) large enough such that sup1≤N≤N0 Q
N
µ (C
c
1(M1)) ≤
ε
2N0
. Then, we let M := M0 ∨M1 and
hence it holds that supN≥1Q
N
µ (C
c
1(M)) ≤ ε. By applying the limiting result (38) of Lemma 3.2,
limδ→0 supN≥1Q
N
µ (C2(δ, n
−1)) = 0 for each n ≥ 1. Then, there exists δn > 0 satisfying limn→∞ δn =
0 such that supN≥1Q
N
µ (C
c
2(δn, n
−1)) ≤ ǫ2n . Now, define C := C1(M)∩(
⋂
n≥1 C2(δn, n
−1)) ⊂ Sˆ. Then
C is relatively compact in Sˆ, and it follows from the above given estimates that supN≥1Q
N
µ (C
c) ≤ 2ε.
This shows that (QNµ )
∞
N=1 is relatively compact in P(Sˆ).
• The proof of (II): (QNµ )
∞
N=1 satisfies the uniform integrability (42).
First of all, for any N ≥ 1, it holds that
∫
Sˆ
d2+ǫ
Sˆ
(ϑ, ϑˆ)QNµ (dϑ) ≤ E
QN
[
sup
t∈[0,T ]
(∫
E×E
|e− eˆ|2 µN (t, de)ϑˆ(t, deˆ)
) 2+ǫ
2
]
≤ 21+ǫEQN
[
sup
t∈[0,T ]
(∫
E
|e|2 µN (t, de)
) 2+ǫ
2
]
+ 21+ǫ
(
sup
t∈[0,T ]
∫
E
|eˆ|2 ϑˆ(t, deˆ)
) 2+ǫ
2
. (44)
It follows from Jensen’s inequality that, for some constant Cǫ > 0 which only depends on ǫ,
sup
N≥1
EQN
[
sup
t∈[0,T ]
(∫
E
|e|2 µN (t, de)
) 2+ǫ
2
]
≤ sup
N≥1
1
N
N∑
i=1
EQN
[
sup
t∈[0,T ]
∣∣(ξiN , ZiN (t),XiN (t))∣∣2+ǫ
]
≤ Cǫ
{
sup
N≥1
1
N
N∑
i=1
EQN
[∣∣ξiN ∣∣2+ǫ]+ sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2+ǫ
N
]
+ sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣Z˜N (t)∣∣∣2+ǫ
N
]}
.
Observe that ϑˆ ∈ Sˆ. Using the assumption (Aξ,f,ρ,φ), (A.7), Lemma A.2 and noting that ζ
i ∈ ΞK
for all i ≥ 1, it follows from (40) and (44) that, as R→∞,
sup
N≥1
∫
{ϑ∈Sˆ; d2
Sˆ
(ϑ,ϑˆ)≥R}
d2
Sˆ
(ϑ, ϑˆ)QNµ (dϑ) ≤
1
Rǫ/2
sup
N≥1
∫
Sˆ
d2+ǫ
Sˆ
(ϑ, ϑˆ)QNµ (dϑ)→ 0,
i.e., the uniform integrability (42) holds. This completes the proof of the proposition.
The following proposition completes step (ii).
Proposition 3.4. Let the assumptions of Theorem 3.1 hold. Then (QN )∞N=1 ⊂ P(P2(E)×Cm× Sˆ)
is tight. If the law of a P2(E) × Cm × Sˆ-valued r.v. (µˆ0, θˆ, µˆ) defined on some probability space
(Ωˆ, Fˆ , Pˆ) is the weak limit of a convergent subsequence of (QN )∞N=1, then, Pˆ-a.s. µˆ is the unique
solution of FPK equation (35) with initial condition µˆ(0) = µˆ0.
Proof. The tightness of (QN )∞N=1 follows from the assumption (34) and Proposition 3.3. Since
Pˆ◦(µˆ0, θˆ, µˆ)
−1 is the weak limit of a convergent subsequence of (QN )∞N=1, Skorokhod representation
theorem implies the existence of a probability space (Ω∗,F∗,P∗), a sequence of P2(E) × Cm × Sˆ-
valued r.v.s (µN,∗0 , θ
∗
N , µ
N,∗) and (µ∗0, θ
∗, µ∗) satisfying
P∗ ◦ (µN,∗0 , θ
∗
N , µ
N,∗)−1 = QN , P∗ ◦ (µ∗0, θ
∗, µ∗)−1 = Pˆ ◦ (µˆ(0), θˆ, µˆ)−1,
and P∗-a.s., as N →∞,
µ
N,∗
0 ⇒ µ
∗
0 in P2(E); θ
∗
N → θ
∗ in Cm; µ
N,∗ → µ∗, in (Sˆ, dSˆ). (45)
Moreover, by Lemma A.3, for any p ≥ 1,
lim
N→∞
E∗
[
sup
t∈[0,T ]
∣∣∣∣〈µN,∗(t), ϕ(t)〉 − 〈µN,∗(0), ϕ(0)〉 −
∫ t
0
〈µN,∗(s),As,θ
∗
N ,〈µ
N,∗(s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
(46)
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= lim
N→∞
EQN
[
sup
t∈[0,T ]
∣∣∣∣〈µN (t), ϕ(t)〉 − 〈µN (0), ϕ(0)〉 −
∫ t
0
〈µN (s),As,θN ,〈µ
N (s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
= 0.
We next claim that for any t ∈ [0, T ] and test function ϕ ∈ D, P∗-a.s.
lim
N→∞
Υt,ϕ(µ
N,∗, θ∗N , 〈µ
N,∗, ρ〉) = Υt,ϕ(µ
∗, θ∗, 〈µ∗, ρ〉), (47)
where the mapping Υt,ϕ : Sˆ × Cm × C1 → R is defined as:
Υt,ϕ(µ, θ, h) :=
∫ t
0
〈µ(s),As,θ,h(s)ϕ(s)〉ds. (48)
We write As,θ,h(s)ϕ(s, e) = f(s, θ(s), z, x, h(s))⊤∇xϕ(s, e) + φ(µ, z)
⊤∇zϕ(s, e) + γ(s, e). Then, for
any (θi, hi) ∈ Cm × C1 with i = 1, 2 and µ ∈ Sˆ, it follows from assumption (Aξ,f,ρ,φ) that there
exists a constant Cϕ > 0 such that
|Υt,ϕ(µ, θ1, h1)−Υt,ϕ(µ, θ2, h2)| ≤ Cϕ [‖θ1 − θ2‖T + ‖h1 − h2‖T ] . (49)
Moreover, by (Aξ,f,ρ,φ) it follows that |A
s,θ,h(s)ϕ(s, e)| ≤ Cϕ[1 + ‖θ‖T + ‖h‖T + |e|
2]. Hence, for
any s ∈ [0, T ], by (45) and Theorem 7.12 of Villani (2003), we arrive at the conclusion that, P∗-a.s.,
〈µN,∗(s),As,θ,h(s)ϕ(s)〉 → 〈µ∗(s),As,θ,h(s)ϕ(s)〉 as N →∞. Moreover, for q(e) := |e|2, it holds that
P∗-a.s.
sup
N≥1
∣∣∣〈µN,∗(s),As,θ,h(s)ϕ(s)〉∣∣∣ ≤ Cϕ,h + Cϕ,h sup
N≥1
〈
µN,∗(s), q
〉
= Cϕ,h + Cϕ,h sup
N≥1
W2(µ
N,∗(s), δ0)
≤ Cϕ,h + Cϕ,hW2(µ
∗(s), δ0) +Cϕ,h sup
N≥1
dSˆ(µ
N,∗, µ∗),
for some positive constant Cϕ,h which is independent of N . Using the limiting results given in (45),
we then obtain that dSˆ(µ
N,∗, µ∗)→ 0 as N →∞, P∗-a.s. Note that µ∗ ∈ Sˆ. Then, it follows from
the dominated convergence theorem that, for t ∈ [0, T ],
lim
N→∞
∫ t
0
〈µN,∗(s),As,θ,h(s)ϕ(s)〉ds =
∫ t
0
〈µ∗(s),As,θ,h(s)ϕ(s)〉ds, P∗-a.s. (50)
Using (49), (45) and (50), we deduce that, P∗-a.s.∣∣Υt,ϕ(µN,∗, θ∗N , 〈µN,∗, ρ〉)−Υt,ϕ(µ∗, θ∗, 〈µ∗, ρ〉)∣∣ ≤ ∣∣Υt,ϕ(µN,∗, θ∗N , 〈µN,∗, ρ〉)−Υt,ϕ(µN,∗, θ∗, 〈µ∗, ρ〉)∣∣
+
∣∣Υt,ϕ(µN,∗, θ∗, 〈µ∗, ρ〉)−Υt,ϕ(µ∗, θ∗, 〈µ∗, ρ〉)∣∣
≤ Cϕ{‖θ
∗
N − θ
∗‖T + ‖〈µ
N,∗, ρ〉 − 〈µ∗, ρ〉‖T }+
∣∣Υt,ϕ(µN,∗, θ∗, 〈µ∗, ρ〉)−Υt,ϕ(µ∗, θ∗, 〈µ∗, ρ〉)∣∣
→ 0, N →∞.
This proves the limit in (47). By applying Fatou’s lemma, (46) and (47), we obtain that
Eˆ
[
sup
t∈[0,T ]
∣∣∣∣〈µˆ(t), ϕ(t)〉 − 〈µˆ(0), ϕ(0)〉 −
∫ t
0
〈µˆ(s),As,θˆ,〈µˆ(s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
= E∗
[
sup
t∈[0,T ]
∣∣∣∣〈µ∗(t), ϕ(t)〉 − 〈µ∗(0), ϕ(0)〉 −
∫ t
0
〈µ∗(s),As,θ
∗,〈µ∗(s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
≤ lim inf
N→∞
E∗
[
sup
t∈[0,T ]
∣∣∣∣〈µN,∗(t), ϕ(t)〉 − 〈µN,∗(0), ϕ(0)〉 −
∫ t
0
〈µN,∗(s),As,θ
∗
N ,〈µ
N,∗(s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
= 0. (51)
This proves (35) for all ω ∈ Ωˆ0 with some Ωˆ0 ⊂ Ωˆ satisfying Pˆ(Ωˆ0) = 1.
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We next prove the uniqueness of a solutions to the FPK equation (35) in the trajectory sense.
This can be done by verifying the conditions (DH1)-(DH4) imposed in Theorem 4.4 of Manita et al.
(2015). To this purpose, for fixed ω ∈ Ωˆ0, and for (t, e, µ) ∈ [0, T ]× E × P2(E), define

A(e) :=
1
2


0
ε
σ

 (0, ε⊤, σ⊤), bω(t, e, µ) :=


0
f(t, θ∗(t, ω), x, z, 〈µ, ρ〉)
φ(γ, z)

 ;
Lω(µ) := tr[A(e)∇
2
ee] + bω(t, e, µ)
⊤∇e.
(52)
It then follows from (52) that
√
A(e) is twice differentiable in e, and hence the assumption (DH1)
in Theorem 4.4 of Manita et al. (2015) is satisfied. Choose the convex function Φ ∈ C2(E) as
Φ(e) = 1 + |e|2 for e ∈ E. For any eˆ = (ξˆ, yˆ, zˆ, xˆ) ∈ E with ξˆ := (εˆ, γˆ, σˆ) ∈ O, it follows from the
assumption (Aξ,f,ρ,φ) that there exists a constant Cf,φ > 0 (which may vary from line to line) such
that
(bω(t, e+ eˆ, µ)− bω(t, e, µ))
⊤eˆ = (φ(γ + γˆ, z + zˆ)− φ(γ, z))⊤zˆ
+ (f(t, θ∗(t, ω), x+ xˆ, z + zˆ, 〈µ, ρ〉) − f(t, θ∗(t, ω), x, z, 〈µ, ρ〉))⊤ xˆ
≤ Cf,φ[|γˆ||zˆ|+ |zˆ|
2 + |xˆ|2 + |zˆ||xˆ|] ≤ Cf,φΦ(eˆ),
and there exists a constant Cf,φ,µ,ω > 0 such that
Lω(µ)Φ(e) = tr[A(e)∇
2
eeΦ(e)] + bω(t, e, µ)
⊤∇eΦ(e) ≤ Cf,φ,µ,ωΦ(e).
It also follows from Assumption (Aξ,f,ρ,φ) that
|f(t, θ∗(t, ω), z, x, 〈µ, ρ〉)|2 + |φ(γ, z)|2
Φ(e)
+
(|ε|2 + |σ|)2
Φ2(e)
≤
1 + ‖θ∗(ω)‖2T + |e|
2 + |〈µ, ρ〉|2
Φ(e)
+
|e|4
Φ2(e)
≤ 1 + ‖θ∗(ω)‖2T ++|〈µ, ρ〉|
2.
This verifies the condition (DH2). For any µ, ν ∈ P2(E), it follows from (52) and (Aξ,f,ρ,φ) that
|bω(t, e, µ) − bω(t, e, ν)| = |f(t, θ
∗(t, ω), x, z, 〈µ, ρ〉) − f(t, θ∗(t, ω), x, z, 〈ν, ρ〉)|
≤ [f ]Lip|〈µ, ρ〉 − 〈ν, ρ〉| = [f ]Lip[ρ]Lip
∣∣∣∣
〈
µ− ν,
ρ
[ρ]Lip
〉∣∣∣∣
≤ [f ]Lip[ρ]LipW2(µ, ν) =: G(W2(µ, ν)),
where G(y) := [f ]Lip[ρ]Lipy for y ∈ [0,∞). Obviously, the function G is continuous and increasing
on [0,∞) with G(0) = 0. This verifies the condition (DH3). Next, we verify the condition (DH4).
Take Ψ(e) =
√
Φ(e) for e ∈ E. Hence, Ψ ∈ C2(E), Ψ ≥ 1, and |∇eΨ(e)|+ |∇
2
eeΨ(e)| ≤ C for some
constant C > 0. Moreover, it holds that lim|e|→∞Ψ(e) = +∞. We deduce from (52) that, for any
µ ∈ P2(E),
|A(e)∇eΨ(e)|
√
Φ(e)
Ψ(e)
+
∣∣∣√A(e)∇eΨ(e)∣∣∣2
Ψ2(e)
+
|Lω(µ)Ψ(e)|
Ψ(e)
≤ Cf,φ,µ,ωΦ(e).
Then, for fixed ω ∈ Ωˆ0, the uniqueness of a solutions to (35) follows from Theorem 4.4 in
Manita et al. (2015).
The next lemma concludes the step (iii) outlined in the proof roadmap.
Lemma 3.5. Let assumptions of Theorem 3.1 hold. Then, the precompact sequence (QN )∞N=1 has
a unique weak limit point.
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Proof. Let (N ik)
∞
k=1, i = 1, 2, be two subsequences of N such that (Q
N i
k)∞k=1 converges with weak
topology for i = 1, 2. Then, there exists a P(E) × Cm × Sˆ-valued r.v. (µ
∗,i
0 , θ
∗
i , µ
∗,i) on some
probability space (Ωi,F i,Pi) such that
QN
i
k ⇒ Pi ◦ (µ∗,i0 , θ
∗
i , µ
∗,i)−1, k →∞. (53)
By the assumption (34), it holds that P1 ◦ (µ∗,10 , θ
∗
1)
−1 = P2 ◦ (µ∗,20 , θ
∗
2)
−1. It follows from Gluing
lemma (see, e.g. Lemma 7.6 in Villani (2003)) that there exists a r.v. (µ¯0, θ¯, µ¯
1, µ¯2) on some
probability space (Ω¯, F¯ , P¯) such that
P¯ ◦ (µ¯0, θ¯, µ¯
i)−1 = Pi ◦ (µ∗,i0 , θ
∗
i , µ
∗,i)−1, i = 1, 2. (54)
Using Proposition 3.4, P¯-a.s. µ¯1 and µ¯2 solve FPK equation (35) with initial value µ¯i(0) = µ¯0 for
i = 1, 2. Using the uniqueness of solutions to FPK equation (35) shown in Proposition 3.4, it holds
that µ¯1 = µ¯2, P¯-a.s.. Hence (µ¯(0), θ¯, µ¯
1) and (µ¯(0), θ¯, µ¯2) have the same law, which in turn yields
P1 ◦ (µ∗,10 , θ
∗
1, µ
∗,1)−1 = P2 ◦ (µ∗,20 , θ
∗
2, µ
∗,2)−1 by an application of (54). It then follows from (53)
that QN
1
k and QN
2
k have the same weak limit.
We now have all the ingredients to prove the main result (Theorem 3.1) of this section.
Proof of Theorem 3.1. It follows from Proposition 3.4 and Lemma 3.5 that (QN )∞N=1 ⊂ P(P2(E)×
Cm×Sˆ) is convergent under the weak topology. Let us endow O := P2(E)×Cm×Sˆ with the following
metric: for oi = (ϑ0i, wi, ϑi) ∈ O, i = 1, 2,
dO(o1, o2) :=WE,2(ϑ01, ϑ02) + ‖w1 − w2‖T + dSˆ(ϑ1, ϑ2). (55)
Then, using assumptions (Aξ,f,ρ,φ) and (AΘ), the fact that ζN = (ζ
i
N )
∞
i=1 ∈ Ξ
N
K , and Lemma A.2,
for oˆ = (δ0, 0, δ0) ∈ O and ǫ > 0, it follows that
sup
N≥1
∫
{o∈O; dO(o,oˆ)≥R}
d2+ǫO (o, oˆ)Q
N (do) ≤ C sup
N≥1
EQN
[∣∣∣W2E,2(µN (0), δ0) + ‖θN‖2T + d2Sˆ(µN , δ0)
∣∣∣ 2+ǫ2 ]
≤ C sup
N≥1
EQN


∣∣∣∣∣ 1N
N∑
i=1
(|(εi, γi, σi)|2 + |ζ iN |
2) + ‖θN‖
2
T +
1
N
N∑
i=1
(‖ZiN‖
2
T + ‖X
i
N‖
2
T )
∣∣∣∣∣
2+ǫ
2


≤ CK,ǫ,T < +∞,
where C and CK,ǫ,T are some positive constants independent of N . This implies that
lim
R→∞
sup
N≥1
∫
{ϑ∈O; dO(o,oˆ)≥R}
d2O(o, oˆ)Q
N (do) = 0. (56)
Then, the convergence of (QN )∞N=1 in P2(O) follows from Theorem 7.12 in Villani (2003) along
with the uniform integrability result given in (56).
We finally show the uniqueness of the weak limit point of the marginal distributions (QNµ )
∞
N=1
defined by (36). Proposition 3.3 shows that (QNµ )
∞
N=1 ⊂ P2(Sˆ) is precompact. The following
corollary is an immediate consequence of Theorem 3.1.
Corollary 3.6. Let assumptions of Theorem 3.1 hold. Then, the precompact sequence (QNµ )
∞
N=1 ⊂
P2(Sˆ) has a unique limit Q
∗
µ ∈ P2(Sˆ) satisfying WSˆ,2(Q
N
µ ,Q
∗
µ)→ 0 as N →∞.
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3.2 A Sufficient Condition for Weak Convergence (34)
This section provides an easily verifiable sufficient condition on the initial sample law ν ∈ P(Ω0∞)
that guarantees the weak convergence (34) assumed in Theorem 3.1:
(Aν) For N ∈ N, define the mapping IN : Ω
0
∞ → P2(E) as follows: for any ζˆ = (Xˆ
i, Yˆ i, Zˆi)∞i=1 ∈
Ω0∞,
IN (ζˆ) :=
1
N
N∑
i=1
δ(εi,γi,σi,Yˆ i,Zˆi,Xˆi).
Then, there exists a measurable mapping I∗ : Ω
0
∞ → P2(E) such that
ν
({
ζˆ ∈ Ω0∞; lim
N→∞
WE,2(IN (ζˆ), I∗(ζˆ)) = 0
})
= 1. (57)
The following remark presents an example of initial laws of training samples that satisfy As-
sumption (Aν):
Remark 3.7. Consider any sequence of i.i.d. ΞK-valued r.v.s (Xˆ
i, Yˆ i, Zˆi)∞i=1 on some probability
space (Ωˆ, Fˆ , Pˆ). Set ζˆ = (ζˆ i)∞i=1 = (Xˆ
i, Yˆ i, Zˆi)∞i=1 and hence ζˆ ∈ Ω
0
∞. Then, for any sequence
(εi, γi, σi)∞i=1 satisfying limi→∞(ε
i, γi, σi) = (ε∗, γ∗, σ∗), the law of large of number (LLN) yields
Pˆ
({
ω ∈ Ωˆ; lim
N→∞
WE,2(IN (ζˆ(ω)), I∗) = 0
})
= 1.
In this specific setup, I∗ := δ(ε∗,γ∗,σ∗) ⊗ Pˆ ◦ (ζˆ
1)−1. Consider the initial sample law ν := Pˆ ◦ (ζˆ)−1,
then it holds that
ν
({
ζˆ ∈ Ω0∞; lim
N→∞
WE,2(IN (ζˆ), I∗) = 0
})
= Pˆ
({
ω ∈ Ωˆ; lim
N→∞
WE,2(IN (ζˆ(ω)), I∗) = 0
})
= 1.
Hence, the assumption (Aν) is satisfied in this specific setup.
The forthcoming lemma shows that the assumption (Aν) implies the weak convergence (34).
Lemma 3.8. Let the assumption (Aν) hold. Consider any sequence (QN )
∞
N=1, Q ⊂ Q(ν) satisfying
limN→∞WΩ∞,2(QN , Q) = 0, then
QN ◦ (ζN , IN (ζN ), θN )
−1 =⇒ Q ◦ (ζ, I∗(ζ), θ)
−1, N →∞. (58)
Here, (ζ,W, θ) (resp. (ζN ,WN , θN )) is the canonical (or coordinate) process corresponding to Q
(resp. QN).
Proof. Define the mappings IˆN , Iˆ∗ : Ω
0
∞ → Ω
0
∞ × P2(E) as follows: for any ζˆ ∈ Ω
0
∞,
IˆN (ζˆ) := (ζˆ, IN (ζˆ)), Iˆ∗(ζˆ) := (ζˆ , I∗(ζˆ)). (59)
It follows from (83) in the assumption (Aν) that ν ◦ Iˆ
−1
N ⇒ ν ◦ Iˆ
−1
∗ as N → ∞. Observe that
QN ◦ IˆN (ζN )
−1 = {QN ◦ ζ
−1
N } ◦ Iˆ
−1
N = ν ◦ Iˆ
−1
N , and Q ◦ Iˆ∗(ζ)
−1 = ν ◦ Iˆ−1∗ . Then
QN ◦ IˆN (ζN )
−1 ⇒ Q ◦ Iˆ∗(ζ)
−1 = ν ◦ Iˆ−1∗ , N →∞. (60)
Using the inequality WΩ∞,2(QN ◦ (ζN , θN )
−1, Q ◦ (ζ, θ)−1) ≤ WΩ∞,2(QN , Q) and the assumption
that limN→∞WΩ∞,2(QN , Q) = 0, we arrive at
lim
N→∞
WΩ∞,2(QN ◦ (ζN , θN )
−1, Q ◦ (ζ, θ)−1) = 0. (61)
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Combining (60) and (61), we obtain that (QN ◦ (ζN , IN (ζN ), θN )
−1)∞N=1 is tight.
We next prove that any convergent subsequence of (QN ◦ (ζN , IN (ζN ), θN )
−1)∞N=1 has the same
weak limit. To start with, let (N ik)
∞
k=1, i = 1, 2, be two subsequences of N such that QN ik
◦
(ζN i
k
, IN i
k
(ζN i
k
), θN i
k
)−1 ⇒ Pi ◦ (ζi, Ji, θi)
−1 as k → ∞. Here, (ζi, Ji, θi) is a Ω
0
∞ × P2(E) × H
1
m-
valued random variable defined on some probability space (Ωi,F i,Pi). By (60), we have that
Pi ◦ (ζi, Ji)
−1 = ν ◦ Iˆ−1∗ for i = 1, 2. It then follows from (59) that, for i = 1, 2,
Pi
({
ω ∈ Ωi; Ji = I∗(ζi(ω))
})
= ν
({
ζˆ ∈ Ω0∞; Iˆ∗(ζˆ) = (x1, x2), x2 = I∗(x1)
})
= 1. (62)
By applying Gluing lemma (see Lemma 7.6 in Villani (2003)), there exists a coupling (J∗1 , J
∗
2 , ζ
∗, θ∗)
under some probability space (Ω∗,F∗,P∗) such that (ζ∗, J∗i , θ
∗) = (ζi, Ji, θi) in law for i = 1, 2. It
then follows from (62) that J∗1 = J
∗
2 = I∗(ζ
∗), P∗-a.s. This yields that P1 ◦ (ζ1, J1, θ1)
−1 =
P2 ◦(ζ2, J2, θ2)
−1, and hence every convergent subsequence of (QN ◦(ζN , IN (ζN ), θN )
−1)∞N=1 admits
the same weak limit. Furthermore, for Q ∈ Q(ν), the assumption (Aν) together with Definition 2.1-
(i) yields
Q
({
ω ∈ Ω∞; lim
N→∞
WE,2(IN (ζ(ω)), I∗(ζ(ω))) = 0
})
= ν
({
ζˆ ∈ Ω0∞; lim
N→∞
WE,2(IN (ζˆ), I∗(ζˆ)) = 0
})
= 1,
and hence (ζ, IN (ζ), θ)→ (ζ, I∗(ζ), θ), Q-a.s. This concludes the proof that Q◦(ζ, IN (ζ), θ)
−1 ⇒ Q◦
(ζ, I∗(ζ), θ)
−1 as N →∞. Moreover, define a specific sequence (QˆN )
∞
N=1 ⊂ Q(ν) as Qˆ2l−1 := Q2l−1
and Qˆ2l = Q for all l ∈ N. We then have that QˆN ◦ (ζN , IN (ζN ), θN )
−1 ⇒ Q ◦ (ζ, I∗(ζ), θ)
−1. This
proves the weak convergence result in (58).
3.3 Convergence of Sampled Objective Functionals
In this section, we prove the convergence, as the number of samples N → ∞, of the sampled
objective functional JN (Q) given by (11), for a fixedQ ∈ Q(ν). Such an analysis uses the generalized
convergence result given in Theorem 3.1.
For fixed Q ∈ Q(ν), let (ζ,W, θ) be the canonical (or coordinate) process corresponding to Q.
For i ≥ 1, recall that Xθ,i = (Xθ,i(t))t∈[0,T ] and Z
i = (Zi(t))t∈[0,T ] solve the SDE (4) driven by
(ζ,W, θ). Next, we introduce a new empirical measure-valued process given by
µˆN (t) :=
1
N
N∑
i=1
δ(ξi,Zi(t),Xθ,i(t)), for t ∈ [0, T ]. (63)
The empirical process µˆN = (µˆN (t))t∈[0,T ] can be viewed as the counterpart of µ
N defined in (31)
(which is, in essence, driven by (ζN ,WN , θN ) sampled from QN ∈ Q(ν)), but driven by (ζ,W, θ).
We then define the law of µˆN as:
QˆN := Q ◦ (µˆN )−1. (64)
Using (63) and (64), we may rewrite the sampled objective functional JN (Q) in (11) as follows:
JN (Q) = E
Q
[
〈µˆN (T ), L〉
]
+
β
α
EQ
[∫ T
0
〈µˆN (t), L〉dt
]
+ EQ
[∫ T
0
{λ1|θ(t)|
2 + λ2|θ
′(t)|2}dt
]
(65)
=
∫
Sˆ
〈ϑ(T ), L〉QˆN (dϑ) +
β
α
∫ T
0
(∫
Sˆ
〈ϑ(t), L〉QˆN (dϑ)
)
dt+ EQ
[∫ T
0
{λ1|θ(t)|
2 + λ2|θ
′(t)|2}dt
]
.
In the above expression, the loss function is defined by L(e) = α|x − y|2 where e = (ξ, y, z, x) ∈
E, ξ = (ε, γ, σ) ∈ O, and (y, z, x) ∈ Rd+q+d. By applying Lemma 3.8 and Corollary 3.6, we
immediately get the following result.
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Lemma 3.9. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (Aν) hold. Then, the precompact sequence
(QˆN )∞N=1 ⊂ P2(Sˆ) has a unique limit point Qˆ
∗ ∈ P2(Sˆ) satisfying WSˆ,2(Qˆ
N , Qˆ∗)→ 0 as N →∞.
Moreover, the limit point Qˆ∗ ∈ P2(Sˆ) can be explicitly characterized, as shown in the following
lemma.
Lemma 3.10. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (Aν) hold. Assume (QN )
∞
N=1, Q ⊂ Q(ν)
satisfy limN→∞WΩ∞,2(QN , Q) = 0. Then Q
N defined by (32) converges to Q ◦ (I∗, θ, µ∗)
−1 in
P2(P2(E)× Cm × Sˆ), as N →∞, where I∗ is given in (Aν), and Q-a.s., µ∗ is the unique solution
of FPK equation with random environment: for all ϕ ∈ D,

〈µ∗(t), ϕ(t)〉 − 〈µ∗(0), ϕ(0)〉 −
∫ t
0
〈µ∗(s),A
s,θ,〈µ∗(s),ρ〉ϕ(s)〉ds = 0, t ∈ (0, T ];
µ∗(0) = I∗.
(66)
Moreover, it holds that Qˆ∗ = Q ◦ (I∗, θ, µ∗)
−1.
Proof. The uniqueness of a solution to the FPK equation (66) in the trajectory sense follows
from Proposition 3.4. We next show the existence. For given (I∗, θ) ∈ P2(E) × Cm, consider
the weak solution of the following parameterized SDE defined on a filtered probability space
(Ωˆ, Fˆ , Fˆ = (Fˆt)t∈[0,T ], Pˆ) which supports a p-dimensional Brownian motion Wˆ = (Wˆ (t))t∈[0,T ],
and r.v.s (Y (0), Z(0),X(0)) ∈ Fˆ0:

dXξ,I∗,θ(t) = f
(
t, θ(t), Zξ,I∗(t),Xξ,I∗,θ(t), Eˆ[ρ(Xξ,I∗,θ(t))]
)
dt+ εdWˆ (t);
dZξ,I∗(t) = φ(γ, Zξ,I∗(t))dt+ σdWˆ (t),
(67)
and (ξ, Y (0), Z(0),X(0)) admits the law given by I∗ with type vector ξ = (ε, γ, σ). It can then be
verified that µ(t) := Pˆ ◦ ((ξ, Y (0)), Zξ,I∗(t),Xξ,I∗,θ(t))−1, for t ∈ [0, T ], satisfies Eq. (66).
Moreover, by Lemma 3.8, QN ◦ (µ
N (0), θN )
−1 ⇒ Q ◦ (I∗, θ)
−1 as N → ∞. It follows from
Theorem 3.1 that QN := QN ◦ (µ
N (0), θN , µ
N )−1 → Pˆ ◦ (µˆ0, θˆ, µˆ)
−1 in P2(P2(E) × Cm × Sˆ) for
some probability space (Ωˆ, Fˆ, Pˆ), where Pˆ-a.s., µˆ is the unique solution of FPK equation (35) with
initial condition µˆ(0) = µˆ0. Note that (µˆ0, θˆ) has the law given by Q ◦ (I∗, θ)
−1. Then, from
Gluing lemma, there exists a coupling (µ¯0, θ¯, µ¯
1, µ¯2) on some probability space (Ω¯, F¯ , P¯) such that
P¯ ◦ (µ¯0, θ¯, µ¯
1)−1 = Pˆ ◦ (µˆ0, θˆ, µˆ)
−1 and P¯ ◦ (µ¯0, θ¯, µ¯
2)−1 = Q ◦ (I∗, θ, µ∗)
−1. Recall here that, Q-a.s.,
µ∗ solves FPK equation (35) with initial condition µ∗(0) = I∗. Using a similar proof to that of
Lemma 3.5, it follows that (µˆ0, θˆ, µˆ) and (I∗, θ, µ∗) are identical in law. Taking QN = Q for all
N ≥ 1, we have that Qˆ∗ = Q ◦ (I∗, θ, µ∗)
−1.
For a given Q ∈ Q(ν) and the unique limit point Qˆ∗ ∈ P2(Sˆ) from Lemma 3.10, we define
J(Q) :=
∫
Sˆ
〈ϑ(T ), L〉Qˆ∗(dϑ) +
β
α
∫ T
0
(∫
Sˆ
〈ϑ(t), L〉Qˆ∗(dϑ)
)
dt
+ EQ
[∫ T
0
{λ1|θ(t)|
2 + λ2|θ
′(t)|2}dt
]
. (68)
By Lemma A.2 in the Appendix, we then have that supN≥1 JN (Q) < +∞ for each Q ∈ Q(ν). We
are now ready to state the main result of this section:
Theorem 3.11. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (Aν) hold. Then, for any Q ∈ Q(ν),
lim
N→∞
JN (Q) = J(Q), (69)
where JN (Q) and J(Q) for Q ∈ Q(ν) are defined by (65) and (68) respectively.
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Proof. The proof of the theorem relies on the application of Lemma 3.9. Let t ∈ [0, T ], and define
Lt(ϑ) := 〈ϑ(t), L〉 for all ϑ ∈ Sˆ = C([0, T ];P2(E)). First of all, it follows from (39) that
∣∣Lt(ϑ)∣∣ = ∫
E
L(x, y)ϑ(t, de) ≤ 2
∫
E
|e|2ϑ(t, de) ≤ 2 sup
t∈[0,T ]
W2E,2(ϑ(t), δ0) = 2d
2
Sˆ
(ϑ, δ0),
where e = (ξ, y, z, x) ∈ E with ξ = (ε, γ, σ) ∈ O, and (y, z, x) ∈ Rd+q+d. This yields the quadratic
growth of Lt on (Sˆ, dSˆ). Next, assume that (ϑl)l≥1 ⊂ Sˆ satisfy ϑl → ϑ on (Sˆ, dSˆ), as l → ∞.
This implies that supt∈[0,T ]WE,2(ϑl(t), ϑ(t))→ 0 as l→∞. Using Theorem 7.12 of Villani (2003),
it follows that for any continuous function φ on E satisfying the quadratic growth, 〈ϑl(t), φ〉 →
〈ϑ(t), φ〉 as l →∞. Note that φ(e) := |x− y|2 ≤ 2|e|2 and hence Lt(ϑl)→ L
t(ϑ) as l →∞. Thus,
we have shown that Lt is continuous and satisfies the quadratic growth on (Sˆ, dSˆ). By Lemma 3.9,
WSˆ,2(Qˆ
N , Qˆ∗)→ 0 as N →∞. Again, by Theorem 7.12 of Villani (2003), we conclude that
gN (t) :=
∫
S˜
Lt(ϑ)QˆN (dϑ)→
∫
Sˆ
Lt(ϑ)Qˆ∗(dϑ), N →∞. (70)
Moreover, for ǫ > 0, using Jensen’s inequality and Lemma A.2, we deduce the existence of a positive
constant Cǫ,T which only depends on ǫ, T such that
sup
N≥1
∫ T
0
|gN (t)|
1+ǫ/2 dt = sup
N≥1
∫ T
0
∣∣EQ [〈µˆN (t), L〉]∣∣1+ǫ/2 dt ≤ sup
N≥1
EQ
[∫ T
0
∣∣〈µˆN (t), L〉∣∣1+ǫ/2 dt]
≤ sup
N≥1
T
N
N∑
i=1
EQ
[
sup
t∈[0,T ]
∣∣∣Xθ,i(t)− Y i(0)∣∣∣2+ǫ
]
≤ Cǫ,T
{
sup
N≥1
1
N
N∑
i=1
EQ
[∥∥∥Xθ,i∥∥∥2+ǫ
T
]
+K2+ǫ
}
< +∞. (71)
This implies that, as R→∞,
sup
N≥1
∫
{t∈[0,T ]; |gN (t)|≥R}
|gN (t)|dt ≤
1
Rǫ/2
sup
N≥1
∫
{t∈[0,T ]; |gN (t)|≥R}
|gN (t)|
1+ǫ/2dt→ 0.
Then, by Vitali’s convergence theorem together with (70) and (71), it follows that∫ T
0
gN (t)dt =
∫ T
0
(∫
S˜
Lt(ϑ)QˆN (dϑ)
)
dt→
∫ T
0
(∫
Sˆ
Lt(ϑ)Qˆ∗(dϑ)
)
dt, N →∞. (72)
The desired convergence then follows from (70) and (72), recalling the expressions of JN (Q) and
J(Q) given, respectively, by (65) and (68).
4 Gamma-Convergence of Sampled Objective Functionals
In this section, we show that the minimizer of the sampled objective functional converges to that
of the limiting objective functional for large training sample sizes. To establish this result mathe-
matically, we prove the so-called Gamma-convergence of JN to J (recall that JN and J are defined,
respectively, by (65) and (68)).
Before introducing the main result of this section, we first metrize the space Q(ν) ⊂ P2(Ω∞)
by taking the quadratic Wasserstein distance on Q(ν), i.e., for all Q, Qˆ ∈ Q(ν),
WΩ∞,2(Q, Qˆ) =
{
inf
π∈Π(Q,Qˆ)
∫
Ω∞×Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))π(d(γ,w, ϑ), d(γˆ , wˆ, ϑˆ))
} 1
2
, (73)
where the set Π(Q, Qˆ) of transportation plans is defined similarly to (A.2). In the above expression,
the integrand d is defined by (14). Next, we give the main result of this section:
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Theorem 4.1. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (Aν) hold. Then, it holds that
inf
Q∈Q(ν)
JN (Q)→ inf
Q∈Q(ν)
J(Q), N →∞, (74)
where the minimum of J(Q) over Q ∈ Q(ν) exists. Moreover, if the minimizing sequence (QN )
∞
N=1 ⊂
Q(ν) (up to a subsequence) converges to some Q∗ ∈ Q(ν) in WΩ∞,2, then Q
∗ minimises J(Q) over
Q ∈ Q(ν).
Proof. The proof of Theorem 4.1 requires proving (i) the Gamma-convergence from JN to J , which
is done in Proposition 4.2; and (ii) that the minimizing sequence of the sampled optimization
problem (12) is precompact in WΩ∞,2, which is shown in Lemma 4.3.
We next give the definition of Gamma-convergence of the sequence of sampled objective func-
tionals (JN )
∞
N=1 on (Q(ν),WΩ∞,2) (see, e.g. DalMaso (1993)):
Definition 4.1. JN : Q(ν) → R Gamma-converges to some functional J : Q(ν) → R, i.e.,
J = Γ- limN→∞ JN on Q(ν), if the following conditions hold:
(i) (liminf inequality): For any Q ∈ Q(ν) and every sequence (QN )
∞
N=1 converging to Q in
(Q(ν),WΩ∞,2), we have that lim infN→∞ JN (QN ) ≥ J(Q);
(ii) (limsup inequality): For any Q ∈ Q(ν), there exists a sequence (Q¯N )
∞
N=1 which con-
verges to Q in (Q(ν),WΩ∞,2) (this sequence is said to be a Γ-realising sequence), such that
lim supN→∞ JN (Q¯N ) ≤ J(Q).
The following proposition shows that JN Gamma-converges to J as N →∞.
Proposition 4.2. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (Aν) hold. Then J = Γ- limN→∞ JN on
(Q(ν),WΩ∞,2).
Proof. Let Q ∈ Q(ν) and take Q¯N = Q for all N ≥ 1. Then, it follows from Theorem 3.11 that
limN→∞ JN (Q¯N ) = J(Q). Therefore, (Q¯N )
∞
N=1 ⊂ Q(ν) is a Γ-realising sequence. Hence, the
lim sup inequality in Definition 4.1 holds.
It remains to prove the lim inf inequality. For this purpose, let (QN )
∞
N=1, Q ⊂ Q(ν) satisfy
limN→∞WΩ∞,2(QN , Q) = 0. Then, it follows from Lemma 3.10 that Q
N = QN◦(µ
(N)(0), θN , µ
N )−1
converges to Q ◦ (I∗, θ, µ∗)
−1 in P2(P2(E) × Cm × Sˆ). The exact expression of (I∗, µ∗) is given in
Lemma 3.10. Recall the expression of QNµ given in (36). Then Q
N
µ converges to Qˆ
∗ := Q ◦ µ−1∗ in
P2(Sˆ), as N →∞. Using similar arguments to those in the proof of Theorem 3.11, this leads to
lim
N→∞
∫
Sˆ
〈ϑ(T ), L〉QNµ (dϑ) + lim
N→∞
β
α
∫ T
0
(∫
Sˆ
〈ϑ(t), L〉QNµ (dϑ)
)
dt
=
∫
Sˆ
〈ϑ(T ), L〉Qˆ∗(dϑ) +
β
α
∫ T
0
(∫
Sˆ
〈ϑ(t), L〉Qˆ∗(dϑ)
)
dt. (75)
We next make and then prove the following claim:
ℓ := lim inf
N→∞
EQN
[
‖θN‖
2
L2m
+
∥∥θ′N∥∥2L2m
]
≥ EQ
[
‖θ‖2L2m +
∥∥θ′∥∥2
L2m
]
. (76)
If ℓ = +∞, then (76) trivially holds. If ℓ < +∞ (note that ℓ ≥ 0 by the way it is defined), then
passing to a subsequence (call it QN again), we may assume that
lim
N→∞
EQN
[
‖θN‖
2
L2m
+
∥∥θ′N∥∥2L2m
]
= ℓ < +∞. (77)
Note that QN ◦ θ
−1
N ⇒ Q ◦ θ
−1 as N → ∞. Then, using Skorokhod’s representation theorem,
there exists a probability space (Ω∗,F∗,P∗), a sequence of Cm-valued r.v.s (θ
∗
N )
∞
N=1, θ
∗ such that
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P∗ ◦ (θ∗N )
−1 = Q ◦ θ−1N , P
∗ ◦ (θ∗)−1 = Q ◦ θ−1, and as N → ∞, θ∗N → θ
∗ in Cm, P
∗-a.s. It follows
from the dominated convergence theorem that
lim
N→∞
EQN
[
‖θN‖
2
L2m
]
= lim
N→∞
E∗
[
‖θ∗N‖
2
L2m
]
= E∗
[
‖θ∗‖2L2m
]
= EQ
[
‖θ‖2L2m
]
. (78)
We next prove that (θ∗N
′)∞N=1 is bounded in L
2((0, T )×Ω∗; dt⊗dP∗). This can be derived using
similar arguments to those employed to derive (29) in the proof of Theorem 2.1. For the sake of
completeness, we provide the precise mathematical details. For any φ ∈ D, define TN (φ) := (θ
∗
N , φ
′).
Let (φl)
∞
l=1 ⊂ D be dense in L
2
m. Then, for each N ≥ 1,
E∗
[
sup
l≥1
|(θ∗N , φ
′
l)|
‖φl‖L2m
]
= EQN
[
sup
l≥1
|(θ′N , φl)|
‖φl‖L2m
]
= EQN
[∥∥θ′N∥∥L2m
]
< +∞.
By Hahn-Banach theorem and Riesz representation theorem, there exists an L2m-valued r.v. θˆ
∗
N
such that TN (φ) = (θˆ
∗
N , φ) for all φ ∈ L
2
m, P
∗-a.s. In particular, TN(φ) = (θ
∗
N , φ
′) = (θˆ∗N , φ) for any
φ ∈ D. This yields that θ∗N ∈ H
1
m, P
∗-a.s. It then follows from (77) that
sup
N≥1
E∗
[∥∥θ∗N ′∥∥L2m
]
= sup
N≥1
E∗
[
sup
l≥1
|(θ∗N , φ
′
l)|
‖φl‖L2m
]
= sup
N≥1
EQN
[
sup
l≥1
|(θN , φ
′
l)|
‖φl‖L2m
]
= sup
N≥1
EQN
[∥∥θ′N∥∥L2m
]
<∞. (79)
This shows that (θ∗N
′)∞N=1 is bounded in L
2((0, T ) × Ω∗; dt ⊗ dP∗), and hence θ∗N
′ (up to a sub-
sequence) converges weakly to some θˆ∗ ∈ L2((0, T ) × Ω∗; dt ⊗ dP∗) as N → ∞. As shown in
Theorem 2.1, for any φ ∈ D and H ∈ L∞(Ω∗;P∗), by the weak convergence property
E∗
[
H(θ∗, φ′)
]
= lim
N→∞
E∗
[
H(θ∗N , φ
′)
]
= − lim
N→∞
E∗
[
H(θ∗N
′, φ)
]
= −E∗
[
H(θˆ∗, φ)
]
.
Thus, for any φ ∈ D, (θ∗, φ′) = −(θˆ∗, φ), P∗-a.s.. The separability of D implies that P∗-a.s.,
(θ∗, φ′) = −(θˆ∗, φ), for all φ ∈ D, i.e., θ∗′ = θˆ∗, P∗-a.s.. Similarly to the derivation of the esti-
mates (29) and (79), we obtain that
lim inf
N→∞
EQN
[∥∥θ′N∥∥2L2m
]
= lim inf
N→∞
E∗
[∥∥θ∗N ′∥∥2L2m
]
≥ E∗
[∥∥θ∗′∥∥2
L2m
]
= EQ
[∥∥θ′∥∥2
L2m
]
. (80)
Thus, the proof of (76) follows immediately from (78) and (80). Finally, note that
JN (QN ) =
∫
Sˆ
〈ϑ(T ), L〉QNµ (dϑ) +
β
α
∫ T
0
(∫
Sˆ
〈ϑ(t), L〉QNµ (dϑ)
)
dt+ EQN
[
‖θN‖
2
L2m
+
∥∥θ′N∥∥2L2m
]
.
Then, the lim inf inequality in Definition 4.1 follows from (68), (75) and (76).
To conclude the proof of Theorem 4.1, it remains to study the relatively compactness of the
minimizing sequence of the sampled optimization problem (12). As shown in Theorem 2.1 of
Section 2.1, for each N ≥ 1 there exists a relaxed solution QN ∈ Q(ν) such that JN (QN ) =
infQ∈Q(ν) JN (Q). We will prove below that such a sequence (QN )
∞
N=1 is precompact under the
quadratic Wasserstein distance WΩ∞,2.
Lemma 4.3. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Then, the above minimizing sequence
(QN )
∞
N=1 ⊂ Q(ν) is precompact in WΩ∞,2.
Proof. Lemma A.2 implies that supN≥1 JN (Q) ≤ ℓ for some ℓ > 0. Together with Theorem 2.1,
this implies the existence of a constant ℓ > 0 and some Q ∈ Q(ν) such that
JN (QN ) = inf
Q∈Q(ν)
JN (Q) ≤ sup
N≥1
JN (Q) ≤ ℓ, ∀ N ≥ 1.
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Therefore, it follows that
sup
N≥1
EQN
[
‖θN‖
2
L2m
+
∥∥θ′N∥∥2L2m
]
≤ sup
N≥1
JN (QN ) ≤ ℓ.
Let XN = (ζN ,WN , θN ) be the canonical process corresponding to QN . Using similar arguments
to those in the proof of Theorem 2.1, (QN ◦ θ
−1
N )
∞
N=1 is tight on Cm, and moreover (QN ◦ X
−1
N )
∞
N=1
is tight on Ω∞ because (Ω∞, d) is Polish. Then, by Prokhov’s theorem, there exists a Q
∗ ∈ P(Ω∞)
such that the minimizing sequence (QN )
∞
N=1, up to a subsequence, converges to Q
∗ under weak
topology. Using Skorokhod representation theorem, there exists a probability space (Ω∗,F∗,P∗),
X ∗N = (ζ
∗
N ,W
∗
N , θ
∗
N ) with X
∗
N
d
= XN , and X
∗ = (ζ∗,W ∗, θ∗) with P∗ ◦ (X ∗)−1 = Q∗ such that,
P∗-a.s., as N →∞,
ζ∗N → ζ
∗ in ΞNK ; W
∗
N →W
∗ in CNp ; θ
∗
N → θ
∗ in Cm. (81)
Further, we obtain that (i): for N ≥ 1, θ∗N ∈ H
1
m P
∗-a.s. and hence P∗ ◦ (X ∗N )
−1 ∈ P(Ω∞); (ii):
Q∗ = P∗ ◦ (X ∗)−1 ∈ P(Ω∞), and hence Q
∗ ∈ Q(ν). To prove that QN converges to Q
∗ as N →∞
in WΩ∞,2, using Definition 6.8 and Theorem 6.9 in Villani (2009), it suffices to prove that
lim
N→∞
∫
Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))QN (d(γ,w, ϑ)) =
∫
Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))Q∗(d(γ,w, ϑ)), (82)
for some (γˆ, wˆ, ϑˆ) ∈ Ω∞. First, note that QN = P
∗ ◦ (X ∗N )
−1. Then, for all N ≥ 1, it holds that∫
Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))QN (d(γ,w, ϑ)) = E
∗
[∣∣∣d1(ζ∗N , γˆ) + d2(W ∗N , wˆ) + d3(θ∗N , ϑˆ)∣∣∣2
]
.
Observing that, for any N ≥ 1, (ζ∗N ,W
∗
N ) and (ζ
∗,W ∗) are identically distributed in terms of (i)
and (ii) of Definition 2.1, it follows that (d21(ζ
∗
N , γˆ)+ d
2
2(W
∗
N , wˆ))
∞
N=1 is uniformly integrable. Using
the assumption (AΘ), we deduce that (d
2
3(θ
∗
N , ϑˆ))
∞
N=1, is also uniformly integrable. Then, it follows
from (81) and Vitali’s convergence theorem that
lim
N→∞
∫
Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))QN (d(γ,w, ϑ)) = lim
N→∞
E∗
[∣∣∣d1(ζ∗N , γˆ) + d2(W ∗N , wˆ) + d3(θ∗N , ϑˆ)∣∣∣2
]
= E∗
[∣∣∣d1(ζ∗, γˆ) + d2(W ∗, wˆ) + d3(θ∗, ϑˆ)∣∣∣2
]
=
∫
Ω∞
d2((γ,w, ϑ), (γˆ , wˆ, ϑˆ))Q∗(d(γ,w, ϑ)),
which yields (82). This completes the proof of the lemma.
5 From Stochastic to Deterministic Control
This section establishes the connection between the limiting stochastic control problem (recall the
optimization problem infQ∈Q(ν) J(Q) on the right hand side of (74) in Theorem 4.1) and a class of
deterministic FPK control problems.
Before introductng the class of deterministic FPK control problems, we make the following
assumption:
(A′ν) For N ∈ N, let the mapping IN : Ω
0
∞ → P2(E) be defined as in (Aν) of Section 3.2. Then,
there exists µ0 ∈ P2(E) such that
ν
({
ζˆ ∈ Ω0∞; lim
N→∞
WE,2(IN (ζˆ), µ0) = 0
})
= 1. (83)
We observe that Assumption (A′ν) can be viewed as a special case of Assumption (Aν), and the
setup discussed in Remark 3.7 satisfies (A′ν).
26
Let µ0 ∈ P2(E) satisfy Assumption (A
′
ν). We introduce the deterministic control problem:
Jd := min
θ∈Udm
Jd(µθ, θ), Udm := {θ ∈ H
1
m; θ ∈ Θ, a.s. on (0, T )}, (84)
subject to the constraint:

〈µθ(t), ϕ(t)〉 − 〈µθ(0), ϕ(0)〉 −
∫ t
0
〈µθ(s),As,θ,〈µ
θ(s),ρ〉ϕ(s)〉ds = 0, t ∈ (0, T ];
µθ(0) = µ0, ∀ ϕ ∈ D.
(85)
Above, for (µ, θ) ∈ Sˆ ×H1m, the objective functional J
d in (84) is given by:
Jd(µ, θ) := 〈µ(T ), L〉 +
β
α
∫ T
0
〈µ(t), L〉dt +
∫ T
0
{λ1|θ(t)|
2 + λ2|θ
′(t)|2}dt. (86)
In plain words, the optimal control in (84) is obtained by minimizing the objective function un-
der the constraint given by the Fokker-Planck equation. Such a Fokker-Planck framework has
also been studied numerically using receding-horizon control techniques, see Annunziato and Borz`ı
(2010). The connection between the limiting stochastic control problem infQ∈Q(ν) J(Q) and the
deterministic control problem (84) is formally given in the following proposition.
Proposition 5.1. Let assumptions (Aξ,f,ρ,φ), (AΘ) and (A
′
ν) hold. We then have the following
statements:
(i) Let Q∗ ∈ Q(ν) be the minimizer of J , then J(Q∗) = Jd, and the deterministic FPK problem
(84) admits an optimal control.
(ii) For each optimizer θ∗ ∈ Udm of the deterministic FPK control problem (84), there exists a
minimizer Q∗ ∈ Q(ν) of J such that Q∗ (θ = θ∗) = 1.
Proof. We only prove (i), because the proof of (ii) is similar. For any ε > 0, there exists θε ∈ U
d
m
such that
Jd + ε > Jd(µθε , θε) ≥ J
d.
Using Definition 2.1 and expression (68), one can construct an admissible control Qε ∈ Q(ν) such
that Qε(θ = θε) = 1. This yields
J(Qε) = E
Qε
[
Jd(µθ, θ)
]
= Jd(µθε , θε). (87)
Therefore Jd ≥ J(Q∗). Moreover, for each Q ∈ Q(ν), it holds that
J(Q) = EQ
[
Jd(µθ, θ)
]
≥ Jd.
This implies that J(Q∗) = Jd. Additionally, since J(Q∗) = EQ
∗ [
Jd(µθ, θ)
]
= Jd, and Jd(µθ, θ) ≥
Jd, Q∗-a.s., we obtain that Jd(µθ, θ) = Jd, Q∗-a.s. This implies that the optimal control of (84) is
attainable.
Example 5.1. We provide an example in which the optimum θ∗ of (84) can be characterized by
the first-order condition in terms of directional derivatives. In this example, we assume that there
is no input process Zi, and the corresponding type vector is thus independent of the sample index
i, i.e., ξi = ε ∈ O := Rp for all i ∈ N. Set ζ = (ζ i)∞i=1. The initial samples ζ
i = (Xi(0), Y i(0)),
i ∈ N, are assumed to be R2-valued i.i.d. r.v.s.
To identify the optimum θ∗, we use the solution of SDE (67) to express the solution of the
FPK equation (85) under the probability space (Ωˆ, Fˆ , Pˆ). Let Wˆ = (Wˆ (t))t∈[0,T ] be a p-dimensional
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Brownian motion which is independent of ζ, and fix the filtration Fˆ := Fζ ∨ FWˆ augmented with
null sets. We assume f(t, θ, x) = g(θ1x + θ2), for (t, θ, x) ∈ [0, T ] × R
2 × R. In the previous
expression, g : R→ R is a smooth activation function, with bounded derivative (e.g., g could be the
sigmoid function, softsign function or a Gaussian function). Additionally, we take the parameter
space Θ ⊂ R2 to be a convex compact set containing the unit ball. It follows from Lemma 3.10 that
the objective functional in (84) is given by
Jd(µθ, θ) =
∫
R×R
J (θ;x, y)µ0(dx, dy). (88)
Above, for (θ, x, y) ∈ Ud2 ×R
2, the integrand in (88) is given by
J (θ;x, y) := Eˆ
[∣∣∣Xθ,x(T )− y∣∣∣2 + β
α
∫ T
0
∣∣∣Xθ,x(t)− y∣∣∣2 dt]+ ∫ T
0
{λ1|θ(t)|
2 + λ2|θ
′(t)|2}dt. (89)
In the above expression, Xθ,x = (Xθ,x(t))t∈[0,T ] is the strong solution of the following SDE without
mean-field term: for θ ∈ Ud2 ,
dXθ,x(t) = f(t, θ(t),Xθ,x(t))dt+ εdWˆ (t), Xθ,x(0) = x ∈ R. (90)
It is clear that (88) and (89) are well-posed, because θ ∈ Ud2 is deterministic.
We next study the directional derivative J ′(θ;x, y) of J (θ;x, y) w.r.t. θ for fixed x, y ∈ R. To
this purpose, for any θ¯ ∈ H12, set θˆ := θ¯ − θ. We introduce a variational equation with respect to
the first term in (89), given by
d
dt
ϕθ,θˆ(t) = ∇xf(t, θ(t),X
θ,x(t))ϕθ,θˆ(t) +∇θf(t, θ(t),X
θ,x(t))⊤θˆ(t), ϕθ,θˆ(0) = 0. (91)
Let θǫ := θ + ǫθˆ for ǫ > 0. Then
lim
ǫ→0
Eˆ
[
sup
t∈[0,T ]
∣∣∣∣Xθǫ,x(t)−Xθ,x(t)ǫ − ϕθ,θˆ(t)
∣∣∣∣
2
]
= 0.
The dual BSDE is then given by

dY θ,x,y(t) =
[
−∇xf(t, θ(t),X
θ,x(t))Y θ,x,y(t)−
β
α
(Xθ,x(t)− y)
]
dt+ Zθ(t)dWˆ (t),
Y θ,x,y(T ) = Xθ,x(T )− y.
(92)
Therefore, for (θ, x, y) ∈ Ud2 ×R
2, we have that
〈J ′(θ;x, y), θˆ〉 = lim
δ→0
1
δ
(
J (θ + δθˆ;x, y)− J (θ;x, y)
)
(93)
= 2Eˆ
[∫ T
0
〈∇θf(t, θ(t),X
θ,x(t))Y θ,x(t), θˆ(t)〉dt
]
+ 2
∫ T
0
{λ1〈θ(t), θˆ(t)〉+ λ2〈θ
′(t), θˆ′(t)〉}dt.
For any θ¯ ∈ H12, and ǫ ∈ (0, supt∈[0,T ] |θ¯(t)|
−1), we have ǫθ¯ ∈ Ud2 , and hence
lim
δ→0
∫
R2
(
J (θ∗ + δ(ǫθ¯ − θ∗);x, y)− J (θ∗;x, y)
)
µ0(dx, dy) = 0.
Then
∫
R2
〈J ′(θ∗;x, y), ǫθ¯ − θ∗〉µ0(dx, dy) = 0, and moreover
∫
R2
〈J ′(θ∗;x, y), θ¯〉µ0(dx, dy) = 0 for
all θ¯ ∈ H12. Plugging the above equation into (93), we deduce that, in the distributional sense:
λ1θ
∗(t)− λ2(θ
∗)′′(t) = −
∫
R2
Eˆ
[
Y θ
∗,x,y(t)∇θf(t, θ
∗(t),Xθ
∗,x(t))
]
µ0(dx, dy), t ∈ (0, T ), (94)
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and (θ∗)′(0) = (θ∗)′(T ) = 0, where the coefficients λ1, λ2 > 0 are given in (9).
We next characterize the r.h.s. of Eq. (94). Define Y˜ θ
∗,x,y(t) = e−
∫ t
0
rs(θ∗)dsY θ
∗,x,y(t), and
rt(θ
∗) = −∇xf(t, θ
∗(t),Xθ
∗,x(t)) for (t, x, y) ∈ [0, T ] ×R2. Note that, for (t, x, y) ∈ [0, T ] ×R2, it
holds that
Eˆ
[
∇θf
(
t, θ∗(t),Xθ
∗ ,x(t)
)
Y θ
∗,x,y(t)
]
= Eˆ
[
e
∫ t
0
rs(θ∗)ds∇θf
(
t, θ∗(t),Xθ
∗ ,x(t)
)
Y˜ θ
∗,x,y(t)
]
= Eˆ
[
e−
∫ T
t
rs(θ∗)ds
(
Xθ
∗,x(T )− y
)
∇θf
(
t, θ∗(t),Xθ
∗,x(t)
)]
+
β
α
Eˆ
[
e
∫ t
0
rs(θ∗)ds∇θf
(
t, θ∗(t),Xθ
∗,x(t)
) ∫ T
t
e−
∫ s
0
ru(θ∗)du
(
Xθ
∗,x(s)− y
)
ds
]
.
Introduce the dynamical system:

dXˆ1(t) = ∇xf(t, θ
∗(t), Xˆ3(t))dt,
dXˆ2(t) = e
−Xˆ1(t)(Xˆ3(t)− Yˆ (0))dt,
dXˆ3(t) = f(t, θ
∗(t), Xˆ3(t))dt+ εdWˆ (t),
(95)
where the initial condition (Xˆ1(0), Xˆ2(0)) = (0, 0) and (Xˆ3(0), Yˆ (0))
d
= (Xi(0), Y i(0)). For t ∈
[0, T ], define the R2-valued function
Gθ
∗
(t) := −
β
α
Eˆ
[
eXˆ1(T )(Xˆ2(T )− Xˆ2(t))∇θf(t, θ
∗(t), Xˆ3(t))
]
− Eˆ
[
eXˆ1(t)−Xˆ1(T )(Xˆ3(T )− Yˆ (0))∇θf(t, θ
∗(t), Xˆ3(t))
]
. (96)
Then, θ∗ = (θ∗(t))t∈[0,T ] solves a second-order differential equation with Neumann boundary condi-
tion in the sense of distributions:
(θ∗)′′(t) =
λ1
λ2
θ∗(t)−
1
λ2
Gθ
∗
(t), t ∈ (0, T ), (97)
and (θ∗)′(0) = (θ∗)′(T ) = 0. This gives a characterization of the optimizer θ∗ of the minimization
problem (84). The characterization of the optimizer θ∗ is related to that obtained in Corollary 4.8
of Hintermu¨ller et al. (2013) on the controlled Gross-Pitaevskii equation. One can then combine
the Newton-type iteration and Monte Carlo method (by noting that θ∗ in (96) is deterministic) to
compute θ∗ numerically (see also Section 5.1 in Hintermu¨ller et al. (2013)).
A Appendix
This Appendix provides a miscellaneous of technical results, along with the corresponding proofs,
that are used to derive propositions and theorems in the main body of the paper.
Lemma A.1. Let (ii)-(iv) in the assumption (Aξ,f,ρ,φ) hold. Assume that (X
i(0), Zi(0)) is square-
integrable. Then, for any F-adapted process θ = (θ(t))t∈[0,T ] satisfying θ ∈ L
2((0, T ) × Ω;Rm),
there exists a unique F-adapted (continuous) solution (Xθ,i, Zi) = (Xθ,i(t), Zi(t))t∈[0,T ] of SDE (4)
satisfying E[‖Xθ,i‖2T ] ∨ E[‖Z
i‖2T ] < +∞.
Proof. To lighten notation, we omit the superscript i in this proof. Let p ≥ 1. For any µ, ν ∈
Pp(R
d), the Wasserstein metric of order p is defined as:
WRd,p(µ, ν) :=
{
inf
π∈Π(µ,ν)
∫
Rd×Rd
dE(x, y)
pπ(dx, dy)
} 1
p
, (A.1)
29
where Π(µ, ν) denotes the set of transportation plans, i.e.,
Π(µ, ν) :=
{
π ∈ P(Rd ×Rd); π(A× E) = µ(A), π(E ×B) = ν(B), ∀ A,B ∈ B(Rd)
}
. (A.2)
We may then rewrite Eq. (4) in the following abstract form:
dXθ(t) = Fρ(t, θ(t), Z(t),X
θ(t), µ(t))dt + εdW (t).
Here, for (t, θ, z, x, µ) ∈ [0, T ]×Rm×Rq×Rd×P2(R
d), the function Fρ(t, θ, z, x, µ) := f(t, θ, z, x, 〈µ, ρ〉).
Using Assumption (Aξ,f,ρ,φ)-(iii), it holds that, for all (t, θ, z) ∈ [0, T ]×R
m×Rq, and (x, µ), (y, ν) ∈
R
d × P2(R
d),
|Fρ(t, θ, z, x, µ) − Fρ(t, θ, z, y, ν)| ≤ [f ]Lip[|x− y|+ |〈µ− ν, ρ〉|].
By noting that µ, ν ∈ P2(R
d) ⊂ P1(R
d), it follows from Kantorovich-Rubinstein duality that
W1(µ, ν) = sup
[ψ]Lip≤1
〈µ− ν, ψ〉 ,
i.e., the sup runs over all Lipschitz continuous functions ψ : Rd → R whose Lipschitz coefficients
are less than 1. Then, using the Ho¨lder inequality and the assumption (Aξ,f,ρ,φ)-(iv), we deduce
that
|〈µ− ν, ρ〉| = [ρ]Lip
∣∣∣∣
〈
µ− ν,
ρ
[ρ]Lip
〉∣∣∣∣ ≤ [ρ]LipW1(µ, ν) ≤ [ρ]LipW2(µ, ν).
Therefore, it holds that, for all (t, θ, z) ∈ [0, T ]×Rm ×Rq and (x, µ), (y, ν) ∈ Rd × P2(R
d),
|Fρ(t, θ, z, x, µ)− Fρ(t, θ, z, y, ν)| ≤ [f ]Lip ∨ [ρ]Lip[|x− y|+W2(µ, ν)]. (A.3)
In other words, the dynamical function Fρ(t, θ, z, x, µ) is Lipschitz continuous in (x, µ) ∈ R
d ×
P2(R
d) uniformly on (t, θ, z). Then, we conclude that there exists a unique F-adapted (continuous)
solution Xθ of Eq. (4) which satisfies E[‖Xθ‖2T ] < +∞ (see, e.g. Carmona and Delarue (2015)).
Lemma A.2. Let assumptions (Aξ,f,ρ,φ) and (AΘ) hold. Then, for all p ≥ 1, there exists a positive
constant Cp which is independent of N such that
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2p
N
]
≤ Cp, ∀ N ≥ 1. (A.4)
Proof. Let Cp > 0 be a constant independent of N which may be different from line to line. Then,
it follows from the assumption (Aξ,f,ρ,φ) that, for all t ∈ [0, T ],
∣∣XiN (t)∣∣2p ≤ Cp {∣∣XiN (0)∣∣2p + 1} + Cp
{∫ T
0
∣∣XiN (t)∣∣2p dt+
∫ T
0
∣∣ZiN (t)∣∣2p dt+
∫ T
0
|θN (t)|
2p dt
}
+Cp
∫ T
0
∣∣∣∣∣∣
1
N
N∑
j=1
ρ(XjN (t))
∣∣∣∣∣∣
2p
dt+ Cp sup
t∈[0,T ]
∣∣W iN (t)∣∣2p .
Note that, by Jensen’s inequality, it holds that for all p ≥ 1,∣∣∣∣∣∣
1
N
N∑
j=1
ρ(XjN (t))
∣∣∣∣∣∣
2p
≤
1
N
N∑
j=1
∣∣∣ρ(XjN (t))∣∣∣2p ≤ Cp

 1N
N∑
j=1
∣∣∣XjN (t)∣∣∣2p + 1

 .
Doob’s maximal inequality implies that
1
N
N∑
i=1
EQN
[
sup
t∈[0,T ]
∣∣W iN (t)∣∣2p
]
≤
(
2p
2p − 1
)2p
EQN
[∣∣W 1N (T )∣∣2p] ≤ Cp.
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Using the boundedness of Θ assumed in (AΘ), it holds that
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2p
N
]
≤ Cp
{
1 + EQN
[∣∣∣X˜N (0)∣∣∣2p
N
]}
+ CpE
QN
[∫ T
0
∣∣∣Z˜N (t)∣∣∣2p
N
dt
]
+ CpE
QN
[∫ T
0
sup
s∈[0,t]
∣∣∣X˜N (s)∣∣∣2p
N
dt
]
. (A.5)
Note that ζN ∈ Ξ
N
K . Hence, an application of Gronwall’s gives that, for all N ≥ 1,
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2
N
]
≤ Cp
{
1 + EQN
[∫ T
0
∣∣∣Z˜N (t)∣∣∣2p
N
dt
]}
eCpT . (A.6)
By the assumption (Aξ,f,ρ,φ), we can use a similar argument to conclude that, for all N ≥ 1 and
p ≥ 1,
EQN
[
sup
t∈[0,T ]
∣∣∣Z˜N (t)∣∣∣2p
N
]
≤ C. (A.7)
Therefore, the estimate (A.4) follows from (A.6) and (A.7) jointly.
Lemma A.3. Let p ≥ 1. Then, for any test function ϕ ∈ D, it holds that
lim
N→∞
EQN
[
sup
t∈[0,T ]
∣∣∣∣〈µN (t), ϕ(t)〉 − 〈µN (0), ϕ(0)〉 −
∫ t
0
〈µN (s),As,θN ,〈µ
N (s),ρ〉ϕ(s)〉ds
∣∣∣∣
2p
]
= 0.
Proof. For t ∈ [0, T ], an application of Itoˆ’s formula gives
MN (t) = 〈µN (t), ϕ(t)〉 − 〈µN (0), ϕ(0)〉 −
∫ t
0
〈µN (s),As,θN ,〈µ
N (s),ρ〉ϕ(s)〉ds,
where, for t ∈ [0, T ],
MN (t) :=
1
N
N∑
i=1
∫ t
0
{
∇zϕ(s, ξ
i, ZiN (s),X
i
N (s))
⊤σi +∇xϕ(s, ξ
i, ZiN (s),X
i
N (s))
⊤εi
}
dW iN (s).
Observe that the test function ϕ ∈ D, and (W 1N , . . . ,W
N
N ) are independent Wiener processes under
QN . Then, there exists a positive constant C which is independent of N such that
lim
N→∞
EQN
[
sup
t∈[0,T ]
∣∣MN (t)∣∣2p
]
≤ lim
N→∞
C
N
= 0.
This concludes the proof of the lemma.
Proof of Lemma 3.2. It follows from (32) and Chebyshev’s inequality that
sup
N≥1
QN
({
ϑ ∈ Sˆ; sup
t∈[0,T ]
∫
E
|e|2+ǫϑ(t, de) > M
})
≤
1
M
sup
N≥1
EQN
[
sup
t∈[0,T ]
∫
E
|e|2+ǫµN (t, de)
]
≤
1
M
sup
N≥1
EQN
[
sup
t∈[0,T ]
1
N
N∑
i=1
∣∣(ξiN , ZiN (t),XiN (t))∣∣2+ǫ
]
≤
Cǫ
M
{
sup
N≥1
EQN
[
1
N
N∑
i=1
∣∣ξiN ∣∣2+ǫ
]
+ sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣Z˜N (t)∣∣∣2+ǫ
N
]
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+ sup
N≥1
EQN
[
sup
t∈[0,T ]
∣∣∣X˜N (t)∣∣∣2+ǫ
N
]}
.
By the assumption (Aξ,f,ρ,φ)-(i) and noting that ζ
i ∈ ΞK for all i ≥ 1, the limit (37) follows from
(A.7) and Lemma A.2. On the other hand, using the representation of the empirical measure given
by (31), it holds that, for s, t ∈ [0, T ],
W2E,2
(
µN (t), µN (s)
)
≤
1
N
N∑
i=1
{∣∣ZiN (t)− ZiN (s)∣∣2 + ∣∣XiN (t)−XiN (s)∣∣2} .
Then, it follows from Chebyshev’s inequality that
sup
N≥1
QN
({
ϑ ∈ Sˆ; sup
|t−s|≤δ
WE,2(ϑ(t), ϑ(s)) > ε
})
≤
1
ε2
sup
N≥1
EQN
[
1
N
N∑
i=1
{
sup
|t−s|≤δ
∣∣ZiN (t)− ZiN (s)∣∣2 + sup
|t−s|≤δ
∣∣XiN (t)−XiN (s)∣∣2
}]
.
Using the assumption (Aξ,f,ρ,φ), Lemma A.2 with the assumption (AΘ), and the estimate (A.7),
we deduce the existence of a positive constant C which is independent of N such that
sup
N≥1
EQN
[
1
N
N∑
i=1
sup
|t−s|≤δ
∣∣ZiN (t)− ZiN (s)∣∣2
]
≤ Cδ{1 + Υ(δ)};
sup
N≥1
EQN
[
1
N
N∑
i=1
sup
|t−s|≤δ
∣∣XiN (t)−XiN (s)∣∣2
]
≤ Cδ{1 + Υ(δ)}, (A.8)
where, for δ > 0, we have defined
Υ(δ) := sup
N≥1
EQN
[
1
N
N∑
i=1
sup
|t−s|≤δ
∣∣W iN (t)−W iN (s)∣∣2
]
. (A.9)
Note that (W 1N , . . . ,W
N
N ) are independent Wiener processes under QN and hence Doob’s maximal
inequality implies that
Υ(δ) = sup
N≥1
EQN
[
1
N
N∑
i=1
sup
|t−s|≤δ
∣∣W iN (t)−W iN (s)∣∣2
]
= sup
N≥1
EQN
[
sup
|t−s|≤δ
∣∣W 1N (t)−W 1N (s)∣∣2
]
≤ 4δ.
This yields Υ(δ)→ 0 as δ → 0. Hence, the limit (38) follows from (A.8).
References
Ahmed, N.U., and C.D. Charalambous (2013): Stochastic minimum principle for partially observed
systems subject to continuous and jump diffusion processes and driven by relaxed controls. SIAM
J. Contr. Optim. 51, 3235-3257.
Aliprantis, C.D., and K. Border (2006): Infinite Dimensional Analysis: A Hitchhiker’s Guide.
Springer-Verlag, New York.
Annunziato, M., and A. Borz`ı (2010): Optimal control of probability density functions of stochastic
processes. Math. Modelling Anal. 15, 393-407.
Annunziato, M., and A. Borz`ı (2018): A Fokker-Planck control framework for stochastic systems.
EMS Surveys Math. Sci. 5, 65-98.
32
Ba, J., and B. Frey (2013): Adaptive dropout for training deep neural networks. In Ad-
vances in Neural Information Processing Systems 26 (NIPS 2013). Available online at
http://papers.nips.cc/paper/5032-adaptive-dropout-for-training-deep-neural-networks.pdf
Bahlali, S., B. Djehiche, and B. Mezerdi (2007): The relaxed stochastic maximum principle in
singular optimal control of diffusions. SIAM J. Contr. Optim. 46, 427-444.
Buitrago, J., and S. Asfour (2017): Short-term forecasting of electric loads using nonlinear autore-
gressive artificial neural networks with exogenous vector inputs. Energies 10(1), 40. Available
online at https://doi.org/10.3390/en10010040
Bahlali, S., B. Djehiche, and B. Mezerdi (2007): The relaxed stochastic maximum principle in
singular optimal control of diffusions. SIAM J. Contr. Optim. 46, 427-444.
Carmona, R., and F. Delarue (2015): Forward-backward stochastic differential equations and con-
trolled McKean-Vlasov dynamics. Ann. Probab. 43(5), 2647-2700.
Choromanska, A., M. Henaff, M. Mathieu, G.B. Arous, and Y. LeCun (2015): The loss surfaces
of multilayer networks. In Artificial Intelligence and Statistics 192-204. Preprint, available at
https://arxiv.org/abs/1412.0233
Carmona, R., F. Delarue, and D. Lacker (2016): Mean field games with common noise. Ann.
Probab. 44, 3740-3803.
Chen, R., Y. Rubanova, J. Bettencourt, and D. Duvenaud (2019): Neural ordinary differential
equations. Preprint, available at https://arxiv.org/pdf/1806.07366.pdf
Cuchiero, C., M. Larsson, and J. Teichmann (2019): Deep neural networks, generic universal inter-
polation, and controlled ODEs. Preprint, available at https://arxiv.org/pdf/1908.07838.pdf
Dal Maso, G. (1993): An Introduction to Γ-Convergence. Springer-Verlag, New York.
De Figueiredo, D.G. (1991): Lectures on the Ekeland variational principle with applications and
detours. Acta. Appl. Math. 24, 195-196.
E, Weinan (2017): A proposal on machine learning via dynamical systems. Commun. Math. Stats.
5, 1-11.
E, Weinan, J.Q. Han, and Q.X. Li (2018): A mean-field optimal control formulation of deep
learning. Res. Math. Sci. 6:10, 1-41.
El Karoui, N., D.H. Nguyen, and M. Jeanblanc-Picque` (1987): Compactification methods in the
control of degenerate diffusions: existence of an optimal control. Stochastics 20, 169-219.
Evans, L.C. (2010): Partial Differential Equations, 2nd Ed.. American Mathematical Society, Prov-
idence.
Jabir, J.F., D. Siska, and L. Szpruch (2019): Mean-field neural ODEs via relaxed optimal control.
Preprint, available at https://arxiv.org/abs/1912.05475
He, Z., A.S. Rakin, and D.L. Fan (2019): Parametric noise injection: Trainable randomness to im-
prove deep neural network robustness against adversarial attack. In Proceedings of IEEE Conf. on
Comput. Vis. Pattern Recogn. 1-15. Preprint, available at https://arxiv.org/abs/1811.09310
Hasan, M., and A.K. Roy-Chowdhury (2015): A continuous learning framework for activity recog-
nition using deep hybrid feature models. IEEE Trans. Multimedia 17, 1909-1922.
Haussmann, U.G., and J.P. Lepeltier (1990): On the existence of optimal controls. SIAM J. Contr.
Optim. 28, 851-902.
33
Haykin, S. (2009): Neural Network and Learning Machines, 3rd Ed.. Pearson Education Inc, New
York.
He, K., S. Ren, and J. Sun (2016): Deep residual learning from image recognition. In Pro-
ceedings of IEEE Confer. Comput. Vis. Pattern Recogn. 770-778. Preprint, available at
https://arxiv.org/abs/1512.03385
Hintermu¨ller, M., D. Marahrens, P.A. Markowich, and C. Sparber (2013): Optimal bilinear control
of Gross-Pitaevskii equations. SIAM J. Contr. Optim. 51, 2509-2543.
Ioffe, S., and C. Szegedy (2015): Batch normalization: accelerating deep network training by
reducing internal covariate shift. ICML’15 Proceedings of the 32nd International Conference on
International Conference on Machine Learning, Lille, France, Vol. 37, 448-456.
Kingma, D.P., T. Salimans, and M. Welling (2015): Variational dropout
and the local reparameterization trick. In Advances in Neural Informa-
tion Processing Systems 28 (NIPS 2015) 2575-2583. Available online at
http://papers.nips.cc/paper/5666-variational-dropout-and-the-local-reparameterization-trick
Lacker, D. (2015): Mean field games via controlled martingale problems: Existence of Markovian
equilibria. Stoch. Process. Appl. 125, 2856-2894.
Lacker, D. (2016): A general characterization of the mean field limit for stochastic differential
games. Probab. Theor. Relat. Fields 165, 581-648.
Manita, O.A., M.S. Romanov, and S.V. Shaposhnikov (2015): On uniqueness of solutions to non-
linear Fokker-Planck-Kolmogorov equations. Nonlinear Anal. 128, 199-226.
Narendra, K., and K. Parthasarathy (1990): Identification and control of dynamical systems using
neural networks. IEEE Trans. Neural Network 1, 4-27.
Noh, H., T. You, J. Mun, and B. Han (2017): Regularizing deep neural networks by noise: Its
interpretation and optimization. In Adv. Neural. Inf. Process Syst. 5113-5122.
Oberman, A.M., and J. Calder (2018): Lipschitz regularized deep neural networks converge and
generalize. Preprint, available at https://arxiv.org/abs/1808.09540
Rotskoff, G.M., and E. Vanden-Eijnden (2019): Trainability and accuracy of neu-
ral networks: An interacting particle system approach. Preprint, available at
https://arxiv.org/abs/1805.00915v3
Siegelmann, H., B. Horne, and C. Lee Gile (1997): Computational capabilities of recurrent NARX
neural networks. IEEE Trans. Syst. Man Cybern. Part B 27, 208-215.
Simon, J. (1987): Compact sets in the space Lp(0, T ;B). Ann. Mat. Pura Appl. 146(1), 65-96.
Simonyan, K. and A. Zisserman (2015): Very deep convolutional networks for large-
scale image recognition. Intern. Conf. on Learning Represent. 1-14. Preprint, available at
https://arxiv.org/pdf/1409.1556.pdf
Sirignano, J., and K. Spiliopoulos (2020): Mean field analysis of deep neural networks. Preprint
available at https://arxiv.org/abs/1903.04440.
Srivastava, R.K., K. Greff, and J. Schmidhuber (2015): Training very deep networks. In Adv. Neural
Inf. Process Syst. 1-11. Preprint, available at https://arxiv.org/pdf/1507.06228.pdf
Srivastava, N., G.E. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov (2014): Dropout:
a simple way to prevent neural networks from overfitting. J. Mach. Learn. Res. 15, 1929-1958.
34
Szegedy, C., W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and
A. Rabinovich (2015): Going deeper with convolutions. IEEE Conf. on Comput. Vis. Pattern
Recogn. 1-12. Preprint, available at https://arxiv.org/abs/1409.4842
Thorpe, M., and Y. van Gennip (2018): Deep limit of residual neural networks. Preprint, available
at https://arxiv.org/abs/1810.11741
Villani, C. (2003): Topics in Optimal Transportation. Graduate Studies in Mathematics, Volume:
58, AMS.
Villani, C. (2009): Optimal Transport: Old and New Part. Springer-Verlag, New York.
Wan, L., M. Zeiler, S. Zhang, Y. LeCun, and R. Fergus (2013): Regularization of neural networks
using dropconnect. In Intern. Conf. Machine Learn. Volume: 1, 1-12. Preprint, available at
http://yann.lecun.com/exdb/publis/orig/wan-icml-13.pdf
35
