Développement de méthodes statistiques nécessaires à l'analyse de données génomiques (application à l'influence du polymorphisme génétique sur les caractéristiques cutanées individuelles et l'expression du vieillissement cutané.) by BERNARD, Anne et al.
CONSERVATOIRE NATIONAL DES
ARTS ET MÉTIERS
École Doctorale Informatique, Télécommunications et Électronique (EDITE)
Laboratoire CEDRIC
THÈSE DE DOCTORAT
présentée par : Anne BERNARD
soutenue le : 20 décembre 2013
pour obtenir le grade de : Docteur du Conservatoire National des Arts et Métiers
Discipline / Spécialité : Informatique
Développement de méthodes statistiques nécessaires à
l'analyse de données génomiques
application à l'inﬂuence du polymorphisme génétique sur les
caractéristiques cutanées individuelles et l'expression du
vieillissement cutané
THÈSE co-dirigée par
SAPORTA Gilbert Professeur, CNAM, Paris
GUINOT Christiane Docteur/HDR, Université François Rabelais, Tours
RAPPORTEURS
BESSE Philippe Professeur, INSA, Toulouse
SABATIER Robert Professeur, Université de Montpellier
EXAMINATEURS
ABDI Hervé Professeur, The University of Texas at Dallas, USA
LATREILLE Julie Docteur, Chanel, Paris
TENENHAUS Arthur Professeur, SUPELEC, Gif-sur-Yvette
ZAGURY Jean-François Professeur, CNAM, Paris

"À mes parents,"

Remerciements
Je tiens tout d'abord à remercier très chaleureusement mes deux directeurs de thèse, le
Professeur Gilbert Saporta et le Docteur Christiane Guinot pour leur soutien, leur dispo-
nibilité et l'aide précieuse qu'ils m'ont apportée tout au long de cette thèse. L'intérêt qu'ils
ont porté à mon travail et la conﬁance qu'ils m'ont accordée m'ont permis de m'épanouir
durant ces trois années agréables et passionnantes. Je tiens à leur adresser, ainsi qu'aux
Professeurs Hervé Abdi et Arthur Tenenhaus, toute ma reconnaissance pour leurs conseils
et les connaissances statistiques qu'ils m'ont permis d'acquérir ainsi que le temps précieux
qu'ils m'ont consacré, même à plus de 8 000 km de distance. Travailler à leur côté a été
une chance et un réel plaisir.
Je remercie également très sincèrement les Professeurs Philippe Besse et Robert Saba-
tier qui m'ont fait l'honneur d'accepter d'être les rapporteurs de ce travail. Je les remercie
pour le temps qu'ils ont accordé à la relecture de ce manuscrit et pour l'intérêt qu'ils lui
ont accordé.
Un grand merci au Professeur Jean-François Zagury pour le réel enthousiasme dont il
a toujours fait part et pour ses précieux conseils et un grand merci à toute son équipe, en
particulier Sigrid, Cédric, Taouﬁk, Vincent et Christiane pour leur gentillesse et leur aide.
Je tiens à remercier chaleureusement TOUTE l'équipe du CE.R.I.E.S. pour leur sou-
tien, leur gentillesse et pour ces quatre années de bonheur passées à leur côtés. Un grand
merci à Julie Latreille, Emmanuelle Mauger et la petite dernière Frédérique Soppelsa pour
le plaisir qu'elles m'ont donné à venir travailler tous les jours à leurs côtés.
Et puis à côté de cela il y a les ami(e)s, en particulier Sandra, Emilie, Hanna, Julie
et Claude qui ont toujours cru en moi et m'ont soutenu malgré la distance. Des ami-
tiés longues et sincères qui sont une vraie source d'énergie au quotidien. Des ami(e)s et
bien plus... Merci à Pierre-Hakim pour son soutien au quotidien, merci de m'avoir permis
d'avancer et de me dépasser chaque jour un peu plus.
Mes pensées les plus profondes vont à ma famille, ma grand-mère, et en particulier à
mes parents qui sont une vraie source de bonheur, ma plus grande ﬁerté et la raison de ces
aboutissements.
Toutes les personnes que j'ai eu la chance de croiser et qui m'ont entourées durant ces
trois années m'ont permis de passer des moments formidables et d'apprécier chaque jour
la chance que j'avais d'être aussi bien "tombée". Merci à toutes ces personnes pour leur
gentillesse, leur humilité et leur si grand savoir qui m'a toujours impressionné...
6
Résumé
Les nouvelles technologies développées ces dernières années dans le domaine de la géné-
tique ont permis de générer des bases de données de très grande dimension, en particulier
de Single Nucleotide Polymorphisms (SNPs), ces bases étant souvent caractérisées par un
nombre de variables largement supérieur au nombre d'individus. L'objectif de ce travail
a été de développer des méthodes statistiques adaptées à ces jeux de données de grande
dimension et permettant de sélectionner les variables les plus pertinentes au regard du
problème biologique considéré. Dans la première partie de ce travail, un état de l'art pré-
sente diﬀérentes méthodes de sélection de variables non supervisées et supervisées pour 2
blocs de variables et plus. Dans la deuxième partie, deux nouvelles méthodes de sélection
de variables non supervisées de type "sparse" sont proposées : la Group Sparse Principal
Component Analysis (GSPCA) et l'Analyse des Correspondances Multiples sparse (ACM
sparse). Vues comme des problèmes de régression avec une pénalisation group LASSO elles
conduisent à la sélection de blocs de variables quantitatives et qualitatives, respectivement.
La troisième partie est consacrée aux interactions entre SNPs et dans ce cadre, une mé-
thode spéciﬁque de détection d'interactions, la régression logique, est présentée. Enﬁn, la
quatrième partie présente une application de ces méthodes sur un jeu de données réelles
de SNPs aﬁn d'étudier l'inﬂuence possible du polymorphisme génétique sur l'expression
du vieillissement cutané au niveau du visage chez des femmes adultes. Les méthodes déve-
loppées ont donné des résultats prometteurs répondant aux attentes des biologistes, et qui
oﬀrent de nouvelles perspectives de recherches intéressantes.
Mots clés : sélection de variables, ACP sparse, ACM, SNP-SNP interactions, régression
logique, méthodes multiblocs, méthodes sparse non supervisées.
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Abstract
New technologies developed recently in the ﬁeld of genetic have generated high-dimensional
databases, especially SNPs databases. These databases are often characterized by a num-
ber of variables much larger than the number of individuals. The goal of this dissertation
was to develop appropriate statistical methods to analyse high-dimensional data, and to
select the most biologically relevant variables.
In the ﬁrst part, I present the state of the art that describes unsupervised and super-
vised variables selection methods for two or more blocks of variables. In the second part, I
present two new unsupervised "sparse" methods: Group Sparse Principal Component Ana-
lysis (GSPCA) and Sparse Multiple Correspondence Analysis (Sparse MCA). Considered
as regression problems with a group LASSO penalization, these methods lead to select
blocks of quantitative and qualitative variables, respectively. The third part is devoted to
interactions between SNPs. A method employed to identify these interactions is presented:
the logic regression. Finally, the last part presents an application of these methods on a
real SNPs dataset to study the possible inﬂuence of genetic polymorphism on facial skin
aging in adult women. The methods developed gave relevant results that conﬁrmed the
biologist's expectations and that oﬀered new research perspectives.
Keywords: feature selection, sparse PCA, MCA, SNP-SNP interactions, logic regression,
multiblocks methods, unsupervised sparse methods.
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Introduction
Depuis quelques années la génomique a été bouleversée grâce à des outils technologiques
récemment commercialisés : les puces de génotypage. L'utilisation de ces puces connaît un
essor croissant car elles permettent de cribler et de mesurer l'information contenue non
plus dans 1, 2, ou 10 gènes mais dans les 25 000 gènes du génome. Souvent utilisées dans le
domaine de la cancérologie, ces nouveaux supports ont permis de caractériser et d'analyser
diﬀérents processus biologiques et biophysiques fondamentaux.
Le CE.R.I.E.S. mène depuis 2002 une série d'études sur les relations qui lient le poly-
morphisme génétique aux caractéristiques et à l'expression du vieillissement cutané. Une
approche "gènes candidats" a d'abord été adoptée et diﬀérents gènes ont été étudiés (Elfa-
kir et al. [2009], Latreille et al. [2009], Latreille et al. [2011],Le Clerc et al. [2012], Ezzedine
et al. [2012], Jdid et al. [2013]). En 2010 une étude d'association génome entier a été mise
en place. Les puces de génotypage ont été utilisées et des analyses SNP par SNP ont été
réalisées. Les premiers résultats ont fait l'objet d'une publication en 2012 (Le Clerc et al.
[2012]). Ces analyses "classiques" de données GWAS (Genome Wide Association Study)
permettent de mettre en évidence les eﬀets les plus importants. Cependant les eﬀets plus
modérés mais combinés de gènes ne peuvent pas être mis en évidence. Diﬀérentes approches
peuvent être envisagées pour prendre en compte cet eﬀet multifactoriel. Une approche non
supervisée qui vise à structurer et résumer l'information contenue dans la base de données
comme l'ACP (Analyse en Composantes Principales) et l'ACM (Analyse des Correspon-
dances Multiples), ou une approche supervisée à visée explicative telles que les méthodes
de régression.
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Dans ce contexte de données de très grande dimension où le nombre de variables est lar-
gement supérieur au nombre d'individus, le problème spéciﬁque de la sélection de variables
se pose et nécessite une approche particulière. Les deux approches envisagées sont adaptées
à ce contexte. Le but dans un premier temps est d'utiliser des méthodes non supervisées
pénalisées, c'est-à-dire "sparse", telles que l'ACP sparse, aﬁn de sélectionner les variables
les plus pertinentes dans le problème posé. Les variables considérées dans cette thèse étant
catégorielles on appliquera une pénalisation de type group LASSO à l'ACM dans le but
d'obtenir une version parcimonieuse de cette méthode et de simpliﬁer l'interprétation des
résultats. Une fois l'approche exploratoire réalisée une approche explicative est envisagée.
Les données pouvant être structurées par blocs, des méthodes telles que la Regularized
Generalized Canonical Correlation Analysis (RGCCA) ou des régressions group LASSO
peuvent être utilisées. Répondre à l'objectif est d'autant plus diﬃcile que, dans la majo-
rité des cas, c'est l'interaction entre plusieurs gènes qui permet d'expliquer un phénomène
précis. Il faut pour cela considérer des méthodes de détection d'interactions telle que la
régression logique et intégrer les résultats obtenus aux deux approches proposées. Une fois
les signaux (gènes) intéressants identiﬁés, il est important d'apporter une interprétation
biologique aﬁn de mesurer la pertinence des résultats par rapport au problème biologique
considéré. L'interaction avec les biologistes et leur contribution dans ce travail est indis-
pensable pour valider les méthodes développées et comprendre les processus biologiques
mis en exergue grâce à ces approches.
L'objectif de ce travail de recherche est donc de développer de nouvelles méthodes sta-
tistiques nécessaires à l'analyse de données génétiques et plus particulièrement de données
de SNPs aﬁn d'étudier l'inﬂuence du polymorphisme génétique sur les caractéristiques et
l'expression du vieillissement cutané, ainsi que d'interagir avec des biologistes aﬁn d'inter-
préter les résultats obtenus et les pistes biologiques envisagées.
La thèse est composée de quatre parties :
La première partie considère le problème de sélection de variables dans le cas super-
visé et non supervisé. Un état de l'art de plusieurs méthodes parcimonieuses ("sparse")
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existantes est réalisé dans le cas unibloc (contexte exploratoire non supervisé) où une pré-
sentation de plusieurs versions "sparse" de l'ACP est réalisée ; le cas à 2 blocs (contexte
supervisé) avec une présentation de plusieurs versions "sparse" de la régression PLS ; et le
cas à K blocs (contexte supervisé multiblocs) en considérant la méthode group LASSO et
sa version sparse (SGL), ainsi que la RGCCA et sa version sparse (SGCCA).
La deuxième partie traite le problème de sélection de variables dans le cadre non su-
pervisé de données quantitatives structurées par blocs ainsi que de données catégorielles.
Deux nouvelles méthodes sont proposées. La première, nommée GSPCA, est une méthode
d'exploration parcimonieuse de données quantitatives structurées par blocs. Elle permet la
sélection de groupes de variables quantitatives sur chacun des axes. La deuxième, nommée
ACM sparse, est une méthode d'analyse de données parcimonieuse dans le cas où les don-
nées sont catégorielles mais pas nécessairement structurées par blocs. Contrairement aux
méthodes de sélection de variables dans le cas supervisé, ces deux méthodes ne permettent
pas une sélection globale mais une sélection axe par axe qui facilite l'interprétation des
résultats.
La troisième partie présente l'intérêt de détecter des interactions entre polymorphismes,
et deux approches diﬀérentes sont décrites. La première est une approche biologique basée
sur les interactions déjà connues dans la littérature et stockées dans des bases de données
accessibles. Elle permet d'avoir une vision globale des interactions connues et des voies
biologiques intéressantes qui en ressortent. La deuxième est une approche statistique. La
détection d'interactions entre SNPs est possible grâce à la régression logique qui est expli-
citée dans cette troisième section.
Enﬁn, la quatrième partie présente les applications de ces méthodes sur des données
génétiques réelles (SNPs). Une présentation du contexte de l'étude et des pré-traitements
eﬀectués est réalisée. Dans un premier temps, une approche exploratoire utilisant les nou-
velles méthodes développées est considérée puis une approche supervisée est réalisée. Les
interactions sont ensuite détectées et prises en compte par la suite dans les diﬀérentes ap-
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proches. Les résultats sont comparés à l'aide de critères biologiques et des interprétations
sont proposées grâce à la collaboration avec les biologistes.
Nous conclurons ce travail par un bilan et des perspectives de travail futur.
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Notations et rappels
Les matrices sont désignées par des lettres majuscules à caractères gras (exemple : X),
les vecteurs par des lettres minuscules à caractères gras (exemple : q), les éléments des
vecteurs et des matrices par des lettres minuscules en italique avec les indices appropriés
si nécessaire (exemple : xi,j est un élément de X). L'opérateur du signe est dénoté sign().
La matrice identité est déﬁnie par I, le vecteur colonne rempli de chiﬀres uns par 1. Le
rang d'une matrice est noté rank(), la transposée d'une matriceT , et l'inverse−1. Appliqué
à une matrice carrée, l'opérateur diagonale, noté diag(), prend les éléments de la diagonale
de la matrice et les stocke dans un vecteur colonne ; lorsqu'il est appliqué à un vecteur,
l'opérateur diag stocke les éléments du vecteur sur la diagonale d'une matrice. L'opérateur
trace dénoté tr() calcule la somme des éléments diagonaux d'une matrice carrée.
La norme L1 est notée ||.||1 et déﬁnie de la manière suivante :
||x||1 =
I∑
i=1
|xi| (1)
La norme L2 est notée ||.||2 et déﬁnie de la manière suivante :
||x||2 =
√
xxT =
(
I∑
i=1
|xi|2
)1/2
(2)
La norme L2 W-généralisée est notée ||.||W et déﬁnie comme suit :
||x||W =
√
xWxT (3)
avec W une matrice déﬁnie positive.
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Pour toutes matrices A et B carrées, les propriétés suivantes de la trace sont vériﬁées
(Schott [2005]) :
Propriété 1.
tr(A + B) = tr(A) + tr(B) (4)
Propriété 2.
tr(AB) = tr((AB)T ) = tr(BTAT ) = tr(BA) (5)
Propriété 3. Cas particulier de la proriété 2 pour B=AT
tr(AAT ) = tr(ATA) (6)
Le produit standard entre matrices est dénoté par une simple juxtaposition ou par ×
quand il est nécessaire de l'expliciter (exemple : XY = X×Y est le produit des matrices
X et Y). Les matrices de rang-1 sont notées X(1) et les matrices de rang-L notées X(L). Si
les données sont structurées en K tables de données recueillies sur les mêmes observations,
chaque table est appelée un bloc. Les données de chaque bloc sont stockées dans une matrice
rectangulaire de dimension I × J[k] notée X[k] (en général centrée réduite), où I est le
nombre d'observations et J[k] le nombre de variables collectées sur les mêmes observations
pour la k-ème table. Le nombre total de variables est appelé J (i.e, J =
K∑
k=1
J[k]). Les
blocs de variables sont considérés comme des sous-matrices de matrices plus larges et sont
représentés entre crochets, séparés par des barres verticales. Par exemple, les K blocs X[k],
chacun de dimensions I lignes par J[k] colonnes, sont concaténés dans une matrice notée
X de dimensions I × J :
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
(7)
De plus, appliqué à une matrice structurée par blocs, l'opérateur diag() produit une ma-
trice carrée bloc diagonale.
Propriétés des dérivées de matrices
Si l'on considère la matrice X et des matrices A et B, carrées, constantes et indépendantes
de X, les propriétés suivantes sont vériﬁées (Magnus and Neudecker [1988], Petersen and
Pedersen [2006]) :
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Propriété 4.
∂ tr(X)
∂X
=
tr(∂X)
∂X
(8)
Propriété 5.
∂ tr(XTX)
∂X
= 2X (9)
Propriété 6.
∂ tr(AX)
∂X
=
∂ tr(XA)
∂X
= AT (10)
Propriété 7.
∂ tr(AXB)
∂X
= ATBT (11)
Lorsque qu'une fonction n'est pas diﬀérentiable en un point, on calcule alors le sous-
gradient, noté ∂, qui généralise la dérivée de fonctions non diﬀérentiables. Les sous-gradients
sont généralement utilisés dans le cadre d'étude de fonctions convexes ou d'optimisation
convexe.
Propriété 8. Le sous-gradient de la norme L2 ‖w‖2, avec w un vecteur ∈ RJ vaut :
∂ ‖w‖2 =

w
‖w‖2 si w 6= 0
∈ {z| ‖z‖2 ≤ 1} si w = 0
(12)
avec z un vecteur ∈ RJ .
Décomposition en valeurs singulières
La décomposition en valeurs singulières a de très nombreuses applications utiles en sta-
tistiques multivariées (Greenacre [1984], Jessup and Sorensen [1994], Strang [2003], Abdi
[2007], Yanai et al. [2011], Golub and Van Loan [2012]). Toute matrice X de rang L, de
dimensions I × J , peut être décomposée en trois matrices P, ∆, Q comme suit :
X = P∆QT , (13)
où P (I × L) et Q (J × L) sont orthonormales ((i.e., chaque colonne a une norme de 1,
et deux colonnes diﬀérentes sont orthogonales) et ∆ (L×L) est une matrice diagonale où
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chacun de ses éléments δj (j = 1, . . . , L) est appelé valeur singulière. Les valeurs singulières
sont les racines carrées des valeurs propres des matrices XTX et XXT . On pose F=P∆,
les Composante Principales (CPs), en anglais "factor scores", et Q les "loadings" corres-
pondants, ou vecteurs propres (Saporta [2006]).
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Chapitre 1
Méthodes sparses supervisées et non
supervisées : état de l'art
Dans de nombreux domaines, en particulier en biologie, les méthodes d'analyse multi-
variée, et plus particulièrement les méthodes de régression, se sont révélées très utiles pour
l'identiﬁcation de liens éventuels entre un ou plusieurs facteurs et un phénomène d'intérêt
tels que la survenue d'une maladie ou la valeur d'une variable biologique par exemple. Ces
méthodes permettent de "modéliser" le phénomène étudié. Toutefois une sélection de va-
riables est souvent nécessaire au préalable, en particulier lorsque l'on dispose d'un nombre
de variables explicatives J important pour modéliser la variable d'intérêt. Le but de cette
sélection est en général d'améliorer la connaissance du phénomène de causalité entre les
descripteurs et la variable à prédire, ou encore d'améliorer la qualité de la prédiction.
Dans le cadre de cette sélection de variables plusieurs approches sont envisageables. La
première consiste à utiliser des algorithmes de sélection de modèle par sélection de variables
(de type "backward", "forward", "stepwise", ...) en minimisant des critères pénalisés (Cp,
AIC, BIC). De nombreux critères de choix de modèles ont été proposés pour la régression
linéaire multiple. En pratique, les critères les plus utilisés sont la statistique du F de Fisher
pour comparer des séquences de modèles emboités ; le R2 qui croît à mesure de l'introduc-
tion de variables dans le modèle et qui peut servir à comparer deux modèles avec le même
nombre de variables ; le Cp de Mallows [1973] qui est une estimation de l'erreur quadra-
tique moyenne de prévision ; le "Akaïke's Information criterion (AIC)" (Akaike [1974]) qui
représente un compromis entre le biais, diminuant avec le nombre de paramètres libres,
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et la parcimonie (i.e., la volonté de décrire les données avec le plus petit nombre de pa-
ramètres possibles) ; le "Bayesian Information Criterion (BIC)" (Sawa [1978]) qui vise la
sélection de variables statistiquement signiﬁcatives dans le modèle ; ou encore le PRESS de
Allen (Allen [1971]), qui est un autre type de critère issu de la validation croisée, appelé
aussi Leave One Out (LOO) qui permet de comparer les capacités prédictives de deux
modèles. Lorsque le nombre de variables J est grand, il est diﬃcile de pouvoir explorer
tous les modèles possibles aﬁn de sélectionner "le meilleur" au sens de l'un des critères
cités ci-dessus. Pour pallier ce problème, diﬀérentes stratégies (qui doivent être choisies
en fonction de l'objectif recherché et de la valeur de J) ont été proposées. Les méthodes
de type pas à pas consistent à considérer d'abord un modèle faisant intervenir un certain
nombre de variables explicatives, puis procèdent par élimination ou ajout successif de va-
riables. La méthode ascendante (forward selection) consiste à ajouter une variable (la plus
signiﬁcative) au modèle à chaque pas, la procédure s'arrêtant lorsque toutes les variables
sont introduites dans le modèle. La méthode descendante (backward elimination) démarre
du modèle complet et à chaque étape élimine du modèle la variable la moins signiﬁcative.
Enﬁn, la méthode stepwise est une combinaison de ces deux méthodes et introduit une
étape d'élimination de variables après chaque étape de sélection. Cependant lorsque J est
grand la méthode descendante est inexploitable voire impossible si le nombre de variables
J est supérieur au nombre d'individus I. Lorsque J > I, l'estimateur des moindres carrés
ordinaires n'existe pas et on se retrouve dans un cas de multicolinéarité. Des méthodes
telles que la régression ridge ou Partial Least Squares (PLS) permettent une réduction de
dimension tout en conservant l'ensemble des variables, ce qui est souvent perçu comme un
avantage. Cependant dans des contextes de grande dimension (J  I), de telles combinai-
sons deviennent ininterprétables.
Pour y remédier une autre approche consiste à utiliser des algorithmes plus récents
appelés "sparse". Ils permettent la sélection de modèles par pénalisation et régularisation
(ridge, LASSO, elastic net) en produisant des combinaisons "sparse" de variables, c'est-
à-dire avec un grand nombre de coeﬃcient nuls. Les méthodes telles que LASSO, elastic
net ou sparse PLS permettent de créer de la parcimonie dans les résultats aﬁn de faciliter
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leur interprétation. Les méthodes qui seront présentées et utilisées tout au long de ce
manuscrit sont en grande partie basées sur ces algorithmes. Les algorithmes de sélection
par pénalisation s'utilisent surtout dans le cas supervisé (régression multiple) mais comme
certaines méthodes non supervisées telles que l'ACP et l'ACM peuvent être vues comme
un problème de type régression, ces algorithmes peuvent s'appliquer.
La première grande partie de ce chapitre est consacrée aux méthodes "sparse" en ré-
gression linéaire, puis dans un deuxième temps pour des données unibloc (un seul bloc
de données X) dans un contexte non supervisé (panorama de plusieurs versions de l'ACP
sparse). Par la suite nous nous placerons dans le cas supervisé pour l'analyse de 2 blocs
de variables (un bloc de variables explicatives X et un bloc de variable(s) à expliquer) et
une présentation de diﬀérentes méthodes de régression PLS dans leur version "sparse" sera
réalisée.
Dans certains domaines, en particulier en biologie et en génomique, les données de très
grandes dimensions peuvent être structurées par blocs (blocs de gènes, blocs de protéines,
blocs de SNPs, etc). Il est donc important de savoir comment traiter ces données, les
analyser ainsi que de sélectionner des blocs de variables pour faciliter l'interprétation des
résultats. Pour ce faire, la deuxième partie de cette section est dédiée aux méthodes dites
"sparse" dans le cas où les données sont à priori structurées par blocs, pour 3 blocs ou plus.
Une présentation de la régression group LASSO et de sa version "sparse" est réalisée dans
le cadre d'une régression avec une seule variable à expliquer, et une méthode multiblocs
(RGCCA) pouvant considérer K blocs de variables (K > 3) est présentée dans sa version
standard et "sparse".
1.1 Méthodes sparse
1.1.1 Méthodes de régularisation
Soit un modèle linéaire classique à J prédicteurs x1, ...,xJ . La réponse prédite par un
tel modèle prend alors la forme :
ŷ = β̂0 +
J∑
j=1
β̂jxj , (1.1)
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où les coeﬃcients de régression β̂j et l'ordonnée à l'origine β̂0 sont estimés par le critère
usuel des moindres carrés (Gauss [1855]) :
β̂ = arg min
β
‖y −Xβ‖22, (1.2)
c'est-à-dire en recherchant les β qui minimisent l'erreur quadratique entre les valeurs pré-
dites et les valeurs observées. La précision de ces estimateurs étant fonction du nombre
d'observations et de la matrice X, il devient clair que lorsque le nombre de prédicteurs J
est grand, des problèmes de sur-ajustement surviennent.
1.1.1.1 Régression ridge et LASSO
Une solution au problème de surajustement consiste à pénaliser les termes du modèle
en considérant soit une pénalisation de norme L2 (régression ridge, Hoerl and Kennard
[1988]), soit une pénalisation de norme L1 (régression LASSO, Tibshirani [1996]) :
β̂
ridge
λ = arg min
β
‖y −Xβ‖22 + λ‖β‖22, avec ‖β‖22 =
J∑
j=1
β2j (1.3)
β̂
LASSO
λ = arg min
β
‖y −Xβ‖22 + λ‖β‖1, avec ‖β‖1 =
J∑
j=1
|βj |. (1.4)
On considère la réponse y centrée et la matrice X standardisée (moyenne nulle, variance
égale à 1) car on perd la propriété d'invariance par changement d'échelle dès que l'on
abandonne les moindres carrés ordinaires.
En présence de multicolinéarité, la régression régularisée de type ridge permet de
meilleures prédictions que le modèle des moindres carrés ordinaires (Ordinary Least Squares
(OLS)) classique, grâce à un meilleur compromis entre biais et variance. L'équation (1.3)
peut s'écrire comme la somme des carrés des résidus pénalisée (Penalized Residual Sum of
Squares (PRSS)) de la façon suivante :
PRSS(βridge) = (y −Xβ)T (y −Xβ) + λ‖β‖22 (1.5)
= yTy − 2βTXTy +βTXTXβ + λβTβ ,
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pour λ > 0. Il existe donc une solution unique (Hoerl and Kennard [2000]) que l'on obtient
en calculant la dérivée de PRSS(βridge) par rapport à β :
∂
∂β
(yTy) = 0 (1.6)
∂
∂β
(−2βTXTy) = −2XTβ (1.7)
∂
∂β
(βTXTXβ) = 2XTXβ (1.8)
∂
∂β
(λβTβ) = 2λβ (1.9)
Ainsi on obtient :
∂PRSS(βridge)
∂βridge
= −2XTβ + 2XTXβ + 2λβ (1.10)
= −2XT (y −Xβ) + 2λβ . (1.11)
La solution de PRSS(βridge) est donc obtenue en annulant la dérivée.
∂PRSS(βridge)
∂βridge
= 0 ⇔ −2XT (y −Xβ) + 2λβ = 0 (1.12)
⇔ −2XTy + 2XTXβ + 2λβ = 0
⇔ β(XTX + λI) = XTy
⇔ βridgeλ = (XTX + λI)−1XTy (si l'inverse existe)
La solution est indexée par le paramètre λ qui contrôle la régularisation. Ainsi pour chaque
λ il y a une solution. Lorsque λ tend vers 0, on obtient la solution des moindres carrés, si
elle existe, lorsqu'il tend vers l'inﬁni, on obtient un βridgeλ nul.
Le choix du λ peut être fait de plusieurs façons. Dans leur article, Hoerl and Kennard
[1970] tracent βridgeλ en fonction de λ et choisissent le λ pour lequel les coeﬃcients sont à
peu près stables. Cette méthode non objective a souvent été critiquée. Une autre possibilité
consiste à estimer le nombre de degrés de liberté df de la manière suivante :
df = tr
(
X
(
XTX + λW−
)−1
XT
)
(1.13)
où W = diag(|βridgeλ,j |) et W− indique une pseudo-inverse. La pratique standard consiste
désormais à utiliser la validation croisée, ce qui implique de chercher la valeur de λ qui
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minimise l'erreur quadratique moyenne. Si la taille de l'échantillon le permet, il sera découpé
en deux : un ensemble d'apprentissage et un ensemble de test. L'approche de validation
croisée K-fold (K-fold cross validation) la plus commune est en quatre étapes :
i) Partitionner l'ensemble d'apprentissage T en K groupes de même dimension (K = 10
est très souvent employé, McLachlan et al. [2005]). On suppose T = (T1, T2, . . . , TK),
ii) Pour chaque k = 1, 2, . . . ,K, ajuster le modèle fˆ (λ)−k (x) à l'ensemble d'apprentissage
en excluant le k-ème groupe,
iii) Calculer les valeurs ajustées pour les observations contenues dans l'échantillon consi-
déré,
iv) Calculer l'erreur de validation croisée pour le k-fold :
(CVError)
(λ)
k = |Tk|−1
∑
(x,y)∈Tk
(y − fˆ (λ)−k (x))2, (1.14)
avec |Tk| le cardinal de l'ensemble Tk.
L'erreur globale de validation croisée est ensuite déﬁnie comme :
(CVError)
(λ) = K−1
K∑
k=1
(CVError)
(λ)
k . (1.15)
Le λ sélectionné est celui qui minimise (CVError)(λ) et il est noté λ∗. Le modèle choisi
fˆ (λ
∗)(x) est calculé sur la totalité de l'ensemble d'apprentissage et l'erreur est calculée en
appliquant fˆ (λ
∗)(x) sur l'ensemble de test.
Remarque Si la taille de l'échantillon ne permet pas d'utiliser la validation croisée K-fold,
plusieurs solutions sont possibles. La première méthode ("testset validation") consiste à di-
viser l'échantillon de taille I en échantillon d'apprentissage et échantillon de test. Le modèle
est bâti sur l'échantillon d'apprentissage et validé sur l'échantillon de test. La seconde possi-
bilité est l'utilisation du LOO. Cette méthode est un cas particulier de la validation croisée
K-fold où K = I, c'est-à-dire que l'on apprend sur (I − 1) observations puis on valide le
modèle sur la Ième observation et l'on répète cette opération I fois.
La régression ridge permet de contourner les problèmes de colinéarité même en présence
d'un nombre important de variables explicatives (J > I). Cependant elle conserve tous
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les prédicteurs dans le modèle ce qui peut rendre diﬃcile l'interprétation des résultats.
D'autres approches par régularisation permettent également une sélection, c'est le cas de
la régression Least Absolute Shrinkage and Selection Operator (LASSO). Contrairement à
la régression ridge, la régression LASSO permet la sélection automatique des variables en
imposant la nullité de certains coeﬃcients selon les valeurs du paramètre de pénalisation
λ. Elle correspond à la minimisation d'un critère des moindres carrés avec une pénalité de
type L1 (et non plus L2 comme dans la régression ridge). La fonction optimisée est l'erreur
empirique mesurée par ‖y −Xβ‖22 à laquelle on ajoute un terme de régularisation, λ‖β‖1,
correspondant à la norme L1 de β pondérée par un paramètre λ positif. Si λ = 0, on
retrouve l'estimateur des moindres carrés, quand il existe, où aucun coeﬃcient n'est nul et
par conséquent aucune sélection n'est réalisée. En revanche, plus la valeur de λ est élevée,
plus le nombre de coeﬃcients nuls augmente. La solution obtenue avec la méthode LASSO
est dite parcimonieuse ("sparse" en anglais) car elle comporte beaucoup de coeﬃcients
nuls. L'équation (1.4) peut s'écrire de la manière suivante :
PRSS(β lasso) = (y −Xβ)T (y −Xβ) + λ‖β‖1. (1.16)
Contrairement à la régression ridge, il n'existe pas de forme analytique de la solution β̂
lasso
λ
dans le cas général. Il faut alors utiliser des techniques de programmation quadratique car
c'est un problème d'optimisation convexe. Si l'on construit le chemin de solutions du vec-
teur β en fonction du paramètre λ, on s'aperçoit qu'il est linéaire par morceaux. Ainsi, on
peut construire une suite de J + 1 valeurs croissantes de λ0 = 0 < λ1 < · · · < λJ telle
que β̂
lasso
λ0 soit l'estimateur des moindres carrés, β̂
lasso
λ1 ait exactement un coeﬃcient nul,
β̂
lasso
λ2 deux coeﬃcients nuls, etc. jusqu'à β̂
lasso
λJ
égal au vecteur nul. La détermination de
cette suite de valeurs de λ et des β correspondants se fait par l'algorithme 1 Least Angle
Regression (LARS) proposé par Efron et al. [2004] et implémenté dans le package "glmnet"
(Friedman et al. [2010]) du logiciel R (R Development Core Team [2008]).
Le LASSO présente toutefois des inconvénients dans plusieurs situations :
1. Dans le cas J  I (nombre de prédicteurs supérieur au nombre d'observations), le
LASSO ne sélectionne que I prédicteurs au maximum.
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Algorithm 1 Algorithme LARS
Initialisation. Commencer avec tous les coeﬃcients βj égaux à 0.
Etape 1. Trouver le prédicteur xj le plus corrélé à y.
Etape 2. Augmenter le βj dans le sens du signe de la corrélation avec y. Prendre comme
résidus r = y− yˆ. S'arrêter lorsque d'autres prédicteurs xk sont autant corrélés à r que
xj .
Etape 3. Augmenter (βj , βk) dans leur direction conjointe des moindres carrés jusqu'à
ce qu'un autre prédicteur xm soit aussi corrélé avec le résidu r.
Etape 4. Continuer jusqu'à ce que tous les prédicteurs soient dans le modèle.
2. Si un groupe contient des prédicteurs très corrélés entre eux, le LASSO tend à sé-
lectionner uniquement un seul prédicteur dans le groupe et ce prédicteur est un
prédicteur quelconque du groupe.
1.1.1.2 Régularisation elastic net
Une solution proposée plus récemment par Zou and Hastie [2005] consiste à utiliser
une combinaison convexe des régressions ridge et LASSO aﬁn de pallier les limitations du
LASSO. L'estimateur elastic net est de la forme :
β̂
elasticnet
= arg min
β
L(λ1, λ2,β), (1.17)
où :
L(λ1, λ2,β) = ‖y −Xβ‖22 + λ2‖β‖22 + λ1‖β‖1 (1.18)
= ‖y −Xβ‖22 + α‖β‖22 + (1− α)‖β‖1,
avec α =
λ2
(λ1 + λ2)
, ‖β‖22 et ‖β‖1 déﬁnis comme en (1.3) et (1.4). Fixer α à 0.5 revient à
donner autant d'importance à la contrainte L1 qu'à la contrainte L2.
Les deux paramètres de régularisation, λ1 et λ2, permettent d'une part la sélection de
variables et d'autre part d'autoriser dans le cas I 6 J , la sélection de plus de I variables.
Le LASSO est donc le cas particulier λ2 = 0 de l'elastic net, et la ridge celui où λ1 = 0. La
solution elastic net est linéaire par morceaux. Si λ2 est ﬁxé, un algorithme nommé Least
Angle Regression-Elastic Net (LARS-EN) résout eﬃcacement tout le chemin de solution
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de l'elastic net. Il est basé sur l'algorithme LARS de Efron et al. explicité précédemment.
Seuls les coeﬃcients non-nuls sont conservés à chaque étape du LARS-EN. L'algorithme
converge généralement rapidement, en particulier dans le cas où J  I.
La ﬁgure 1.1 présente l'illustration en 2-dimensions de la géométrie de la régression
ridge, LASSO et elastic net dans le cas où α = 0.5. Les singularités que l'on observe aux
sommets pour le LASSO et l'elastic net permettent la sparsité (sélection de variables avec
coeﬃcients nuls). Ce que l'on ne retrouve pas dans le cas de la régression ridge car aucun
coeﬃcient n'est mis à zéro. Par ailleurs, les bords sont convexes et cette convexité varie en
fonction du α choisi dans l'elastic net.
Figure 1.1  Illustration en 2-dimensions de la géométrie ridge (petits pointillés noirs),
LASSO (pointillés bleus, forme de losange) et elastic net pour α = 0.5 (courbe continue
rouge). Elastic net est un compromis entre LASSO et ridge, il y a des singularités au
sommet et les bords sont convexes. La convexité varie avec α (ﬁgure tirée de Zou [2005]).
Le choix des paramètres λ1 et λ2 dans le cas de l'elastic net est fait par validation
croisée. Des valeurs de (λ1, λ2) sont balayées sur une grille, et pour chaque point, une
validation croisée est réalisée aﬁn de trouver le couple (λ1, λ2) minimisant l'erreur de
prédiction.
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Exemple d'application
Les données proviennent d'une étude sur le cancer de la prostate (Stamey et al. [1989]) qui a
examiné la corrélation entre le niveau d'antigène spéciﬁque de la prostate (prostate speciﬁc
antigen : PSA) et un certain nombre de mesures cliniques chez les hommes sur le point de
recevoir une prostatectomie radicale. Les données ont été analysées par Tibshirani [1996]
et Zou and Hastie [2005]. Les 97 patients sont décrits au moyen de 8 variables cliniques :
1. le logarithme du volume de la tumeur (lcavol),
2. le logarithme du poids de la prostate (lweight),
3. l'âge,
4. le logarithme du taux d'hyperplasie bénigne de la prostate (lbph),
5. l'invasion des vésicules séminales, réponse oui/non (SVI),
6. le logarithme de la pénétration capsulaire (LCP),
7. le score de Gleason (gleason) et
8. le pourcentage de Gleason grade 4/5 (pgg45).
La variable svi est une variable binaire et la variable gleason est une variable catégorielle.
Le but de l'étude est de prédire la variable réponse y étant le logarithme de PSA (lpsa).
La ﬁgure 1.2 présente les diagrammes de dispersion des variables (représentant les
graphiques pour chaque paire de variables). Quelques corrélations avec lpsa sont évidentes
(lcavol par exemple) mais un bon modèle prédictif ne peut être construit sur la simple
analyse de cette matrice.
La matrice des corrélations entre les prédicteurs est donné dans la table 1.1 et pré-
sente de fortes corrélations. Par exemple, lcavol et lcp sont fortement liées à la variable
réponse lpsa et avec chacune des autres variables. Il faudra donc prendre en compte les
eﬀets conjointement pour mettre en exergue des relations entre la variable réponse et les
prédicteurs. De la même manière que dans Zou and Hastie [2005], les prédicteurs ont été
standardisés (variance unitaire) et le jeu de données a été séparé de manière aléatoire en
un ensemble d'apprentissage (67 patients) et un ensemble test (30 patients).
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Figure 1.2  Données cancer de la prostate : diagrammes de dispersion (en anglais, "scat-
ter plots"). La première ligne correspond à la variable à expliquer, les autres lignes corres-
pondent aux prédicteurs.
Table 1.1  Données cancer de la prostate : tableau des corrélations entre prédicteurs.
lcavol lweight age lbph svi lcp gleason pgg45
lcavol 1,000
lweight 0,300 1,000
age 0,286 0,317 1,000
lbph 0,063 0,437 0,287 1,000
svi 0,593 0,181 0,129 -0,139 1,000
lcp 0,692 0,157 0,173 -0,089 0,671 1,000
gleason 0,426 0,024 0,366 0,033 0,307 0,476 1,000
pgg45 0,483 0,074 0,276 -0,030 0,481 0,663 0,757 1,000
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Dans un premier temps une estimation par les moindres carrés a été réalisée sur l'en-
semble d'apprentissage. Le prédicteur lcavol présente l'eﬀet le plus fort, ainsi que svi et
lweight. L'erreur moyenne de prédiction sur l'ensemble test vaut 0.545. Par la suite la ré-
gression ridge, le LASSO et l'elastic net ont été appliqués au jeu de données. Pour chacune
de ces méthodes un paramètre λ est à déterminer. Celui-ci est choisi en minimisant l'erreur
de prédiction estimée calculée par validation croisée 10-fold. La validation croisée est eﬀec-
tuée sur l'ensemble d'apprentissage et l'ensemble test permet de juger de la performance du
modèle sélectionné. Les performances de ces méthodes ont été comparées dans la table 1.2.
Les deux dernières lignes de la table fournissent l'erreur moyenne de prédiction et l'écart
type estimé sur l'ensemble test.
Table 1.2  Données cancer de la prostate : comparaison de diﬀérentes méthodes.
Moindres Elastic
carrés Ridge Lasso net PCR PLS
(lntercept) 2,480 2,452 2,570 2,482 2,523 2,512
lcavol 0,680 0,442 0,565 0,503 0,570 0,436
lweight 0,305 0,256 0,199 0,215 0,323 0,360
age -0,141 -0,049 0,000 0,000 -0,153 -0,021
lbph 0,210 0,171 0,029 0,083 0,216 0,243
svi 0,305 0,238 0,115 0,173 0,322 0,259
lcp -0,288 -0,001 0,000 0,000 -0,050 0,085
gleason -0,021 0,042 0,000 0,000 0,228 0,006
pgg45 0,267 0,137 0,016 0,007 -0,063 0,008
Erreur Test 0,586 0,546 0,494 0,505 0,526 0,656
Ecart-type 0,184 0,165 0,159 0,165 0,121 0,180
La ﬁgure 1.3 présente le chemin de régularisation de la régression ridge, LASSO et elastic
net. La régression ridge ne fait aucune sélection de variables, elles sont donc toutes dans le
modèle ﬁnal (voir table 1.2). Le LASSO et elastic net retiennent les variables lcavol, lweigth,
lbph, svi et pgg45 dans le modèle ﬁnal. L'elastic net est un compromis entre la régression
ridge qui n'écarte aucune variable, et le LASSO. L'avantage des méthodes de sélection
par pénalisation LASSO et elastic net réside dans le fait qu'elles réalisent une sélection
de variables dans le modèle de départ en ﬁxant certains coeﬃcients à zéro facilitant alors
l'interprétation des résultats.
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Figure 1.3  Données du cancer de la prostate : chemin de régularisation de la régression
ridge (à gauche), du LASSO (au centre) et de l'elastic net pour α = 0.5 (à droite). Les
traits en pointillés rouges représentent la valeur du λ optimal caculé par validation croisée.
Les variables qui ne sont pas à zéro pour cette valeur de λ sont sélectionnées.
Des méthodes de sélection de modèle projection sur composantes orthogonales ont
également été réalisées. La régression PLS (qui sera présentée dans la section 1.1.3.1)
et la régression sur composantes principales. La validation croisée a permis de retenir 7
composantes pour la régression en composantes principales (on ne réduit pas beaucoup
la complexité par rapport au modèle initial) et 2 composantes pour la PLS. Les résultats
obtenus se situent dans les colonnes 5 et 6 de la table 1.2. Ces deux méthodes ont tendance
à produire des résultats similaires à la régression ridge. Deux autres modèles ont également
été obtenus par des méthodes de sélection de variables forward et backward. Les résultats
ne sont pas présentés ici mais les deux modèles sélectionnés donnent exactement les mêmes
résultats et sont plus parcimonieux que le modèle initial.
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1.1.2 Les ACP Sparse
On peut approcher le problème de sélection de variable dans un contexte non supervisé
par des techniques de réduction de dimension, telle que l'Analyse en Composantes Princi-
pales (ACP) dans sa version pénalisée, ou "sparse". En ACP, chaque composante principale
est une combinaison linéaire de l'ensemble des variables de départ (Saporta [2006]). L'inter-
prétation des résultats est donc diﬃcile dans un contexte de données de grande dimension.
Des techniques d'ACP avec rotation sont souvent utilisées aﬁn d'aider à l'interprétation
des composantes principales (Jolliﬀe [1995]), telle que la rotation varimax (Kaiser [1958]).
Le but de cette technique est de trouver des "loadings" spéciﬁques des axes et plus simples
d'interprétation (Thurstone [1947], Cattell [1978], Abdi [2003]). Vines [2000], par exemple,
considère les composantes principales et restreint les "loadings" à prendre un petit en-
semble de valeurs proches de 0, 1 ou -1. Cependant la structure obtenue ne contient pas
de coeﬃcients exactement à zéro. Une alternative a alors été proposée par de nombreux
auteurs : l'ACP sparse. Le but de l'ACP sparse est d'obtenir des composantes facilement
interprétables en imposant une contrainte à l'ACP pour obtenir des composantes avec des
"loadings sparse" (nombre important de "loadings" nuls). Nous développerons ici plusieurs
approches de la version pénalisée de l'ACP ; celle de Jolliﬀe et al. [2003], celle de Zou et al.
[2006] et enﬁn celle de Shen and Huang [2008].
1.1.2.1 SCoTLASS de Jolliﬀe et al. [2003]
L'idée principale de la "sparsiﬁcation" en ACP est de choisir des combinaisons linéaires
des variables mesurées qui maximisent successivement la variance, comme en ACP, mais
en imposant des contraintes supplémentaires qui vont sacriﬁer de la variance au bénéﬁce
de l'interprétabilité. La contrainte supplémentaire impose une borne sur la somme des
valeurs absolues des "loadings" sur chaque composante. Contrairement à la rotation, cette
technique permet de ﬁxer des "loadings" exactement à zéro. Soit X une matrice I × J ,
où I et J sont le nombre d'observations et le nombre de variables, respectivement. L'ACP
cherche les combinaisons linéaires Xqj (j = 1, . . . , J) des variables initiales de X, de sorte
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que la variance soit maximale :
qTj (X
TX)qj , (1.19)
sous la contrainte :
qTj qj = 1. (1.20)
La méthode Simpliﬁed Component Technique-LASSO (SCoTLASS) proposée par Jol-
liﬀe et al. [2003] réalise cette maximisation sous la contrainte supplémentaire :
J∑
k=1
|qjk| ≤ t, (1.21)
pour un paramètre de régularisation t, où qjk est le k-ème élément du vecteur qj (j = 1, ..., J).
Le résultat obtenu dépendra donc du choix du paramètre de régularisation t. En eﬀet :
• ∀t ≥ √J , on retrouve l'ACP,
• ∀t ≤ 1, il n'y a pas de solution et,
• pour t = 1, un seul coeﬃcient non nul qjk pour chaque j.
On cherche alors t, tel que 1 < t <
√
J en faisant décroître t depuis
√
J . Cette méthode pré-
sente cependant quelques inconvénients car le choix de t, essentiel dans cette méthode, est
très délicat. Par ailleurs le problème posé n'étant pas convexe, l'obtention d'un maximum
global n'est pas évidente et induit des temps de calcul très élevés.
1.1.2.2 Sparse PCA de Zou et al. [2006]
La méthode proposée par Zou et al. [2006] aborde l'ACP sparse comme un problème
de régression pénalisée. On suppose X centrée. On utilise la décomposition en valeurs sin-
gulières de X (Singular Value Decomposition (SVD)).
ACP comme un problème de régression
L'ACP peut être vue comme un problème de régression. Chaque composante principale
d'une ACP est une combinaison linéaire de l'ensemble des variables de départ. On considère
la SVD de X. Sachant que les composantes principales sont des combinaisons de variables
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(dont les coeﬃcients sont les "loadings"), on souhaite retrouver les valeurs de ces "loadings".
Les estimateurs des moindres carrés ordinaires βˆ sont obtenus en minimisant le problème
suivant :
βˆ = arg min
β
‖f` −Xβ‖22 (1.22)
avec f` étant la `-ème composante principale. La solution est donnée par :
βˆ = (XTX)−1XT f` (1.23)
Dans le cas de données de très grandes dimensions, rank(X) < J . On considère alors la
matrice pseudo-inverse de Moore-Penrose X+ déﬁnie par :
X+ = Q∆+PT (1.24)
où ∆+ une matrice diagonale contenant l'inverse des éléments non-nuls de la diagonale de
∆. L'expression (1.23) devient :
βˆ = X+f` (1.25)
Sachant que QTQ = I, on peut en déduire que le vecteur QTq` est la `−ème colonne
de la matrice identité de dimension L× L, si q` est le `-ème loading.
Ainsi QTq` = [0, . . . , 1, . . . , 0]
T de dimension L× 1. Sachant que X = P∆QT :
Xq1 = P∆Q
Tq` (1.26)
= FQTq`
= F

0
...
1
...
0
 = fi
La solution devient :
βˆ = X+f` (1.27)
= X+Xq`
= q`.
Ainsi, le `-ème loading q` peut être retrouvé en régressant les composantes principales sur
les J variables car chaque colonne de F est combinaison linéaire des J variables. Ainsi la
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SVD et donc l'ACP peuvent eﬀectivement être vues comme un problème de type régression.
Version sparse de l'ACP
La Sparse Principal Component Analysis (SPCA) déﬁnie par Zou et al. [2006] utilise le
fait que l'ACP puisse être considérée comme un problème de régression pour introduire
une pénalité de type elastic net dans le critère de régression (1.22). Cela permet de pro-
duire de la sparsité au niveau des "loadings" et d'obtenir des composantes plus facilement
interprétables. Le critère de la SPCA s'écrit :
β̂ = arg min
β
‖Zi −Xβ‖22 + λ1‖β‖22 + λ2‖β‖1, (1.28)
avec Zi = Xqi. On développe l'expression de la façon suivante :
‖Zi −Xβ‖22 + λ1‖β‖22 + λ2‖β‖1 = ‖Xqi −Xβ‖22 + λ1‖β‖22 + λ2‖β‖1 (1.29)
= (qi −β)TXTX(qi −β) + λ1‖β‖22 + λ2‖β‖1.
L'algorithme SPCA est décrit comme l'algorithme 2.
Algorithm 2 Algorithme SPCA de Zou et al. [2006]
Initialisation. Poser A = Q[, 1 : k], les "loadings" des k premières composantes princi-
pales.
Etape 2. Pour A = [α1, . . . , αk] ﬁxé, résoudre le problème elastic net suivant pour
j = 1, . . . , J :
βj = arg min
β
(αj −β)TXTX(αj −β) + λ1‖β‖22 + λ2‖β‖1 (1.30)
Etape 3. Pour B = [β1, . . . , βj ] ﬁxé, calculer la SVD de XTXB = P∆QT et poser
A = PQT .
Etape 4. Répéter les étapes 2 et 3 jusqu'à convergence.
Normalisation. qˆj =
βj
‖βj‖ , pour j = 1, . . . , k.
Les paramètres λ1 et λ2 sont des paramètres de régularisation. Lorsque I > J , λ1 = 0
peut être le choix par défaut car une régularisation n'est pas nécessaire étant donné que nous
ne nous plaçons pas dans le cas où le nombre de variables et supérieur à celui des individus.
53
1.1. MÉTHODES SPARSE
De manière générale, λ1 est un nombre positif et petit pour surmonter les problèmes de
colinéarité dans la matrice X. En principe, plusieurs valeurs de λ2 peuvent être testées suc-
cessivement pour aider au choix des paramètres de réglage puisque l'algorithme ci-dessus
converge rapidement. L'algorithme LARS-EN permet d'obtenir une séquence d'approxi-
mation "sparse" de chaque composante principale et les valeurs de λ2 correspondantes.
Par conséquent, le λ2 choisi sera celui qui donne un bon compromis entre la variance et la
"sparsité". Cette méthode permet alors de ﬁxer certains "loadings" à zéro aﬁn de réduire le
nombre de variables explicatives et faciliter ainsi l'interprétation des composantes "sparse"
résultantes.
Propriétés et variance ajustée
En ACP, les composantes principales ne sont pas corrélées et les "loadings" sont ortho-
gonaux. En eﬀet si l'on considère la SVD de X = FQT avec QTQ = I et Σ = XTX la
matrice de covariance de X, on a alors F = XQ et FTF = QTXTXQ = QTΣ qui est
donc diagonale. Ainsi les composantes sont non corrélées et les loadings sont orthogonaux.
Dans le cas de l'ACP avec rotation par exemple, on a Qrot = XB = XQT = FT avec T
la matrice de rotation, alors BTB = TTQTQT = TTT = I si la rotation est orthogonale.
Par ailleurs, QTrotQrot = T
TQQT = TT∆2T qui est non diagonale. La propriété de non
corrélation des composantes n'est donc pas satisfaite dans ce cas là. La simultanéité de ces
propriétés est caractéristique de l'ACP et ne peut donc pas être retrouvée en ACP sparse.
Jolliﬀe et al. [2003] ayant forcé l'orthogonalité des "loadings" pour la méthode ScoTLASS,
la propriété de non corrélation a alors été sacriﬁée. La SPCA n'impose aucune des deux
propriétés. Si Zˆ désigne les composantes principales modiﬁées ("sparse") alors la variance
totale expliquée par Zˆ est tr(ZˆT Zˆ) qui est cependant trop optimiste si les Zˆ sont corrélées.
Zou et al. [2006] ont proposé une nouvelle formule pour calculer la variance totale expli-
quée par Zˆ qui prend en compte les corrélations entre les X. Ils utilisent la régression par
projection aﬁn de supprimer la dépendance linéaire entre les composantes corrélées. On
pose Zˆj.1,...,j−1 les résidus après ajustement de Zˆj sur Zˆ1, . . . , Zˆj−1, c'est-à-dire :
Zˆj.1,...,j−1 = Zˆj −Hj.1,...,j−1Zˆj , (1.31)
où Hj.1,...,j−1 est la matrice de projection de {Zi}j−1i . Alors la variance ajustée de Zˆj est
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∥∥∥Zˆj.1,...,j−1∥∥∥2
2
et la variance totale expliquée est déﬁnie comme
k∑
j=1
∥∥∥Zˆj.1,...,j−1∥∥∥2
2
.
1.1.2.3 Sparse PCA-rSVD de Shen and Huang [2008]
La Sparse Principal Component Analysis via SVD régularisée (SPCA-rSVD) dévelop-
pée par Shen and Huang [2008] est une autre approche de l'ACP pénalisée. Elle utilise le
lien entre l'ACP et la décomposition en valeurs singulières d'une matrice aﬁn d'extraire
des composantes principales en résolvant un problème d'approximation de matrice de rang
inférieur découlant des travaux de décomposition matricielle de Eckart and Young [1936]).
De la même manière que précédemment, X est une matrice de rang L avec X = P∆QT
où P (I × L) et Q (J × L) sont orthonormales et ∆ (L × L) est la matrice diagonale
des valeurs singulières. On pose F=P∆ les composantes principales et Q les "loadings"
correspondants.
Approximation par une matrice de rang inférieur
Une des propriétés importantes de la SVD est qu'elle permet une bonne reconstitution
de la matrice originale (en termes des moindres carrés) par une matrice de rang inférieur
(Higham [1988]). La meilleure matrice d'approximation de rang 1 X(1) de X est la solution
du problème d'optimisation suivant :
arg min
X(1)
∥∥∥X−X(1)∥∥∥2
2
= arg min
X(1)
(
tr
(
(X−X(1))T (X−X(1))
))
(1.32)
où
X(1) ≡ δ1p1qT1 = f1qT1 (1.33)
La démonstration de cette égalité est fournie en annexe E.
Les meilleures matrices d'approximation de rang 1 pour les composantes suivantes
peuvent être obtenues de manière séquentielle via l'approximation de rang 1 des matrices
résiduelles. Les paires (δkpk,qk), k > 1, fournissent les meilleures approximations de rang 1
des matrices résiduelles correspondantes. Par exemple, δ2p2qT2 est la meilleure approxima-
tion de rang-1 de la première matrice déﬂatée X⊥1 = X− δ1p1qT1 . X⊥1 est le complément
55
1.1. MÉTHODES SPARSE
orthogonal de X et si la même procédure est répétée sur X⊥1 , le premier vecteur singulier
de X⊥1 sera le second de la matrice X. L'approximation de matrices de rang inférieur peut
être généralisée au rang-L. Le problème d'optimisation devient alors :
arg min
X(L)
∥∥∥X−X(L)∥∥∥2
2
= arg min
X(L)
(
tr
(
(X−X(L))T (X−X(L))
))
(1.34)
et la solution est :
X(L) ≡
L∑
`=1
δ`p`q
T
` ≡
L∑
`=1
f`q
T
` , (1.35)
avec X(L) la matrice d'approximation de rang-L la plus proche de X. Une démonstration
(pour la norme L− 2 est proposée dans Golub and Van Loan [1983] à la page 72.
SVD régularisée
Dans le cas de données de grandes dimensions, le nombre de "loadings" non nuls est
très élevé et l'interprétation des résultats reste diﬃcile. Une solution à ce problème est
d'introduire de la "sparsité" aﬁn d'éliminer certains "loadings". Shen and Huang [2008] ont
adapté la SVD pour calculer des matrices d'approximation de rang inférieur d'une matrice
sous diverses contraintes introduisant des pénalités. La SVD peut être perçue comme un
problème de type régression, ainsi pour créer de la "sparsité" sur les "loadings" q, un
seuillage est imposé sur les coeﬃcients de régression grâce à une fonction de pénalisation
dans le problème d'optimisation (1.32). Cependant, le vecteur des "loadings" q doit être
de longueur unitaire aﬁn d'obtenir une représentation unique. Cette contrainte rend une
application d'une pénalisation sur q inappropriée. Pour surmonter cette diﬃculté, on réécrit
fqT = f˜ q˜T , où f˜ et q˜ sont des versions ré-échelonnées de f et q tels que f˜ = δp˜ avec p˜
de longueur unitaire et q˜ libre de toute contrainte de norme. Le problème d'optimisation
devient :
arg min
f˜ ,q˜
∥∥∥X− f˜ q˜T∥∥∥2
2
+ Pλ(q˜) (1.36)
où Pλ(q˜) est une fonction de pénalisation et λ est un paramètre de régularisation.
La fonction de pénalisation ﬁxe certains éléments de q˜ à zéro, ce qui produit de la "spar-
sité' au sein des "loadings" et des variables sont supprimées. L'algorithme permettant de
résoudre le problème (1.36) est un algorithme itératif qui minimise
∥∥∥X− f˜ q˜T∥∥∥2
2
+ Pλ(q˜)
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en fonction de f˜ et q˜ sous la contrainte ‖f˜‖2 = δ. Dans un premier temps, pour q˜ ﬁxé, le
f˜ solution de (1.36) est :
f˜ = Xq˜/‖Xq˜‖2. (1.37)
A présent, pour un f˜ ﬁxé, on réécrit ‖X− f˜ q˜T ‖22 + Pλ(q˜) de la manière suivante :
‖X− f˜ q˜T ‖22 + Pλ(q˜) =
I∑
i=1
J∑
j=1
(xij − f˜iq˜j)2 +
J∑
j=1
Pλ(|q˜j |) (1.38)
=
J∑
j=1
(
I∑
i=1
(xij − f˜iq˜j)2 + Pλ(|q˜j |)
)
On peut donc optimiser chacune des composantes séparément. En développant le carré et
sachant que
∑I
i=1 f˜
2
i = δ
2, on obtient :
I∑
i=1
(xij − f˜iq˜j)2 =
I∑
i=1
x2ij − 2
I∑
i=1
xij f˜iq˜j +
I∑
i=1
f˜2i q˜
2
j (1.39)
=
I∑
i=1
x2ij − 2(XT f˜)j q˜j + δ2q˜2j
Ainsi le q˜j optimal minimise δ2q˜2j−2(XT f˜)j q˜j+Pλ(|q˜j |) et dépend du choix de Pλ. La péna-
lité peut être par exemple la pénalisation LASSO, une pénalisation impliquant un seuillage
doux ("soft thresholding") ou fort ("hard thresholding"). Ces deux derniers seuillages sont
déﬁnis de la manière suivante :
Pλ(x)
hard =
{
0 si |x| ≤ λ
x si |x| > λ (1.40)
Pλ(x)
soft =

0 si |x| < λ
x− λ si x ≥ λ
x+ λ si x ≤ −λ
(1.41)
et présentés dans la ﬁgure 1.4. En conclusion, le q˜ minimisant (1.36) est obtenu en appli-
quant une règle de seuillage hλ au vecteur XT f˜ composante par composante.
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Figure 1.4  Représentation des pénalisations "soft thresholding" (en pointillés rouges)
et "hard thresholding" (en bleu).
L'algorithme itératif SPCA-rSVD est l'algorithme 3.
Algorithm 3 Algorithme sPCA-rSVD
Initialisation. Application de la SVD sur X pour obtenir la meilleure approximation
de rang-1 de X, avec f∗q∗ où ‖f∗‖2 = δ et ‖q∗‖2 = 1. On pose q˜old = q∗ et f˜old = f∗.
Itération.
a) q˜new = hλ(X
T f˜old),
b) f˜new =
Xq˜new
‖Xq˜new‖2 .
Réitération. On répète l'étape 2 en remplaçant p˜old et q˜old par p˜new et q˜new juqu'à
convergence.
Standardisation. On standardise q˜new ﬁnal : q = q˜new/‖q˜new‖2 les nouveaux "loadings
sparse".
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Il est déﬁni seulement pour des vecteurs de dimension 1. Pour obtenir les "loadings
sparse" sur les dimensions > 1, il faut appliquer cet algorithme sur l'approximation de
rang-1 des matrices résiduelles. L'algorithme ne fait intervenir que la matrice Q, la mé-
thode est donc applicable dans un contexte de données de très grandes dimensions (J  I)
et le temps de calcul est relativement court.
Propriétés et variance ajustée
La sélection de variables s'eﬀectue axe par axe. Comme nous l'avons vu précédemment,
les propriétés de non corrélation des composantes et l'orthogonalité des "loadings" sont
perdues en ACP sparse. Shen and Huang [2008] donnent une nouvelle déﬁnition de la
variance expliquée par les composantes principales en réponse à la perte de ces propriétés.
On considère Qk = [q1, . . . ,qk] la matrice des k premiers "loadings sparse" et Xk la
projection de X sur le sous espace k-dimensionnel créé par les k premiers "loadings sparse"
telles que
Xk = XQk(Q
T
kQk)
−1QTk . (1.42)
La variance totale expliquée par les k premières composantes est tr(XTkXk) et la variance
ajustée de la k-ème composante
tr(XTkXk)− tr(XTk−1Xk−1). (1.43)
On peut également déﬁnir le pourcentage cumulé de variance expliquée (Cumulative Per-
centage of Explained Variance (CPEV))par les premières k CPs comme étant
tr(XTkXk)/ tr(X
TX). (1.44)
Le CPEV peut être utilisé pour déterminer le nombre de composantes nécessaires.
1.1.3 Méthodes PLS et Sparse PLS
Plaçons-nous à présent dans un cadre très général de méthodes d'analyse des données
dans un contexte supervisé permettant d'étudier l'eﬀet d'un bloc de variables observées sur
les mêmes individus sur un bloc d'une ou plusieurs variables réponses.
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La régression PLS (Partial Least Squares) proposée par Wold et al. [1983], peut être
utilisée dans ce contexte (pour une presentation synthetique et historique voir Tenenhaus
[1998]). Elle permet de relier un bloc de variables à expliquer X, à un bloc de variables expli-
catives Y et ce, même dans un contexte de données de grandes dimensions (J > I). On ob-
tient les composantes PLS par application successive de l'analyse factorielle inter-batteries
de Tucker [1958]. L'algorithme Nonlinear Iterative PArtial Least Squares (NIPALS) permet
le traitement de données manquantes. La méthode NIPALS, développée par Wold [1966],
permet d'étudier un seul bloc de variables (K=1). Elle conduit à l'analyse en composantes
principales lorsqu'il n'y a aucune donnée manquante, et fonctionne également lorsqu'il y
en a.
1.1.3.1 Méthode PLS : Partial Least Squares
La régression PLS (Wold et al. [1983], Wold et al. [2001]) permet de modéliser la liaison
entre un bloc de variables à expliquer Y et un bloc de variables explicatives X (Tenenhaus
[1998]). La méthode consiste à remplacer une matrice des données prédictives X par une
nouvelle matrice, dérivée de X, que l'on désigne par T, comprenant le même nombre de
lignes (observations) que X, mais un nombre de colonnes H très inférieur à J . On impose,
de plus, que les colonnes de la matrice T soient des combinaisons linéaires des variables
d'origine. Sous forme matricielle, la relation peut s'écrire T = XW avec W la matrice
(J × H) des coeﬃcients déﬁnissant les combinaisons linéaires. T est donc une nouvelle
matrice de composantes orthogonales dont les colonnes th sont obtenues par combinaison
linéaire des variables d'origine. Le calcul des composantes T se fait en tenant compte des
variables à prédire Y. Plus précisément, on cherche à eﬀectuer une double modélisation
correspondant aux deux relations :
X = TAT + E (1.45)
Y = TBT + F
avec A (J ×H) et B (Q×K) les matrices des "loadings" telles que leurs colonnes soient,
respectivement :
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ah = X
T
h−1th/(t
T
h th) (1.46)
bh = Y
T
h−1th/(t
T
h th)
et E (I × J) et F (I ×Q), soient les matrices des résidus associées à la prédiction de X
et de Y, respectivement, h = 1, . . . ,H.
Suivant le type de variable réponse considérée, on parlera de régression PLS1 (une seule
variable y à expliquer) et de régression PLS2 (plusieurs variables à expliquer).
Régression PLS1
La régression PLS1 consiste à relier une seule variable à expliquer y à un bloc de variables
explicatives X. Le tableau X est composé de J colonnes notées xj , centrées et réduites.
L'algorithme de la PLS1 débute par la recherche de m composantes orthogonales th = Xah
bien explicatives de leur propre bloc et corrélées à y. (Le nombrem est obtenu par validation
croisée.) Pour ce faire, pour chaque h = 1, . . . ,m, on recherche des composantes th = Xah
maximisant le critère
Cov(Xah,y) (1.47)
sous la contrainte ‖ah‖ = 1 et sous contrainte d'orthogonalité entre th et les composantes
précédentes t1, . . . , th−1.
Dans un deuxième temps une régression de y sur les composantes PLS th est réalisée
et la régression en fonction de X est exprimée.
Régression PLS2
La régression PLS2 consiste à relier un bloc Y contenant Q variables à expliquer à un
bloc de variables explicatives X. L'algorithme de la PLS2 débute par la recherche de m
composantes orthogonales th = Xah etm composantes uh = Ybh, bien corrélées entre elles
et explicatives de leur propre bloc. Pour ce faire, pour chaque h = 1, . . . ,m, on recherche
des composantes th = Xah et uh = Ybh maximisant le critère
Cov(Xah,Ybh) (1.48)
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sous des contraintes de norme et d'orthogonalité entre th et les composantes précédentes
t1, . . . , th−1. Dans un deuxième temps une régression de Y sur les composantes PLS th est
réalisée et la régression en fonction de X est exprimée.
Choix du nombre de composantes PLS
Le nombre de composantes PLS est généralement déterminé par validation croisée. On
déﬁnit pour la h-ème composante les critères du PREdiction Sum of Squares (PRESS) et
du Residual Sum of Squares (RSS) par les formules suivantes :
PRESSh =
I∑
i=1
(yi − yˆh(−i))2, (1.49)
avec yˆh(−i) la prévision de yi à partir du modèle à h composantes estimé sans l'observation i.
On choisit donc h tel que PRESSh soit le plus petit possible. Par ailleurs,
RSSh =
I∑
i=1
(yi − yˆhi)2, (1.50)
avec yˆhi la prévision de yi à partir du modèle estimé à h composantes.
On déﬁnit le pouvoir prédictif de la h-ème composante par :
Q2h = 1−
PRESSh
RSSh−1
avec RSS0 =
I∑
i=1
(yi − y¯)2. (1.51)
On peut ﬁnalement mesurer le pouvoir prédictif du modèle par le critère :
Q2 = 1−
H∏
h=1
PRESSh
RSSh−1
. (1.52)
La régression PLS permet de faire face au problème où J (nombre de variables)  I
(nombre d'individus), cependant elle n'eﬀectue pas de sélection de variables, alors que
dans un contexte de données de très grande dimension, il y a une forte probabilité qu'un
grand nombre de variables ne soient pas impliquées dans le phénomène étudié ou encore que
beaucoup de variables soient corrélées entre elles. Il serait alors évidemment plus intéressant
d'eﬀectuer une sélection de variables auparavant.
1.1.3.2 Sparse PLS-SVD de Lê Cao et al. [2008]
La version pénalisée de la PLS proposée par Lê Cao et al. [2008] combine l'intégration
et la sélection de variables simultanément. Une fonction de "seuillage doux" et une SVD
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sont combinées à la PLS. Dans un premier temps, une brève introduction du principe de
l'approche PLS-SVD est exposée (aussi souvent appelée PLS correlation en imagerie céré-
brale, cf. Krishnan et al. [2011]) aﬁn de mieux comprendre l'approche sparse PLS déﬁnie
par Lê Cao et al. [2008].
On considère X la matrice des prédicteurs et Y la matrice I × Q des variables à ex-
pliquer. Nous reprenons ici les même notations que celles déﬁnies dans la partie notations
pour déﬁnir la décomposition en valeurs singulières avec M = P∆QT où P (I × L) et
Q (I × L) sont orthonormales et ∆ (L × L) est une matrice diagonale. On rappelle que
les valeurs singulières sont les racines carrées des valeurs propres des matrices MTM et
MMT . Les colonnes de P et Q correspondent aux "loadings" PLS de X et Y si M = XTY.
PLS-SVD et SPLS-SVD
En PLS-SVD la décomposition SVD de M = XTY est réalisée une seule fois, et pour
chaque dimension h, M est directement déﬂatée par sa matrice d'approximation de rang-1
(Mh = Mh−1 − δhphqTh ). Comme précédemment énoncé dans le paragraphe 1.1.2.3, Shen
and Huang [2008] ont proposé une approche sparse PCA utilisant la SVD de M = P∆QT et
en pénalisant les "loadings" qj de l'ACP. La SPLS-SVD s'appuie sur l'algorithme développé
par Shen and Huang [2008] en considérant la pénalisation comme une pénalisation de type
"seuillage doux". Dans le cas précis de la SPLS-SVD, l'important est de pouvoir pénaliser à
la fois les vecteurs "loadings" pj et qj aﬁn de réaliser une sélection de variables dans les deux
blocs de données en même temps. Une propriété importante de la PLS est l'interprétabilité
des "loadings" comme mesure relative de l'importance des variables dans le modèle (Wold
et al. [2004]). Le problème d'optimisation devient alors :
arg min
p,q
‖M− pqT ‖2F + Pλ1(p) + Pλ2(q). (1.53)
avec Pλ une fonction de "seuillage doux" comme déﬁnie dans l'expression (1.41).
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Ce problème peut se résoudre de manière itérative en remplaçant X par M dans les
étapes d'itération de l'algorithme déﬁni dans le paragraphe 1.1.2.3 :
qnew = Pλ1(M
T
h−1pold) (1.54)
pnew = Pλ2(Mh−1qold) (1.55)
L'algorithme Sparse Partial Least Squares (SPLS) détaillé ci-après (algorithme 4) est
basé sur l'algorithme PLS introduit dans le paragraphe 1.1.3.1 et sur le calcul de la dé-
composition SVD de M pour chaque dimension. Dans le cas où il n'y a pas de contrainte
Algorithm 4 Algorithme SPLS-SVD
Initialisation. X0 = X Y0 = Y Pour h = 1, ...,H :
Étape 1. On pose Mh−1 = XTh−1Yh−1
Étape 2. On décompose Mh−1 et on extrait la première paire de vecteurs singuliers
pold = ph et qold = qh
Étape 3. Jusqu'à convergence de pnew et qnew :
i. pnew = Pλ2(Mh−1qold), normalisation de pnew
ii. qnew = Pλ1(Mh−1pold), normalisation de qnew
iii. pold = pnew et qold = qnew
Étape 4.
th = Xh−1pnew/pTnewpnew
wh = Yh−1qnew/qTnewqnew
Étape 5.
ah = Xh−1th/tTh th
bh = Yh−1th/tThwh
Étape 6.
Xh = Xh−1 − thaTh
Yh = Yh−1 − thbTh
de sparsité (λ1 = λ2 = 0), on obtient alors les mêmes résultats que dans une PLS classique.
Choix des paramètres de pénalisation
Les deux paramètres de pénalisation (λ1 et λ2) peuvent être choisis simultanément en cal-
culant l'erreur de prédiction Root Mean Squared Error Prediction (RMSEP) par validation
croisée (K-fold cross validation), ce pour chaque dimension h. Lors du calcul "optimal"
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des paramètres de pénalisation en optimisant le pouvoir prédictif du modèle, il se peut
que le nombre de variables restantes soit encore trop élevé pour permettre aux experts du
domaine d'interpréter correctement les résultats. Pour y remédier Lê Cao et al. [2008] pro-
posent de ﬁxer le nombre de coeﬃcients non nuls dans chacun des vecteurs des "loadings"
ph et qh, pour chaque dimension, aﬁn de répondre de manière plus précise aux besoins des
experts dans le cas de données de grande dimension.
1.1.3.3 Sparse PLS de Chung and Keles [2010]
Contrairement à la sparse PLS déﬁnit par Lê Cao et al. [2008], Chung and Keles [2010]
imposent la sparsité durant la construction des vecteurs directeurs, aﬁn de produire des
variables latentes dépendant d'un nombre réduit de prédicteurs (Chung and Keles [2010]).
On considère la matrice X des prédicteurs, la matrice Y des variables réponses et la matrice
W de dimension J ×H (1 ≤ H ≤ min(I, J)) des vecteurs directeurs. L'objectif principal
de la PLS est de trouver ces vecteurs directeurs. Le h-ème vecteur directeur wh est obtenu
en résolvant le problème d'optimisation suivant :
arg max
w
wTMw, (1.56)
ssc. wTw = 1 et wTSXXŵ` = 0 ` = 1, . . . , k − 1
avec M = XTYYTX et SXX la matrice de covariance des prédicteurs.
La SPLS développée par Chung and Keles [2010] introduit une sélection de variable dans
la PLS en résolvant le problème de minimisation suivant, au lieu de la formule originale de
la PLS (1.56) :
arg min
w
(−kwTMw + (1− k)(c−w)TM(c−w) + λ1‖c‖1 + λ2‖c‖2) , (1.57)
sous la contrainte wTw = 1, où M = XTYYTX.
La pénalité L1 impose la sparsité à un vecteur directeur c proche de la solution initiale
w. La pénalisation L2 permet de prendre en compte la singularité de la matrice M. L'in-
troduction du paramètre k permet de contrôler la partie concave de la fonction wTMw.
Le poids w sera donné par le c optimal (pour la résolution en c et en w).
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Dans le cas où c = w, on retrouve le problème du SCoTLASS de Jolliﬀe et al. [2003]
(section 1.1.2.1), k étant positif il n'a aucune inﬂuence sur l'optimum, modulo la pénalité
sur la norme L2 qui sera utile pour déterminer la solution (en pratique, on prendra λ2 = 0,
ce qui supprimera cette diﬀérence). La résolution de (1.57) se fait de manière itérative et
alternativement à c ou w ﬁxé, bien que la fonction d'objectif ait un terme concave non nul
mais considéré comme négligeable quand k est petit. A c ﬁxé, l'optimisation en w peut
s'écrire comme un problème aux moindres carrés avec contraintes, qui se résout à l'aide
des multiplicateurs de Lagrange. A w ﬁxé, ce problème est équivalent à celui de l'elastic
net (Zou and Hastie [2005]) et peut être résolu eﬃcacement via l'algorithme LARS décrit
section 1.1.1 (Efron et al. [2004]). Si la réponse Y est univariée, la solution de (1.57) est
un vecteur directeur à seuillage doux :
cˆ =
(
|Z| − λ1
2
)
+
sign(Z), (1.58)
avec Z = XTY/‖XTY‖ et (x)+ = max(0, x).
Choix des paramètres de pénalisation
Bien que la formulation du problème (1.57) nous laisse penser qu'il y ait quatre paramètres
de régularisation (k, λ1, λ2, H), il n'y a en réalité en SPLS que deux paramètres clés à
déterminer : le paramètre de régularisation λ1 et le nombre de composantes à conserver H.
Lorsque Y est univariée, la solution ne dépend pas de k. Pour Y multivariée, le choix
d'un k < 1/2 permet d'éviter les problèmes de solution locale. Cependant plusieurs valeurs
de k peuvent être testées. Par ailleurs, si on fait tendre λ2 vers l'inﬁni, la solution ne
dépendra que de λ1. Il faut donc trouver des critères de choix pour déterminer λ1 et H. Si
l'on considère un vecteur directeur à seuillage doux w˜ :
w˜ =
(
|wˆ| − η max
1≤i≤I
|wˆi|
)
I
(
|wˆ| ≥ η max
1≤i≤I
|wˆi|
)
sign(wˆ), 0 ≤ η ≤ 1. (1.59)
Ici, η joue le rôle du paramètre de régularisation λ1 dans la formule (1.58). Le paramètre η
est sélectionné par validation croisée pour chaque vecteur directeur. En revanche, il n'y a
pas de paramètre de régularisation pour chacun de ces vecteurs pour des raisons de temps
de calcul. Cette approche ne permet pas de déterminer un minimum unique pour le critère
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de validation croisée car diﬀérentes combinaisons de régularisation des vecteurs directeurs
peuvent mener à la même prédiction Y. Le choix du nombre de composantes H est quant
à lui déterminé par validation croisée comme dans la PLS originale.
1.2 Méthodes multiblocs
Dans de nombreux domaines d'application, comme en biologie, en génétique ou encore
en neurosciences, le cas de données explicatives organisées en blocs est souvent rencontré.
Ces données peuvent être considérées commeK blocs de variables X[1], . . . ,X[K], où chaque
bloc X[k] (avec k = 1, . . . ,K) représente un jeu de pk variables observées sur le même jeu de
I individus. Lorsque la variable réponse est unique, des méthodes de régression multiblocs
telle que la régression group LASSO peuvent être utilisées. Cette méthode est présentée
dans la section suivante ainsi que sa version pénalisée dans le cas où l'on souhaiterait faire
de la sélection de variables au sein du bloc.
L'étude des relations entre deux blocs de variables (sans considérer de manière explicite
de variable à expliquer) peut être réalisée à l'aide d'une analyse canonique des corrélations
(Canonical Correlation Analysis (CCA)). Cependant dans le cadre de données génomiques
par exemple, le nombre de variables (gènes, SNPs, expression de gènes) est généralement
supérieur au nombre d'individus et la CCA ne peut être utilisée directement. Une version
régularisée a donc été proposée (González et al. [2009]).
Dans le cas où l'on souhaite étudier les liens entre plusieurs blocs de variables observées
sur le même ensemble d'individus (trois ou plus), Tenenhaus and Tenenhaus [2011] ont
proposé une méthode nommée "Regularized Generalized Canonical Correlation Analysis"
(RGCCA) qui combine la puissance des méthodes d'analyse de données multiblocs (maxi-
misation de critères bien déﬁnis) et la ﬂexibilité de la PLS Path modeling (PLS-PM) (l'utili-
sateur décide quels blocs sont connectés et lesquels ne le sont pas) proposée par Wold [1985],
Lohmöller [1989],Krämer [2007] et Vinzi [2010]. Un des points principaux de cette méthode,
et qui la diﬀérencie d'autres méthodes basées sur la maximisation de fonctions de corré-
lations ou encore de fonctions de corrélations et covariances, repose sur le fait que tous
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les blocs ne sont pas nécessairement connectés. La RGCCA et sa version sparse SGCCA
(sélection de variables au sein des blocs) sont présentées sections 1.2.3 et 1.2.4.
1.2.1 Estimateur group LASSO
L'estimateur group LASSO, introduit par Yuan and Lin [2005] est une extension du
LASSO pour la sélection de groupes de variables dans le cas où une seule variable réponse
est à expliquer. Il considère le problème général de régression avec une fonction de pénalité
étant un intermédiaire entre la pénalité L1 utilisée dans le LASSO et la pénalité L2 utilisée
en régression ridge pour la sélection de groupes de variables.
Soit y une variable réponse I×1, et X une matrice de variables quantitatives composée
de K sous-matrices X[k], k = 1, ...,K, chacune de dimensions I × J[k], avec J[k] le nombre
de variables dans le groupe k. On déﬁnit β[k], le vecteur de coeﬃcients de longueur J[k],
k = 1, ...,K. On considère le problème général de régression avec K groupes :
y =
K∑
k=1
X[k]β [k] + ε (1.60)
où ε le terme d'erreur. Étant données des matrices déﬁnies positives W[1], . . . ,W[K], l'es-
timateur group LASSO est déﬁni comme la solution de :∥∥∥∥∥y −
K∑
k=1
X[k]β [k]
∥∥∥∥∥
2
W
+ λ
K∑
k=1
‖β [k]‖W[k] (1.61)
où λ ≥ 0 est le paramètre de régularisation. On rappelle que ‖.‖W est la norme L2 W-
généralisée déﬁnie comme suit :
‖x‖W =
√
xWxT (1.62)
Il y a plusieurs choix possibles pour la matrice W. Dans Yuan and Lin [2005], leur choix
s'est porté sur W[k] = J[k]I. Le group LASSO peut alors s'écrire :
min
β
∥∥∥∥∥y −
K∑
k=1
X[k]β [k]
∥∥∥∥∥
2
2
+ λ
K∑
k=1
√
J[k]‖β [k]‖2, (1.63)
Le minimum est obtenu lorsque la dérivée de la fonction est nulle. Cependant la norme
L2 n'est pas diﬀérentiable en 0. Nous pouvons donc utiliser les conditions d'optimalité de
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Karush-Kuhn-Tucker pour l'optimisation convexe (Kuhn and Tucker [1951]). On obtient
alors :
−XT[k](y −Xβ) = λ
√
J[k]s[k], k = 1, . . . ,K (1.64)
avec −XT[k](y −Xβ) le gradient de ‖y −Xβ‖22 et où chaque s[k] ∈ ∂‖β [k]‖2, c'est-à-dire,
s[k] =
 β [k]/‖β [k]‖2 si β [k] 6= 0{z ∈ RJ[k] : ‖z‖2 ≤ 1} si β [k] = 0 (1.65)
Ainsi une condition nécessaire et suﬃsante pour que β soit solution de (1.63) est la suivante :
−XT[k](y −Xβ) =λ
√
J[k]
β [k]
‖β [k]‖2
si β [k] 6= 0 (1.66)∥∥∥−XT[k](y −Xβ)∥∥∥
2
≤ λ
√
J[k] si β [k] = 0
(1.67)
Ainsi, si β [k] = 0 :
∥∥∥−XT[k](y −Xβ)∥∥∥2 ≤ λ√J[k]. En revanche, si β [k] 6= 0, alors :
β [k] =
(
XT[k]X[k] −
λ
√
J[k]
‖Sk‖
)
+
S[k], (1.68)
où
S[k] = X
T
[k](y −
∑
j 6=k
X[j]β [j]) (1.69)
= XT[k](y −Xβ−[k]), (1.70)
avec β−[k] = (βT[1], . . . ,β
T
[k−1], 0
T ,βT[k+1], . . . ,β
T
[K]).
Si de plus, X[k] est orthonormale (XT[k]X[k] = I), alors la solution de (1.66) s'écrit :
β [k] =
(
1− λ
√
J[k]
‖Sk‖
)
+
S[k]. (1.71)
La solution de (1.63) peut être obtenue en appliquant de manière itérative (1.71) à
k = 1, . . . ,K. L'algorithme est très stable et converge rapidement mais les temps de cal-
culs augmentent lorsque le nombre de variables considérées croît. Les programmes sont
utilisables et disponibles sur R dans le package "grplasso" (Meier [2013]).
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Le group LASSO agit donc de la même manière que le LASSO mais au sein du groupe :
en fonction de la valeur de λ, un groupe entier de prédicteurs sortira du modèle. Dans le
cas où K = 1 (un seul groupe de variables), on retrouve le LASSO. Cependant, le group
LASSO ne produit pas de sparsité au sein d'un groupe. En eﬀet, si un groupe de paramètres
est non nul, chaque paramètre du groupe sera non nul. Pour créer de la sparsité au sein
d'un groupe et au niveau individuel, une pénalité plus générale, la sparse group LASSO, a
été proposée par Simon et al. [2013], le but étant de sélectionner des groupes de variables
et des prédicteurs au sein de ces groupes.
1.2.2 Estimateur Sparse group LASSO
Dans le cas de données de grande dimension, la méthode Sparse Group LASSO (SGL)
permet une sélection de prédicteurs au sein des groupes de variables sélectionnés. Le critère
est le suivant :
min
β
1
2n
‖Y −
K∑
k=1
X[k]β [k]‖2 + (1− α)λ
K∑
k=1
√
J[k]‖β [k]‖2 + αλ‖β‖1 (1.72)
où α ∈ [0,1] est une combinaison convexe des pénalités LASSO et group LASSO (pour
α = 0 on retrouve la pénalité group LASSO, et pour α = 1, celle du LASSO). Le vecteur
β = (β [1], ...,β [K]) est le vecteur entier des paramètres. Cette pénalisation est proche de
celle de l'elastic net commentée section 1.1.1 mais diﬀère du fait que la pénalité ‖.‖2 n'est
pas diﬀérentiable en 0, ainsi des groupes entiers sont mis à zéro. L'expression (1.72), qui
est une somme de fonctions convexes, est donc convexe. Il existe une solution optimale que
l'on obtient à l'aide des équations du sous-gradient. Simon et al. [2013] ont proposé un
algorithme eﬃcace du gradient ("accelerated generalized gradient descent") pour ajuster
le modèle. Les programmes et les algorithmes sont disponibles dans le package "SGL" du
logiciel R (Noah et al. [2013]).
1.2.3 RGCCA: Regularized Generalized Canonical Correlation Analysis
Aﬁn d'analyser les liens entre plusieurs blocs de variables (trois ou plus) observées sur
le même ensemble d'individus, Tenenhaus and Tenenhaus [2011] ont proposé une méthode
nommée RGCCA (Regularized Generalized Canonical Correlation Analysis) qui permet
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de trouver des combinaisons de blocs de variables telles que : les composantes du bloc
expliquent correctement leur propre bloc, et que les composantes des blocs connectés soient
très corrélées. Cette méthode vise à extraire l'information partagée par les K blocs de
variables, en tenant compte d'un graphe de connexions entre les blocs déterminé à priori.
Dans un contexte de données de très grande dimension, ou en présence de multicolinéa-
rité entre les blocs, les méthodes basées sur la corrélation conduisent à de fausses relations
entre les blocs. Cela donne une impression de liens entre des blocs qui s'avèrent ne pas être
valides lorsqu'ils sont examinés objectivement. La RGCCA constitue une version régula-
risée de diverses méthodes basées sur la corrélation et rend possible l'analyse de blocs de
données mal conditionnés. Elle permet la mise en place d'un continuum entre les critères
basés sur la corrélation et la covariance.
On considère K blocs de variables X[1], . . . ,X[K], une matrice de "design" (conception
des liens entre blocs) C = ckj (avec ckj = 1 si les blocs X[k] et X[j] sont liés, 0 sinon)
qui fait oﬃce de graphe de connexions entre blocs, une fonction g et des constantes de
régularisation τ1, . . . , τK comprises entre 0 et 1. La RGCCA est déﬁnie comme le problème
d'optimisation suivant :
arg max
a1,...,aK
K∑
k,j=1,k 6=j
ckjg
(
Cov(X[k]a[k],X[j]a[j])
)
(1.73)
sous contrainte τk‖a[k]‖2 + (1− τk) Var(X[k]a[k]) = 1, k = 1, . . . ,K.
Dans ce problème d'optimisation, g peut être déﬁnie comme l'identité, g(x) = x (schéma
de Horst proposé dans Krämer [2007]), la valeur absolue, g(x) = |x| (schéma centroïde
proposé dans Wold [1985]) ou encore la fonction carrée, g(x) = x2 (schéma factoriel décrit
dans Lohmöller [1989]). Le schéma de Horst pénalise la corrélation négative entre les com-
posantes alors que les schémas centroïde et factoriel présentent des alternatives permettant
à deux composantes d'être corrélées négativement. Le vecteur ak fait référence au vecteur
des poids externes et le vecteur y[k] = X[k]a[k] à la composante externe (qui résume le
bloc). La composante interne (qui tient compte des relations entre blocs) est déﬁnie de la
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manière suivante :
z[k] =
∑
j 6=k
ekjy[k]. (1.74)
Les poids internes ekj sont choisis parmi les trois schémas présentés précédemment :
Horst : ekj = ckj (1.75)
Centroïde : ekj = ckj sign(Cor(y[j],y[k]))
Factoriel : ekj = ckj Cov(y[j],y[k]).
Les équations de stationnarité sont obtenues en annulant les dérivées du Lagrangien associé
au problème d'optimisation (1.73) (Tenenhaus and Tenenhaus [2011] p.259). On obtient
alors la solution suivante :
ak =
[
τkI + (1− τk)1IXT[k]X[k]
]−1
XT[k]z[k]√
zT[k]X[k]
[
τkI + (1− τk)1IXT[k]X[k]
]−1
XT[k]z[k]
. (1.76)
Choix du paramètre de régularisation τ
Les poids externes dépendent du paramètre de régularisation τ choisi. La terminologie sui-
vante est inspirée de l'approche PLS (Tenenhaus et al. [2005]) : la situation correspondant
à τk = 0 est appelée "mode B", celle correspondant à τk = 1 est appelé "nouveau mode
A" et celle où 0 < τk < 1 est appelé "mode Ridge".
Prenons le cas où τk = 0 (mode B). La contrainte de normalisation devient Var(X[k]a[k]) = 1
et l'équation de stationnarité s'écrit :
a[k] = I
1
2
[
zT[k]X[k]
(
XT[k]X[k]
)−1
XT[k]z[k]
]− 1
2 (
XT[k]X[k]
)−1
XT[k]z[k]. (1.77)
Ce vecteur des poids externes a[k] est proportionnel au vecteur des coeﬃcients de régression
dans la régression multiple de z[k] sur X[k]. En revanche, il est important de souligner qu'en
raison de l'inversion de la matrice de covariance intrabloc, le calcul du vecteur des poids
externes ne peut être appliqué à un bloc de variables mal conditionné.
Dans le cas où τk = 1 (nouveau mode A), la contrainte de normalisation devient
‖a[k]‖ = 1 et l'équation de stationnarité s'écrit :
a[k] = X
T
[k]z[k]/‖XT[k]z[k]‖. (1.78)
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La composante externe y[k] = X[k]a[k] est la première composante PLS dans la régression
PLS de la composante interne z[k] sur le bloc X[k]. Dans le "mode A" original de l'approche
PLS, les poids externes sont calculés de la même façon que dans (1.78) mais normalisée
de manière à ce que l'expression y[k] = X[k]a[k] soit standardisée. Le "nouveau mode A"
réduit la matrice de covariance de l'intrabloc à l'identité, ce qui est très utile pour des
données de grande dimension car il évite l'inversion de la matrice de covariance intrabloc.
Lorsque l'utilisateur veut favoriser la stabilité (variance élevée) comparée à la corréla-
tion, τ = 1 est le choix naturel. Si en revanche il veut donner la priorité à la corrélation
entre y[k] = X[k]a[k] et les composantes voisines, alors τk = 0 est le choix le plus approprié.
Pour un compromis entre la variance et la corrélation, le paramètre τk peut être déterminé
à l'aide de la formule de Schäfer and Strimmer [2005]. Cette estimation automatique du
paramètre permet de se rapprocher du critère de corrélation même en cas de forte multi-
colinéarité ou lorsque le nombre de variables est largement supérieur au nombre d'individus.
Algorithme RGCCA
Il n'y a pas de solution analytique au problème d'optimisation (1.73). Un algorithme à
convergence monotone basé sur la modiﬁcation de l'algorithme PLS de Wold [1985] a été
proposé par Tenenhaus and Tenenhaus [2011] (algorithme 5) et est décrit ci-après.
Cependant, l'algorithme proposé comporte deux limitations :
1. Il n'existe aucune preuve que l'algorithme converge vers un point ﬁxe,
2. Il n'existe aucune garantie que l'algorithme converge vers un optimum global.
Représentation graphique de la RGCCA
En RGCCA, les conventions graphiques sont similaires à celles de la PLS-Path modeling.
Chaque bloc X[k] est représenté par une ellipse et chaque variable par un rectangle. Les
ellipses contiennent les noms des blocs, et les rectangles contiennent les noms des variables.
Chaque variable est reliée à son bloc par une ﬂèche. Pour le "nouveau mode A" (τk = 1), la
ﬂèche va de l'ellipse vers le rectangle pour symboliser le fait que chaque poids externe est
calculé par régression simple des variables du bloc sur la composante du bloc interne (voir
ﬁgure 1.5). Pour le "mode B" (τk = 0), la ﬂèche part du rectangle et va vers l'ellipse pour
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Algorithm 5 Algorithme PLS pour la RGCCA
Initialisation.
1. Choix arbitraire des valeurs initiales des K vecteurs a˜0[1], . . . , a˜
0
[K].
2. Calcul des vecteurs des poids externes normalisés :
a0[k] =
[τkI + (1− τk)1IXT[k]X[k]]−1a˜0[k]√
(a˜0[k])
T [τkI + (1− τk)1IXT[k]X[k]]−1a˜0[k]
.
Pour s = 1, . . . , jusqu'à convergence
Pour k = 1, . . . ,K
Calcul de la composante interne X[k].
Calcul de la composante interne en fonction du schéma choisi :
zs[k] =
∑
j<k
ckjwCov(X[k]a
s
[k],X[j]a
s+1
[j] )X[j]a
s+1
[j]
+
∑
j>k
ckjw[Cov(X[k]a
s
[k],X[j]a
s
[j])]X[j]a
s
[j].
w(x) = 1 pour le schéma de Horst, x pour le schéma factoriel et sign(x) pour le schéma
centroïde.
Calcul du vecteur des poids externes pour le bloc X[k]. Calcul du vecteur des
poids externes :
as+1[k] =
[τkI + (1− τk)1IXT[k]X[k]]−1XT[k]zs[k]√
(zs[k])
TX[k][τkI + (1− τk)1IXT[k]X[k]]−1XT[k]zs[k]
.
symboliser le fait que le vecteur des poids externes pour un bloc est calculé par régression
multiple de la composante du bloc interne sur les variables du bloc. Enﬁn pour le "mode
Ridge", les doubles ﬂèches sont utilisées pour symboliser la continuité entre le "nouveau
mode A" et le "mode B". Deux blocs connectés sont reliés par une ligne. La ﬁgure résultante
obtenue est appelée un modèle. Deux sous-modèles sont également considérés : le modèle
externe concerne les relations entre les variables des blocs et la composante de leur bloc,
et le modèle interne qui tient compte des relations entre les composantes du bloc.
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Figure 1.5  Représentation d'un modèle RGCCA "nouveau mode A".
1.2.4 SGCCA: Sparse Generalized Canonical Correlation Analysis
Les données biomédicales, sont connues pour être des mesures parcimonieuses. Aﬁn de
tenir compte de cette parcimonie et d'améliorer l'interprétation du modèle RGCCA, une
solution est d'identiﬁer les sous-ensembles de variables de chaque bloc qui sont impliqués
dans la relation entre les blocs connectés. Cette étape de sélection peut être obtenue en
ajoutant, dans le problème d'optimisation RGCCA, une pénalisation "sparse". Une telle
étape de sélection de variables est obtenue en appliquant une pénalisation L1 sur les vec-
teurs des poids externes a[1], . . . ,a[K] qui induit un modèle RGCCA "sparse" donnant lieu
à la Sparse Generalized Canonical Correlation Analysis (SGCCA) présentée dans le papier
soumis de Tenenhaus et al. [2013].
On considère la RGCCA avec tous les τk égaux à 1, ce qui signiﬁe que les contraintes
sont appliquées sur la longueur des a[k]. Un pénalisation L1 est appliquée à a[1], . . . ,a[K]
ce qui conduit au problème d'optimisation suivant :
arg max
a[1],...,a[K]
K∑
k,j=1,k 6=j
ckjg
(
Cov(X[k]a[k],X[j]a[j])
)
(1.79)
ssc.
∥∥a[k]∥∥2 = 1 et ‖a[k]‖1 ≤ sk, k = 1, . . . ,K.
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La solution au problème d'optimisation (1.79) est de la forme :
a[k] =
S(1IX
T
[k]z[k], λ1k)
‖S(1IXT[k]z[k], λ1k)‖2
, (1.80)
où
z[k] =
K∑
k,j=1,k 6=j
ckjw(
1
I
aT[k]X
T
[k]X[j]a[j])X[j]a[j] (1.81)
avec
z[k] =

K∑
k,j=1,k 6=j
ckjX[j]a[j] pour le schéma de Horst
K∑
k,j=1,k 6=j
ckj sign[Cov(X[k]a[k],X[j]a[j])]X[j]a[j] pour le schéma factoriel
K∑
k,j=1,k 6=j
ckj sign[Cov(X[k]a[k],X[j]a[j])]X[j]a[j] pour le schéma centroïde
(1.82)
S est l'opérateur de seuillage doux tel que S(a, λ) = sign(a) max(0, |a|−λ) et λ1k est choisi
de telle manière que ‖a[k]‖1 ≤ sk.
En considérant l'équation (1.80), l'algorithme 6 itératif a été proposé par Tenenhaus et
Tenenhaus aﬁn de répondre au problème d'optimisation (1.79). La convergence monotone
de l'algorithme est garantie par le fait que :
K∑
k,j=1;k 6=j
ckjg
(
Cov(X[k]a
s
[k],X[j]a
s
[j])
)
≤
K∑
k,j=1;k 6=j
ckjg
(
Cov(X[k]a
s+1
[k] ,X[j]a
s+1
[j] )
)
(1.83)
Cet algorithme est très stable et atteint généralement la convergence au bout de
quelques itérations. Par ailleurs, il permet également de traiter facilement les données
manquantes en écartant les éléments manquants dans le calcul des produits scalaires. A la
ﬁn de l'algorithme, une composante est obtenue par bloc. Il est possible de calculer plu-
sieurs composantes orthogonales pour chaque bloc en utilisant une technique de déﬂation.
Les matrices résiduelles sont calculées par régression des blocs originaux sur la composante
du précédent bloc. Le nombre de composantes par bloc peut aussi varier d'un bloc à l'autre
en choisissant de ne pas déﬂater tous les blocs.
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Algorithm 6 Algorithme Sparse Generalized Canonical Correlation Analysis
Initialisation.
1. K blocs X[1], . . . ,X[K], K contraintes L1 s1, . . . , sK , une matrice de design C.
2. Choix arbitraire des K vecteurs normalisés a0[1], . . . ,a
0
[K].
Pour s = 1, . . . , jusqu'à convergence
Pour k = 1, . . . ,K
Calcul des composantes internes
zs[k] =
k−1∑
k=1
ckjwCov(X[k]a
s
[k],X[j]a
s+1
[j] )X[j]a
s+1
[j]
+
K∑
j=k+1
ckjw[Cov(X[k]a
s
[k],X[j]a
s
[j])]X[j]a
s
[j].
Calcul du vecteur des poids externes
as[k] =
S(1IX
T
[k]z[k], λ1k)
‖S(1IXT[k]z[k], λ1k)‖2
où S est l'opérateur de seuillage doux déﬁnit plus haut, et λ1k = 0 si ‖as[k]‖1 ≤ sk ou
λ1k choisi de sorte que ‖as[k]‖1 = sk.
Stabilité de la sélection de variables
A chaque étape de l'algorithme, diﬀérentes variables sont sélectionnées. La performance
prédictive peut être associée à un indicateur de stabilité ou au nombre de variables qui
contribuent à la construction des composantes. Pour évaluer la stabilité des sélections,
l'indicateur Fleiss'k déﬁni dans Fleiss [1971] peut être utilisé. Pour chaque variable, le
nombre de fois où la variable est sélectionnée ou non au cours de 10 itérations est enregistré.
Ces fréquences sont résumées dans le score de Fleiss'k qui est une mesure d'accord entre
les 10 itérations. Le score est toujours inférieur à 1, et plus la valeur de k est élevée,
plus le modèle est stable. Des exemples d'application sont présentés dans le papier soumis
de Tenenhaus et al. [2013].
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Chapitre 2
Nouvelles approches multiblocs
sparse non supervisées
Les approches non supervisées permettent l'exploration des données et l'analyse de
liens possibles entre les variables. Dans le cadre de données génétiques, ces approches sont
souvent utilisées dans un but exploratoire. Des applications de l'ACP et/ou de la SVD à
des données de gène d'expression ont été publiées par exemple dans Alter et al. [2000],
Holter et al. [2000], Holter et al. [2001], Raychaudhuri et al. [2000], Troyanskaya et al.
[2001] , Yeung and Ruzzo [2001] et Yeung et al. [2002].
Comme nous l'avons vu au chapitre précédent, dans un contexte de données de très
grande dimension la notion de "sparsité" est très importante pour faciliter l'interpréta-
tion des résultats. Dans le cas de l'ACP plusieurs versions pénalisées ont été développées.
Cependant dans le cas où les données sont structurées par blocs, aucune méthode non
supervisée de sélection de variables n'avait encore été proposée. La méthode GSPCA a
été développée au cours de ce travail de thèse aﬁn de permettre la sélection de blocs de
variables quantitatives dans le cas non supervisé. Cette nouvelle méthode est une exten-
sion de la SPCA-rSVD de Shen and Huang [2008] (voir section 1.1.2.3) pour le cas où les
données sont structurées par blocs.
Dans le cas de données qualitatives l'ACM est très fréquemment utilisée pour explorer
les liens entre les variables. Cependant aucune version "sparse" de cette méthode n'avait
été développée à ce jour. L'ACM étant un cas particulier de l'ACP pour des blocs de va-
riables indicatrices, une version "sparse" de l'ACM (l'ACM sparse) est proposée dans ce
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chapitre comme une extension de la méthode GSPCA. Elle permet la sélection de variables
qualitatives et facilite l'interprétation des résultats obtenus avec l'ACM. Ces deux nouvelles
méthodes sont présentées dans ce chapitre et leur utilité et pertinence seront démontrées
à partir d'exemples illustratifs. Le contexte multiblocs étant la clé de ces deux développe-
ments, des rappels et des notions sur les données multiblocs sont présentés au préalable
dans le paragraphe qui suit.
2.1 Rappels
2.1.1 SVD sur une matrice structurée par blocs
Quand X est composée de K sous-matrices (voir partie notations equation (7)), il est
possible d'écrire la SVD par "blocs" de la manière suivante :
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
(2.1)
=
[
P∆QT[1]| . . . |P∆QT[k]| . . . |P∆QT[K]
]
= P∆
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
,
où Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
la matrice des vecteurs singuliers avec QT[k] les sous-
matrices, chacune de dimensions L×J[k] (voir ﬁgure 2.1). Les matrices P et ∆ ne sont pas
structurées par blocs. Quand les blocs X[1], . . .X[K] sont constitués d'une seule variable
(colonne), la SVD sur la matrice par bloc est écrite de la même manière que la SVD. Il
est important ici de souligner que les sous-blocs ne sont pas obtenus à partir des vecteurs
propres d'autres sous-blocs. La SVD ici est simplement décomposée sur les colonnes en
fonctions de groupes (blocs de colonnes) déﬁnis à priori.
Figure 2.1  SVD sur une matrice X structurée par blocs.
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2.1.2 Propriétés de la SVD sur une matrice structurée par blocs
Dans ce contexte, la SVD permet aussi la meilleure reconstitution de rang inférieur de la
matrice originale structurée par blocs. La meilleure matrice d'approximation de rang 1 X(1)
de X est la solution au problème (1.32) déﬁni en section 1.1.2.3. Mais selon la propriété 2
du chapître notations, on peut écrire
∥∥X−X(1)∥∥2
2
de la manière suivante :∥∥∥X−X(1)∥∥∥2
2
= tr
(
(X− f1qT1 )T (X− f1qT1 )
)
(2.2)
= ‖X‖22 − 2 tr
(
q1f
T
1 X
)
+ δ21
= ‖X‖22 − 2
K∑
k=1
tr
(
q1,[k]f
T
1 X[k]
)
+ δ21 ,
où qT1=(q1,[1],. . . ,q1,[k],. . . ,q1,[K])
T est la première ligne de QT avec q1,[k] un vecteur de
dimension J[k]×1 (voir ﬁgure 2.2). Les matrices q1,[k]qT1,[k] et q1,[k]fT1 X[k] sont des matrices
J[k] × J[k].
Figure 2.2  Détails de la matrice Q dans la SVD par blocs.
2.1.3 ACP comme une SVD d'une matrice structurée par blocs
L'ACP peut être déﬁnie à partir d'une SVD avec F=P∆ la matrice des composantes
principales et Q la matrice des "loadings". Lorsque X est structurée en K blocs, l'ACP de
X peut être déﬁnie comme la SVD sur une matrice par blocs (cf. section 2.1.1) avec :
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
(2.3)
= P∆
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
= F
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
.
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Dans ce cas, la matrice des "loadings" est Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
avec QT[k] un bloc
de dimensions L× J[k], et F = P∆ la matrice des composantes principales.
2.1.4 SVD généralisée ou GSVD
La décomposition en valeurs singulières généralisée GSVD (Generalized Singular Value
Decomposition) généralise la SVD en introduisant les contraintes suivantes :
X = P∆QT avec PTMP = QTWQ = I. (2.4)
La matrice M est une matrice positive déﬁnie de dimensions I×I représentant les contraintes
imposées sur les lignes de X (Lebart et al. [1977], Greenacre [1984], Abdi [2007]). Si M
est diagonale, les éléments de M sont appelés les masses. La matrice W est une matrice
déﬁnie positive de dimensions J × J représentant les contraintes imposées sur les colonnes
de X. Si W est diagonale, les éléments de W sont appelés les poids.
2.1.5 Propriétés de la GSVD
Tout comme la SVD, la GSVD permet la meilleure reconstitution de la matrice originale
par une matrice de rang inférieure. La meilleure matrice d'approximation de rang 1 de X
est la solution de la minimisation du carré pondéré de la norme W-généralisée pondérée
par les masses M :
arg min
X(1)
∥∥∥X−X(1)∥∥∥2
W
= arg min
X(1)
(
tr
(
M1/2(X−X(1))W(X−X(1))TM1/2
))
, (2.5)
où
X(1) ≡ δ1p1qT1 = f1qT1 . (2.6)
La démonstration est fournie en annexe E.
2.1.6 GSVD appliquée à une matrice structurée par blocs
On peut écrire la GSVD par blocs quand la matrice X est structurée enK blocs. Dans ce
cas on retrouve l'expression (2.4) mais avec M une matrice I×I, Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
et W une matrice J × J déﬁnie positive qui peut être écrite sous la forme :
W = diag
([
WT[1]| . . . |WT[k]| . . . |WT[K]
])
, (2.7)
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avec W[k] de dimensions J[k] × J[k] et W une matrice bloc diagonale dont les blocs sont
conformes à ceux de la matrice Q.
2.1.7 Propriétés d'une GSVD appliquée à une matrice structurée par
blocs
De la même manière que dans 2.1.5, la meilleure matrice d'approximation de rang 1
X(1) de X structurée par blocs est la solution au problème d'optimisation (2.5). Cependant
à partir de l'équation (E.9) explicitée en annexe, l'expression
∥∥X−X(1)∥∥2
W
peut s'écrire
en fonction des blocs (déﬁnis à priori) de la manière suivante :∥∥∥X−X(1)∥∥∥2
W
= tr
(
M
1
2 (X−X(1))W(X−X(1))TM 12
)
(2.8)
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM
1
2 ) + δ2
= ‖X‖2W − 2δ
K∑
k=1
tr(M
1
2p1q
T
1,[k]W[k]X
T
[k]M
1
2 ) + δ2,
où qT1=(q1,[1],. . . ,q1,[k],. . . ,q1,[K])
T la première ligne de QT avec q1,[k] un vecteur de di-
mension J[k] × 1. Cette écriture est très utile en vue de son utilisation dans les méthodes
sparse qui seront déﬁnies par la suite.
2.1.8 Analyse des correspondances comme GSVD
L'analyse des correspondances est une méthode statistique de visualisation d'associa-
tions entre lignes et colonnes d'une table de contingence N de dimensions I × J . N est
une matrice de nombres positifs (on suppose qu'aucune ligne ou colonne n'est entièrement
nulle). On déﬁnit X comme la matrice déduite de N telle que :
X =
1
I
N. (2.9)
On déﬁnit :
• r = X1 le vecteur des proportions marginales des lignes
• c = XT1 le vecteur des proportions marginales des colonnes
• Dr = diag(r)
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• Dc = diag(c).
Pour la GSVD de X = X − rcT sous les contraintes M et W on pose M = Dr−1 et
W = Dc
−1. En conclusion, la GSVD de X est :
X = P∆QT avec PTDr−1P = QTDc−1Q = I. (2.10)
La matrice des coordonnées des proﬁls lignes F et des coordonnées des proﬁls colonnes G
sont, respectivement :
F = Dr
−1P∆ (2.11)
G = Dc
−1Q∆.
2.1.9 De l'analyse des correspondances à l'analyse des correspondances
multiples
Supposons le tableau original de données catégorielles de dimensions I × J . L'ACM
convertit les variables catégorielles en matrice de variables indicatrices où les données caté-
gorielles ont été recodées en variables binaires. Si la k-ème variable possède J[k] catégories,
la matrice indicatrice correspondante aura J =
K∑
k=1
J[k] colonnes. Ainsi, l'ACM est obtenue
par une analyse des correspondances standard sur des blocs de matrices indicatrices. La
sPCA-rSVD déﬁnie en section 1.1.2.3 peut alors être étendue au cas de variables indica-
trices structurées par blocs pour permettre la sélection de variables dans le cas de l'ACM.
2.1.10 GSVD comme un problème de type régression
Considérons la GSVD de X avec F = P∆ la matrice des composantes principales.
Les estimateurs des moindres carrés ordinaires βˆ sont obtenus en minimisant la norme
W-généralisée, sous les contraintes de masses M :
βˆ = argmin
β
‖f1 −Xβ‖2W . (2.12)
La solution est donnée par :
βˆ = X+WMf1, (2.13)
avec X+W = Q∆
+
WP
T = (XTMX)−1WXT .
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Sachant que QTWQ = I, on en déduit que QTWq1 est la première colonne de la matrice
identité de dimensions L × L. Ainsi QTWq1 = [1, 0, . . . , 0]T est un vecteur de dimension
L× 1. A partir de X = P∆QT , on obtient :
XWq1 = P∆Q
TWq1 (2.14)
= FQTWq1
= F
1...
0
 = f1.
La solution devient :
βˆ = X+WMf1 (2.15)
= X+WMXWq1
= Q∆+WP
TMP∆QTWq1
= Q∆+W∆Q
TWq1
= q1.
On en conclut alors que les "loadings" q1 peuvent être retrouvés en régressant les compo-
santes principales sur les J variables.
2.1.11 GSVD régularisée
Comme nous l'avons vu au paragraphe 1.1.2.3, la SVD peut être régularisée car elle
peut être considérée comme un problème de régression. La GSVD pouvant également être
considérée de la sorte, elle peut également être régularisée. On considère f˜ et q˜ de la même
manière que précédemment. Dans le cas général, le problème d'optimisation peut s'écrire :
arg min
f˜ ,q˜
∥∥∥X− f˜ q˜T∥∥∥2
W
+ Pλ(q˜), (2.16)
avec W une matrice déﬁnie positive, Pλ(q˜) une fonction de pénalisation et λ un paramètre
de pénalisation. On peut alors écrire :∥∥∥X− f˜ q˜T∥∥∥2
W
+ Pλ(q˜) = ‖X‖2W − 2 tr(M
1
2 f˜ q˜TWXTM
1
2 ) (2.17)
+ tr(M
1
2 f˜ q˜TWq˜f˜TM
1
2 ) + Pλ(q˜)
= ‖X‖2W − 2 tr(M
1
2 f˜ q˜TWXTM
1
2 ) + δ2 tr(q˜TWq˜) + Pλ(q˜).
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Lorsque les données sont divisées en K groupes, chacun de cardinal J[k], Yuan and Lin
[2005] ont proposé la pénalisation group LASSO pour créer de la "sparsité" au niveau des
blocs. On considère le problème général de régression avec K groupes :
y =
K∑
k=1
X[k]β [k] + ε, (2.18)
où y est un vecteur I × 1, ε le terme d'erreur, X[k] la matrice de dimensions I × J[k] cor-
respondant au k-ème bloc, et β [k] un vecteur de coeﬃcients de longueur J[k], k = 1, . . . ,K.
Étant données des matrices déﬁnies positives W[1], . . . ,W[K], l'estimateur group LASSO
est déﬁni comme la solution de :∥∥∥∥∥y −
K∑
k=1
X[k]β [k]
∥∥∥∥∥
2
W
+ λ
K∑
k=1
∥∥∥β [k]∥∥∥
W[k]
, (2.19)
où λ ≥ 0 est le paramètre de pénalisation. Dans notre cas, l'expression devient :∥∥∥∥∥y −
K∑
k=1
X[k]q[k]
∥∥∥∥∥
2
W
+ λ
K∑
k=1
∥∥q[k]∥∥W[k] , (2.20)
où
∥∥q[k]∥∥W[k] = √qT[k]W[k]q[k] (voir équation (2.7)).
Dans les paragraphes suivants, les deux nouvelles méthodes développées durant ce tra-
vail de thèse sont présentées : la GSPCA pour la sélection de blocs de variables quantitatives
et l'ACM sparse pour la sélection de variables qualitatives dans un contexte non supervisé.
2.2 Méthode Group Sparse PCA (GSPCA)
2.2.1 Déﬁnition
Soit X une matrice I × J de variables quantitatives divisée en K sous-matrices X[k],
k = 1, ...,K comme déﬁni en (7). La SVD de X est déﬁnie de la même manière que dans
la partie notations. Dans ce contexte, le problème (2.16) peut être écrit de la manière
suivante :
arg min
(f˜ ,q˜)
∥∥∥X− f˜ q˜T∥∥∥2
2
+ Pλ(q˜) = arg min
(f˜ ,q˜)
(
tr
(
(X− f˜ q˜T )T (X− f˜ q˜T )
)
+ Pλ(q˜)
)
. (2.21)
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La fonction de pénalisation étant additive, Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]), ainsi d'après (2.17) :
arg min
f˜ ,q˜
(
‖X‖22 − 2
K∑
k=1
tr(XT[k]f˜ q˜
T
[k]) +
K∑
k=1
δ2 tr(q˜T[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])
)
. (2.22)
Pour trouver la solution optimale au problème de minimisation, un algorithme itératif est
utilisé sous la contrainte ‖f˜‖2 = ‖δp˜‖2 = δ (car ‖p˜‖2 = 1) .
Dans un premier temps, pour q˜ ﬁxé, nous cherchons le f˜ qui minimise le problème. Il
peut être obtenu par :
f˜ = Xq˜/ ‖Xq˜‖2 . (2.23)
Par la suite, pour f˜ ﬁxé, on cherche q˜. Le problème de minimisation (2.22) devient :
arg min
q˜
(
‖X‖22 − 2
K∑
k=1
tr(XT[k]f˜ q˜
T
[k]) +
K∑
k=1
δ2 tr(q˜T[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])
)
. (2.24)
Le terme ‖X‖22 ne dépend pas de q˜ et les composantes q˜ peuvent être optimisées séparé-
ment. Ainsi le q˜[k] optimal minimise :
R(q˜[k]) = δ
2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) + Pλ(q˜[k]). (2.25)
et dépend de la forme du Pλ(.) choisi.
Les données sont structurées par blocs, la fonction de pénalisation Pλ choisie est donc
la pénalisation group LASSO décrite dans l'équation (1.63). En conclusion, le q[k] cherché
minimise :
R(q˜[k]) = δ
2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) + λ
∥∥q˜[k]∥∥2 . (2.26)
Par souci de lisibilité on pose :
u(q˜[k]) = δ
2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) (2.27)
v(q˜[k]) = λ
∥∥q˜[k]∥∥2 .
Et ainsi R(q˜[k]) = u(q˜[k]) + v(q˜[k]). Minimiser R(q˜[k]) revient donc à minimiser chaque
élément de la somme (c'est-à-dire les fonctions u et v). Le minimum d'une fonction est
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obtenu lorsque sa dérivée est nulle. La fonction u est diﬀérentiable en 0 (le gradient noté
∇u peut alors être calculé) ce qui n'est pas le cas pour la fonction v. En eﬀet, la norme L2
n'étant pas diﬀérentiable en 0, c'est le sous-gradient de la fonction v en q˜[k], noté ∂v(q˜[k]),
qui est calculé. Le minimum cherché est donc solution de : ∇u(q˜[k]) + ∂v(q˜[k]) = 0. D'après
les propriétés 5 et 6 déﬁnies dans la partie notations on obtient :
∇u(q˜[k]) = 2δ2q˜[k] − 2XT[k]f˜ . (2.28)
L'équation (2.28) étant le résultat de la SVD, les solutions optimales correspondent à
q = q1 et f = f1. En conclusion, à partir de ce résultat et de la propriété 8, on en déduit
que :
si q1,[k] 6= 0
2δ21q˜1,[k] − 2XT[k]f˜1 + λ
q1,[k]∥∥q1,[k]∥∥2 = 0, (2.29)
si q1,[k] = 0 ∥∥∥2XT[k]f1∥∥∥
2
≤ λ. (2.30)
Les expressions (2.29) et (2.30) peuvent s'écrire :
XT[k]f˜1 = δ
2
1q˜1,[k] +
λ
2
q˜1,[k]∥∥q˜1,[k]∥∥2 (2.31)∥∥∥XT[k]f˜1∥∥∥
2
≤ λ
2
(2.32)
En combinant (2.31) et (2.32), on obtient que le minimum est de la forme :
q˜1,[k] =
1− λ
2δ21
1∥∥∥XT[k]f˜1∥∥∥2

+
XT[k]f˜1 (2.33)
où
(x)+ =
{
x if x ≥ 0
0 if x < 0
(2.34)
La règle de seuillage hλ peut être déﬁnie de la manière suivante :
hλ(y) =
(
1− λ
2δ21
1
‖y‖2
)
+
y, (2.35)
avec y = XT[k]f˜1.
88
2.2. MÉTHODE GROUP SPARSE PCA (GSPCA)
2.2.2 Algorithme
L'algorithme de la GSPCA est décrit ci-après (algorithme 7) :
Algorithm 7 Algorithme GSPCA
Initialisation (Etape 1) : Application de la SVD à X et obtention de la meilleure
approximation de rang 1 de X δpq = fq avec p et q des vecteurs unitaires.
On ﬁxe q˜s = q1 et f˜ s = δ1p1.
Itération (Etape 2) :
a) q˜s+1 =
[
q˜s+11,[1], . . . , q˜
s+1
1,[K]
]
=
[
hλ(X
T
[1]f˜
s), . . . , hλ(X
T
[K]f˜
s)
]
;
b) f˜ s+1 =X[k]q˜s+1/
∥∥X[k]q˜s+1∥∥2
Réitèrer l'étape 2 en remplaçant f˜ s et q˜s par f˜ s+1 et q˜s+1 jusqu'à convergence.
Standardisation q˜s+1 ﬁnale déﬁnie comme q=q˜s+1/
∥∥q˜s+1∥∥
2
correspond au "loading
sparse" voulu.
Le critère de convergence dans l'étape de réitération est le suivant :∥∥∥f˜ s+1 − f˜ s∥∥∥ < err (2.36)∥∥q˜s+1 − q˜s∥∥ < err
avec une marge d'erreur (err) ﬁxée par l'utilisateur (dans l'exemple d'application on choi-
sira err = 10−4). L'algorithme converge assez rapidement en pratique. Si on ﬁxe λ = 0
dans l'algorithme ci-dessus, l'étape 2a revient à faire qs+1 = XT f s et l'algorithme devient
l'algorithme bien connu des moindres carrés alternés pour calculer la SVD. Il converge alors
en une seule itération. La procédure itérative de la GSPCA est déﬁnie pour des vecteurs
unidimensionnels et est utilisée pour obtenir le premier vecteur "sparse" des "loadings" q1.
Les "loadings sparse" suivants qi (i > 1) peuvent être obtenus séquentiellement via une
approximation de rang 1 des matrices des résidus. Un exemple d'application de la GSPCA
est présenté dans la section suivante.
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2.2.3 Exemple d'application
L'exemple d'application de la Group Sparse PCA concerne un tableau de données sur
des crabes bleus. Les crabes bleus ont une valeur commerciale importante en Caroline
du Nord et l'apparence des crabes malades dans la région spéciﬁque de Pamlico River est
devenue préoccupante depuis 1986. Gemperline et al. [1992] ont fait l'hypothèse que le stress
environnemental aﬀaiblissait leur organisme ce qui empêchait leur réponse immunitaire
d'éliminer l'infection causée par une bactérie (chitinoclastic bacteria). Cette bactérie a été
considérée comme étant la cause des lésions comprises entre 5 et 25 mm dans leur carapace.
Aﬁn de déterminer si cette maladie des crabes était directement liée aux taux d'oligo-
éléments trouvés dans leur corps, des tissus de branchies, hépatopancréas et des muscles ont
été prélevés sur 48 crabes dont 16 crabes sains venant d'Albemarle Sound, 16 crabes sains
venant de Pamlico River et enﬁn 16 crabes malades venant de Pamlico River. La ﬁgure 2.3
illustre la composition du tableau de données. Vingt-cinq oligo-éléments issus des trois
tissus ont été analysés pour chacun des crabes. Le tableau de données est composé de
I = 48 observations (crabes) et J = 75 variables quantitatives (25 blocs d'oligo-éléments
analysés sur 3 tissus diﬀérents). Les données sont naturellement structurées par blocs :
25 blocs de 3 variables sur 48 crabes.
Figure 2.3  Composition du tableau de données des crabes.
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Figure 2.4  Données crabes : Représentation du pourcentage de variance obtenu par
ACP pour les premières composantes
Dans un premier temps, une ACP a été réalisée sur ces données aﬁn d'explorer les
liens entre les diﬀérentes variables et de visualiser la répartition des crabes en fonction
de leur provenance et de leur état de santé. Seules les deux premières composantes sont
considérées (règle du coude, voir ﬁgure 2.4). La ﬁgure 2.5 représente la répartition des
crabes sur le premier plan (en bleu, les crabes sains d'Albemarle Sound, en vert les crabes
sains de Pamlico River et en rouge les crabes malades de Pamlico River). Le premier
axe oppose les crabes d'Albemarle Sound aux crabes malades de Pamlico River. Cette
dimension est particulièrement liée au taux d'oligo-éléments contenus dans les poumons
(et plus particulièrement le cuivre). Cela signiﬁe que les crabes d'Albemarle Sound se
distinguent des crabes malades de Pamlico River par un fort taux d'oligo-éléments cuivre
dans les poumons et un faible taux des autres oligo-éléments.
Le deuxième axe oppose les crabes sains de Pamlico River (corrélation positive à l'axe 2)
aux autres. Les variables qui correspondent aux taux d'oligo-élements potassium et magné-
sium (corrélation positive) ainsi que cadium (corrélation négative) sont les plus contribu-
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tives de cette dimension. Cela signiﬁe que les crabes sains de Pamlico River se distinguent
des autres par un fort taux d'oligo-éléments potassium et magnésium et par un faible taux
d'oligo-élément cadium.
Figure 2.5  Données crabes : Représentation des crabes sur le premier plan (ACP).
Par la suite, l'ACP sparse de Zou et al. [2006] et la GSPCA ont été réalisées sur ce
tableau de données aﬁn de sélectionner des variables et des blocs de variables (c'est-à-dire
des oligo-éléments), respectivement, sur chacun des axes. Plusieurs valeurs du paramètre de
pénalisation λ (comprises entre 0 et 10) ont été testées pour la GSPCA et les deux valeurs
λ1 et λ2 pour l'ACP sparse ont été choisies de manière à ce que le nombre de variables
sélectionnées par axe corresponde à celui de la GSPCA pour chacune des valeurs du λ.
La table 2.1 présente le nombre de variables sélectionnées sur la première et la deuxième
composante, le temps (CPU Time en secondes) et le nombre d'itérations (pour l'ensemble
des deux premières CPs) nécessaires à l'algorithme pour converger, en fonction de la valeur
de λ (comprises entre 0 et 10).
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L'algorithme converge quel que soit la valeur de λ et comme attendu, le temps mis
pour converger est plus important lorsque le nombre d'itérations est élevé. Le temps de
convergence est plus long pour l'ACP sparse que pour la GSPCA pour chacune des valeurs
de λ. Ceci prouve l'eﬃcacité de cette nouvelle méthode.
Table 2.1  Données crabes : Temps (en secondes) et nombre d'itérations nécessaires à la
convergence de l'algorithme en fonction des valeurs de λ pour l'ACP sparse et la GSPCA.
Valeurs de λ 0 1 2 3 4 5 6 7 8 9 10
Nb var. CP1 75 75 72 66 57 42 39 33 21 9 6
Nb var. CP2 75 72 60 45 36 21 18 3 3 0 0
CPU Time
SPCA 0.26 0.26 0.24 0.20 11.08 2.20 2.44 0.62 0.40 0.04 0.06
CPU Time
GSPCA 0.02 0.10 0.08 0.10 0.16 0.14 0.22 0.08 0.08 0.04 0.04
Nombre itérations
sur 2 CPs 2 33 32 40 57 50 81 30 26 11 16
(GSPCA)
Les ﬁgures 2.6 et 2.7 présentent l'évolution du nombre de variables sélectionnées et le
pourcentage cumulé de variance expliquée (CPEV) en fonction du paramètre de pénalisa-
tion pour les deux premières dimensions, respectivement. Plus la valeur du λ est élevée,
moins il y a de variables sélectionnées. On observe un léger coude sur la ﬁgure 2.6 pour
λ = 4, 5. Sur la première dimension, 51 variables sont conservées, et CPEV= 21, 61%, et
sur la deuxième, 30 variables sont conservées, et CPEV= 29, 46%. Si on augmente la va-
leur du λ à 5, 42 variables sont conservées sur la première dimension pour un CPEV égal
à 20,53% et 21 variables sont conservées sur la deuxième pour un CPEV égal à 27,73%.
Aﬁn de trouver un compromis entre le nombre de variables sélectionnées et la perte de
pourcentage cumulé de variance expliquée, nous choisirons λ = 5 qui élimine presque la
moitié des variables sur la première composante et plus du tiers sur la deuxième, tout en
conservant un CPEV proche du CPEV de départ (pour λ = 0, CPEV= 26, 03% pour la
première dimension, et CPEV= 38, 53% pour la deuxième). Le λ aurait également pu être
choisi de manière plus objective par validation croisée (10-fold par exemple) de la même
manière que dans Shen and Huang [2008].
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Figure 2.6  Données crabes : Évolution
du nombre de variables sélectionnées en
fonction du paramètre de pénalisation λ.
Figure 2.7  Données crabes : Évolution
du pourcentage cumulé de variance expli-
quée en fonction du paramètre de péna-
lisation λ.
Figure 2.8  Données crabes : Représentation des individus sur le premier plan (GSPCA)
pour λ = 5.
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La ﬁgure 2.8 montre que malgré l'élimination de certaines variables sur les deux pre-
mières composantes de la GSPCA les crabes sont encore bien distincts en fonction de leur
provenance. Cela signiﬁe que les variables conservées après GSPCA sont pertinentes et
pourraient expliquer un lien possible entre la maladie et le taux de certains oligo-éléments
stockés dans les tissus des crabes. En revanche on perd en pouvoir discriminant sur le
deuxième axe car un plus grand nombre de blocs de variables a été supprimé. La discri-
mination entre les crabes sains et malades de Pamlico river est moins ﬂagrante que dans
l'ACM standard. Si on choisit une valeur de λ plus basse, 3,5 au lieu de 5 par exemple,
alors 39 variables sont conservées sur le deuxième axe et la discrimination des crabes sains
et malades est parfaite. Le choix du λ dépend donc du but recherché.
Le tableau 2.2 résume et compare les "loadings" et les variances obtenus à l'aide de
l'ACP, de l'ACP sparse de Zou et al. [2006] et de la GSPCA pour les 6 blocs d'oligo-éléments
dont les 4 cités précédemment ("cuivre", "cadium", "potassium" et "magnésium"). Pour
l'ACP sparse, on ﬁxe λ = 0 et λ1 = (0, 01; 0, 2) de manière à ce que chaque approximation
"sparse" explique à peu près la même part de variance que les composantes dans l'ACP
classique. Pour la GSPCA, le λ est ﬁxé à 5. L'ACP sparse ne sélectionne que certaines
variables, sans tenir compte de l'appartenance des variables au bloc correspondant car
elle ne considère pas les structures par blocs contrairement à la GSPCA. L'ACP sparse
identiﬁe correctement les variables les plus contributives trouvées dans l'ACP pour les deux
premières dimensions. La GSPCA sélectionne le bloc entier de variables correspondant et
ﬁxe les autres à zéro. La variance ajustée est quasiment la même pour les 3 méthodes mais
la GSPCA produit des "loadings sparse" ce qui facilite l'interprétation et la visualisation
des résultats. Les résultats de la GSPCA recoupent ceux de l'ACP sparse mais des blocs de
variables entiers sont supprimés, ce qui permet de faciliter l'interprétation des résultats et de
visualiser plus rapidement les oligo-éléments (et non plus uniquement certaines modalités)
potentiellement liés à la maladie des crabes bleus.
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Table 2.2  Données crabes : "Loadings" et variances obtenus avec ACP, ACP sparse et
GSPCA sur les deux premières dimensions pour 6 des 25 oligo-éléments analysés.
ACP ACP sparse GSPCA
Variable Comp 1 Comp 2 Comp 1 Comp 2 Comp 1 Comp 2
Poumon.Al 0,195 -0,047 0,306 0,000 0,277 0,000
Hepatopancreas.Al 0,124 -0,051 0,000 0,000 0,174 0,000
Muscle.Al 0,169 -0,022 0,110 -0,006 0,242 0,000
Poumon.As 0,185 -0,022 0,397 0,000 0,207 0,000
Hepatopancreas.As 0,127 -0,113 0,054 0,000 0,121 0,000
Muscle.As 0,117 0,109 0,067 0,084 0,115 0,000
Poumon.Cd 0,003 -0,241 0,000 -0,273 0,000 -0,373
Hepatopancreas.Cd -0,108 -0,216 -0,082 -0,142 0,000 -0,486
Muscle.Cd -0,011 -0,108 -0,088 -0,130 0,000 -0,244
Poumon.Cu -0,184 -0,022 -0,291 0,000 -0,157 -0,228
Hepatopancreas.Cu -0,130 -0,085 -0,133 0,000 -0,113 -0,239
Muscle.Cu -0,120 -0,190 0,000 -0,273 -0,099 -0,365
Poumon.Mg 0,110 0,216 0,075 0,383 0,066 0,302
Hepatopancreas.Mg 0,114 0,162 0,021 0,075 0,083 0,213
Muscle.Mg 0,177 -0,116 0,024 -0,041 0,131 0,041
Poumon.P 0,083 0,072 0,000 0,000 0,000 0,000
Hepatopancreas.P -0,051 0,237 0,000 0,409 0,000 0,000
Muscle.P -0,100 0,212 -0,020 0,154 0,000 0,000
...
...
...
...
...
...
...
Nb variables
sélectionnées 75 75 47 44 42 21
Variance
ajustée (%) 26,03 12,50 15,70 9,30 20,53 7,20
Variance
cumulée (%) 26,03 38,53 15,70 25,00 20,53 27,73
Al : Aluminium, As : Arsenic, Cd : Cadium, Cu : Cuivre, Mg : Magnesium, P : Phosphore
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2.3 Analyse des Correspondances Multiples Sparse (ACM
sparse)
L'ACM est un cas particulier de l'ACP pour des blocs de variables indicatrices, c'est
pourquoi l'ACM sparse introduite dans cette section est déﬁnie comme une extension de
la GSPCA et le problème (2.21) peut être généralisé pour l'ACM sparse :
arg min
(f˜ ,q˜)
∥∥∥X− f˜ q˜T∥∥∥2
W
+ Pλ(q˜) (2.37)
avec une norme W-généralisée sous la contrainte de masse M.
2.3.1 Déﬁnition
Supposons une matrice I ×K de variables catégorielles. Le tableau disjonctif complet
correspondant N est constitué de K sous-matrices (ou blocs) de variables indicatrices N[k],
k = 1, . . . ,K, chacune de dimensions I×J[k]. Le nombre total de modalités est J =
K∑
k=1
J[k].
Sélectionner une colonne de la table originale (variables catégorielles) revient à sélection-
ner un bloc de variables indicatrices dans le tableau disjonctif complet. C'est pourquoi
la nouvelle méthode nommée ACM sparse peut être considérée comme une extension de
la méthode précédemment présentée (GSPCA) dans le cas de blocs de variables indica-
trices. On considère la GSVD pour des blocs de variables indicatrices, comme déﬁnie dans
l'équation (2.4). Soit X la matrice déﬁnie dans le paragraphe 2.1.8. Dans ce contexte, le
problème (2.37) peut être écrit de la manière suivante :
arg min
(f˜ ,q˜)
∥∥∥X− f˜ q˜T∥∥∥2
W
+ Pλ(q˜) avec f˜
TMf˜ = q˜TWq˜ = 1, (2.38)
et sous les contraintes de masse M on obtient :
arg min
(f˜ ,q˜)
(
tr
(
M
1
2 (X− f˜ q˜T )W(X− f˜ q˜T )TM 12
)
+ Pλ(q˜)
)
= (2.39)
arg min
f˜ ,q˜
(
‖X‖2W − 2 tr(M
1
2 f˜ q˜TWXTM
1
2 ) + δ2 tr(q˜TWq˜) + Pλ(q˜)
)
.
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La fonction de pénalisation étant additive, Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]) et le problème devient :
arg min
f˜ ,q˜
(
‖X‖2W − 2
K∑
k=1
tr(M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2 ) +
K∑
k=1
δ2 tr(q˜T[k]W[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])
)
.
(2.40)
Pour trouver la solution au problème de minimisation, le même principe d'algorithme
itératif que celui de la GSPCA est appliqué, sous la contrainte que p˜TMp˜ = 1. Dans un
premier temps, on considère le problème d'optimisation sous p˜ pour q˜ ﬁxé. Le p˜ minimal
est obtenu par :
p˜ = Xq˜/ ‖Xq˜‖W . (2.41)
A présent, si on optimise sous q˜ pour p˜ ﬁxé, le problème de minimisation (2.40) peut
s'écrire :
arg min
q˜
(
‖X‖2W +
K∑
k=1
(
δ2 tr(q˜T[k]W[k]q˜[k])− 2 tr(M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2 ) + Pλ(q˜[k])
))
.
(2.42)
Le terme ‖X‖2W ne dépend pas de q˜, l'optimisation peut se faire indépendamment des
composantes q˜. Ainsi, le q˜[k] optimal minimise :
R(q˜) = δ2 tr(q˜T[k]W[k]q˜[k])− 2 tr(M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2 ) + Pλ(q˜[k]), (2.43)
et dépend de la fonction Pλ(.) choisie. Les données sont structurées en blocs, la fonction
de pénalité Pλ choisie est celle du group LASSO décrite dans le paragraphe 1.2.2 :
Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]) =
K∑
k=1
λ
∥∥q˜[k]∥∥W[k] . (2.44)
En conclusion, q[k] doit minimiser :
R(q˜[k]) = δ
2 tr(q˜T[k]W[k]q˜[k])− 2 tr(M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2 ) + λ
∥∥q˜[k]∥∥W[k] . (2.45)
De la même manière que dans la section précédente pour la GSPCA, on pose :
u(q˜[k]) = δ
2 tr(q˜T[k]W[k]q˜[k]) (2.46)
l(q˜[k]) = −2 tr(M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2 )
v(q˜[k]) = λ
∥∥q˜[k]∥∥W[k] .
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Ainsi R(q˜[k]) = u(q˜[k]) + l(q˜[k]) + v(q˜[k]) et donc minimiser R(q˜[k]) à minimiser chaque
élément de la somme (c'est-à-dire les fonctions u, l et v). Le minimum d'une fonction est
obtenu lorsque sa dérivée est nulle. Les fonctions u et l sont diﬀérentiables en 0 mais ce
n'est pas le cas de la fonction v étant donné que la norme W-généralisée ne l'est pas en
0. C'est donc le sous-gradient de la fonction v en q˜[k] qui est calculé. Le minimum cherché
est donc solution de : ∇u(q˜[k]) +∇l(q˜[k]) + ∂v(q˜[k]) = 0.
D'après la propriété 2 on a que
l(q˜[k]) = −2 tr
(
M
1
2 f˜ q˜T[k]W[k]X
T
[k]M
1
2
)
(2.47)
= −2 tr
(
M
1
2X[k]W[k]q˜[k]f˜
TM
1
2
)
et avec la propriété 6 citée dans la partie notations page 33, on obtient :
∇l(q˜[k]) = −2
(
M
1
2X[k]W[k]
)T (
f˜TM
1
2
)T
(2.48)
= −2
(
W[k]X
T
[k]M
1
2
)(
M
1
2 f˜
)
= −2W[k]XT[k]Mf˜ .
Par ailleurs
∇u(q˜[k]) = 2δ2W[k]q˜[k]. (2.49)
Les équations (2.48) et (2.49) étant les résultats de la GSVD, les solutions optimales sont
q = q1 et f = f1. En conclusion, à partir de ce résultat et de la propriété 8, on en déduit
que :
si q1,[k] 6= 0
− 2W[k]XT[k]Mf˜1 + 2δ21W[k]q˜1,[k] + λW[k]
q˜1,[k]∥∥q˜1,[k]∥∥W[k] = 0 (2.50)
et si q1,[k] = 0 ∥∥∥−2W[k]XT[k]Mf˜1∥∥∥
W[k]
≤ λW[k]. (2.51)
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Les expressions (2.50) et (2.51) peuvent s'écrire :
W[k]X
T
[k]Mf˜1 = δ
2
1W[k]q˜1,[k] +
λ
2
W[k]q˜1,[k]∥∥q˜1,[k]∥∥W[k] (2.52)∥∥∥W[k]XT[k]Mf˜1∥∥∥
W[k]
≤ λ
2
W[k]. (2.53)
On obtient alors :
XT[k]Mf˜1 = δ
2
1q˜1,[k] +
λ
2
q˜1,[k]∥∥q˜1,[k]∥∥W[k] (2.54)∥∥∥XT[k]Mf˜1∥∥∥
W[k]
≤ λ
2
. (2.55)
En combinant (2.54) et (2.55) le minimum cherché est de la forme :
q˜1,[k] =
1− λ
2
1∥∥∥XT[k]Mf˜1∥∥∥W[k]

+
1
δ21
XT[k]Mf˜1, (2.56)
avec
(x)+ =
{
x if x ≥ 0
0 if x < 0.
(2.57)
Une règle de seuillage hλ peut être déﬁnie de la manière suivante :
hλ(y) =
(
1− λ
2
1
‖y‖W[k]
)
+
1
δ2
y (2.58)
avec y = XT[k]Mf˜1.
Dans le cas de l'ACM :
M = Dr
−1 W = Dc−1. (2.59)
La norme W-généralisée peut alors être écrite :
‖X‖W =
√
MXWXT (2.60)
=
√
Dr
−1XDc−1XT .
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Ainsi la norme
∥∥∥XT[k]Mf1∥∥∥
W[k]
vaut
∥∥∥XT[k]Dr−1f1∥∥∥
Dc
−1
[k]
et la solution explicite au pro-
blème de minimisation devient :
q˜1,[k] =
1− λ2 1∥∥∥XT[k]Dr−1f˜1∥∥∥Dc−1[k]

+
1
δ21
XT[k]Dr
−1f˜1. (2.61)
2.3.2 Algorithme
L'algorithme de l'ACM sparse (algorithme 8) est déﬁnit comme suit :
Algorithm 8 Algorithme ACM sparse ou Sparse Multiple Correspondence Analysis
(SMCA)
Initialisation (Étape 1) : Application de la GSVD sur X. Calcul de la meilleure
approximation de rang 1 de X δpq = fq où p et q des vecteurs unitaires.
On pose qs = q1 et f s = δ1p1.
Itération (Étape 2) :
a) qs+1 =
[
hλ(X
T
[1]f
s), . . . , hλ(X
T
[J ]f
s)
]
;
b) f s+1 =X[k]q˜s+1/
∥∥X[k]q˜s+1∥∥W
Réitérer Étape 2 en remplaçant f s et qs par f s+1 et qs+1 jusqu'à convergence
Standardisation : qs+1 ﬁnal est déﬁnit comme étant q=qs+1 /
∥∥qs+1∥∥
W
et est le
"loading sparse" voulu.
Les vecteurs "sparse" suivants qi (i > 1) sont obtenus par approximation de rang 1 des
matrices résiduelles.
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2.3.3 Exemple d'application
Une application de cette méthode est présentée ici sur un jeu de données bien connu de
27 races de chiens, décrites au moyen de 6 variables qualitatives (Tenenhaus [2007]). On
pose X la matrice des données de dimensions 27 × 6. Le tableau disjonctif correspondant
est constitué de 6 blocs de variables indicatrices avec un total de 16 modalités, soit de
dimensions 27× 16. Dans un premier temps, une ACM a été réalisée sur ces données aﬁn
d'explorer les liens entre les diﬀérentes variables et ceux entre les individus. Seules les deux
premières composantes sont considérées. La ﬁgure 2.9 représente les variables (modalités
des variables) sur les deux premières dimensions de l'ACM.
Figure 2.9  Données chiens : Représentation des variables sur les deux premières dimen-
sions de l'ACM.
Sur l'axe 1, les contributions les plus importantes sont celles des modalités liées à
l'aﬀection et à la taille. On voit que cet axe discrimine les chiens très aﬀectueux et petits
(à droite) des peu aﬀectueux et grands (à gauche). On peut en déduire que les chiens de
petite taille ont tendance à être plus aﬀectueux que ceux de grande taille. Sur l'axe 2, les
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contributions les plus importantes sont celles du poids de la vélocité et de la taille. L'axe
discrimine les chiens légers, petits et lents (en haut) de ceux qui sont lourds et de taille
moyenne et rapides (en bas). Les chiens légers sont donc plus souvent des chiens de petite
taille mais qui sont plus lents que les chiens plus lourds. Les modalités liées à l'agressivité
et l'intelligence ne sont pas bien représentées sur ces deux premières dimensions.
Une approche comparative entre l'ACM et l'ACM sparse est présentée sur les deux pre-
mières composantes. Plusieurs valeurs du paramètre de pénalisation λ ont été testées pour
l'ACM sparse (comprises entre 0 et 0,5). La table 2.3 présente le nombre de variables sélec-
tionnées sur la première et la deuxième composante, le temps (CPU Time en secondes) et
le nombre d'itérations (pour l'ensemble des deux premières CPs) nécessaires à l'algorithme
pour converger, en fonction de la valeur de λ. L'algorithme converge très rapidement.
Les ﬁgures 2.10 et 2.11 présentent, respectivement, l'évolution du nombre de modalités
sélectionnées et celui du pourcentage d'inertie cumulé en fonction du paramètre de régu-
larisation λ choisi dans l'ACM sparse. En pointillés, le résultat de l'ACM. Pour λ = 0, 25,
8 modalités sont sélectionnées sur le premier axe et CPEV= 23, 03%. A partir de cette
valeur de λ, le CPEV décroit fortement. Nous ﬁxerons donc λ à 0,25 pour la suite de l'ana-
lyse. Le pourcentage d'inertie est représenté à titre indicatif étant donné qu'il n'a pas la
même signiﬁcation qu'en ACP (information redondante lors de la construction du tableau
de Burt qui sous-estime alors le pourcentage donné). La seule considération du nombre de
variables sélectionnées peut alors être suﬃsant si l'utilisateur à une idée à priori du nombre
de variables qu'il souhaite conserver.
Table 2.3  Données chiens : Temps (en secondes) et nombre d'itérations nécessaires à la
convergence de l'algorithme en fonction des valeurs de λ pour l'ACM sparse.
Valeurs de λ 0 0.1 0.2 0.25 0.3 0.4 0.5
Nb var. CP1 16 16 11 8 5 2 0
Nb var. CP2 16 16 6 6 6 3 0
Nombre itérations
sur 2 CPs 0.02 0.06 0.04 0.06 0.06 0.02 0.02
CPU Time 2 106 71 77 60 7 2
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Figure 2.10  Données chiens : Évolu-
tion du nombre de modalités sélection-
nées en fonction du paramètre de péna-
lisation λ.
Figure 2.11  Données chiens : Évolu-
tion du pourcentage d'inertie cumulé en
fonction du paramètre de pénalisation λ.
Figure 2.12  Données chiens : Représentation des variables sur les deux premières di-
mensions de l'ACM sparse.
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La ﬁgure 2.12 représente les variables sur les deux premières dimensions de l'ACM
sparse. Les variables dont les coeﬃcients sont nuls ne sont pas représentées sur la ﬁgure. Le
tableau 2.4 présente une comparaison des "loadings" obtenus avec l'ACM et l'ACM sparse.
L'ACM sparse permet de réduire le nombre de variables sélectionnées par axe, tout en
conservant un pourcentage d'inertie cumulé élevé (les variables les plus contributives dans
l'ACM sont celles majoritairement conservées dans l'ACM sparse). A partir de la table 2.4
et de la ﬁgure 2.12 on remarque que la taille, le poids et l'aﬀection sont les variables les
mieux représentées sur l'axe 1 dans l'ACM et ce sont celles qui sont conservées sur l'axe
1 par l'ACM sparse. De la même manière sur l'axe 2, le poids et la rapidité sont les plus
contributives dans l'ACM et sont les seules conservées dans l'ACM sparse.
Table 2.4  Données chiens : "Loadings" et variance obtenus avec l'ACM et l'ACM sparse
sur les deux premières composantes.
ACM ACM sparse
Variable CP1 CP 2 CP1 CP 2
grand -0,361 0,071 -0,389 0,000
moyen 0,280 0,287 0,226 0,000
petit 0,291 -0,400 0,390 0,000
leger 0,316 -0,389 0,368 -0,256
lourd -0,047 0,390 -0,075 0,451
treslourd -0,294 -0,215 -0,305 -0,479
lent 0,059 -0,383 0,000 -0,561
rapide 0,224 0,256 0,000 0,282
tres rapide -0,303 0,156 0,000 0,328
moy intelligent 0,173 0,157 0,000 0,000
peu intelligent -0,145 -0,309 0,000 0,000
tres intelligent -0,086 0,125 0,000 0,000
peu aﬀectueux -0,366 -0,084 -0,462 0,000
tres aﬀectueux 0,353 0,081 0,445 0,000
agressif -0,170 -0,096 0,000 0,000
non agressif 0,164 0,093 0,000 0,000
% inertie 28,19 22,80 23,03 17,40
% inertie
cumulé 28,19 50,99 23,03 39,99
L'ACM sparse est donc une extension de la méthode GSPCA pour des données qua-
litatives. Elle produit de la sparsité au niveau des "loadings" (avec une perte faible du
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pourcentage de variance expliquée) ce qui facilite l'interprétation et la compréhension des
diﬀérents axes. Lorsque le paramètre de régularisation λ est ﬁxé à 0, la GSPCA et l'ACM
sparse sont identiques à l'ACP et l'ACM, respectivement, ce qui d'après Zou et al. [2006]
est une propriété essentielle d'une "bonne" méthode "sparse". Les deux exemples d'applica-
tion présentés dans cette section concernent des petits jeux de données, mais ces méthodes
prennent tout leur sens dans un contexte de grande dimension, comme nous le verrons par
la suite.
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2.4 Propriétés de la GSPCA et de l'ACM sparse
Les deux nouvelles méthodes développées au cours de cette thèse possèdent des pro-
priétés importantes pour réaliser de la "sparsité" :
• Sans aucune contrainte de sparsité, la GSPCA et l'ACM sparse reviennent à réaliser une
ACP et une ACM, respectivement.
• Ces méthodes sont eﬃcaces dans le cas où I est petit et J est grand.
• Elles permettent d'éviter toute sélection de variables non importantes.
Les propriétés barycentriques de l'ACM sont conservées dans l'ACM sparse pour les indi-
vidus, mais plus pour les variables (certaines modalités étant mises à zéro). En ACP tout
comme en ACM, les composantes principales ne sont pas corrélées et les "loadings" sont
orthogonaux. Ces propriétés sont perdues en ACP sparse et en ACM sparse si elles ne sont
pas explicitement imposées.
Dans ces deux nouvelles méthodes, la variance expliquée ne peut pas être déﬁnie de
la même façon qu'en ACP ou en ACM. Dans la GSPCA, la variance expliquée est déﬁnie
de la même manière que dans la l'ACP sparse de Shen and Huang [2008]. On considère la
projection de X sur le sous espace de dimension k formé des k vecteurs de "loadings" de
la manière suivante :
X[k] = XQ[k](Q
T
[k]Q[k])
−1QT[k], (2.62)
avec Q[k] la matrice des k premiers "loadings sparse". La variance totale expliquée par
les k premières composantes est déﬁnie comme tr(XT[k]X[k]) et la variance ajustée par
tr(XT[k]X[k])− tr(XT[k−1]X[k−1]). Le pourcentage cumulé de variance expliquée (CPEV) par
les k premières composantes s'écrit :
tr(XT[k]X[k])/ tr(X
TX). (2.63)
Pour l'ACM sparse, une petite modiﬁcation est apportée. L'ACM est réalisée sur des
données en créant des colonnes binaires pour chaque variable avec la contrainte que une
et une seule de ces colonnes possède la valeur 1. Ce codage créé des dimensions supplé-
mentaires artiﬁcielles car une variable catégorielle est codée par plusieurs colonnes. Par
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conséquent, l'inertie (c'est-à-dire la variance) de l'espace solution est artiﬁciellement gon-
ﬂée et le pourcentage de variance expliquée est largement surestimé (Abdi and Valentin
[2007]). Deux corrections sont souvent utilisées pour rectiﬁer ces biais. La première est
celle de Benzécri [1979] et la deuxième celle de Greenacre [2010]. Ces corrections tiennent
compte du fait que les valeurs propres inférieures à 1/K codent pour des dimensions sup-
plémentaires (avec K le nombre de variables catégorielles).
On rappelle que J est le nombre de total de modalités, c'est-à-dire de variables bi-
naires. Si on dénote par λ` les valeurs propres obtenues par ACM, alors les valeurs propres
corrigées, notées λc` sont obtenues de la manière suivante :
λc` =

[(
J
J − 1
)(
λ` − 1
J
)]2
si λ` >
1
J
0 si λ` ≤ 1
J
.
(2.64)
Cette formule donne une meilleure estimation de la variance extraite de chaque valeur
propre. Normalement, le pourcentage de variance est calculé en divisant chaque valeur
propre par la somme des valeurs propres. Cette approche peut être utilisée ici. Cependant
l'estimation du pourcentage d'inertie sera trop optimiste.
Une meilleure estimation de la variance a été proposée par Greenacre [2010]. Elle
consiste à évaluer plutôt le pourcentage de variance relatif à l'inertie moyenne des blocs
non-diagonaux de la matrice de Burt (on rappelle que le tableau de Burt est la matrice
XTX de dimensions J×J associée à X). Cette variance moyenne notée σ¯ peut être calculée
de la manière suivante :
σ¯ =
K
K − 1 ×
(∑
`
λ2` −
J −K
K
)2
. (2.65)
Ainsi, par cette approche, le pourcentage d'inertie serait obtenu par le ratio :
λc
σ¯
au lieu de
λc∑
`
λc`
. (2.66)
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Chapitre 3
Détection d'interactions SNP-SNP
Dans de nombreux problèmes de régression, le modèle développé ne tient compte que
des eﬀets principaux (prédicteurs). Mais souvent, les interactions entre plusieurs prédic-
teurs peuvent provoquer des diﬀérences au niveau de la variable réponse. En génétique, et
plus précisément lors de l'analyse de polymorphismes nucléotidiques (en anglais, "Single
Nucleotide Polymorphims" :SNPs), la détection d'interactions entre ces signaux est très
importante (une déﬁnition et une explication des SNPs sont données au chapitre 4 et en
annexe B). En eﬀet, certains SNPs sont supposés modiﬁer le risque de développer une ma-
ladie. Cependant, il est généralement peu probable qu'un SNP pris individuellement puisse
être à l'origine de la susceptibilité ou de la résistance des individus à certaines maladies. En
revanche, les interactions entre les SNPs peuvent jouer un rôle important dans l'apparition
et/ou le développement de certaines maladies. Les principaux objectifs des études portant
sur ces données génétiques sont d'identiﬁer les combinaisons de SNPs conduisant à un
risque plus élevé de développer une maladie et de mesurer l'importance de ces interactions.
Une première approche consiste à se servir des bases de données consultables en ligne
fournissant des informations sur des interactions connues entre gènes. Cette approche ne
permet pas la détection d'interactions mais l'exploration et la visualisation de celles déjà
connues impliquant les SNPs considérés. Cela peut donner lieu à des perspectives de re-
cherches intéressantes. Deux de ces bases sont présentées à la section suivante.
Une deuxième approche consiste à détecter des interactions de manière statistique.
Il existe de nombreuses approches basées sur des méthodes de classiﬁcation, telles que
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les arbres de classiﬁcation et de régression (Classiﬁcation And Regression Tree (CART))
(Breiman et al. [1984]), bagging (Breiman [1996]), les forêts aléatoires (Breiman [2001]), et
le Support Vector Machine (SVM) (Cortes and Vapnik [1995]), qui peuvent être appliquées
à des données de SNPs et qui permettent de mesurer l'importance des variables prisent
séparément. Cependant, la quantiﬁcation de l'importance des combinaisons de variables
n'est pas toujours décrite explicitement. Les arbres de classiﬁcation ont été développés à
l'origine aﬁn de détecter de manière automatique des interactions possibles entre variables.
Les méthodes telles que Automatic Interaction Detection (AID) (Morgan and Sonquist
[1963]) ou encore CHAID (Kass [1980]) font partie des méthodes d'arbres de classiﬁcation
les plus anciennes. Elles permettent la détection d'interactions en construisant des arbres de
décision non-binaires (contrairement à la méthode CART qui calcule des arbres binaires).
Un méthode de type régression a été mise au point plus récemment pour résoudre le même
type de problème : la régression logique (Ruczinski et al. [2003]). Elle tente d'identiﬁer
des combinaisons booléennes de variables binaires pour la prédiction, par exemple, de la
maladie pour un individu particulier. En comparaison avec CART ou d'autres procédures
de régression (Kooperberg and Ruczinski [2005] ; Witte and Fijal [2001]), la régression lo-
gique a montré une bonne performance lorsqu'elle est appliquée à des données de SNPs
(Schwender et al. [2004]) et est utilisée fréquemment pour détecter des interactions SNP-
SNP (Ruczinski et al. [2001], Kooperberg and Ruczinski [2005], Fritsch and Ickstadt [2007],
Chen et al. [2011], Dinu et al. [2012]). Elle sera explicitée dans le paragraphe 3.2 et com-
parée aux méthodes CHAID et CART à travers un exemple illustratif.
Deux approches seront donc abordées dans ce chapitre : l'approche biologique qui utilise
des bases de données fournissant des informations sur les interactions déjà connues, et
l'approche statistique qui cherche, sans à priori, des liens possibles entre les gènes pouvant
expliquer un phénotype en particulier.
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3.1. APPROCHE BIOLOGIQUE : INTERACTIONS BIOLOGIQUES ET RÉSEAUX
CONNUS
3.1 Approche biologique : interactions biologiques et réseaux
connus
Plusieurs bases de données présentant les liens biologiques existants et répertoriés
dans la littérature peuvent être trouvées en ligne. La base de données Biological Gene-
ral Repository for Interaction Datasets (BioGRID) par exemple, est une base de don-
nées publique créée en 2003 qui archive et diﬀuse des données sur les interactions gé-
nétiques et protéiques provenant de modèles organiques et humains (Stark et al. [2006] ;
"http ://www.thebiogrid.org"). BioGRID détient actuellement plus de 700 000 interactions
provenant de données à haut débit et d'études axées sur des individus, et provenant de
plus de 40 000 publications. L'utilisateur entre le nom de la protéine ou du gène cherché
et peut visualiser les interactions connues avec ce gène rapportées dans la littérature.
Figure 3.1  Réseau d'interactions pour le gène MC1R obtenu à partir de la base de
données BioGRID.
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La ﬁgure 3.1 présente un exemple de la visualisation obtenue des gènes en interaction
avec le gène MelanoCortin 1 Receptor (MC1R) impliqué entre autre dans la peau humaine.
A partir du nom du gène, on peut tracer le réseau biologique d'interactions connues et ainsi
visualiser les liens entre gènes.
Un autre exemple de base de données est la base STRING (Jensen et al. [2009]).
Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) est une base de
données d'interactions protéiques connues ("http ://string-db.org"). Les interactions com-
prennent des associations directes (physiques) et indirectes (fonctionnelles) ; et proviennent
de quatre sources : le contexte génomique, les expériences à haut-débit, la co-expression
et les pré-requis (base de connaissance, littérature et recueil d'informations). STRING in-
tègre les données d'interactions de ces sources pour un grand nombre d'organismes vivants.
La base de données couvre actuellement 5 214 234 protéines de 1 133 organismes. Outre
les prévisions internes et les transferts, STRING s'appuie également sur de nombreuses
ressources maintenues ailleurs telles que PubMed, BioGRID (décrit ci-dessus), Kyoto En-
cyclopedia of Genes and Genomes (KEGG) ; Kanehisa et al. [2004]), Gene Ontology, etc.
Le site permet de générer un réseau d'interactions connues autour d'un gène donné par
l'utilisateur (comme montré ﬁgure 3.2), mais permet également à l'utilisateur d'entrer un
ensemble de gènes ou de protéines aﬁn de visualiser les interactions existantes et connues
entre ceux-ci. Chaque noeud correspond à un gène donné en entrée par l'utilisateur. Chaque
noeud (gène) peut présenter jusqu'à 8 arêtes (c'est-à-dire les liens fonctionnels) les reliant
à d'autres gènes, avec une couleur pour chaque type de preuve : fuchsia pour la mise en
évidence des liens par expériences réalisées, rouge pour la fusion de gènes, bleu pour la co-
ocurrence, noir pour la co-expression, vert pour les informations contenues dans les bases
de données, vert foncé pour les gènes voisins, vert anis pour l'exploration de texte, violet
pour l'homologie. La base de données STRING sera utilisée par la suite dans nos analyses
pour analyser les interactions entre un ensemble de plusieurs gènes.
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Figure 3.2  Réseau d'interactions pour le gène MC1R obtenu à partir de la base de
données STRING (fuchsia : mise en évidence des liens par expériences réalisées, rouge :
fusion de gènes, bleu : co-ocurrence, noir : co-expression, vert : informations contenues dans
les bases de données, vert foncé : gènes voisins, vert anis : exploration de texte, violet :
homologie).
3.2 Approche statistique : régression logique
L'un des principaux objectifs dans les études d'association génétique est la construction
de règles de classiﬁcation comme :
SI le SNP1 est de génotype homozygote de référence (gène qui, chez un individu, est
représenté par deux allèles identiques dont la fréquence est la plus élevée) ET le SNP2
est de génotype homozygote variant OU les SNPs 3 ET 4 ne sont pas du génotype
homozygote de référence,
ALORS une personne a un risque plus élevé de développer une maladie particulière.
Une procédure mise au point pour résoudre exactement ce type de problème a été proposée
par Ruczinski et al. [2003] : la régression logique.
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3.2.1 Expressions et régression logique
La régression logique est une méthode de régression adaptative principalement dévelop-
pée pour explorer des interactions d'ordre élevé de données génomiques. Elle est destinée
aux situations où la plupart des variables explicatives sont binaires. Étant donné un en-
semble de prédicteurs binaires X (vrai et faux, 0 et 1, . . .), le but est de créer de nouveaux
et meilleurs prédicteurs de la réponse en tenant compte des combinaisons de ces prédic-
teurs binaires. Par exemple, si la réponse est binaire (ce qui n'est pas une exigence pour la
méthode décrite ici), le but est d'obtenir des règles de décision telles que "si X1,X2,X3, et
X4 sont vraies" ou "X5 ou X6 mais pas X7 sont vraies", alors la réponse est plus suscep-
tible d'être 1. En d'autres termes, nous essayons de trouver des combinaisons booléennes
(logiques) de prédicteurs binaires ayant un fort pouvoir prédictif de la variable réponse.
Expressions logiques
Ces combinaisons sont des expressions booléennes logiques telles que L = (X1 ∧X2)∨Xc3.
Les prédicteurs étant binaires, chacune de ces combinaisons sera également binaire. Trois
opérateurs peuvent être rencontrés : ∧ (AND), ∨ (OR) et c (NOT). Xc est appelé conjugué
de X. Une expression booléenne peut être générée en combinant de manière itérative deux
variables, une variable et une expression booléenne ou deux expressions booléennes, comme
indiqué dans l'équation (3.1) :
(X1 ∧Xc2) ∧ [(X3 ∧X4) ∨ (X5 ∧ (Xc3 ∨X6))] (3.1)
Cette équation peut être lue comme une déclaration "AND", générée à partir des expres-
sions (X1 ∧ Xc2) et (X3 ∧ X4) ∨ (X5 ∧ (Xc3 ∨ X6)). L'utilisation de l'interprétation des
expressions booléennes permet de représenter une expression booléenne sous la forme d'un
arbre binaire, comme représenté sur la ﬁgure 3.3. Pour plus de simplicité, seul l'indice de
la variable est représenté. Les lettres blanches sur fond noir représentent le conjugué de la
variable.
La terminologie (semblable à la terminologie utilisé par Breiman et al. [1984] pour les
arbres de décision) et les règles suivantes sont utilisées pour les arbres logiques :
• L'emplacement de chaque élément (variable, conjugué de la variable, opérateurs ∧ et ∨)
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Figure 3.3  Arbre logique représentant l'expression booléenne (X1 ∧Xc2)∧ [(X3 ∧X4)∨
(X5 ∧ (Xc3 ∨X6))] (d'après Ruczinski et al. [2003]).
dans l'arbre est un n÷ud.
• Chaque n÷ud possède zéro ou deux sous n÷uds.
• Les deux sous n÷uds d'un n÷ud sont appelés ses enfants, le n÷ud lui-même est appelé
le parent.
• Le n÷ud qui n'a pas de parent est appelé la racine.
• Les n÷uds sans enfant sont appelés feuilles.
• Les feuilles ne peuvent être occupées que par des lettres ou des conjugués (prédicteurs),
tous les autres n÷uds sont des opérateurs (∧ et ∨).
Régression logique
On considère X1, ...,Xk l'ensemble des prédicteurs binaires et y la variable réponse. Si on
considère le cas d'un arbre unique, alors on obtient une expression logique unique L. Si la
variable réponse est binaire, si L est vraie pour une observation, alors cette observation
sera notée 1. En plus de cette approche d'arbre unique, les expressions logiques peuvent
aussi fournir des méthodes d'arbres multiples dans lesquelles de nombreuses expressions
115
3.2. APPROCHE STATISTIQUE : RÉGRESSION LOGIQUE
logiques Li (i = 1, . . . , I) sont construites et combinées par le modèle linéaire généralisé
suivant :
g (E[y]) = β0 +
I∑
i=1
βiLi, (3.2)
avec βi, i = 0, ..., I, les paramètres et g une fonction de lien. Ce cadre peut comprendre en
compte la régression linéaire (g (E[y]) = E[y]) ou la régression logistique dans le cas d'une
variable réponse binaire (g (E[y]) = log (E[y]/(1− E[y]))). Pour chaque type de modèle,
une fonction score est déﬁnie et permet d'évaluer la "qualité" du modèle considéré. Pour la
régression linéaire, le score peut être la somme des carrés des résidus, et pour la régression
logistique, il peut correspondre à la déviance. Le but est donc de trouver les expressions
booléennes qui minimisent la fonction score associée au modèle, en estimant simultanément
les paramètres βj et les expressions booléennes Lj .
3.2.2 Recherche du meilleur modèle
Les expressions logiques peuvent être comme on l'a vu, représentées par des arbres
logiques qui peuvent être employés pour générer de nouveaux arbres dans la recherche du
meilleur modèle.
Mouvements possibles
Ces autres arbres logiques peuvent être générés à partir d'un nombre ﬁni d'opérations
telles que la croissance des branches, l'élagage des branches et le changement de feuilles.
La ﬁgure 3.4 représente les diﬀérents types de mouvements possibles pour l'expression
logique L = (S11 ∧ Sc21 ∨ S32). Les voisins d'un arbre logique sont les arbres qui peuvent
être atteints à partir de cet arbre logique par un simple "mouvement". Compte tenu des
mouvements possibles, un arbre logique peut être atteint à partir de n'importe quel autre
arbre logique à partir d'un nombre ﬁni de mouvements, faisant référence à l'irréductibilité
de la théorie des chaînes de Markov.
Cependant, le nombre d'arbres logiques constructibles pour un ensemble donné de va-
riables explicatives est énorme, et il n'existe aucun moyen simple de lister tous les arbres
logiques qui donnent des prédictions diﬀérentes. Il est donc impossible de procéder à une
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Figure 3.4  Mouvements admissibles dans l'arbre logique pour l'expression logique
L = (S11 ∧ Sc21 ∨ S32). L'arbre de départ est au centre. Les lettres blanches sur fond
noir représentent le conjugué de la variable.
évaluation exhaustive de l'ensemble des diﬀérents arbres logiques. Pour ce faire, Ruczinski
et al. [2004] proposent d'utiliser un algorithme de recherche stochastique : l'algorithme de
recuit simulé.
Remarque. Les algorithmes génétiques et le recuit simulé étant deux techniques d'optimi-
sation travaillant sur les mêmes types de problèmes, les algorithmes génétiques pourraient
être également utilisés dans ce contexte (Goldberg et al. [1994]). Ils fournissent des solu-
tions quasi-optimales mais au prix d'un temps de convergence généralement plus long que
celui du recuit simulé.
Algorithme de recuit simulé
L'algorithme de recuit simulé est déﬁni sur un espace d'état S, qui est une collection d'états
individuels. Chacun de ces états représente une conﬁguration du problème considéré. Les
états sont liés par un système de voisinage, et l'ensemble de paires voisines dans S déﬁnit
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une structure M dans l'espace S × S. Les éléments de M sont appelés des mouvements.
Deux états s et s' sont adjacents s'ils peuvent être atteints par un unique mouvement.
L'idée de base de l'algorithme de recuit simulé est la suivante :
1. Étant donné un certain état, choisir un mouvement parmi l'ensemble des mouvements
possibles, ce qui conduit à un nouvel état.
2. Comparer les scores de l'ancien et du nouvel état. Si le score du nouvel état est mieux
que le score de l'ancien état, accepter le mouvement.
Si le score du nouvel état n'est pas mieux que le score de l'ancien état, accepter le
mouvement avec une certaine probabilité.
La probabilité d'acceptation dépend du score des deux états considérés, et d'un paramètre
qui reﬂète à quel endroit de la chaine de recuit on se trouve (ce paramètre est générale-
ment désigné comme la température). Pour toute paire de scores, si l'état proposé a un
score moins bon que le précédent, plus on se trouve loin dans la chaine de recuit, plus la
probabilité d'acceptation est faible. Il y a diﬀérentes options sur la manière de mettre en
÷uvre l'algorithme de recuit et d'ajuster les modèles logiques. Tous les arbres sont simul-
tanément ajustés dans le modèle simultanément. Cela nécessite, pour des raisons de calcul,
de présélectionner le nombre maximum d'arbres t qui peut être choisi arbitrairement grand
si nous n'avons aucune idée a priori du nombre maximum d'arbres voulu. En principe, un
arbre est sélectionné dans le modèle logique puis un mouvement de déplacement est choisi
aléatoirement pour cet arbre. Les paramètres sont ré-ajustés pour le nouveau modèle et le
score est déterminé. Celui-ci est ensuite comparé aux scores de ceux des états précédents,
comme décrit précédemment.
L'utilisation du recuit simulé permet de trouver un modèle le plus près du meilleur score
possible. Dans Ruczinski et al. [2003], le nombre total de feuilles dans les arbres logiques
d'un modèle est utilisé comme mesure de la complexité du modèle, qu'ils appellent la taille
du modèle. En revanche la détermination de la meilleure taille du modèle est importante.
La validation croisée peut être utilisée pour ce faire, et si la taille des données le permet,
une approche ensemble test/ensemble d'apprentissage peut être réalisée.
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3.2.3 Identiﬁcation des interactions intéressantes : algorithme logicFS
Dans le cas d'une variable réponse binaire, les méthodes de type Random Forest (RF),
par exemple, identiﬁent les variables expliquant les individus "malade" (variable réponse
valant 1) comme les variables les plus importantes. Cependant ni les interactions intéres-
santes ni les génotypes pouvant expliquer les individus "malades" ne sont détectés. Cela
peut être considéré comme un inconvénient majeur pour l'analyse des données provenant
d'études d'association génétique, étant donné que ce ne sont pas les SNPs pris individuel-
lement mais les interactions entre SNPs qui sont supposés être à l'origine de maladies
complexes.
Schwender and Ickstadt [2008] ont donc proposé une procédure, appelée algorithme
logicFS (logic Feature Selection), permettant l'identiﬁcation de variables et d'interactions
susceptibles d'expliquer le "statut" d'un individu. Cette approche consiste à utiliser l'algo-
rithme de recuit simulé présenté précédemment et à l'appliquer à diﬀérents sous-ensembles
des données. Schwender [2007b] montre l'avantage de la méthode logicFS sur un des autres
algorithmes de recherche utilisés dans la régression logique basé sur l'approche Monte Carlo
par chaîne de Markov : la Monte Carlo (MC) régression logique. Kooperberg and Ruczinski
[2005] utilisent cet algorithme sur l'ensemble des données non pas pour trouver le meilleur
modèle de régression logique, mais pour obtenir une large collection de modèles presque
aussi bons que le meilleur. Cet ensemble est ensuite utilisé pour identiﬁer les combinaisons
de variables apparaissant souvent dans ces modèles.
L'utilisation de la logic Feature Selection nécessite la transformation des expressions
logiques en forme disjonctive normale (Disjunctive Normal Form (DNF)). L'expression
logique donnée en exemple est relativement facile à interpréter, cependant cela devient
de plus en plus compliqué d'interpréter ce genre d'expressions lorsqu'elles contiennent de
nombreuses variables. Ainsi, Schwender and Ickstadt [2008] ont proposé de convertir ces
expressions en DNF, qui est une "OR"-combinaison de "AND"-combinaisons. La DNF
de l'arbre logique L = (X1 ∧Xc2) ∧ [(X3 ∧X4) ∨ (X5 ∧ (Xc3 ∨X6))] donné ﬁgure 3.3 par
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exemple, est donnée par :
L = (X1 ∧Xc2) ∧ [(X3 ∧X4) ∨ (X5 ∧Xc3) ∨ (X5 ∧X6)] (3.3)
= (X1 ∧Xc2 ∧X3 ∧X4) ∨ (X1 ∧Xc2 ∧X5 ∧Xc3) ∨ (X1 ∧Xc2 ∧X5 ∧X6)
La procédure de conversion de l'expression logique en DNF (minimale) proposée par
Schwender and Ickstadt [2008] est basée sur l'algorithme de Quine-McCluskey (Quine
[1952] ; McCluskey [1956]) modiﬁé.
L'avantage de la DNF est que les interactions sont directement identiﬁables car elles
sont données par les combinaisons de "AND". L'objectif ici est d'identiﬁer toutes les inter-
actions qui peuvent avoir une inﬂuence sur la variable réponse. Dans Schwender [2007a] un
algorithme basé sur le calcul matriciel pour générer un tel DNF d'une expression logique
est présenté. L'algorithme 9 de la logicFS peut donc à présent être déﬁni.
Algorithm 9 Algorithme logicFS
1. Créer un échantillon bootstrap de taille N à partir des N observations de l'ensemble
des variables d'intérêt.
2. Construire un modèle de régression logique sur la base de l'échantillon bootstrap.
3. Convertir chaque expression logique sous la forme DNF.
4. Répétez les étapes 1 à 3, B fois (100 ou 200 fois).
Certaines interactions identiﬁées par logicFS sont très importantes pour la prédiction.
D'autres en revanche ne le sont pas ou pourraient faire obstruction à la bonne prédiction
du statut d'une observation. Il est donc nécessaire de quantiﬁer l'importance de chacune
de ces interactions potentiellement intéressantes.
3.2.4 Mesure de l'importance des interactions identiﬁées
Les modèles sont utilisés pour calculer pour chaque variable, chaque paire et chaque
triplet de variables la proportion de modèles dans lequel les variables respectives appa-
raissent conjointement dans le même arbre logique. Les combinaisons de variables les plus
fréquentes sont alors supposées être les interactions les plus importantes. Une mesure ap-
propriée quantiﬁe de combien l'interaction améliore la classiﬁcation (Variable Importance
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Measurement (VIM)). Cette amélioration ne doit pas être calculée sur le même jeu de don-
nées que celui utilisé pour eﬀectuer les règles de classiﬁcation, mais sur un jeu de données
indépendant contenant de nouvelles observations. L'algorithme logicFS est un modèle de
régression logique construit sur la base d'un sous-ensemble de données, les observations
Out-Of-Bag (OOB) (observations ne ﬁgurant pas dans l'échantillon bootstrap) peuvent
être utilisées pour estimer l'importance des interactions.
Dans le cas d'un seul arbre l'importance d'une variable (VIM) ou d'une interaction P
est calculée de la manière suivante :
V IMsingle =
1
B
(
∑
b:P∈Lb
(Nb −N−b ) +
∑
b:P /∈Lb
(N+b −Nb)), (3.4)
avec Lb l'ensemble des premiers impliquants identiﬁés dans la b-ème itération de logicFS,Nb
est le nombre d'observations OOB dans la b-ème itération qui sont correctement classées par
le modèle de régression logique et N+b /N
−
b est le nombre d'observations OOB correctement
classées par le b-ème modèle après que P ait été ajouté/ sorti du modèle.
Dans le cas d'arbres multiples, il n'est pas possible d'ajouter une interaction à l'un des
arbres sans ambiguïté car il n'est pas évident de savoir à quelle expression logique l'ajouter.
Le premier impliquant P est donc seulement retiré (et non ajouté) aux modèles, et la
mesure multi-arbre est déterminée par : (a) calculer le nombre Nb d'observations OOB
correctement classées pour chacune des B itérations, (b) enlever P de tous les modèles,
(c) recalculer le nombre d'observations OOB correctement classées (maintenant notées N∗b )
pour chacune des B itérations, (d) calcul de :
V IMmulti =
1
B
B∑
b=1
(Nb −N∗b ) =
1
B
∑
b:P∈Lb
(Nb −N∗b ) (3.5)
Une valeur élevée du V IM signiﬁe que l'interaction correspondante est très importante.
En revanche, une valeur proche de zéro suggère que l'interaction n'est pas importante pour
la classiﬁcation.
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3.3 Exemple d'application
De nombreuses méthodes de construction d'arbres de décision dont les méthodes CART
(Breiman et al. [1984]) et CHAID (Kass [1980]) peuvent servir à la détection d'interactions.
La principale diﬀérence entre ces méthodes réside dans le processus de construction de
l'arbre. L'algorithme CART (Classiﬁcation And Regression Tree) construit des arbres de
décision binaires (c'est-à-dire que chaque n÷ud ne peut avoir que deux branches) et les va-
riables considérées peuvent être binaires, qualitatives ou quantitatives. La première phase
de construction de l'arbre est la phase d'expansion réalisée sur l'ensemble d'apprentissage
et le critère de segmentation utilisé (mesure de la division) est l'indice de Gini (Gini [1921]).
Dans cette phase, on décide si un n÷ud est terminal, on sélectionne un test à associer à
un n÷ud et on aﬀecte une classe à une feuille. Cela permet de construire l'arbre maxi-
mal. Arrive ensuite la phase d'élagage (post-élagage) pour éviter le sur-apprentissage des
données, qui consiste à réduire la taille de l'arbre complet. Les sous-arbres sont ordonnés
selon une séquence emboîtée suivant la décroissance d'un critère pénalisée de déviance ou
de taux de mal-classés et le sous-arbre optimal est sélectionné. L'élagage de l'arbre se fait
par estimation de l'erreur réelle, en utilisant un ensemble test. La phase d'élagage peut
être modiﬁée pour le cas d'échantillons de plus petite taille, on utilise alors la validation
croisée comme estimation de l'erreur réelle.
La méthode CHi-squared Automatic Interaction Detector (CHAID) considère tout type
de variables et peut générer des arbres binaires mais également non binaires contraire-
ment à CART. L'enjeu de la recherche de la taille optimale d'un arbre consiste à stopper
(pré-élagage) ou à réduire l'arbre (post-élagage). Contrairement à CART qui réalise du
post-élagage, CHAID va éviter une trop grande croissance de l'arbre en ﬁxant une règle
d'arrêt qui permet de stopper la construction de l'arbre lors de la phase de construction.
Pour évaluer la pertinence de la variable dans la segmentation CHAID utilise le Khi-2
d'écart à l'indépendance. On accepte la segmentation si le Khi-2 calculé sur un n÷ud est
signiﬁcativement supérieur à un seuil théorique lié à un risque α ﬁxé.
Dans cette section les résultats et la performance de la régression logique sont comparés
à ceux des deux méthodes CART et CHAID, ainsi qu'à la régression logistique (Bishop and
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Nasrabadi [2006]), l'analyse discriminante linéaire (Bardos [2001]), à la méthode d'agréga-
tion de modèles : randomforest (Breiman [2001]), et au SVM (Support Vecteur Machine,
Cortes and Vapnik [1995]) sur un exemple dont les données sont issues d'une enquête cas-
témoins (De Micheaux et al. [2011]). Le but est d'évaluer l'existence d'un risque plus élevé
de survenue d'un infarctus du myocarde chez les femmes qui utilisent ou ont utilisé des
contraceptifs oraux. L'étude a été menée auprès de 149 femmes ayant eu un infarctus du
myocarde (cas) et 300 femmes n'en ayant pas eu (témoins). Le facteur d'exposition princi-
pal est la prise de contraceptifs oraux (variable binaire oui/non nommée "CO"), les autres
facteurs recueillis sont :
1. l'âge (variable continue),
2. le poids (variable continue),
3. la taille (variable continue),
4. la consommation de tabac (variable catégorielle 0 : non, 1 : fumeuse actuelle, 2 :
ancienne fumeuse),
5. l'hypertension artérielle (variable binaire oui/non nommée "HTA"),
6. les antécédents familiaux de maladies cardio-vasculaires (variable binaire oui/non
nommée "ATCD").
La régression logique cherche des combinaisons booléennes de variables binaires. Chaque
variable doit donc être transformée. Les trois variables continues (l'âge, le poids et la
taille) ont été discrétisées en 2 classes (découpage par rapport à la médiane). Le tableau
de données comporte donc à présent 7 variables catégorielles et la variable "infarct" (codée
en oui/non) que l'on souhaite expliquer.
Pour la procédure de régression logique des paramètres doivent être considérés tels que
le nombre maximum de branches souhaité (ici ﬁxé à 4 mais les résultats sont les mêmes
pour un nombre plus élevé de branches), le nombre d'itérations (ﬁxé à 200) et le nombre
d'arbres (ici un seul). Pour la méthode CHAID seul le critère d'arrêt statistique peut être
déﬁni. En SVM, l'hyperplan plan optimal dépend des paramètres C (constante du terme de
régularisation dans la formule de Lagrange) et gamma (qui contrôle la forme de l'hyperplan
de séparation). Aucun paramètre n'est à ﬁxer pour les autres méthodes utilisées.
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Figure 3.5  Données myocarde : Importance des interactions détectées par régression
logique.
La ﬁgure 3.5 présente les 10 variables et/ou interactions les plus importantes parmi les
23 détectées par régression logique. La variable la plus importante est la prise de contra-
ceptif oral ou non, comme attendu, la deuxième est la variable tabac. L'interaction la plus
importante est celle entre les variables tabac et HTA. Ces règles peuvent s'interpréter de
la manière suivante :
SI prise de contraceptif oral OU fumeur OU (fumeur ET antécédents familiaux de
maladies cardio-vasculaires)
ALORS risque plus élevé d'infarctus du myocarde.
Les ﬁgures 3.7 et 3.8 présentent les arbres de classiﬁcation obtenus avec les méthodes
CART et CHAID. Les variables importantes sont exactement les mêmes que celles obtenues
avec la régression logique et l'ordre est conservé : variable CO, puis tabac, puis HTA. Quatre
règles sont obtenues avec CART et 7 avec CHAID, dont les principales sont :
1. prise de contraception orale ET fumeuse → risque plus élevé d'infarctus
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2. prise de contraception orale ET non fumeuse ET HTA→ risque plus élevé d'infarctus
3. prise de contraception orale ET non fumeuse ET pas HTA → risque d'infarctus
moindre
4. pas de contraception orale → risque d'infarctus moindre
La lecture de l'arbre obtenu avec CHAID est simpliﬁée car cette méthode permet de
visualiser les étapes successives au cours desquelles l'algorithme identiﬁe les variables qui
permettent de séparer au mieux les diﬀérentes catégories de la variable dépendante. Par
exemple, C0 ET fumeuse → 60% de chance que l'individu ait un infarctus du myocarde.
Ainsi les résultats obtenus pour les trois méthodes se recoupent.
Les performances des diﬀérentes méthodes (en termes de prédiction) ont été compa-
rées à l'aide de courbes ROC (Receiver Operating Characteristic, Metz [1978], Zweig and
Campbell [1993]) estimées sur l'échantillon test. La courbe ROC est une représentation
graphique de la relation existante entre la sensibilité (probabilité que le test soit positif s'il
y a infarctus, se mesurant chez les "infarctus" seulement) et la spéciﬁcité d'un test (proba-
bilité que le test soit négatif s'il n'y a pas infarctus, se mesurant chez les "non infarctus"
seulement) pour toutes les valeurs seuils possibles (le test donne un résultat numérique
avec un seuil s tel que la prédiction est positive si x > s, et la prédiction est négative
si x < s). L'ordonnée représente la sensibilité et l'abscisse correspond à la quantité (1 -
spéciﬁcité). La courbe ROC relie donc le taux de vrais positifs au taux de faux négatifs.
La ﬁgure 3.6 représente la courbe ROC des 7 diﬀérentes méthodes citées précédemment.
On remarque que la plupart des courbes se croisent, ce qui signiﬁe qu'il n'y a pas de mé-
thode uniformément meilleure qu'une autre. Aﬁn de comparer les modèles obtenus, les
aires sous la courbe ROC (Area Under Curve (AUC)) pour chacune des méthodes peuvent
être calculés (indice global de la qualité de la prédiction variant de 0,5 à 1 ; 0,5 dans le
cas où le modèle classe au hasard les individus et 1 pour une prédiction idéale), cependant
ces indices ne permettraient pas de donner un ordre total pour classer les modèles car les
courbes ROC se croisent. Nous allons donc comparer les modèles en fonction du taux de
mauvais classement appelé Misclassiﬁcation Rate (MCR) obtenu sur l'ensemble test. Les
résultats sont présentés dans la table 3.1.
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Figure 3.6  Données myocarde : courbes ROC des diﬀérentes méthodes testées.
Table 3.1  Données myocarde : taux de mauvais classement (en %) pour les 7 méthodes
testées.
Méthodes Taux de mauvais classement
Régression logique 22,96 %
CART 21,48 %
CHAID 23,70 %
Random Forest 24,44 %
Régression logistique 26,66 %
SVM 22,96 %
Analyse Discriminante 22,96 %
Les taux de mauvais classement obtenus sont proches pour la plupart des méthodes.
CART présente le taux le plus faible et ceux obtenus pour la régression logique, SVM,
CHAID et l'analyse discriminante sont très proches. La régression logistique présente le
taux le plus élevé.
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Les résultats obtenus pour ces méthodes sont donc proches sur ce jeu de données,
néanmoins pour l'étude de données de SNPs de très grande dimension, la régression logique
s'est avérée être plus performante (Schwender et al. [2004],Chen et al. [2011]). Elle sera
utilisée dans les analyses présentées au chapitre 4. Les interactions SNP-SNP peuvent
néanmoins être détectées par random forest (Winham et al. [2012]) qui calcule un critère
d'importance pour chaque interaction.
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Figure 3.7  Données myocarde : Arbre de classiﬁcation obtenu par la méthode CART.
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Figure 3.8  Données myocarde : Arbre de classiﬁcation obtenu par la méthode CHAID.
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Chapitre 4
Application sur des données
génétiques de biopuces
4.1 Données et pré-traitements
Jusqu'à récemment aucune étude d'association génomique n'avait spéciﬁquement re-
cherché de liens avec le vieillissement cutané. Après avoir conduit diﬀérents travaux pour
étudier les déterminants de l'état cutané des volontaires de la cohorte SU.V.I.MAX., le
CEntre de Recherche et d'Investigation Epidémiologique et Sensorielle (CE.R.I.E.S.) a
mis en place en 2002 une étude transversale en collaboration avec l'Association Projet
SU.V.I.MAX. (Hercberg et al. [1998b]) aﬁn d'identiﬁer des gènes impliqués dans l'expres-
sion du vieillissement cutané (Elfakir et al. [2009], Latreille et al. [2009], Latreille et al.
[2011], Ezzedine et al. [2012], Jdid et al. [2013]). Une approche gène candidat a tout d'abord
été adoptée, puis en 2010 un projet de recherche Genome Wide Association Study (GWAS)
a été mené en collaboration avec la chaire de Bioinformatique du Conservatoire National
des Arts et Métiers (CNAM) dont le responsable scientiﬁque du projet est le Professeur
Jean-François Zagury (Le Clerc et al. [2012]). Les données supplémentaires nécessaires à
cette étude spéciﬁque ont été collectées sur un sous-échantillon de femmes de la cohorte
SU.VI.MAX résidant en Ile de France sur la période automne/hiver 2002-2003. Une pré-
sentation de l'étude SU.VI.MAX est réalisée en l'annexe C.1. Ces travaux ont déjà donné
lieu à des publications décrivant le matériel et les méthodes. Toutefois pour faciliter la
compréhension du manuscrit la description de la population est reprise ci-après.
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4.1.1 Population
Cette étude transversale a été conduite sur un échantillon de 570 femmes, âgées de 44 à
70 ans en 2002 vivant en région parisienne et ayant fourni un consentement éclairé (voir
annexe C.1 pour plus d'informations). Les critères d'inclusion étaient l'absence de patholo-
gies dermatologiques connues et l'absence de procédures esthétiques anti-âge au niveau du
visage. Les participantes ont été invitées à suivre des consignes spéciﬁques de soins cutanés
notamment l'interdiction d'appliquer des produits de nettoyage ou cosmétiques pour le
visage pendant les 12 heures précédant la visite pour l'étude. Le jour de la visite, elles ont
rempli un questionnaire auto-administré concernant leurs habitudes d'exposition au soleil
au cours de la vie, questionnaire qui a permis de construire un score basé sur 5 items pour
estimer l'intensité d'exposition au soleil sur la vie de chaque individu (Guinot et al. [2001]).
Des informations générales, phénotypiques et médicales sur ces femmes ont été recueillies
au cours d'un interrogatoire médical standardisé. Par la suite, trois photographies haute
résolution (2008 × 3032 px) standardisées ont été prises pour chaque participante (une vue
de face et deux de proﬁl) avec un appareil photo numérique Kodak DSC 760 et un objectif
105 mm. L'appareil a été monté sur un monopode avec une chaise spécialement conçue
pour permettre une normalisation de la position du sujet. Les conditions d'éclairage ont
également été normalisées au moyen de deux lampes symétriques fournissant un spectre de
lumière diurne continue, placées à 45de chaque côté du visage. Chaque série de photo-
graphie a ensuite été examinée par un dermatologue qui a évalué la sévérité des diﬀérents
signes de vieillissement au niveau du visage et un échantillon de sang a été prélevé pour
les analyses génétiques.
Sur les 570 femmes participant à l'étude, 41 ont été exclues de l'analyse pour les raisons
suivantes :
• 18 ont eu une intervention esthétique de rajeunissement (détectées lors de l'examen
des photographies par le dermatologue) ;
• 10 étaient d'ascendance non caucasienne ;
• 1 exclue pour cause de quantité insuﬃsante d'ADN dans le prélèvement ;
• 12 exclues car leur ADN avait été endommagé lors des manipulations.
Les analyses génétiques ont donc été réalisées sur un total de 529 femmes.
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4.1.2 Variables à expliquer : phénotypes analysés
Les photographies prises ont été examinées par un dermatologue et le photo-vieillissement
a été apprécié cliniquement à l'aide d'une échelle ordinale photographique (ﬁgure 4.1, Lar-
nier et al. [1994]). Sur cette échelle à 6 niveaux, chaque niveau est représenté par trois
photographies de référence aﬁn d'illustrer la diversité et la variété du photo-vieillissement :
troubles pigmentaires, rides et relâchement.
Figure 4.1  Echelle photographique de photo-vieillissement à 6 niveaux (adaptée de
Larnier et al. [1994]).
Outre la détermination de la sévérité du photo-vieillissement, une série de douze signes
cliniques individuels de vieillissement cutané a été évaluée par le même dermatologue à
l'aide d'échelles ordinales photographiques : lentigines 1 sur la joue, lentigines sur le front,
poches sous les yeux, aﬀaissement de l'ovale du visage, relâchement des paupières, sillon
naso-génien, rides inter-sourcilières, rides de la patte d'oie, rides sous les yeux, rides ﬁnes
sur les joues, rides d'expression joue et rides du contour de la bouche.
A partir de ces données, trois scores de phénotypes plus ciblés ont été calculés : un
score de ride, un score de relâchement et un score de lentigines. Ces trois scores de sévérité
1. Les lentigines correspondent à une hyperpigmentation de la peau avec un contour très bien déﬁni
avec une taille variant de quelques millimètres à quelques centimètres de diamètres, de couleur allant de
marron clair à marron foncé (Hodgson [1963]). Les lentigines apparaissent le plus souvent après 50 ans et
une exposition chronique au soleil (Cario-Andre et al. [2004]).
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ont été calculés grâce à une ACP et une régression linéaire (Johnson and Wichern [2002]).
Les valeurs de chaque individu pour chacun des scores ont ensuite été transformées pour
être compris entre 0 et 10. Ce travail ayant été réalisé en amont de la thèse, le détail du
calcul des scores est présenté en annexe C.2.
Aﬁn de valider les scores obtenus avec ACP, plusieurs méthodes ont été comparées
durant cette thèse : ACM, procédure transreg du logiciel SAS R©(Inc [1990]), procédure
prinqual de SAS R©, approche PLS. Le tableau 4.1 indique les coeﬃcients de corrélation
de Pearson entre les scores obtenus par les 5 méthodes utilisées, pour les scores de rides,
relâchement et lentigines.
ACP ACM proc
transreg
(SAS)
proc
prinqual
(SAS)
approche
PLS
Score de rides
ACP 1.000
ACM 0.996 1.000
proc transreg 0.981 0.976 1.000
proc prinqual 0.996 0.999 0.976 1.000
approche PLS 0.915 0.904 0.901 0.906 1.000
Score de relâchement
ACP 1.000
ACM 0.993 1.000
proc transreg 0.994 0.996 1.000
proc prinqual 0.993 0.998 0.997 1.000
approche PLS 0.764 0.727 0.768 0.753 1.000
Score de lentigines
ACP 1.000
ACM 0.998 1.000
proc transreg 0.977 0.976 1.000
proc prinqual 1.000 0.998 0.977 1.000
approche PLS 0.696 0.678 0.749 0.696 1.000
Table 4.1  Coeﬃcients de corrélation de Pearson entre les scores obtenus à l'aide des
cinq méthodes de calcul pour les trois scores de vieillissement : ACP, ACM, proc transreg,
proc prinqual, approche PLS.
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Les scores calculés avec les diﬀérentes méthodes présentent une corrélation très forte
(l'approche PLS restant la méthode la moins proche des autres). Les scores de départ calcu-
lés avec l'ACP pour les 3 scores de vieillissement seront donc conservés (considérés comme
les trois premières variables à expliquer), tout comme celui évalué par le dermatologue pour
le photo-vieillissement (considéré comme la quatrième variable à expliquer). Dans la suite
des analyses, la variable photo-vieillissement sera transformée en variable dichotomique
(léger à modéré, grades 1 à 3, versus modéré/important à très important, grades 4 à 6).
4.1.3 Ajustement des scores sur les covariables
Lorsque l'on teste l'association entre une variable et un phénotype, d'autres variables
(covariables) peuvent avoir une inﬂuence sur cette association. Les covariables connues
doivent être prises en compte lors des analyses.
Le vieillissement cutané est un phénomène complexe, reﬂet de deux phénomènes prin-
cipaux qui se superposent et interagissent (voir annexe A) : le vieillissement intrinsèque
considéré comme génétiquement déterminé, et le vieillissement extrinsèque lié aux facteurs
environnementaux et comportementaux (Yaar and Gilchrest [2007]). Parmi les diﬀérents
facteurs responsables du vieillissement cutané extrinsèque, l'exposition aux radiations
Ultra-Violets (UV) et le tabagisme en sont les principaux. Mais d'autres facteurs comme
le statut hormonal ou encore l'indice de masse corporelle peuvent également avoir une in-
ﬂuence (Malvy et al. [2000]). Aﬁn de tenir compte de la variabilité des scores liés à ces
facteurs, chacun des scores a été régressé sur l'ensemble des covariables suivantes :
• Age : variable continue renseignée en années (entre 44 et 70 ans)
• Score d'exposition au soleil : variable continue déﬁnie comme un score compris entre
0 et 10 issu d'une combinaison linéaire de 5 variables (exposition volontaire au soleil,
exposition du corps et/ou du visage, exposition durant les heures les plus chaudes de
la journée, auto-évaluation de l'intensité de l'exposition au soleil tout au long de la
vie et importance accordée au bronzage, Guinot et al. [2001])
• Indice de Masse Corporelle (IMC) : variable continue (entre 14 et 42 kg/m2)
• Statut hormonal : variable catégorielle en 3 classes (non ménopausée/ménopausée
sans Traitement Hormonal de Substitution/ménopausée avec Traitement Hormonal
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de Substitution)
• Statut tabagique : variable catégorielle en 3 classes (non-fumeur/ancien fumeur/fumeur
actuel)
Les résidus des scores ajustés sur ces facteurs ont ensuite été calculés pour les quatre
phénotypes et seront les quatre variables que nous souhaiterons expliquer dans la suite
des analyses. Pour faciliter la lecture et la compréhension du manuscrit, nous appellerons
"phénotypes" les résidus des scores ajustés. Les scores de vieillissement cutané originaux
ainsi que la variable photo-vieillissement en 6 grades ne seront plus considérés.
4.1.4 Variables explicatives : Single Nucleotide Polymorphisms (SNPs)
Les 529 femmes ont été génotypées avec la puce Illumina Inﬁnium HumanOmni1-Quad
contenant 1 140 419 marqueurs (SNPs). Les SNPs sont des variations ponctuelles d'un seul
nucléotide (ﬁgure 4.2). Ils sont répartis sur l'ensemble du génome humain et constituent
la forme la plus abondante de variations génétiques. Leur nombre est estimé à environ 10
millions et ils représentent ainsi plus de 90% des diﬀérences entre individus (voir Annexe B).
Figure 4.2  Représentation du polymorphisme d'un nucléotide entre 2 individus. La
molécule d'ADN de l'individu 1 diﬀère de celle de l'individu 2 par un seul nucléotide
(polymorphisme C/T).
Seuls les SNPs ont été considérés dans la suite des analyses. Après contrôle qualité du
génotypage, et des procédures de ﬁltrage en plusieurs étapes réalisée sous PLINK (Purcell
et al. [2007]), 795 063 SNPs sont retenus pour un total de 519 sujets. Le détail des procé-
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dures de ﬁltrage, du nombre de SNPs éliminés à chaque étape ainsi que l'explication de la
suppression de certains individus dans les analyses sont donnés en annexe C.3.
Par ailleurs, pour corriger l'éventuelle stratiﬁcation de notre échantillon au niveau in-
tercontinental, les génotypes de tous les individus ont été analysés en utilisant le logiciel
EIGENSTRAT issu de la suite EIGENSOFT basé sur une analyse en composantes princi-
pales qui permet de modéliser les diﬀérences ancestrales selon des axes continus de variation
(Price et al. [2006]). Cette procédure a permis de mettre en évidence 18 individus atypiques
qui ont été retirés pour la suite de l'analyse (le détail de la procédure de stratiﬁcation est
très intéressante et est décrite en annexe C.4). La base de données ﬁnale obtenue est donc
composée de 501 individus et de 795 063 SNPs.
4.1.5 Codage des SNPs
Les SNPs sont en général bialléliques avec deux des quatre bases A (adénine), C (cy-
tosine), T (thymine) et G (guanine). D'un point de vue statistique, un SNP peut être
considéré comme une variable catégorielle avec trois modalités : si les allèles des SNPs
sont, par exemple, l'adénine et la cytosine, les génotypes possibles sont "AA", "AC" et
"CC". Si C est l'allèle majeur (c'est-à-dire l'allèle le plus fréquent) et A l'allèle mineur,
alors "CC" est codé 0 (homozygote de référence), "AC" est codé 1 (hétérozygote) et enﬁn
"AA" est codé 2 (homozygote variant). La base de données contient donc 795 063 variables
catégorielles avec trois modalités (ou deux si l'une des modalités n'est pas présente dans la
population). Ce codage en 0, 1, 2 est souvent rencontré mais peut être contesté d'un point
de vue statistique et biologique lorsque ces variables sont traitées comme des variables
quantitatives, c'est-à-dire numériques, dont les valeurs suivent une échelle discrète ou ordi-
nale (Beaton et al. [2013]). En eﬀet, il n'y a pas de notion d'ordre et/ou de proportionnalité
entre les diﬀérentes modalités, c'est pourquoi nous avons envisagé un autre codage pour
l'ensemble des analyses. Le principe général va être de coder une variable qualitative à k
modalités (ici 2 ou 3 modalités pour un SNP) dans un modèle de régression par k variables
binaires Zi (dummy variable). La variable Zi vaut 1 si elle est au niveau i, 0 sinon. Nous
allons donc considérer un SNP comme étant l'ensemble de deux ou trois variables binaires
(voir ﬁgure 4.3).
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Figure 4.3  Recodage des variables SNPs en variables binaires.
4.1.6 Pré-sélection des SNPs
Les SNPs peuvent se retrouver au sein de régions codantes de gènes (exon), de régions
non codantes de gènes (intron), ou de régions intergéniques, entre les gènes. Dans la suite
des analyses, nous avons choisi de nous concentrer sur les SNPs intragéniques (situés dans
des gènes) aﬁn de pouvoir localiser directement les gènes potentiellement impliqués dans
le processus de vieillissement cutané précoce.
Sur les 795 063 SNPs conservés après le contrôle qualité, 362 223 SNPs se sont avérés
être localisés dans un total de 15 198 gènes. Nous nous focaliserons sur ces SNPs pour
l'ensemble des analyses. Une pré-sélection de SNPs a été eﬀectuée grâce à la méthode de
régression elastic net, aﬁn de travailler sur un ensemble de données plus restreint. L'intérêt
de l'approche multivariée, contrairement aux analyses qui ont été réalisées SNP par SNP
(batterie de tests univariés), est que l'on considère l'ensemble des SNPs dans le modèle
ainsi que les corrélations entre ces SNPs.
4.1.6.1 Résultats de la pré-sélection
La régression régularisée elastic net est eﬀectuée en considérant les données génétiques
(SNPs) comme variables explicatives et les diﬀérents phénotypes décrits section 4.1.3 et pris
individuellement comme variable réponse. La ﬁgure 4.4 permet de visualiser l'évolution des
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coeﬃcients de chaque SNP en fonction du paramètre de régularisation λ pour chacun des
quatre phénotypes. La valeur optimale de λ (qui minimise l'erreur quadratique moyenne)
n'a pas pu être estimée à l'issue d'une procédure de validation croisée 10-fold habituelle.
Nous avons donc choisi de prendre un λ conservant un nombre acceptable de SNPs selon les
biologistes. Le paramètre de régularisation a été ﬁxé à 0,014 aﬁn d'obtenir entre 600 et 700
Figure 4.4  Données de SNPs : Coeﬃcients de chaque SNP en fonction du paramètre de
régularisation pour chacun des phénotypes dans la régression elastic net.
SNPs en moyenne pour chaque phénotype. Ainsi, 658 SNPs potentiellement liés à des rides
plus sévères ont été sélectionnés, 700 SNPs pour le relâchement, 670 SNPs pour les lenti-
gines et enﬁn 640 SNPs pour le photo-vieillissement global. La sélection de SNPs réalisée
par l'approche elastic net a permis de sélectionner des SNPs diﬀérents de ceux trouvés sta-
tistiquement signiﬁcatifs avec une approche univariée. Parmi les SNPs sélectionnés, aucun
SNP n'est en commun entre les quatre phénotypes, ce qui s'avère normal étant donné que
les phénotypes correspondent à des phénomènes biologiques bien diﬀérents et n'impliquent
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pas forcément les mêmes SNPs ou gènes. Nous étudions donc quatre phénomènes diﬀérents
et il sera utile de présenter les résultats pour chacun d'entre eux séparément par la suite.
Les SNPs sélectionnés par elastic net ne sont pas forcément ceux dont la valeur p (en
anglais, "p-value") dans l'approche univariée était la plus faible. Les informations apportées
par les approches multivariées sont plus riches et plus informatives. La ﬁgure 4.5 présente la
distribution des valeurs p (plus exactement le -log10 des valeurs p par souci de lisibilité) des
SNPs dans l'approche univariée (en noir) et celles des SNPs conservés après la pré-sélection
par elastic net (en bordeaux) pour le phénotype "rides". Les SNPs sélectionnés par elastic
net font partie de ceux ayant une valeur p les plus faibles (moins de SNPs dont la valeur
p est supérieure à 10−2 sont conservés) mais les SNPs dont la valeur p était la plus petite
(< 10−5) n'ont pas été sélectionnés. La même chose est observée pour les autres phénotypes
(ﬁgures non montrées). Le fait de considérer l'ensemble des SNPs dans le modèle permet
alors d'obtenir de nouvelles pistes que nous allons explorer tout au long de ce chapitre.
Chaque SNP étant contenu dans un chromosome, il est facile de visualiser les chromo-
somes potentiellement impliqués dans l'expression de signes de vieillissement plus sévères.
Les informations sur les gènes et chromosomes associés à chaque SNP sont fournies par la
base de données : Single Nucleotide Polymorphism Database (dbSNP) (Sherry et al. [2001]).
Deux approches sont présentées. Dans la première nous nous intéressons aux chromosomes
dont les SNPs qu'ils contiennent sont les plus fréquemment sélectionnés peu importe la va-
leur du coeﬃcient de régression, c'est donc une approche globale. Dans la deuxième, nous
considérons les chromosomes contenant les SNPs dont le signal dans la sélection elastic net
est le plus fort et dans ce cas c'est une approche centrée sur des SNPs en particulier.
Pour la première approche, nous considérons les ﬁgures 4.6, 4.7, 4.8, et 4.9. Elles pré-
sentent, à gauche, la fréquence de répartition des SNPs dans les chromosomes correspon-
dants en % dans la base contenant les SNPs intragéniques avant pré-sélection (en noir) et
après pré-sélection par elastic net (en bordeaux), et à droite, la diﬀérence de fréquence en
% entre ceux pré-sélectionnés par elastic net et ceux avant pré-sélection. Cela permet de
visualiser très rapidement les chromosomes qui sont plus fréquemment sélectionnés (diﬀé-
rence positive des fréquences).
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Figure 4.5  Distribution du -log10 des valeurs p des SNPs dans l'approche univariée (en
noir) et celles des SNPs conservés après la pré-sélection elastic net (en bordeaux) pour le
phénotype "rides".
Figure 4.6  Fréquence de répartition des SNPs dans les chromosomes pour le phénotype
"rides" avant (en noir) et après sélection (en rouge) elastic net (graphe de gauche) et
diﬀérence de fréquence de répartition des SNPs avant/après sélection elastic net (graphe
de droite).
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Sur ces graphiques on voit apparaitre un "chromosome 25" qui correspond en fait à
l'ADN mitochondrial. En eﬀet, en plus des 23 paires de chromosomes contenus dans le
noyau, les cellules humaines possèdent de l'ADN contenu dans les mitochondries. La mi-
tochondrie est l'unique générateur d'énergie de nos cellules. Situées dans le cytoplasme
de chaque cellule, on peut comparer les mitochondries à des "piles" chargées de produire,
stocker et distribuer de l'énergie nécessaire à la cellule. L'ADN contenu dans les mitochon-
dries est transmis essentiellement par la mère à 99%, car les mitochondries sont surtout
transmises par le cytoplasme de l'ovocyte. Comme cet ADN n'est pas soumis aux lois géné-
tiques de la reproduction sexuée, il n'est pas ou peu soumis aux recombinaisons génétiques.
Cependant le taux de mutation reste relativement élevé. C'est d'ailleurs pour ces raisons
que cet ADN a été privilégié pour l'étude des grandes migrations humaines. Par ailleurs la
présence d'un ADN propre dans les mitochondries a ouvert une nouvelle voie de recherche
sur le vieillissement (Wallace [1997]). Il est donc intéressant de conserver ces informations
dans nos analyses.
La ﬁgure 4.6 montre que la répartition des SNPs sélectionnés par elastic net est sem-
blable à celle avant sélection à l'exception des chromosomes 10 et 18 en particulier dont
la fréquence de SNPs sélectionnés est plus élevé que ce à quoi on pouvait s'attendre (voir
graphe de droite). Ces chromosomes pourraient contenir plus de SNPs ou de combinaisons
de SNPs potentiellement liés à l'expression de rides que les autres.
Pour les phénotypes "relâchement" et lentigines les résultats sont moins homogènes
(ﬁgures 4.7 et 4.8, respectivement). Il y a de nombreuses diﬀérences dans la répartition
des SNPs dans les chromosomes après sélection. Le chromosome 3 en particulier pour le
phénotype "relâchement" (graphe de droite) et le chromosome 6 pour phénotype "lenti-
gines" possèdent plus de SNPs sélectionnés proportionnellement à avant la sélection. Par
ailleurs, il y a une proportion de SNPs plus importante dans le chromosome 11 après la
sélection pour le phénotype "photo-vieillissement" (ﬁgure 4.9). Il pourra donc être inté-
ressant d'étudier plus en détail les SNPs sélectionnés sur ce chromosome et leur position
chromosomique aﬁn d'identiﬁer des eﬀets possibles de groupement de SNPs.
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Figure 4.7  Fréquence de répartition des SNPs dans les chromosomes pour le phénotype
"relâchement" avant (en noir) et après sélection (en rouge) elastic net (graphe de gauche)
et diﬀérence de fréquence de répartition des SNPs avant/après sélection elastic net (graphe
de droite).
Figure 4.8  Fréquence de répartition des SNPs dans les chromosomes pour le phénotype
"lentigines" avant (en noir) et après sélection (en rouge) elastic net (graphe de gauche) et
diﬀérence de fréquence de répartition des SNPs avant/après sélection elastic net (graphe
de droite).
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Figure 4.9  Fréquence de répartition des SNPs dans les chromosomes pour le phénotype
"photo-vieillissement" avant (en noir) et après sélection (en rouge) elastic net (graphe de
gauche) et diﬀérence de fréquence de répartition des SNPs avant/après sélection elastic net
(graphe de droite).
Cependant, les SNPs ayant les coeﬃcients de régression elastic net les plus élevés ne
sont pas forcément situés dans les chromosomes cités précédemment. Pour la deuxième
approche, nous nous concentrerons sur la ﬁgure 4.10. Elle présente la valeur des coeﬃcients
elastic net des SNPs sélectionnés en fonction de leurs coordonnées génomiques pour les
quatre phénotypes. Chacun des SNPs est contenu dans un gène lui-même situé sur un
chromosome. Les coordonnées génomiques des SNPs dans les chromosomes sont aﬃchées
le long de l'axe des abscisses et la valeur du coeﬃcient elastic net est aﬃchée sur l'axe des
ordonnées. Chaque point représente un SNP. Des points d'une même couleur et qui sont
proches sont situés sur le même chromosome. Cette représentation est équivalente à celle
des Manhattan plot souvent utilisés en génomique.
Pour le phénotype "rides" on remarque que les SNPs présentant les coeﬃcients les plus
élevés sont situés dans plusieurs chromosomes et plus particulièrement les 9 et 16, pour le
phénotype "relâchement" deux chromosomes se détachent des autres : les chromosomes 2
et 7, pour le phénotype "lentigines" on observe le même phénomène de dispersion que pour
le phénotype "rides" néanmoins les chromosomes 6 et 12 sont ceux contenant les SNPs
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Figure 4.10  Représentation des coeﬃcients des SNPs sélectionnés par elastic net en
fonction de leurs coordonnées génomiques pour les quatre phénotypes.
dont les coeﬃcients sont les plus élevés et enﬁn pour le phénotype "photo-vieillissement"
un chromosome en particulier possède un SNP avec un coeﬃcient plus important que les
autres : le chromosome 15. Les SNPs présentant un coeﬃcient élevé ne sont donc pas
contenus dans les mêmes chromosomes que ceux identiﬁés dans la première approche.
Les deux approches (la proportion de SNPs sélectionnés dans les chromosomes et la
répartition des SNPs en fonction de la valeur de leur coeﬃcient dans la régression elastic
net) ouvrent donc deux voies d'investigation diﬀérentes. La première est intéressante car
permet une approche globale en se focalisant sur des chromosomes dont les SNPs qu'ils
contiennent ne correspondent pas aux signaux les plus élevés mais sont pourtant plus
souvent sélectionnés que ce à quoi on pouvait s'attendre. Des recherches plus ﬁnes sont
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actuellement en cours par les biologistes impliqués sur ce projet concernant la région chro-
mosomique (c'est à dire la partie du chromosome) dans laquelle se trouvent ces SNPs pour
tenter de comprendre ou d'expliquer des liens potentiels avec les phénotypes considérés. La
deuxième voie, quant à elle est basée sur des SNPs en particulier. Elle permet de focaliser
l'attention sur des SNPs isolés dont le signal est important. Des recherches de "pathways"
à partir de ces SNPs, c'est-à-dire de voies de signalisations biologiques, sont elles aussi en
cours d'investigation par les experts du domaine car elles pourraient permettre de signaler
des mécanismes moléculaires potentiellement liés au processus de vieillissement cutané du
phénotype concerné.
4.1.6.2 Pertinence de la pré-sélection
Aﬁn d'étudier les liens entre chacun des SNPs sélectionnés par la régression elastic net
et les liens entre ceux-ci et les variables réponses, une ACM a été eﬀectuée pour chacun des
quatre phénotypes. La ﬁgure 4.11 représente la répartition des individus sur le premier plan
factoriel de l'ACM réalisée sur les SNPs pré-sélectionnés pour le phénotype "rides". Les
triangles (en rouge) représentent les individus dont les résidus du score ajusté de rides sont
élevés, et les points (en bleu) représentent les individus dont les résidus du score ajusté de
rides sont faibles. On remarque que le premier axe discrimine parfaitement les individus en
fonction du phénotype "rides". Ce qui signiﬁe que les SNPs sélectionnés par elastic net sont
pertinents et permettent de discriminer correctement les individus. On observe exactement
la même chose pour les trois autres phénotypes (ﬁgures non montrées).
L'étude des SNPs les plus contributifs du premier axe peut nous donner une information
sur les SNPs potentiellement liés à un score élevé (l'information discriminante étant situé
sur le premier axe) et nous permettre d'identiﬁer les SNPs les plus contributifs à cette
discrimination des individus en fonction du score. La ﬁgure 4.12 présente les SNPs les plus
contributifs du premier axe pour chacune des quatre phénotypes. En rouge apparaissent
les gènes dans lesquels sont contenus les SNPs associés. Par souci de conﬁdentialité des
résultats, les noms des SNPs et des gènes n'ayant pas encore fait l'objet d'une publication
sont recodés. Les trois SNPs les plus contributifs du premier axe pour le phénotype "rides"
appartiennent tous au gène GENEri1, le gène GENEre3 apparait à trois reprise parmi
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Figure 4.11  Répartition des individus sur le premier plan factoriel de l'ACM des SNPs
pré-sélectionnés par elastic net pour le phénotype "rides".
les plus contributif de l'axe 1 pour le phénotype "relâchement", les gènes GENEle1 et
GENEle4 apparaissent à plusieurs reprises pour le phénotype "lentigines" et enﬁn ce qui
est très intéressant de remarquer pour le phénotype "photo-vieillissement" est que, parmi
les 10 SNPs les plus contributifs de l'axe 1, la moitié est contenue dans le gène GENEpv1
et l'autre dans le gène SynTaxin Binding Protein 5-Like (STXBP5L). Ce gène avait passé
le seuil de Bonferroni lors de l'analyse univariée réalisée dans Le Clerc et al. [2012] ce qui
souligne la pertinence de cette pré-sélection. Des recherches bibliographiques sur ces gènes
sont en cours par les biologistes. Ils s'avèrent être impliqués dans la peau et liés à des
processus biologiques très intéressant pour notre problématique.
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Figure 4.12  SNPs pré-sélectionnés par elastic net les plus contributifs du premier axe
de l'ACM pour les quatre phénotypes.
Malgré la pré-sélection le nombre de variables restant est encore trop élevé et les inter-
prétations restent diﬃciles car de nombreuses voies d'investigations sont possibles. Pour y
remédier nous aurons recours à la nouvelle méthode développée au cours de cette thèse :
l'ACM sparse. Explicitée dans la section 2.3, elle permet de sélectionner des variables sur
chacun des axes de l'ACM et d'interpréter plus facilement les résultats. Les résultats de
l'application de cette méthode sont présentés dans la section suivante.
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4.2 Approche multiblocs non supervisée : ACM Sparse
Aﬁn de mettre en évidence les relations entre les modalités des diﬀérentes variables
ainsi qu'entre les individus et faciliter l'interprétation des résultats une ACM sparse a été
réalisée pour chacun des phénotypes sur les SNPs pré-sélectionnés par elastic net.
4.2.1 ACM sparse sur données de SNPs
Les résultats de l'ACM sparse sont présentés sur les quatre premiers axes. L'ACM
réalisée dans la section 4.1.6.2 a montré sur le premier axe l'existance de deux groupes
d'individus bien distincts : un groupe contenant les individus dont la valeur des résidus
des scores ajustés de vieillissement cutané est élevé, et un groupe contenant les individus
avec une valeur des résidus des scores ajustés de vieillissement cutané faible. Nous nous
focaliserons alors sur les SNPs sélectionnés sur ce premier axe dans l'ACM sparse.
L'ACM sparse a été réalisée sur l'ensemble des SNPs pré-sélectionnés par régression
elastic net. Dans un premier temps, elle a été eﬀectuée pour plusieurs valeurs de λ comprises
entre 0 et 0,01. Une détermination du λ optimal aurait pu être réalisée par validation
croisée, cependant les temps de calculs nécessaires étant trop longs, nous avons choisi de
déterminer le λ par une approche "ad-hoc". Cette approche consiste à éliminer un maximum
de variables sur chacun des axes tout en limitant la perte du pourcentage d'inertie cumulé
par rapport à la valeur de départ (λ = 0). Le but est donc de trouver un compromis entre
le nombre de variables sélectionnées et la perte du pourcentage d'inertie par une analyse
graphique. Le pourcentage d'inertie est représenté ici uniquement de manière informative
étant donné qu'il n'a pas le même sens qu'en ACP. La valeur de λ peut alors être choisie en
fonction du nombre de variables que l'utilisateur souhaite conserver (si cela est possible, le
nombre de SNPs ou gènes est issu du choix ou de l'objectif du biologiste). Lorsque λ = 0,
les résultats de l'ACM sparse sont les mêmes que ceux de l'ACM (car aucune régularisation
eﬀectuée). Dans ce cas, le pourcentage d'inertie cumulé obtenu en ACM sparse correspond
à celui de l'ACM et le nombre de variables sélectionnées correspond au nombre de variables
au départ.
149
4.2. APPROCHE MULTIBLOCS NON SUPERVISÉE : ACM SPARSE
Pour le phénotype "rides" le tableau de données est donc de dimension 501 individus
par 658 SNPs. La ﬁgure 4.13 présente l'évolution du nombre de variables sélectionnées sur
les quatre premiers axes en fonction de la valeur du paramètre de régularisation λ, et la
ﬁgure 4.14 présente l'évolution du pourcentage d'inertie cumulé pour ces mêmes valeurs de
λ. Les valeurs obtenues par ACM sont signalées en pointillés sur ces deux ﬁgures. Si l'on se
concentre sur le premier axe, on remarque que pour λ = 0, 004 le % inertie vaut 0,47% et
437 variables (soit 145 SNPs) sont sélectionnées. Pour λ = 0, 005, seules 156 variables (soit
52 SNPs) sont sélectionnées et le % inertie vaut 0,40%. Étant donné la faible diﬀérence
de pourcentage de variance obtenu entre les deux valeurs de λ, il est préférable de choisir
la valeur de λ pour laquelle il y a le moins de variables conservées, soit λ = 0, 005, pour
simpliﬁer l'interprétation des résultats.
Figure 4.13  Evolution du nombre de
variables sélectionnées par ACM sparse
en fonction du paramètre λ pour le phé-
notype "rides".
Figure 4.14  Evolution du pourcen-
tage d'inertie cumulé avec ACM sparse
en fonction du paramètre λ pour le phé-
notype "rides".
Les ﬁgures pour les autres phénotypes ne sont pas montrées ici car elles sont très
similaires à celles obtenues pour le phénotype "rides". Le λ choisi est égal à 0,005 également.
Pour le phénotype "relâchement", le tableau de données est de dimension 501 individus par
700 SNPs. Après ACM sparse 225 variables (soit 75 SNPs) sont sélectionnées. Le tableau
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de données pour le phénotype "lentigines" est de dimension 501 individus par 670 SNPs.
L'ACM sparse permet de sélectionner 174 variables (soit 58 SNPs). Enﬁn dans le cas du
phénotype "photo-vieillissement" le tableau de données est de dimension 501 individus ×
640 SNPs et 96 variables (soit 32 SNPs) sont sélectionnées par ACM sparse.
La robustesse des sélections par l'ACM sparse a ensuite été testée par bootstrap avec
un λ choisi par approche "ad-hoc" pour les quatre phénotypes valant 0,005.
4.2.2 Robustesse des sélections : bootstrap
Aﬁn d'obtenir une sélection stable de variables, un bootstrap a été réalisé. Ici encore
une validation croisée aurait pu être réalisée aﬁn de déterminer le lambda optimal. Cepen-
dant par souci de complexité algorithmique et de temps de calcul, l'approche par bootstrap
a été préférée. Le bootstrap a été réalisé pour B = 100 itérations pour un lambda égal
à 0,005 et ce pour chacun des quatre phénotypes. Lors de chaque itération, les variables
sélectionnées sont comptabilisées. On calcule le pourcentage de fois où chaque variable a
été sélectionnée au cours des 100 itérations. D'autres méthodes similaires à celle-ci sont
également envisageables (Bach [2008], Meinshausen and Bühlmann [2010]). La ﬁgure 4.15
présente la distribution des fréquences de sélection des modalités des variables au cours des
100 itérations pour chacun des quatre phénotypes. En rouge apparait le 3ème quartile. Nous
avons choisi de sélectionner les variables dont la fréquence des modalités sélectionnées par
bootstrap est supérieure à ce quartile. Nous aurions pu également garder les variables sé-
lectionnées dans plus de 50% des cas (médiane) mais le choix du 3ème quartile nous permet
d'obtenir un nombre plus restreint de SNPs ce qui simpliﬁe l'interprétation des résultats
(environ 150 SNPs conservés en moyenne). Par ailleurs, étant donnée la parfaite discrimi-
nation des individus obtenue avec l'ACM sur le premier axe, nous nous concentrerons sur
les SNPs conservés par l'ACM sparse sur le premier axe.
Le bootstrap a permis de conserver 138 SNPs sur le premier axe parmi les 658 pré-
sélectionnés pour le phénotype "rides", 155 SNPs parmi les 700 pré-sélectionnés pour le
phénotype "relâchement", 145 SNPs parmi les 670 pré-sélectionnés pour le phénotype "len-
tigines" et enﬁn 165 SNPs sur le premier axe parmi les 640 pré-sélectionnés pour le phéno-
type "photo-vieillissement". Cette étude de stabilité aurait également pu être réalisée lors
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Figure 4.15  Distribution du pourcentage de fois où une variable est sélectionnée par
ACM sparse à la suite d'un bootstrap à 100 itérations.
de la pré-sélection par elastic net aﬁn de donner plus de poids à la sélection réalisée.
Le tableau 4.2 est un tableau comparatif des "loadings" des quatre premiers SNPs de
l'échantillon pour le phénotype "rides" obtenus avec l'ACM et l'ACM sparse pour un λ
égal à 0,005. En ACM, le paramètre de régularisation étant nul (λ = 0), aucun SNP n'est
éliminé. Les "loadings" sont tous non nuls. En revanche en ACM sparse le paramètre λ
(λ = 0, 005) permet la sélection de SNPs sur chacun des axes en ﬁxant l'ensemble des
"loadings" des modalités d'une variable à zéro, ou non (coeﬃcients en rouge). La sélection
se fait donc SNPs par SNPs en supprimant les blocs entiers des modalités correspondantes.
La sélection est donc réalisée blocs de modalités par blocs de modalités. Grâce à cette
sélection par ACM sparse, l'interprétation des résultats est simpliﬁée car le nombre de
SNPs sélectionnés sur chaque axe est divisé par plus de 10.
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Table 4.2  Données SNPs : "Loadings" et inertie obtenus avec ACM et ACM sparse sur
les quatre premières composantes pour les quatre premiers SNPs pré-sélectionnés pour le
phénotype "rides".
ACM ACM sparse
Variable CP1 CP 2 CP 3 CP 4 CP1 CP 2 CP 3 CP 4
SNPri1.CC 0,277 0,258 -0,159 0,189 0,133 -0,125 0,000 0,000
SNPri1.CG -0,108 -0,064 -0,053 -0,097 -0,080 0,007 0,000 0,000
SNPri1.GG -0,025 -0,087 0,014 0,021 -0,015 0,012 0,000 0,000
SNPri2.AA 0,115 -0,025 0,636 -0,731 -0,192 0,000 -0,403 0,423
SNPri2.AG 0,072 -0,049 -0,194 0,520 -0,129 0,000 -0,124 0,323
SNPri2.GG -0,351 0,125 -0,368 -0,360 0,235 0,000 0,240 -0,240
SNPri3.AA 0,191 -0,151 -0,031 0,016 -0,044 0,019 0,000 0,000
SNPri3.AG -0,173 0,204 0,033 0,050 0,032 -0,025 0,000 0,000
SNPri3.GG -0,294 -0,133 0,023 -0,381 -0,106 0,009 0,000 0,000
SNPri4.AA 0,197 0,490 0,499 -0,161 0,000 0,280 0,292 0,000
SNPri4.AT 0,176 -0,064 0,115 0,010 0,000 -0,082 0,102 0,000
SNPri4.TT -0,157 -0,012 -0,148 0,012 0,000 0,002 0,121 0,000
...
...
...
...
...
...
...
...
...
Nb modalités
sélectionnées 1638 1638 1638 1638 156 96 21 12
cumulé 1,18 1,85 2,49 3,12 0,40 0,57 0,69 0,78
4.2.3 Pertinence de la sélection
Une ACM a été réalisée sur les SNPs sélectionnés sur le premier axe par ACM sparse
aﬁn de vériﬁer que la discrimination des individus que l'on observait sur le premier axe
avant sélection est toujours présente après sélection par ACM sparse. La représentation
des individus sur le premier plan est présentée dans la ﬁgure 4.16 pour chacun des quatre
phénotypes. On remarque que le premier axe discrimine encore parfaitement les individus
en fonction des phénotypes (en marron, un résidu du score ajusté élevé et en orange, un
résidu du score ajusté faible). Cela signiﬁe que les SNPs sélectionnés expliquent encore la
diﬀérence de sévérité des résidus des scores ajustés observée entre les individus. Ceci est
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très intéressant car cela signiﬁe que la sélection des SNPs par ACM sparse est pertinente
et nous pouvons alors explorer plus en détails les SNPs sélectionnés, leur appartenance aux
gènes, ainsi qu'aux chromosomes aﬁn de tenter de trouver une interprétation biologique à
ces résultats.
Figure 4.16  Représentation des individus sur le premier plan de l'ACM des SNPs sé-
lectionnés par ACM sparse pour chacun des phénotypes (en rouge, les individus avec un
score ajusté élevé, en bleu, ceux avec un score ajusté faible).
Si comme dans la section précédente on s'intéresse aux chromosomes dont les SNPs
qu'ils contiennent sont les plus fréquemment sélectionnés on remarque que pour les quatre
phénotypes la distribution des SNPs dans les chromosomes est presque la même avant et
après sélection par ACM sparse. L'ACM sparse permet donc l'élimination de SNPs tout
en conservant l'information principale contenue avant la sélection. Les résultats sont sem-
blables à ceux obtenus après la pré-sélection elastic net et ouvrent des voies de recherchent
intéressantes concernant les chromosomes mis en exergue car ils ne contiennent pas les
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SNPs les plus contributifs au premier axe, c'est-à-dire contributifs à la distinction des in-
dividus en fonction des phénotypes. En eﬀet si l'on considère à présent les chromosomes
contenant les SNPs les plus contributifs du premier axe dans l'ACM sparse on remarque
que le signal n'est pas contenu dans les mêmes chromosomes que lors de l'approche décrite
ci-dessus.
Figure 4.17  Représentation des rapports de corrélation entre les SNPs sélectionnés par
ACM sparse et le premier axe de l'ACM sparse en fonction de leurs coordonnées génomiques
pour les quatre phénotypes.
La ﬁgure 4.17 présente la valeur des rapports de corrélation (variant de 0 à 1) entre les
SNPs et le premier axe de l'ACM sparse en fonction de leurs coordonnées génomiques pour
les quatre phénotypes. le rapport de corrélation, noté η2 permet d'étudier la relation entre
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une variable qualitative et une variable quantitative (rapport déﬁni comme la variance
inter-groupe qui est le carré des écarts entre la moyenne du groupe et la moyenne globale,
divisé par la variance totale qui est la somme des carrés des écarts à la moyenne). Les SNPs
les plus structurants de l'axe 1 sont ceux avec un rapport de corrélation proche de 1. Les
SNPs les plus contributifs au premier axe auraient pu également être représentées (mêmes
résultats). Les coordonnées génomiques des SNPs dans les chromosomes sont aﬃchées le
long de l'axe des abscisses et la contribution le long de l'axe des ordonnées. Les SNPs les
plus contributifs au premier axe de l'ACM sparse pour le phénotype "rides" sont situés
sur le chromosome 4, pour le phénotype "relâchement" sur un ensemble assez homogène
de chromosomes et pour le phénotype "lentigines" sur le chromosome 8. Les rapports de
corrélation les plus élevés pour le phénotype "photo-vieillissement" concernent les SNPs
situés sur les chromosomes 2 et 3.
Un zoom sur les SNPs les plus contributifs a été eﬀectué pour chacun des phénotypes
pour une approche plus détaillée de ces SNPs. Les SNPs les plus contributifs du premier
axe sont présentés ﬁgure 4.18 pour chacun des phénotypes. En gras apparaissent les gènes
déjà mis en exergue lors de la pré-sélection par elastic net (voir section 4.1.6.2). Le gène
GENEri1 est le plus corrélé au premier axe pour le phénotype "rides" et avait déjà été
trouvé lors de la pré-sélection elastic net. Ce gène est exprimé dans de nombreux organes
y compris dans la peau. Le gène GENEre2 est retrouvé parmi les plus corrélés au premier
axe pour le phénotype "relâchement" ainsi que les gènes GENEle1 et GENEle5 pour les
"lentigines". Cependant de nouveaux gènes sont mis en exergue (comme les gènes GENEre8
et surtout GENEle7 qui apparait à plusieurs reprises pour le phénotype "lentigines") et les
premières recherches bibliographique menées par les biologistes sur ces gènes ouvrent des
pistes intéressantes pour la suite car la plupart de ces gènes sont exprimés dans la peau et
liés à des mécanismes biologiques bien particuliers. Enﬁn les gènes les plus contributifs au
premier axe pour le "photo-vieillissement" sont les mêmes qu'avant la sélection : GENEpv1
et STXBP5L. Le gène STXBP5L (contenu dans le chromosome 3) étant sélectionné par
l'ACM sparse, et ce pour plusieurs SNPs, cela donne un poids supplémentaire aux résultats
et travaux eﬀectués précédemment sur ce gène et rapporté dans Le Clerc et al. [2012]. Ces
SNPs sont retrouvés sur la ﬁgure 4.17.
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Figure 4.18  Représentation des SNPs les plus contributifs au premier axe de l'ACM
sparse pour les quatre phénotypes.
La sélection par ACM sparse s'avère pertinente car elle permet la sélection de variables
tout en conservant l'information principale contenue dans la base de départ. Les ﬁgures 4.19
et 4.20 présentent les diﬀérentes fonctions moléculaires (les fonctions moléculaires étant les
activités élémentaires d'un gène au niveau moléculaire) des gènes présents avant (voir
ﬁgure 4.19) et après sélection par ACM sparse (voir ﬁgure 4.20) pour le phénotype "rides".
Cette représentation a été réalisée à partir de la base de données en ligne Protein ANalysis
THrough Evolutionary Relationships (PANTHER) qui est un système conçu pour classer
des protéines (et leurs gènes) aﬁn de faciliter l'analyse à haut débit (Mi et al. [2013] ;
"http ://www.pantherdb.org").
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Les protéines sont classées en fonction de diﬀérentes notions :
• Famille et sous-famille : les familles sont des groupes de protéines évolutives connexes
et les sous-familles sont des protéines connexes qui ont la même fonction ;
• Fonction moléculaire : la fonction de la protéine elle-même ou des protéines avec
lesquelles elle interagit directement au niveau biochimique, par exemple, une protéine
kinase ;
• Procédé biologique : la fonction de la protéine dans le contexte d'un grand réseau
de protéines qui interagissent pour accomplir un processus au niveau de la cellule ou
l'organisme, par exemple, la mitose.
• Pathway : similaire au processus biologique, mais un "pathway" précise aussi expli-
citement les relations entre les molécules qui interagissent.
Les SNPs pré-sélectionnés par elastic net (500 en moyenne par phénotype) sont consi-
dérés comme la "base de départ". On remarque que malgré la sélection et l'élimination
de variables par ACM sparse, l'ensemble des diﬀérentes fonctions moléculaires répertoriées
reste inchangé (voir ﬁgures 4.19 et 4.20). Le même phénomène est observé pour les autres
phénotypes (ﬁgures non montrées). Le nombre de gènes a diminué après sélection par ACM
sparse mais les diﬀérentes catégories sont toujours représentées. La sélection ne permet pas
d'identiﬁer une fonction moléculaire spéciﬁquement liée à un phénotype mais cela s'ex-
plique par le fait que, le vieillissement étant un processus complexe, il implique plusieurs
fonctions moléculaires diﬀérentes et ne peut être dû à une seule en particulier.
Pour des raisons de conﬁdentialité des résultats les gènes sélectionnés ne pourront pas
être cités ici, mais une étude globale peut être eﬀectuée. Dans l'ensemble des gènes sélection-
nés par ACM sparse, des gènes de la famille du collagène sont retrouvés pour le phénotype
"relâchement" et "photo-vieillissement". Le collagène est une famille de protéines ayant
pour fonction de conférer aux tissus une résistance mécanique à l'étirement. Les protéines
ont donc certainement une importance capitale dans le processus de relâchement de la
peau. Pour le phénotype "lentigines" des gènes codant des protéines membres de la famille
des protéines kinases ont été sélectionnés par ACM sparse. Ce sont des récepteurs pour
les membres de la famille du facteur de croissance épidermique. D'autres gènes codant des
protéines membres de la famille des protéines tyrosine kinase exprimées dans les tissus adi-
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Figure 4.19  Répartition des fonctions
moléculaires des gènes avant sélection
par ACM sparse.
Figure 4.20  Répartition des fonctions
moléculaires des gènes après sélection par
ACM sparse.
peux et initiant la voie d'activation de récepteurs de surface ont été sélectionnés. Ces gènes
pourraient être liés à l'apparition de taches pigmentaires comme les lentigines. Les résultats
obtenus (SNPs sélectionnés) semblent avoir un sens biologique ce qui nous conforte dans
l'idée que l'ACM sparse permet une sélection pertinente de variables. Les analyses biolo-
giques sont encore en cours car les informations mises en exergue par cette sélection sont
nombreuses et ouvrent plusieurs voies d'investigation intéressantes pour les biologistes, no-
tamment des "pathways" liés au métabolisme énergétique (enzymes mitochondriales), des
voies de signalisation map-kinases (implication de facteurs de croissance) ainsi qu'une toute
nouvelle voie révélée récemment comme étant impliquée dans le renouvellement cellulaire
et les cellules souches pour le phénotype "rides", ou encore des mécanismes carbo-hydrates
impliqués dans le cycle cellulaire pour le phénotype "photo-vieillissement". L'étude des
"pathways est intéressante car elle permet de mettre en évidence des eﬀets plus modérés
mais combinés de gènes agissant sur un même mécanisme biologique (le contexte biologique
est pris en compte dans l'analyse).
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4.3 Approche multiblocs supervisée : RGCCA
Cette section est consacrée à l'utilisation de la RGCCA dans le but d'étudier et de
modéliser des liens possibles entre la variable réponse et les SNPs à partir d'une ana-
lyse supervisée multiblocs. Chacun des SNPs considérés dans nos analyses sont les SNPs
intragéniques pré-sélectionnés par elastic net. Ils peuvent donc être regroupés en fonc-
tion de leur appartenance aux gènes. Ainsi, chacun des blocs considérés dans la RGCCA
correspond à un gène (contenant des variables SNPs pré-sélectionnés par elastic net), et
la variable réponse prise séparément (phénotype "rides", "relâchement", "lentigines" ou
"photo-vieillissement") est contenue dans un autre bloc. Il y a donc autant de blocs de
SNPs que de gènes, chacun des blocs contenant des SNPs (pour un SNP donné, les va-
riables dichotomiques associées seront considérées). Le bloc contenant la variable à expli-
quer (un des quatre phénotypes) est relié à chacun des blocs de SNPs mais les liens entre
les blocs de SNPs ne sont pas considérés dans cette section. En RGCCA, les conditions
de représentation sont similaires à celles de la PLS-PM, comme vu section 1.2.3. Chaque
bloc est représenté par une ellipse, et chaque variable du bloc par un rectangle. Chaque
variable est connectée à son bloc par une ﬂèche. Deux sous-modèles sont considérés : le
modèle externe qui modélise les relations entre le bloc de variables et les composantes du
bloc, et le modèle interne qui met en avant les relations entre les éléments au sein d'un bloc.
On rappelle que 658 SNPs ont été pré-sélectionnés par elastic net pour le phénotype
"rides". Ces SNPs sont contenus dans 509 gènes au total. Certains blocs (398 précisément)
ne contiennent qu'un seul SNP (soit deux ou trois variables binaires selon le nombre de
modalités des SNPs). Le modèle considéré présente des liens entre la variable réponse et
chacune des variables explicatives. Cela revient à réaliser une régression PLS classique
sur la première composante seulement. Le schéma factoriel est utilisé dans les analyses
car les résultats ne sont pas très sensibles au choix des schémas centroide ou factoriel
(voir Tenenhaus and Tenenhaus [2011]). Le mode Ridge a été choisi aﬁn d'obtenir un bon
compromis entre le nouveau mode A et le mode B car il permet d'obtenir des composantes
stables et aussi corrélées que possible aux composantes des blocs avec lesquels le bloc est
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connecté. Les 510 constantes de régularisation optimales (τ) sont calculées à partir de
la formule de Schäfer and Strimmer [2005] mais ne sont pas montrées ici. La matrice de
"design" est une matrice de 0 avec des 1 sur la dernière ligne et colonne, sauf le dernier
élément de la diagonale (ci,510 = 1 pour i = 1, . . . , 509 et 0 sinon). La ﬁgure 4.21 présente
le modèle obtenu pour ce phénotype avec un schéma factoriel et le mode Ridge.
Figure 4.21  RGCCA sur SNPs pré-sélectionnés : schéma factoriel + mode Ridge.
Les poids de chacune des variables d'un bloc sont donnés par la lettre "a" et les cor-
rélations entre les blocs de variables et la variable réponse ont été calculées et testées par
bootstrap et sont données pour chacun des liens entre les blocs de SNPs et le phénotype.
Les intervalles de conﬁance calculés par bootstrap pour chacune des corrélations révèlent
que 503 des 509 liens entre les blocs de SNPs et la variable réponse sont signiﬁcatifs. Ceci
n'est pas surprenant étant donné que les SNPs ont été pré-sélectionnés de manière super-
visée. Ainsi les liens sont également signiﬁcatifs dans la RGCCA. Les indices de qualité du
modèle externe (Average Variance Explained (AVE)) ont été calculés pour chacun des blocs
et montrent que chaque composante explique correctement son propre bloc. Cela prouve
que le regroupement des SNPs par gène a un sens (en plus du sens biologique).
161
4.3. APPROCHE MULTIBLOCS SUPERVISÉE : RGCCA
Les mêmes résultats ont été obtenus pour les autres phénotypes. Pour le "relâchement"
la RGCCA a été eﬀectuée sur les 700 SNPs pré-sélectionnés contenus dans 542 gènes au
total et la quasi-totalité des liens (537 sur 542) s'est avérée signiﬁcative par bootstrap. Pour
les "lentigines" 523 gènes au total (réunissant les 670 SNPs pré-sélectionnés par elastic-
net) ont été considérés dans la RGCCA et 518 liens sur les 523 se sont avérés signiﬁcatifs.
Enﬁn pour la RGCCA calculée sur les 640 SNPs contenus dans 504 gènes pour le "photo-
vieillissement", 490 liens sur 504 se sont avérés signiﬁcatifs.
Il est intéressant de regarder les gènes les plus corrélés à la variable réponse aﬁn de
s'en servir de base dans la comparaison entre la RGCAA sans interaction et celle qui sera
réalisée par la suite avec interactions.
Figure 4.22  Représentation de la valeur absolue des corrélations entre chacun des blocs
de SNPs (gènes) et chacun des quatre phénotypes dans la RGCCA en fonction de leurs
coordonnées génomiques.
162
4.4. DÉTECTION D'INTERACTIONS
La ﬁgure 4.22 présente la valeur absolue des corrélations entre chacun des blocs de
SNPs (gènes) et chacun des quatre phénotypes dans la RGCCA en fonction de leurs coor-
données génomiques. On remarque que les corrélations les plus élevées correspondent aux
gènes situés dans les mêmes chromosomes que dans la représentation elastic net pour les
phénotypes "rides" et relâchement" (voir ﬁgure 4.10). Le chromosome 16 principalement
pour le phénotype "rides" et le numéro 7 (ainsi que les 8 et 9) pour le phénotype "relâche-
ment". Pour les phénotypes "lentigines" et "photo-vieillissement" ce sont des gènes situés
dans les chromosomes 16 et 14, respectivement, qui ont une corrélation plus élevée que les
autres.
Cette étude par RGCCA n'a pas apporté de nouveaux résultats étant donné qu'aucun
lien entre blocs de SNPs n'est considéré. Cela revient à réaliser une régression PLS des
SNPs sur la variable réponse mais cela permet de présenter les données sous une autre
forme et de les traiter diﬀéremment grâce à une structure par blocs. Les modèles présentés
servent d'introduction et peuvent servir au lecteur à mieux comprendre les modélisations
réalisées dans la suite des analyses après la prise en compte des interactions.
4.4 Détection d'interactions
Les interactions génétiques correspondent à des modiﬁcations dans l'action d'un gène
induites par l'expression d'un autre gène. Elles sont mises en évidence par une observation
des phénotypes. Par exemple, si le phénotype d'un individu portant un SNP variant sur
un premier gène est aggravé ou au contraire sauvé par une "mutation" d'une SNP sur un
deuxième gène, alors il y a interaction entre les deux gènes. Nous allons donc ici tenter de
détecter de possibles interactions entre SNPs qui modiﬁeraient l'expression du phénotype
étudié.
4.4.1 Interactions SNP-SNP par régression logique
Les interactions SNP-SNP sont censées expliquer les diﬀérences entre individus à faible
et à haut risque de présenter une caractéristique particulière. Dans notre cas, nous cher-
163
4.4. DÉTECTION D'INTERACTIONS
chons à trouver les interactions entre SNPs expliquant la sévérité du vieillissement (pour
chacun des scores de rides, relâchement et lentigines, ainsi que le photo-vieillissement glo-
bal). Il est donc intéressant de construire des règles de classiﬁcation du type suivant : si le
SNP 1 est le génotype hétérozygote ET que le SNP 2 est le génotype homozygote ou que les
SNPs 3 et 4 ne sont pas le génotype homozygote de référence, alors l'individu présente un
risque plus élevé d'avoir un score de vieillissement important. Pour ce faire, nous utiliserons
la régression logique déﬁnie dans le chapitre 3 dans le cas de la prédiction du statut d'une
"observation" pour une variable à expliquer binaire, méthode très souvent employée pour
la détection d'interactions SNP-SNP (Ruczinski et al. [2001], Dinu et al. [2012]).
4.4.1.1 Codage des variables
Codage des SNPs
Les SNPs considérés dans cette analyse sont ceux qui ont été sélectionnés précédemment
par la méthode elastic net. Les analyses sont réalisées sous R à l'aide du package logicFS
(Schwender [2013a]). Le codage des SNPs diﬀère quelque peu de celui utilisé dans l'ACM
sparse. On considère les trois génotypes possibles :
• homozygote de référence (les 2 allèles sont les variants les plus fréquents)
• hétérozygote (un des 2 allèles est un variant fréquent, l'autre rare)
• homozygote variant (les 2 allèles sont des variants rares ou les moins fréquents)
La régression logique, et donc les fonctions du package R, ne peuvent gérer que des
prédicteurs binaires. Les variables catégorielles SNPs doivent donc être transformées en
variables binaires. Si le SNP est codé 1 pour "homozygote de référence", 2 pour "hétéro-
zygote" et 3 pour "homozygote variant", alors la fonction "make.dummy.snp" du package
LogicFS peut être utilisée pour transformer chaque SNP en 2 variables binaires SNP.1 et
SNP.2. Le codage binaire des variables est représenté dans la table 4.3.
Table 4.3  Codage des SNPs en variables binaires pour la régression logique.
SNP SNP.1 SNP.2 Génotype supposé
1 1 0 0 Homozygote de référence
2 2 1 0 Hétérozygote
3 3 1 1 Homozygote variant
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Les variables nominales binaires peuvent ensuite être utilisées dans l'algorithme logicFS
décrit en section 9 aﬁn d'identiﬁer des combinaisons intéressantes de ces variables et de
mesurer l'importance de ces interactions.
Codage des variables à expliquer
Les variables résidus des scores ajustés de rides, relâchement, lentigines et photo-vieillissement
sont des variables centrées. On considère un codage binaire pour appliquer par la suite une
régression logique avec :
• Codage "1" : individus pour lesquels les valeurs des résidus sont supérieures à 0
(vieillissement cutané plus important),
• Codage "0" : individus pour lesquels les valeurs des résidus sont inférieures ou égales
à 0 (vieillissement cutané moins important),
On obtient pour les quatre phénotypes :
Rides 266 individus sont codés 1, 235 sont codés 0,
Relâchement 258 individus sont codés 1, 243 sont codés 0,
Lentigines 225 individus sont codés 1, 276 sont codés 0,
Photo-vieillissement 199 individus sont codés 1, 302 sont codés 0.
4.4.1.2 Détection des interactions
L'algorithme de régression logique est réalisé B = 200 fois en considérant un seul arbre
et un maximum de 2 feuilles dans le modèle (les interactions simples, doubles entre SNPs
sont donc considérées). Les interactions triples ou plus peuvent être testées, mais l'inté-
gration par la suite de ces interactions dans un modèle multiblocs par la suite pourrait
s'avérer plus coûteux en temps de calcul. De ce fait, nous nous limitons aux interactions
doubles.
Phénotype "rides"
L'algorithme logicFS a été utilisé sur les SNPs pré-sélectionnés par elastic net pour le phé-
notype "rides" et les 5 interactions les plus importantes sont rapportées dans la ﬁgure 4.23.
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Figure 4.23  Sortie du programme de régression logique avec le logiciel R pour les 5
premières interactions obtenues pour le phénotype "rides".
La sortie obtenue peut s'écrire également sous la forme disjonctive normale suivante :
"(X376_2c∧X725_1) ∨ (X30_2c∧X725_1) ∨ (X376_2c∧X1275_1) ∨ (X30_2c∧X1275_1)
∨ (X376_2c∧ X856_2c) ∨ . . . ".
L'expression " !X376_2" code pour "NOT" X376_2, .e. X376_2 = 0 et "X725_1"
correspond à X725_1 = 1. Ainsi l'expression logique " !X376_2 & X725_1" signiﬁe que
si un individu possède un génotype qui n'est pas homozygote variant pour le SNP X376,
et qu'il possède un génotype homozygote variant ou hétérozygote pour le SNP X725, alors
l'individu a une probabilité plus élevée de présenter une expression de ride sévère.
Lorsque l'on considère un seul arbre 205 SNPs et SNP-SNP interactions potentielle-
ment intéressants de degré deux au maximum sont détectés. L'importance des interactions
(calculé sous la forme d'un score nommé VIM présenté au chapitre 3) peut être représentée
comme sur la ﬁgure 4.24.
166
4.4. DÉTECTION D'INTERACTIONS
Figure 4.24  Importance des interactions obtenues (VIM) pour le phénotype "rides".
Aﬁn de vériﬁer la signiﬁcativité statistique de ces interactions, un test du Chi2 a été
réalisé sur l'ensemble de ces interactions. Pour ce faire, chaque interaction a été codée
comme une variable binaire. La variable "interaction.1" correspondant à la première in-
teraction observée est codée 1 si un individu présente l'ensemble des génotypes contenus
dans l'interaction 1, 0 sinon. On obtient donc un tableau de 501×205 de variables binaires.
Parmi les 205 interactions doubles (au maximum), 35 se sont avérées statistiquement si-
gniﬁcatives. La correspondance SNP/gène nous permet d'obtenir 35 interactions gène-gène
(en fonction de l'appartenance des SNPs aux gènes). Un des gènes apparait dans 15 des 35
interactions et le gène GENEri3 dans 8 des 35 interactions. Les interactions génétiques sont
des interactions dont on ne connaît pas le mécanisme moléculaire pour la plupart. Pour y
remédier, ces interactions sont en cours d'investigation par les biologistes aﬁn de trouver
une interprétation biologique et des pistes sur des potentiels réseaux de gènes (dont ces
deux derniers qui sont en interaction avec un grand nombre d'autres gènes) liés à l'expres-
sion des rides.
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Phénotype "relâchement"
Pour le phénotype "relâchement" 220 SNPs et SNPs-interactions potentiellement intéres-
sants de degré deux au maximum ont été détectés (ﬁgure non montrée). La signiﬁcativité
statistique de ces interactions a été vériﬁée de la même manière que précédemment à l'aide
d'un test du Chi2 sur un tableau de 501×220 variables binaires. 23 interactions se sont
avérées signiﬁcatives. Parmi celles-ci, un gène apparait dans 8 des 23 interactions.
Phénotype "lentigines"
La régression logique a permis de détecter 209 SNPs et SNPs-interactions potentiellement
intéressants de degré deux au maximum pour le phénotype "lentigines". A l'aide d'un test
du Chi2 sur un tableau de 501×209 variables binaires 27 interactions se sont révélées si-
gniﬁcatives. Un gène apparait dans 8 interactions sur 27.
Phénotype "photo-vieillissement"
Enﬁn 192 SNPs et SNPs-interactions potentiellement intéressants de degré deux au maxi-
mum ont été détectées pour le phénotype "photo-vieillissement". La signiﬁcativité statis-
tique de ces interactions a été vériﬁée de nouveau sur un tableau de 501×192 variables
binaires et 111 interactions se sont avérées signiﬁcatives. Le gène GENEpv1 apparait dans
4 interactions. Ici de nombreux gènes diﬀérents sont donc impliqués dans les interactions.
Notre attention se porte sur les gènes impliqués dans de nombreuses interactions car
ils pourraient être impliqués dans des réseaux biologiques ("pathways") potentiellement
liés à l'expression des rides. Ces gènes ne sont peut-être pas corrélés à la variable réponse
lorsqu'ils sont pris séparément dans les analyses mais pourraient s'exprimer en présence
d'autres gènes. C'est pourquoi les interactions statistiquement signiﬁcatives pour chacun
des phénotypes seront prises en compte dans la suite des analyses en section 4.5.
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4.4.2 Interactions biologiques rapportées dans la littérature
Un autre moyen d'analyser les interactions entre gènes ou entre SNPs est l'utilisation
de bases de données réunissant l'ensemble des informations déjà connues sur le sujet telles
que le site "http ://string-db.org/" (voir section 3.1). Aﬁn d'avoir une vision globale des in-
teractions déjà connues dans la littérature, l'ensemble des SNPs pré-sélectionnés par elastic
net ont été rentrés dans la base de données STRING pour chacun des quatre phénotypes.
Pour des raisons de conﬁdentialité des résultats le nom des gènes n'apparait pas sur les
ﬁgures présentées dans ce document. Ces analyses ont fait l'objet d'un rapport interne dans
lequel les noms des gènes apparaissent et des interprétations biologiques sont explicitées.
Phénotype "rides"
La ﬁgure 4.25 présente le réseau d'interactions protéiques déjà connues pour l'ensemble
des 658 gènes pré-sélectionnés par elastic net pour le phénotype "rides". Seuls les gènes en
interaction sont représentés.
Figure 4.25  Réseau d'interactions protéiques connues entre gènes avant sélection par
ACM sparse pour le phénotype "rides" à partir de la base de données STRING.
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Figure 4.26  Réseau d'interactions protéiques connues entre gènes après sélection par
ACM sparse pour le phénotype "rides" à partir de la base de données STRING.
L'analyse et l'interprétation de ces interactions est compliquée en raison du très grand
nombre de gènes impliqués. C'est pourquoi la sélection de variables prend tout son sens dans
un contexte de grande dimension. La même analyse a donc été réalisée sur l'ensemble des
gènes sélectionnés par ACM sparse. Le nombre de gènes étant réduit à 138 nous espérons
pouvoir visualiser plus facilement les interactions. La ﬁgure 4.26, représentation de même
type que la ﬁgure précédente, concerne les 138 SNPs sélectionnés par ACM sparse. Seuls les
gènes présentant des interactions connues apparaissent. Les autres sont masqués par souci
de lisibilité. La visualisation des interactions est simpliﬁée et les gènes les plus fréquemment
impliqués dans les interactions sont plus facilement détectés. Nous remarquons que le noyau
central des interactions est conservé comme si un zoom avait été eﬀectué sur la partie
centrale des interactions. Cela nous conforte une nouvelle fois dans l'idée que l'ACM sparse
réalise une sélection des SNPs tout en conservant l'information principale contenue dans
base de départ.
Le même type de représentation d'interactions peut être réalisé pour les phénotypes
"relâchement", "lentigines" et "photo-vieillissement". Pour le phénotype "relâchement"
certains gènes de la famille du collagène apparaissent dans ces réseaux d'interactions. Ceci
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est très intéressant car le collagène est une famille de protéines ayant pour fonction de
conférer aux tissus une résistance mécanique à l'étirement, et donc lié au relâchement de la
peau. Il s'avère que la plupart des gènes sélectionnés par ACM sparse pour chacun des phé-
notypes sont impliqués dans la peau et mettent en exergue des réseaux d'interactions entre
gènes très intéressants qui ouvrent de nouvelles pistes d'exploration pour les biologistes.
4.4.3 Synthèse des résultats
Les deux approches décrites précédemment nous ont permis d'identiﬁer des interactions
potentiellement intéressantes. Elles vont permettre aux biologistes d'explorer des pistes
pouvant mener à l'identiﬁcation de nouveaux complexes biologiques pouvant expliquer
l'expression du vieillissement cutané. Parmi les interactions détectées statistiquement grâce
à la régression logique, une seule s'est avérée être déjà connue biologiquement (pour le
phénotype "rides"). On aurait pu s'attendre à en découvrir plus en commun seulement
cela peut s'expliquer par le fait que l'implication des gènes sélectionnés par ACM sparse
dans la peau n'a pas encore été investigué et les interactions n'ont pas encore été mises en
exergue.
4.5 Intégration des interactions dans les approches multi-
blocs
Cette section présente les résultats des analyses non supervisées et supervisées eﬀectuées
en tenant compte des interactions signiﬁcatives obtenues par régression logique. Dans un
premier temps, une analyse "sparse" non supervisée a été eﬀectuée à l'aide de l'ACM sparse.
4.5.1 Approche multiblocs non supervisée : ACM Sparse
L'étude de détection d'interactions sur l'ensemble de la base de données de SNPs intra-
géniques a permis de sélectionner des interactions signiﬁcativement liées aux phénotypes
étudiés. Aﬁn de prendre en compte ces interactions dans un modèle général une ACM sparse
introduisant les interactions trouvées pour chacun des quatre phénotypes a été réalisée.
La prise en compte des interactions dans l'ACM sparse a été envisagée de deux manières
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diﬀérentes. La première consiste à considérer l'ensemble des SNPs pré-sélectionnés par
elastic net et à rajouter les SNPs en interaction dans des groupes supplémentaires, sachant
qu'un groupe de variables SNPs correspond à une interaction donnée. Pour le phénotype
"rides" par exemple, le tableau de données comprendrait 658 SNPs + 35 groupes de SNPs
correspondant aux 35 interactions signiﬁcatives trouvées section 4.4.1.2 (voir ﬁgure 4.27
pour la visualisation du tableau de données). L'ACM sparse permettrait la sélection de
SNPs ainsi que de groupes de SNPs lorsque ceux-ci sont en interaction. Cependant un SNP
peut être impliqué dans plusieurs interactions et donc apparaitre dans plusieurs groupes
ce qui provoquerait une redondance de plusieurs colonnes dans la table.
Figure 4.27  Tableau de données considéré dans l'ACM sparse avec interaction pour le
phénotype "rides".
La deuxième possibilité, celle choisie pour la suite des analyses, consiste à traiter chaque
interaction comme une variable binaire. Pour une interaction donnée, la variable binaire
correspondante sera codée de la manière suivante :
• 1 si l'individu possède les génotypes impliqués dans l'interaction considérée
• 0 sinon.
Phénotype "rides"
Nous considérons le tableau de données de SNPs pré-sélectionnés par elastic net de dimen-
sions 501 × 658 pour le phénotype "rides". La régression logique et un test du Chi2 ont
permis de mettre en évidence 35 interactions doubles signiﬁcatives recodées en 35 variables
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binaires. Le tableau de données ﬁnal contient alors 501 individus et 658+35 = 683 variables
catégorielles, soit un total de 1 824 modalités.
Figure 4.28  Évolution du nombre de
variables sélectionnées par ACM sparse
(avec interactions) en fonction de λ pour
le phénotype "rides".
Figure 4.29  Évolution du % d'inertie
obtenu avec ACM sparse (avec interac-
tions) en fonction de λ pour le phénotype
"rides".
Si l'on se concentre sur le premier axe de l'ACM sparse on remarque que, pour un
λ = 0, 004, 437 variables (soit 145 SNPs) sont sélectionnées (ﬁgure 4.28) et le % d'inertie
vaut 0,47% (ﬁgure 4.29). Pour λ = 0, 005, 156 variables (soit 52 SNPs) sont sélectionnées
et le % d'inertie est égal à 0,40%. Etant donné la faible diﬀérence de pourcentage d'inertie
entre les deux valeurs de λ, nous choisissons la valeur de λ pour laquelle la sélection est la
plus ﬁne (c'est-à-dire le λ pour lequel il y a le plus de variables écartées), soit λ = 0, 005.
La stabilité de la sélection a été testée par un bootstrap à 100 itérations. Tout comme en
section 4.2.2, les variables et les interactions dont la fréquence de sélection est supérieure au
3ème quartile sont conservées. Au ﬁnal 27 SNPs contenus dans 22 gènes et 21 interactions
ont été sélectionnés. Les ﬁgures présentant le nombre de variables conservées et le pour-
centage cumulé de variance expliquée ne seront pas montrées pour les autres phénotypes
car les courbes obtenues ont la même allure.
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Phénotype "relâchement"
On considère le tableau de données de dimensions 501× 700 des SNPs pré-sélectionnés par
elastic net pour le phénotype "relâchement" auquel on ajoute les 23 interactions signiﬁca-
tives misent en évidence et recodées en 23 variables binaires. Le tableau de données ﬁnal
contient 501 individus et 700 + 23 = 723 variables catégorielles, soit un total de 2 120 mo-
dalités. Pour les même raisons que celles citées dans le paragraphe précédent, le paramètre
de pénalisation λ est ﬁxé à 0,005. Le bootstrap a permis de conserver 13 SNPs contenus
dans 9 gènes et 10 interactions.
Phénotype "lentigines"
Pour le phénotype "lentigines" les 27 interactions signiﬁcatives et recodées en variables
binaires ont été ajoutées au tableau de données de SNPs de dimensions 501× 670. 687 va-
riables catégorielles sont considérées, soit un total de 1 890 modalités. Le bootstrap a été
réalisé pour λ = 0, 005 : 24 SNPs contenus dans 20 gènes et 24 interactions ont été sélec-
tionnés.
Phénotype "photo-vieillissement"
Nous considérons le tableau de données de SNPs de dimensions 501×640 auquel les 111 in-
teractions doubles signiﬁcatives, recodées en variables binaires, ont été ajoutées. Le tableau
de données ﬁnal contient 501 individus et 640 + 111 = 751 variables catégorielles, soit un
total de 2 230 modalités. Le bootstrap réalisé avec λ = 0, 005 a retenu 27 SNPs contenus
dans 25 gènes et 37 interactions.
Lorsque les interactions sont prises en compte dans l'ACM sparse le nombre de variables
sélectionnées est en moyenne 6 fois inférieur à celui obtenu lorsque les interactions ne
sont pas intégrées au modèle. Les résultats ne nous permettent plus de discriminer les
individus en fonction de la sévérité du vieillissement cutané mais montrent que les variables
sélectionnées expliquent la variabilité des individus en fonction des interactions entre SNPs
qu'ils présentent (ﬁgures non montrées). Ceci pourrait s'expliquer par le fait qu'il puisse y
avoir une corrélation forte entre les SNPs et les variables "interaction". Pour y remédier
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nous avons envisagé pour de futurs travaux de réaliser l'ACM sparse sur les blocs de SNPs
en interaction sans considérer les SNPs de manière individuelle.
4.5.2 Approche multiblocs supervisée : RGCCA
Cette section est consacrée à une autre approche de la prise en compte des interactions :
l'approche supervisée. Les résultats de l'analyse supervisée multiblocs RGCCA eﬀectuée en
tenant compte des interactions signiﬁcatives obtenues par régression logique sont présentés.
Dans ce contexte chacun des blocs considérés correspond à un gène contenant des SNPs et
la variable réponse est contenue dans un autre bloc.
La RGCCA permet de tenir compte des liens possibles entre les diﬀérents blocs. Comme
dans la section 4.3, chacun des blocs de SNPs sont liés à la variable phénotype. Si K est
le nombre de blocs de SNPs, la matrice de design vaut ci,pheno = 1 pour i = 1, . . . ,K
et 0 sinon. Par ailleurs, les interactions signiﬁcatives entre SNPs (et donc entre gènes en
fonction des SNPs qu'ils contiennent) mises en exergue par la régression logique et les tests
du Chi2 section 4.4.1.2 sont intégrées au modèle. Les gènes en interaction sont reliés par un
trait et considérés dans la matrice de design. Si une interaction est détectée entre le SNP 1
contenu dans le gène 1 et le SNP 12 dans le gène 4, alors un lien est établi entre le gène 1
et le gène 4 et est modélisé dans la matrice de design de la manière suivante : c1,4 = c4,1 = 1.
Phénotype "rides"
Sur 509 gènes sélectionnés pour le phénotype "rides" (voir section 4.3), la régression logique
et des tests du Chi2 ont permis de détecter 35 interactions signiﬁcatives qui ont été prises
en compte dans le modèle RGCCA. La matrice de design est modiﬁée en fonction des
interactions considérées. Pour une interaction entre le gène 4 et le gène 509 : c4,509 = 1 et
c509,4 = 1. A l'aide d'un bootstrap à 100 itérations, 496 liens entre les gènes et le phénotype
se sont avérés signiﬁcatifs ainsi que 2 interactions. Les indices de qualité du modèle obtenu
nous indiquent que les composantes de chaque bloc expliquent correctement leur propre
bloc et que la qualité du modèle interne est supérieure à celle obtenue sans interactions, ce
qui était prévisible compte tenu des interactions.
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Les mêmes résultats sont obtenus pour les autres phénotypes analysés. Une RGCCA a
été réalisée sur les 542 gènes sélectionnés pour le phénotype "relâchement" (voir section 4.3)
en tenant compte des 23 interactions signiﬁcatives détectées par la régression logique et
un test du Chi2. Au ﬁnal 515 liens sur les 542 entre les gènes et le phénotype ainsi que
4 interactions sur les 23 étaient signiﬁcatifs. Pour le phénotype "lentigines", les 524 gènes
sélectionnés par elastic net ont été considérés (voir section 4.3) et les 27 interactions si-
gniﬁcatives ont été prises en compte. Finalement, 504 liens sur les 524 entre les gènes et
le phénotype et 6 interactions sur les 27 se sont avérés signiﬁcatifs. Enﬁn, une RGCCA
sur 504 gènes sélectionnés pour le phénotype "lentigines" (voir section 4.3) tenant compte
des 111 interactions signiﬁcatives a été réalisée et 486 liens sur les 504 entre les gènes et le
phénotype ainsi que 6 interactions sur les 111 seulement étaient signiﬁcatifs.
Figure 4.30  RGCCA sur SNPs avec interactions pour le phénotype "rides" : schéma
factoriel + mode Ridge.
Les résultats obtenus sont surprenants car nous nous attendions à obtenir plus de liens
(interactions) signiﬁcatifs entre les gènes considérés comme étant en interaction étant donné
que la détection d'interactions s'est faite de manière supervisée à l'aide d'une régression
logique. Des modiﬁcations dans l'ordre des corrélations entre les gènes et le phénotype au-
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raient pu être observées, ce qui n'est pas le cas ici. La ﬁgure 4.31 représente la valeur absolue
des corrélations entre chacun des blocs de SNPs et le phénotype "rides" dans la RGCCA
sans (ﬁgure de gauche) et avec (ﬁgure de droite) la prise en compte des interactions. Étant
donné le faible nombre d'interactions signiﬁcatives dans le modèle, aucune évolution dans
l'ordre des corrélations entre gènes et phénotype n'est observée. Il pourrait être intéressant
de modiﬁer la structure des blocs en considérant 1 bloc comme 1 chromosome. Le bloc
rassemblerait donc l'ensemble des SNPs appartenant à ce chromosome. Cela limiterait le
nombre de blocs à 23 (ou 24 en présence d'ADN mitochondrial) et permettrait d'avoir une
d'idée plus générale des chromosomes contenant des gènes ayant un lien possible avec le
phénotype considéré.
Figure 4.31  Représentation de la valeur absolue des corrélations entre chacun des blocs
de SNPs et la variable réponse dans la RGCCA sans (ﬁgure de gauche) et avec (ﬁgure de
droite) prise en compte des interactions pour le phénotype "rides".
Des recherches en collaboration avec les biologistes sont actuellement en cours pour
tenter d'apporter une explication biologique aux résultats obtenus avec la RGCCA. La
version "sparse" de cette méthode (la SGCCA) sera utilisée dans des analyses futures
dans le but de sélectionner des variables au sein des blocs et de, peut-être, faciliter la
compréhension des modèles obtenus.
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Conclusion et perspectives
Dans le contexte de données de grandes dimensions rencontrées lors du traitement de
données génétiques, le problème de l'interprétabilité des résultats se pose pour les biolo-
gistes. L'utilisation de méthodes de sélection de variables permet d'obtenir des résultats
parcimonieux tout en conservant l'information principale contenue au départ. Une pre-
mière étape consistait à explorer les données grâce à des analyses non supervisées aﬁn de
comprendre et de visualiser les liens entre les variables et entre les individus. Lors de cette
approche, la sélection de variables a été importante pour l'exploitation des résultats par
les experts du domaine. Des méthodes d'analyse de données dites "sparse" existaient déjà
pour sélectionner des variables quantitatives dans ce contexte mais aucune ne permettait
la sélection de blocs de variables lorsque les données sont structurées par blocs a priori. Par
ailleurs, dans le cas spéciﬁque de l'analyse de données catégorielles de SNPs, ces méthodes
ne pouvaient pas être utilisées et aucune version parcimonieuse d'analyse de données caté-
gorielles n'avait encore été proposée à ce jour. Ceci a donc fait l'objet du développement
de deux nouvelles méthodes de sélection de variables dans le cas non supervisé.
1. Apports de la thèse
Les deux méthodes développées permettent l'exploration des données de manière sé-
lective. La première, nommée GSPCA, est une adaptation de l'ACP sparse permettant la
sélection de variables quantitatives axe par axe dans le cas où des blocs de variables sont
déﬁnis à priori. La deuxième, l'ACM sparse, est une extension de la précédente dans le cas
de données qualitatives. Lorsque le paramètre de régularisation est ﬁxé à 0, la GSPCA et
l'ACM sparse reviennent à réaliser une ACP et une ACM, respectivement, ce qui d'après
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Zou et al. [2006] est une propriété essentielle d'une "bonne" méthode "sparse". La sélection
n'est pas globale mais réalisée axe par axe. Des variables conservées sur un axe peuvent être
éliminées sur un autre et vice versa. Ces méthodes créent de la parcimonie au niveau des
"loadings" tout en limitant la perte du pourcentage de variance expliquée ce qui facilite
l'interprétation des axes obtenus et la visualisation des données. Étant donné la nature
catégorielle de nos données (SNPs) seule l'ACM sparse a pu être appliquée et testée. Une
ACM a été réalisée dans un premier temps sur notre jeu de données de SNPs et a permis de
dissocier 2 groupes d'individus sur le premier axe présentant donc un patrimoine génétique
proche. Une étude sur ces individus a été réalisée et a permis de révéler que les deux groupes
étaient parfaitement discriminés en fonction de la sévérité de l'expression du vieillissement
cutané (ceci étant lié à la pré-sélection supervisée réalisée en amont). Néanmoins, ce qu'il
est intéressant de remarquer est qu'après l'application de l'ACM sparse sur ces données,
un grand nombre de variables ont été éliminées sur chacun des axes mais la discrimina-
tion entre les deux groupes d'individus était toujours parfaitement observée. L'utilité et
l'eﬃcacité de l'ACM sparse ont donc été prouvées sur ce jeu de données : l'information prin-
cipale de départ est conservée, les résultats obtenus sont parcimonieux et l'interprétation
est simpliﬁée. Par ailleurs les gènes contenant les SNPs impliqués dans la discrimination
des groupes se sont avérés être impliqués dans la peau et dans des mécanismes biologiques
intéressants pour notre étude. L'interprétation des résultats a fait l'objet d'une collabo-
ration étroite avec les biologistes de l'unité. Ils mènent actuellement des recherches plus
approfondies sur ces gènes et sur les voies biologiques impliquées aﬁn de réaliser par la
suite des tests in-vitro. Ces premiers résultats sont donc très encourageants.
Dans un deuxième temps, une étude de détection d'interaction SNP-SNP a été réalisée
sur nos données grâce à une régression logique. Les interactions entre SNPs peuvent être à
l'origine du développement de certaines maladies et leur prise en compte dans les analyses
est donc importante. La régression logique a permis de mettre en évidence des interactions
statistiquement signiﬁcatives entre SNPs qui n'avaient pas encore été rapportées dans la
littérature. Les biologistes de l'équipe travaillent actuellement sur ces résultats aﬁn de
trouver une interprétation biologique possible et d'explorer des pistes intéressantes qui ne
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seraient pas encore exploitées.
Ces interactions ont été prises en compte par la suite dans un modèle supervisé mul-
tiblocs à l'aide de la méthode RGCCA. Les SNPs ont été regroupés dans des blocs en
fonction de leur appartenance aux gènes et les interactions ont été modélisées par des liens
reliant les blocs concernés. Les analyses n'ont pas révélé de nouvelles voies de recherches
potentiellement intéressantes mais elles ont permis d'aborder le problème de la prise en
compte des interactions d'une nouvelle manière. Les SNPs auraient également pu être re-
groupés en fonction de leur appartenance aux chromosomes ce qui aurait réduit le nombre
de blocs à 23. Cette approche peut donc s'adapter en fonction de la problématique posée
et du but de l'étude.
2. Limitations rencontrées
Au cours de ce travail de recherche nous avons été confrontés à certaines limitations
qui ouvrent de nouvelles perspectives de recherches. Une de ces limites concerne le choix
du paramètre de pénalisation. Réalisé ici à partir d'une approche "ad-hoc", ce choix peut
être discuté. La validation croisée aurait pu être préférée (car reposant sur un critère ﬁxe
et objectif) mais le temps de calcul nécessaire s'est avéré trop long. Une des perspectives
envisagées consiste à optimiser le critère de validation croisée pour réduire les temps de
calculs. D'autre part le paramètre de pénalisation, tel qu'il a été déﬁni dans le chapitre 2,
peut prendre des valeurs diﬀérentes en fonction des axes. Dans ce travail nous avons choisi
de considérer une seule et même valeur pour l'ensemble des axes mais l'intérêt d'en choisir
plusieurs en fonction des axes peut être discuté en fonction du contexte. Lorsque l'on a une
idée a priori du nombre de variables que l'on souhaite conserver par axe (a priori souvent
donné par les biologistes), la deuxième possibilité peut être préférée.
L'ACM sparse a été développée aﬁn d'être utilisée sur l'ensemble de la base de données
de SNPs. Cependant le temps de calcul nécessaire à l'obtention de résultats étant trop
longs, nous avons été contraints de réaliser une pré-sélection (supervisée) des données et de
travailler sur le jeu de données réduit. La réalisation de cette pré-sélection peut cependant
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être discutée car elle peut donner lieu à des résultats sensiblement biaisés ("surplus d'opti-
misme" ou "over-optimism" en anglais) et à des conclusions trop optimistes sur l'eﬃcacité
d'une méthode (Jelizarow et al. [2010] ; Mehta et al. [2004]).
3. Perspectives
Extensions possibles
L'application de l'ACM sparse présentée dans le chapitre 4 a été réalisée sur un en-
semble réduit du jeu de données initial. Cependant les méthodes "sparse" prennent tout
leur sens dans un contexte de données de très grande dimension. L'une des principales pers-
pectives envisagée est donc de réduire les temps de calculs de l'algorithme aﬁn de réaliser
l'ACM sparse sur l'ensemble des données (environ 800 000 SNPs).
L'ACM sparse a été utilisée ici comme une méthode de sélection d'une ou plusieurs
variables catégorielles, cependant les applications possibles de cette méthode sont nom-
breuses. En eﬀet, elle peut être généralisée dans le cas où les données sont structurées par
blocs a priori. Comme dans le cas de la GSPCA, elle permet la sélection ou l'élimination de
blocs entiers de variables lorsqu'ils sont déﬁnis a priori. Ceci pourrait s'avérer utile dans le
cas où nous souhaiterions regrouper les SNPs en fonction de leur appartenance aux gènes
dans la base de départ. Des blocs entiers de SNPs, et donc des gènes, seraient éliminés sur
chacun des axes de l'ACM sparse ce qui faciliterait, à plus grande échelle, l'interprétation
des résultats. Cependant, dans ce contexte, l'ACM sparse ne permettrait pas la sélection
au sein même d'un bloc conservé à cause de la pénalisation group LASSO utilisée dans l'al-
gorithme (voir section 2.3). Ainsi aﬁn de permettre la sélection de variables au sein d'un
bloc (lui-même sélectionné), une extension de cette méthode pourra être réalisée en rem-
plaçant la fonction de pénalisation group LASSO par la sparse group LASSO développée
par Simon et al. [2013] lorsque le contexte et l'intérêt biologique s'y prête.
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Par ailleurs l'approche "sparse" oﬀre des perspectives d'extension à d'autres méthodes
d'analyses de données, telle que l'Analyse Factorielle des Correspondances Multiples (AFCM).
L'Analyse Factorielle des Correspondances (AFC) est une méthode factorielle qui ne concerne
que deux caractères (2 questions) d'une population de I individus. Lorsque celle-ci est ca-
ractérisée par plusieurs caractères dans ce cas on utilise une extension de l'AFC que l'on
appelle l'AFCM. Dans le cas où le nombre de variables serait trop important pour exploiter
facilement les résultats, il pourrait être intéressant d'utiliser une version pénalisée de cette
méthode qui permettrait de sélectionner des modalités de variables (ou blocs entiers de
modalités) et de faciliter l'interprétation des résultats. Le tableau de départ se présente
souvent sous la forme d'un tableau disjonctif complet. Il serait donc intéressant d'adapter
les critères sur lesquels sont basées la GSPCA et l'ACM sparse aﬁn d'obtenir une version
"sparse" de l'AFCM.
L'étude des interactions SNP-SNP a été réalisée au niveau des gènes durant ce travail
de thèse mais cette approche pourrait être étendue au niveau des "pathways" (ou voies de
signalisation), dont l'intérêt est de plus en plus évoqué dans des études GWAS (Wang et al.
[2009]). Cela pourrait être biologiquement intéressant car cette approche utilise un ensemble
de SNPs à l'intérieur de la même voie de signalisation et non à l'intérieur d'un même gène.
L'espace logique de recherche des interactions augmenterait sensiblement mais pourrait
être restreint grâce à des critères biologiques bien choisis. Cette analyse au niveau des
"pathways" pourrait permettre de fournir des indications précieuses sur des interactions
génétiques susceptibles de modiﬁer les risques des phénotypes (Dinu et al. [2012]). Par
ailleurs, un autre codage des SNPs pourrait être testé aﬁn de comparer les résultats obtenus
entre eux.
Une notion importante n'a pas été intégrée à ce travail pour l'instant : celle du déséqui-
libre de liaison (Reich et al. [2001]). Le déséquilibre de liaison est l'association non aléatoire
des allèles de deux ou plusieurs loci polymorphes sur le même chromosome. Il peut être
inﬂuencé par divers phénomènes : liaison génétique, taux de recombinaison, hétérogénéité
spatiale des phénomènes de recombinaison, etc. Les SNPs peuvent être corrélés à cause de
ce déséquilibre. Les études d'associations cherchent les associations directes et indirectes
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avec le phénotype en question. Dans les analyses de forêts aléatoires (Random Forest), la
corrélation entre un SNP "à risque" et un SNP en déséquilibre de liaison peut mener à
une diminution de l'importance de la variable pour un SNP "à risque réel". Pour pallier ce
problème, Meng et al. [2009] ont proposé une approche consistant à sélectionner les SNPs
en équilibre de liaison pour l'analyse. Ils explorent des méthodes alternatives de traitement
des données en déséquilibre de liaison modiﬁant l'algorithme de création des arbres dans
les forêts aléatoires. Les résultats obtenus sont meilleurs lorsqu'il existe un déséquilibre de
liaison entre les SNPs. Ces techniques sont cependant limitées dans le nombre de SNPs
qu'elles peuvent traiter. La considération de ces déséquilibres pourraient donc être pris en
compte dans la régression logique aﬁn d'améliorer les performances de cette méthode dans
le cas d'analyse de SNPs candidats par exemple (base de données réduite).
Applications
Bien que la GSPCA n'ait pu être appliquée sur nos données (car catégorielles) cette
méthode peut avoir une utilité dans le traitement de données d'expression de gènes. Les
variables considérées dans ce cas étant quantitatives, elles pourraient être regroupées en
fonction de l'appartenance des gènes aux chromosomes par exemple et la GSPCA per-
mettrait une sélection de blocs de gènes et la réalisation de clusters de gènes utiles à la
compréhension de certains phénomènes biologiques.
Package R et publications
Un article présentant les deux nouvelles méthodes (GSPCA et ACM sparse) illustrées
par des exemples va être soumis au journal Computational Statistics & Data Analysis
(CSDA) et un package R permettant l'utilisation de ces deux méthodes y sera attaché et
soumis au CRAN (article en cours de ﬁnalisation présenté en annexe F.2). Par ailleurs les
résultats obtenus avec l'ACM sparse sont actuellement en cours d'analyse par les biologistes
de l'équipe et feront l'objet d'une publication dans laquelle la méthode sera présentée et
des interprétations biologiques plus approfondies seront proposées.
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Annexe A
Peau et vieillissement cutané
A.1 Description
La peau est une enveloppe qui protège l'individu. Cet organe se compose de trois
couches : l'épiderme (couche supérieure), le derme et l'hypoderme. La représentation sché-
matique de la coupe de peau présentée ﬁgure A.1 est tirée de
"http ://www.esthetique.qc.ca/services_fr/peau/schema_peau.html".
Figure A.1  Représentation schématique d'une coupe de peau
L'épiderme est constitué de kératinocytes, de mélanocytes et de cellules de Langerhans.
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Les kératinocytes sont présents dans toutes les couches : de la couche basale, zone de mul-
tiplication de ces cellules, aux couches les plus superﬁcielles. Les kératinocytes migrent
progressivement vers la surface, ce phénomène étant accompagné d'une modiﬁcation de
leur composition pour aboutir à la couche cornée. La couche cornée est constituée de cel-
lules entièrement kératinisées sans noyaux, séparées les unes des autres par des lipides. En
surface, les cellules de la couche cornée perdent leur adhérence puis tombent (phénomène
de desquamation). Les mélanocytes sont uniquement situés dans la couche basale. Ces cel-
lules ont une forme étoilée, leurs dendrites étant en contact avec les kératinocytes de leur
voisinage. Elles fabriquent de la mélanine sous la forme de petits grains (les mélanosomes)
qui migrent dans les dendrites et pénètrent dans les kératinocytes. Les cellules de Lan-
gerhans, qui sont présentes dans toutes les couches de l'épiderme, forment un réseau de
cellules étoilées reliées entre elles ayant la capacité de capter toute substance étrangère.
Ces cellules jouent un rôle dans l'inﬂammation cutanée et dans la fonction immunitaire.
Le derme contient des ﬁbres de collagène et des ﬁbres élastiques, diﬀérentes cellules dont
les ﬁbroblastes, des vaisseaux de petit diamètre, et des nerfs "libres" et des nerfs reliés
à diﬀérents corpuscules sensoriels. L'hypoderme est une couche graisseuse où se trouvent
vaisseaux et nerfs.
La peau assure diﬀérentes fonctions :
• Une fonction d'échanges en intervenant dans la régulation de la température corporelle.
• Une fonction sensorielle par le biais de divers récepteurs (chaleur, froid, toucher, douleur
et prurit).
• Une fonction métabolique, dont la synthèse de la vitamine D2 sous l'action des Ultra-
Violets B (UVB) dans la partie profonde de l'épiderme.
• une fonction d'auto-réparation (cicatrisation) et de régulation de la teneur en eau : elle
limite les risques de déshydratation et constitue une barrière eﬃcace face aux agressions
externes.
• Une fonction de souplesse et d'élasticité : l'épiderme est peu élastique, son rôle étant
de protéger les couches profondes. La couche basale qui sépare l'épiderme du derme est
ondulée ce qui permet la transmission des déformations de la surface de la peau jusqu'au
208
A.2. VIEILLISSEMENT CUTANÉ ET FACTEURS INFLUENÇANT L'ASPECT
CUTANÉ
derme. Cette couche s'aplatit progressivement avec l'âge : elle devient plate vers 60-70 ans
accompagnant une diminution de l'épaisseur de l'épiderme et une perte d'élasticité et de
souplesse.
• Une fonction de protection contre les agressions extérieures : aux agressions mécaniques,
chimiques et microbiennes, au rayonnement solaire et à la chaleur. La fonction de photo-
protection et de bronzage peut être résumée de la façon suivante : sous l'action des rayons
solaires l'épiderme s'épaissit, et les mélanocytes fabriquent les mélanosomes (phénomène
de bronzage) - la qualité et la quantité de mélanine dépendant des individus (facteur
génétique). Les dendrites des mélanocytes jouent un rôle de parasol en protégeant les
noyaux des kératinocytes de la couche basale.
A.2 Vieillissement cutané et facteurs inﬂuençant l'aspect cu-
tané
Le vieillissement cutané est un processus plurifactoriel complexe, qui découle de deux
processus : le vieillissement chronologique encore appelé intrinsèque pouvant être consi-
déré comme programmé génétiquement qui touche l'ensemble du revêtement cutané, et le
vieillissement actinique lié à l'action néfaste des rayons ultraviolets au niveau des zones
cutanées exposées. La ménopause chez la femme accentue le vieillissement en raison des
modiﬁcations du statut hormonal.
A.2.1 Vieillissement intrinsèque
Le vieillissement intrinsèque est responsable de nombreuses modiﬁcations épidermiques
parmi lesquelles : une diminution de l'épaisseur de la peau liée à un aplatissement de la
jonction dermoépidermique et une perte des expansions dermiques, et une diminution de
la teneur en lipides, du nombre de mélanocytes et de cellules de Langerhans. Le derme
s'atrophie aussi avec l'âge : le nombre et la taille des ﬁbroblastes dermiques diminuent,
les ﬁbres élastiques sont altérées et on constate entre autres choses une diminution de
la microvascularisation dermique. Les manifestations cliniques majeures du vieillissement
cutané chronologique concernent la formation de rides et la perte d'élasticité. Les manifes-
tations cliniques du photovieillissement cutané font apparaître une peau épaissie, rugueuse,
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jaunâtre et hyperlaxe. On note l'apparition de ridules puis de rides profondes, des télan-
giectasies (atteintes vasculaires au niveau du derme), des taches pigmentaires témoins des
altérations des mélanocytes, et une hyperplasie sébacée constituée de multiples papules
jaunes, molles, ombiliquées en leur centre. Le vieillissement hormonal est lui aussi res-
ponsable de modiﬁcations cutanées : diminution de l'épaisseur de la peau, du contenu en
collagène dermique, de la prolifération des kératinocytes et des ﬁbroblastes, de la vascu-
larisation cutanée, de l'hydratation cutanée et de la secrétion sébacée. Ces modiﬁcations
sont donc proches des conséquences du vieillissement chronologique et diﬀérentes de celles
du photovieillissement.
A.2.2 Photo-vieillissement
Modiﬁcations histologique et clinique de la peau lors du photo-vieillissement
Le photo-vieillissement se superpose au vieillissement intrinsèque et engendre également
des modiﬁcations de l'épiderme et du derme. L'épiderme devient irrégulier, parfois atro-
phié, parfois hyperplasique. Le nombre de cellules de langerhans diminue tandis que le
nombre de mélanocytes hyperplasique augmente. Le tissu conjonctif dermique est altéré.
La microvascularisation est déteriorée (perte des plexus papillaires avec aplatissement des
crêtes papillaires mais également vaisseaux dilatés et élargis dans le derme papillaire et
le derme moyen). Le collagène diminue et le tissu élastique dystrophique s'accumule. Le
photo-vieillissement cutané se caractérise alors par une peau plus épaisse (élastose solaire),
rugueuse, jaunâtre et hyperlaxe. Des ridules, puis des rides profondes apparaissent, des té-
langiectasies (reﬂet des altérations vasculaires au niveau du derme), de taches pigmentaires
encore appelées lentigines (témoins des altérations des mélanocytes), et une hyperplasie
sébacée constituée de multiples papules jaunes, molles, ombiliquées en leur centre et de
kératoses actiniques, considérées comme des lésions précancéreuses.
Mécanismes biologiques liés au photo-vieillissement
L'exposition aux radiations UV est considérée comme le principal facteur responsable du
vieillissement extrinsèque. Elle va être à l'origine d'une forte production d'ERO! qui met-
tra à mal les défenses antioxydantes de la peau (Rabe et al. [2006] ; Sage et al. [2012] ; Yaar
210
A.2. VIEILLISSEMENT CUTANÉ ET FACTEURS INFLUENÇANT L'ASPECT
CUTANÉ
and Gilchrest [2007]). Seulement 5 à 10% du rayonnement UVB atteint la surface terrestre
par rapport à 90% des Ultra-Violets A (UVA) mais il est le plus énergétique. Il pénètre
principalement au niveau de l'épiderme où il induit directement des dommages ADN (di-
mères cyclobutane et les photoproduits 6-4) dans les kératinocytes et les mélanocytes. Le
rayonnement UVA, bien que moins énergétique, est reconnu pour être également fortement
impliqué dans le photo-vieillissement. Il pénètre plus profondément que les UVB dans la
peau et peut atteindre le derme profond et le tissu sous cutané (Figure A.2).
Figure A.2  Couches de la peau atteintes par les UV en fonction de leur longueur d'onde
(tirée de Goralczyk and Wertz [2009])
211
A.2. VIEILLISSEMENT CUTANÉ ET FACTEURS INFLUENÇANT L'ASPECT
CUTANÉ
212
Annexe B
Bases de la génétique
Le vivant : protéines et ADN
Les protéines sont des molécules complexes qui interviennent dans tous les mécanismes
moléculaires de développement et de fonctionnement du vivant. Elles sont synthétisées par
les cellules et peuvent avoir des fonctions très diverses : enzymes pour catalyser les réac-
tions biochimiques, hormones pour servir de messagers dans l'organisme, anticorps pour la
défense immunitaire, et bien d'autres formes qu'illustrent les bases de données actuelles où
plusieurs centaines de milliers de protéines sont déjà recensées. Elles jouent donc un rôle
dans notre aspect physique, nos risques de contracter des maladies et la réponse de notre
corps aux stimuli rencontrés dans l'environnement. Une protéine est une chaîne composée
de molécules plus petites, appelées acides aminés, dont l'ordre d'agencement va déterminer
la structure et la fonction au sein de l'organisme. Ce "collier de perles" va de quelques
acides aminés dans le cas de petits peptides à plusieurs milliers pour les plus grosses pro-
téines. Chez l'homme et les mammifères, il y a vingt acides aminés de base. Pour fabriquer
une protéine, la cellule a besoin d'une part des acides aminés et d'autre part d'un schéma
d'assemblage. Les acides aminés proviennent de l'alimentation ou sont néosynthétisés. Leur
enchaînement au sein de la protéine est quant à lui dicté par l'information génétique. Cette
information génétique est constituée d'une molécule bien particulière, l'Acide Désoxyribo-
Nucléique (ADN).
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Structure moléculaire de L'ADN
L'ADN est une très longue séquence de perles appelées nucléotides, qui sont de quatre
natures : Adénine, Thymine, Cytosine et Guanine (ou A, T, G et C). Au début des années
50, deux découvertes majeures ont permis de mieux comprendre sa structure moléculaire.
La première, menée par Chargaﬀ, a montré que quel que soit l'espèce dont on extrait l'ADN,
les quantités de nucléotides A et C sont respectivement égales à celles de T et G. Seul le
rapport (A+T)/(C+G) est susceptible de changer d'une espèce à l'autre. La seconde menée
par Franklin a montré par diﬀraction de rayons X que l'ADN devait avoir une structure
hélicoïdale. Ceci permit ﬁnalement à Watson et Crick d'entrevoir que l'ADN était composée
de deux séquences complémentaires de nucléotides (A <=> T et C <=> G) entrelacées
au sein d'une double hélice (ﬁgure B.1). On a donc commencé à mieux comprendre ses
propriétés : d'un côté, elle stocke le patrimoine génétique, et de l'autre, elle en permet des
copies rapides et robustes durant les phases de réplication cellulaire (mitose). Sa structure
stable permet de minimiser les erreurs de copies tout en laissant une place à l'évolution.
Figure B.1  Représentation d'une portion de la molécule d'ADN. Les nucléotides sont
appariés suivant leur complémentarité. Les deux séquences complémentaires s'entrelacent
pour former une double hélice.
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L'ADN, support de l'information génétique
En informatique, chaque nombre entier est codé en mémoire sur 8 bits de valeurs binaires
0 ou 1. De façon analogue, en génétique, les 20 acides aminés diﬀérents sont codés dans
l'ADN sur 3 nucléotides de valeurs A, T, G ou C. Cette correspondance s'appelle le code
génétique, et permet d'entrevoir le premier rôle de l'ADN : être la mémoire du vivant.
L'ADN correspond donc à une très longue séquence de triplets de nucléotides dont la
lecture dans un sens particulier de certaines régions code l'assemblage d'acides aminés en
protéines. Ces régions codantes sont appelées les gènes (ﬁgure B.2). Chez l'homme, on en
compte de l'ordre de 20 000 à 25 000. Mais paradoxalement, ils ne représentent que 1.5%
des 3 milliards de nucléotides de l'ADN humain (Lander et al. [2001] ; Venter et al. [2001] ;
Collins et al. [2004]).
Pour le moment, on ne comprend que partiellement le rôle des vastes régions intergé-
niques. Les plus connues restent les promoteurs ; des régions régulatrices que l'on trouve
en amont des gènes et sur lesquelles des protéines dites "régulatrices" peuvent se ﬁxer.
Elles permettent à la cellule de contrôler l'expression des gènes. Ce niveau d'expression
dépend généralement de conditions environnementales particulières, comme par exemple,
les stimuli reçus par la cellule, le tissu dans lequel se trouve la cellule, ou le stade de déve-
loppement de l'organisme.
Organisation de l'ADN
L'ensemble des gènes d'un individu est réparti sur plusieurs molécules d'ADN dans la
cellule, chacune sous la forme compacte de chromosome. La position d'un gène est donc
spéciﬁée par le chromosome auquel il appartient et par la distance en nucléotides qui
sépare le début du chromosome du début du gène (ﬁgure B.3). Cette distance est exprimée
en paires de bases (base pairs (bp)) : 1b pour 1 nucléotide, 1 Kilo base (Kb) pour 1000
nucléotides et 1 Million base (Mb) pour 106 nucléotides. L'ensemble des chromosomes d'un
individu, donc l'ensemble de ses gènes, forme son génome. Dans l'exemple, Le gène débute
à peu près à 50 101 Mb et ﬁni à 50 105 Mb : il fait donc 4 Kb soit 4 000 nucléotides.
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Figure B.2  Passage des triplets de nucléotides à la protéine. A. La séquence d'ADN
initiale. B. La séquence sous forme d'ARN : elle commence par un triplet d'initialisation
(AUG) et ﬁni par un triplet stop (UAA). C. Le code génétique qui permet le passage de
l'ARN en acides aminés. D. Les acides aminés sont assemblés en protéine suivant l'ordre
codé par l'ADN.
Figure B.3  Carte génétique centrée sur le gène ApoE! du chromosome 19
.
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L'ADN, support de l'hérédité
Le génome humain est diploïde car il est composé de 22 paires de chromosomes auto-
somiques et d'une paire de chromosomes sexuels (XX pour les femmes et XY pour les
hommes). Lors de la reproduction, chaque parent transmet à ses enfants une version ha-
ploïde de son génome ; c'est-à-dire un chromosome de chacune de ses 23 paires. Le génome
de l'enfant est ensuite formé par l'union des chromosomes parentaux transmis (ﬁgure B.4).
Figure B.4  Les chromosomes chez l'homme. A. Représentation des 23 paires de chromo-
somes du génome humain ; numérotés par taille décroissante. B. En haut, les chromosomes
parentaux, et en bas, les 4 combinaisons possibles pour former les enfants.
ADN : Support de l'évolution
Durant la production des gamètes, deux types de modiﬁcations de l'ADN peuvent survenir,
créant ainsi une variabilité dans les gènes transmis à la génération suivante :
• Les mutations ; des événements très rares d'erreur dans le processus de copie de l'ADN.
Par exemple, un nucléotide A d'une séquence peut être substitué par un nucléotide C
(ﬁgure B.5.A).
• Les recombinaisons ; un brassage des chromosomes parentaux regroupés en paires au
moment de la méiose. Dans la pratique, un parent ne transmet pas à sa descendance un
chromosome entier de chaque paire, mais plutôt un chromosome hybride (ﬁgure B.5.B).
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Figure B.5  A. Exemple de mutation (en noir) intervenant sur un chromosome parental
transmis. B. Exemple de trois recombinaisons chromosomiques.
Le polymorphisme génétique
Les mutations qui peuvent apparaître sur un chromosome vont peu à peu se diﬀuser dans
la population avec les générations successives, surtout celles correspondant à un "avan-
tage sélectif". Certains variants deviennent partagés par de nombreux individus alors que
d'autres disparaissent. Les sites du génome où se concentrent les diﬀérences génétiques
entre individus d'une même population sont les polymorphismes. On estime à l'heure ac-
tuelle qu'ils représentent 1% du génome humain. Les diﬀérentes formes que les séquences
d'ADN prennent au niveau de ces polymorphismes sont les allèles. Un polymorphisme est
biallèlique lorsqu'il possède deux allèles distincts dans la population. Lorsque ce nombre
est plus grand, le polymorphisme est multiallèlique.
L'homme, possédant deux copies de chaque chromosome, a donc deux allèles au niveau
de chaque polymorphisme : c'est son génotype. Si les deux allèles sont identiques, il est
homozygote, dans le cas contraire, il est hétérozygote. Prenons un exemple : imaginons
dans une population, les allèles A et a observés pour un polymorphisme biallèlique donné.
Si un individu de cette population possède deux allèles identiques, son génotype est alors
AA ou aa, et il donc est homozygote. Mais si l'individu possède deux allèles diﬀérents, son
génotype est Aa et il est donc hétérozygote.
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Dans la pratique, il existe diﬀérents types de polymorphismes, correspondant à diﬀé-
rents types d'altérations héritables de l'ADN. On peut citer par exemple les microsatellites ;
des séquences d'ADN formées par la répétition continue d'un motif de quelques nucléotides.
On en trouve environ un tous les 3 à 10 Kb (Cooper and Krawczak [1993]). Ce type de
polymorphisme est généralement multiallèlique car le nombre de répétitions peut beau-
coup varier d'un individu à un autre. Dans la suite, nous nous intéressons plutôt à un
type particulier de polymorphismes : les Single Nucléotide Polymorphisme (SNP). Ce sont
les variations du génome les plus fréquemment rencontrées et les mieux réparties : on en
retrouve dans tous les gènes, promoteurs, régions intergéniques, etc. Ils correspondent à de
simples mutations où un nucléotide a été substitué par un autre (ex : A => T). On estime
de nos jours qu'il existe 10 millions de SNP à travers le génome humain (Gibbs et al. [2003]),
c'est-à-dire un tous les 300 nucléotides en moyenne. Ces 10 millions suﬃsent à capturer
90% de la diversité génétique observée chez l'homme. Les 10% qui restent correspondent
aux microsatellites ou à des variations rares et diverses qui complexiﬁent leur étude. Ces
SNP, très nombreux et uniformément répartis sur tout le génome, constituent de nos jours
le marqueur génétique de prédilection dans les études de populations humaines. Pour une
revue sur les SNP, on peut se référer à l'article de Schork et al. [2000].
Séquençage de l'ADN
Toute la génétique moderne repose avant tout sur notre capacité à observer les données
génétiques. On obtient les séquences d'ADN d'un individu par séquençage. Il a été in-
venté en 1975 indépendamment par l'équipe de Gilbert, aux États-Unis, et celle de Sanger,
en Grande-Bretagne : toutes deux gratiﬁées du prix Nobel en 1980. Avec les années, les
progrès réalisés dans les techniques de biologie moléculaire ont permis d'augmenter consi-
dérablement les débits tout en réduisant les coûts. Les volumes de données séquencés ont
ainsi été démultipliés (ﬁgure B.6). Pour preuve, en 2003, le génome humain a été com-
plètement séquencé par le consortium public international Human Genome Project et la
société privée Celera genomics. Les 3 milliards de nucléotides ont été rendu disponibles
à la communauté scientiﬁque à travers de nombreuses bases de données, dont GenBank
("http ://www.ncbi.nlm.nih.gov/").
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Figure B.6  Représentation entre 1996 et 2004 de l'augmentation du débit de séquençage
et de la baisse des coûts
Les SNP étant des marqueurs privilégiés, beaucoup d'attention est portée au génoty-
page, dont le but est d'obtenir les deux allèles d'un individu au niveau de certains SNP
connus, c'est-à-dire le génotype (ﬁgure B.7). A l'heure actuelle, des sociétés comme Illu-
mina et Aﬀymetrix proposent des puces permettant d'obtenir facilement les génotypes de
plusieurs dizaines d'individus sur plusieurs centaines de milliers de SNP à travers tout le
génome, sans pour autant avoir besoin de séquencer systématiquement les 3 milliards de
nucléotides.
Figure B.7  Chromatogramme de séquençage sur 27 nucléotides, dont un SNP hétéro-
zygote (T/G).
220
Annexe C
Présentation de l'étude SU.VI.MAX
et pré-traitements des données
réalisés en amont de la thèse
C.1 Présentation de l'étude SU.VI.MAX
L'étude SU.VI.MAX (acronyme pour "SUpplémentation en VItamines et Minéraux
AntioXydants") est une étude épidémiologique d'intervention nutritionnelle qui s'est inté-
ressée aux grandes pathologies chroniques caractéristiques des pays industrialisés, réalisée
à l'échelon national (Hercberg et al. [1998b] ; Hercberg et al. [1998a]). Les sujets ont été
recrutés sur une base de volontariat en fonction du sexe, et de certaines variables (catégorie
socio-professionnelle, comportement vis à vis du tabac, lieu d'habitation) permettant d'ap-
procher la constitution de la cohorte de celle de la population générale française. L'objectif
principal de l'étude SU.VI.MAX (1994-2002) était de mesurer l'impact d'une supplémen-
tation en vitamines et minéraux antioxydants sur l'incidence des cancers et des maladies
cardio-vasculaires. L'étude réalisée était randomisée en double aveugle, testant l'eﬀet d'une
supplémentation journalière en minéraux et vitamines antioxydants à des doses nutrition-
nelles  1 à 3 fois les apports nutritionnels recommandés versus placebo. L'attribution
du traitement était stratiﬁée sur le sexe, l'âge, le tabagisme et le lieu de résidence. Le
nombre de sujets nécessaire a été estimé entre 12 500 et 15 000 selon les diﬀérentes hypo-
thèses envisagées. Les trois principaux critères de jugement étaient la mortalité générale,
l'incidence de cancers tous sites confondus et l'incidence des maladies cardiovasculaires is-
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chémiques. L'objectif de l'étude SU.VI.MAX était également de préciser les relations entre
alimentation et santé. L'étude a été approuvée par le comité d'éthique pour les études
sur l'homme (Comité Consultatif de Protection des Personnes dans la Recherche Biomédi-
cale (CCPPRB) no706) de Paris-Cochin, et la Commision Nationale de l'Informatique et
des Libertés (CNIL) (no334641) qui implique que toutes les informations médicales sont
conﬁdentielles et anonymes.
L'inclusion des sujets adultes volontaires dans l'étude a commencé en octobre 1994.
Suite à une campagne multimédia menée de mars à juin 1994 79 976 candidats se sont dé-
clarés volontaires. Un mailing contenant une information détaillé sur l'étude SU.VI.MAX,
15 capsules du traitement, un questionnaire et une demande de consentement éclairé ont
été envoyés à chacun des candidats. Seulement 1/4 des dossiers (n=21 481) ont été cor-
rectement renseignés et rentournés. Pour être déﬁnitivement éligibles, les sujets devaient
être dans la tranche d'âge déﬁnie, soit [35-60] pour les femmes et [45-60] pour les hommes,
se déclarer ne pas être atteint de pathologie sévère qui puisse restreindre leur participa-
tion pendant la durée de l'étude, ne prendre aucun supplément contenant des vitamines
ou minéraux étudiés, ne manifester aucune inquiétude ou réticence à se conformer aux
contraintes du protocole, en particulier à recevoir un placebo, et n'exprimer aucune moti-
vation ambiguë ou comportement obsessionnel concernant l'alimentation et la santé. Après
vériﬁcation des critères d'inclusion 14 412 ont été retenus. En réalité, seuls 13 017 sujets
ont été inclus entre octobre 1994 et avril 1995. Parmi eux, 270 sujets (2% ; dont 115 dans
le groupe antioxydant et 155 dans le groupe placebo) ont rompu leur consentement le jour
de l'enrôlement au sein de la cohorte ou dans les 3 jours qui ont suivi. Tout au long de
l'étude, des données cliniques et biologiques ont été collectées aﬁn de pouvoir vériﬁer la
compliance des sujets à la supplémentation et d'évaluer leur état de santé. Une fois par an,
un examen clinique ou biologique (en alternance) a été réalisé par les équipes médicales
de SU.VI.MAX. Chaque participant devait choisir parmi une des 65 principales villes fran-
çaises pour réaliser sa visite annuelle. En fonction de la ville, la visite avait lieu soit dans
un centre de médecine préventive soit dans une des deux unités mobiles SU.VI.MAX qui
sillonnaient la France. Lors du bilan clinique, un certain nombre de tests de dépistage des
cancers étaient réalisés (recherche de sang dans les selles, mammographie pour les femmes
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de plus de 50 ans, frottis cervical pour les femmes n'en ayant pas eu dans l'année. . . ), ainsi
qu'un électrocardiogramme, une mesure de la pression artérielle, un examen clinique et des
mesures anthropométriques. En cas d'anomalie aux tests de dépistage, un contact se faisait
avec les structures de soins en charge des sujets aﬁn d'assurer le suivi des investigations
complémentaires et documenter les diagnostics. Lors du bilan biologique, un prélèvement le
matin à jeun de 35 ml de sang était réalisé aﬁn d'eﬀectuer diﬀérents dosages (bêta-carotène,
rétinol, vitamine C, vitamine E, zinc et sélénium sériques, hémoglobine, glycémie, iodurie,
cholestérol total, triglycérides, apolipoprotéines A1 et B). De plus, tous les événements liés
à la santé étaient recueillis chaque mois. Toutes les consultations et hospitalisations étaient
ainsi analysées et ont fait l'objet d'investigations détaillées par les médecins de l'équipe
SU.VI.MAX aﬁn de documenter ces événements médicaux.
C.2 Calcul des scores de vieillissement
Le score de rides a été calculé comme indiqué ﬁgure C.1.
Figure C.1  Calcul du score de rides (entre 0 et 10)
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Le score de relâchement a été calculé comme suit (voir ﬁgure C.2) :
Figure C.2  Calcul du score de relâchement (entre 0 et 10)
Le score de lentigines a été calculé comme suit (voir ﬁgure C.3) :
Figure C.3  Calcul du score de lentigines (entre 0 et 10)
C.3 Génotypage et contrôle qualité
C.3.1 Génotypage
Les individus ont été génotypées avec la puce Illumina Inﬁnium HumanOmni1-Quad
contenant 1 140 419 marqueurs (SNPs). L'ADN génomique (250 ng) a été ampliﬁé, frag-
menté, dénaturé et hybridé sur la puce pendant au moins 16 heures à 48C. Les fragments
hybridés de manière non spéciﬁque ont été éliminés après lavage et les SNPs restants ont
été labellisés par ﬂuorescence par extension d'une simple base et ensuite lus avec un scanner
IScan (Illumina). Les intensités de ﬂuorescence ont ensuite été normalisées et l'inférence
des SNPs a été eﬀectuée à l'aide du logiciel GenomeStudio (v 1.6.3 ; Illumina).
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C.3.2 Contrôle de qualité du génotypage
Seuls les SNPs ont été considérés dans la suite des analyses les 91 706 Copy Number
Variations (CNVs) ayant été écartés. De plus, 2 182 SNPs se situant sur le chromosome
Y ont été exclus, la population étant composée uniquement de femmes. Par la suite, un
ﬁltrage des données en trois étapes a été réalisé :
• Analyse BeadStudio : Les données brutes issues du génotypage ont été analysées
à l'aide du logiciel Illumina BeadStudio v3.1 et ﬁltrées selon plusieurs paramètres.
Dans un premier temps les génotypes sont attribués d'après une classiﬁcation fournie
par Illumina générée sur une population caucasienne. Cette étape assure la robus-
tesse des génotypes attribués. Ensuite, les individus avec un "call rate" (pourcentage
de SNPs génotypés par individu) inférieur à 95% sont éliminés. D'autre part, les
SNPs avec un "call frequency" (pourcentage d'individus génotypés par SNP) infé-
rieur à 99% ont été re-classiﬁés. Après la re-classiﬁcation, les individus avec un "call
rate" inférieur à 98% ont été supprimés. Ainsi neuf participantes ont dû être écar-
tées de la suite des analyses, réduisant la taille de l'échantillon à 520 femmes. Les
étapes de classiﬁcation peuvent induire des erreurs dans l'attribution des génotypes
évitables en suivant la procédure mise en place par Illumina. Cette procédure per-
met d'évaluer la qualité de la re-classiﬁcation selon diﬀérents critères qui peuvent
être corrigés manuellement si nécessaire. Enﬁn, les SNPs avec un "call frequency"
inférieur à 98% (i.e. un taux de données manquantes >2%) ont été exclus, soit 56
479 SNPs. L'ensemble de ces étapes assure des données de génotypage ﬁables avec
peu de données manquantes. Cette méthode a été utilisée sur nos données et dans
de nombreuses études (Le Clerc et al. [2009], Limou et al. [2009], Limou et al. [2010]).
• Equilibre d'Hardy-Weinberg : La loi de Hardy-Weinberg postule que la diversité
génétique de la population se maintient et tend vers un équilibre stable des fréquences
des allèles et des génotypes au cours des générations (Weinberg [1908], Hardy [1908]).
Cet équilibre est observé si les hypothèses suivantes sont respectées : la population
étudiée est de taille inﬁnie ; absence de migration, mutation et sélection ; la panmixie
(rencontre aléatoire des individus) et la pangamie (rencontre aléatoire des gamètes).
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Dans ce cas d'équilibre, pour un SNP bi-allélique a1/a2 où fa1 est la fréquence de
l'allèle a1 et fa2 = (1− fa1) est la fréquence de l'allèle a2, alors :
- la fréquence du génotype homozygote a1/a1 est de fa21,
- la fréquence du génotype hétérozygote a1/a2 est de 2fa1fa2,
- la fréquence du génotype homozygote a2/a2 est de fa22.
En pratique, cette loi est bien respectée, et un écart à l'équilibre d'Hardy-Weinberg
dans un groupe de patients pour un SNP donné suggère un eﬀet biologique, tandis
qu'une déviation dans un groupe contrôle suggère généralement une erreur de gé-
notypage. La déviation de l'équilibre de Hardy-Weinberg a été évaluée pour chaque
SNP dans chaque groupe en comparant la répartition des fréquences génotypiques
observées et des fréquences génotypiques théoriques en utilisant un test statistique
exact (Wigginton et al. [2005]). Les SNPs déviant de cet équilibre dans la population
contrôle (p<10−3) ont été exclus, soit 3 866 SNPs.
• SNPs de faible fréquence : L'élimination des SNPs de faible fréquence est une
étape classique du contrôle qualité assurant la ﬁabilité des données de génotypage
et facilitant l'analyse statistique postérieure. Les SNPs dont la fréquence de l'allèle
mineur est inférieure à 1% dans la population globale ont donc été éliminés, soit un
total de 191 123 SNPs.
En conclusion, nous avons appliqué les seuils standards de contrôle qualité à savoir :
• données manquantes par individu : inférieur à 2% (suppression de 9 individus) ;
• données manquantes par marqueur : inférieur à 2% (suppression de 56 479 SNPs) ;
• seuil au test d'équilibre d'Hardy-Weinberg par marqueur : pvalue < 5.10−3 (suppres-
sion de 3 866 SNPs) ;
• fréquence allélique mineure par marqueur : inférieur à 1% (suppression de 191 123 SNPs).
Par ailleurs, une des 520 femmes restantes s'est présentée avec un léger fond de teint
uniﬁant lors de la prise photographique. La couleur de sa peau étant masquée, les lentigines
n'ont pu être appréciées par le dermatologue. Il a été décidé de l'écarter de toutes les
analyses. Les données génétiques dont nous disposons concernent alors n = 501 femmes
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caucasiennes génotypées sur 795 063 SNPs (tableau ﬁnal de dimension 501 × 795 063).
Cette procédure de ﬁltrage en plusieurs étapes, réalisée sous PLINK (Purcell et al. [2007])
amène ﬁnalement à retenir 795 063 SNPs sur 519 sujets.
C.4 Stratiﬁcation
En génétique la stratiﬁcation désigne un phénomène de "diﬀérenciation" dû à des phé-
nomènes de migrations ancestrales. Ces diﬀérences peuvent être observées à l'échelle conti-
nentale mais aussi à celle de pays voisins comme en Europe (ﬁgure C.4, Novembre et al.
[2008]). La ﬁgure C.4 est un exemple de carte génétique avec les proﬁls génétiques des
Européens. Chaque population est représentée par une couleur spéciﬁque, par exemple
orange pâle pour les français et rose pâle pour les anglais). La répartition des couleurs sur
cette carte (les diﬀérentes populations) correspond de façon spectaculaire à la carte géo-
graphique de l'Europe. Ces proﬁls illustrent l'histoire de déplacement de l'Homo sapiens
sur la planète. Les diﬀérences dans les aspects à la fois physiques et culturelles résultent
de l'adaptation de ces populations au climat et à la géographie.
Pour corriger l'éventuelle stratiﬁcation de notre échantillon au niveau intercontinental,
les génotypes de tous les individus ont été analysés en utilisant le logiciel EIGENSTRAT
issu de la suite EIGENSOFT basé sur une analyse en composantes principales qui permet de
modéliser les diﬀérences ancestrales selon des axes continus de variation (Price et al. [2006]).
Pour ce faire, un jeu de 328 SNPs informatifs de l'origine ancestrale (index de ﬁxation FST!
>0,2) d'après les données Perlegen et distants de plus de 5Mb (aﬁn d'éviter le déséquilibre
de liaison) est sélectionné pour l'ensemble des 519 femmes de l'échantillon. Les génotypes
des individus non apparentés issus des populations du projet HapMap sont également
inclus dans l'analyse aﬁn de séparer au mieux les individus selon leur origine continentale
et exclure ceux d'origine non européenne. Les deux premières passes d'EIGENSTRAT ont
permis de mettre en évidence 18 individus atypiques qui ont été retirés pour la suite de
l'analyse (ﬁgure C.5).
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Figure C.4  Carte génétique à partir de biopuces
Figure C.5  Stratiﬁcation : Identiﬁcations successives des individus "atypiques" à l'aide
de deux ACPs
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De plus, le logiciel STRUCTURE v2.2 basé sur la phylogénie a également été utilisé et
a permis d'identiﬁer 4 individus atypiques déjà inclus dans les 18 individus précédemment
écartés. (Pritchard et al. [2000], Falush et al. [2003]).
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Annexe D
Packages R
L'ensemble des analyses présentées dans le manuscrit a été réalisé à l'aide du logiciel
R. Les programmes des deux nouvelles méthodes développées : GSPCA et ACM sparse
(voir chapitre 2) ont été écris et mis sous la forme d'un package R qui sera soumis très
prochainement au CRAN (The Comprehensive R Archive Network). Les deux fonctions
correspondantes se nomment "GSPCA" et "SMCA".
La comparaison des méthodes régression logique, CART et CHAID dans le chapitre 3 a
été réalisée à l'aide de trois packages R : le package "logicFS" (Schwender [2013a]) pour la
régression logique, la package "rpart" (Therneau et al. [2013]) pour la méthode CART et le
package "CHAID" (Team [2009]), contenant la fonction "chaid", pour la méthode CHAID.
Certaines fonctions du package "logicFS" utlisées dans nos analyses sont détaillées par la
suite. La méthode de régression logistique a été appliquée à l'aide de la fonction "glm" du
package "stats" de R, la random forest à l'aide de la fonction "randomForest" du package
portant le même nom (Liaw and Wiener [2002]), la méthode SVM avec la fonction "svm"
de la librairie "e1071" (Meyer et al. [2012]), et l'analyse discriminante linéaire à partir de la
fonction "lda" de la librairie "MASS" (Venables and Ripley [2002]). Les courbes ROC ont
été tracée à partir des fonctions contenues dans le package "ROCR" (Sing et al. [2005]).
Dans le chapitre 4, la régression elastic net a été réalisée à l'aide du package "glmnet"
(Friedman et al. [2010]) et de la fonction portant le même nom. Le package "FactoMineR"
comprenant la fonction "MCA" a permis de calculer les Analyses des Correspondances
Multiples (Husson et al. [2013]), et le package "ade4" les rapports de corrélations grâce
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à la fonction "dudi.acm" (Dray and Dufour [2007]). La RGCCA dont les résultats sont
présentés section 4.3 a été réalisée grâce au package "RGCCA" et à la fonction du package
portant le même nom (Tenenhaus and Guillemot [2013]). Les intervalles de conﬁance ont
été calculés à l'aide d'une fonction n'étant pas encore incorporée dans le package.
La détection des interactions (voir section refdetectinter) a été possible grâce au pa-
ckage "logicFS" (Schwender [2013a]) qui s'installe à partir des commandes suivantes :
> source("http://bioconductor.org/biocLite.R")
> biocLite("logicFS")
Le codage des SNPs décrit dans le paragraphe 4.4.1.1 du chapitre 4 a été réalisé grâce
à la fonction "make.snp.dummy" du package "logicFS" (Schwender [2013b]). Elle permet
de transformer les SNPs en variables binaires. Par la suite, pour accélérer la recherche des
meilleurs modèles de régression logiques, seulement un petit nombre d'itérations est utilisé
dans le recuit simulé grâce à la fonction "logreg.anneal.control" du package "LogicReg"
(Kooperberg and Ruczinski [2012]). Enﬁn la sélection par régression logique est eﬀectuée
grâce à la fonction "logicFS" suivante :
> log.out<-logicFS(bin.snps,B=20, nleaves=2, anneal.control=my.anneal)
avec bin.snps la table contenant les variables binaires calculées à l'aide de la fonction
"make.snp.dummy" (chaque colonne correspond à une variable binaire, chaque ligne à une
observation), B le nombre d'itérations, nleaves le nombre de branches que l'on considère
(2 branches dans notre cas), anneal.control la liste contenant les paramètres pour le recuit
simulé (liste obtenue grâce à la fonction précédente "logreg.anneal.control"). L'importance
des interactions représentée dans la ﬁgure 4.24 est obtenue grâce à la commande :
> plot(log.out)
Les autres représentations graphiques, telles que les histogrammes ou les ﬁgure de type
"manhattan plot" ont été réalisées grâce à des fonctions R de base (comme la fonction
"hist") et modiﬁées selon le type de données considérées et la représentation voulue.
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Démonstrations
E.1 Démonstration de l'équation (1.28) page 55
Démonstration. Le problème des moindres carrés permet de trouver une matrice d'approxi-
mation de rang inférieur X(1) d'une matrice donnée X. On peut le formuler de la manière
suivante :
arg min
X(1)∈RI×J ,q∈RJ
‖X−X(1)‖22 tel que pTp = 1 et qTq = 1. (E.1)
La matrice X(1) est de la forme pδqT = fqT et l'on veut déterminer le p et q optimal
solution du problème (E.1). L'expression
∥∥X−X(1)∥∥2
2
est égale à :∥∥∥X−X(1)∥∥∥2
2
= tr
(
(X−X(1))T (X−X(1))
)
(E.2)
= tr(XTX−XTX(1) −X(1)TX + X(1)TX(1))
= tr(XTX)− 2 tr(X(1)TX) + tr(X(1)TX(1))
= ‖X‖22 − 2 tr(qfTX) + tr(qfT fqT )
= ‖X‖22 − 2δ tr(qpTX) + δ2 tr(qpTpqT )
= ‖X‖22 − 2δ tr(qpTX) + δ2
car qTq = 1 et pTp = 1 donc fT f = δ2pTp = δ2 . Supposons α et γ ∈ R les multiplicateurs
de Lagrange ; le lagrangien peut alors être écrit de la manière suivante :
L(p,q, α, γ) =
∥∥∥X−X(1)∥∥∥2
2
+ α(pTp− 1) + γ(qTq− 1) (E.3)
= ‖X‖22 − 2δ tr(qpTX) + δ2 + α(pTp− 1) + γ(qTq− 1)
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En ﬁxant chaque dérivée à zéro, on obtient :
∂L
∂p
= −2δXq + 2αp = 0 ⇒ δXq = αp (E.4)
∂L
∂q
= −2δXTp + 2γq = 0 ⇒ δXTp = γq
Cependant, quand X est multipliée à droite et à gauche par un vecteur, la matrice devient
une matrice de rang 1.
δXq = αp ⇔ δpδqTq = αp (E.5)
⇔ δ2p = αp
⇔ δ2 = α
et
δXTp = γq ⇔ δqδpTp = γq (E.6)
⇔ δ2q = γq
⇔ δ2 = γ
Ainsi, on peut réécrire (E.4) :
Xq = δp avec pTp = 1 (E.7)
XTp = δq avec qTq = 1
ce qui implique que (δ,p,q) doit être un triplet singulier de X avec δ une valeur singulière,
p un vecteur singulier gauche et q un vecteur singulier droit. Pour obtenir le minimum de∥∥X−X(1)∥∥2
2
, δ doit être la valeur singulière la plus grande. Le triplet singulier sera celui
correspondant à la plus grande valeur singulière : p = p1 et q = q1, avec X(1) = δ1p1qT1
la meilleure matrice d' approximation de rang 1 de la matrice X.
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E.2 Démonstration de l'équation (2.8) page 83
Démonstration. Le problème des moindres carrés permettant de trouver la meilleure ma-
trice de rang 1 X(1) peut être réécrit sous la forme suivante :
arg min
X(1)∈RI×J ,q∈RJ
∥∥∥X−X(1)∥∥∥2
W
avec pTMp = 1 et qTWq = 1. (E.8)
La matrice X(1) est de la forme fqT et l'on souhaite obtenir le f et le q optimal, solutions
du problème (E.8). L'expression
∥∥X−X(1)∥∥2
W
vaut :
∥∥∥X−X(1)∥∥∥2
W
= tr
(
M
1
2 (X−X(1))W(X−X(1))TM 12
)
(E.9)
= tr
(
M
1
2 (XW −X(1)W)(X−X(1))TM 12
)
= tr
(
M
1
2 (XWXT −XWX(1)T −X(1)WXT + X(1)WX(1)T )M 12
)
= tr
(
M
1
2 (XWXT − 2X(1)WXT + X(1)WX(1)T )M 12
)
= tr
(
M
1
2XWXTM
1
2 − 2M 12X(1)WXTM 12 + M 12X(1)WX(1)TM 12
)
= tr(M
1
2XWXTM
1
2 )− 2 tr(M 12X(1)WXTM 12 ) + tr(M 12X(1)WX(1)TM 12 )
= ‖X‖2W − 2 tr(M
1
2pδqTWXTM
1
2 ) + tr(M
1
2pδqTWqδpTM
1
2 )
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM
1
2 ) + δ2 tr(M
1
2ppTM
1
2 )
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM
1
2 ) + δ2.
car pTMp = 1 et qTWq = 1. Supposons α et γ ∈ R les multiplicateurs de Lagrange ;
alors le lagrangien s'écrit :
L(p,q, α, γ) =
∥∥∥X−X(1)∥∥∥2
W
+ α(pTMp− 1) + γ(qTWq− 1) (E.10)
= ‖X‖2W − 2δ tr(M1/2pqTWXTM1/2) + δ2
+ α(pTp− 1) + γ(qTq− 1).
Si l'on ﬁxe les dérivées à zéro :
∂L
∂p
= −2δMXWq + 2αMp = 0 ⇒ δMXWq = αMp (E.11)
∂L
∂q
= −2δWXTMp + 2γWq = 0 ⇒ δWXTMp = γWq
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Cependant,
δMXWq = αMp ⇔ δMpδqTWq = αMp (E.12)
⇔ δ2Mp = αMp
⇔ δ2 = α
et
δWXTMp = γWq ⇔ δWqδpTMp = γWq (E.13)
⇔ δ2Wq = γWq
⇔ δ2 = γ
On a alors :
Xq = δp avec pTp = 1 (E.14)
XTp = δq avec qTq = 1
ce qui implique que (δ,p,q) doit être le triplet singulier de X et δ la plus grande valeur
propre. De la même manière que dans la section 1.1.2.3, on conclut que p = p1 et q = q1,
avec X(1) = δ1p1q1 = f1q1 la meilleure approximation de la matrice X.
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A Genome-Wide Association Study in Caucasian
Women Points Out a Putative Role of the
STXBP5L Gene in Facial Photoaging
Sigrid Le Clerc1,11, Lieng Taing1,11, Khaled Ezzedine2,3, Julie Latreille4,12, Olivier Delaneau1,5, Toufik Labib1,
Ce´dric Coulonges1, Anne Bernard4,12, Safa Melak1, Wassila Carpentier6, Denis Malvy2,7, Randa Jdid4,12,
Pilar Galan2, Serge Hercberg2,8, Frederique Morizot4,12, Christiane Guinot4,9,12, Erwin Tschachler4,10,11,12
and Jean F. Zagury1,11
A genome-wide association study (GWAS) was conducted on 502 French middle-aged Caucasian women to
identify genetic factors that may affect skin aging severity. A high-throughput Illumina Human Omni1-Quad
beadchip was used. After single-nucleotide polymorphism (SNP) quality controls, 795,063 SNPs remained for
analysis purposes. Possible stratification was first examined using the Eigenstrat method, and then the relation-
ships between genotypes and four skin aging indicators (global photoaging, lentigines, wrinkles, and sagging)
were investigated separately by linear regressions adjusted on age, smoking habits, lifetime sun exposure,
hormonal status, and the two main Eigen vectors. One signal passed the Bonferroni threshold (P¼ 1.53 10 8)
and was significantly associated with global photoaging. It was also correlated with the wrinkling score and the
sagging score. According to HapMap, this SNP, rs322458, was in linkage disequilibrium (LD) with intronic SNPs of
the STXBP5L gene, which is expressed in the skin. In addition, it was also in LD with another SNP that increases the
expression of the FBXO40 gene in the skin. These two genes, which were not previously described in the context
of aging, may constitute good candidates for the investigation of molecular mechanisms of skin photoaging.
Journal of Investigative Dermatology advance online publication, 6 December 2012; doi:10.1038/jid.2012.458
INTRODUCTION
Similar to other organs, skin ages owing to passage of time.
Skin aging is influenced both by inherited intrinsic factors and
by extrinsic or environmental factors, such as chronic UV
exposure and smoking (Malvy et al., 2000; Yaar and Gilchrest,
2007). Intrinsic aging is an ineluctable process and is due to
the genetically determined natural degeneration of the cell
functioning and loss of extracellular matrix with age (Yaar and
Gilchrest, 1990). Its clinical phenotype on the skin is mainly
characterized by fine wrinkles and dry, thin, and pale skin
(Fisher et al., 2002; Makrantonaki and Zouboulis, 2007).
The main factor responsible for extrinsic aging of the skin is
UVR. UV-induced skin aging or photoaging is defined as the
premature occurrence of signs of aging on the skin, and
presents with characteristic morphological changes of both the
epidermal and dermal compartments (Rabe et al., 2006; Yaar
and Gilchrest, 2007). A number of hereditary phenotypic
features influence the severity of photoaging, most notably
skin color (Kligman and Kligman, 1999; Malvy et al., 2000),
and skin phototype (Fitzpatrick, 1988). Individuals with dark
phototypes (III–IV) commonly exhibit more ‘‘hypertrophic
responses’’ such as deep wrinkling, coarseness, and lenti-
gines, whereas fair phototype individuals (I–II) generally show
fewer wrinkles with epidermal atrophy, focal depigmentation,
as well as dysplastic changes, such as actinic keratosis,
nonmelanoma, and melanoma skin cancers (Rabe et al.,
2006; Yaar and Gilchrest, 2007; Puizina-Ivie´, 2008).
Up to now, the exploration of the genes affecting skin aging
has remained limited to MC1R gene (Elfakir et al., 2010;
Suppa et al., 2011), or to genes involved in genetic
pathologies with accelerated skin aging (Rooryck et al.,
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2008; Soufir et al., 2010). A candidate gene approach
has previously established associations between MC1R gene
variants, particularly loss-of-function variants, with an
increased risk of severe photoaging (Elfakir et al., 2010). In
addition, a few studies conducted in twin cohorts have
explored the associations between environmental factors,
skin aging, and gene expression (Plomin et al., 1994; Shekar
et al., 2005, 2006; Christensen et al., 2009).
To unravel new genetic associations with skin aging in a
systematic way, we have undertaken a genome-wide study on
a well-defined sample of Caucasian women from the SU.VI.-
MAX (SUpple´mentation en VItamines et Mine´raux Anti-
oXydants (Antioxidant Vitamin and Mineral Supplementation))
cohort (Hercberg et al., 2004). To the best of our knowledge,
no genome-wide association study (GWAS) targeting skin
aging in middle-aged women of European-derived ancestry
has been previously reported.
RESULTS
Using the Illumina HumanOmni1-Quad BeadChips, we con-
ducted a GWAS by testing associations between single-
nucleotide polymorphisms (SNPs) and global skin photoaging
on a large sample of French middle-aged women from
the SU.VI.MAX cohort. After the various quality-control tests
(see Materials and Methods), 795,063 genotyped SNPs were
available for 502 women.
Table 1 describes the sample of women according to the
severity of photoaging. We also computed the correlations
between the age and the outcome variables (Table 2). We
found that the correlations with age were all statistically
significant (Po0.0001): 0.56 for the grade of photoaging,
0.61 for the score of wrinkling and the score of sagging, and
0.27 for the score of lentigines. Similarly, the correlations
between the grade of photoaging and the other outcome
variables were also statistically significant (Po0.0001): 0.78
for the score of wrinkling, 0.66 for the score of sagging, and
0.31 for the score of lentigines; the correlation between the
score of wrinkling and the score of sagging reached 0.71
(Po0.0001; Table 2).
Our core association analysis focused on genotypic associa-
tions obtained using linear regressions, after correction
for stratification and nongenetic skin aging factors. Figure 1
presents the distribution of the P-values obtained for each SNP
along the chromosomes (Manhattan plot). One SNP located
on the chromosome 3 (locus 3q13.33), rs322458, passed the
Bonferroni threshold (6.28 108) with P¼1.53108.
According to HapMap, this SNP is in linkage disequilibrium
(LD) with five SNPs positioned in intronic regions of the
STXBP5L gene (rs470647, rs612545, rs617332, rs645045, and
rs1795413), and with two intergenics SNPs (rs377374 and
rs450614; Figure 2). A more refined analysis suggested that
the effect was likely recessive. Indeed, when regrouping the
individuals according to their grade of skin photoaging,
the frequency of the homozygous rs3224587-AA genotype
was clearly inversely proportional with photoaging
severity (Figure 3): from 28% of homozygous subjects among
grade 1 to 4% among grade 5. To further investigate the
rs322458 SNP, we assessed its putative impact on each
phenotype: lentigines, wrinkling, and sagging. No relationship
was found with the lentigines score (P¼ 0.63), whereas
significant links were found with wrinkling and sagging scores
(respectively, P¼ 5.6105 and P¼1.76 104).
Moreover, bioinformatics databases were investigated for
possible associations between SNPs and mRNA expression,
regulation (splicing, polyadenylation, and miRNA), and also
for putative transcription binding sites. According to Genevar
(Nica et al., 2011), the genotype rs470647-AA (rs470647 is in
LD with the rs322458; see Figure 2) increases the expression
in skin of a neighboring gene, FBXO40 (P¼6104;
Figure 4). The rs470647 SNP and FBXO40 are at a distance
of 683kb.
To further investigate other possible associations, we also
computed all the haplotypes based on two SNPs derived from
both STXBP5L and FBXO40 genes. Only three haplotypes
were strongly associated with photoaging (Figure 4) and they
implicated the rs322458 SNP. These haplotypes involved
one exonic SNP and one 30-untranslated region of the
STXBP5L gene (respectively, rs17740066, P¼6.27109
and rs6782033, P¼3.96 109), and one intronic SNP
of the FBXO40 gene (rs6775899, P¼ 9.5210 10). The
rs17740066 and rs6782033 SNPs were in partial LD with
rs322458 (D0 ¼1); in other words, the G allele frequency of
rs322458 SNP was identical with that of the haplotypes GG
(rs322458–rs17740066) and GA (rs322458–rs6782033). Inter-
estingly, the rs17740066 SNP corresponds to the Val855Ile
protein variation and rs6782033 SNP corresponds to a
putative binding site for a miRNA (hsa-mir-892b; Figure 4).
There was no LD between the two SNPs, rs6775899
and rs322458 (r2¼0.014 and D0 ¼ 0.2). However, the GA
haplotype (rs322458–rs6775899) also exhibited a significant
P-value (P¼9.521010), suggesting it might also be a
haplotype of interest.
DISCUSSION
We have described here a GWAS investigating possible
associations between SNPs and global skin photoaging. This
research yielded an association for the rs322458 SNP con-
nected to the STXBP5L gene with severity of skin photoaging,
the rs322458-AA genotype being inversely linked with the
severity of skin aging. This SNP was also associated with the
wrinkle and sagging scores that are defined independently
from the grade of photoaging, but it was not associated with
the lentigines score, suggesting that: (1) its role in photoaging
does not include pigmentary disorders; and (2) molecular
mechanisms might be shared by sagging and wrinkling.
According to the HapMap database, this SNP is also poly-
morphic in the Asian and African populations, and thus it
would also be worth investigating these populations. As for
any GWAS, additional genetic studies will be needed to affirm
this association.
Another alias for STXBP5L is LLGL4, as it is homologous to
the Lethal giant larvae (Lgl) drosophila gene (Katoh and
Katoh, 2004). The protein coded by STXBP5L contains five
WD40 repeats (or b-transducin repeats) and a C-terminal
syntaxin-binding (STXB) domain. Lgl regulates epithelial
polarity and, when mutated, may lead to tumor-like
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phenotype development. According to bioinformatics analysis
(UniProt, 2011), STXBP5L seems to be implicated in vesicle
trafficking and could have a role in exocytosis ( (Katoh and
Katoh, 2004; UniProt, 2011). Interestingly, STXBP5L has
previously been associated with liver fibrosis risk in
Caucasians and with chronic hepatitis C infection (Li et al.,
2009). STXBP5L is expressed in several tissues, including the
skin (Safran et al., 2010), and is also expressed in lung
carcinoid and germ cell tumors (Katoh and Katoh, 2004).
Bioinformatics database exploration pointed out the
possible role of the SNP rs322458 in the skin expression of
a neighboring gene, FBXO40. Haplotype analysis of the
Table 1. Description of the population according to photoaging severity
Photoaging severity
Grade 1 Grade 2 Grade 3 Grade 4 Grade 5/6 1
N¼ 43 N¼ 86 N¼174 N¼ 150 N¼49 Total, N¼ 502 P-value of test
Age (years) 50.1±4.22 54.1±5.0 56.8±5.5 60.9±5.6 62.6±5.2 57.6±6.4 o0.00013
Lifetime sun exposure (score) 5.3±3.4 5.1±3.5 5.2±3.6 5.5±3.5 5.5±3.5 5.3±3.5 0.843
BMI classification 0.494
Normal 28 (8.4)5 57 (17.0) 121 (36.1) 94 (28.1) 35 (10.4) 335 (66.7)
Overweight 9 (7.4) 19 (15.6) 37 (30.3) 45 (36.9) 12 (9.8) 122 (24.3)
Obese 6 (13.3) 10 (22.2) 16 (35.6) 11 (24.5) 2 (4.4) 45 (9.0)
Hormonal status o0.00014
Nonmenopausal 27 (28.7) 24 (25.5) 32 (34.0) 9 (9.6) 2 (2.2) 94 (18.7)
Menopausal with HRT 9 (3.4) 40 (15.3) 98 (37.4) 92 (35.1) 23 (8.8) 262 (52.2)
Menopausal without HRT 7 (4.8) 22 ( 15.1) 44 (30.1) 49 (33.6) 24 (16.4) 146 (29.1)
Smoking habits 0.614
Never 23 (8.0) 45 (15.7) 100 (35.0) 86 (30.1) 32 (11.2) 286 (57.0)
Former smoker 15 (9.3) 34 (21.3) 50 (31.2) 47 (29.5) 14 (8.7) 160 (31.9)
Current smoker 5 (8.9) 7 (12.5) 24 ( 42.8) 17 (30.4) 3 (5.4) 56 (11.1)
Eye color 0.214
Blue/gray 14 (10.3) 18 (13.2) 50 (36.8) 36 (26.5) 18 (13.2) 136 (27.2)
Green/hazel/brown/black 28 (7.8) 68 (18.7) 122 (33.6) 114 (31.4) 31 (8.5) 363 (72.8)
Hair color at 20 years 0.084
Blond/red 4 (3.7) 20 (18.6) 40 (37.0) 28 (25.9) 16 (14.8) 108 (21.6)
Light and dark brown/black 38 (9.7) 66 (16.9) 132 (33.8) 122 (31.2) 33 (8.4) 391 (78.4)
Skin color without tanning 0.784
Fair 35 (9.0) 65 (16.8) 136 (35.0) 113 (29.2) 39 (10.0) 388 (77.8)
Dark 7 (6.3) 21 (18.9) 36 (32.4) 37 (33.3) 10 (9.0) 111 (22.2)
History of facial freckles 0.404
No 25 (8.5) 55 (18.7) 104 (35.4) 87 (29.6) 23 (7.8) 294 (58.9)
Yes 17 (8.3) 31 (15.1) 68 (33.2) 63 (30.7) 26 (12.7) 205 (41.1)
Suntan intensity 0.714
None/slight/light 23 (7.7) 49 (16.3) 101 (33.7) 96 (32.0) 31 (10.3) 300 (60.1)
Dark/very dark 19 (9.5) 37 (18.6) 71 (35.7) 54 (27.2) 18 (9.0) 199 (39.9)
Sunburn event frequency 0.744
None/rare 28 (7.8) 61 (17.0) 123 (34.4) 113 (31.6) 33 (9.2) 358 (71.7)
Frequent/constant 14 (9.9) 25 (17.7) 49 (34.8) 37 (26.2) 16 (11.4) 141 (28.3)
Abbreviations: BMI, body mass index; HRT, hormonal replacement therapy.
1As a single woman had grade 6, she had been grouped with grade 5 individuals.
2Mean ±SD.
3Analysis of variance (ANOVA) test.
4The w2 test.
5Frequency and (%): because of possible missing values, the sum of the cell frequencies can be smaller than the total indicated in the top of the columns.
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STXBP5L and FBXO40 gene region also revealed positive
signals (PB10 9), bringing up a second hypothesis in which
rs3322458 G allele in the dominant mode, possibly in
combination with other alleles, might be implicated in the
phenotype.
FBXO40 encodes a protein characterized by a 40 amino-
acid F-box motif. This gene is expressed specifically in the
muscle (Ye et al., 2007), may function as a regulator involved
in the postnatal myogenesis (Ye et al., 2007), and has a role in
muscle hypertrophy (Shi et al., 2011). F-box proteins are
involved in the SCF (Skp, Cullin, F-box containing) complex,
known to act as protein–ubiquitin ligases (Skowyra et al.,
1997), and a recent study demonstrated that the SCF–F-box40
complex prevented skeletal muscle hypertrophy by limiting
the IGF1 pathway in the muscle (Shi et al., 2011).
Both STXBP5L and FBXO40 were not known before for any
skin function. How could they affect skin aging? FBXO40 is
linked with the IGF1 pathway known for its role in inflamma-
tion, and its direct link with myogenesis could also explain its
impact on wrinkling and sagging severity. Knowing that
Table 2. Correlation coefficients between age and
outcome variables
Age
Score of
wrinkling
Score of
sagging
Score of
lentigines
Grade of
photoaging
Age 1 0.61 0.61 0.27 0.56
Score of
wrinkling
1 0.71 0.31 0.78
Score of
sagging
1 0.26 0.66
Score of
lentigines
1 0.31
Grade of
photoaging
1
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Figure 1. Manhattan plot of the association study with the photoaging score.
Distribution of  log10(P) obtained for the associations tested between the
genotypes and skin photoaging, according to Larnier’s scale, along the human
chromosomes (Manhattan plot).
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Figure 2. Genetic map of the STXBP5L gene. The single-nucleotide
polymorphisms (SNPs) in high linkage disequilibrium (LD) with the SNP
rs322458 are in red, and the exonic SNPs genotyped in the study are in black.
The LD map (providing the r2 coefficient between SNPs) is given below the
genetic map. The SNP rs322458 is flagged with an asterisk (*).
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Figure 3. Distribution of the rs322458 genotypes in function of the
photoaging severity.
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photoaging is intimately associated with the occurrence of
dysplastic skin changes, such as actinic keratosis as well
as nonmelanoma and melanoma skin cancer, it is striking to
see that STXBP5L has been linked to cancer (Katoh and
Katoh, 2004; Li et al., 2009). Therefore, the search for gene
polymorphisms involved in photoaging may also help to
identify risk factors for skin carcinogenesis.
MATERIALS AND METHODS
Study design and population
A cross-sectional study was conducted to investigate skin aging
in the context of the SU.VI.MAX cohort, a longitudinal cohort study,
conducted in French middle-aged adults (Hercberg et al., 1998). The
protocol was approved by the Hospital Medicals Ethics Committee of
Paris-Cochin (CCPPRB no. 706) and the ‘‘Commission Nationale de
l’Informatique et des Liberte´s’’ (CNIL no. 334641). The study was
conducted according to the Declaration of Helsinski Principles. All
participants gave their written, informed consent. The SU.VI.MAX
cohort included 13,017 volunteers who were representative of the
French adult middle-aged population for most sociodemographic
features (Hercberg et al., 2004).
This study was conducted in the autumn/winter of 2002–2003. All
women living in the Paris area were requested to participate in this
research. Among them (n¼ 2,257), 570 women, aged 44–70 years,
agreed to take part in this study and provided informed consent.
The participants were asked to follow specific skin care instructions;
notably, application of detergents or cosmetics to the face was not
authorized for at least 12hours before the study visit. On the day
of the visit, they were first asked to complete a self-administered
questionnaire related to lifetime sun exposure behavior. Subse-
quently, three standardized, high-resolution digital images
(2,008 3,032 pixels) of the face were taken for each participant
(one frontal view of the face and one of each profile), using a Kodak
DCS 760 digital camera with a 105mm camera lens (Kodak, Paris,
France). The camera was mounted on a monopod and a specifically
developed chair was used to allow standardized positions of the
camera with respect to the face. Lighting conditions were standar-
dized by means of two symmetrical lamps, which provided a
continuous daylight spectrum, placed at 451 to each side of the face.
Finally, a blood sample was collected for genetic analysis.
Assessment of skin aging features
The facial photographs was examined for each woman by a
dermatologist, and the severity of global skin photoaging was rated
using a six-grade ordinal scale (Larnier et al., 1994), each grade being
depicted by three reference photographs that illustrate the diversity
and range of pigmentation disorders, wrinkling, and sagging. In
addition, the severity of 12 age-related skin features was also
assessed on forehead and on cheeks using specific ordinal
photographic scales (Morizot et al., 2002).
Outcome variables: phenotypes analyzed
The primary outcome variable is the global photoaging grade (1–6)
and the secondary outcomes variables are the three independent
scores: wrinkling, sagging, and lentigines scores. On the basis of the
12 age-related skin features, the global severity of wrinkling, sagging,
and solar lentigines was estimated by three scores built using principal
component analysis and linear regression methods (Jobson, 1992).
Then, each individual’s score values were transformed to fit a range
between 0 and 10.
The solar lentigines score is computed as follows: 1.25 severity
on cheeksþ 1.25 severity on forehead (with grade 0¼ 0, grade
1¼ 1, grade 2¼ 2, grade 3¼ 3, and grade43¼ 4 for each skin area).
The sagging score is based on four features: 0.87 when presence of
bags under the eyesþ 0.78 severity of nasolabial fold (with grade
o3¼ 1, grade 3¼ 2, grade 4¼ 3, and grade 44¼ 4)þ 0.93
severity of tissue slackeningþ 1.07 severity of drooping eyelids
(with grade o3¼ 1, grade 3¼ 2, and grade 43¼ 3 for the two
preceding features). Finally, the wrinkling score is computed using the
six remaining features:  0.64þ 0.42 severity of wrinkles above
the upper lip (with grade 0¼ 0, grade 1¼ 1, grade 2¼ 2, grade 3¼ 3,
and grade 4¼ 4)þ 0.64 severity of wrinkles under the eyes (with
grade o3¼ 0, grade 3¼ 1, grade 4¼ 2, and grade 5¼ 3)þ 0.70
severity of fine lines on cheek (with grade 0¼ 0, grade 1¼ 1, and
grade 2¼ 2)þ 0.44 severity of furrows between eyebrowsþ 0.54
severity of crow’s feetþ 1.06 severity of coarse wrinkles on cheek
(with grade o2¼ 0, grade 2¼ 1, grade 3¼ 2, grade 4¼ 3, and grade
5¼ 4 for the three preceding features).
Covariables used for the statistical analysis: general and
phenotypic data
To focus more specifically on the genetic factors affecting skin aging,
several characteristics known to affect aging had to be taken into
account: age (in years), body mass index (BMI; in kgm 2), smoking
habits (never, former, and current), and hormonal status (nonmeno-
pausal, menopausal with hormone replacement therapy, and meno-
pausal without hormone replacement therapy). BMI was categorized
as underweight/normal (BMI o25kgm 2), overweight
(25pBMIo30kgm 2), or obese (BMI X30kgm 2) according to
the World Health Organization (WHO) recommendations (WHO,
1995). In addition, phenotypic data such as natural hair color at the
age of 20 years, eye color, skin color in winter, sunburn event
frequency, suntan intensity, and history of facial freckles were also
collected. Moreover, lifetime sun exposure intensity was estimated by
a score based on data collected by a self-reported questionnaire. This
score is a linear combination of five items weighted according to their
relative contribution to the score: voluntary sun exposure, exposure of
the body and the facial skin, exposure during the hottest hours of
the day, intensity of self-reported lifetime sun exposure, and
consideration for sunbathing. The design, validation, and
description of this score have been described previously (Guinot
et al., 2001).
Genotyping method
The 529 women were genotyped using Illumina Infinium Huma-
nOmni1-Quad BeadChips (Illumina, San Diego, CA) that contain
1,140,419 markers. Genomic DNA (250ng) was whole-genome
amplified, fragmented, denatured, and hybridized on prepared
HumanOmni1-Quad BeadChips for a minimum of 16hours at
48 1C. Nonspecifically hybridized fragments were removed by wash-
ing, and the remaining specifically hybridized DNA was fluorescently
labeled by a single base extension reaction and detected using a
IScan scanner (Illumina). Normalized bead-intensity data obtained for
each sample were loaded into GenomeStudio software (version 1.6.3;
Illumina), which converted fluorescence intensities into SNP geno-
types. For the analysis, we considered only SNPs, consequently
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excluding the copy-number variations that represented 91,706 mar-
kers on the HumanOmni1-Quad BeadChips. Moreover, 2,182 SNPs
were removed because they were located on the Y chromosome and
they could not be analyzed as the population was composed of
women.
Quality control
Using the GenomeStudio software (version 1.6.3; Illumina), we
analyzed the crude genotyping data, and SNPs were filtered accord-
ing to the following parameters. First, nine samples with a call rate
(percentage of SNPs genotyped by sample) of o95% in the Illumina
clusters were removed. Second, the SNPs with a call frequency
(percentage of samples genotyped by SNP) of o99% were reclus-
tered. Third, after reclustering, samples with a call rate o98% were
deleted. This method has been already used in several studies (Le
Clerc et al., 2009; Limou et al., 2009, 2010). The clustering step can
create SNP genotyping errors, which can be prevented by following
the Illumina procedure (http://www.illumina.com/Documents/
products/technotes/technote_infinium_genotyping_data_analysis.pdf).
This method evaluates the quality of the newly created clusters
according to several criteria, which can be manually checked and
corrected as necessary. In total, after all the quality control steps were
carried out, 56,479 SNPs with a call frequency of o98% (2%
of missing data) were excluded. This procedure ensures reliable
genotyping data with little missing data. Hardy–Weinberg equilibrium
analysis was performed for each SNP in each group by using an exact
statistical test implemented in PLINK software (Purcell et al., 2007).
Deviation from Hardy–Weinberg equilibrium in a group of patients
suggests an error in genotyping. Thus, 3,866 SNPs, which were not in
the Hardy–Weinberg equilibrium (Po1.0 10 3), were rejected in
this way. We removed 191,123 SNPs with minor allele frequency
o1% to avoid error of genotyping, leaving a total of 795,063 SNPs.
Identification of population stratification
To correct for possible population stratification, genotypes were
analyzed using EIGENSTRAT utility of the EIGENSOFT package
version 2.0 (Price et al., 2006). The two first pass with the
Eigenstrat software pointed out 18 outliers, which were removed
from further analyses. Then, a third pass without outliers was
performed to determine the Eigen vectors. In the statistical analysis,
we used the top two Eigen vectors as covariables to correct
for population substructure in the association analyses (Price et al.,
2006).
Statistical analysis
Of the 570 women who participated in the study, 68 were excluded
from the analysis: 18 had a history of recent antiaging invasive
procedures and 10 were observably non-Caucasian. In addition, one
sample was removed because of insufficient DNA concentration,
12 samples were removed because the DNA was damaged, and nine
samples were removed after quality control. Furthermore, 18 outliers
appeared during the stratification analysis. Thus, the population
investigated for our genome-wide association study was composed
of 502 individuals.
The population was first described according to the severity of
photoaging, using a series of analyses of variance for quantitative
variables and using w2 tests for qualitative variables. In addition,
Kendall rank correlation coefficients were calculated between age
and each outcome variable, and between each pair of outcome
variable (Armitage, 1971). Then, for the remaining 795,063 SNPs and
502 women, the associations between the genotypes and skin
photoaging were tested. The statistical analysis was performed by a
multivariate linear regression (PLINK software; Purcell et al., 2007) in
the genotypic mode, taking as covariables the two first Eigenstrat
principal components and the potential confounding factors (smoking
habits, BMI, hormonal status, lifetime sun exposure intensity, and
age). The P-values were adjusted by the Bonferroni correction
(statistical threshold¼ 6.28 10 8). Finally, for the secondary
outcome variables, additional analyses were performed using the
same methodology.
Haplotype inference and LD
Haplotype inference was obtained using the rapid and accurate
Shape-IT algorithm (Delaneau et al., 2008, 2012). Then, for each SNP
exhibiting a significant association, we looked for other SNPs in LD
(r240.8) in the HapMap population of Western European ancestry
(CEU, HapMap data Release 24/phase II November 2008, on NCBI
B36 assembly, dbSNP126; available at: http://www.hapmap.org)
to identify the genes possibly involved with the associations. A SNP
was assigned to a gene if it was located in the gene or in the 2-kb
flanking regions (potential regulatory sequence); otherwise, it was
considered intergenic. It is important to note that LD in HapMap
population of Western European ancestry is very similar in our group
of patients.
Bioinformatics exploration
To further explore the signals observed by the GWAS by using
bioinformatics exploration we tried to look for modifications in mRNA
expression levels (Yang et al., 2010; Nica et al., 2011; Dixon et al.,
2007; Zeller et al., 2010), splicing (NetGene2, http://www.cbs.dtu.dk/
services/NetGene2/), polyadenylation regions (polyAH, http://linux1.
softberry.com/berry.phtml?topic=polyah&group=programs&subgroup=
promoter and polyApred, http://www.imtech.res.in/raghava/polyapred/
submission.html), transcription factor binding sites (SignalScan, http://
www-bimas.cit.nih.gov/molbio/signal/, TESS, http://www.cbil.upenn.
edu/cgi-bin/tess/tess?RQ=WELCOME, and TFSearch, http://www.cbrc.
jp/research/db/TFSEARCH.html, derived from TRANSFAC database),
and miRNA genes or miRNA targets (miRBAse, http://www.mirbase.
org/, miRTarBase, http://mirtarbase.mbc.nctu.edu.tw/, MicroCosm
Targets, http://www.ebi.ac.uk/enright-srv/microcosm/htdocs/targets/v5/).
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Abstract
Principal Component Analysis (PCA) for quantitative data, and Multiple Cor-
respondence Analysis (MCA) for qualitative data are well-known dimension
reduction methods. However, the principal components obtained are combina-
tions of all the original variables, making interpretation of results difficult for
high dimensional data. To overcome these difficulties, we propose two new meth-
ods for selecting groups of quantitative and qualitative variables: Group Sparse
Principal Component Analysis (GSPCA) and Sparse Multiple Correspondence
Analysis (SMCA), respectively. GSPCA is an extension of SPCA-RSVD of
Shen and Huang for data structured by blocks. It uses the connection between
PCA and singular value decomposition of a data matrix to extract components
through solving a low rank matrix approximation problem. A regularization
penalty "group Lasso" is introduced to the corresponding minimization problem
to obtain components that are combinations of a few number of groups of vari-
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ables. All loadings of a block of variables are set to zero to reduce the number
of selected variables. Since MCA is a special case of PCA for blocks of dummy
variables, SMCA is defined as an extension of GSPCA. An application of this
method will be presented on a real genetic data set of SNPs.
Keywords: Dimension reduction, Sparse Principal Component Analysis,
Multiple Correspondence Analysis, singular value decomposition, multiblocks
methods.
1. Introduction
In all areas of science and engineering, such as machine learning, statis-
tics, finance and more particularly genetics, the challenge is to analyze and
interpret high dimensional data. In recent years, the search for the association
between complex diseases and single nucleotide polymorphisms (SNPs) has re-
ceived great attention. Modern scientific technology, led by the microarray, has
produced data dramatically above the conventional scale, with a number of vari-
ables that can reach more than 1 million, but most of them are non informative
or noisy. Therefore, the challenge to develop appropriate sparse methodologies
is very important, to reduce the number of variables and infer reliable and inter-
pretable results. Principal component analysis (PCA) [10] is a popular tool for
quantitative data analysis and dimensionality reduction. PCA aims at finding
linear combinations of all the input variables, which makes principal compo-
nents difficult to interpret and explain. Accordingly, components that are linear
combinations of a small number of variables are easier to interpret. Therefore,
in the recent years many versions of sparse principal component analysis (sparse
PCA) has been developed to find a reasonable trade-off between explaining as
much variability in the data as possible and achieving representation sparsity
simultaneously (using components constructed from as few variables as possi-
ble), such as SCoTLASS [6], Sparse PCA [5] and Sparse PCA-rSVD [2].
2
In the field of genetic, data are naturally structured by blocks (chromosomes,
genes, mitochondria, etc ...) and can be qualitative kind (SNPs). Analysis of
multiblocks quantitative data such as MFA, and analysis of qualitative data
such as MCA are well-known dimension reduction methods, but did not exist
as sparse. In this paper we propose two new sparse data analysis techniques:
Group Sparse PCA for high dimensional multiblocks quantitative data, and
Sparse MCA for high dimensional qualitative data. This paper is organized as
follows. The extension of sparse PCA via regularized SVD of Shen and Huang
for data structured by blocks (GSPCA) is presented in section 2. The link be-
tween this new method and MCA is done and the adaptation of this method for
blocks of categorical variables is developed in section 3 with the sparse exten-
sion of multiple correspondence analysis (sparse MCA). Properties of these new
methods are explained in section 4 and the usefulness of SMCA is demonstrated
on an application in genomic data analysis in section 5. Section 6 discusses some
extension that can be done on this new method.
2. Notations and preliminary
Matrices are denoted by boldface uppercase letters (e.g., X), vectors by
boldface lowercase letters (e.g., q), elements of vectors and matrices are denoted
by italic lower case letters with appropriate indices if needed (e.g., xi,j is an
element of X). The identity matrix is denoted by I, a column vector of ones
is denoted by 1. The rank of a matrix is denoted rank(). The transpose of
a matrix is denoted T and the inverse −1. When applied to a square matrix,
the diag operator denoted diag() takes the diagonal elements of this matrix and
stores them into a column vector; when applied to a vector, the diag operator
stores the elements of this vector on the diagonal elements of a diagonal matrix.
The trace operator denoted tr() computes the sum of the diagonal elements of
3
a square matrix.
The L2 norm is denoted by ||.|| and is defined as
‖x‖ =
√
xTx =
(
I∑
i=1
|xi|2
)1/2
. (1)
The L2 norm W-generalized is denoted by ‖.‖W and is defined as follows
‖x‖W =
√
xTWx. (2)
with W a positive definite matrix.
For all squares matrices A and B, the following properties are verified:
Property 1.
tr(A + B) = tr(A) + tr(B) (3)
Property 2.
tr(AB) = tr((AB)T ) = tr(BTAT ) (4)
Property 3.
tr(AAT ) = tr(ATA) (5)
The standard product between matrices is implicitly denoted by simple jux-
taposition or by × when it needs to be explicitly stated (e.g., XY = X×Y is
the product of matrices X and Y).
The rank-one matrices are denoted X(1) and the rank-L matrices X(L). If
the data consist of K data sets collected on the same observation, each data
set is called a sub-table (or also a block). The data for each table are stored
in an I × J[k] rectangular data matrix denoted X[k], where I is the number of
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observations and J[k] the number of variables collected on the observations for
the k-th table. The total number of variables is denoted J (i.e., J =
K∑
k=1
J[k]).
Each data matrix is, in general, preprocessed (e.g., centered, normalized) and
the preprocessed data matrices actually used in the analysis are denoted X[k].
Blocks of variables are considered as sub-matrices of larger matrices and are
represented in brackets separated by vertical bars. For example, the K data
matrices X[k], each of dimensions I rows by J[k] columns, are concatenated into
the complete I by J data matrix denoted X:
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
. (6)
The operator diag applied on a block matrix X produces a square matrix block
diagonal with each block of Xbeing a block of the diagonal.
Matrix derivative properties
Let us consider a matrix X and, A and B, matrices of constants which does not
depend on X. We consider the following properties
Property 4.
∂ tr(X)
∂X =
tr(∂X)
∂X (7)
Property 5.
∂ tr(XTX)
∂X = 2X (8)
Property 6.
∂ tr(AX)
∂X =
∂ tr(XA)
∂X = A
T (9)
Property 7.
∂ tr(AXB)
∂X = A
TBT (10)
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Property 8. The sub-gradient of the L2 norm ‖w‖2, with w a vector ∈ RJ is
equal to:
∂ ‖w‖2 =

w
‖w‖2 if w Ó= 0
∈ {z| ‖z‖2 ≤ 1} if w = 0
(11)
with z a vector ∈ RJ .
2.1. SVD
2.1.1. Definition
The singular value decomposition (SVD) is a factorization of a rectangular
matrix, with many useful applications in multivariate statistics. The SVD of an
I × J matrix X of rank L is equal to
X = P∆QT with PTP = QTQ = I. (12)
where P is an I×L orthonormal matrix of the left singular vectors, Q the J×L
orthonormal matrix of the right singular vectors, and ∆ the L × L diagonal
matrix of the singular values with δü the diagonal elements of ∆, ü = 1, ..., L.
P is also the matrix of the normalized eigenvectors of XXT , Q the eigenvectors
of XTX and the singular values are the square root of the eigenvalues of XXT
and XTX. We define F = P∆ the factor scores with FTF = ∆2 and Q the
loadings.
2.1.2. Properties of the SVD
The SVD provides the best reconstitution (in a least squares sense) of the
original matrix by a matrix with a lower rank. The best rank-one matrix ap-
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proximation X(1) of X is the solution of the following optimization problem:
arg min
X(1)
∥∥∥X−X(1)∥∥∥2 = arg min
X(1)
(
tr
(
(X−X(1))T (X−X(1))
))
. (13)
where
X(1) ≡ δ1p1qT1 = f1qT1 . (14)
Proof. The least squares problem reduces to finding a rank-deficient matrix
approximation X(1) to a given matrix X. This can be formulated as
arg min
X(1)∈RI×J ,q∈RJ
∥∥∥X−X(1)∥∥∥2 subject to pTp = 1 and qTq = 1. (15)
The matrix X(1) has the form fqT and we want to find the optimal f and q
which are solutions to the problem (15). The expression
∥∥X−X(1)∥∥2 is equal
to
∥∥∥X−X(1)∥∥∥2 = tr((X−X(1))T (X−X(1))) (16)
= tr(XTX−XTX(1) −X(1)TX + X(1)TX(1))
= tr(XTX)− 2 tr(X(1)TX) + tr(X(1)TX(1))
= ‖X‖2 − 2 tr(qfTX) + tr(qfT fqT )
= ‖X‖2 − 2 tr(qfTX) + δ2 tr(qqT )
= ‖X‖2 − 2δ tr(qpTX) + δ2.
because fT f = δ2pTp = 1 and qTq = 1. We are looking for the min of∥∥X−X(1)∥∥2. Let α and γ ∈ R be Lagrange multipliers; then the Lagrangian
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can be written as
L(p,q,θ, γ) =
∥∥∥X−X(1)∥∥∥2 + α(pTp− 1) + γ(qTq − 1) (17)
= ‖X‖2 − 2δ tr(qpTX) + δ2 + α(pTp− 1) + γ(qTq − 1).
The min on p and q is obtained when all derivatives are set to zero:
∂L
∂p = −2δXq + 2αp = 0 ⇒ δXq = αp (18)
∂L
∂q = −2δX
Tp + 2γq = 0 ⇒ δXTp = γq
However, when X is multiplied by a vector on the left and the right, the matrix
becomes a rank-one matrix.
δXq = αp ⇔ δpδqTq = αp (19)
⇔ δ2p = αp
⇔ δ2 = α
and
δXTp = γq ⇔ δqδpTp = γq (20)
⇔ δ2q = γq
⇔ δ2 = γ
Hence we can rewrite (18) as
Xq = δp with pTp = 1 (21)
XTp = δq with qTq = 1
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which implies that (δ,p,q) must be the singular triplet of X with δ a singular
value, p a left singular vector and q a right singular vector. To obtain the
min of
∥∥X−X(1)∥∥2, we need δ to be the largest singular value according to
the problem (15) and (16). So the singular triplet corresponds to the largest
singular value. We conclude that p = p1 and q = q1, with X(1) = δ1p1qT1
being the best rank-one approximation matrix of X.
Knowing that PTP = I (which implies that fT1 f1 = δ21pT1 p1 = δ21) and taking
into account Properties 1 and 2 of section 2, we can rewrite
∥∥∥X−X(1)∥∥∥2 = tr ((X− f1qT1 )T (X− f1qT1 )) (22)
= tr(XTX−XT f1qT1 − q1fT1 X + q1fT1 f1qT1 )
= tr(XTX)− tr(XT f1qT1 )− tr(q1fT1 X) + tr(q1fT1 f1qT1 )
= ‖X‖2 − 2 tr(XT f1qT1 ) + tr(q1fT1 f1qT1 )
= ‖X‖2 − 2 tr(XT f1qT1 ) + δ21 tr(q1qT1 )
= ‖X‖2 − 2 tr(XT f1qT1 ) + δ21 .
The subsequent best rank-one approximations can be obtained sequentially
via rank-one approximation of residual matrices.
The pairs (fk,qk), k > 1, provides the best rank one approximation of the corre-
sponding residual matrix. For example, f2qT2 is the best rank one approximation
of the first deflated matrix:
X⊥1 = X− f1qT1 . (23)
X⊥1 is the orthogonal complement of X and if the same procedure is repeated
on X⊥1 , the first singular vector of X⊥1 will be the second one of the matrix
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X. The low rank approximation matrices can be generalized to rank-L.
In this case, the optimization problem becomes
arg min
X(L)
∥∥∥X−X(L)∥∥∥2 = arg min
X(L)
(
tr
(
(X−X(L))T (X−X(L))
))
(24)
and the solution is
X(L) =
L∑
ü=1
δüpüqTü =
L∑
ü=1
füqTü (25)
where X(L) is the closest rank-L matrix approximation to X ([1]).
2.1.3. SVD on a block matrix
When X is made of K sub-matrices (see (6)), the SVD can be accommodate
to the block structure:
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
(26)
=
[
P∆QT[1]| . . . |P∆QT[k]| . . . |P∆QT[K]
]
= P∆
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
where Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
is the matrix of the singular vectors with
QT[k] the sub-matrices, each of dimension J[k] × L (see Figure 2.1.3).
Figure 1: SVD on a block matrix X
When the blocks
[
X[1]| . . . |X[k]| . . . |X[K]
]
are reduced to one variable (col-
10
umn), SVD on a block matrix reduces to the standard SVD.
2.1.4. Properties of the SVD on a block matrix
In this framework, the SVD also provides the best approximation of the
original matrix structured by blocks to a lower rank matrix. The best rank-one
matrix approximation X(1) of X is the solution of the following optimization
problem
arg min
X(1)
∥∥∥X−X(1)∥∥∥2 = arg min
X(1)
(
tr
(
(X−X(1))T (X−X(1))
))
(27)
where
X(1) ≡ δ1p1qT1 = f1qT1 . (28)
According to Property 2 and Equation (16), the expression 27 can be reconsid-
ered as
∥∥∥X−X(1)∥∥∥2 = tr ((X− f1qT1 )T (X− f1qT1 )) (29)
= ‖X‖2 − 2 tr (q1fT1 X)+ δ21
= ‖X‖2 − 2
K∑
k=1
tr
(
q1,[k]fT1 X[k]
)
+ δ21 .
where qT1 =(q1,[1],. . . ,q1,[k],. . . ,q1,[K])T is the first row of QT with q1,[k] a vector
of dimension J[k] × 1 (see Figure 2.1.4). Note that the matrices q1,[k]qT1,[k] and
q1,[k]fT1 X[k] are J[k] × J[k] matrices.
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Figure 2: Explanation of the Q matrix
2.1.5. PCA as SVD
Principal component analysis (PCA) ([6]) is a popular tool for data analysis
and dimensionality reduction. PCA can be defined from the SVD with F=P∆
the matrix of factor scores and Q the matrix of the loadings.
2.1.6. PCA as SVD on a block matrix
When X is made of K sub-matrices (see (6)), PCA of X can be defined from
the SVD on a block matrix (cf. section 2.1.3) with :
X =
[
X[1]| . . . |X[k]| . . . |X[K]
]
(30)
= P∆
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
= F
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]
In this framework, the matrix of the loadings is Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
with QT[k] the sub-matrices, each of dimension J[k]×L, and the matrix of factor
scores is F=P∆.
2.1.7. SVD as a regression-type problem
Consider the SVD of X = P∆Q with F = P∆ being the matrix of fac-
tor scores. Knowing that the factor scores f1 are a linear combination of the
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variables, we want to recover the loadings. The Ordinary Least Squares (OLS)
estimates βˆ are obtained by minimizing this expression
βˆ = argmin
β
‖f1 −Xβ‖2 . (31)
The OLS is solution is given by
βˆ = (XTX)−1XT f1. (32)
In the case of high-dimensional data, rank(X) ≤ L < J , so X is not invert-
ible. To circumvent this problem, we consider the Moore-Penrose pseudoinverse
matrix X+ defined as
X+ = Q∆+PT . (33)
with ∆+ the pseudoinverse matrix of the diagonal matrix ∆, obtained by taking
the reciprocal of the non-zero diagonal elements, and transposing the resulting
matrix. Expression (32) becomes
βˆ = X+f1. (34)
Because QTQ = I, QTq1 is the first column of the L× L identity matrix, and
so QTq1 = [1, 0, . . . , 0]T of dimension L× 1. From the SVD of X
Xq1 = P∆QTq1 (35)
= FQTq1
= F

1
...
0
 = f1.
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So the OLS solution becomes
βˆ = X+f1 (36)
= X+Xq1
= q1.
In conclusion, the loadings q1 can be recovered by regressing the factor scores
f1 on the J variables because each column of F is a linear combination of the
J variables. Thereby the SVD and so PCA, can be seen as a regression-type
optimization problem.
2.2. GSVD
2.2.1. Definition
The Generalized SVD (GSVD) generalizes SVD by incorporating the follow-
ing constraints
X = P∆QT with PTMP = QTWQ = I. (37)
The matrix M is an I × I positive definite matrix representing the constraints
imposed on the rows. If M is diagonal, the elements of M are called masses.
The matrix W is a J × J positive definite matrix representing the constraints
imposed on the columns of X (metric on the variables). If W is diagonal, the
elements of W are called the weights.
2.2.2. Properties of the GSVD
The GSVD also provide the best reconstitution of the original matrix by a
matrix with a lower rank. The best rank-one matrix approximation X(1) of X
is the solution of the minimization of the norm W-generalized weighted by the
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masses M
arg min
X(1)
∥∥∥X−X(1)∥∥∥2
W
= arg min
X(1)
(
tr
(
M1/2(X−X(1))W(X−X(1))TM1/2
))
(38)
where
X(1) ≡ δ1p1qT1 = f1qT1 (39)
Proof. The least squares problem reduces to finding a rank-deficient matrix
approximation X(1) of a given matrix X. This can be formulated as
arg min
X(1)∈RI×J ,q∈RJ
∥∥∥X−X(1)∥∥∥2
W
subject to pTMp = 1 and qTWq = 1 (40)
The matrix X(1) has the form fqT and we want to find the optimal f and q
which are solutions to the problem (40). The expression
∥∥X−X(1)∥∥2W is equal
to
∥∥∥X−X(1)∥∥∥2
W
= tr
(
M 12 (X−X(1))W(X−X(1))TM 12
)
(41)
= tr
(
M 12 (XW−X(1)W)(X−X(1))TM 12
)
= tr
(
M 12 (XWXT −XWX(1)T −X(1)WXT + X(1)WX(1)T )M 12
)
= tr
(
M 12 (XWXT − 2X(1)WXT + X(1)WX(1)T )M 12
)
= tr
(
M 12XWXTM 12 − 2M 12X(1)WXTM 12 + M 12X(1)WX(1)TM 12
)
= tr(M 12XWXTM 12 )− 2 tr(M 12X(1)WXTM 12 ) + tr(M 12X(1)WX(1)TM 12 )
= ‖X‖2W − 2 tr(M
1
2 fqTWXTM 12 ) + tr(M 12 fqTWqfTM 12 )
= ‖X‖2W − 2 tr(M
1
2 fqTWXTM 12 ) + tr(M 12ffTM 12 )
= ‖X‖2W − 2 tr(M
1
2 fqTWXTM 12 ) + δ2 tr(M 12ppTM 12 )
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM 12 ) + δ2.
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because pTMp = 1 and qTWq = 1. Let α and γ ∈ R be Lagrange multipliers;
then the Lagrangian can be written as
L(p,q,θ, γ) =
∥∥∥X−X(1)∥∥∥2
W
+ α(pTMp− 1) + γ(qTWq − 1) (42)
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM 12 ) + δ2
+ α(pTp− 1) + γ(qTq − 1).
Setting all derivatives equal to zero we obtain
∂L
∂p = −2δMXWq + 2αMp = 0 ⇒ δMXWq = αMp (43)
∂L
∂q = −2δWX
TMp + 2γWq = 0 ⇒ δWXTMp = γWq.
However,
δMXWq = αMp ⇔ δMpδqTWq = αMp (44)
⇔ δ2Mp = αMp
⇔ δ2 = α
and
δWXTMp = γWq ⇔ δWqδpTMp = γWq (45)
⇔ δ2Wq = γWq
⇔ δ2 = γ.
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Hence we can rewrite (43) as
Xq = δp with pTp = 1 (46)
XTp = δq with qTq = 1.
which implies that (δ,p,q) must be the singular triplet of X and δ has to be the
largest singular value according to the problem (40) and (41). So we need the
singular triplet corresponding to the largest singular value. We conclude that
p = p1 and q = q1, with X(1) = δ1p1q1 being the best rank-one approximation
matrix of X.
The low rank approximation matrices can be generalized for the rank-L.
The optimization problem becomes
arg min
X(L)
∥∥∥X−X(L)∥∥∥2
W
= arg min
X(L)
(
tr
(
M 12 (X−X(L))W(X−X(L))TM 12
))
(47)
and the solution is
X(L) ≡
L∑
ü=1
δüpüqTü ≡
L∑
ü=1
füqTü . (48)
where X(L) is the closest rank-L matrix approximation to X ([1]). The term
“closest” means that X(L) minimizes the squared norm between X and an ar-
bitrary rank-L matrix.
2.2.3. GSVD on a block matrix
The GSVD of a matrix X which is made of K sub-matrices is
X = P∆QT with PTMP = QTWQ = I (49)
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with M a I × I matrix, Q =
[
QT[1]| . . . |QT[k]| . . . |QT[K]
]T
and W a J ×J positive
definite matrix which can be decomposed in K positive definite sub-matrices
W = diag
([
WT[1]| . . . |WT[k]| . . . |WT[K]
])
(50)
with W[k] of dimensions J[k] × J[k] and W a block diagonal matrix which
blocks are in line with those of the matrix Q.
2.2.4. Properties of the GSVD on a block matrix
In this framework, the GSVD also provides the best reconstitution of the
original matrix structured by blocks with a lower rank. The best rank-one
matrix approximation X(1) of X is the solution of the following optimization
problem
arg min
X(1)
∥∥∥X−X(1)∥∥∥2
W
= arg min
X(1)
(
tr
(
M 12 (X−X(1))W(X−X(1))TM 12
))
(51)
where
X(1) ≡ δ1p1qT1 = f1qT1 . (52)
Fromquation (41), the expression
∥∥X−X(1)∥∥2W can be re-expressed as
∥∥∥X−X(1)∥∥∥2
W
= tr
(
M 12 (X−X(1))W(X−X(1))TM 12
)
(53)
= ‖X‖2W − 2δ tr(M
1
2pqTWXTM 12 ) + δ2
= ‖X‖2W − 2δ
K∑
k=1
tr(M 12p1qT1,[k]W[k]XT[k]M
1
2 ) + δ2.
where qT1 =(q1,[1],. . . ,q1,[k],. . . ,q1,[K])T is the first row of QT with q1,[k] a vector
of dimension J[k] × 1 (see Figure 2.1.4). The best rank approximation property
can be generalized for the rank-L as shown in section 51.
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2.2.5. Correspondence Analysis as GSVD
Correspondence analysis is a statistical visualization method usual to picture
the associations between an I × J two-way contingency table denoted N. N is
an I × J matrix of non-negative numbers (and we assume that no row and no
column is full of zeros). We define X as the stochastic matrix derived from N
as
X = N(1TN1)−1. (54)
We define:
• r = X1 the vector of row marginal proportions
• c = XT1 the vector of column marginal proportions
• Dr = diag(r)
• Dc = diag(c).
For the GSVD of X = X − rcT under the constraints of M and W we set
M = Dr−1 and W = Dc−1. In conclusion the GSVD of X is
X = P∆QT with PTDr−1P = QTDc−1Q = I. (55)
The matrices of the coordinates of the row profiles F and of the columns profiles
G are, respectively
F = Dr−1P∆ (56)
G = Dc−1Q∆.
2.2.6. From Correspondence Analysis to Multiple Correspondence Analysis
Suppose the original matrix of categorical data is I × J , i.e., I cases and
J variables. MCA converts the cases-by-variables data to an indicator matrix
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where the categorical data have been recoded as dummy variables. If the k-
th variable has J[k] categories, this indicator matrix will have J =
K∑
k=1
J[k]
columns. Then MCA is obtained from a standard correspondence analysis on
blocks of indicator matrices, resulting in coordinates for the I cases and the
J categories. Therefore, sPCA-rSVD can be extended to blocks of indicator
variables to produce sparsity in MCA analysis.
2.2.7. GSVD as a regression-type problem
Consider the GSVD of X with F = P∆ the matrix of factor scores. Knowing
the factor scores f1 are a linear combination of the variables, we want to recover
the loadings. The Ordinary Least Squares (OLS) estimates βˆ are obtained by
minimizing the weighted norm under the constraints of the masses M
βˆ = argmin
β
‖f1 −Xβ‖2W . (57)
The OLS is solution is given by
βˆ = X+WMf1, (58)
with X+W = Q∆
+
WPT = (XTMX)−1WXT Assuming that QTWQ = I we can
deduce that the vector QTWq1 is the first column of the identity matrix of
dimension L × L. So QTWq1 = [1, 0, . . . , 0]T is a vector of dimension L × 1.
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Knowing that X = P∆QT we find that
XWq1 = P∆QTWq1 (59)
= FQTWq1
= F

1
...
0
 = f1.
So the OLS solution becomes
βˆ = X+WMf1 (60)
= X+WMXWq1
= Q∆+WPTMP∆QTWq1
= Q∆+W∆QTWq1
= q1.
Hence, we can conclude that the loadings q1 can be recovered by regressing
the factor scores f1 on the J variables because each column of F is a linear
combination of the J variables. Thereby, the SVD and so PCA, can be seen as
a regression-type optimization problem.
3. Regularization of the decomposition
3.1. Regularized Singular Value Decomposition
Shen and Huang ([2]) have adapted the SVD to compute low-rank matrix
approximations of the data matrix under various sparsity-inducing penalties
(sparse PCA via regularized Singular Value Decomposition). For a given f ,
the elements of q are obtained by regressing the columns of X on f (see sec-
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tion 2.1.7). But in case of high-dimensional data, the number of non-zero load-
ings is very important and the interpretation of the results very difficult. Hence,
the solution is to create sparsity eliminating some loadings. The principle is sim-
ilar to a kind of rotation but a large number of loadings will be set exactly to
zero.
According to section 2.1.2, fq with ‖q‖ = 1 is the best rank-one approxima-
tion of the data matrix X, with f the first factor score and q the first loading
vector. SVD can be seen as a regression type problem, hence to achieve sparse-
ness on q, a shrinkage is performed on the regression coefficients through a
penalty function in the optimization problem (27). However, the loading vector
q is typically constrained to have unit length to make the representation unique.
This constraint makes direct application of a penalty on q inappropriate. To
overcome this difficulty, we rewrite fqT = f˜ q˜T , where f˜ and q˜ are re-scaled
versions of f and q such that f˜ = δp˜ with p˜ having unit length and q˜ free of
any scale constraint, and then perform shrinkage on q˜ through some regulariza-
tion penalty. After a sparse q˜ is obtained, we define the corresponding sparse
loading vector as q = q˜/‖q˜‖. The optimization problem becomes
arg min
f˜ ,q˜
‖X− f˜ q˜T ‖2 + Pλ(q˜) (61)
where Pλ(q˜) is a penalty function and λ a tuning parameter. Here, the expres-
sion can be written
∥∥X− f˜ q˜T∥∥2 + Pλ(q˜) = ‖X‖2 − 2 tr(XT f˜ q˜T ) + tr(q˜f˜T f˜ q˜T ) + Pλ(q˜) (62)
= ‖X‖2 − 2 tr(XT f˜ q˜T ) + δ2 tr(q˜T q˜) + Pλ(q˜)
The penalty function sets some elements of q˜ exactly to zero, hence it produces
sparse loadings and variables are removed. This penalty can be for example the
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lasso penalty, the soft thresholding penalty, the hard thresholding penalty or
any others (see [2]).
3.2. Regularized Generalized Singular Value Decomposition
According to section 2.2.7, GSVD can be seen as a regression type problem,
hence to achieve sparseness on q, a shrinkage is performed on q through a
penalty function in the optimization problem (51). As seen previously, we will
consider f˜ and q˜. In a generalized case, the optimization problem (61) can be
written as
arg min
f ,q
∥∥X− f˜ q˜T∥∥2W + Pλ(q˜) (63)
with W a positive definite matrix, Pλ(q˜) a penalty function and λ a tuning
parameter. Here, the expression can be written
∥∥X− f˜ q˜T∥∥2W + Pλ(q˜) = ‖X‖2W − 2 tr(M 12 f˜ q˜TWXTM 12 ) (64)
+ tr(M 12 f˜ q˜TWq˜f˜TM 12 ) + Pλ(q˜)
= ‖X‖2W − 2 tr(M
1
2 f˜ q˜TWXTM 12 )
+ δ2 tr(q˜TWq˜) + Pλ(q˜)
When data are divided into K groups each of cardinal J[k], [4] introduced the
group lasso penalty to control sparsity at the group level. Consider the general
regression problem with K groups:
y =
K∑
k=1
X[k]β [k] + ε (65)
where y is a I × 1 vector, ε the error, X[k] is an I × J[k] matrix corresponding
to the kth block, and β [k] is a coefficient vector of size J[k], k = 1, . . . ,K. Given
positive definite matrices W[1], . . . ,W[K], the group lasso estimate is defined as
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the solution to ∥∥∥∥∥y−
K∑
k=1
X[k]β [k]
∥∥∥∥∥
2
W
+ λ
K∑
k=1
∥∥∥β [k]∥∥∥W[k] (66)
where λ ≥ 0 is a tuning parameter. In our case, the expression become
∥∥∥∥∥y−
K∑
k=1
X[k]q[k]
∥∥∥∥∥
2
W
+ λ
K∑
k=1
∥∥q[k]∥∥W[k] (67)
where
∥∥q[k]∥∥W[k] = √qT[k]W[k]q[k] (see (50)).
4. Group Sparse PCA via regularized generalized SVD
This section presents the new method developed to select quantitative vari-
ables when data are structured by blocks. Let X be an I × J matrix of quan-
titative variables made of K sub-matrices X[k], k = 1, ...,K as defined in (6).
The SVD of X is defined as in (12) and we will consider the problem as describe
in section 3.1. In this context, the problem (61) can be re-expressed as
arg min
(f˜ ,q˜)
∥∥X− f˜ q˜T∥∥2 + Pλ(q˜) = arg min
(f˜ ,q˜)
(
tr
(
(X− f˜ q˜T )T (X− f˜ q˜T ))+ Pλ(q˜))
(68)
Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]) because the penalty function is additive, so according
to (62), the problem becomes
arg min
f˜ ,q˜
(
‖X‖2 − 2
K∑
k=1
tr(XT[k]f˜ q˜T[k]) +
K∑
k=1
δ2 tr(q˜T[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])
)
(69)
To find the solution of the minimization problem we use an iterative algorithm
with respect to f˜ and q˜ under the constraint ‖f˜‖ = ‖δp˜‖ = δ because ‖p˜‖ = 1 .
First consider the problem of optimizing over f˜ for a fixed q˜. The minimizing
f˜ can be obtained by
f˜ = Xq˜/‖Xq˜‖ (70)
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Then, we will optimize over q˜ for a fixed p˜, we will find q˜ that minimizes the
problem. The minimization problem (69) can be written
arg min
q˜
(
‖X‖2 − 2
K∑
k=1
tr(XT[k]f˜ q˜T[k]) +
K∑
k=1
δ2 tr(q˜T[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])
)
(71)
The term ‖X‖2 does not depend on q˜ and we can optimize over individual
components of q˜ separately. Hence, the optimal q˜[k] minimizes
R(q˜[k]) = δ2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) + Pλ(q˜[k]) (72)
and depends on the form of Pλ(.).
Data are structured by blocks, thus the penalty function Pλ chosen is the
Group Lasso penalty describe in (67). In conclusion, we have to find the optimal
q[k] that minimizes
R(q˜[k]) = δ2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) + λ‖q˜[k]‖ (73)
Minimizing a sum is equivalent to finding the value at which the gradient of this
sum is equal to zero. The gradient of a sum is the sum of the gradient of each
element of the sum. So we have
∂R
∂q˜[k]
= ∂
∂q˜[k]
(
δ2 tr(q˜T[k]q˜[k])− 2 tr(XT[k]f˜ q˜T[k]) + λ‖q˜[k]‖
)
(74)
= ∂
∂q˜[k]
(
δ2 tr(q˜T[k]q˜[k])
)
− 2 ∂
∂q˜[k]
(
tr(XT[k]f˜ q˜T[k])
)
+ ∂
∂q˜[k]
(
λ‖q˜[k]‖
)
On the one hand, according to property 5
∂
∂q˜[k]
(
δ2 tr(q˜T[k]q˜[k])
)
= 2δ2q˜[k] (75)
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On the other hand, according to property 6
−2 ∂
∂q˜[k]
(
tr(XT[k]f˜ q˜T[k])
)
= −2XT[k]f˜ (76)
The equation (75) and (76) are the results of the SVD. So we can affirm
that the optimal solutions are q = q1 et f = f1. In conclusion, according to
property 8
if q1,[k] Ó= 0
∂R
∂q[1,k]
= 2δ21q˜1,[k] − 2XT[k]f˜1 + λ
q1,[k]
‖q1,[k]‖ = 0 (77)
if q1,[k] = 0 ∥∥∥2XT[k]f1∥∥∥ ≤ λ (78)
Expressions (77) and (78) can be rewritten as
XT[k]f˜1 = δ21q˜1,[k] +
λ
2
q˜1,[k]∥∥q˜1,[k]∥∥ (79)
∥∥∥XT[k]f˜1∥∥∥ ≤ λ2 (80)
After combining (99) and (100) the minimizer has the form
q˜1,[k] =
1− λ2δ21 1∥∥∥XT[k]f˜1∥∥∥

+
XT[k]f˜1 (81)
where
(x)+ =

x if x ≥ 0
0 if x < 0
(82)
A thresholding rule hλ can be defined as
hλ(y) =
(
1− λ2δ21
1
‖y‖
)
+
y (83)
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with y = XT[k]f˜1.
Algorithm 1 GSPCA-rSVD algorithm
Initialize: Apply the standard SVD to X and obtain the best rank-one
approximation of X as δpq = fq where p and q are unit vectors.
Set q˜s = q1 and f˜ s = δ1p1.
Update:
a) q˜s+1 = [q˜s+11,[1], . . . , q˜
s+1
1,[K]] = [hλ(XT[1]f˜ s), . . . , hλ(XT[K]f˜ s)];
b) f˜ s+1 =XT[k]q˜s+1/
∥∥∥XT[k]q˜s+1∥∥∥
Repeat Step 2 replacing f˜ s and q˜s by f˜ s+1 and q˜s+1 until convergence
Standardize the final q˜s+1 as q=q˜s+1/
∥∥q˜s+1∥∥, the desired sparse loading.
Setting λ = 0 in the above algorithm, Step 2a reduces to qs+1 = XT f s
and the algorithm becomes the well-known alternating least-squares algorithm
for calculating SVD. The iterative procedure of the GSPCA-rSVD algorithm is
defined for one-dimensional vectors, and can be used to obtain the first sparse
loading vector q1. Subsequent sparse loading vectors qi (i > 1) can be obtained
sequentially via rank-one approximation of residual matrices.
MCA is a particular case of PCA for blocks of indicator variables, thereby
sparse MCA introduced in the following part is defined as an extension of the
Group sparse PCA. Hence the problem (68) can be generalized for the MCA
sparse as
arg min
(f˜ ,q˜)
∥∥X− f˜ q˜T∥∥2W + Pλ(q˜) (84)
with a norm W-generalized under the constraints of the masses M.
5. Sparse MCA via regularized SVD
Suppose an I × J matrix of qualitative variables. The corresponding com-
plete disjunctive table N is made of K sub-matrices of indicator variables N[k],
k = 1, ...,K, each of dimension I × J[k]. The total number of modalities is
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denoted by J =
K∑
k=1
J[k]. To select one column in the original table (categorical
variable) is equivalent to select a block of indicator variables in the complete
disjunctive table. So we can define a new method called Sparse MCA which is
a straightforward extension of the GSPCA for blocks of indicator variables. We
will consider the GSVD for blocks of indicator variables as in (37). Let X be
the stochastic matrix defined in section 2.2.5. In this context, the problem (63)
can be re-expressed as
arg min
(f˜ ,q˜)
∥∥X− f˜ q˜T∥∥2W + Pλ(q˜) with f˜TMf˜ = q˜TWq˜ = 1 (85)
and according to the constraints of the masses M, the problem can be rewritten
arg min
(f˜ ,q˜)
(
tr
(
M 12 (X− f˜ q˜T )W(X− f˜ q˜T )TM 12
)
+ Pλ(q˜)
)
= (86)
arg min
f ,q
(
‖X‖2W − 2 tr(M
1
2 f˜ q˜TWXTM 12 ) + δ2 tr(q˜TWq˜) + Pλ(q˜)
)
The penalty function is additive, Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]), so according to (64), the
problem becomes
arg min
f˜ ,q˜
(‖X‖2W − 2
K∑
k=1
tr(M 12 f˜ q˜T[k]W[k]XT[k]M
1
2 )+
K∑
k=1
δ2 tr(q˜T[k]W[k]q˜[k]) +
K∑
k=1
Pλ(q˜[k])) (87)
To find the solution of the minimization problem we use an iterative algorithm
with respect to p˜ and q˜ under the constraint p˜TMp˜ = 1. First consider the
problem of optimizing over p˜ for a fixed q˜. The minimizing p˜ can be obtained
by
p˜ = Xq˜/ ‖Xq˜‖W . (88)
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Now we will optimize over q˜ for a fixed p˜. The minimization problem (87) can
be written
arg min
q˜
(‖X‖2W +
K∑
k=1
(δ2 tr(q˜T[k]W[k]q˜[k])
− 2 tr(M 12 f˜ q˜T[k]W[k]XT[k]M
1
2 ) + Pλ(q˜[k])) (89)
The term ‖X‖2W does not depend on q˜ and we can optimize over individual
components of q˜ separately. Hence, the optimal q˜[k] minimizes
R(q˜) = δ2 tr(q˜T[k]W[k]q˜[k])− 2 tr(M
1
2 f˜ q˜T[k]W[k]XT[k]M
1
2 ) + Pλ(q˜[k]) (90)
and depends on the form of Pλ(.). Data are structured by blocks, thus the
penalty function Pλ chosen is the Group Lasso penalty describe in (67)
Pλ(q˜) =
K∑
k=1
Pλ(q˜[k]) =
K∑
k=1
λ‖q˜[k]‖W[k] (91)
In conclusion, we have to find the optimal q[k] that minimizes
R(q) = δ2 tr(q˜T[k]W[k]q˜[k])− 2 tr(M
1
2 f˜ q˜T[k]W[k]XT[k]M
1
2 ) + λ‖q˜[k]‖W[k] (92)
Minimizing a sum is equivalent to finding the value at which the gradient of this
sum is equal to zero. On thee one hand,
∂
∂q[k]
δ2 tr(q˜T[k]W[k]q˜[k]) = 2δ2W[k]q˜[k] (93)
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According to property 2 and property 6
−2 ∂
∂q[k]
tr(M 12 f˜ q˜T[k]W[k]XT[k]M
1
2 ) = −2 ∂
∂q˜[k]
(
tr
(
M 12X[k]W[k]q˜[k]f˜TM
1
2
))
(94)
= −2
(
M 12X[k]W[k]
)T (
f˜TM 12
)T
= −2
(
W[k]XT[k]M
1
2
)(
M 12 f˜
)
= −2W[k]XT[k]Mf˜
The equation (93) and (94) are the results of the GSVD presented in sec-
tion 2.2. Hence the optimal solutions are q = q1 et f = f1. In conclusion,
if q1,[k] Ó= 0
∂R
∂q˜[1,k]
= −2W[k]XT[k]Mf˜1 + 2δ21W[k]q˜1,[k] + λW[k]
q˜1,[k]∥∥q˜1,[k]∥∥W[k] = 0 (95)
if q1,[k] = 0 ∥∥∥−2W[k]XT[k]Mf˜1∥∥∥W[k] ≤ λW[k] (96)
Expressions (95) and (96) can be rewritten as
W[k]XT[k]Mf˜1 = δ21W[k]q˜1,[k] +
λ
2
W[k]q˜1,[k]
‖q˜1,[k]‖W[k]
(97)
∥∥∥W[k]XT[k]Mf˜1∥∥∥W[k] ≤ λ2 W[k] (98)
So we obtain
XT[k]Mf˜1 = δ21q˜1,[k] +
λ
2
q˜1,[k]∥∥q˜1,[k]∥∥W[k] (99)∥∥∥XT[k]Mf˜1∥∥∥W[k] ≤ λ2 (100)
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After combining (99) and (100) the minimizer has the form
q˜1,[k] =
1− λ2 1∥∥∥XT[k]Mf˜1∥∥∥W[k]

+
1
δ21
XT[k]Mf˜1 (101)
where
(x)+ =

x if x ≥ 0
0 if x < 0
(102)
A thresholding rule hλ can be defined as
hλ(y) =
(
1− λ2
1
‖y‖W[k]
)
+
1
δ2
y (103)
with y = XT[k]Mf˜1.
In the case of the MCA:
M = Dr−1 W = Dc−1 (104)
So the norm W-generalized can be written as
‖X‖W =
√
MXWXT (105)
=
√
Dr−1XDc−1XT
The norm
∥∥∥XT[k]Mf1∥∥∥W[k] is equal to
∥∥∥XT[k]Dr−1f1∥∥∥Dc−1[k] . Hence, the solution
becomes
q˜1,[k] =
1− λ2 1∥∥∥XT[k]Dr−1f˜1∥∥∥Dc−1[k]

+
1
δ21
XT[k]Dr−1f˜1 (106)
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Algorithm 2 SMCA algorithm
Initialize: Apply the GSVD to X. Calculate the best rank-one approxima-
tion of X as δpq = fq where p and q are unit vectors.
Set qs = q1 and f s = δ1p1.
Update:
a) qs+1 = [hλ(XT[1]f s), . . . , hλ(XT[J]f s)];
b) f s+1 =XT[k]q˜s+1/
∥∥∥XT[k]q˜s+1∥∥∥W[k]
Repeat Step 2 replacing f s and qs by f s+1 and qs+1 until convergence
Standardize the final qs+1 as q=qs+1 /
∥∥qs+1∥∥W, the desired sparse loading.
Subsequent sparse loading vectors qi (i > 1) can be obtained sequentially
via rank-one approximation of residual matrices.
6. Properties of Group Sparse PCA and Sparse MCA
These two new methods have important properties to realize sparsity.
• Without any sparsity constraint, Group Sparse PCA and Sparse MCA reduces
to PCA and MCA.
• They are computationally efficient for both small p and big p data.
• They avoid misidentifying the important variables.
Barycentric properties of MCA are retained in Sparse MCA. However, in PCA
and MCA, the PCs are uncorrelated and their loadings are orthogonal. These
properties are lost in Sparse PCA and Sparse MCA. The orthogonality among
the loadings is lost, a nice property enjoyed by standard PCA and MCA. Several
other sparse PCA procedures lose this property as well, which is the price one
pays for easy interpretation of the results.
Furthermore, explained variance can not be defined in the same way as
PCA and MCA in these two new methods. In Group Sparse PCA the variance
explained is defined as in Sparse PCA of [2]. We consider the projection of X
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onto the k-dimensional subspace spanned by the k loading vectors as
X[k] = XQ[k](QT[k]Q[k])−1QT[k] (107)
where Q[k] is the matrix of the first k sparse loadings. We generally define the to-
tal variance explained by the first k PCs as tr(XT[k]X[k]). The adjusted variance
of the kth PC by tr(XT[k]X[k])− tr(XT[k−1]X[k−1]) and the cumulative percentage
of variance (CPEV) explained by the first k PCs by tr(XT[k]X[k])/ tr(XTX).
For Sparse MCA, there is a little modification. MCA codes data by creat-
ing several binary columns for each variable with the constraint that one and
only one of the columns gets the value 1. This coding schema creates artificial
additional dimensions because one categorical variable is coded with several
columns. As a consequence, the inertia (i.e., variance) of the solution space is
artificially inflated and therefore the percentage of inertia explained by the first
dimension is severely underestimated. Two corrections formulas are often used,
the first one is due to [7], the second one to [8]. These formulas take into account
that the eigenvalues smaller than 1/H are coding for the extra dimensions (H
is the number of catgeorical variables). J is total number of modalities, i.e. the
number of binary variables. If we denote by λü the eigenvalues obtained from
MCA, then the corrected eigenvalues, denoted λc are obtained as
λcü =

[(
J
J − 1
)(
λü − 1
J
)]2
si λü >
1
J
0 si λü ≤ 1
J
(108)
Using this formula gives a better estimate of the inertia, extracted by each
eigenvalue. Traditionally, the percentages of inertia are computed by dividing
each eigenvalue by the sum of the eigenvalues, and this approach could be used
here also. However, it will give an optimistic estimation of the percentage
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of inertia. A better estimation of the inertia has been proposed by [8] who
suggested instead to evaluate the percentage of inertia relative to the average
inertia of the off-diagonal blocks of the Burt matrix. We recall that the Burt
matrix is the J ×J matrix XTX associated to X. This average inertia, denoted
σ¯ can be computed as
σ¯ = H
H − 1 ×
(∑
ü
λ2ü −
J −H
H
)2
. (109)
According to this approach, the percentage of inertia would be obtained by the
ratio
λc
σ¯
instead of λ
c∑
ü
λcü
. (110)
7. Applications in genomic data analysis
To identify genetic factors that may affect skin aging severity, a study have
been conducted on a well-defined sample of 501 French middle-aged Caucasian
women from the SU.VI.MAX (SUpplémentation en VItamines et Minéraux An-
tioXydants (Antioxidant Vitamin and Mineral Supplementation) cohort ([9]).
Using the Illumina HumanOmni1-Quad BeadChips and after quality control,
795 063 genotyped Single Nucleotide Polymorphisms (SNPs) were available for
501 women. Although all humans share far more than 99% of their DNA, there
are still millions of differences between the DNA of 2 individuals. The most com-
mon, and so far the best investigated, genetic variations are single nucleotide
polymorphisms (SNPs). A SNP occurs when a single nucleotide (A, T, C or G)
is altered, that is, when different sequence alternatives exist at a single base-
pair position. Since the human genome is diploid, that is, consists of pairs of
chromosomes, each SNP is explained by 2 bases. Therefore, each SNP can take
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one of the following 3 forms:
• "Homozygous reference genotype": both bases explaining the SNP are the
more frequent variant,
• "Heterozygous variant genotype": one of the bases is the more frequent
and the other the less frequent variant,
• "Homozygous variant genotype": both bases are the less frequent variant.
Table 1 presents a view of the first six SNPs of the database for the first five
women.
Table 1: Excerpt of the first six SNPs of the database for the first five women
SNP 1 SNP 2 SNP 3 SNP 4 SNP 5 SNP 6
ind 1 AA AA AC AA GG AA
ind 2 AA AG CC AT GG AG
ind 3 AT AG CC TT AA AA
ind 4 AT AA AC TT AA AG
ind 5 AT GG AA AA AG AG
A SNP with K levels is encoded by K dummy variables Zi. Zi variable is
equal to 1 at level i, 0 otherwise. We will consider a SNP as a set of two or
three dummy variables. Table 2 displays the table of the corresponding first 6
dummy variables for the first five women.
Table 2: Excerpt of the first six corresponding dummy variables of the table for the first five
women
SNP1 SNP2 SNP3 SNP4 SNP5 SNP6
AA AT AA AG GG AA AC CC AA AT TT AA AG GG AA AG
ind 1 1 0 1 0 0 0 1 0 1 0 0 0 0 1 1 0
ind 2 1 0 0 1 0 0 0 1 0 1 0 0 0 1 0 1
ind 3 0 1 0 1 0 0 0 1 0 0 1 1 0 0 1 0
ind 4 0 1 1 0 0 0 1 0 0 0 1 1 0 0 0 1
ind 5 0 1 0 0 1 1 0 1 1 0 0 0 1 0 0 1
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After several stages of pre-selection, 640 SNPs were retained. Thus, the
processed data have I = 501 women and J = 640 SNPs. We use sparse MCA on
these data as a gene selection method to try to unravel new genetic associations
with skin aging. The first step is to select he optimal tuning parameter λ by an
"ad-hoc" approach. Figure 3 and figure 4 displays the evolution of the number
of selected modalities and the evolution of the cumulative percentage variance
explained depending on λ for the first four axes, respectively.
Figure 3: Evolution of the number of selected
modalities depending on the tuning parame-
ter for the first four axes of the sparse MCA
Figure 4: Evolution of the cumulative per-
centage variance explained (CPEV) depend-
ing on the tuning parameter for the first four
axes of the sparse MCA
If we focus on the first axis, for λ = 0.004, CPEV= 0.43% and 324 modalities
(i.e. 108 SNPs) are selected. Moreover, for λ = 0.005, CPEV= 0.40% and
96 modalities (i.e. 32 SNPs) are selected. Thus, given the low difference of the
percentage of variance between the two values of λ, we choose the value of λ
which conserves the least number of variables, so we set λ = 0.005.
The stability of the selection has been tested with a bootstrap approach. We
consider 100 bootstrap replications of the given sample of 501 women. Then
sparse MCA has been applied on these new 100 samples and the most often
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selected variables have been conserved (the highest 25% of them). Finally 165
SNPs have been selected on the first axis among the 640 SNPs. Table 3 displays
the comparison between the loadings obtained with MCA and with sparse MCA
forλ set to 0.005 and for the first five SNPs of the sample. In MCA, no SNP
is eliminated because λ is equal to 0. In contrast, in sparse MCA, the non
zero tuning parameter allows selection of SNPs on each axis by setting all the
loadings of the modalities of a variable to zero.
Table 3: Loadings and variance obtained for the first five SNPs of the database with MCA
and sparse MCA on the first four axes
MCA Sparse MCA
Variable Comp.1 Comp.2 Comp.3 Comp.4 Comp.1 Comp.2 Comp.3 Comp.4
SNPri1.CC 0.277 0.258 -0.159 0.189 0.033 -0.025 0.000 0.000
SNPri1.CG -0.108 -0.064 -0.053 -0.097 -0.010 0.007 0.000 0.000
SNPri1.GG -0.025 -0.087 0.214 0.021 -0.015 0.012 0.000 0.000
SNPri2.AA -0.285 -0.652 -0.179 -0.287 0.000 0.000 0.000 0.000
SNPri2.AG 0.113 0.095 -0.133 -0.208 0.000 0.000 0.000 0.000
SNPri2.GG 0.119 0.636 0.528 0.835 0.000 0.000 0.000 0.000
SNPri3.AA 0.115 -0.025 0.636 -0.731 -0.192 0.193 -0.203 0.203
SNPri3.AG 0.072 -0.449 -0.194 0.520 -0.129 0.129 -0.124 0.123
SNPri3.GG -0.351 0.125 -0.368 -0.360 0.435 -0.437 0.440 -0.440
SNPri4.AA 0.191 -0.151 -0.031 0.016 -0.024 0.019 0.000 0.000
SNPri4.AG -0.173 0.204 0.033 0.050 0.032 -0.025 0.000 0.000
SNPri4.GG -0.294 -0.133 0.023 -0.381 -0.016 0.009 0.000 0.000
SNPri5.AA 0.197 0.490 0.499 -0.161 0.000 0.000 0.000 0.000
SNPri5.AT 0.176 -0.064 0.115 0.010 0.000 0.000 0.000 0.000
SNPri5.TT -0.157 -0.012 -0.148 0.012 0.000 0.000 0.000 0.000
...
...
...
...
...
...
...
...
...
Nb of selected
modalities 1638 1638 1638 1638 165 96 21 12
Adjusted
variance (%) 1.18 0.67 0.64 0.63 0.40 0.17 0.12 0.11
Cumulated
variance (%) 1.18 1.85 2.49 3.12 0.40 0.57 0.69 0.78
8. Discussion
Sparse MCA is an extension of the GSPCA for qualitative data. It produces
sparsity at loadings level (with a minimum loss of percentage of variance ex-
plained) which facilitates the interpretation and understanding of the different
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axes. When the regularization parameter λ is set to 0, GSPCA and sparse MCA
are identical to PCA and MCA, respectively, which is an essential property of a
"good" sparse method according to [5]. The application presented in Section 4
was performed on a small data set, but these methods make sense in the context
of very large dimension. However it does not produce sparsity within a group.
In case you would like to select variables within a block, an extension of these
methods could be achieved by replacing the penalty function "group Lasso" by
"sparse group Lasso" developed by [3].
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Développement de méthodes statistiques
nécessaires à l'analyse de données
génomiques
Résumé :
Les nouvelles technologies développées ces dernières années dans le domaine de la génétique ont permis
de générer des bases de données de très grande dimension, en particulier de SNPs, ces bases étant souvent
caractérisées par un nombre de variables largement supérieur au nombre d'individus. L'objectif de ce
travail a été de développer des méthodes statistiques adaptées à ces jeux de données de grande dimension
et permettant de sélectionner les variables les plus pertinentes au regard du problème biologique considéré.
Dans la première partie de ce travail, un état de l'art présente diﬀérentes méthodes de sélection de
variables non supervisées et supervisées pour 2 blocs de variables et plus. Dans la deuxième partie, deux
nouvelles méthodes de sélection de variables non supervisées de type "sparse" sont proposées : la GSPCA
et l'Analyse des Correspondances Multiples sparse (ACM sparse). Vues comme des problèmes de régression
avec une pénalisation group LASSO elles conduisent à la sélection de blocs de variables quantitatives et
qualitatives, respectivement. La troisième partie est consacrée aux interactions entre SNPs et dans ce
cadre, une méthode spéciﬁque de détection d'interactions, la régression logique, est présentée. Enﬁn, la
quatrième partie présente une application de ces méthodes sur un jeu de données réelles de SNPs aﬁn
d'étudier l'inﬂuence possible du polymorphisme génétique sur l'expression du vieillissement cutané au
niveau du visage chez des femmes adultes. Les méthodes développées ont donné des résultats prometteurs
répondant aux attentes des biologistes, et qui oﬀrent de nouvelles perspectives de recherches intéressantes.
Mots clés :
sélection de variables, ACP sparse, ACM, SNP-SNP interactions, régression logique, méthodes multiblocs,
méthodes sparse non supervisées.
Abstract:
New technologies developed recently in the ﬁeld of genetic have generated high-dimensional databases.
These databases are often characterized by a number of variables much larger than the number of in-
dividuals. The goal of this dissertation was to develop appropriate statistical methods to analyse high-
dimensional data, and to select the most biologically relevant variables. In the ﬁrst part, I present the
state of the art that describes unsupervised and supervised variables selection methods for two or more
blocks of variables. In the second part, I present two new unsupervised "sparse" methods: Group Sparse
Principal Component Analysis (GSPCA) and Sparse Multiple Correspondence Analysis (Sparse MCA).
Considered as regression problems with a group LASSO penalization, these methods lead to select blocks
of quantitative and qualitative variables, respectively. The third part is devoted to interactions between
SNPs. A method employed to identify these interactions is presented: the logic regression. Finally, the last
part presents an application of these methods on a real SNPs dataset to study the possible inﬂuence of
genetic polymorphism on facial skin aging in adult women. The methods developed gave relevant results
that conﬁrmed the biologist's expectations and that oﬀered new research perspectives.
Keywords:
feature selection, sparse PCA, MCA, SNP-SNP interactions, logic regression, multiblocks methods, unsu-
pervised sparse methods.
