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Resumo
Existem inu´meras minas desativadas que apresentam um elevado valor patrimonial
e histo´rico. Contudo a maioria destas minas acaba por na˜o ser documentadas com o
devido cuidado, existindo o risco de deteriorac¸a˜o do patrimo´nio com o passar do tempo,
pelo que se torna necessa´ria a existeˆncia de te´cnicas que efetuem a reconstruc¸a˜o e o
mapeamento 3D de modo a preservar estes locais no mundo virtual.
O projeto MineHeritage surge em resposta a essa necessidade, com o objetivo de
documentar o patrimo´nio geo-mineiro e disponibilizar todos os dados para consultas fu-
turas, utilizando para isso sistemas robo´ticos capazes de realizar tarefas de mapeamento
e reconstruc¸a˜o dos ambientes subterraˆneos das minas e da sua a´rea envolvente.
A dissertac¸a˜o enderec¸a o desenvolvimento de uma plataforma mo´vel, composta por
um conjunto de sensores e equipamentos necessa´rios para a recolha dos dados (par
caˆmaras stereo, Light Detection And Ranging (LiDAR), sensor inercial), de forma a
construir, em po´s-processamento, um mapa e respectiva reconstruc¸a˜o 3D das a´reas sub-
terraˆneas exploradas. A soluc¸a˜o desenvolvida e´ capaz de obter dados que permitam cal-
cular a sua localizac¸a˜o relativa num cena´rio GPS-denied (ambientes subterraˆneos onde
na˜o e´ poss´ıvel obter localizac¸a˜o GPS) recorrendo ao uso de odometria visual-inercial.
O desenvolvimento do sistema passou pelo levantamento de todos os requisitos de
hardware e software necessa´rios para o funcionamento pretendido, pelo desenho de to-
dos os componentes e pec¸as, e pela implementac¸a˜o do sistema. Numa primeira fase,
foram realizados va´rios testes em ambiente controlado. Apo´s a validac¸a˜o de todos as
funcionalidades do GeoTec, procedeu-se a` realizac¸a˜o dos primeiros testes em ambiente
real na mina das Aveleiras situada no recinto do mosteiro de Tiba˜es, que se encontra
localizado em Braga.
Com os dados obtidos nestes testes, foram realizados va´rios testes com dois programas
que realizam reconstruc¸a˜o 3D: o programa Meshroom, que usa a framework de fotogra-
v
metria da Alice Vision, e em Robot Operating System (ROS), o package RTAB-Map,
sendo que os resultados obtidos mostraram-se promissores. Foi tambe´m comparada a
efica´cia de cada um dos algoritmos na estimac¸a˜o da posic¸a˜o atrave´s da comparac¸a˜o da
traje´to´ria de um ground truth, obtida usando os dados do recetor GNSS RTK fundidos
com o sensor inercial e as trajeto´rias obtidas usando ambos os programas.
Palavras-Chave: Reconstruc¸a˜o 3D, Cena´rios GPS-denied, Visa˜o stereo,
odometria visual-inercial, extrac¸a˜o de features, Meshroom, RTAB-Map
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Abstract
There are countless deactivated mines that have a high heritage and historical value.
However, most of these mines end up not being documented with due care, with the risk
of loss of that heritage over time, making it necessary to have techniques that carry out
reconstruction and mapping in order to preserve these sites in the virtual world.
The MineHeritage project arises from this need, with the aim of documenting the
geo-mining heritage and making all data available for future consultations, using robotic
systems capable of mapping and reconstructing the underground environments of the
mines and their surrounding areas.
As such, it is essential to develop a mobile platform, consisting of a set of sensors
and equipment necessary for data collection (stereo pair, LiDAR, inertial sensor), in
order to build, in post-processing, a map and it’s respective 3D reconstruction of the
underground areas to explore. It should be able to obtain its relative location in a
GPS-denied scenario (underground environments where it’s not possible to obtain GPS
signal) using visual-inertial odometry.
The development of the system involved the survey of all the hardware and software
requirements necessary for the intended operation, the design and implementation of
the same. In a first phase, several tests were carried out in a controlled environment.
After the validation of all GeoTec functionalities, the first missions were carried out at
the Aveleiras mine located in the Tiba˜es monastery, which is located in Braga.
With the data obtained in this field mission, several tests were carried out with
two programs that perform 3D reconstruction: Meshroom program, that uses the Alice
Vision photogrametry framework, and in ROS the RTAB-Map package. The results
obtained revealed themselves promising. The effectiveness of each of the algorithms in
estimating the position was also compared by comparing the trajectory of a ground
truth, obtained using the data from the GNSS RTK receiver merged with the inertial
vii
viii
sensor and the trajectory estimated by each program.
Keywords: 3D reconstruction, GPS-denied scenes, stereo vision, visual-
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Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos anos verificou-se um aumento do interesse em documentar locais com
interesse histo´rico, cultural ou arqueolo´gico. Um exemplo deste interesse e´ o projeto
CyArk1, que originou um reposito´rio de dados u´nico, OpenHeritage3D2, e tem como
objetivo preservar e disponibilizar (de acesso open source) uma base de dados exten-
siva e mundial com inu´meros datasets, que incluem informac¸a˜o sobre diversos tipos de
patrimo´nio. Estes projetos baseiam-se em treˆs linhas de ac¸a˜o distintas: conservac¸a˜o,
recuperac¸a˜o e descoberta. Em Historic England [8] sa˜o abrangidos me´todos de foto-
grametria para o registo do patrimo´nio cultural com particular eˆnfase nas te´cnicas de
structure from motion (SFM). Contudo, apesar do OpenHeritage3D disponibilizar dados
de va´rios pontos histo´ricos, mostrando-se uma base de dados relativamente completa,
este reposito´rio evideˆncia uma lacuna quanto a dados sobre minas subterraˆneas. Assim
sendo, torna-se interessante a recolha de dados deste tipo de patrimo´nio histo´rico, per-
mitindo um acesso ra´pido e fa´cil para pessoas que, caso contra´rio, na˜o seriam capazes
de obter essas informac¸o˜es.
E´ desta necessidade de mapeamento e reconstruc¸a˜o 3D que surge o projeto MineHe-
ritage3, cujo objetivo passa por analisar antigas minas histo´ricas e as suas a´reas cir-
cundantes. Este projecto sensibiliza para a importaˆncia de preservar e reconhecer o
interesse deste tipo de patrimo´nio geo-mineiro, acabando tambe´m por permitir visitas
virtuais destes locais.
Este crescente interesse em termos de preservac¸a˜o, tambe´m permite obter mode-






torna-se u´til para aplicac¸o˜es mais pra´ticas ou para permitir visitas virtuais ao patrimo´nio
histo´rico e geolo´gico do qual fazem parte algumas destas minas. Estas visitas tornam-
se consideravelmente relevantes devido ao dif´ıcil acesso que muitas vezes estas minas
apresentam, ale´m da existeˆncia de um conjunto de fatores imprevis´ıveis (como guerra,
cata´strofes naturais, alterac¸o˜es clima´ticas, deteriorac¸a˜o temporal, etc) que podem levar
a` destruic¸a˜o e perda deste patrimo´nio histo´rico. Muitas vezes e´ tambe´m de interesse
integrar nessa ana´lise espacial dados ja´ obtidos atrave´s da geologia, hidrogeologia, ali-
nhamentos tecto´nicos e zonamento geote´cnico, de forma a obter um modelo mais com-
pleto poss´ıvel das a´reas de interesse. Muitos autores [9, 10, 11, 12, 13] ja´ mostram o
seu interesse em realizar as suas investigac¸o˜es nestas a´reas, aplicando diversas te´cnicas
e demonstrando, assim, a importaˆncia da documentac¸a˜o histo´rica e cultural de diversos
tipos de patrimo´nio ou de estudos de cara´cter geo-cient´ıfico e tecnolo´gico.
Para se obter uma reconstruc¸a˜o fiel a` realidade e´ crucial obter informac¸o˜es sobre a
localizac¸a˜o. Seja localizac¸a˜o absoluta, de modo a permitir georreferenciar todos os dados
obtidos, ou localizac¸a˜o relativa permitindo a fusa˜o e alinhamento das va´rias nuvens de
pontos e/ou modelos 3D obtidos.
O sistema Global Navigation Satellite System (GNSS), me´todo mais fia´vel e conven-
cional para obter a localizac¸a˜o, na˜o pode ser considerado uma alternativa via´vel para
ambientes subterraˆneos uma vez que o sinal GNSS na˜o penetra a superf´ıcie da terra.
Existe, portanto, a necessidade de estimar essa localizac¸a˜o atrave´s de outros me´todos
que utilizem localizac¸a˜o relativa. A maioria desses me´todos utiliza algoritmos de odome-
tria visual, isto e´, permitir a obtenc¸a˜o da localizac¸a˜o atrave´s da ana´lise e processamento
de imagens. Estes algoritmos podem ou na˜o incluir a fusa˜o destes dados com os dados
obtidos atrave´s de sistemas inerciais.
Ao longo desta dissertac¸a˜o sera˜o abordados os me´todos e algoritmos necessa´rios para a
reconstruc¸a˜o 3D de tu´neis e galerias de minas, utilizando odometria visual e a integrac¸a˜o
dos dados do sistema inercial, bem como o desenvolvimento de um sistema robo´tico que
permita a recolha de dados nos ambientes subterraˆneos. O trabalho aqui apresentado
tem tambe´m como objetivo estudar a efica´cia na estimac¸a˜o da trajeto´ria efetuada pela
plataforma robo´tica desenvolvida (GeoTec) em dois cena´rios comparativos, variando
entre eles o conjunto de sensores utilizados para a estimac¸a˜o. Nesta plataforma existem
dois tipos de sensores que fornecem a informac¸a˜o necessa´ria para calcular o trajeto
percorrido pela mesma ao longo do tempo: visual e inercial. Pretende-se, portanto,
averiguar o comportamento da estimac¸a˜o em duas circunstaˆncias distintas: considerando
apenas a informac¸a˜o visual, e fundindo a informac¸a˜o visual com a inercial. Com os
resultados obtidos podera˜o ser avaliadas as vantagens da fusa˜o dos dois sensores para a
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modelizac¸a˜o/reconstruc¸a˜o 3D.
1.1 Motivac¸a˜o
O Centro de Robo´tica e Sistemas Auto´nomos (CRAS) e´ um dos va´rios centros de
investigac¸a˜o do Instituto de Engenharia de Sistemas e Computadores, Tecnologia e
Cieˆncia (INESC TEC). Este centro esta´ envolvido em va´rios projetos de investigac¸a˜o,
nacionais e europeus, nas a´reas da robo´tica ae´rea, aqua´tica e subaqua´tica. Existem
inu´meros roboˆs criados pelo laborato´rio, sejam Unmanned Aerial Vehicles (UAVs),
Autonomous Surface Vehicles (ASVs) e Autonomous Underwater Vehicles (AUVs).
Entre estes projetos contam-se: Underwater Explorer for flooded Mines (UNEXMIN),
projeto europeu para a criac¸a˜o de uma equipa de roboˆs para a explorac¸a˜o de minas
abandonadas inundadas. Outro exemplo de projeto europeu e´ o Viable Alternative Mine
Operating System (VAMOS), um projeto para a explorac¸a˜o e extrac¸a˜o de materiais
num ambiente subaqua´tico no qual o INESC TEC foi encarregue da criac¸a˜o de um roboˆ
responsa´vel pela monitorizac¸a˜o e mapeamento das a´reas a serem exploradas. Na figura
1.1 sa˜o apresentados alguns dos roboˆs criados pelo laborato´rio, nomeadamente o STORK
VII, um veiculo ae´reo na˜o tripulado auto´nomo, desenvolvido para realizar inspec¸o˜es em
torres e linhas de alta tensa˜o, a EVA, AUV desenvolvido para o projeto VAMOS e o
UX-1, um dos 3 roboˆs desenvolvidos para o projeto UNEXMIN.
A presente dissertac¸a˜o, pretende ser um importante contributo para o projeto Mi-
neHeritage (EIT/RAW MATERIALS/SGA2019/1). Este e´ um projeto educacional (seg-
mento ”Wider Society Learning”) cujo objetivo principal e´ promover a importaˆncia das
mate´rias-primas atrave´s do patrimo´nio histo´rico mineiro, criando uma base de dados
geolo´gica e incluindo tambe´m a informac¸a˜o sobre a histo´ria da minerac¸a˜o na europa.
No aˆmbito deste projecto, o papel do desenvolvimento tecnolo´gico tem sido significativo,
na medida em que os outputs fornecidos foram obtidos atrave´s da plataforma robo´tica
desenvolvida ao longo desta investigac¸a˜o.
O INESC TEC e´ o parceiro tecnolo´gico responsa´vel pela aquisic¸a˜o e processamento
de dados, de modo a fornecer nuvens de pontos e modelos 3D para serem integrados num
jogo educativo e um app no final do projeto. Assim sendo, torna-se necessa´rio realizar a
aquisic¸a˜o de imagens ae´reas de alta resoluc¸a˜o, atrave´s da utilizac¸a˜o de UAVs, tal como
obter um mapeamento preciso das a´reas circundantes (usando um scanner laser 3D de
alta performance), para ale´m de um sistema que permita mapear o interior das minas
subterraˆneas. E´ neste contexto que surge o sistema GeoTec, que sera´ um dos pontos
abordados nesta dissertac¸a˜o.
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Figura 1.1: Exemplos de roˆbos desenvolvidos pelo laborato´rio.
1.2 Objetivos
Esta tese enderec¸a a tema´tica de mapeamento indoor e outdoor de localizac¸o˜es de
patrimo´nio histo´rico, tal como minas, visando o desenvolvimento de um sistema de
surveing para proceder a` recolha dos dados e utilizando dois programas que permitem
o tratamento dos dados obtidos de forma a obter o mapeamento e modelos 3D, tendo
como principais objetivos os seguintes to´picos:
• Efetuar levantamento dos requisitos de hardware e software de uma soluc¸a˜o de
reconstruc¸a˜o 3D para cena´rios GPS-denied ;
• Desenvolvimento de uma soluc¸a˜o, o sistema GeoTec, que reu´ne va´rios tipos de
sensores de forma a poder mapear o ambiente subterraˆneo de uma mina;
• Ana´lise e estudo das te´cnicas e algoritmos usados por dois softwares (RTAB Map
e Meshroom) cuja finalidade e´ realizar reconstruc¸a˜o 3D;
• Estudar a efica´cia da estimac¸a˜o da trajeto´ria efetuada pelo sistema, comparando
com um ground truth, estimac¸a˜o essa obtida usando os dois programas ja´ referidos
(RTAB Map e Meshroom);
• Comparar a eficieˆncia de algumas te´cnicas de estimac¸a˜o de trajeto´rias;
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1.3 Estrutura
Esta dissertac¸a˜o esta´ organizada em 8 cap´ıtulos, sendo que no primeiro e´ feita uma
contextualizac¸a˜o do problema e sa˜o apresentadas as razo˜es pelas quais surge este projeto.
No cap´ıtulo 2 e´ feito um levantamento de literatura quanto a te´cnicas de odometria
visual, bem como alguns sistemas similares ao GeoTec.
No cap´ıtulo 3 sa˜o descritos alguns conceitos e me´todos importantes para o desenvol-
vimento do sistema. O quarto cap´ıtulo descreve as ferramentas de software utilizadas
para testar as capacidades do sistema.
Ja´ no cap´ıtulo 5 e´ apresentada uma descric¸a˜o detalhada de todos os passos necessa´rios
para o desenvolvimento do sistema GeoTec, desde a fase de projeto, escolha de sensores
e componentes, arquiteturas de hardware e software, ate´ ao desenho das estruturas
mecaˆnicas que fazem parte do sistema.
A implementac¸a˜o de todos os componentes e estruturas do sistema e´ descrito no
cap´ıtulo 6. Ja´ no cap´ıtulo 7 sa˜o apresentados alguns resultados da calibrac¸a˜o dos
paraˆmetros das caˆmaras e dos testes de todos os sensores, bem como resultados dos
testes de campo, da realizac¸a˜o do ground truth e reconstruc¸o˜es 3D.
Por fim no u´ltimo cap´ıtulo, 8 sa˜o apresentadas as concluso˜es desta dissertac¸a˜o, bem
como o trabalho futuro que possa vir a ser desenvolvido.
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Cap´ıtulo 2
Estado da Arte
Habitualmente, as ferramentas de reconstruc¸a˜o 3D recebem como input um set de
imagens e atrave´s de me´todos de detec¸a˜o e matching de features conseguem obter cor-
respondeˆncias e relacionar assim os diferentes pontos de vista. Quando estas features se
manteˆm no plano da imagem ao longo do tempo, a sua trajeto´ria pode ser relacionada
geometricamente com a trajeto´ria da caˆmara. Este processo e´ denominado de Structure
from Motion (SFM), no entanto, se existir apenas informac¸a˜o visual, existe uma acentu-
ada incerteza associada ao fator de escala global, podendo introduzir erros na estimac¸a˜o
da trajeto´ria da caˆmara.
Nesta secc¸a˜o sera˜o abordadas as diferentes te´cnicas de reconstruc¸a˜o 3D que utilizam
te´cnicas de visa˜o e dados obtidos usando um Inercial Motion Unit (IMU) para a es-
timac¸a˜o da posic¸a˜o e atitude ao longo de um percurso efetuado em cena´rios GPS-denied,
sendo tambe´m referidos alguns sistemas robo´ticos semelhantes, ou com propo´sitos simi-
lares ao sistema GeoTec.
2.1 Odometria Visual-Inercial
A tarefa de estimar o movimento de um roboˆ atrave´s da combinac¸a˜o de imagens
e medic¸o˜es inerciais provenientes de um Inertial Measurement Unit (IMU) denomina-
se de Odometria Visual-Inercial (ou Visual Inertial Odometry - VIO). Va´rios estudos
teˆm demonstrado que a conjugac¸a˜o destes dois sensores, para ale´m de resultar numa
estimac¸a˜o robusta e fia´vel [14, 15] do estado de um roboˆ (posic¸a˜o, orientac¸a˜o e velocidade)
traz diversas vantagens, evidenciadas de seguida, relativamente a outros sistemas de
localizac¸a˜o, tendo assim recebido bastante interesse na comunidade robo´tica.
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2.1.1 Vantagens
Relativamente aos sensores utilizados em VIO, existem vantagens em ambos os
casos. No que diz respeito ao sensor inercial, os avanc¸os recentes no desenvolvimento de
sensores inerciais baseados em sistemas microeletromecaˆnicos (MEMS) tornou poss´ıvel a
produc¸a˜o de IMUs de baixo custo, tamanho reduzido e com excelente precisa˜o, capazes
de estimar a pose (entenda-se por pose a combinac¸a˜o da posic¸a˜o e orientac¸a˜o de um
determinado roboˆ) de sistemas como UAVs ou roboˆs mo´veis terrestres. No que toca
a`s caˆmaras, o ganho fundamental da sua utilizac¸a˜o como sensor sa˜o as medic¸o˜es ricas
em informac¸a˜o e, tendo em conta que usando os me´todos existentes atualmente para a
extrac¸a˜o de features e´ poss´ıvel obter centenas de pontos de controlo por cada imagem,
obte´m-se uma boa efica´cia na localizac¸a˜o.
Adicionalmente, a principal vantagem de combinar uma caˆmara com um IMU esta´
relacionada com o facto de os dois sensores se complementarem de forma a resolver as
ambiguidades existentes nas suas medic¸o˜es para a estimac¸a˜o do movimento, que seriam
imposs´ıveis de resolver se os sensores fossem utilizados individualmente. Por um lado,
atrave´s da medic¸a˜o de acelerac¸a˜o linear e velocidade angular de um corpo r´ıgido por parte
do IMU, presumivelmente, poder-se-ia determinar a variac¸a˜o da pose pela integrac¸a˜o
destas medic¸o˜es (quer dos acelero´metros, quer dos girosco´pios), contudo, na pra´tica
verifica-se que os sensores inerciais sa˜o alvo de ru´ıdos de baixa frequeˆncia que limitam a
sua precisa˜o apo´s um certo per´ıodo de tempo e, portanto, as observac¸o˜es de imagem sa˜o
bene´ficas no sentido em que contrariam este erro acumulado na integrac¸a˜o das medidas
obtidas usando o IMU.
Por outro lado, quando existe perda de informac¸a˜o visual, quer por alterac¸o˜es
bruscas de luminosidade, quer pela ofuscac¸a˜o da imagem provocada pelo movimento ou
ate´ pela existeˆncia de a´reas com muito pouca textura, podera´ levar a falhas na extrac¸a˜o
de features ou a estas serem observadas apenas durante curtos intervalos de tempo, in-
troduzindo ambiguidades na estimac¸a˜o do movimento. Neste tipo de cena´rios, o sistema
deve conseguir adaptar-se e lidar com os per´ıodos em que na˜o se observam landmarks
ou onde exista ambiguidade no resultado das mesmas, desta forma a integrac¸a˜o do IMU
consegue melhorar drasticamente a performance da estimac¸a˜o, auxiliando nos seguintes
aspetos:
• Remoc¸a˜o das descontinuidades na estimac¸a˜o do movimento resultantes das features
que entram ou saem do campo de visa˜o (Field of view - FOV) da caˆmara.
• Determinac¸a˜o de uma escala global.
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• Gerac¸a˜o de uma trajeto´ria mais robusta na medida em aumenta a robustez do
sistema a perdas de informac¸a˜o visual.
Por conseguinte, pode assim considerar-se que uma caˆmara em movimento funci-
ona como um sensor exteroceptivo, isto e´, permite adquirir informac¸a˜o do ambiente a`
volta do roboˆ, medindo o aspeto e a geometria de um cena´rio tridimensional num fator
de escala indeterminado. Ja´ o IMU e´ considerado um sensor proprioceptivo, na medida
em que e´ capaz de medir valores internos ao sistema, como o movimento. Com o IMU e´
poss´ıvel processar a escala de medic¸a˜o proveniente da visa˜o e estimar tanto a escala ab-
soluta como os paraˆmetros que modelizam o movimento do sistema [16, 17]. Assim, estes
sensores complementam-se, cobrindo as suas pro´prias limitac¸o˜es e fornecendo informac¸a˜o
relevante para a produc¸a˜o de sistemas de navegac¸a˜o e/ou mapeamento.
2.1.2 Vulnerabilidades
Para ale´m da vulnerabilidade associada a`s situac¸o˜es de elevada velocidade, expli-
cada anteriormente, que exige demasiadas integrac¸o˜es do IMU e consequente integrac¸a˜o
de erro, em VIO existem ainda duas outras complicac¸o˜es:
• Alto alcance dinaˆmico: Nas caˆmaras tradicionais o alcance dinaˆmico e´ limi-
tado, o que pode levar tanto a` sub-exposic¸a˜o como sobre-exposic¸a˜o de significativas
regio˜es da imagem, reduzindo drasticamente a quantidade de informac¸a˜o.
• Inicializac¸a˜o do IMU: Para conseguir estimar os paraˆmetros associados a` pose,
atrave´s da integrac¸a˜o da informac¸a˜o do IMU, e´ necessa´rio inicializar corretamente
o sistema, isto e´, a sua posic¸a˜o, orientac¸a˜o e velocidade iniciais. Quanto maior for
a incerteza do estado inicial, maior dificuldade tera´ o estimador em convergir para
valores corretos.
Para atenuar o problema do alcance dinaˆmico surgiram abordagens dedicadas a
cena´rios altamente dinaˆmicos [18], ou ate´ com caˆmaras com sensor de visa˜o dinaˆmico
(denominadas de event cameras) [19, 20, 21] que trazem uma grande vantagem neste tipo
de situac¸o˜es tendo em conta que, ao contra´rio das caˆmaras tradicionais, cada pixel opera
independente e assincronamente obtendo-se variac¸o˜es de intensidade entre imagens. No
que diz respeito a` inicializac¸a˜o do IMU, as soluc¸o˜es passam por colocar a plataforma
robo´tica numa posic¸a˜o previamente conhecida, ou inicializar os estados com uso de um
rector GNSS ou, em u´ltimo caso, adotar condic¸o˜es iniciais com um determinado grau de
incerteza, e tentar convergir para o estado verdadeiro ao longo do tempo.
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2.1.3 Calibrac¸a˜o
A fusa˜o das medic¸o˜es visuais e inerciais so´ e´ poss´ıvel se ambas estiverem no frame
de navegac¸a˜o, tal com e´ evidenciado na figura 2.1. Para tal e´ necessa´rio calibrar os
extr´ınsecos (transformac¸a˜o de 6 graus de liberdade) de ambos os sensores (caˆmara e
IMU). Se existir erro associado a esta calibrac¸a˜o a performance do sistema de navegac¸a˜o
sera´ afetada, dada a introduc¸a˜o de um bias sistema´tico a cada estimac¸a˜o.
Figura 2.1: Exemplo de transformac¸a˜o (dada por C e representada atrave´s das retas
a tracejado) das medic¸o˜es do IMU para o frame de navegac¸a˜o de forma a estimar a
trajeto´ria (representada a tracejado) [18]
Pore´m, o processo de calibrac¸a˜o e´ normalmente complexo, demorado e inclusive
tera´ de ser repetido caso um dos sensores sejam reposicionados ou alvo de stress mecaˆnico.
Para tentar facilitar este processo va´rios autores apresentaram diferentes me´todos de
calibrac¸a˜o capazes de calcular a matriz de transformac¸a˜o sem necessidade de conhecer a
priori as posic¸o˜es das landmarks [22, 23, 24] capazes ate´ de se calibrarem em operac¸a˜o
[25].
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2.1.4 Metodologias
O estudo desenvolvido na a´rea da VIO pode ser subseccionado em treˆs paraˆmetros:
• Dimensa˜o da estimac¸a˜o (poses da caˆmara: enquanto que os algoritmos de
smoothing estimam todo o historial de poses, os algoritmos de filtragem e fixed-lag
smoothing (com recurso a sliding window usam apenas o u´ltimo estado (caso da
filtragem) ou marginalizam os estados mais antigos (caso do fixed-lag smoothing).
• Representac¸a˜o da incerteza na medic¸a˜o: no caso do Extended Kalman Filter
(EKF) e´ pela matriz de covariaˆncia, ja´ no filtro de informac¸a˜o e te´cnicas de smo-
othing recorre-se a` matriz de informac¸a˜o (inverso da matriz de covariaˆncia) ou a`
raiz quadrada da matriz de informac¸a˜o.
• Nu´mero de linearizac¸o˜es ao modelo de observac¸a˜o: nas abordagens de
smoothing permite a linearizac¸a˜o mu´ltiplas vezes a cada medic¸a˜o, enquanto que
no EKF as medic¸o˜es sa˜o processadas uma u´nica vez.
A abordagem mais comum para lidar com a Odometria Visual-Inercial e´ a fusa˜o
multisensorial onde o IMU opera como um mo´dulo independente de assisteˆncia a` infraes-
trutura visual. No campo da robo´tica, as caracter´ısticas inerentes a` VIO, nomeadamente
a estimac¸a˜o de uma pose de uma plataforma tridimensional, sa˜o comumente associadas
ao SLAM (Localization And Mapping), tendo este problema sido bastante estudado e
explorado pela comunidade robo´tica nos u´ltimos anos.
No que toca a` Odometria Visual (e SLAM, consequentemente), esta tem sido
associada a` filtragem [26], onde as medidas do IMU propagam o estado, e as medic¸o˜es
visuais associadas a`s features/keypoints formam as observac¸o˜es, ou update. A maioria
dos me´todos de SLAM adotam te´cnicas recursivas de filtragem. Em [27] os autores
propo˜em uma fusa˜o em tempo real, baseada em EKF, com apenas uma caˆmara. Em
[28] os autores apresentam os resultados de uma estimac¸a˜o por filtragem para VIO num
dataset de longo percurso. Ambos os casos com erros inferiores a 0,5 % da distaˆncia
total percorrida. Segundo os autores [29, 30, 31] o EKF e´ a metodologia mais apropriada
para a fusa˜o de sensores de visa˜o com sensores inerciais. Para ale´m dos inu´meros autores
que privilegiam o uso do EKF para VIO [32, 33, 34], ainda nas te´cnicas de filtragem,
existem abordagens com Unscented Kalman Filter (UKF) [22, 25]] para o problema da
Odometria Visual-Inercial.
Pore´m, a complexidade das te´cnicas associadas a` filtragem, tal como o EKF, cresce
quadraticamente com o nu´mero de landmarks a estimar, e tendo em conta o elevado
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volume de informac¸a˜o que as imagens teˆm atualmente, para cena´rios com mais de que
uma caˆmara, a performance destes algoritmos pode ser limitada, e condicionar aplicac¸o˜es
como sistemas de localizac¸a˜o em tempo real. Uma alternativa a` filtragem e´ o smoothing,
ja´ implementado por va´rios autores no aˆmbito da VIO [35, 36, 37] que se baseia na
otimizac¸a˜o de factor graphs [38] onde o IMU e´ preintegrado e otimizado juntamente com
a informac¸a˜o visual aquando de uma observac¸a˜o/update, existindo ainda trabalhos com
aplicac¸a˜o pra´tica em tempo real [39].
Por um lado, as abordagens de filtragem compensam o problema da complexidade,
na medida em que possibilitam ciclos mais ra´pidos de estimac¸a˜o, no entanto os erros as-
sociados a` linearizac¸a˜o em torno da u´ltima observac¸a˜o podem deteriorar a precisa˜o. Por
outro lado, as abordagens de smoothing baseadas em otimizac¸o˜es na˜o lineares oferecem
resultados exatos mas sa˜o computacionalmente mais exigentes. Observa-se assim que
em VIO impo˜e-se um importante trade-off entre a precisa˜o e eficieˆncia.
Equitativamente a` linha de trabalho e objetivos do sistema aqui apresentado,
em [40] os autores focam-se em fornecer uma estimac¸a˜o robusta e offline da trajeto´ria
da caˆmara de modo a recuperar o seu movimento para gerar um espac¸o virtual desse
percurso, atrave´s da fusa˜o do IMU com os resultados do SFM.
2.2 Sistemas similares existentes
Existem alguns sistemas similares ao pretendido que se encontram ja´ desenvolvidos,
sendo que a maioria usa sensores laser (LiDAR), e na˜o apresenta qualquer tipo de sen-
sores de visa˜o ou inerciais.
Alguns sistemas tentaram criar representac¸o˜es volume´tricas 3D de ambientes sub-
terraˆneos com scanners laser 2D. Em Thrun et al. [41] sa˜o usados dois sensores laser
2D para adquirir dados 3D. Um sensor e´ montado horizontalmente e um verticalmente,
sendo que o u´ltimo obte´m um scan vertical que e´ transformado em pontos 3D usando
a pose atual do roboˆ e que o outro sensor e´ usado para calcular essa mesma pose. A
precisa˜o dos pontos 3D obtidos depende dessa pose e da precisa˜o do scanner utilizado.
Ferguson et al. [42] apresenta uma soluc¸a˜o de arquitetura de software de um sistema
robo´tico para mapeamento auto´nomo de minas abandonadas. O ve´ıculo usado, repre-
sentado na figura 2.2, e´ equipado com dois sensores laser atuados, sendo que ao explorar
e mapear, primeiro o roboˆ movimenta-se guiado por scans laser 2D, alternando para
fases em que o ve´ıculo se imobiliza e adquire um scan 3D do ambiente que o rodeia.
Analisando estes scans o roboˆ planeia uma trajeto´ria que e´ depois executada usando
scans 2D ra´pidos para determinar a posic¸a˜o relativa do roboˆ em relac¸a˜o ao mapa 3D.
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Esta aproximac¸a˜o e´ um pouco diferente da pretendida nesta dissertac¸a˜o, na medida em
que o objetivo na˜o e´ um sistema auto´nomo mas sim um sistema de surveing que recolha
os dados necessa´rios para realizar modelos 3D.
Figura 2.2: Ve´ıculo robo´tico usado por Ferguson et al. [42]
Ja´ no caso de Thrun et al. [43], para ale´m de ter sido utilizado o mesmo roboˆ que no
trabalho de Ferguson et al. [42], foi usada tambe´m uma plataforma robo´tica empurrada
por humanos equipada com quatro sensores laser 2D. Estes fornecem informac¸o˜es sobre
a secc¸a˜o transversal da mina a` frente do ve´ıculo e a estrutura do solo e do teto. De
forma a construir mapas consistentes de minas extensas, e´ apresentado um algoritmo
para estimar correspondeˆncias globais e alinhar as trajeto´rias dos roboˆs. Este algoritmo
permite recuperar mapas consistentes com va´rias centenas de metros de diaˆmetro, sem
utilizar informac¸o˜es de odometria. A abordagem seguida baseia-se na correspondeˆncia
de scans 2D para obter um mapa localmente consistente e num algoritmo de alinhamento
global 2D para gerar mapas globais tambe´m eles consistentes. Os mapas resultantes e as
trajeto´rias dos roboˆs formam a base para a integrac¸a˜o das informac¸o˜es 3D, adquiridas
por sensores adicionais apontados para o teto e para o cha˜o da mina. Uma etapa final de
otimizac¸a˜o melhora ainda mais a consisteˆncia espacial do mapa 3D resultante da mina.
Nenhum destes sistemas robo´ticos apresenta sensores inerciais ou de visa˜o de algum
tipo, sendo este um dos seus defeitos, uma vez que obriga a que a localizac¸a˜o dos ve´ıculos
apo´s deixarem o ponto inicial seja apenas estimada usando os scans laser.
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O termo visa˜o computacional pode ser descrito como o processo de replicac¸a˜o da
visa˜o humana usando diferentes tecnologias e equipamentos. Entre esses equipamentos
encontram-se as caˆmaras, sendo que estas sa˜o o equipamento mais importante na a´rea
de visa˜o computacional, na medida em que e´ poss´ıvel extrair uma grande quantidade de
informac¸a˜o atrave´s do processamento de uma imagem capturada.
Uma descric¸a˜o simples de uma caˆmara pode ser feita separando-a em treˆs compo-
nentes principais sendo que cada um tem func¸o˜es diferentes. Estes sa˜o: o sensor o´tico,
a lente e o obturador (shutter). A lente e´ responsa´vel por convergir os feixes de luz de
modo a que estes incidam sobre o sensor o´tico, sendo que este tem como objetivo con-
verter a intensidade dos feixes de luz recebidos em pulsos ele´tricos. Por u´ltimo, o shutter
que existe entre os dois tem a func¸a˜o de regular a quantidade de luz que chegar ao sensor
[44]. Na figura 3.1 esta´ detalhada a posic¸a˜o e interac¸a˜o entre estes componentes.
3.1.1 Modelo pinhole
Uma imagem e´ uma projec¸a˜o 2D de uma cena 3D no mundo real, e como ja´ foi
referido, conte´m informac¸o˜es sobre a cena capturada que sa˜o indispensa´veis, e portanto
necessa´rio proceder a` sua extrac¸a˜o, quando se fala em visa˜o computacional. Para obter
essas informac¸o˜es, e´ necessa´rio obter um modelo que represente a caˆmara e que descreva
como um ponto 3D no mundo e´ transferido para o plano da imagem na forma de um
ponto 2D.
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Figura 3.1: Componentes de uma caˆmara [44]
Existe um modelo relativamente simples e usado comummente em visa˜o compu-
tacional, o Pinhole Camera Model. Na figura 3.2 esta´ representado este modelo e
a transformac¸a˜o entre um objeto 3D e um plano, sendo que este plano e´ o plano da
imagem, o ponto O e´ o pinhole ou centro da caˆmara. A distaˆncia entre o plano da
imagem e o pinhole e´ a distaˆncia focal, f [45]. Usando este modelo e´ poss´ıvel assumir
que um pixel na imagem (x e y), tera´ apenas uma representac¸a˜o no mundo (X, Y, Z ).
Figura 3.2: Modelo pinhole [45]
3.1.2 O´pticas e distorc¸a˜o
O modelo pinhole assume que a luz refletida pelos objetos do mundo passa por um
ponto u´nico sem sofrer alterac¸o˜es, ou seja assume que e´ capturada uma imagem perfeita.
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Contudo, no mundo real, na˜o e´ poss´ıvel existir uma abertura infinitamente pequena. Um
dos efeitos que uma maior abertura causa na imagem e´ a perda de definic¸a˜o. Embora
se pense que uma abertura o mais pequena poss´ıvel e´ sempre prefer´ıvel, este pode na˜o
ser o caso, visto que com a diminuic¸a˜o da abertura a imagem fica mais n´ıtida, mas mais
escura. Na figura 3.3 esta´ representado este efeito da mudanc¸a de tamanho da abertura
na imagem [45].
Figura 3.3: Efeitos da variac¸a˜o do tamanho da abertura numa imagem [45].
Este conflito entre nitidez e luminosidade e´ mitigado pela existeˆncia de o´pticas
que podem focar ou dispersar a luz. Para ale´m de focar a luz no sensor, estas servem
para proteger o sensor, podendo ser esta´ticas ou mo´veis para permitir ajustar o foco e
o zoom da imagem. Para ale´m disso as o´pticas focam todos os raios de luz paralelos ao
eixo o´ptico num ponto, o ponto focal, sendo que a distaˆncia entre o ponto focal e o
centro da lente e´ conhecido por distaˆncia focal, f (fx, fy) [45].
A presenc¸a de uma o´ptica, introduz alguns efeitos de distorc¸a˜o que va˜o afetar a
replicac¸a˜o do mundo na imagem, sendo que existem dois tipos de distorc¸a˜o: radial e
tangencial [46].
A distorc¸a˜o radial ocorre quando os raios de luz sofrem uma refracc¸a˜o maior
perto das extremidades das lentes do que no seu centro, provocando uma deformac¸a˜o do
objeto no plano da imagem que se propaga do centro para as extremidades sendo que
para modelizar esta distorc¸a˜o sa˜o usados os coeficientes de distorc¸a˜o radial.
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No caso da distorc¸a˜o tangencial, esta deve-se ao facto de existirem desalinhamentos
entre a lente e o sensor, isto e´, a o´ptica e o sensor na˜o estarem completamente parale-
los ou alinhados, sendo que esta distorc¸a˜o e´ modelizada pelos coeficientes de distorc¸a˜o
tangencial. Na figura 3.4 esta˜o representados os dois tipos de distorc¸a˜o, tangencial a`
esquerda e radial a` direita.
Figura 3.4: A` esquerda: distorc¸a˜o tangencial [47], a` direita: sem distorc¸a˜o (a), barrel
distortion (b), pincushion distortion (c) [48]
Como ja´ foi referido existe um conjunto de coeficientes que podem ser estimados
que modelizam ambas as componentes de distorc¸a˜o, sendo estes representados geralmente
pela equac¸a˜o 3.1. No caso da distorc¸a˜o radial os coeficientes sa˜o: k1, k2 e k3 e na distorc¸a˜o
tangencial sa˜o: p1 e p2. Sejam as coordenadas de um ponto na imagem original (x, y) e a
sua posic¸a˜o na imagem corrigida (xc, yc), as equac¸o˜es que corrigem os pixels da imagem
usando os coeficientes de distorc¸a˜o radial sa˜o a 3.2 e a 3.3 [49]. As equac¸o˜es 3.4 e 3.5
mostram como corrigir a distorc¸a˜o tangencial utilizando os coeficientes corretos.
Distortioncoeficients = [k1, k2, p1, p2, k3] (3.1)








xc = x+ [2p1xy + p2(r
2 + 2x2)] (3.4)
yc = y + [p1(r
2 + 2y2) + 2p2xy] (3.5)
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3.1.3 Paraˆmetros intr´ınsecos
Os paraˆmetros intr´ınsecos de uma caˆmara permitem relacionar um ponto no
mundo (referencial da caˆmara) com a sua projec¸a˜o no plano da imagem e representam as
caracter´ısticas f´ısicas do sensor. Entre estes paraˆmetros encontram-se: as componentes
em x e y da distaˆncia focal, f, as coordenadas (cx e cy) do centro focal, c e os paraˆmetros
η e s, que modelizam o aspect ratio e o skew dos pixels da imagem. Como nas caˆmaras
digitais de hoje em dia os pixels sa˜o quadrados e na˜o apresentam skew estes dois u´ltimos
paraˆmetros sa˜o geralmente despresa´veis (η = 1 e s = 0).
A` matriz de projec¸a˜o que inclui estes paraˆmetros intr´ınsecos e que relaciona um
ponto no mundo com a sua projec¸a˜o na imagem em coordenadas homoge´neas da´ se o
nome de camera Matrix, K, e esta´ representada em (3.6).
K =




Com a obtenc¸a˜o dos paraˆmetros intr´ınsecos, que expressam as caracter´ısticas in-
ternas da caˆmara, e´ poss´ıvel relacionar pontos na imagem, com pontos do mundo no
referencial da caˆmara. Contudo, para estes dados extra´ıdos poderem ser relacionados
com outros, estes teˆm que ser transformados do referencial da caˆmara para outro refe-
rencial relativo ou global. Ao contra´rio dos paraˆmetros intr´ınsecos que apenas se alteram
se houver mudanc¸as na lente, os paraˆmetros extr´ınsecos sa˜o diferentes dependendo do
referencial ao qual sa˜o relativos.
O objetivo passa enta˜o por relacionar a posic¸a˜o do sensor da caˆmara com o refe-
rencial necessa´rio. Estes paraˆmetros podem ser divididos numa componente de rotac¸a˜o
e outra de translac¸a˜o. A rotac¸a˜o e´ definida por uma matriz R, 3x3, que representa as
rotac¸o˜es sobre todos os 3 eixos de rotac¸a˜o (x,y,z) usando os 3 aˆngulos de Euler : Roll
(φ), Pitch (θ) e Yaw (ψ) estando apresentada em 3.7.
R(φ, θ, ψ) =
 cos θ cosψ cos θ sinψ − sin θcosψ sinφ sin θ − cos θ sinψ sinψ sinφ sin θ + cosφ cosψ sinφ cos θ
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Uma translac¸a˜o e´ representada por um vetor ,t , e pode acontecer ao mesmo tempo
que uma rotac¸a˜o ou na˜o, sendo que se apenas uma simples translac¸a˜o for feita, nada
mais e´ do que adicionar um offset nos eixos desejados. Na figura 3.5 encontra-se uma





Figura 3.5: Rotac¸a˜o e translac¸a˜o entre referenciais [44]
Quando acontecem ao mesmo tempo uma rotac¸a˜o e translac¸a˜o existe uma forma
de notac¸a˜o que facilita a manipulac¸a˜o de transformac¸o˜es, usando uma so´ matriz, trans-
formac¸a˜o (T), em coordenadas homoge´neas, representada em 3.9. Enta˜o para transfor-
mar um ponto p, num referencial, num ponto p’, noutro referencial, e´ apenas preciso











p′ = T p (3.10)
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3.2 Projec¸a˜o de objetos
Apo´s obter os paraˆmetros intr´ınsecos e extr´ınsecos de uma caˆmara, e´ poss´ıvel
projetar um ponto no mundo, parte de um objeto, para o plano da imagem. A figura
3.6 mostra esta mesma projec¸a˜o.
Figura 3.6: Projec¸a˜o de um ponto do mundo para a imagem [45]
Primeiro e´ necessa´rio obter a projec¸a˜o das coordenadas do ponto 3D, p, no referen-
cial do mundo para coordenadas no referencial da caˆmara (p’ ) utilizando os paraˆmetros
extr´ınsecos (rotac¸a˜o e translac¸a˜o da caˆmara). Para tal e´ usada a equac¸a˜o 3.10. Depois
e´ necessa´rio projetar os pontos 3D no referencial da caˆmara em pontos 2D no plano da
imagem usando os paraˆmetros intr´ınsecos (matrix K). Enta˜o o ponto p na imagem pode
ser obtido atrave´s da equac¸a˜o 3.11 e 3.12 .
p = K T p′ (3.11)
p =











Usando apenas uma caˆmara, na mesma perspetiva em relac¸a˜o ao objeto, na˜o e´
poss´ıvel obter informac¸o˜es sobre a profundidade dos pontos no mundo. Para se conseguir
obter essas informac¸o˜es e´ necessa´rio utilizar a triangulac¸a˜o stereo. Para se realizar stereo
e´ necessa´rio que existam duas ou mais caˆmeras calibradas com pontos de vista diferentes
do objeto que tenham um campo de visa˜o com um mı´nimo de overlap, isto e´, existir
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alguma sobreposic¸a˜o entre os campos de visa˜o de ambas as caˆmaras. Isto tambe´m
e´ poss´ıvel com apenas uma caˆmara, sendo que nesse caso e´ necessa´rio que o objeto
esteja esta´tico e se obtenha va´rias imagens de diferentes prespetivas desse mesmo objeto
(Structure from Motion (SFM)).
3.3.1 Geometria epipolar
Um conceito importante na realizac¸a˜o de stereo e´ a geometria epipolar. Atrave´s
deste conceito e´ poss´ıvel triangular pontos 3D no mundo usando as imagens de ambas
as caˆmaras.
A figura 3.7 tem como objetivo o auxilio a` explicac¸a˜o deste conceito e representa
duas caˆmeras que observam a mesma cena no mundo, com campos de visa˜o que se
sobrepo˜em, sendo O e O’ os centros de cada caˆmara, X o ponto 3D no mundo, e
os pontos 2D x e x’ as projec¸o˜es do ponto X na imagem da esquerda e da direita
respetivamente.
Figura 3.7: Geometria epipolar [50]
Usando apenas a imagem da esquerda e´ imposs´ıvel saber a distaˆncia a` qual o
ponto X esta´ da caˆmara, porque a localizac¸a˜o deste pode ser qualquer uma ao longo
do segmento de reta OX , que a projec¸a˜o no plano da imagem ira´ ser a mesma. Mas
se considerarmos a imagem da direita tambe´m, o ponto X dependendo de onde esteja,
vai ser projetado em coordenadas diferentes no plano da imagem da caˆmara da direita.
Portanto o conceito geral e´ que com esta informac¸a˜o e´ poss´ıvel triangular o ponto 3D, e
saber a sua localizac¸a˜o no mundo [50].
A projec¸a˜o de todos os pontos do segmento de reta OX na imagem da direita,
forma uma reta no plano da imagem direito que e´ chamada de linha epipolar, l’. Isto
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significa que o ponto X na imagem direita teˆm que estar contido ao longo da linha
epipolar, limitando a procura deste ponto a uma linha, em vez de ter que ser pesquisada
a imagem toda, o que e´ uma vantagem em termos de performance e precisa˜o. Este
conceito e´ chamado de restric¸a˜o epipolar, sendo que existe para todos os pontos da
imagem da esquerda, que va˜o ter linhas epipolares correspondentes na imagem da direita
e vice versa.
A reta que une os centros de uma camaˆra a outra e´ chamada de baseline e os
pontos de intercec¸a˜o com os planos de ambas as imagens e´ o epipo´lo, sendo que todas a
linhas epipolares passam pelo epipo´lo.
Existem duas matrizes muito importantes no que toca a` encontrar as linhas epipo-
lares e os epipo´los. A matriz fundamental, F, e a matriz essencial, E. A matriz essencial
conte´m a informac¸a˜o sobre a translac¸a˜o e rotac¸a˜o da segunda caˆmara em relac¸a˜o a` pri-
meira em coordenadas globais. No caso da matriz fundamental, esta conte´m a mesma
informac¸a˜o de rotac¸a˜o e translac¸a˜o, bem como os intr´ınsecos de cada uma das caˆmaras,
de forma a ser poss´ıvel relacionar as duas caˆmaras em coordenadas de pixels, isto e´, esta
matriz mapeia um ponto numa imagem numa linha epipolar na outra imagem. A matriz
fundamental pode ser estimada usando pontos correspondentes entre as duas imagens,
atrave´s do algoritmo de oito pontos [50].
3.4 Processamento de imagem
Uma imagem de alta resoluc¸a˜o conte´m enormes quantidades de informac¸a˜o, sendo
que a maioria e´ informac¸a˜o inu´til. Para extrair toda a informac¸a˜o de uma imagem de
forma a se retirar apenas as informac¸o˜es u´teis, seria preciso analisar detalhadamente cada
imagem, o que iria resultar num processo lento e custoso em termos computacionais. Para
reduzir os tempos de computac¸a˜o foram desenvolvidas va´rias te´cnicas que se focam em
extrair pontos de interesse na imagem, features, de uma maneira ra´pida e ”superficial”.
Depois de identificados estes pontos, sa˜o analisados mais detalhada e profundamente de
forma a extrair toda a informac¸a˜o poss´ıvel que seja fidedigna.
3.4.1 Detec¸a˜o de features
O conceito de features baseia-se numa zona da imagem que difere do que a ro-
deia, e que e´ de interesse para resolver tarefas de processamento de imagem. A escolha
de features depende da finalidade da aplicac¸a˜o, o que leva a que existam algoritmos
especializados em detetar certos tipos de features. Mudanc¸as de intensidade de pixels,
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gradientes de cor e texturas sa˜o as propriedades mais observadas de forma a detetar
pontos de interesse. Depois de extra´ıdas, estas teˆm que ser armazenadas juntamente
com um descritor, que permita uma fa´cil identificac¸a˜o e comparac¸a˜o entre features de
diferentes imagens.
Existem va´rios me´todos de detec¸a˜o de features, desde os mais simples aos mais
elaborados, entre eles:
• FAST corner detector [51];




Nas subsecc¸o˜es seguintes va˜o ser descritos apenas alguns dos me´todos referidos,
sendo que foram escolhidos os mais relevantes.
3.4.2 Scale-Invariant Feature Transform (SIFT)
Os me´todos de detec¸a˜o de features tais como o Harris corner detector e o FAST,
sa˜o me´todos invaria´veis com a rotac¸a˜o, isto e´, mesmo que a imagem aparec¸a rodada um
canto na˜o deixa de ser um canto. Isto pode na˜o ser verdade se existir uma mudanc¸a
de escala na imagem, o que origina uma necessidade de criac¸a˜o de um me´todo que seja
invariante com a escala da imagem. D.Lowe desenvolveu, em 2004, um me´todo, o SIFT,
que como o nome indica e´ um algoritmo que e´ invariante com a escala. Existem 5 passos
principais no algoritmo SIFT [54]: scale-space extrema detection, keypoint localization,
orientation assignement, keypoint descriptor e keypoint matching.
No primeiro passo, detec¸a˜o de extremos scale-space, e´ feita uma filtragem de scale-
space, onde e´ encontrada uma Laplacian of Gaussian (LoG) para a imagem com valores
de σ distintos. Encontrando o ma´ximo local na escala e no espac¸o, e´ obtida uma lista de
valores (x, y, σ) que sa˜o potenciais pontos de interesse nas coordenadas (x, y) com um
fator de escala σ. Como a LoG tem um custo computacional elevado, e´ usada uma apro-
ximac¸a˜o, que e´ a diferenc¸a de Gaussianas. Esta diferenc¸a e´ usada em diferentes oitavas,
como representado na figura 3.8. Depois de encontradas as diferenc¸as de Gaussianas
e´ feito outra procura por extremos nas imagens, como mostra a figura 3.9, onde cada
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Figura 3.8: Detec¸a˜o de extremos [54]
Figura 3.9: Comparac¸a˜o com pixels vizinhos [54]
pixel e´ comparado com os seus 26 vizinhos nas regio˜es 3x3 na escala atual e adjacentes
(superior e inferior).
Depois de encontradas as potenciais localizac¸o˜es dos pontos de interesse, estas sa˜o
refinadas usando expanso˜es de se´ries de Taylor, tambe´m sa˜o removidos todos os edjes
atrave´s de um detetor de Harris, resultando assim na eliminac¸a˜o de todos os pontos com
contraste baixo e que sejam edjes, restando apenas os mais fortes pontos de interesse.
O passo seguinte e´ atribuir uma orientac¸a˜o a cada ponto de interesse para garantir
a invariaˆncia a` rotac¸a˜o da imagem. Uma regia˜o a` volta do ponto e´ considerada, com
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tamanho dependendo da escala do ponto, e de seguida e´ calculada a magnitude e direc¸a˜o
dessa a´rea.
De seguida e´ criado um descritor para o ponto de interesse, baseado nos vizinhos
numa a´rea de 16x16 a` volta do ponto. E´ gerado um histograma de orientac¸a˜o de oito
direc¸o˜es em cada sub-bloco de 4x4, sendo representado o descritor atrave´s de um vetor.
Por fim, para relacionar features em diferentes imagens, os pontos de interesse sa˜o
correspondidos identificando os seus vizinhos mais pro´ximos.
3.4.3 Speeded-Up Robust Features (SURF)
Uma das limitac¸o˜es do me´todo SIFT e´ o elevado tempo de execuc¸a˜o, o que o torna
invia´vel para uso em aplicac¸o˜es em tempo real. Foi introduzido em 2006, um aper-
feic¸oamento ao me´todo SIFT, um me´todo que e´ uma versa˜o mais ra´pida do mesmo. Isto
foi atingido por aproximar a diferenc¸a de Gaussianas (que no me´todo SIFT ja´ era uma
aproximac¸a˜o a` LoG) a Box Filters.
A convoluc¸a˜o utilizando Box Filters pode ser facilmente obtida com a ajuda de
imagens integrais e pode ser realizada em paralelo para diferentes escalas com alto ren-
dimento.
Para algumas aplicac¸o˜es onde na˜o e´ necessa´rio uma invariaˆncia a` rotac¸a˜o, o me´todo
SURF permite ignorar a orientac¸a˜o das features, melhorando ainda mais a velocidade
de processamento e mostrando grande robustez em rotac¸o˜es ate´ 15°. Isto e´ chamado de
U-SURF [56].
O descritor de features do me´todo SURF pode ser estendido para uma dimensa˜o
de 128, em vez dos habituais 64, dobrando o numero de features, sem aumentar muito a
complexidade computacional [56].
Como mostra a figura 3.10 este me´todo, tal como as suas variantes, apresentam
uma melhoria significativa em termos de tempo de computac¸a˜o em relac¸a˜o ao me´todo
SIFT, apresentando uma performance similar. O me´todo SURF e´ bom a lidar com
imagens desfocadas e com rotac¸o˜es, mas na˜o ta˜o eficaz no que toca a imagens com
mudanc¸a de perspectiva e iluminac¸a˜o.
Figura 3.10: Comparac¸a˜o dos tempos de execuc¸a˜o de va´rios me´todos na ana´lise de uma
imagem [53]
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3.4.4 Oriented FAST and Rotated BRIEF (ORB)
Este me´todo e´ uma mistura de dois me´todos, o detetor de features FAST e o
descritores BRIEF para melhorar o uso de memo´ria e ter um rendimento mais alto em
termos de detec¸a˜o e correspondeˆncia de features. Foi pensado como uma alternativa
mais ra´pida e precisa aos detetores patenteados referidos anteriormente, SIFT e SURF.
Para resolver os problemas de memo´ria presentes nos me´todos SIFT e SURF, foi
usado o detetor de features FAST, para detetar pontos de interesse mais rapidamente
com um uso de memoria mais reduzido, com a desvantagem de de ser um detetor que
na˜o conte´m uma componente de orientac¸a˜o.
Para obter a invariaˆncia a` rotac¸a˜o, e´ proposto um me´todo eficaz na obtenc¸a˜o da
orientac¸a˜o do canto: E´ calculada a intensidade ponderada do centro´ide do fragmento da
imagem que conte´m o canto no centro. A direc¸a˜o do vetor deste canto para o centro´ide
fornece a orientac¸a˜o. Para melhorar a invariaˆncia da rotac¸a˜o, sa˜o calculados momentos
com x e y, que devem estar numa regia˜o circular de raio r, em que r e´ o tamanho do
fragmento [57].
Como ja´ foi referido neste me´todo sa˜o usados os descritores BRIEF, sendo que
estes apresentam uma performance muito pobre com a existeˆncia de rotac¸a˜o. Enta˜o no
me´todo ORB sa˜o ”rodados”os descritores BRIEF de acordo com a orientac¸a˜o dos pontos
de interesse [57].
O me´todo ORB e´ muito mais ra´pido do que os detetores SIFT e SURF [55], e os
descritores ORB apresentam melhor performance que os do me´todo SURF, tornando o
ORB uma boa escolha para sistemas com pouca capacidade de processamento.
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Cap´ıtulo 4
RTAB-Map & Meshroom
Neste cap´ıtulo va˜o ser descritos ambas as ferramentas usadas para realizar o mape-
amento e reconstruc¸a˜o 3D. Va˜o ser abordadas as te´cnicas utilizadas, bem como todos
os passos realizados para obter a reconstruc¸a˜o, tanto no programa Meshroom, como no
Real-Time Appearance-Based Mapping (RTAB-Map).
4.1 RTAB-Map
O RTAB-Map e´ uma abordagem de diferentes variantes do problema de Simultaneous
Location and Mapping (SLAM): RGB-D, Stereo e LiDAR baseado em grafos. E´ dis-
tribu´ıdo como uma biblioteca open-source desde 2013 e foi inicialmente conhecido pela
abordagem de gesta˜o de memo´ria que permite a execuc¸a˜o de operac¸o˜es de SLAM de
larga escala ou longa durac¸a˜o, atrave´s da detec¸a˜o de loop-closures baseada na apareˆncia
do mapa (”appearance-based”), em tempo real.
Recentemente (2019) o RTAB-Map foi alargado ao SLAM, o que permitiu a sua
verdadeira aplicac¸a˜o pra´tica para mu´ltiplos roboˆs e plataformas mo´veis. Apesar de ter
comec¸ado como uma biblioteca C++, atualmente esta´ dispon´ıvel em formato de package
ROS1 (Robot Operating System). Nas seguintes secc¸o˜es sera´ evidenciada a evoluc¸a˜o desta
ferramenta nas suas principais contribuic¸o˜es: gesta˜o de memo´ria, loop-closure e SLAM.
4.1.1 Mecanismo de gesta˜o de memo´ria e loop-closures
O RTAB-Map surgiu de uma implementac¸a˜o de um me´todo de gesta˜o de memo´ria
que permitiu a detec¸a˜o de loop-closures em tempo real. O problema do loop-closure
1Dispon´ıvel em: https://wiki.ros.org/rtabmap_ros.
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[58, 59] consiste na determinac¸a˜o de locais onde o roboˆ/plataforma esteve anteriormente
depois de um certo tempo de navegac¸a˜o, se esta determinac¸a˜o for assertiva e´ poss´ıvel
melhorar significativamente a precisa˜o da estimac¸a˜o da pose.
A necessidade de um me´todo de gesta˜o de memo´ria adve´m das caracter´ısticas do
problema de SLAM, isto e´, a` medida que se avanc¸a no mapa, o tempo de processamento
para processar novas observac¸o˜es aumenta, dado a expansa˜o, quer em tamanho, quer em
complexidade, do mapa, o que pode condicionar a exequibilidade em tempo real. Assim,
o RTAB-Map veio colmatar a inexisteˆncia de me´todos de gesta˜o de memo´ria capazes de
realizar loop-closure em tempo real para SLAM de longa durac¸a˜o ou longo percurso.
Inicialmente, a metodologia implementada consistia em manter as localizac¸o˜es
recentes, bem como as localizac¸o˜es frequentemente observadas na memo´ria de trabalho
do roboˆ (Working Memory (WM)), e transferir as restantes para a memo´ria de longo
prazo (Long-Term Memory (LTM)) [60]. Quando e´ encontrada uma correspondeˆncia
entre a localizac¸a˜o atual e uma localizac¸a˜o presente na WM, e´ poss´ıvel aceder a` memo´ria
LTM, de modo a verificar associac¸o˜es e actualiza´-las em caso afirmativo.
O crite´rio utilizado para limitar as localizac¸o˜es existentes na WM (mantendo este
valor constante ao longo do percurso) e´ o tempo de processamento, ou seja, e´ mantido o
nu´mero ma´ximo de localizac¸o˜es que permite satisfazer a restric¸a˜o do tempo real. Assim,
se o nu´mero de localizac¸o˜es no mapa tornar o tempo de processamento de cada ciclo
superior ao threshold do tempo real esta abordagem transfere as localizac¸o˜es com menor
probabilidade de causar loop-closures para a LTM de modo a que na˜o sejam considera-
das a cada ciclo de processamento. A memo´ria de longo prazo e´ apenas verificada na
existeˆncia de correspondeˆncias entre a localizac¸a˜o atual e as presentes na memo´ria de
trabalho do roboˆ, para que seja poss´ıvel considerar/adquirir as localizac¸o˜es vizinhas.
Este modelo foi posteriormente consolidado [61], passando a representar cada lo-
calizac¸a˜o por uma imagem de refereˆncia, um tempo de ocorreˆncia (idade) e um peso, e
relacionando todas as localizac¸o˜es num grafo, quer por proximidade (vizinhanc¸a), quer
por correspondeˆncias de loop-closure. Embora as localizac¸o˜es da LTM na˜o sejam conside-
radas na detec¸a˜o de loop-closures, e´ importante decidir corretamente as que sa˜o enviadas
para a LTM e, portanto, a transfereˆncia de localizac¸o˜es tambe´m foi alterada:
• Abordagem inicial - First-In First-Out (FIFO), descartam-se as observac¸o˜es
mais antigas a` medida que e´ necessa´rio transferir para a LTM de modo a garantir
a execuc¸a˜o em tempo real.
• Abordagem recente - baseada na hipo´tese de que as localizac¸o˜es mais frequen-
temente observadas teˆm maior probabilidade de causar loop-closures.
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E´ poss´ıvel perceber que a abordagem inicial estabelece um nu´mero ma´ximo de
localizac¸o˜es que podem ser observadas durante a explorac¸a˜o e, no caso do tempo de pro-
cessamento atingir o threshold do tempo real antes da detec¸a˜o de loop-closures, poderia
dar-se o caso de nunca serem encontradas correspondeˆncias. Ja´ na abordagem recente, e´
escolhida uma amostra aleato´ria da WM, contudo, apenas sa˜o mantidas nesta memo´ria
as localizac¸o˜es de maior suscetibilidade a serem revisitadas. Esta probabilidade tem por
base a hipo´tese previamente descrita, e e´ representada pelo peso, que e´ proporcional
ao nu´mero de vezes que a localizac¸a˜o foi observada. Assim, neste modelo, quando e´
necessa´rio transferir uma localizac¸a˜o da WM para a LTM, e´ escolhida a localizac¸a˜o com
menor peso (e mais antiga no caso de existirem mu´ltiplas com o menor peso associado).
Na figura 4.1 e´ demonstrada a abordagem recente para o modelo de gesta˜o de memo´ria.
Figura 4.1: Mecanismo de gesta˜o de memo´ria do RTAB-Map [61]
• Modelo de percec¸a˜o: Adquire a imagem e envia para a memo´ria sensorial
(Sensor Memory (SM)).
• Memo´ria Sensorial: Examina a imagem e extrai features importantes para a
detec¸a˜o de loop-closures. De seguida cria uma localizac¸a˜o associada a` imagem
e envia esta informac¸a˜o para a memo´ria de curto prazo (Short-Term Memory
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(STM)).
• Memo´ria de curto prazo: Atualiza as localizac¸o˜es, nomeadamente o seu peso,
isto e´, se o processo ”Weight Update”detetar que a nova localizac¸a˜o e´ semelhante
a` anterior, funde as duas numa u´nica localizac¸a˜o, incrementando o seu peso asso-
ciado. Esta componente de memo´ria permite assim observar as similaridades entre
imagens ao longo do tempo. O tamanho da STM varia com a velocidade e frame
rate do roboˆ, quando a memo´ria fica totalmente preenchida, a u´ltima localizac¸a˜o
e´ enviada para a WM.
• Memo´ria de trabalho: Atribui uma probabilidade, a` localizac¸a˜o recebida, de
constituir um loop-closure, comparando-a com as restantes atrave´s de um filtro
Bayesiano discreto.
• Reaquisic¸a˜o (Retrieval): Caso haja uma acentuada probabilidade de loop-
closure, as localizac¸o˜es vizinhas de maior peso (que na˜o esta˜o na WM) sa˜o trazi-
das da LTM para a WM, aumentando assim a suscetibilidade de identificar loop-
closures em localizac¸o˜es futuras.
• Transfereˆncia (Transfer): Este processo ocorre quando o tempo de detec¸a˜o e´
superior ao threshold do tempo real, englobando a transfereˆncia para a LTM da
localizac¸a˜o menos observada (com menor peso) e mais antiga.
Este mecanismo de gesta˜o de memo´ria garante assim a execuc¸a˜o em tempo real,
independentemente da escala do ambiente a percorrer, dado que mante´m constante as
localizac¸o˜es a verificar a cada ciclo.
4.1.2 Extensa˜o ao SLAM e suporte ROS
O crescimento do RTAB-Map permitiu a implementac¸a˜o de SLAM em mu´ltiplas
plataformas robo´ticas, sobretudo pelo facto de introduzirem diferentes abordagens: vi-
sual e baseado em LiDAR [62]. Ate´ enta˜o, so´ existiam uma ou outra abordagem, impe-
dindo a comparac¸a˜o de resultados entre elas.
Esta evoluc¸a˜o foi poss´ıvel porque o RTAB-Map e´ independente do tipo de odome-
tria que e´ introduzida no sistema de navegac¸a˜o, ou seja, este software permite o input de
informac¸a˜o proveniente de odometria cla´ssica, recorrendo a` informac¸a˜o incremental dos
encoders das rodas, odometria visual, ou por LiDAR. Esta funcionalidade implica que o
RTAB-Map possa ser utilizado para implementar os diferentes tipos de odometria, bem
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como mu´ltiplas abordagens em simultaˆneo, possibilitando uma comparac¸a˜o de diferentes
configurac¸o˜es a aplicar num roboˆ real.
A figura 4.2 ilustra o funcionamento da mais recente versa˜o do no´ ROS do RTAB-Map.
Os inputs podem ser de imagem (stereo ou RGB-D) juntamente com um to´pico de cali-
brac¸a˜o (tipicamente denominado de camera calibration), bem como um no´ de odometria,
de 3 ou 6 graus de liberdade, e uma transformac¸a˜o do referencial do sensor para o refe-
rencial base do roboˆ. Podem ainda ser introduzidos to´picos com scans 2D ou pointclouds
3D de um LiDAR. Todas as mensagens dispon´ıveis sa˜o sincronizadas com base no tempo
ROS e enviadas para o algoritmo de graph-SLAM.
Figura 4.2: Diagrama de blocos do no´ ROS rtabmap [62]
Esta versa˜o evolu´ıda do RTAB-Map, permite assim fornecer uma integrac¸a˜o com
o ROS, e consequentemente realizar operac¸o˜es de calibrac¸a˜o, sincronizac¸a˜o, bem como
efetuar as transformac¸o˜es entre sensores, e gerar a informac¸a˜o gra´fica 2D e 3D de cada um
dos sensores e do mapa. O facto de ser uma aplicac¸a˜o de SLAM multi-sensorial possibilita
que os utilizadores possam criar e testar os seus proto´tipos com diferentes configurac¸o˜es
de sensores e capacidade de processamento, de forma a comparar a performance do
mesmo para diversos cena´rios de aplicac¸a˜o.
4.2 Meshroom
O Meshroom e´ um software de reconstruc¸a˜o 3D baseado nos algoritmos fornecidos
pela framework AliceVision. Esta aplicac¸a˜o permite executar as va´rias etapas da pipeline
da fotogrametria (vis´ıveis na figura 4.3) dado o seu sistema de no´s que torna o utilizador
capaz de executar cada um deles individualmente, explicando claramente qual o seu
input e output.
Os principais objetivos deste programa consistem na possibilidade de que qualquer
utilizador seja capaz de obter com facilidade modelos 3D a partir de um conjunto de
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Figura 4.3: Interface gra´fica do Meshroom.
imagens, bem como fornecer aos utilizadores mais avanc¸ados, como investigadores ou
designers, uma soluc¸a˜o a`s suas necessidades te´cnicas ou criativas.
4.2.1 Framework AliseVison
O AliceVision [63, 64] e´ uma framework open source de visa˜o computacional que
utiliza fotogrametria para reconstruc¸a˜o 3D, modelizac¸a˜o de imagens e do movimento da
caˆmara. A fotogrametria e´ a cieˆncia que aborda me´todos de aquisic¸a˜o de informac¸a˜o das
componentes f´ısicas de objetos e do ambiente em torno dos mesmos, atrave´s de medic¸o˜es
provenientes de imagens. Esta metodologia permite recuperar a profundidade perdida
pela projec¸a˜o de uma cena tridimensional num plano 2D de uma imagem.
4.2.2 Pipeline da fotogrametria do AliceVision
O AliceVision conte´m os algoritmos de visa˜o computacional necessa´rios para efe-
tuar um conjunto de operac¸o˜es relevantes a` reconstruc¸a˜o 3D, sendo que estas operac¸o˜es
esta˜o inseridas numa pipeline denominada de ”pipeline da fotogrametria”representada
na Figura 4.4.
4.2.2.1 Extrac¸a˜o de features (Feature extraction)
Nesta etapa da pipeline e´ importante encontrar conjuntos de pixeis que se man-
tenham no plano da imagem durante algum tempo no processo de aquisic¸a˜o para que,
desta forma, uma feature tenha o mesmo descritor em diferentes imagens. O me´todo
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Figura 4.4: Pipeline da fotogrametria do AliceVision [65]
mais comum para a detec¸a˜o de features e´ o SIFT (Scale Invariant Feature Transform)
[66], cujo objetivo e´ identificar um grupo de a´reas discriminativas numa determinada
imagem que, ao serem comparadas com outras a´reas de uma outra imagem permitem
obter diferenc¸as de rotac¸a˜o, translac¸a˜o e escala. Esta e´ uma das te´cnicas dos algoritmos
do AliceVision, bem como o Akaze [67] e o CCTag. Esta framework efetua ainda uma
filtragem de modo a controlar o nu´mero de features extra´ıdas dado que a sua densidade
pode variar drasticamente com as alterac¸o˜es da complexidade da textura obtida do meio.
4.2.2.2 Associac¸a˜o de imagens (Image Matching)
Nesta fase o objetivo passa por encontrar imagens que partilham o mesmo conteu´do,
isto e´, encontram-se a recolher informac¸o˜es sobre a mesma a´rea num determinado cena´rio.
No entanto, se o conteu´do for verificado atrave´s da ana´lise a` correspondeˆncia entre fe-
atures o processo torna-se demasiado complexo. De forma a evitar esta situac¸a˜o, o
AliceVision usa te´cnicas de recuperac¸a˜o de imagem que utilizam descritores compactos
para encontrar conteu´do semelhante entre imagens. Um dos me´todos usados para gerar
o descritor de imagem e´ o VocTree (Vocabulary Tree) [68] que permite que os descritores
das features sejam inseridas num esquema em a´rvore onde a classificac¸a˜o e´ realizada pela
comparac¸a˜o entre os descritores em diferentes no´s.
4.2.2.3 Associac¸a˜o de features (Feature Matching)
Depois de associar as imagens, o AliceVision foca-se em calcular as correspondeˆncias
entre os diferentes pares de imagens gerados. Comec¸a-se por calcular, por cada feature
numa determinada imagem, uma lista de candidatos a` correspondeˆncia numa outra ima-
gem, por fotometria. No entanto, nesta fase existe um elevado nu´mero de outliers, sendo
necessa´rio remover maus candidatos. Esta remoc¸a˜o e´ realizada escolhendo os dois descri-
tores mais pro´ximos e aplicando um determinado threshold entre eles. As coordenadas
das features sa˜o de seguida utilizadas para implementar um filtro geome´trico (atrave´s de
geometria epipolar), e as features resultantes sa˜o inseridas numa framework de RANSAC
(Random Sample Consensus) [69] de forma a remover os outliers.
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4.2.2.4 SFM (Structure-from-Motion)
O objetivo desta tarefa e´ calcular a relac¸a˜o geome´trica entre as observac¸o˜es geradas
pelo conjunto de imagens recebidas de modo a obter o modelo da estrutura 3D junta-
mente com a posic¸a˜o, orientac¸a˜o e calibrac¸a˜o da caˆmara a cada medic¸a˜o. O processo de
reconstruc¸a˜o e´ incremental, isto e´, o SFM do AliceVision calcula uma reconstruc¸a˜o ini-
cial a partir de duas observac¸o˜es, e a reconstruc¸a˜o e´ alargada a` medida que se adicionam
novas imagens.
A primeira operac¸a˜o executada nesta fase e´ a fusa˜o entre todos os pares de imagens
em ”tracks”que representam pontos no espac¸o observados por mu´ltiplas observac¸o˜es. De
seguida o algoritmo escolhe um par de imagens inicial que levara´ a` melhor reconstruc¸a˜o
final poss´ıvel, baseado nos seguintes requisitos:
1. O par deve maximizar o nu´mero de correspondeˆncias entre as restantes imagens.
2. O aˆngulo entre o par deve ser amplo o suficiente para fornecer informac¸a˜o geome´trica
relevante.
A partir do par de imagens escolhido e´ calculada a matriz fundamental, conside-
rando uma delas como a origem do referencial, adicionalmente, e tendo em conta que se
conhece a pose de duas imagens e a matriz fundamental, e´ poss´ıvel triangular as features
do plano da imagem para pontos 3D.
O passo seguinte trata-se de um algoritmo denominado de ”Best Views Selec-
tion”cujo objetivo e´, tal como o nome indica, escolher as imagens que conteˆm corres-
pondeˆncias suficientes com as features ja´ projetadas, obtendo-se assim novas observac¸o˜es
e consequentemente novas poses. A` medida que se faz a triangulac¸a˜o de novos pontos
3D, va˜o aparecendo novos candidatos para o algoritmo de ”Best Views Selection”, e o
processo volta, recursivamente a projetar novas features e a remover landmarks que se
consideram inva´lidas, ate´ que na˜o se observem medic¸o˜es.
4.2.2.5 Estimac¸a˜o da Profundidade (Depth Map Estimation)
Depois de obter as poses das caˆmaras no SFM, o algoritmo da AliceVision calcula
o valor de profundidade de cada pixel atrave´s de Semi-Global Matching (SGM) [70].
Este processo comec¸a por escolher as caˆmaras mais pro´ximas, bem como um conjunto de
planos paralelos baseados na intersec¸a˜o dos eixo o´tico com os pixels das imagens vizinhas
selecionadas, com va´rios candidatos a profundidade de cada pixel. De seguida estima-se
uma relac¸a˜o de similaridade entre eles, e obte´m-se uma acumulac¸a˜o de similaridades
36
Cap´ıtulo 4 4.2. Meshroom
atrave´s de uma relac¸a˜o ZNCC (Zero Mean Normalized Cross-Correlation). O valor de
profundidade e´ finalmente obtido atrave´s de uma func¸a˜o de custo que encontra o mı´nimo
local do volume acumulativo de similaridades e e´ inserido num mapa de profundidades.
4.2.2.6 Reconstruc¸a˜o (Meshing)
Nesta etapa, o objetivo e´ gerar uma superf´ıcie densa representativa do cena´rio
observado pelas diferentes caˆmaras. Os mapas de profundidade sa˜o fundidos numa octree,
onde os valores de profundidade compat´ıveis sa˜o unidos numa u´nica ce´lula. De seguida
usam-se duas te´cnicas distintas de meshing : Triangulac¸a˜o de Delaunay e Graph Cut
Max-Flow de modo a gerar um volume que representa a superf´ıcie. Finalmente aplica-se
uma filtragem de Laplace para remover artefactos locais.
4.2.2.7 Obtenc¸a˜o de textura (Texturing)
O objetivo deste passo e´ atribuir uma textura a` mesh gerada no passo anterior,
implementando uma te´cnica de mapeamento UV [71]. Para cada triaˆngulo da mesh, sa˜o
criados candidatos a` textura tenho em conta a informac¸a˜o de visibilidade presente nos
ve´rtices. As observac¸o˜es com um mau aˆngulo em relac¸a˜o a` superf´ıcie sa˜o filtradas de
modo a obter uma me´dia aceita´vel para a textura dos pixeis.
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Cap´ıtulo 5
GeoTec System
Tendo em conta a falta de uma estrutura capaz de suportar todos os sensores e as
condic¸o˜es adversas no interior da mina, foi necessa´rio criar uma estrutura que permita
mapear os ambientes subterraˆneos desejados. Neste cap´ıtulo e´ enderec¸ado o levanta-
mento dos requisitos do sistema que se pretende desenvolver e as opc¸o˜es de projeto
tomadas para cada subsistema.
5.1 Requisitos do sistema
Considerando que o principal objetivo deste sistema e´ a recolha de dados que per-
mitam o mapeamento do interior do ambiente subterraˆneo, torna-se necessa´rio que o
sistema seja capaz de cumprir alguns requisitos, tais como:
• Integrar um conjunto de sensores de forma a permitir o mapeamento e reconstruc¸a˜o
3D do ambiente (IMU, LiDAR, par stereo);
• Ter uma unidade de processamento CPU com capacidade elevada de processamento
e escrita em disco, para guardar os dados de todos os sensores. Essa unidade devera´
tambe´m apresentar va´rios Universal Serial Bus (USB), portas se´rie e ethernet de
forma a permitir a conexa˜o dos va´rios sensores do sistema.
• Sincronizac¸a˜o dos dados obtidos por todos os sensores com o clock interno do PC;
• Ser mecaˆnicamente robusta e leve de forma a permitir um fa´cil transporte;
• Ter uma estrutura modular e de fa´cil adaptac¸a˜o, para permitir alterac¸o˜es tanto na
forma como em qualquer componente do sistema;
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• Permitir o deslocamento do sistema dentro dos tu´neis e galerias, tendo para esse
fim que se apresentar uma estrutura estreita e alta;
5.2 Arquitetura de Hardware
Na arquitetura de hardware do sistema, representada na figura 5.1, esta˜o apresen-
tadas todas a conecc¸o˜es entre os diferentes componentes. Esta˜o representados todos os
sensores do sistema, nomeadamente, IMU, LiDAR, GNSS e caˆmaras, tal como o Central
Processing Unit (CPU), o mo´dulo de sincronizac¸a˜o/trigger e o armazenamento.
Todos os sensores apresentam diferentes interfaces e protocolos de comunicac¸a˜o, sendo
que o IMU e LiDAR usam USB 2.0, as caˆmaras comunicam atrave´s de Gigabit Ethernet
(GigE), e o GNSS esta´ conectado ao PC por RS-232. O CPU do sistema sera´, enta˜o,
responsa´vel por configurar todos os sensores que o necessitem, adquirir os dados enviados
por estes e armazena´-los em memo´ria.
Figura 5.1: Arquitetura de hardware do sistema.
Ja´ foi discutido anteriormente que a sincronizac¸a˜o de todos os dados e´ de extrema
importaˆncia. Para proceder a` sincronizac¸a˜o do relo´gio do PC, este recebe um sinal Pulse
Per Second (PPS), vindo do recetor GNSS, numa das suas portas COM. Este sinal vai
ser recebido e enviado ao programa de sincronizac¸a˜o Chrony, cujo funcionamento se
encontra descrito na secc¸a˜o 6.2, que se encarregara´ de sincronizar o relo´gio do CPU.
O mo´dulo de sincronizac¸a˜o/trigger recebera´ comandos do CPU, e sera´ o mo´dulo
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responsa´vel pelo trigger das caˆmeras, que sera´ gerado por hardware como foi explicado
na secc¸a˜o 5.3.2. Este mo´dulo tambe´m sera´ responsa´vel por enviar o sinal de trigger para
uma da portas COM do PC de forma a que os tempos nos quais o trigger foi gerado
sejam recebidos pelo CPU e registados.
Este procedimento torna-se necessa´rio para a sincronizac¸a˜o exata das imagens, uma
vez que, quando a caˆmara recebe o sinal de trigger, esta adquire imediatamente uma
imagem naquele instante, mas, devido ao facto da transfereˆncia de dados na˜o se mostrar
instantaˆnea entre a caˆmara e o PC, essa imagem na˜o ira´ ser recebida no PC no instante
no qual foi tirada. Isto provoca que o instante que e´ registado no PC quando a imagem
e´ recebida na˜o seja o mesmo que o instante no qual a imagem foi tirada. Portanto o
sinal de trigger e´ enviado para o CPU para ser guardado e para posteriormente se poder
proceder a` associac¸a˜o dos tempos corretos de aquisic¸a˜o a cada imagem.
5.3 Opc¸o˜es de Projeto
De forma a cumprir os requisitos referidos anteriormente e´ necessa´rio proceder a
algumas opc¸o˜es de projeto, nesta sub-secc¸a˜o sa˜o fundamentadas essas escolhas.
5.3.1 Setup de sensores
Para se conseguir recolher dados suficientes para realizar o mapeamento e re-






• Duas caˆmaras ideˆnticas para realizar stereo;
• Duas o´pticas, uma para cada caˆmara;
As caˆmaras, que em conjunto com as lentes, sera˜o usadas para realizar stereo,
o LiDAR para recolher nuvens de pontos do ambiente e o IMU de maneira a fornecer
dados da atitude do sistema, que eventualmente sera˜o fundidos com os dados obtidos por
odometria visual. No caso do recetor GNSS, este sera´ usado para inicializar a posic¸a˜o do
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sistema no mundo antes de entrar para o ambiente subterraˆneo, altura na qual se torna
inu´til, visto que os sinais de sate´lite na˜o penetram a superf´ıcie terrestre, sendo que, por
u´ltimo, a unidade de processamento sera´ responsa´vel por processar os dados enviados
por todos os sensores.
Depois de decidido quais seriam os tipos de sensores base que o sistema teria que
incorporar, foi necessa´rio proceder a` avaliac¸a˜o e escolha de um sensor espec´ıfico dentro
de cada tipo.
5.3.1.1 IMU
O sensor escolhido para unidade de medida inercial, foi o STIM300 da Sensonor.
Este e´ um sensor robusto, compacto e leve, que apresenta um elevado desempenho.
Este conta com treˆs acelero´metros, treˆs inclino´metros e treˆs girosco´pios Micro-Eletric-
Mechanical Systems (MEMS) de elevada precisa˜o.
Este IMU foi escolhido para ser integrado no sistema GeoTec, por apresentar uma
relac¸a˜o qualidade/robustez elevada e um tamanho reduzido. Para ale´m disso, este vem
calibrado de fa´brica de forma a compensar os valores medidos, consoante as variac¸o˜es de
temperatura. Apresenta tambe´m uma estrutura meta´lica que para ale´m de ser robusta
o torna quase imune a perturbac¸o˜es magne´ticas.
Na tabela 5.1 esta˜o descritas mais algumas caracter´ısticas do sensor, que se en-
contra representado na figura 5.2.
Figura 5.2: STIM 300 [1]
Destas caracter´ısticas pode-se retirar que o sensor apresenta reduzido valor de
instabilidade de bias dos girosco´pios e acelero´metros, tal como baixo valor de ru´ıdo dos
girosco´pios.
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Instabilidade de bias dos girosco´pios (0.3°/h)
Instabilidade do bias dos acelero´metros 0.05mg
Ru´ıdo dos girosco´pios (0.15°/
√
h)
Escala de acelerac¸o˜es ± 10g
Escala da taxa angular ±400°/s de
Erro no bias dos girosco´pios com a temperatura 10 °/h
5.3.1.2 Unidade de processamento
Como foi referido nos requisitos, a unidade de processamento tera´ que apresentar
uma capacidade de processamento elevada, bem como va´rias portas para comunicar
com os diversos sensores do sistema. Outro requisito importante e´ o PC ser de reduzidas
dimenso˜es, de forma a na˜o sobrecarregar o sistema.
A board selecionada foi a CAPA881 da Axiomtek. Esta e´ uma Single-Board Com-
puter (SBC) com um processador Intel© Core™ i5 de quarta gerac¸a˜o, equipada com um
disco de armazenamento Solid State Drive (SSD) de 256 GB, 8 GB de memo´ria Random
Access Memory (RAM) e va´rias portas USB 2.0 e 3.0, Ethernet e COM.
Na figura 5.3 esta´ representado um exemplar da unidade de processamento es-
colhida, bem como na tabela 5.2 se encontram descritas algumas caracter´ısticas deste
modelo de SBC.
Uma vez que esta unidade de processamento apenas apresenta duas portas ether-
net e visto que uma delas sera´ usada para comunicar com o PC externo, de forma a`
permitir um maior nu´mero de ligac¸o˜es por ethernet foi necessa´rio adicionar um switch
ethernet de 5 portas.
5.3.1.3 Sensor o´ptico e lentes
No caso dos sensores o´pticos, os requisitos mais relevantes sa˜o: alta resoluc¸a˜o, ele-
vado frame rate, permitir trigger externo e usar Global Shutter como me´todo de captura.
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Figura 5.3: CAPA881 Axiomtek [2]
Tabela 5.2: Caracter´ısticas CAPA881 [2]
CAPA881
CPU Intel® Core™ i5 4ª gerac¸a˜o
Chipset Intel® HM86
Memo´ria 204-pin SO-DIMM DDR3L-1600
Basic Input/Output System (BIOS) AMI
COM 2 x RS-232/422/485
USB 2 x USB 3.0 e 1 x USB 2.0
Ethernet 2 x 10/100/1000 Mbps
Display 2 x High-Definition Multimedia Interface (HDMI)
Outros requisitos o´bvios, mas menos importantes, sa˜o: apresentar baixo consumo, ser o
mais robusta e pequena poss´ıvel.
Existe ainda a questa˜o da interface de comunicac¸a˜o com a caˆmara, sendo que
existem va´rios tipos de interfaces (GigE, USB 2.0, USB 3.0, FireWire, Camera Link).
As caˆmaras geralmente usadas no laborato´rio apresentam na sua maioria inter-
face GigE ou USB 3.0, sendo que existem diferenc¸as significativas entre estes dois tipos
de interface, nomeadamente em termos de velocidade e taxa de transfereˆncia. Apesar
da interface USB 3.0 apresentar valores mais elevados nesses dois aspetos, a interface
escolhida foi GigE, devido ao facto de que USB 3.0 provoca interfereˆncias em sistemas
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sens´ıveis a ru´ıdo, como IMUs e recetores GNSS.
Depois de definida qual seria a interface, a escolha do modelo da caˆmara tornou-se
mais simples, visto que sa˜o necessa´rios dois exemplares iguais que cumpram os requisitos
falados. Os sensores escolhidos foram enta˜o, duas caˆmaras da FLIR, Blackfly GigE,
modelo BFLY-PGE-31S4C-C.
Este modelo tem um sensor Complementary Metal-Oxide-Semiconductor (CMOS),
Sony IMX265 de 1/1.8”, uma resoluc¸a˜o elevada (2048x1536), um frame rate ma´ximo de
35 Frames per Second (FPS), 3.2 Megapixeis e Global Shutter. Na tabela 5.3 esta˜o
descritas mais algumas caracter´ısticas do modelo, que se e´ apresentado na figura 5.4.
Figura 5.4: Modelo Blackfly GigE - BFLY-PGE-31S4C-C da FLIR [3]
Tabela 5.3: Caracter´ısticas BFLY-PGE-31S4C-C [3]
BFLY-PGE-31S4C-C
Interface GigE Resoluc¸a˜o 2048 x 1536
Peso 36g Formato do sensor 1/1.8”
Frame Rate 35 Megapixels 3.2
Tipo de Montagem C-mount Me´todo de Captura Global Shutter
Tipo de Sensor CMOS Consumo 25 W
Depois de escolhidas as caˆmaras, procedeu-se a` escolha de um modelo de lentes que
fosse compat´ıvel com o das caˆmaras escolhidas, nomeadamente no tipo de montagem (C-
mount) e resoluc¸a˜o (3.2 megapixeis). As lentes encontradas foram as GMTHR23514MCN
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da Goyo Optical. Estas possuem as caracter´ısticas necessa´rias para poderem ser usadas
em conjunto com o modelo de caˆmaras escolhidos. Na tabela 5.4 encontram-se algumas
das caracter´ısticas deste modelo de o´pticas.
Tabela 5.4: Caracter´ısticas o´pticas GMTHR23514MCN [4]
GMTHR23514MCN
Distaˆncia Focal 3.5 mm Minimum Object Distance (MOD) 200 mm
Formato da lentes 1/2” Campo de visa˜o 103.34° x 76.54° x 131.4°
Resoluc¸a˜o 3 MP Tipo de Montagem C-mount
Peso 100 g Dimenso˜es (DxL) Ø31 x 31.75
5.3.1.4 LiDAR
O LiDAR escolhido para integrar o sistema, representado na figura 5.5, foi o
Hokuyo UTM-30LX. Este e´ um scanner laser 2D com alcance de 30m e um aˆngulo de
medic¸a˜o de 270º, compacto e leve, alinhando-se as suas caracter´ısticas com os requisitos
do sistema. Uma vez que este sensor apenas retorna uma linha 2D em cada varrimento,
para se conseguir mapear ambientes 3D e´ necessa´rio monta-lo de maneira a que, com o
movimento do sistema, se consiga alinhar todos os scans de forma a que seja retornado
uma nuvem de pontos 3D. No caso deste sistema ira´ ser montado na vertical a apontar
para cima de maneira a mapear os tu´neis e galerias dos ambientes subterraˆneos. Na
tabela 5.5 esta˜o apresentadas algumas caracter´ısticas do sensor.
Figura 5.5: Hokuyo UTM-30LX [5]
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Tabela 5.5: Caracter´ısticas do UTM-30LX [5]
UTM-30LX
Fonte laser Dı´odo laser (λ=905nm) Alcance de detec¸a˜o 0,1 to 30m, 270°
Resoluc¸a˜o Angular 0.25° (360°/1,440 passos) Interface USB 2.0
Tempo de scan 25msec/scan Precisa˜o (0.1 to 10m) ±30mm
Ru´ıdo de funcionamento Menos de 25dB Peso 370 g
5.3.1.5 GNSS
O recetor GNSS escolhido para o sistema foi o UB482 da Unicore Communications.
Este recetor, representado na figura 5.6, suporta todas constelac¸o˜es de sinal de sate´lite,
como BDS B1/B2, GPS L1/L2, GLONASS L1/L2, Galileo E1/E5b, QZSS L1/L2 e
permite usar Real Time Kinematic (RTK).
Figura 5.6: Recetor GNSS UB482 [6]
O UB482 adota um desing compacto e suporta navegac¸a˜o inercial, permitindo o
uso de duas antenas, sendo que a primeira (moving) e´ usada para estimar a posic¸a˜o e
a segunda (heading) e´ responsa´vel pela orientac¸a˜o. Esta e´ estimada gerando um aˆngulo
entre o vetor criado pelas duas antenas e o vetor que aponta para o norte verdadeiro. A
comunicac¸a˜o pode ser feita por ethernet ou atra´ves das 3 interfaces Universal Asynch-
ronous Receiver-Transmitter (UART), n´ıvel TTL, presentes no mo´dulo. Na tabela 5.6
esta˜o representadas algumas especificac¸o˜es do UB482.
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Horizontal: 1 cm + 1 ppm




Dimenso˜es 71 x 46 x 11.4 m
Peso 21 g
5.3.2 Trigger das caˆmaras por Hardware
Os sistemas de aquisic¸a˜o multi-caˆmaras capturam continuamente va´rias imagens
de diferentes perspetivas. Estas imagens precisam de ser capturadas em sincronismo e
de receber uma refereˆncia temporal (timestamp) para poderem ser identificadas cronolo-
gicamente e permitirem a correta associac¸a˜o de cada par de imagens. A aplicac¸a˜o destas
no mapeamento e reconstruc¸a˜o 3D requer um n´ıvel de precisa˜o elevado no sincronismo,
para uma correta reconstruc¸a˜o dos cena´rios. As imagens de diferentes caˆmaras precisam
de ser capturadas no mesmo instante, especialmente numa cena na˜o esta´tica. Neste
contexto os mecanismos de sincronizac¸a˜o sa˜o essenciais, uma vez que sa˜o responsa´veis
pela refereˆncia temporal das imagens capturadas.
Existem va´rias estrate´gias de sincronizac¸a˜o conhecidas, sendo as duas mais im-
portantes [7] :
• Hardware: Este me´todo e´ baseado na gerac¸a˜o de um sinal de trigger dedicado
atrave´s de um mo´dulo externo de hardware;
• Software: O software de aquisic¸a˜o controla os tempos de captura, mandando um
comando espec´ıfico de software para cada caˆmara;
Na tabela 5.7 encontram-se uma comparac¸a˜o dos dois me´todos.
Um dos requisitos mais importantes do sistema e´ a sincronizac¸a˜o dos dados dos
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sensores, uma vez que para os dados recolhidos serem va´lidos para realizar a reconstruc¸a˜o
3D, e´ necessa´rio que estejam todos sincronizados temporalmente.
Comparando ambos os me´todos, o trigger por hardware torna-se a escolha clara,
uma vez que garante uma sincronizac¸a˜o com uma precisa˜o na escala dos micro segundos.
Uma das razo˜es para esta escolha em relac¸a˜o ao trigger por software, e´ o facto dos
computadores mostrarem uma capacidade limitada no controlo preciso e sincronizado
de hardware, sendo que muitos protocolos de controlo conteˆm delays imprevis´ıveis. Uma
outra raza˜o e´, numa situac¸a˜o em que o CPU estiver saturado, e a tarefa de sincronizac¸a˜o
na˜o tiver uma prioridade elevada, pode acontecer que o CPU na˜o consiga atender a
tarefa nos tempos devidos, e por isso na˜o apresenta a garantia que esta seja executada
num tempo espec´ıfico.
Para obter uma sincronizac¸a˜o mais precisa poss´ıvel, reduzindo tambe´m a ocupac¸a˜o
do CPU, sera´ utilizado um sistema de hardware externo para o trigger das caˆmaras. Um
sistema parecido ja´ se encontra desenvolvido no laborato´rio e o processo de adaptac¸a˜o
deste sera´ detalhado na secc¸a˜o 6.1.4.
Tabela 5.7: Comparac¸a˜o entre trigger por Hardware e Software [7].
Metric/Method Hardware Trigger Software
Accuracy 100/150 us ms scale





Cameras Any with external trigger Any
5.3.3 Framework ROS
O ROS e´ um Meta-Operating System, ou seja, fornece os servic¸os que se espera de
um sistema operativo, incluindo abstrac¸a˜o de hardware, controlo de dispositivos de baixo
n´ıvel, implementac¸a˜o de funcionalidades geralmente utilizadas, envio de mensagens entre
processos e gesta˜o de pacotes [72].
Portanto, o ROS e´ uma framework, cujo objetivo e´ criar um software funcional
para todos os sistemas robo´ticos, fazendo apenas pequenas alterac¸o˜es no co´digo.
O ROS foi originalmente desenvolvido em 2007 pela Stanford Artificial Intelli-
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gence Laboratory (SAIL) com o apoio do projeto Stanford AI Robot. A partir de 2008,
o desenvolvimento foi realizado principalmente pela Willow Garage, um instituto de
investigac¸a˜o na a´rea da robo´tica, com a colaborac¸a˜o de mais de 20 instituic¸o˜es.
A arquitetura do ROS foi projetada e dividida em treˆs secc¸o˜es ou n´ıveis de con-
ceitos:
• O n´ıvel do sistema de arquivos (Filesystem);
• O n´ıvel do gra´fico computacional (Computation Graph);
• O n´ıvel comunita´rio (Community).
No primeiro n´ıvel, um grupo de conceitos e´ usado para explicar como o ROS e´
formado internamente, a estrutura das pastas e os ficheiros mı´nimos necessa´rios para
funcionar.
O segundo n´ıvel, Computation Graph, e´ onde a comunicac¸a˜o entre processos e
sistemas acontece. Nesta secc¸a˜o, sa˜o abordados os conceitos e os sistemas que o ROS
tem, de modo a que este possa lidar com todos os processos e para que possa comunicar-se
com mais de um computador.
O u´ltimo n´ıvel e´ o n´ıvel comunita´rio onde sa˜o exploradas as ferramentas e conceitos
para compartilhar conhecimento, algoritmos e co´digo de qualquer developer. Este n´ıvel
e´ importante, ja´ que permite que o ROS possa continuar a crescer rapidamente, devido
a um grande suporte da comunidade.
Nas pro´ximas pa´ginas sera´ analisado o n´ıvel Computation Graph, visto que e´ a
camada que tem mais interesse do ponto de vista de como funciona o ROS.
O ROS cria uma rede na qual todos os processos esta˜o interligados. Qualquer no´
no sistema pode aceder a esta rede, interagir com outros no´s, transmitir dados para a
rede e ver as informac¸o˜es que estes esta˜o a enviar.
Os conceitos ba´sicos neste n´ıvel sa˜o os no´s, o Master, os paraˆmetros do servidor,
as mensagens, os servic¸os, os to´picos e os bags, sendo que todos fornecem dados para o
graph de maneiras diferentes:
• Nodes (no´s): Os no´s sa˜o executa´veis que podem comunicar com outros processos,
usando to´picos, servic¸os ou o servidor de paraˆmetros, e onde e´ realizada a com-
putac¸a˜o. Normalmente, um sistema tera´ muitos no´s com diferentes func¸o˜es, visto
que e´ prefer´ıvel ter va´rios no´s que fornec¸am apenas algumas funcionalidades, em
vez de um no´ complexo que realize tudo no sistema.
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Figura 5.7: Computation Graph level [72].
• Master: O master fornece servic¸os de nomeac¸a˜o e registo para os restantes no´s do
sistema. A func¸a˜o do Master e´ permitir que os no´s ROS se localizem mutuamente,
de maneira a que estes possam comunicar uns com os outros. Se o ROS Master
na˜o existir no sistema, os no´s na˜o conseguem comunicar-se entre si e os servic¸os e
mensagens na˜o se encontram dispon´ıveis.
• Parameter Server: O servidor de paraˆmetros e´ uma espe´cie de diciona´rio compar-
tilhado por todos os no´s e servic¸os, possibilitando o armazenamento de dados num
local central.
• Messages: Um no´ envia informac¸o˜es para outro no´ usando mensagens que sa˜o
publicadas por to´picos. A mensagem tem uma estrutura simples que usa tipos
padra˜o (como inteiros, booleanos ou strings) ou tipos personalizados desenvolvidos
pelo programador.
• Topics: As mensagens sa˜o encaminhadas atrave´s de um sistema de transporte do
tipo publicador/subscritor. Um no´ envia uma mensagem publicando-a num deter-
minado to´pico. O to´pico e´ um nome usado para identificar o conteu´do da mensa-
gem. Um no´ que esta´ interessado num determinado tipo de dados subscrevera´ o
to´pico apropriado. Pode haver va´rios publicadores e subscritores simultaˆneos para
um u´nico to´pico, e um no´ pode publicar e/ou subscrever va´rios to´picos. No geral,
os publicadores e os subscritores na˜o esta˜o cientes da existeˆncia uns dos outros.
Os to´picos em ROS podem ser transmitidos usando Transmission Control Protocol
/ Internet Protocol (TCP/IP) e ´User Datagram Protocol (UDP). O transporte
baseado em TCP/IP e´ conhecido como TCPROS, sendo o transporte padra˜o, e o
transporte baseado em UDP e´ conhecido como UDPROS.
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• Services: O modelo publisher/subscriber e´ um paradigma de comunicac¸a˜o muito
flex´ıvel, mas quando precisamos de uma solicitac¸a˜o ou uma resposta de um no´, na˜o
e´ poss´ıvel fazer isso com to´picos. Para tal, os servic¸os da˜o-nos a possibilidade de
interagir com os no´s. Para ale´m disso, os servic¸os devem ter um nome exclusivo.
• Bags: Um bag e´ um arquivo criado pelo ROS com o formato .bag, que permite
guardar todas as informac¸o˜es das mensagens, to´picos, servic¸os e outros. Estes da-
dos podera˜o ser usados mais tarde de modo a testar/verificar algoritmos e guardar
os resultados de uma experieˆncia.
Em suma, e´ poss´ıvel compreender o porqueˆ do ROS ser escolhido como ferramenta
de desenvolvimento de software, ja´ que todos os dados dos sensores apresentam o instante
de tempo na qual estes foram adquiridos e cada informac¸a˜o dos sensores e´ armazenada
no respetivo to´pico, a taxa de sa´ıda dos sensores e´ preservada, e´ de fa´cil implementac¸a˜o
e, atrave´s dos bags, e´ poss´ıvel guardar todos os dados recebidos dos sensores, que sa˜o
publicados no respetivo to´pico, bem como o tempo de aquisic¸a˜o destes dados.
Por outro lado, se no futuro houver a necessidade de alterar o conjunto de sensores
presentes no sistema, sera´ apenas necessa´rio desenvolver os no´s que comunicam e obteˆm
os dados desses sensores, sem alterar os restantes no´s ja´ desenvolvidos.
5.4 Arquitetura de Software
A figura 5.8 mostra as va´rias camadas da arquitetura de software do sistema. Na
parte inferior esta˜o representados os va´rios sensores do sistema. No mo´dulo acima dos
sensores, encontra-se o sistema operativo do sistema, mais concretamente, Linux. Este
Operating System (OS) sera´ responsa´vel por gerir os recursos de hardware e de software
e fornecer servic¸os comuns para os va´rios processos.
Os drivers assumem uma func¸a˜o especial no kernel do Linux, ja´ que sa˜o ”caixas
pretas”que fazem com que uma determinada pec¸a de hardware responda a um programa
de software. Os drivers permitem que os sistemas operativos e outros programas de
computador acedam ao hardware sem precisarem de saber detalhes precisos de como o
hardware e´ utilizado.
Na parte superior, na camada ROS, encontra-se representado os mo´dulos (nodes)
ROS. Estes sera˜o responsa´veis por realizar a leitura do seu sensor e publicar no respetivo
to´pico, que se encontram apresentados na secc¸a˜o 6.2. O no´ trigger esta´ responsa´vel por
detetar o sinal de trigger enviado pelo mo´dulo de sincronismo, como referido na secc¸a˜o
5.2, para tornar poss´ıvel a sincronizac¸a˜o do par stereo.
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Figura 5.8: Arquitetura de software do sistema.
Por u´ltimo, a camada de Global Services fornece va´rios servic¸os ba´sicos para todos os
mo´dulos de software. A sincronizac¸a˜o do relo´gio e´ obtida atrave´s de um servidor NTP,
fazendo uso do Chrony, o protocolo de rede SSH permite a comunicac¸a˜o segura entre
dois computadores, enquanto que o GPSD permite obter os dados dos recetores GNSS.
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Cap´ıtulo 6
Implementac¸a˜o
Depois de projetado o sistema GeoTec, procedeu-se a` sua implementac¸a˜o. Depois de
ser validado em laborato´rio o sistema foi usado no primeiro local de testes do projeto
MineHeritage, o Mosteiro e Mina de Tiba˜es. Sobre os dados obtidos nesta missa˜o de
campo, foi realizado po´s-processamento de forma a serem testadas algumas ferramentas
que permitam validar a efica´cia do sistema. Neste cap´ıtulo va˜o ser detalhados todos
os componentes, tanto de hardware como de software, desde a estrutura mecaˆnica do
sistema, ao desenvolvimento de Printed Circuit Boards (PCBs), ate´ a` implementac¸a˜o do
sistema.
6.1 Descric¸a˜o Hardware
Nesta secc¸a˜o sera˜o descritas as va´rias soluc¸o˜es de hardware projetadas, bem como
explicado o funcionamento em mais detalhe de alguns mo´dulos de hardware que ja´ se
encontram implementados. Primeiro sera´ feita uma descric¸a˜o da estrutura mecaˆnica
desenhada, posteriormente sera´ exposto o desenvolvimento da PCB de distribuic¸a˜o de
power do sistema, e para finalizar sera´ feita uma descric¸a˜o detalhada do funcionamento
da placa de trigger das caˆmaras.
6.1.1 Estrutura Mecaˆnica - Corpo principal
De forma a acomodar todos os sensores do sistema e os componentes necessa´rios
ao seu funcionamento, foi projetada uma estrutura mecaˆnica. Esta foi desenhada com
recurso ao software SOLIDWORKS, que permite ter uma boa representac¸a˜o do sistema
tal como sera´ na realidade. Para o material base desta estrutura, foi escolhido alumı´nio,
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mais concretamente calhas de perfil Bosch, na figura 6.1. Este material apresenta va´rias
vantagens:
• E´ suficientemente leve, sem comprometer a integridade e robustez do sistema;
• Permite que a estrutura seja modular, o que possibilita a alterac¸a˜o ou adic¸a˜o,
ra´pida e fa´cil, de qualquer parte da estrutura;
• Devido ao seu design e pec¸as de encaixe, garante alinhamentos e aˆngulos precisos;
Figura 6.1: Perfil Alumı´nio Bosch 30 x 30 [73].
Existem va´rios tamanhos padra˜o de perfil sendo que neste caso foi escolhido o
tamanho interme´dio (30 x 30 mm) apresentando a melhor relac¸a˜o peso/resisteˆncia dos
tamanhos dispon´ıveis.
A estrutura mecaˆnica completa do sistema pode ser visualizada na figura 6.2, esta
pode ser decomposta em duas partes, sendo que uma e´ a frame base, um paralelep´ıpedo
com dimenso˜es de 59 x 40 x 24 cm, e a outra e´ uma estrutura em ”T”na horizontal,
subida do frame base em 20 cm. Na figura 6.3 esta˜o detalhadas as duas partes.
No interior do frame base existe um patamar interme´dio que suporta uma placa
de acr´ılico, como apresenta a figura 6.4, a` esquerda. Este patamar tem como objetivo
fixar alguns dos componentes do sistema, como o PC, o IMU, as baterias, a placa de
distribuic¸a˜o de power, a placa de sincronizac¸a˜o e o switch ethernet. A` direita, na figura,
e´ vis´ıvel a distribuic¸a˜o espacial de todos os componentes referidos na placa de acr´ılico.
Na parte da frente deste patamar existe uma a´rea mais reforc¸ada estruturalmente
com o intuito de fornecer uma zona esta´vel para a fixac¸a˜o do IMU. Este sensor, devido
a` sua natureza mais sens´ıvel a perturbac¸o˜es e ru´ıdo, teˆm que estar isolado do resto dos
componentes e e´ a raza˜o principal pela qual o frame base e´ ta˜o comprido. Na figura
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Figura 6.2: Estrutura mecaˆnica completa.
Figura 6.3: Estrutura mecaˆnica: a` esquerda frame base, a` direita frame em ”T”.
6.4 e´ poss´ıvel observar a zona referida, com e sem o IMU. Este e´ fixado numa pec¸a em
alumı´nio, desenhada para o encaixe perfeito do sensor, de forma a garantir o alinhamento
e dissipar o calor gerado.
Na segunda parte da estrutura, o frame em ”T”, sa˜o colocados o resto dos sensores
do sistema. Em cada ponta dos brac¸os laterais e´ fixada uma caˆmara, que e´ instalada
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Figura 6.4: Esquerda: Patamar interme´dio do frame base, sendo vis´ıvel a zona reforc¸ada
para o IMU. Direita: Posicionamento dos componentes na placa de acr´ılico.
numa pec¸a de alumı´nio, que permite alterar a baseline e o aˆngulo entre caˆmaras. Esta
pec¸a e´ composta por duas partes, sendo que numa delas, figura 6.5 lado esquerdo, e´ onde
a caˆmara encaixa, e foi desenhada tendo em conta as dimenso˜es da mesma, para permitir
um encaixe robusto que garanta o alinhamento das caˆmaras. A outra parte, figura 6.5
lado direito, faz a conec¸a˜o com o perfil bosch, garantindo tambe´m o alinhamento atrave´s
das pregas que encaixam no rasgo do perfil, e permitindo o deslize desta ao longo do
mesmo para proceder a` alterac¸a˜o da baseline entre as caˆmaras.
Figura 6.5: Pec¸a para fixac¸a˜o das caˆmaras.
Ambas as partes sa˜o perfuradas numa da extremidades com va´rios furos espac¸ados
15º entre si, de forma a permitir a alterac¸a˜o do aˆngulo das caˆmaras em incrementos de
15º. A disposic¸a˜o destes furos e´ tal que em qualquer um dos valores de aˆngulos poss´ıveis,
existe sempre pelo menos dois pares de furos alinhados para permitir que, atrave´s da
inserc¸a˜o de um parafuso em cada par, o aˆngulo entre ambas as partes se mantenha fixo.
Uma das razo˜es para estas pec¸as serem feitas de alumı´nio, para ale´m das o´bvias
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(peso reduzido e robustez), foi o facto de estas servirem de dissipador para ajudar a
dissipar o calor gerado pela caˆmaras, que neste tipo de caˆmaras e´ considera´vel. Na
figura 6.6 e´ poss´ıvel observar a junc¸a˜o das duas partes e a caˆmara.
Figura 6.6: Conjunto caˆmara e pec¸as de fixac¸a˜o.
Na intersecc¸a˜o do ”T”eleva-se um perfil com 12 cm de altura para permitir a
fixac¸a˜o do LiDAR na parte traseira, e o sistema de iluminac¸a˜o para as caˆmaras na parte
frontal. O LiDAR encaixa numa pec¸a de alumı´nio que faz a ligac¸a˜o a` estrutura, este e´
colocado na vertical, apontado para cima, de forma a mapear o tu´nel com o movimento
da estrutura, visto que e´ um sensor 2D.
Figura 6.7: Pec¸a de fixac¸a˜o da placa de iluminac¸a˜o e do LiDAR, a` esquerda e conjunto
completo com o sensor, a` direita
A pec¸a do sistema de iluminac¸a˜o das caˆmaras e´ de certa maneira parecida com a
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do LiDAR no encaixe no perfil Bosh. Nesta pec¸a, tambe´m feita em alumı´nio para servir
de dissipador para o calor gerado, sa˜o coladas va´rias fitas Light Emiting Diode (LED)
de alta poteˆncia de forma a iluminar o ambiente em frente a`s caˆmaras para permitir
a utilizac¸a˜o das mesmas em ambientes escuros e subterraˆneos. Na figura 6.7 e´ vis´ıvel,
a` esquerda, a pec¸a de adaptac¸a˜o do LiDAR e a` direita esta´ representada uma vista do
perfil de 12cm em conjunto com as pec¸as e sensor.
O perfil perpendicular ao perfil frontal do ”T”, sera´ usado para colocar antenas
dos recetores GNSS para o sincronismo do relo´gio do CPU. A figura 6.8 mostra o sistema
completo com todos os componentes, sendo vis´ıvel o frame ”T”e a placa de acr´ılico com
todas as pec¸as e sensores.
Figura 6.8: Estrutura mecaˆnica completa com todos os componentes.
6.1.2 Estrutura Mecaˆnica - Suporte para movimentac¸a˜o
De forma a facilitar o transporte da estrutura principal do sistema, em terrenos
mais planos e na˜o extremamente acidentados, foi pensado um suporte que permita um
fa´cil acoplamento e desacoplamento do sistema principal, pois devido a` morfologia vari-
ada dos tu´neis e galerias das minas, pode ser poss´ıvel apenas o transporte e passagem
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do sistema principal. Na figura 6.9 esta´ representado o sistema desenhado.
Figura 6.9: Base do suporte mecaˆnico para movimentac¸a˜o.
Este sistema foi pensado para permitir uma fa´cil movimentac¸a˜o, apesar de apre-
sentar uma certa robustez contra superf´ıcies com ate´ 20 cm de a´gua, e com rugosidade
moderada. Para tal foram escolhidas uma rodas resistentes, com piso adequado para o
pretendido. Foi tambe´m desenhada uma soluc¸a˜o de direc¸a˜o de Ackermann, para permi-
tir o controlo da direc¸a˜o ou ate´ posteriormente a introduc¸a˜o de locomoc¸a˜o motorizada.
Na figura 6.10 e´ poss´ıvel observar a disposic¸a˜o dos componentes que compo˜em a direc¸a˜o
de Ackermann.
Figura 6.10: Esquerda: Montagem das rodas posteriores do suporte de locomoc¸a˜o. Di-
reita: Pormenor da construc¸a˜o da direc¸a˜o de Ackermann.
A montagem consiste num veio horizontal que encaixa na roda, ligado a um veio
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vertical por interme´dio de uma pec¸a de encaixe. Este veio vertical e´ introduzido entre
duas pec¸as de alumı´nio em contacto com um rolamento em cada uma das extremidades
do veio. As duas pec¸as de alumı´nio sa˜o seguras no lugar atrave´s de uma placa que faz a
interface com a calha que forma o reta˜ngulo da base do carrinho. Numa das extremidades
do veio vertical, existe uma outra pec¸a que liga a uma junta rotativa que, atrave´s de um
vara˜o, faz a conexa˜o com a outra roda dianteira e completa a geometria de Ackermann.
O retaˆngulo de base tem as mesmas dimenso˜es que o retaˆngulo da estrutura principal
de modo a permitir o encaixe de uma estrutura na outra.
6.1.3 PCB de distribuic¸a˜o de energia
De forma a alimentar todos os componentes do sistema, e uma vez que a maioria
exige n´ıveis de tensa˜o diferentes, torna-se essencial proceder a` elaborac¸a˜o de uma PCB
de distribuic¸a˜o de energia. Depois de uma ana´lise aos requisitos de energia dos va´rios
componentes do sistema, conclui-se que os n´ıveis de tensa˜o essenciais sa˜o: 24V e 12V. Os
n´ıveis de 5V e 3,3V foram tambe´m acrescentados para fornecer uma maior cobertura em
termos de valores de tensa˜o, permitindo tambe´m a fa´cil adic¸a˜o ao sistema de componentes
futuros que necessitem destes n´ıveis.
O valor de tensa˜o das baterias que va˜o ser usadas no sistema e´ de 24V, e por isso
os componentes que necessitam de 24V, no sistema apenas a placa de trigger, obteˆm
esse valor diretamente da bateria. A maioria dos sensores e componentes presentes
no sistema usa 12V, nomeadamente o PC, as caˆmaras, o switch ethernet e o LiDAR.
Devido a esta carga mais elevada de sensores neste valor de tensa˜o, o conversor DC-DC
que vai converter os 24V para 12V tem que ser capaz de apresentar uma corrente de
sa´ıda elevada. Foi escolhido o PTN78020HAH da Texas Instruments que tem como
corrente ma´xima 6 Amperes. Para converter dos 24V para os 5V e´ usado um conversor
muRata OKI-T/36W-W40 Series que permite uma corrente de sa´ıda de 3A. No caso
dos 3,3V como os dispositivos que geralmente usam este n´ıvel de tensa˜o na˜o apresentam
necessidade de correntes muito elevadas, por isso foi colocado um simples regulador
Low-Dropout (LDO) LD1117S33TR. Este tem como tensa˜o de entrada 5V e portanto
ira´ receber esse n´ıvel de tensa˜o atrave´s do muRata.
Estando definidos os componentes principais da placa, procedeu-se ao desenho da
mesma. Para tal foi utilizando o software de criac¸a˜o de placas de circuitos impressos,
KiCad. O primeiro passo foi criar o esquema ele´trico da PCB. Este consiste nos esquemas
dos componentes ja´ referidos, com a adic¸a˜o dos condensadores e resisteˆncias necessa´rios
para ”selecionar”os n´ıveis de tensa˜o pretendidos, tanto no muRata como no PTN. Estes
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componentes sa˜o necessa´rios pois estes conversores teˆm uma gama alta de valores de
sa´ıda (de 5V a 15,5V no caso do muRata e de 11.85V a 22V no caso do PTN), que
e´ definido conforme a combinac¸a˜o de resisteˆncias e condensadores especificadas pelos
fabricantes. Foram colocadas 3 sa´ıdas de 24V (diretas da bateria), 5 de 12V (uma vez
que e´ o n´ıvel de tensa˜o mais utilizado) e duas de cada valor de tensa˜o restante (3,3V e
5V).
Depois do esquema ele´trico completo, procedeu-se a` elaborac¸a˜o do desenho da
PCB. Na figura 6.11, a` esquerda, e´ poss´ıvel observar o resultado do processo de desenho
da placa, onde se pode verificar a localizac¸a˜o dos componentes, em particular de todos os
conectores dos diferentes n´ıveis de tensa˜o. Ja´ na mesma figura, a` direita, esta´ apresentada
uma vista 3D da PCB com todos os componentes.
Figura 6.11: Esquerda: Desenho da PCB de distribuic¸a˜o de power. Direita: Vista 3D
da PCB.
6.1.4 Placa de trigger
O disparo das caˆmaras sera´ realizado por um mo´dulo externo de hardware, para
este mo´dulo recorreu-se a um sistema desenvolvido no laborato´rio, o qual e´ poss´ıvel
adaptar para realizar este propo´sito.
Este sistema foi desenhado para o projeto UNEXMIN, e faz parte dos Scructured
Light Systems (SLSs), encontrando-se um desses sistemas representado na figura 6.12.
Este sistema conte´m 2 ou mais tipos de emissores de luz, em que um deles e´ necessa-
riamente um emissor laser em linha, que roda sobre um eixo, e a sua posic¸a˜o absoluta
e´ conhecida usando a leitura do encoder do motor, possibilitando assim realizar varri-
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mentos. E´ tambe´m responsa´vel por gerar os triggers dos emissores de luz, e/ou triggers
externos segundo sequeˆncias de 1 segundo programa´veis, sendo que e´ poss´ıvel comuni-
car com a placa responsa´vel por estas func¸o˜es usando RS485, para recec¸a˜o e envio de
dados, seja informac¸o˜es do posicionamento do laser, configurac¸o˜es, entre outros. Para
o caso do sistema Geo Tec e´ apenas necessa´ria a placa de controlo. Na figura 6.13 esta´
representado a vista 3D da placa de trigger dos SLSs.
Figura 6.12: Sistema de Luz Estruturada [44].
Visto que esta placa gera sinais de trigger para va´rios usos, pode ser utilizado para
dar trigger a`s caˆmaras. Este sistema tem oito canais de controlo dispon´ıveis, funcionando
a 24V, e como na aplicac¸a˜o pensada para este projeto sera´ apenas necessa´rio dar trigger
a`s caˆmaras, este sistema consumira´, no ma´ximo, 150 mA.
O sistema disponibiliza dois modos de funcionamento: sincronismo por PPS e sem
sincronismo. No primeiro modo, este recebe um sinal PPS e sincroniza os disparos com
esse sinal. No segundo modo, o sistema fica em espera e quando recebe o sinal para
comec¸ar, executa a sequeˆncia pretendida.
Como ja´ foi referido este sistema grava as sequeˆncias de trigger em intervalos
de um segundo. Estas sequeˆncias sa˜o geradas num ficheiro de texto, atrave´s de uma
interface de alto n´ıvel feita em ROS. Estas sequeˆncias tambe´m podem ser geradas pelo
MATLAB, e sa˜o dependentes do nu´mero de sistemas a instalar. O ROS apenas gera os
ficheiros, na˜o enviando a sequeˆncia para o micro controlador presente na placa. Esta
tarefa, neste momento, e´ realizada pelo MATLAB.
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Figura 6.13: 3D da placa de trigger das caˆmaras.
Para gerar os sinais de trigger pretendidos para o sistema Geo Tec, foi desenvolvido
um co´digo em MATLAB que gera as sequeˆncias de um segundo de forma a que sejam
gerados sinais iguais em treˆs canais da placa. Dois destes sinais sera˜o encaminhados
cada uma para a respetiva caˆmara, e o terceiro para uma porta se´rie do PC de forma a
ser recebido no PC o tempo no qual foi capturada a imagem.
6.1.5 PCB de interface com o recetor GNSS
Para a integrac¸a˜o do recetor GNSS UB482 no sistema ja´ se encontrava desenvol-
vida no laborato´rio uma placa de interface que alimenta e conte´m todos os componentes
necessa´rios ao funcionamento do mo´dulo, bem como permitir a comunicac¸a˜o por porta
se´rie das 3 UART do recetor.
A inclusa˜o de um integrado FT4232HL na placa, um conversor de sinal TTL
(UART) para USB de 4 canais, permite que a existeˆncia de uma interface de validac¸a˜o
USB para ale´m das portas se´ries originais. Neste caso a primeira porta se´rie estara´ a
enviar os dados raw da primeira antena, a segunda os dados da segunda antena, tambe´m
raw, e a terceira fornecera´ dados no formato NMEA.
Existe tambe´m um duplicador de sinal ao qual esta´ ligado o sinal PPS do recetor,
de modo a apresentar numa ficha da placa dois sinais PPS que podem ser usados para
sincronizac¸a˜o. Neste caso apenas um sera´ usado para sincronizar o relo´gio do CPU. Na
figura 6.14 esta´ representado o desenho da placa de interface com o recetor GNSS.
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Figura 6.14: Placa de interface com o recetor GNSS.
6.2 Descric¸a˜o de Software
Como ja´ foi referido na subsecc¸a˜o 5.3, a aquisic¸a˜o dos dados dos sensores e o ar-
mazenamento destes sera´ desenvolvido utilizando a framework ROS. Para tal, foram
desenvolvidos ou usados no´s para os va´rios sensores, de modo a realizar a aquisic¸a˜o da
informac¸a˜o dada pelos mesmos.
Comec¸ando pelo LiDAR, existe um package, hokuyo node, ja´ desenvolvido pela co-
munidade ROS que permite fazer a aquisic¸a˜o e publicac¸a˜o num to´pico dos dados do
Hokuyo. Este suporta va´rios modelos de Hokuyo, incluindo o usado no sistema. O nome
deste no´ sera´ hokuyo e o to´pico /hokuyo/scan, sendo que publica uma mensagem do tipo
LaserScan.
Em termos de GNSS sera´ usado um no´ gene´rico, visto que a maioria dos recetores
GNSS utilizam um protocolo padra˜o, neste caso o NMEA. Enta˜o, o no´ gnss publica os
dados de posic¸a˜o no to´pico /gnss/fix.
No caso do IMU, foi desenvolvido um no´ para o STIM 300, visto a na˜o existeˆncia
de um package para este sensor. Este package, de nome stim300 publica va´rios to´picos
sendo o mais importante /imu/data.
O no´ responsa´vel por receber o sinal de trigger, foi tambe´m desenvolvido parcialmente,
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usando como base o package de Linux, pps tools. Este permite uma fa´cil leitura de um
sinal PPS que esteja a ser injetado num pino especifico (Carrier Detect) da porta se´rie
do PC, sendo que teve que ser adaptado para funcionar em ROS. Este no´ publica no
to´pico /trigger/trigger camera.
Por u´ltimo, o no´ que ira´ obter as imagens das caˆmaras, camera, foi baseado no package
ja´ desenvolvido pela comunidade, pointgrey camera driver. Este no´ publicara´ em va´rios
to´picos, sendo os mais importantes: /image raw e image compressed. Na tabela 6.1
esta˜o representados os va´rios to´picos referidos, que sa˜o publicados pelo sistema.
Tabela 6.1: Lista de to´picos publicados
Sensor To´pico ROS Descric¸a˜o






GNSS (5 Hz) /gnss/fix - Latitude
- Longitude
- Altitude
LiDAR (40 Hz) /hokuyo/scan - Ranges
- Intensidades
Camera (6 Hz) /left camera/image raw - Imagens Raw
/right camera/image raw
Camera trigger /trigger/trigger camera - Timestamp
6.2.1 Sincronizac¸a˜o do relo´gio do CPU
O clock dos computadores, servidores, estac¸o˜es de trabalho e dispositivos de rede
na˜o sa˜o inerentemente precisos. Geralmente, a maior parte destes relo´gios sa˜o definidos
manualmente, apresentando um atraso elevado em relac¸a˜o ao tempo real e raramente sa˜o
verificados depois de acertados. Muitos destes relo´gios sa˜o mantidos por uma bateria
e um dispositivo de calenda´rio-relo´gio que se pode atrasar ate´ um segundo por dia.
Portanto, para um sistema em que a sincronizac¸a˜o tem de ser rigorosa, como e´ o caso, e´
imposs´ıvel utilizar os relo´gios dos computadores sem que estes estejam sincronizados de
forma precisa.
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A sincronizac¸a˜o do relo´gio lida com a compreensa˜o da ordenac¸a˜o temporal de
eventos produzidos por processos concorrentes. E´ u´til para sincronizar remetentes e
recetores de mensagens, controlar a atividade conjunta e o acesso simultaˆneo a objetos
compartilhados. O objetivo e´ que va´rios processos na˜o relacionados executados em
diferentes ma´quinas estejam de acordo e sejam capazes de tomar deciso˜es consistentes
sobre a ordenac¸a˜o de eventos num sistema.
Atualmente, existem va´rias soluc¸o˜es para obter uma sincronizac¸a˜o: NTP, GNSS,
Precision Time Protocol (PTP), entre outros. O NTP e´ um protocolo de rede para sin-
cronizac¸a˜o de relo´gios entre va´rios sistemas computacionais, projetado por David L. Mills
da Universidade de Delaware. Os objetivos deste protocolo sa˜o: permitir que os compu-
tadores estejam sincronizados com precisa˜o com o Coordinated Universal Time (UTC);
fornecer um servic¸o confia´vel que possa sobreviver a longas perdas de conetividade; per-
mitir que os clientes sincronizem o seu relo´gio com frequeˆncia e, assim, compensem os
drifts dos mesmos e, por u´ltimo, fornecer protec¸a˜o contra interfereˆncias externas.
Os servidores NTP sa˜o organizados em camadas, na qual a primeira camada
conte´m os servidores prima´rios, que sa˜o ma´quinas conectadas diretamente a uma fonte
de tempo precisa, como o Global Position System (GPS), Galileo Positioning System,
etc. A segunda camada conte´m os servidores secunda´rios, sendo que estas ma´quinas sa˜o
sincronizadas a partir dos relo´gios dos computadores da primeira camada, enquanto que
a terceira camada conte´m os servidores que sa˜o sincronizados a partir dos secunda´rios e
assim por diante. Estas camadas juntas formam a sub-rede de sincronizac¸a˜o, represen-
tada na figura 6.15, [74].
Figura 6.15: Sub-rede de sincronizac¸a˜o do NTP.
O GPS e´ um dos sistemas de navegac¸a˜o por sate´lite dispon´ıveis atualmente. Este
e´ operado pelo Departamento de Defesa dos Estados Unidos, sendo que os sinais de posi-
cionamento sa˜o produzidos por 24 sate´lites que esta˜o distribu´ıdos de tal forma que, pelo
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menos quatro deles esta˜o na linha de visa˜o de qualquer ponto da Terra [75]. Os sate´lites
transmitem informac¸o˜es do tempo dos seus relo´gios ato´micos internos, juntamente com
os dados da posic¸a˜o momentaˆnea do recetor GNSS. A distaˆncia e´ calculada a partir do
tempo que o sinal leva a percorrer a distaˆncia entre o sate´lite e a antena do recetor.
Devido a` elevada precisa˜o do tempo fornecido pelo sistemas de navegac¸a˜o por sate´lite,
este sistema pode ser usado para sincronizar o relo´gio de um sistema computacional.
O chrony e´ uma implementac¸a˜o versa´til do Network Time Protocol, sincronizando
o relo´gio do sistema com servidores NTP, relo´gios de refereˆncia (GNSS) e entrada ma-
nual. Este foi projetado para funcionar numa ampla variedade de condic¸o˜es, incluindo
conexo˜es de rede intermitentes, redes altamente congestionadas, mudanc¸as de tempera-
tura (os relo´gios comuns dos computadores sa˜o sens´ıveis a` temperatura) e em sistemas
executados em ma´quinas virtuais.
A precisa˜o t´ıpica entre duas ma´quinas sincronizadas pelos servidores de Internet
esta´ na ordem de alguns milissegundos, enquanto que, usando um relo´gio de refereˆncia
local, a precisa˜o e´ tipicamente em dezenas de micro-segundos.
Neste software esta˜o inclu´ıdos dois programas, o chronyd e o chronyc. O primeiro
e´ um daemon (programa de computador que e´ executado como um processo em segundo
plano) que pode ser iniciado no arranque do computador e o segundo e´ um programa
de interface de linha de comando que pode ser usado para monitorizar o desempenho do
chronyd e alterar alguns paraˆmetros, enquanto este esta´ a ser executado.
De forma a ser usado o chrony para a sincronizac¸a˜o do relo´gio do sistema Geo
Tec, usando o sinal PPS fornecido pelo recetor GNSS e´ necessa´rio um outro programa
gpsd. Este programa e´ tambe´m um daemon que recebe dados de um receptor GNSS e
re-publica esses estes dados de forma a poderem ser usados por va´rias aplicac¸o˜es. Assim,
fornece uma interface unificada para receptores de diferentes tipos e permite o acesso
simultaˆneo por va´rios processos.
Neste caso o que o gpsd esta´ configurado para realizar e´ interpertar os dados
NMEA do recetor GNSS e coloca-los numa share memory para poderem ser usados pelo
chronyd para a sincronizac¸a˜o do CPU do sistema.
6.3 Implementac¸a˜o GeoTec
Depois de estarem projetados todos os componentes e partes, desde a estrutura
mecaˆnica a` parte electro´nica, procedeu-se a` montagem do sistema. Para tal, em pri-
meiro lugar procedeu-se a` elaborac¸a˜o da estrutura principal de perfil Bosch, sendo que
os materiais foram encomendados a uma empresa especializada na a´rea. Uma vez ob-
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tidos, foi montada a estrutura de acordo com o que tinha sido previamente projetado.
Para finalizar esta estrutura foi necessa´rio maquinar a placa de acr´ılico que encaixa no
suporte interme´dio.
Depois de implementada a estrutura principal, passou-se a` colocac¸a˜o e desenvolvi-
mento de todos os componentes/sensores integrantes do sistema. Comec¸ando por maqui-
nar as pec¸as que garantem o encaixe e alinhamento das caˆmaras, como mostra a figura
6.16. Depois de ambas as caˆmaras estarem colocadas nos respetivos lugares, foram rea-
lizadas as pec¸as de fixac¸a˜o do IMU, LiDAR, e sistema de iluminac¸a˜o. Colocados estes
sensores nos respetivos s´ıtios passou-se a fixar o PC e o switch a` placa de acr´ılico.
Figura 6.16: Pec¸as de encaixe das caˆmaras.
De seguida procedeu-se a` realizac¸a˜o da PCB de distribuic¸a˜o de power do sistema,
sendo que tanto esta placa como a placa de trigger das caˆmaras, necessitavam um s´ıtio
que permitisse a sua fixac¸a˜o, bem como alguma protec¸a˜o contra salpicos e/ou po´. A
soluc¸a˜o encontrada foi alterar uma caixa estanque para albergar no seu interior as duas
placas, e apresentar no seu exterior diferentes tipos de conetor de forma a possibilitar
a ligac¸a˜o de todos os componentes do sistema. Na figura 6.17 esta´ apresentada a caixa
com as placas no seu interior, bem como a interface de conetores apresentada.
Depois da caixa ser fixada no acr´ılico da estrutura, foram feitas todas as ligac¸o˜es
necessa´rias, e foram realizados alguns testes para verificar que tudo se encontrava ope-
racional. Estando a estrutura principal completamente validada e testada, passou-se a`
construc¸a˜o e implementac¸a˜o de todos as pec¸as e componentes necessa´rios para realizar
a estrutura de movimentac¸a˜o.
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Figura 6.17: Caixa que conteˆm a placa de power e a PCB de trigger.
De forma a fazer com que a estrutura principal, quando montada no suporte de mo-
vimentac¸a˜o, ficasse ao n´ıvel do peito de uma pessoa, foi acrescentado um paralelep´ıpedo
(tambe´m ele feito de perfil de alumı´nio Bosch) ficando assim completa a estrutura de
movimentac¸a˜o. Na figura 6.18 encontra-se apresentado um pormenor da direc¸a˜o de
Ackermann, bem como a estrutura de movimentac¸a˜o completa.
Figura 6.18: Esquerda: Pormenor da direc¸a˜o de Ackermann. Direita: Suporte de movi-
mentac¸a˜o completo.
Para permitir o encaixe das duas estruturas, a principal e a de movimentac¸a˜o, foram
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feitas quatro pec¸as que garantem o alinhamento e o fa´cil desacoplamento entre ambas.
A figura 6.19 mostra duas vistas diferentes do sistema GeoTec completo.
Figura 6.19: Sistema GeoTec completo.
De forma a realizar um log de ground truth, foi necessa´rio adicionar dois suportes
para permitir a montagem das duas antenas do recetor GNSS. Estas antenas teˆm que
ser montadas o mais altas poss´ıvel para melhorar a qualidade do sinal captado. Em
funcionamento normal o sistema na˜o necessita das antenas ta˜o altas estando estas colo-
cadas ao n´ıvel das caˆmaras, visto que apenas servem para inicializar e sincronizar o PC,
antes da entrada para o ambiente subterraˆneo provocar a perda do sinal. A necessidade
da realizac¸a˜o do ground truth sera´ explicada no cap´ıtulo seguinte. Na figura 6.20 esta´
representado o sistema preparado para a realizac¸a˜o desse log.
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Figura 6.20: Sistema GeoTec preparado para a realizac¸a˜o do ground truth.
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Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 7
Resultados
Ao longo deste cap´ıtulo sa˜o apresentados os resultados do trabalho desenvolvido. Ne-
les esta˜o inclu´ıdos os testes de validac¸a˜o do sistema e sensores, bem como uma descric¸a˜o
dos primeiros testes em ambiente real do sistema no aˆmbito do projeto MineHeritage,
passando pela apresentac¸a˜o do me´todo de calibrac¸a˜o usado para obter os paraˆmetros
intr´ınsecos e extr´ınsecos das caˆmaras, ate´ aos resultados obtidos atrave´s do processa-
mento dos dados por cada programa, e a comparac¸a˜o com o ground truth.
7.1 Testes de validac¸a˜o do sistema e sensores
Depois de implementado o sistema, foram realizados va´rios testes para validar
o funcionamento de todos os componentes. Usando o software desenvolvido referido
previamente, primeiro procedeu-se ao teste de validac¸a˜o da aquisic¸a˜o de imagens pelas
caˆmaras (figura 7.1), de seguida verificou-se tambe´m o correto funcionamento do IMU e
do LiDAR.
No passo seguinte procedeu-se ao teste do recetor GNSS. Primeiro foi testada a
recec¸a˜o de dados NMEA e raw de cada uma das antenas ale´m da recec¸a˜o do sinal PPS
numa das portas se´rie do PC. Na figura 7.2 esta˜o apresentados dois print screen que
mostram, respetivamente, a recec¸a˜o dos dados NMEA usando o programa gpsmon, em
cima, e a recec¸a˜o do sinal PPS, usando o programa pps test do package pps tools em
baixo.
Depois de testado o correto funcionamento do recetor GNSS, procedeu-se a` sincro-
nizac¸a˜o do clock do CPU com o tempo fornecido pelo recetor. Como ja´ foi referido esta
sincronizac¸a˜o e´ feita usado o programa chrony sendo que para o correto funcionamento
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Figura 7.1: Exemplo de aquisic¸a˜o de imagens no exterior do laborato´rio.
Figura 7.2: Cima: Recec¸a˜o dos dados NMEA. Baixo: Recec¸a˜o do sinal PPS.
deste, e´ necessa´rio proceder a algumas alterac¸o˜es de configurac¸o˜es, nomeadamente: indi-
car qual e´ a shared memory na qual o gpsd, o software que efetua a ligac¸a˜o entre os dados
recebidos no PC vindos do recetor GNSS e os fornece para o chrony, disponibiliza o sinal
PPS e indicar que se pretende realizar a sincronizac¸a˜o usando os dados NMEA para uma
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sincronizac¸a˜o inicial e posteriormente usar o sinal PPS. Na figura 7.3 esta˜o representados
os outputs do programa chronyc traking e chronyc sources, que mostram a sincronizac¸a˜o
do sistema e o erro de sincronizac¸a˜o. A` esquerda, na figura e´ poss´ıvel verificar que o
clock do CPU esta´ sincronizado pelo sinal PPS e que se encontra 0,000039546 segundos
adiantado ao tempo NTP. A` direita, o programa chronyc sources mostra as duas fontes
de sincronizac¸a˜o, o sinal NMEA e o sinal PPS, sendo que esta˜o detalhadas as diferenc¸as
de tempos entre as fontes e o tempo NTP. No caso do sinal NMEA, esta diferenc¸a e´ de
54ms e no sinal PPS e´ de 1232µs. Isto realc¸a uma vez mais que a sincronizac¸a˜o usando
o sinal PPS e´ superior em termos de precisa˜o em relac¸a˜o a` sincronizac¸a˜o feita apenas
usando dados NMEA, garantindo uma precisa˜o de sincronizac¸a˜o na ordem dos micro
segundos.
Figura 7.3: Cima: Output do programa chronyc tracking. Baixo: Output do programa
chronyc sources
O teste seguinte foi verificar se os tempos de trigger das caˆmaras estavam a ser
corretamente recebidos pelo PC. Isto e´ feito utilizando o mesmo programa que foi usado
para receber o sinal PPS do recetor GNSS. Atrave´s da ferramenta de ana´lise de rosbags,
rqt bag e´ poss´ıvel observar as diferenc¸as de tempo entre o instante no qual o trigger
foi dado e o instante no qual as imagens foram recebidas, reforc¸ando a importaˆncia
de receber o este sinal no PC. Usando o no´ ROS desenvolvido que adquire e publica
o tempo de trigger das caˆmaras, e gravando em conjunto com os to´picos nos quais
sa˜o publicados as imagens de cada caˆmara, e´ poss´ıvel realizar um rosbag de teste para
verificar a diferenc¸a de tempos, como mostra a figura 7.4. Nela e´ poss´ıvel verificar que
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os tempos de trigger (neste teste o sinal trigger foi colocado a 4 FPS) sa˜o constantes, e
que a recec¸a˜o das imagens acontece instantes depois do sinal trigger ser gerado.
Figura 7.4: Diferenc¸a de tempos entre aquisic¸a˜o e recec¸a˜o das imagens.
7.2 Calibrac¸a˜o dos paraˆmetros intr´ınsecos e extr´ınsecos
De forma a ser poss´ıvel o uso das imagens obtidas utilizando o GeoTec para fins de
mapeamento 3D, odometria visual e slam, e´ necessa´rio obter os paraˆmetros intr´ınsecos
e extr´ınsecos dos sensores o´pticos, isto e´, calibrar as caˆmaras. De forma a permitir esta
calibrac¸a˜o foi tirado um log de calibrac¸a˜o com o sistema. Isto significa capturar imagens,
das duas caˆmaras em simultaˆneo, de um padra˜o de xadrez com tamanho e nu´mero
de quadrados conhecidos, em todas as zonas de distorc¸a˜o da imagem, com diferentes
rotac¸o˜es e orientac¸o˜es do padra˜o de forma a permitir uma boa calibrac¸a˜o.
Depois para realizar a calibrac¸a˜o foi usada a toolbox Stereo Camera Calibrator, (repre-
sentada na figura 7.5) do programa MATLAB. Esta, atrave´s da introduc¸a˜o das imagens
de calibrac¸a˜o referidas em cima, permite a calibrac¸a˜o tanto dos paraˆmetros intr´ınsecos
de cada caˆmara, quer os paraˆmetros extr´ınsecos de uma caˆmara em relac¸a˜o a` outra.
A toolbox, depois de receber as imagens, o tamanho das arestas dos quadrados do
padra˜o e o nu´mero de cantos interiores (horizontal e vertical, no caso do alvo usado 7x4),
deteta primeiro os cantos entre quadrados, e rejeita todas as imagens nas quais o padra˜o
na˜o seja detetado. Depois de escolhidos o nu´mero de coeficientes de distorc¸a˜o radial a
serem estimados (2 ou 3), a estimac¸a˜o ou na˜o dos coeficientes de distorc¸a˜o tangencial e
a estimac¸a˜o do skew dos pixels.
Depois de estimados os paraˆmetros intr´ınsecos e extr´ınsecos de ambas as caˆmaras,
a aplicac¸a˜o permite observar os erros de reprojec¸a˜o dos cantos (como mostra a figura
7.6), e permite tambe´m retirar as imagens com maior erro, podendo ser analisadas
para perceber ao que se deve o erro. Depois de retiradas estas imagens e´ feita uma
recalibrac¸a˜o, permitindo assim realizar este processo ate´ os n´ıveis de erro serem dentro
do aceita´vel.
Na figura 7.7 esta˜o representados os paraˆmetros intr´ınsecos e extr´ınsecos obtidos
atrave´s da calibrac¸a˜o. E` poss´ıvel reparar na matriz de extr´ınsecos que a baseline obtida
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Figura 7.5: Toolbox de calibrac¸a˜o stereo MATLAB.
Figura 7.6: Pormenor dos erros de reprojec¸a˜o da calibrac¸a˜o.
pela calibrac¸a˜o e´ de 369mm, o que esta´ concordante com o valor obtido por CAD.
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Figura 7.7: Paraˆmetros extr´ınsecos e intr´ınsecos obtidos atrave´s da calibrac¸a˜o.
7.3 Testes MineHeritage na Mina das Aveleiras, Tiba˜es
O primeiro teste de campo do sistema GeoTec, coincidiu com o primeiro local de testes
do projeto MineHeritage. Este fica situado em Braga, noroeste de Portugal, e e´ uma
mina desativada que se encontra dentro do territo´rio pertencente ao Mosteiro de Tiba˜es.
Esta mina, apesar de ter como nome oficial, mina das Aveleiras, e´ vulgarmente conhecida
por mina de Tiba˜es, e foi explorada na primeira metade do se´culo 20 para a extrac¸a˜o
de volfraˆmio durante mais de 23 anos, ate´ ter sido desativada. As caracter´ısticas desta
mina, entre as quais a zona envolvente na qual esta´ inserida, fazem deste local um o´timo
candidato a ponto de interesse do projeto MineHeritage. Na figura 7.8 esta´ representado
o trac¸ado geral da mina das Aveleiras, bem como, a vermelho, a parte do trac¸ado que
foi mapeada na missa˜o.
Na figura 7.9 esta˜o apresentadas algumas imagens adquiridas no interior das diversas
galerias existentes na mina das Aveleiras, usando o sistema GeoTec.
Este local e´ um ponto de interesse no projeto MineHeritage, devido a` sua natureza
histo´rica, e do patrimo´nio geo-mineiro que apresenta. No escopo do projeto e´ necessa´rio a
obtenc¸a˜o de dados que permitam a reconstruc¸a˜o das galerias e tu´neis da mina, sendo que
para tal pode ser usando o GeoTec, mas tambe´m o mapeamento das a´reas circundantes
a` mina, que neste caso e´ de interesse, o mosteiro de Tiba˜es. Para mapear com a melhor
resoluc¸a˜o este meio envolvente, foi usado um scanner laser de alta resoluc¸a˜o, do fabricante
FARO, modelo Focus 3D.
Os resultados preliminares obtidos a partir do trabalho de campo realizado na Mina
de Tiba˜es foram apresentados e discutidos na Primeira Confereˆncia organizada pela
Ordem dos Engenheiros Te´cnicos e ISEP, intitulada ”4GEO — resources, materials,
technologies and environment”, que decorreu em Novembro de 2019. Posteriormente,
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Figura 7.8: Esquerda: Trac¸ado geral da mina das Aveleiras (adaptado de Chamine´ et
al. 2017)[76] sobreposto pela parte mapeada (tracejado a vermelho). Direita:GeoTec
system na entrada da mina.
Figura 7.9: Exemplo de algumas imagens obtidas nos testes em Tiba˜es (a` esquerda
imagens da caˆmara esquerda e a` direita imagens da caˆmara direita).
os resultados foram processados e publicados numa Edic¸a˜o Especial na Springer ASTI
series1 sendo que mais detalhes podera˜o ser consultados em [77].
1+ info: https://www.springer.com/series/15883
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Figura 7.10: Resultados preliminares apresentados na confereˆncia 4GEO.
Na figura 7.10 esta˜o apresentados alguns dos resultados preliminares divulgados na
confereˆncia, as duas imagens superiores representam as nuvens de pontos obtidos com
o scanner laser, nomeadamente o pormenor de um brasa˜o numa das fontes do escado´rio
do mosteiro e a parte frontal da capela no topo do mesmo escado´rio. No caso das
imagens inferiores, estas representam a reconstruc¸a˜o 3D da intercepc¸a˜o das duas galerias
principais, e o pormenor do interior dessa intercepc¸a˜o. Estas reconstruc¸o˜es foram obtidas
usando o software, Meshroom.
7.4 Ground Truth
De forma a obter uma base de comparac¸a˜o para a efica´cia da estimac¸a˜o das tra-
jecto´rias obtidas usando ambos os programas, procedeu-se a` realizac¸a˜o de um ground
truth, isto e´, um log de teste, feito no exterior do laborato´rio, no qual foi adquirido o
sinal de cada uma das antenas do recetor GNSS, em conjunto com os dados do IMU,
e as imagens sincronizadas de ambas as caˆmaras. Na figura 7.11 encontram-se alguns
exemplos de imagens obtidas neste log.
Depois de realizado esse teste, procedeu-se ao po´s-processamento dos dados obtidos,
nomeadamente do recetor GNSS e do sistema inercial, atrave´s do software NovAtel Way-
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Figura 7.11: Exemplo de alguns pares de imagens do ground truth
point Inertial Explorer, que permite realizar a fusa˜o sensorial entre ambos os sensores,
resultando em valores de posic¸a˜o, velocidade e acelerac¸a˜o medidos com alta precisa˜o.
Estes dados tratados, sa˜o a melhor aproximac¸a˜o poss´ıvel a`s posic¸o˜es reais que o sistema
descreveu e compo˜em o ground truth de comparac¸a˜o. Na figura 7.12 encontra-se apre-
sentada a trajecto´ria obtida atrave´s do po´s-processamento, representada com a ajuda do
programa MATLAB. Ja´ na figura 7.13 esta´ representada a` esquerda a posic¸a˜o em cada
eixo, e a` direita as rotac¸o˜es (roll, pitch, yaw).
De forma a auxiliar a compreensa˜o da qualidade do sinal GPS ao longo do percurso
efetuado, a figura 7.14 apresenta o percurso preenchido com cores diferentes consoante
a qualidade do sinal. A escala de qualidade varia de n´ıvel um a seis, sendo que n´ıvel 6 e´
ma´ qualidade n´ıvel 1 qualidade ma´xima. Destes dados e´ poss´ıvel concluir que as partes
do percurso nas quais a qualidade do sinal GPS e´ inferior perfazem 6,16% do percurso
total.
Para realizar a comparac¸a˜o das trajeto´rias estimadas por cada um dos programas,
Meshroom e RTAB-Map, com o ground truth obtido e´ necessa´rio proceder a` extrac¸a˜o
dos valores das poses em cada programa.
No caso do RTAB-Map, este fornece uma opc¸a˜o para a extrac¸a˜o imediata das poses,
apresentado va´rias alternativas quanto aos formatos de exportac¸a˜o. Ja´ no caso do Mesh-
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Figura 7.12: Trajeto´ria po´s-processada realizada no ground truth.
Figura 7.13: Esquerda: Posic¸a˜o em cada um dos eixos da trajeto´ria de ground truth.
Direita: Rotac¸o˜es de Euler em graus(roll, pitch, yaw) da trajeto´ria de ground truth.
room, este na˜o apresenta uma maneira direta para a extrac¸a˜o destes dados, tendo sido
necessa´rio o desenvolvimento de um programa que interprete os ficheiros interme´dios
criados pelo bloco Structure from Motion e devolva os valores das poses num ficheiro
.txt.
Depois de obtidos estes ficheiros com as poses estimadas por cada um dos softwares,
estes foram inseridos no MATLAB, sendo efetuadas as mudanc¸as de referenciais ne-
cessa´rias para a correta apresentac¸a˜o dos dados, resultando na figura 7.15 que apresenta
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Figura 7.14: Qualidade do sinal GPS durante o percurso realizado no ground truth
as duas trajeto´rias estimadas em comparac¸a˜o a` trajeto´ria do ground truth.
Como e´ poss´ıvel observar, existem erros substanciais na estimac¸a˜o de trajeto´ria em
ambos os programas. No caso da estimac¸a˜o do RTAB-Map as diferenc¸as devem-se ao
reduzido nu´mero de features usadas devido ao facto de ser um software desenhado para
ser executado em tempo real. Outro fator importante e´ a existeˆncia de poucos loop
closures, que se deve em parte ao facto do erro ja´ se apresentar ta˜o elevado quando
o sistema se encontra em s´ıtios onde ja´ esteve antes, que o programa na˜o associa as
features retiradas naquele instante a`s retiradas na outra passagem pelo mesmo local por
considerar que, atrave´s do desvio de trajeto´ria, na˜o se encontra no local.
Ja´ no caso do meshroom este apresenta menos diferenc¸as para o ground truth, que
se deve em parte ao facto de ser um programa que na˜o e´ executado em tempo real e
como tal na˜o necessita de reduzir o tempo de computac¸a˜o, extraindo um elevado nu´mero
de features em cada imagem (cerca de 10000). Isto ajuda a uma aproximac¸a˜o maior a`
trajeto´ria real. No in´ıcio a trajeto´ria apresenta diferenc¸as mı´nimas ate´ chegar a um
ponto no qual esta comec¸a a divergir substancialmente mais e e´ por isso que a posic¸a˜o
final e´ ta˜o diferente da posic¸a˜o final do ground truth.
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Figura 7.15: Comparac¸a˜o da estimac¸a˜o da trajeto´ria, usando o RTAB-Map e Meshroom,
com o ground truth.
Na figura 7.16 esta´ apresentado em pormenor a diferenc¸a entre a estimac¸a˜o das tra-
jeto´rias nos primeiros 45 metros de log. Nesta fase inicial foi realizada uma trajeto´ria o
mais reta poss´ıvel, ao longo do eixo dos xx, como comprova o gra´fico do ground truth, a
azul.
Figura 7.16: Estimac¸a˜o da trajeto´ria nos primeiros 40m do ground truth.
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Na mesma figura sa˜o tambe´m vis´ıveis os valores de y aos 40 metros, que corresponde
a 37,8 segundos de log. Pela subtracc¸a˜o do valor do ground truth nos valores do RTAB-
Map e Meshroom, obte´m-se o erro acumulado em 40 metros de traje´to´ria. No caso do
Meshroom, e´ uma diferenc¸a de apenas 0.694 metros em relac¸a˜o ao ground truth, sendo
que no caso do RTAB-Map, esta´ diferenc¸a apresenta-se mais elevada, 1.653 metros.
7.5 Reconstruc¸o˜es 3D usando o Meshroom
Nesta secc¸a˜o sa˜o apresentados alguns resultados de reconstruc¸o˜es obtidas atrave´s do
programa Meshroom, usando os dados recolhidos na mina de Tiba˜es e os dados do log
de ground truth.
Na figura 7.17 e´ vis´ıvel a interface gra´fica do Meshroom com as imagens adquiridas
no log de ground truth encontrando-se ja´ completamente processados todos os blocos de
co´digo do programa como se pode verificar na parte inferior da figura. E´ poss´ıvel tambe´m
verificar o nu´mero de imagens utilizadas (no caso do grund truth foram adquiridas 2316
imagens sendo metade de cada caˆmara), bem como, no lado direito da figura, e´ poss´ıvel
observar as poses da trajeto´ria descrita por cada caˆmara em conjunto com a nuvem de
pontos obtida.
Figura 7.17: Interface gra´fica Meshroom com dados processados.
O meshroom permite observar as features que foram extra´ıdas em cada imagem (neste
caso recorrendo ao me´todo SIFT), com dois modos de visualizac¸a˜o, apenas com pontos
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no local de cada feature ou com quadrados orientados, estes mostram a orientac¸a˜o e
magnitude atribu´ıda a cada ponto de interesse detetado. A figura 7.18 mostra uma
imagem com a representac¸a˜o de features atrave´s de quadrados orientados, sendo que no
caso desta imagem foram detetadas 6679 pontos de interesse.
Figura 7.18: Imagem com os descritores SIFT representados por quadrados orientados.
No que toca a reconstruc¸a˜o e modelo 3D o Meshroom apresenta tanto a nuvem de
pontos obtida depois de realizar SFM, bem como a mesh texturizada obtida depois
de realizar o passo de meshing e texturing. No caso deste conjunto de imagens foi
gerada uma nuvem de pontos com 654.261 pontos e o modelo resultante conte´m 1.604.920
triaˆngulos. Na figura 7.19 encontram-se alguns exemplos de partes do modelo 3D gerado.
Figura 7.19: Exemplos da reconstruc¸a˜o 3D usando as imagens do ground truth.
Processando da mesma forma os dados adquiridos nos testes na mina das Aveleiras,
e´ poss´ıvel obter a reconstruc¸a˜o 3D dos tu´neis e galerias percorridos com o sistema. A
88
Cap´ıtulo 7 7.5. Reconstruc¸o˜es 3D usando o Meshroom
figura 7.20 mostra uma imagem exemplo com e sem as features identificadas. Neste caso
foram extra´ıdos o limite ma´ximo imposto de pontos de interesse, 10000.
Figura 7.20: Esquerda: Imagem obtida do interior da mina. Direita: Imagem com
representac¸a˜o das features SIFT extra´ıdas.
No caso da figura 7.21 esta´ apresentada a nuvem de pontos gerada representando o
tu´nel principal da mina sendo poss´ıvel observar a pose das caˆmaras ao longo do percurso
realizado. Por fim na figura 7.22 e´ poss´ıvel observar algumas partes da reconstruc¸a˜o 3D
obtida do tu´nel principal da mina.
Figura 7.21: Nuvem de pontos obtida, sendo poss´ıvel observar as poses estimadas das
caˆmaras.
A reconstruc¸a˜o 3D da mina apresenta resultados promissores e com elevado n´ıvel de
detalhe, sendo poss´ıvel observar claramente va´rios artefactos, desde tubos de cimento e
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Figura 7.22: Exemplos da reconstruc¸a˜o 3D usando as imagens adquiridas na mina.
destroc¸os no cha˜o da mina, a` intersecc¸a˜o entre o tu´nel principal e uma galeria secunda´ria,
e ate´ a` parte do tu´nel em que uma parede foi constru´ıda pelos mineiros, provavelmente
devido a uma derrocada ou para reforc¸ar estruturalmente a galeria, notando-se clara-
mente a divisa˜o entre os pequenos blocos que fazem parte da parede. Em parte estes
resultados devem-se ao elevado nu´mero de features extra´ıdas em cada imagem, permi-
tindo a obtenc¸a˜o de uma nuvem de pontos muito densa e por consequeˆncia uma recons-
truc¸a˜o mais fiel a` realidade. Como e´ de se esperar para atingir este n´ıvel de qualidade o
software precisa de ser executado durante longos per´ıodos de tempo, chegando mesmo,
para casos com valores de imagens elevados (mais de 2000), a demorar dias a realizar o
processamento completo. Este e´ um dos aspetos negativos deste programa, na˜o sendo
de todo poss´ıvel executa-lo em tempo real. No caso deste projeto, como o objetivo e´
apenas recolher os dados para posteriormente serem po´s processados, esta desvantagem
na˜o acarreta um impacto demasiado elevado.
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7.6 RTAB MAP
De forma a usar o package em ROS, rtabmap ros, foi necessa´rio proceder ao desenvol-
vimento de um node. Este e´ responsa´vel por ler os paraˆmetros de calibrac¸a˜o das caˆmaras
e guarda´-los num ficheiro com o formato YAML, publicando-os no to´pico camera info
de modo a que o no´ stereo image proc receba as imagens e os paraˆmetros das caˆmaras e
realize a retificac¸a˜o das imagens. Retificar e´ um processo de transformac¸a˜o das imagens
adquiridas de forma a que as linhas epipolares fiquem paralelas, de modo a simplificar
a procura de features na outra imagem, uma vez que reduz a a´rea de procura para uma
linha de pixeis em vez da imagem toda. Na figura 7.23 esta´ apresentado um exemplo de
um par de imagens retificadas pelo no´ stereo image proc.
Figura 7.23: Par de imagens retificadas.
O package rtabmap ros subscreve-se aos to´picos das imagens retificadas e dos paraˆmetros
das caˆmaras, e depois de processar os dados das imagens do ground truth obte´m se a
trajeto´ria e nuvem de pontos apresentada na figura 7.24. Nela e´ poss´ıvel observar a
existeˆncia de loop-closures (linhas a roxo), notando se a reduzida quantidade destes,
como referido na secc¸a˜o da comparac¸a˜o com o ground truth. Na figura 7.25 esta´ re-
presentada um exemplo de uma imagem na qual e´ vis´ıvel a localizac¸a˜o dos pontos de
interesse extra´ıdos usando o me´todo SURF.
As reconstruc¸o˜es obtidas encontram-se apresentadas na figura 7.26 sendo poss´ıvel ob-
servar que a detec¸a˜o de poucas features afeta a densidade da reconstruc¸a˜o, apresentando-
se esta com va´rias lacunas.
Na˜o existem resultados da reconstruc¸a˜o e mapeamento 3D usando os dados adquiridos
em ambiente subterraˆneo, na˜o existindo nenhuma reconstruc¸a˜o aceita´vel das galerias da
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Figura 7.24: Trajeto´ria e nuvem de pontos obtida usando o software RTAB-Map.
Figura 7.25: Imagens com features extra´ıdas usando o me´todo SURF.
mina das Aveleiras. Isto deve-se ao facto de, mesmo apo´s inu´meras tentativas, o no´ ROS
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Figura 7.26: Reconstruc¸o˜es 3D obtidas usando o software RTAB-Map.
que efetua a odometria visual se ”perder”ao entrar na mina, uma vez que na˜o consegue
detetar features em nu´mero suficiente para realizar a odometria. A causa pode ser
derivada na˜o da deficieˆncia do algoritmo de detec¸a˜o do software, mas por outros fatores,
visto que o RTAB-map e´ um software com um nu´mero muito elevado de paraˆmetros que
podem influenciar esta questa˜o. De forma a resolver esta questa˜o seria necessa´rio tentar
perceber a origem da fraca detec¸a˜o de features no interior da mina.
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Esta pa´gina foi intencionalmente deixada em branco.
Cap´ıtulo 8
Conclusa˜o e Trabalho Futuro
Esta dissertac¸a˜o incide no desenvolvimento de uma plataforma de surveing que per-
mite a recolha de dados essenciais para a realizac¸a˜o de mapeamento e reconstruc¸o˜es 3D
de ambientes subterraˆneos. Este sistema contribuiu para a obtenc¸a˜o de dados de minas
histo´ricas desativadas no aˆmbito do projeto MineHeritage.
O trabalho desenvolvido resultou na construc¸a˜o do sistema GeoTec, desenvolvido de
raiz quer a n´ıvel eletro´nico quer a n´ıvel mecaˆnico. O seu desenvolvimento teve como
base um estudo profundo dos requisitos necessa´rios, a n´ıvel de hardware e software.
O GeoTec e´ um sistema robo´tico que permite recolher dados de visa˜o, inerciais e de
LiDAR, resultando na elaborac¸a˜o de reconstruc¸o˜es e mapas 3D em cena´rios GPS-denied.
Para proceder ao desenvolvimento e implementac¸a˜o do sistema foi efetuado um estudo
e levantamento dos requisitos, tanto de hardware como de software.
De forma a mostrar a utilidade dos dados recolhidos pelo sistema foram tambe´m
estudados os algoritmos e te´cnicas usadas por dois softwares (RTAB-Map e Meshroom)
que realizam reconstruc¸a˜o e mapeamento 3D atrave´s de odometria visual, procedendo-se
a` alterac¸a˜o/criac¸a˜o dos mo´dulos necessa´rios para a sua correta utilizac¸a˜o.
Para analisar a efica´cia de cada um dos programas no que toca a` estimac¸a˜o da loca-
lizac¸a˜o e trajeto´ria foi realizado um ground truth, que permite obter uma estimac¸a˜o fiel a`
verdadeira trajeto´ria descrita pelo sistema, como base de comparac¸a˜o com as trajeto´rias
estimadas pelos programas.
Apo´s os primeiros testes preliminares de laborato´rio para testar o correto funciona-
mento de todos os sensores, o sistema foi testado em contexto real. Tendo em conta
a necessidade da utilizac¸a˜o do sistema GeoTec no projeto MineHeritage, este foi tes-
tado numa das localizac¸o˜es de teste do projeto, uma mina desativada denominada por
mina das Aveleiras, no mosteiro de Tiba˜es em Braga. Foram recolhidos dados da mai-
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oria do trac¸ado acess´ıvel da mina, que permitiram apresentar resultados no que toca a
reconstruc¸o˜es 3D e modelos da mina.
O desenvolvimento deste sistema, e os resultados preliminares obtidos no primeiro
local de testes do projeto MineHeritage foram apresentados e discutidos na confereˆncia
”4GEO — resources, materials, technologies and environment”, que decorreu em No-
vembro de 2019. Desta confereˆncia resultou uma publicac¸a˜o numa Edic¸a˜o Especial na
Springer ASTI series com o titulo ”GeoTec, a system for 3D mapping, imaging and
laser scanner technology in underground environment (Tiba˜es Mine, NW Portugal”.
Relativamente aos resultados obtidos utilizando o software RTAB-Map, existe uma
deficieˆncia a n´ıvel de reconstruc¸o˜es do ambiente subterraˆneo. De forma a melhorar
este ponto, seria interessante como trabalho futuro realizar uma ana´lise mais profunda
da causa do problema do node ROS de que realiza a odometria na˜o conseguir detetar
features suficientes no interior da mina para realizar odometria visual.
Usando os conhecimentos adquiridos ao longo da realizac¸a˜o desta dissertac¸a˜o surge,
como investigac¸a˜o futura, a necessidade de desenvolver uma versa˜o mais leve e com-
pacta do sistema, que permita o seu uso como uma mochila, para o transporte em tu´neis
mais estreitos e de dif´ıcil acesso, uma vez que uma das limitac¸o˜es do sistema desen-
volvido e´ a impossibilidade da sua introduc¸a˜o em tu´neis mais estreitos e acidentados.
Outro desenvolvimento futuro podera´ ser melhorar os modelos obtidos, procedendo ao
desenvolvimento de algoritmos que integrem os dados do sistema inercial.
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