Abstract
Model

126
The ETAS model is a type of Hawkes point process model; such models are also sometimes 127 called branching or self-exciting point processes. For a temporal Hawkes process, the con-128 ditional rate of events at time t, given information H t on all events prior to time t, has the 
where µ > 0 is the background rate, g(u) ≥ 0 is the triggering function dictating the rate 131 of aftershock activity associated with a prior event, and ∞ 0 g(u)du < 1 in order to ensure 132 stationarity (Hawkes, 1971) .
133
These models were called epidemic by Ogata (1988) because of their natural branching 134 structure: an earthquake can produce aftershocks, and these aftershocks produce their own 
7 where u i = t − t i is the time elapsed since earthquake i, K 0 > 0 is a normalizing constant 138 governing the expected number of direct aftershocks triggered by earthquake i, m i denotes 139 the recorded magnitude of earthquake i, and m t is the lower cutoff magnitude for the earth-140 quake catalog. The term K 0 /(u i + c) p describing the temporal distribution of aftershocks is 141 known as the modified Omori-Utsu law (Utsu et al., 1995) .
142
Ogata ( 
and where (x i , y i ) represent the Cartesian coordinates of earthquake i.
150
With the triggering function (3), the spatial distribution of aftershocks interacts dramat-
151
ically with mainshock magnitude. This interaction is sometimes referred to as magnitude 152 scaling, since a typical feature of the model and of earthquake catalogs is a gradual widening 153 of the spatial-temporal aftershock distribution as the magnitude of the mainshock increases
154
( Utsu et al., 1995) .
155
Typically, in local catalogs, one calculates the squared epicentral distance in the Cartesian 156 plane, via D 2 i = (x − x i ) 2 + (y − y i ) 2 as in (3), but for global seismicity it is important to account for the sphericity of the Earth. Hence in this analysis we replace this term in (3)
158
with the squared great circle distance between (x, y) and (x i , y i ).
159
Ogata (1998) and others have extended the model (1) to include a spatially inhomoge-160 neous background rate µ(x, y). Note that in our analysis, we fit a homogeneous background 161 rate in each zone, since our primary goal is to examine the differences in clustering behavior 162 and overall rates between the various zones, rather than the spatial heterogeneity within 163 each zone. Further, ETAS models are fit to the data within each zone individually; no trig-164 gering between zones is assumed. Implications and extensions to more complex models are 165 discussed in Section 6. 
Methods
167
The parameters in the ETAS model may be estimated by maximizing the log-likelihood: where the parameters maximizing the expected likelihood computed in the E step are found.
180
The above steps are typically iterated until a certain tolerance is reached. and Knopoff, 1977; Kagan, 1991) : 
228
In the subcritical case, the expected value E(G) = G(m)f (m)dm coincides with the 229 branching ratio (Veen, 2006) , and estimates of this branching ratio for each zone are discussed 230 in Section 4.2.
231
In addition to the aforementioned assessment methods, we compare the estimated condi-232 tional intensity at a grid of locations, integrated over time, with the corresponding observed 233 rate of earthquake occurrences within a small rectangle around each location in the grid.
234
Letting (0, T ) denote the observed time window,
where R i is the distance between the location (x, y) and a previous earthquake's location, compute the information gain relative to a homogeneous Poisson model.
265
The estimated background rate,μ, differs substantially from one zone to another. Not 266 surprisingly, the estimate is largest in zone 4, which has by far the highest seismicity rate,
267
as seen in Table 1 . Zone 3 has the second largest estimated rate of background seismicity, The MLEs of other parameters can similarly be used to summarize patterns of seismicity,
275
including levels of clustering, swarms, and spatial triggering behavior, within the different 276 tectonic zones. The exponential term in (2) is known as the productivity law in seismology,
277
in which the parameter a governs the relationship between the magnitude of an earthquake 278 and its expected number of generated offspring and is also useful in characterizing earth- 
287
The parameters c and p govern the temporal decay of aftershock activity. The modified
288
Omori formula describes the frequency of aftershocks per unit time interval since a preceding , 1961) . As seen in seismicity at all, and as a result, the clusters of seismicity that one observes along faults gets assigned to the triggering portion of the model, although many of the earthquakes along these faults might more reasonably be thought of as background events.
351
We now return to our concern of the relationship between parameter estimates for a given 
where M max GR is defined as the pre-specified maximum magnitude, and the exponent β relates by contrast, has a smaller estimate of β, indicating a smaller proportion of small events.
Note thatâ <β for all the tectonic zones, and the differenceβ −â is largest in zones 2, 
398
The spatial and temporal ranges of a typical event's direct (first-generation) aftershocks are 399 shown in Figure 5 . The top right panel in Figure 5 shows the time (in years) to cover a 400 certain proportion, ρ, of direct aftershocks. All the curves are quite similar for ρ < 75%; in to the other zones except at the upper tail of the percentage of aftershocks to be contained.
414
To contain more than 95% of the direct aftershocks, the radius around a mainshock would 415 have to be larger than 200 km. Among the major zones, the aftershock radii in zone 2 are the 416 smallest, and zone 4 has the largest spatial radii. This is an indication that zone 4 exhibits 417 the strongest triggering, so that mainshocks in zone 4 can trigger events to somewhat further 418 distances than earthquakes in the other zones. Note that the radii for zone 0 are even larger 419 than those for zone 4, which may largely be attributable to the large area of zone 0.
420
The bottom right panel in Figure 5 shows the radius (in km) required to contain 95% of 
Estimated conditional intensity in space 436
The fitted models in each zone may most directly be inspected by examining spatial plots 437 of the integrated conditional intensity. In Figure 6 , we present an example for each zone: 
446
The approximation 1 o ≈ 111 km, also used in Bird (2003), is employed here.
447
One sees in Figure 6 that areas of high estimated intensity correspond to areas of high 448 seismicity, and the spatial distribution of the triggering functions appear to fit the data well. tially different estimates; we desired our conclusions not to depend critically on our decision 502 to use a particular choice of background rate estimation technique. However, our results es-
503
pecially for zone 0 appear to depend critically on our choice of homogeneous background rate,
504
and a similar study using inhomogeneous ETAS models may be an important direction for 505 future work. In addition, one may consider larger models allowing triggering between zones.
506
The study of such models with interactions is an important concern for future research. As 
25
All data used in this paper came from published sources listed in the references. Table 3 : Estimates of parameters a and β governing the Gutenberg-Richter distribution of magnitudes, as well as the corresponding b-value (b = β/ln(10)) and expected branching ratio.
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