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1. Introduction
All graphs considered are simple finite undirected graphs and for terminology and notation not defined here we refer
to [1].
We will use n(G) to denote the number of vertices of G, and e(G) to denote the number of edges of G. We denote the
minimum degree of G by δ(G). A graph is called claw-free if it has no induced subgraph isomorphic to K1,3.
A 2-factor of a graph G is a spanning subgraph of G in which every vertex has the same degree 2. It follows from either [2]
or [3] that every claw-free graph G with δ(G) ≥ 4 has a 2-factor. Yoshimoto [7] showed that a claw-free graph G with
δ(G) ≥ 3 also has a 2-factor if additionally G is 2-connected. Their examples show that neither of these conditions can be
weakened.
Any Hamiltonian cycle is a 2-factor with only one component. Hence the smallest number of components in a 2-factor
can be seen as a measure for how close a graph is to become Hamiltonian.
Let f2(G) be the smallest number of components in a 2-factor of G. Although there are examples in [7] to show that
f2(G) > n(G)δ(G) for those claw-free graphs G with δ(G) ≥ 4, Yoshimoto gave a sharp bound for f2(G) by showing that
f2(G) ≤ n(G)−1δ(G) for those claw-free graphs with δ(G) = 4 if we impose an additional condition that every edge of G lies
in a triangle. With a different proof idea as in [7], using our main result (Theorem 3) we can show that it still holds for those
claw-free graphs G of δ(G) = 3 under the same additional condition, whose proof can be found in Section 5. The above two
results are combined into the following result.
Theorem 1. Let G be a claw-free graph such that
(∗) every edge of G lies in a cycle of length 3.
Then f2(G) ≤ n(G)−1δ(G) for δ(G) ∈ {3, 4}.
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We will show that the bound on f2(G) in Theorem 1 is also sharp for δ(G) = 3. In the same paper, Yoshimoto also asked
whether the conclusion of Theorem 1 holds for any δ(G) ≥ 4 if we replace the condition (∗) by the weaker condition that G
is 2-edge-connected. We consider the existence of a 2-factor of a claw-free graph when the condition (∗) is weakened and
propose the following problem.
Problem 2. What is the largest integer lδ such that every claw-free graph Gwith both
(1) δ(G) ≥ δ and
(2) every edge of G lies in a cycle of length at most lδ
has a 2-factor?
Note that lδ is infinite for δ ≥ 4 since every claw-free graph Gwith δ(G) ≥ 4 has a 2-factor. The following theorem is our
main result, which shows that l3 ≥ 5 in Problem 2. In the last section, we will give an example to show that l3 in Problem 2
should be less than 8 and also give an example to show that Problem 2 has no solution for δ = 2 even if the strongest
condition (∗) holds.
Theorem 3. Let G be a claw-free graph with δ(G) ≥ 3. If every edge of G lies in a cycle of length at most 5, then G has a 2-factor.
2. Notation and preliminary results
Before presenting the proof of Theorem 3, we first introduce some additional terminology and notation. Let G = (V , E)
be a graph with vertex set V and edge set E. The open neighborhood, the closed neighborhood and the degree of vertex u in G
are denoted by NG(u) = {x ∈ V (G) : xu ∈ E(G)},NG[u] = {u} ∪ NG(u) and dG(u), respectively. The edge degree of an edge
e = uv of G is defined as ξG(e) = dG(u)+ dG(v)− 2 and the minimum edge degree δe(G) is the minimum value of the edge
degrees of all edges in G. The line graph L(G) of G is the graph with V (L(G)) = E(G) and E(L(G)) = {eiej : ei and ej have a
common vertex in G}. The set of all vertices of degree k in G is denoted by Vk(G). A cycle of length i is denoted by Ci, which
is called i-cycle.
2.1. The closure of a claw-free graph
Let x be a vertex of a claw-free graph G. If the subgraph induced by NG(x) is connected, we add edges joining all pairs of
nonadjacent vertices in NG(x). This operation is called local completion of G at x. The closure cl(G) of G is a graph obtained by
recursively repeating the local completion operation, as long as this is possible. Ryjáček [5] showed that the closure of G is
uniquely determined and G is Hamiltonian if and only if cl(G) is Hamiltonian. The latter result was extended to 2-factors as
follows.
Theorem 4 (Ryjáček et al. [6]). If G is a claw-free graph, then f2(G) = f2(cl(G)).
Ryjáček [5] also established the following relationship between claw-free graphs and triangle-free graphs.
Theorem 5 (Ryjáček, [5]). If G is a claw-free graph, then there is a triangle-free graph H such that L(H) = cl(G).
2.2. A characterization of statement (2) in Problem 2
Noticing that every new edge of the closure cl(G) lies in a triangle, we have the following lemma.
Lemma 6. If a claw-free graph G satisfies Problem 2(2), then cl(G) also satisfies Problem 2(2).
It is well-known that if G is a line graph (of some graph), then the graph H such that G = L(H) is uniquely determined
(with one exception of the graphs C3 and K1,3, for which both L(C3) and L(K1,3) are isomorphic to C3). The graph H for which
L(H) = Gwill be called the preimage of G and denoteH = L−1(G). For K3 we let K1,3 be its preimage graph. For any subgraph
C of a line graph G, we let L−1(C) denote the preimage of C .
Lemma 7. Let H be a triangle-free graph with G = L(H) and k ≥ 4 and integer. Every vertex of degree 2 in H is in a cycle of
length at most k, if and only if every edge of G lies in a cycle of length at most k.
Proof of Lemma 7. First, we prove the ‘‘if’’ part. Let u1 be a vertex of degree 2 in H and e1, e2 be the two edges incident with
u1. Then, for G = L(H), e1, e2 ∈ V (G) and e1e2 ∈ E(G). By the hypothesis that every edge of G lies in a cycle of length at
most k, we may assume that Cl = e1e2 · · · ele1 (l ≤ k) is an induced cycle in G containing the edge e1e2. We note that l ≥ 4,
for otherwise, by the fact that H is triangle-free, the preimage of C3 = e1e2e3e1 is a claw with the center u1, contradicting
dG(u1) = 2. Let ui be the common end vertex of ei and ei+1 in H . Then L−1(Cl) = u1u2 · · · ulu1 is a l-cycle containing u1.
Conversely, suppose e = xy ∈ E(G). By the definition of line graphs, we may assume that w1 ∈ V (H) is the common
vertex of the edges x, y ∈ E(H). Thus dH(w1) ≥ 2. If dH(w1) ≥ 3, then e lies in a clique of G with order dH(w1) ≥ 3. Hence
e lies in a 3-cycle. Now suppose dH(w1) = 2. By the hypothesis of Lemma 7, we may let C = w1w2 · · ·wiw1 be a cycle of
length i (≤ k) in H . Then L(C) is a cycle of G of length i(≤ k) containing e. 
3142 R. Tian et al. / Discrete Mathematics 312 (2012) 3140–3145
2.3. Translating the problem into finding a dominating system
An even graph is a graph in which every vertex has positive even degree. A connected even subgraph is called a circuit.
Form ≥ 2, a star K1,m is a complete bipartite graph with independent sets A = {c} and Bwith |B| = m; the vertex c is called
the center and the vertices in B are called the leaves of K1,m.
Let S be a set of edge-disjoint circuits and stars with at least three edges in a graph H . We call S a system that dominates
H or simply a dominating system if every edge of H is either contained in one of the circuits or stars of S or is adjacent to one
of the circuits. We shall use the following result of Gould and Hynds.
Theorem 8 (Gould and Hynds, [4]). Let H be a graph. Then L(H) has a 2-factor with c components if and only if there is a system
that dominates H with c elements.
To prove Theorem 3, it suffices to prove the following lemma, due to Theorem 8 and Lemmas 6 and 7.
Lemma 9. Let H be a triangle-free graph with δe(H) ≥ 3. If every vertex of degree 2 is in a cycle of length at most 5 , then H has
a dominating system.
3. Lemmas
In this section, we provide some lemmas needed in the proof of Lemma 9.
Lemma 10. Let G be a graph with δe(G) ≥ 3. If e = uv ∈ E(G) with dG(u) = 1, then dG(v) ≥ 4.
Proof of Lemma 10. Since δe(G) ≥ 3, dG(u)+ dG(v)− 2 ≥ 3. Thus, dG(u) = 1 implies dG(v) ≥ 4. 
Let E[X, Y ] denote the set of all the edges with one end in X and the other end in Y . A decomposition of a graph G is a
family F of edge-disjoint subgraphs F of G such that

F∈F E(F) = E(G).
Lemma 11. Let G be a tree with δe(G) ≥ 3. If V2(G) = ∅, then G has a dominating system.
Proof of Lemma 11. Weargue the proof by contradiction. Choose a counter exampleGwith e(G) beingminimized. Suppose
u0 ∈ V (G) and P(u0) is a longest path reached from u0.
Claim 1. The length of P(u0) is at least 3.
Proof of Claim 1. We prove this claim by contradiction. First suppose the length of P(u0) is 1. Then S = {G} is a system
of cardinality 1 and the center u0 of the star has degree at least δe(G) + 1 ≥ 4, while all other vertices have degree 1. This
contradicts the choice of G.
Next suppose the length of P(u0) is 2. If NG(u0) ∩ V1(G) = ∅, then V (G) \ NG[u0] ⊆ V1(G), by the choice of P(u0). By
Lemma 10, the degree of every vertex of NG(u0) in G is at least 4. Note that the edges being incident to x induce a star for
each vertex x of NG(u0). All these stars constitute a decomposition of G. Hence G has a dominating system, contradicting the
choice of G. If NG(u0) ∩ V1(G) ≠ ∅, then dG(u0) ≥ 4 by Lemma 10. By the choice of P(u0), the degree of every vertex of
NG(u0) \ V1(G) in G is at least 4. Note that the edges being incident to u0 induce a star, and all edges of E(x,NG(x) ∩ V1(G))
induce a star for any x ∈ NG(u0). All these stars constitute a decomposition of G. Hence G has a dominating system. This
contradicts again the choice of G. 
Let P(u0) = u0u1 · · · ut . By Claim 1, t ≥ 3. Since G is a tree, by the choice of P(u0),NG(ut−1) \ {ut−2} ⊆ V1(G). By
Lemma 10, dG(ut−1) ≥ 4. Let Q = NG(ut−1) \ {ut−2}. Then Q ⊆ V1(G) and |Q | ≥ 3.
Claim 2. |NG(ut−2) \ {ut−1, ut−3}| = 1.
Proof of Claim 2. Suppose |NG(ut−2) \ {ut−1, ut−3}| ≥ 2, and so dG(ut−2) ≥ 4. Let G′ = G − Q . Then δe(G′) ≥ 3. As
e(G′) < e(G) and V2(G′) = ∅, there exists a system S′ that dominates G′. Let s be the star with all edges of E(ut−1,Q ). Then
S = S′ ∪ {s} is a system that dominates G, a contradiction. 
By Claim 2, we may assume NG(ut−2) = {ut−1, ut−3, z}. Since δe(G) ≥ 3,NG(z) \ {ut−2} ≠ ∅. By the choice of
P(u0),NG(z) \ {ut−2} ⊆ V1(G). By Lemma 10, dG(z) ≥ 4. Let v′ be a new vertex and G′ = (G − Q ) ∪ {v′, ut−2v′}. Then
δe(G′) ≥ 3. Because e(G′) = e(G)− |E(ut−1,Q )| + 1 < e(G), there exists a system S′ that dominates G′. Let s′1 be the star in
S′ with center ut−2 and s′2 be the star with all edges of E(ut−1,Q ).
Note that NG′(ut−2) = {ut−1, ut−3, v′, z}. Suppose first that NG′(ut−2) ⊆ V (s′1), then let s1 = s′1 \ {ut−2v′}. Then
(S′ \ {s′1}) ∪ {s1, s′2} is a system that dominates G, a contradiction. Now suppose NG′(ut−2) ⊈ V (s′1), then since v′, ut−1 ∈
V1(G′),
either V (s′1) = {ut−2, ut−1, v′, z} or V (s′1) = {ut−2, ut−1, v′, ut−3}.
First suppose V (s′1) = {ut−2, ut−1, v′, z}. Let s′3 be the star of S′ with the center z, s3 = s′3 ∪ {ut−2z} and s2 =
s′2 ∪ {ut−1ut−2}. Then S = (S′ \ {s′1, s′3}) ∪ {s2, s3} is a system that dominates G, a contradiction.
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Fig. 1. (a) Yi ∪ Li . (b) Y ∗i .
Next suppose V (s′1) = {ut−2, ut−1, v′, ut−3}. Let s′3 be the star of S′ with the center z, s3 = s′3 \ {ut−2z} and s1 =
(s′1 \ {ut−2v′})∪ {ut−2z}. Then S = (S′ \ {s′1, s′3})∪ {s1, s′2, s3} is a system that dominates G, a contradiction. This completes
the proof of Lemma 11. 
Lemma 12. Let G be a simple graph and H be a subgraph of G. If C is a cycle of G such that |E(C) ∩ E(H)| ≥ e(C) − 1, then
V (C) ⊆ V (H).
Proof of Lemma 12. Since |E(C) ∩ E(H)| ≥ e(C) − 1, either |E(C) ∩ E(H)| = e(C) or |E(C) ∩ E(H)| = e(C) − 1. If
|E(C) ∩ E(H)| = e(C), then C is a cycle of H . If |E(C) ∩ E(H)| = e(C) − 1, then C − e is a path of H for any edge e ∈ E(C).
Thus V (C) ⊆ V (H). 
4. Proof of Lemma 9
If S is a set of edges, the edge-induced subgraph G[S] is the subgraph of G whose edge set is S and whose vertex set
consists of all ends of edges of S. LetM andM ′ be the two sets of edges of a graph G. We useM△M ′ to denote the symmetric
difference ofM andM ′.
Proof of Lemma 9. Without loss of generality, we may assume that H is connected. Suppose first that H is a tree, then by
the hypothesis of Lemma 9, V2(H) = ∅. Moreover, since δe(H) ≥ 3,H has a dominating system by Lemma 11. Now suppose
that H is not a tree. Let X be a maximum even subgraph of H such that any even subgraph Y of H satisfies that e(Y ) ≤ e(X).
Claim 3. Let C be a cycle of H. Then |E(X) ∩ E(C)| ≥ e(C)2 .
Proof of Claim 3. Let X ′ = G[E(X)△E(C)], which is an even subgraph of H . Then
e(X ′) = e(X)+ e(C)− 2|E(X) ∩ E(C)|.
It follows that e(C) ≤ 2|E(X)∩E(C)|, for otherwise e(X ′) > e(X), contradicting the choice ofX . Thus |E(X)∩E(C)| ≥ e(C)2 . 
Claim 4. For v ∈ V2(H), either v ∈ V (X) or v ∈ V0(H − X).
Proof of Claim 4. Wemay assume that v ∉ V (X). Since v ∈ V2(H), v lies in a cycle C of length atmost 5.Moreover, e(C) = 4
or e(C) = 5 since H is triangle-free.
First suppose e(C) = 4. Then by Claim 3, |E(X) ∩ E(C)| ≥ 2. If |E(C) ∩ E(X)| ≥ e(C) − 1 = 3, and so by Lemma 12,
v ∈ V (X). Therefore, |E(X) ∩ E(C)| = 2. We may let e1, e2 ∈ E(C) \ E(X). Then since v ∉ V (X), v is the common vertex of
e1, e2. Since v ∈ V2(H), v ∈ V0(H − X).
Next suppose e(C) = 5. Then by Claim 3, |E(X)∩E(C)| ≥ 3. If |E(C)∩E(X)| ≥ e(C)−1 = 4, then v ∈ V (X) by Lemma 12.
Therefore, |E(X)∩ E(C)| = 3. Wemay let e1, e2 ∈ E(C) \ E(X). Thus, since v ∉ V (X), v is the common vertex of e1, e2. Since
v ∈ V2(H), v ∈ V0(H − X). 
IfH−V (X) is an empty graph, then X is a system that dominatesH . Hence wemay assume thatH−V (X) is not an empty
graph. Let {Yi} be the set of all the components in H − V (X) with E(Yi) ≠ ∅ and Li the set of all the edges joining Yi and X .
Let li = |E(Li)| and liK1,3 be li additional vertex disjoint claws. We define a tree Y ∗i from Yi ∪ Li ∪ liK1,3 by identifying each
vertex in V (Li) ∩ V (X) and exactly one center of those li’s K1,3, respectively (see Fig. 1).
Note that dY∗i (v) = dH(v) for any v ∈ V (Yi) and ξY∗i (e) = ξH(e) for any e ∈ E(Yi). Thus, V2(Y ∗i ) = ∅ by Claim 4, and
δe(Y ∗i ) ≥ 3 since δe(H) ≥ 3. By Lemma 7, there exists a system S∗i that dominates Y ∗i . Let Ti be the set of all the stars in S∗i
with centers in V (Li) ∩ V (X). Since the set of stars Si = S∗i \ Ti contains all the edges in Yi and since every edge in

i Li is
incident to X ,
S = {all circuits in X} ∪

i
Si
is a system that dominates H . This completes the proof of Lemma 9. 
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5. Upper bounds for f2(G)
In this section, we will provide the proof of Theorem 1; in fact, we obtain a more general result. As we mentioned in
Section 1, the case of δ(G) = 4 is a result of [7]. The case when δ(G) = 3 is a special case of the following result.
Theorem 13. Let lδ be the solution of Problem 2 and G a claw-free graph satisfying both (1) and (2). Then f2(G) ≤ n(G)−13 .
To prove Theorem 13, it suffices to prove the following lemma, due to Theorem 8 and Lemmas 6 and 7.
Lemma 14. Let lδ be the solution of Problem 2. Then every triangle-free graph H with δe(H) ≥ 3, in which every vertex of
degree 2 lies in a cycle of length at most lδ , has a dominating system S and the number of elements in S is at most e(H)−13 .
Proof of Lemma 14. The first conclusion follows from Theorem 8 and Lemmas 6 and 7. It remains to prove the second
conclusion. We need the following claim.
Claim 5. Let H be a tree with δe(H) ≥ 3. If V2(H) = ∅, then H has a dominating system with at most e(H)−13 elements.
Proof of Claim 5. By Lemma 11, H has a dominating system S. It remains to prove |S| ≤ e(G)−13 .
Let F = H − V1(H). We use induction on |V (F)|. If |V (F)| = 1, then there exists a system of cardinality 1 that dominates
H . Since e(H) ≥ δe(H)+ 1 ≥ 4, 1 ≤ e(H)−13 .
If |V (F)| ≥ 2, then we choose a longest path in F , say, u is an end vertex of P . Let v be the neighbor of u on the path.
Since v ∈ V (F), dH(v) > 1. Moreover, since V2(H) = ∅, dH(v) ≥ 3. By the choice of P,NH(u) \ {v} ⊆ V1(H). By Lemma 10,
dH(u) ≥ 4. Let H1 = H− (V1(H)∩NH(u)) and v′ a new vertex, and let H ′ = H1 ∪{v′, vv′}. Then δe(H ′) ≥ 3 and V2(H ′) = ∅.
Since |H ′ \ V1(H ′1)| ≤ |V (F)| − 1,H ′ has a system S′ of cardinality |S′| ≤ e(H
′)−1
3 .
Let s1 be the star of S′ with the center v, s′1 be a star with the edge set (E(s1) \ {vv′}) ∪ {uv}, and s2 be the star with the
center u and with V1(H) ∩ NH(u) as its leaves. Then S = (S′ \ {s1}) ∪ {s′1, s2} is a system that dominates H . Hence
|S| = |S′| + 1 ≤ e(H
′)− 1
3
+ 1.
Since e(H ′) = e(H)− (dH(u)− 1)+ 1 = e(H)− dH(u) and dH(u) ≥ 4,
|S| ≤ e(H)− dH(u)− 1
3
+ 1
= (e(H)− 1)− (dH(u)− 3)
3
≤ e(H)− 1
3
.
This completes the proof of Claim 5. 
Without loss of generality, we may assume that H is connected. If H is a tree, then V2(H) = ∅. By Claim 5, we are done.
Otherwise, let X be a maximum even subgraph of H . As H is triangle-free, e(X) ≥ 4 and |X | ≤ e(X)4 . Moreover, H − X is a
forest containing at most e(H−X)3 stars of S. Hence
|S| ≤ e(X)
4
+ e(H − X)
3
≤ e(X)− 1
3
+ e(H − X)
3
= e(H)− 1
3
.
This completes the proof of Lemma 14. 
Since a seemingly more difficult problem (mentioned in Section 1, Problem 6 in [7]) is still open, the following problem
would be interesting.
Problem 15. What is the largest integer lδ such that
f2(G) ≤ n(G)− 1
δ(G)
for every claw-free graph Gwith (2) and for each δ(G) ≥ δ?
By Theorem 13 and since the upper bound on f2(G) in Theorem 1 is sharp, the solutions for Problems 2 and 15 are the
same for δ = 3. However, it is open whether the solutions for Problems 2 and 15 are the same for δ ≥ 4.
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Fig. 2. G0 .
6. Sharpness
• We give an example to show that l3 should be less than 8 in Problem 2. The graph G0 in Fig. 2 is a graph with δe(G0) ≥ 3,
in which every vertex of degree 2 in G0 lies in a cycle of length at most 8. By Lemma 7, the line graph L(G0) of G0 is a
claw-free graph with δ(L(G0)) ≥ 3 such that every edge of L(G0) lies in a cycle of length at most 8. However, L(G0) has no
2-factor: otherwise, by Theorem 8, there exists a system that dominates G0, a contradiction. This shows that Problem 2
is still open for l3 = 5, 6, 7.
• Now we give an example to show that condition (1) in Problem 2 cannot be weakened even if the strongest condition
(∗) holds. The graph H(m, k) is obtained from Pm by attaching k pendant edges to each end vertex and k − 1 pendant
edges to each inner vertex. The line graph L(H(m, 2)) is a claw-free graph with both δ(H(m, 2)) = 2 and the condition
(∗). However, it has no 2-factor.
• The above graph H(m, 3) shows the upper bounds in Theorems 1 and 13 are sharp; we leave the check to the readers.
Acknowledgments
The authors would like to thank the referees for the valuable comments and suggestions which led to improve the
presentation. This work is supported by the Natural Science Funds of China (No. 11071016 and No: 11171129) and by the
Beijing Natural Science Foundation (No. 1102015).
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory, Springer, 2008.
[2] S.A. Choudum, M.S. Paulraj, Regular factors in K1,3-free graphs, J. Graph Theory 15 (1991) 259–265.
[3] Y. Egawa, K. Ota, Regular factors in K1,n-free graphs, J. Graph Theory 15 (1991) 337–344.
[4] R.J. Gould, E. Hynds, A note on cycles in 2-factors of line graphs, Bull. Inst. Combin. Appl. 26 (1999) 46–48.
[5] Z. Ryjáček, On a closure concept in claw-free graphs, J. Combin. Theory Ser. B 70 (1997) 217–224.
[6] Z. Ryjáček, A. Saito, R.H. Schelp, Closure, 2-factors, and cycle coverings in claw-free graphs, J. Graph Theory 32 (1999) 109–117.
[7] K. Yoshimoto, On the number of components in 2-factors of claw-free graphs, Discrete Math. 307 (2007) 2808–2819.
