We introduce a framework of translation quiver varieties which includes Nakajima quiver varieties as well as their graded and cyclic versions. An important feature of translation quiver varieties is that the sets of their fixed points under toric actions can be again realized as translation quiver varieties. This allows one to simplify quiver varieties in several steps. We prove that translation quiver varieties are smooth, pure and have Tate motivic classes. We also describe an algorithm to compute those motivic classes.
Introduction
Nakajima quiver varieties play a prominent role in geometric interpretation of irreducible integrable representations of Kac-Moody Lie algebras associated to a quiver [27] . Considering fixed point sets of quiver varieties under a torus action one obtains graded quiver varieties [28, 29] . These varieties as well as cyclic quiver varieties have important applications in the study of quantum affine algebras and cluster algebras [29, 30, 31, 22] .
In this paper we propose a framework of translation quiver varieties which includes Nakajima quiver varieties as well as their graded and cyclic versions. It also includes generalized Nakajima quiver varieties introduced in [37] . An important property of translation quiver varieties is that the sets of their fixed points under toric actions can be again realized as translation quiver varieties. This implies that we can perform localization and apply Bia lynicki-Birula decomposition without ever leaving the realm of translation quiver varieties.
A translation quiver is a triple (Γ, τ, σ), where Γ is a quiver and τ : Γ 0 → Γ 0 , σ : Γ 1 → Γ 1 are bijections such that, for any arrow a : i → j in Γ, the arrow σa goes from τ j to i. One calls τ a translation and σ a semitranslation (note that τ = σ 2 defines an automorphism of Γ). The above notion is closely related to translation quivers in Auslander-Reiten theory §2.3, where Γ is the Auslander-Reiten quiver of a given category and τ is its Auslander-Reiten translation. Most of our translation quivers can be constructed in the following way. Let (Q, τ ) be a quiver with an automorphism. We define its τ -twisted double quiver Γ = Q τ by adding to the quiver Q new arrows a * : τ j → i, for every arrow a : i → j in Q. Then we define σ(a) = a * and σ(a * ) = τ (a). For example, if τ = id, then we obtain the usual double quiverQ. One defines Nakajima quiver varieties as moduli spaces of semistable representations ofQ subject to certain relations. As we will see later (see Example 2.10), one can realize graded and cyclic quiver varieties as moduli spaces of semistable representations of some τ -twisted double quiver Γ = Q τ subject to the relation r = a∈Q 1 (a · σa − σa · τ a).
Generally, given a translation quiver Γ = Q τ , we consider its mesh algebra Π = Π(Γ) = kΓ/(r) and, for any stability parameter θ ∈ R Γ 0 and finite dimension vector v ∈ N Γ 0 , define the translation quiver variety M θ (Π, v) to be the moduli space of θ-semistable Π-modules having dimension vector v.
We also define (framed) translation quiver varieties M(v, w), for v, w ∈ N Γ 0 , as a particular case of the above construction. The vector w is used to construct a new (framed) translation quiverΓ f ⊃ Γ. Then we define M(v, w) = M θ (Π(Γ f ), v f ) for certain extension v f of the vector v and certain stability parameter θ onΓ f . We define the nilpotent translation quiver variety L(v, w) ⊂ M(v, w) to be the subvariety parametrizing nilpotent representations. After developing some homological algebra of translation quivers we will prove that M(v, w) is smooth and admits Bia lynicki-Birula decompositions with respect to some toric actions. Then we obtain Theorem 1.1. The translation quiver variety M(v, w) is smooth and has dimension
where χ is the Euler-Ringel form of Q. Both varieties M(v, w) and L(v, w) are pure and their motivic classes are related by
where [L(v, w)] ∨ denotes the dual motivic class (see §5.1) and L = [A 1 ].
Nakajima quiver varieties as well as their graded and cyclic versions are polynomialcount [29] . The same approach can be used to show that they have Tate motivic classes, meaning polynomials in L ±1 . In the case of Nakajima quiver varieties one can actually obtain explicit formulas for their counting polynomials [18, 25] as well as for their motivic classes [41] . In this paper we prove that translation quiver varieties also have Tate motivic classes and give at the same time a new way to compute motivic classes of graded and cyclic quiver varieties. Ideally one would like to prove that translation quiver varieties have cellular decompositions. Theorem 1.2. Translation quiver varieties M(v, w) and L(v, w) have Tate motivic classes.
We prove the above statement for general translation quiver varieties M θ (Π, v), assuming they are smooth. The proof of the theorem is somewhat convoluted, hence I would like to briefly comment on it. First, we apply Bia lynicki-Birula decomposition to reduce the question to translation quiver varieties over the so-called repetition quiver (see Theorem 6.8). Then we apply a wall-crossing formula (see Theorem 5.18) to reduce the question to the motivic class of the stack of all representations (not necessarily semistable) of the mesh algebra. Then we show that this motivic class can be related to the motivic class of the stack of representations of the Jacobian algebra (given by a quiver and a potential) associated with a translation quiver §5. 4 . This motivic class is in turn related to the motivic class of the stack of pairs (M, φ), where M is a quiver representation and φ : M → M τ is a homomorphism (see Proposition 5.10) . Finally, we compute this motivic class for a class of translation quivers, including repetition quivers (see Theorem 5.12) .
In view of the last theorem it is natural to ask if translation quiver varieties M(v, w) always have a cellular decomposition. The localization techniques of this paper allow one to significantly simplify the quiver under consideration. For example, one can show that this quiver can be reduced to a union of trees. It is interesting to note that in a similar situation of quiver varieties for quivers without relations cellular decompositions always exist [33, 15] .
I would like to thank Victor Ginzburg and Hiraku Nakajima for helpful comments.
Translation quivers
2.1. Conventions. A quiver Q is a tuple (Q 0 , Q 1 , s, t), where Q 0 is the set of vertices, Q 1 is the set of arrows, and s, t : Q 1 → Q 0 are source and target maps. For any arrow a ∈ Q 1 with s(a) = i and t(a) = j, we write a : i → j. For any i, j ∈ Q 0 , let Q(i, j) denote the set of arrows from i to j. We define a path u in Q to be a sequence of arrows i 0
an − → i n for some n ≥ 0, in which case we write u = a n . . . a 1 . We call it a cycle if i 0 = i n . Denote the trivial path at i ∈ Q 0 as e i .
We define a morphism of quivers f :Q → Q to be a degree zero map f :Q 0 ⊔Q 1 → Q 0 ⊔ Q 1 that commutes with s and t. We define the opposite quiver Q op to be the quiver with Q op 0 = Q 0 , Q op 1 = Q 1 and the roles of s and t interchanged. Given a quiver Q and a set Λ, consider a quiver Q × Λ that consists of copies of Q for every n ∈ Λ. We denote its vertices as (i, n) = i n = i[n] and its arrows as (a, n) = a n = a[n] depending on the context, for all i ∈ Q 0 , a ∈ Q 1 , n ∈ Λ.
Translation quivers.
Define a (stable) translation quiver to be a triple (Γ, τ, σ), where Γ is a quiver and τ :
are bijections such that for any arrow a : i → j, we have σa : τ j → i. The map τ is called a translation and the map σ is called a semitranslation. There is a quiver automorphism τ : Γ → Γ defined on vertices as before and defined on arrows as τ = σ 2 : Γ 1 → Γ 1 . A quiver morphism f :Γ → Γ between two translation quivers is called a translation quiver morphism if it commutes with τ and σ. We define the opposite translation quiver to be (Γ op , τ −1 , σ −1 ). Define a partial translation quiver to be a triple as above, where τ and σ are only partially defined, meaning that we have a subset Γ ′ 0 ⊂ Γ 0 and injective maps τ :
, such that σ induces a bijection between the set of arrows i → j and the set of arrows τ j → i for all i ∈ Γ 0 and j ∈ Γ ′ 0 . 2.3. Relation to Auslander-Reiten theory. Translation quivers appeared originally in Auslander-Reiten theory [35] (see also [36, 17, 2] ). Our translation quivers correspond to stable translation quivers and our partial translation quivers correspond to translation quivers in Auslander-Reiten theory. More precisely, one considers a pair (Γ, τ ) as above such that, for any i ∈ Γ 0 and j ∈ Γ ′ 0 , the number of arrows i → j is equal to the number of arrows τ j → i. This means that we can construct an injective map σ : Γ ′′ 1 → Γ 1 satisfying the above property. In [35] one also requires Γ to have no loops and no multiple arrows. This implies that σ is uniquely determined by the map τ . Example 2.1 (McKay quiver). The following example of a translation quiver structure on a McKay quiver appears in [1] (see also [16, 5.6.4] ). Let G ⊂ SL 2 (C) be a finite subgroup and V = C 2 be the corresponding G-representation. Define the McKay quiver Γ of the representation V to have vertices corresponding to isomorphism classes of irreducible Grepresentations. For any L, M ∈ Γ 0 , define the number of arrows from L to M to be the dimension of Hom G (L, V ⊗ M). Define the translation map
This implies that dim Hom G (τ M, V ⊗ L) = dim Hom G (L, V ⊗ M), hence we have a translation quiver. It is proved in [1] that the McKay quiver Γ with the above translation is isomorphic to the AR quiver (see below) of the category of reflexive modules over
Remark 2.2 (AR quivers). Given a finite dimensional algebra A over an algebraically closed field k, let mod A be the category of finite dimensional left A-modules. One constructs its AR quiver Γ A with vertices that are isomorphism classes of indecomposable objects in mod A. The number of arrows between [X] and [Y ] is defined to be the dimension of the space of irreducible morphisms Irr(X, Y ) = rad(X, Y )/ rad 2 (X, Y ). One defines τ to be the AR translation [2] , defined for all non-projective indecomposable modules and having as an image the set of all non-injective indecomposable modules. One has dim Irr(X, Y ) = dim Irr(τ Y, X), implying that Γ A is a partial translation quiver. If A is of finite representation type, then there are no multiple arrows between vertices of Γ A [35] (see also [2] ). In order to obtain a (stable) translation quiver one needs to consider instead the AR quiverΓ A of the derived category D b (A) = D b (mod A) and assume that A has a finite global dimension [17] . The translation functor τ :
is the left derived functor of the Nakayama functor X → D Hom A (X, A) and DV = Hom k (V, k). Note that ν is the Serre functor of the category D b (A), meaning that Hom(X, Y ) ≃ D Hom(Y, νX) for all X, Y ∈ D b (A).
Remark 2.3 (Stabilization of partial translation quivers). If
A is a hereditary algebra, then indecomposable objects in D b (A) are shifts of indecomposable objects in mod A. In this case there is a construction that allows one to reconstruct the AR quiverΓ A of D b (A) from the AR quiver Γ A of mod A and the correspondence between projective and injective modules (given by the Nakayama functor). Let Γ be a partial translation quiver with τ defined on Γ ′ 0 ⊂ Γ 0 . The vertices in Γ p 0 = Γ 0 \Γ ′ 0 are called projective and the vertices in Γ i 0 = Γ 0 \τ (Γ ′ 0 ) are called injective. Let Γ p and Γ i be the corresponding full subquivers of Γ and assume that we have a quiver isomorphism ν : Γ p → Γ i . Assume also that there are no arrows x → p for p ∈ Γ p 0 , x / ∈ Γ p 0 and no arrows i → x for i ∈ Γ i 0 , x / ∈ Γ i 0 . We construct a translation quiverΓ by adding arrows to the quiver Γ × Z consisting of copies of Γ for every n ∈ Z. Denote by x[n] the vertex (x, n) and define
For any two projective vertices p, q we add arrowŝ Γ(τ p[n], q[n]) = Γ(q, p).
Then we have bijections
and obtain a semitranslation σ onΓ. This makesΓ a translation quiver.
In particular, let A be the path algebra of a quiver, Γ = Γ A be its AR quiver and ν : Γ p → Γ i be the isomorphism induced by the Nakayama functor. ThenΓ is isomorphic to the AR quiver of D b (A) (cf. [17] ).
Example 2.4. Let Q be a quiver of the form 1 → 2 and let A = kQ be its path algebra. There are three indecomposable modules S 1 , S 2 , P having dimension vectors (1, 0), (0, 1), (1, 1) respectively. The modules P, S 2 are projective and the modules P, S 1 are injective. The Auslander-Reiten quiver Γ A has the form S
The Nakayama functor satisfies νP = S 1 , νS 2 = P , νb = a. The quiverΓ A has arrows from Γ A × Z as well as arrows inΓ
2.4. Translation quivers with a cut. Define a cut of a translation quiver Γ to be a subset Γ + 1 ⊂ Γ 1 such that Γ 1 = Γ + 1 ⊔ σΓ + 1 . Translation quiver Γ has a cut if and only if every σ-orbit in Γ 1 is either infinite or has an even number of elements. The quiver Γ + with the set of vertices Γ + 0 = Γ 0 and the set of arrows Γ + 1 will be also called a cut of Γ. Note that σ 2 (Γ + 1 ) = Γ + 1 and the quiver automorphism τ : Γ → Γ (with τ = σ 2 on arrows) restricts to an automorphism τ : Γ + → Γ + .
Conversely, given a pair (Q, τ ), where Q is a quiver and τ : Q → Q is a quiver automorphism, we construct a translation quiver Q τ , called a twisted double quiver, as follows. Let Q * 1 be the set of new arrows a * : τ j → i for all arrows a : i → j in Q. Let Q τ be a quiver with the set of vertices Q τ 0 = Q 0 and the set of arrows Q τ
for all a : i → j in Q 1 . This translation quiver has a cut Q 1 ⊂ Q τ 1 . In this way we obtain a 1 − 1 correspondence between translation quivers with a cut and quivers with an automorphism. In most situations our translation quivers will be equipped with a cut. Remark 2.5 (Partial cuts). Let (Γ, τ, σ) be a partial translation quiver with τ defined on Γ ′ 0 ⊂ Γ 0 and assume that τ Γ ′ 0 = Γ ′ 0 . Then τ and σ induce a translation quiver structure on the full subquiver Γ ′ ⊂ Γ with the set of vertices Γ ′ 0 . Given a cut Γ ′+ 1 of Γ ′ , let Γ + 1 ⊂ Γ 1 be the set consisting of arrows in Γ ′+ 1 and arrows a : i → j such that i / ∈ Γ ′ 0 and j ∈ Γ ′ 0 . Then the set of all arrows incident with vertices in Γ ′ 0 is equal to Γ + 1 ⊔ σΓ + 1 . We call Γ + 1 a (partial) cut of Γ.
Example 2.6 (Double quiver). Let Q be a quiver and τ = id be the identity automorphism of Q. ThenQ = Q τ is called the double quiver of Q. It has the same vertices as Q and arrows a : i → j, a * : j → i for all arrows a : i → j in Q. The semitranslation σ ofQ is given by σ(a) = a * and σ(a * ) = a for all arrows a in Q. Conversely, if Γ is a translation quiver such that τ = id and the number of loops at every vertex is even, then Γ ≃Q for some quiver Q.
Example 2.7 (Repetition quiver). Given a quiver Q, we construct the repetition quiver Γ = ZQ with the set of vertices Q 0 × Z and with arrows a n : (i, n) → (j, n), a * n : (j, n − 1) → (i, n) for all arrows a : i → j in Q and n ∈ Z. We consider Q as a full subquiver of ZQ by identifying i ∈ Q 0 with (i, 0). Define
σ(a n ) = a * n , σ(a * n ) = a n−1 . There is a cut Γ + 1 ⊂ Γ 1 consisting of arrows a n , for a ∈ Q 1 and n ∈ Z. Note that τ (a n ) = σ 2 (a n ) = a n−1 . Alternatively, we can first consider the quiver Γ + = Q × Z with an automorphism
, τ (a n ) = a n−1 , and then define ZQ = (Γ + ) τ . If Q is a Dynkin quiver, then the Auslander-Reiten quiver of D b (kQ) is isomorphic to the repetition quiver ZQ [17] .
There is a simple characterization of translation quivers isomorphic to repetition quivers.
Proposition 2.8. Let Γ be a translation quiver with a cut Γ + . Assume that there exists a subquiver Q ⊂ Γ + such that Γ + = n∈Z τ n Q. Then we have an isomorphism of translation quivers ZQ ≃ Γ.
Proof. By our assumption, there is an isomorphism of quivers φ : Q × Z → Γ + , where i n = τ −n i 0 → τ −n i, a n = τ −n a 0 → τ −n a, i ∈ Q 0 , a ∈ Q 1 , n ∈ Z.
By construction it preserves the translation. Therefore it induces an isomorphism of translation quivers (Q × Z) τ → (Γ + ) τ . But we have seen that (Q × Z) τ ≃ ZQ and (Γ + ) τ ≃ Γ.
Localization quiver.
Let Q be a quiver, Λ be an abelian group and d : Q 1 → Λ, a → d a , be a map. We define a new quiverQ = L d (Q), called a localization quiver, with the set of vertices Q 0 × Λ and with arrows a n : (i, n − d a ) → (j, n), (a : i → j) ∈ Q 1 , n ∈ Λ.
Let τ : Q → Q be an automorphism and assume that d :
For any e ∈ Λ, we define an automorphism τ e :Q →Q τ e (i, n) = (τ i, n − e), τ e (a n ) = (τ a) n−e .
Let Γ be a translation quiver and d : Γ 1 → Λ be a map such that e = d a + d σa ∈ Λ is independent of a ∈ Γ 1 . We will call such d a weight map having total weight e. Note that d a = d τ a for all a ∈ Γ 1 , hence d is automatically τ -invariant. We equip the localization quiverΓ = L d (Γ) with the translation quiver structure τ (i, n) = (τ i, n − e), σ(a n ) = (σa) n−da : (τ j, n − e) → (i, n − d a ).
If Γ has a cut Γ + , then the weight map is uniquely determined by the τ -invariant map d + : Γ + 1 → Λ and the total weight e ∈ Λ. We will sometimes denote L d (Γ) as L e d + (Γ). We define a cutΓ + ofΓ that consists of arrows a n , for a ∈ Γ + 1 and n ∈ Λ. Note that Γ + = L d + (Γ + ) and its translation automorphism is given by τ e defined earlier. Therefore we have an isomorphism of translation quivers
Remark 2.9. In particular, for any quiver Q, consider the double quiverQ with its translation structure described in Example 2.6. Consider the weight map
Then the localization L d (Q) coincides with the repetition quiver ZQ from Example 2.7 and
Example 2.10.
The following example appears in the study of graded (and cyclic) quiver varieties (see e.g. [29, 30] ). Given a quiver Q, consider a new quiver Γ with the set of vertices Q 0 × Z (or Q 0 × Z/rZ in the cyclic case) and with arrows a n : (i, n + 1) → (j, n), a * n : (j, n + 1) → (i, n)
for a : i → j in Q 1 and n ∈ Z. Define
We define the cut Γ + 1 ⊂ Γ 1 consisting of arrows a n , for a ∈ Q 1 and n ∈ Z. This translation quiver can be realized as a localization quiver ofQ with respect to the weight map
More precisely, in the case of graded quiver varieties one studies representations of a framed quiver defined as follows. Let w ∈ N Q 0 ×Z be a collection of non-negative numbers. Define the framed quiver Γ f by adding to the quiver Γ one new vertex * as well as w i,n arrows * → (i, n − 1) and w i,n arrows (i, n + 1) → * , for all i ∈ Q 0 and n ∈ Z. We can construct a bijection σ between the set of arrows * → (i, n − 1) and the set of arrows τ (i, n − 1) = (i, n + 1) → * . Note that in general the numbers of arrows (i, n) → * and * → (i, n) are different. Therefore we obtain only a partial translation quiver (Γ f , τ, σ) with the domain of τ equal Γ 0 ⊂ Γ f 0 . Note that Γ f admits a partial cut consisting of arrows a n and arrows * → (i, n). In the next section we will discuss how one can extend Γ f to a (stable) translation quiver.
2.6. Stabilization. Let Γ be a partial translation quiver such that τ Γ ′ 0 = Γ ′ 0 . Our goal is to construct a (stable) translation quiverΓ such that Γ is its full subquiver with a compatible translation. Our construction will be different from the construction in Remark 2.3 as we will propagate only vertices outside of Γ ′ 0 . Let S 0 = Γ 0 \Γ ′ 0 and let Γ ′ ⊂ Γ, S ⊂ Γ be the full subquivers with the sets of vertices Γ ′ 0 , S 0 respectively. We will construct a translation quiverΓ by adding arrows to the quiver Γ ′ ⊔ ZS, where ZS is the repetition quiver of S. Note that Γ ′ and ZS are both translation quivers. Denote a vertex (s, n) ∈ ZS 0 by s[n]. We consider S as a full subquiver of ZS by identifying s
Define new arrows inΓ bŷ
hence we can consider Γ as a full subquiver ofΓ. We extend σ toΓ using the identificationŝ
This makesΓ a translation quiver.
2.7.
Framed quivers and their stabilization. Let Γ be a translation quiver and let w ∈ N Γ 0 . We construct the framed quiver Γ f by adding to Γ one new vertex * as well as w i arrows * → i and w i arrows τ i → * for all i ∈ Γ 0 . As before, we obtain a partial translation quiver (Γ f , τ, σ) with the domain of τ equal Γ 0 ⊂ Γ f 0 . Applying the above stabilization procedure, we obtain a new translation quiverΓ f with the set of vertices Γ 0 ⊔ Z. We will denote the vertex * [n] by [n], for n ∈ Z. The arrows ofΓ f are arrows from Γ as well as w τ n i arrows [n] → i and w τ n i arrows τ i → [n], for all i ∈ Γ 0 and n ∈ Z. The translation extends from Γ toΓ f by τ [n] = [n − 1] for n ∈ Z. We callΓ f the stable framed quiver. Remark 2.11. If Γ admits a cut Γ + 1 ⊂ Γ 1 , then Γ f admits a partial cut consisting of arrows in Γ + 1 and arrows * → i for i ∈ Γ 0 . Similarly,Γ f admits a cut consisting of arrows in Γ + 1 and arrows [n] → i for i ∈ Γ 0 and n ∈ Z.
Example 2.12. Let Γ be a translation quiver with vertices x, y and no arrows, and with τ (x) = y, τ (y) = x. Let w = (0, 1) ∈ N Γ 0 . Then the framed quiver Γ f has the form
Mesh algebra. Let Γ be a translation quiver with a cut Γ
Define the mesh relation and the mesh algebra
Note that translation τ induces an algebra automorphism τ : kΓ → kΓ and we have τ (r) = r. Therefore τ induces an automorphism τ : Π(Γ) → Π(Γ). If Γ =Q is the double quiver of a quiver Q, then Π(Γ) is the pre-projective algebra Π Q of Q (see e.g. [11] ).
Let us show that the mesh algebra is independent of the cut. Assume that we have another cut Q 1 ⊂ Γ 1 and let ε ′ :
otherwise and define the algebra automorphism
and φ induces an isomorphism of the corresponding mesh algebras.
Remark 2.13. Let Γ be a bipartite translation quiver, meaning that there is a decomposition Γ 0 = I ⊔ J such that all arrows connect vertices in I with vertices in J. Consider the cut Γ + 1 ⊂ Γ 1 consisting of all arrows from I to J. Then
This implies that (r) = (r ′ ) and Π(Γ) = kΓ/(r) = kΓ/(r ′ ) for the relation
Remark 2.14. Let Γ = ZQ be the repetition quiver of a quiver Q from Example 2.7.
Then it is common to use the mesh relation [35] r ′ = a∈Γ 1 aσ(a).
The corresponding quotient algebras are isomorphic. Indeed, consider the isomorphism of algebras φ : kΓ → kΓ given by φ(a n ) = (−1) n a n , φ(a * n ) = (−1) n a * n .
We have σ(a n ) = a * n and σ(a * n ) = a n−1 , hence φ(a n σ(a n )) = a n σ(a n ), φ(a * n σ(a * n )) = −a * n σ(a * n ). This implies that φ(r) = r ′ , hence φ induces an isomorphism kΓ/(r) ≃ kΓ/(r ′ ).
Remark 2.15. More generally, assume that Γ is a translation quiver such that every σ-orbit is either infinite or has the number of elements divisible by 4. Then there exists a map η :
Let Γ be a partial translation quiver with a partial cut Γ
and we can define ε : Γ ′′ 1 → Z in the same way as before. We define the mesh relation and the mesh algebra
2.9. Coverings. A quiver morphism π :Q → Q is called a covering if it is surjective on vertices and, for every vertex i ∈Q 0 , the map π induces a bijection between the set of all arrows outgoing from i and the set of all arrows outgoing from π(i), and the same is true for ingoing arrows. This implies that for any i ∈Q 0 and a path u in Q that starts at π(i), there exists a unique pathũ that starts at i such that π(ũ) = u.
Let G be a group acting on a quiverQ. We define a new quiver Q =Q/G with Q 0 =Q 0 /G and Q 1 =Q 1 /G. Let π :Q → Q =Q/G be the corresponding projection. We call the action of G onQ admissible if wheneverQ(i, j) = ∅, we have equal stabilizers G i = G j and trivial action of G i onQ(i, j). Note that the usual definition of an admissible action is more restrictive [24] .
Given an admissible action of G on a quiverQ, let Q =Q/G. Then
and the projection π :Q → Q is a covering. Note that ifQ is locally finite (every vertex is incident with finitely many arrows), then so is Q. Given a covering π :Q → Q, we construct a functor
Similarly, we say that a translation quiver morphism π :Γ → Γ is a covering if it is a covering of quivers. If Γ + 1 ⊂ Γ 1 is a cut of Γ, thenΓ + 1 = π −1 (Γ + 1 ) is a cut ofΓ. In this case the functor π * : Rep(Γ) → Rep(Γ) induces the functor π * : mod Π(Γ) → mod Π(Γ).
If G is a group acting by translation automorphisms on a translation quiverΓ and the action of G is admissible, then Γ =Γ/G inherits a translation quiver structure and π :Γ → Γ is a covering of translation quivers.
In particular, let Γ be a translation quiver, d : Γ 1 → Λ be a weight map andΓ = L d (Γ) be the corresponding localization quiver. Then the group Λ acts on the translation quiverΓ
This action is admissible andΓ/Λ is isomorphic to Γ. This implies that the projection map π :Γ → Γ is a covering. If Γ has a cut Γ + 1 ⊂ Γ 1 , then the cutΓ + 1 = π −1 (Γ + 1 ) ofΓ is exactly the cut defined in Example 2.5.
Example 2.16 (cf. [37] ). LetΓ be a locally finite translation quiver, meaning that every vertex is incident with finitely many arrows. Let ν :Γ →Γ be a translation quiver automorphism such that ν n (i) = i for all i ∈Γ 0 and n ≥ 1. Then the action of Z onΓ given by
is free on vertices, hence is admissible. The quotient quiver Γ =Γ/ν =Γ/Z has the set of vertices consisting of ν-orbits inΓ 0 and the sets of arrows
As before, Γ is a translation quiver, with the translation given by τ
Homological properties
3.1. Quiver representations. Let Q be a quiver. We don't require Q 0 to be finite, but we require that the number of arrows between any two vertices is finite. Given a quiver Q, we define its representation M to be a collection of vector spaces (M i ) i∈Q 0 together with a collection of linear maps M a : M i → M j for arrows a : i → j in Q. We will consider only finite-dimensional representations, meaning that i dim M i < ∞. Given a path u = a n . . . a 1 in Q, we define u|M = M u = M an . . . M a 1 considered as an endomorphism of M = i M i . We extend this definition to the elements of the path algebra kQ by linearity. Let A = kQ/I be the quotient algebra by some ideal I. We can identify Amodules with Q-representations M that vanish on I, meaning that M u = 0 for all u ∈ I. We will call them also A-representations.
Given an abelian monoid Λ and a set X, we define
Then, for any two representations M, N of Q, we have
Given a quiver automorphism τ : Q → Q and a Q-representation M, we define a new representation
ideal, then A = kQ/I inherits the action by τ . For any A-representation M, we obtain an A-representation M τ .
3.2. Lift properties. Let (Γ, τ, σ) be a translation quiver with a cut Γ + 1 and let Π = Π(Γ) be the corresponding mesh algebra. Proposition 3.1 (cf. [11] ). Let M be a Γ + -representation. Then there is an exact sequence
This implies that we can identify the space D Ext 1 (M, M τ ) with the set of lifts of the Γ + -representation M to a Π-representation.
Proof. Given two representations M, N of Γ + , there is an exact sequence
In particular, for the representations M and M τ , we have
Dualizing, we obtain the result.
Exact sequence.
Proposition 3.2 (cf. [10] ). Given two Π-modules M, N, there is a complex Proof. As Π is a quadratic algebra, there exists a projective bimodule resolution of Π (see e.g. the proof of [6, Theorem 3.15])
Applying Hom(−, N) and identifying Hom(Πe j ⊗ M i , N) with Hom(M i , N j ), we obtain the complex
The first two cohomology groups are Hom(M, N) and Ext 1 (M, N) . Dualizing, we see that the cokernel off is D Hom(N, M τ ).
For any two Π-modules M, N, we define h i (M, N) = dim Ext i Π (M, N).
where χ is the Euler-Ringel form of the quiver Γ + .
Proof. If m = dim M and n = dim N, then the Euler characteristic of the above complex is
Translation quiver varieties
4.1. Quiver varieties. The material of this section is well-known [23] . We include it to fix notation. Let Q be a quiver (for simplicity we assume it to be finite) and I ⊂ kQ be an ideal of the path algebra contained in the ideal J ⊂ kQ generated by all arrows. Let A = kQ/I be the quotient algebra and v ∈ N Q 0 . We are going to introduce the moduli space of semistable A-modules having dimension vector v. Let V be a Q 0 -graded vector space having dimension vector v. Define the representation space
equipped with an action of the group GL v = i GL(V i ) given by (g · M) a = g j M a g −1 i for any arrow a : i → j in Q. For the algebra A = kQ/I, let
be the closed subvariety consisting of representations that vanish on I. It is also equipped with an action of GL v .
Consider some θ ∈ R Q 0 which we will call a stability parameter. For any v ∈ N Q 0 \ {0}, define the slope
where ρ ∈ Z Q 0 is given by ρ To be more precise, the construction in [23] is formulated for θ ∈ Z Q 0 such that θ·v = 0. We can reduce semistability with respect to an arbitrary θ ∈ R Q 0 to this case as follows. First, we consider θ ′ = θ − µ θ (v)ρ so that θ ′ · v = 0. Semistability conditions with respect to θ and θ ′ are equivalent. Next, we approximate θ ′ by some θ ′′ ∈ Q Q 0 such that sgn(θ ′ · u) = sgn(θ ′′ · u) for all 0 ≤ u ≤ v. Then semistability conditions with respect to θ ′ and θ ′′ on representations having dimension v are equivalent. Finally, we can find an integer k ≥ 1 such that kθ ′′ ∈ Z Q 0 . 
For any θ ∈ R Q 0 , there exists a canonical projective morphism π :
We say that a module M ∈ mod A is nilpotent if J n M = 0 for some n ≥ 1, where J is the ideal generated by all arrows. Let L θ (A, v) ⊂ M θ (A, v) be the subvariety of nilpotent modules. 
Nakajima quiver varieties.
For an introduction to Nakajima quiver varieties see e.g. [16] . Let Q be a finite quiver, Γ =Q be its double quiver and Π = Π(Γ) be the mesh algebra. Let v ∈ N Q 0 and θ ∈ R Q 0 . Then one defines Nakajima quiver variety to be M θ (Π, v). There is an alternative approach that uses moment maps. Consider the action of GL v on R(Q, v). It induces a map
Dualizing, we obtain a map
Let χ be the Euler-Ringel form of Q. The following result is due to Nakajima, although the original proof is different. Given w ∈ N Q 0 we constructed in §2.7 the framed quiver Γ f =Q f by adding to Γ =Q one new vertex * as well as w i arrows * → i and w i arrows i → * , for all i ∈ Q 0 . It is the double quiver of the quiver Q f obtained by adding to Q one new vertex * as well as w i arrows *
and only if for any N ⊂ M with N * = 0, we have N = M. One defines Nakajima quiver variety
The stability parameter θ f is v f -generic, hence by the previous theorem M(v, w) is smooth and has dimension 2(v · w − χ(v, v)). Remark 4.5. Generally, we extend an arbitrary θ ∈ R Q 0 with θ · v = 0 to θ f ∈ R Q f 0 by setting θ f * = ε, for 0 < ε ≪ 1. This stability parameter is v f -generic and we define
This quiver variety is smooth and has dimension 2(v · w − χ(v, v)).
4.3.
Translation quiver varieties. Let (Γ, τ, σ) be a translation quiver with a cut Γ + 1 and let Π = Π(Γ) be the mesh algebra. Let χ be the Euler-Ringel form of the quiver Γ + .
Let v ∈ N (Γ 0 ) and θ ∈ R Γ 0 be v-generic. We define the translation quiver variety to be M θ (Π, v). 
Let w ∈ N Γ 0 and let Γ f be the corresponding framed quiver (see §2.7) which is a partial translation quiver equipped with a partial cut. We extend v ∈ N (Γ 0 ) to a dimension vector v f over Γ f 0 by setting v f * = 1. Define a stability parameter θ f over Γ f with θ f i = 0 for i ∈ Γ 0 and θ f * = 1. Note that θ f is v f -generic. We define the (framed) translation quiver variety to be
where Π(Γ f ) is the mesh algebra of the partial translation quiver Γ f . Note that the map
In the next theorem we will see that M(v, w) can be interpreted as a moduli space of representations of the mesh algebra Π(Γ f ), whereΓ f is the stabilization of Γ f (see §2.7). This will allow us to apply the previous theorem which was proved for stable translation quivers. 
where χ is the Euler-Ringel form of the cut Γ + ⊂ Γ.
Proof. LetΓ f be the stabilization of Γ f (see §2.7). Letv f be an extension of v f to a dimension vector overΓ f by zero. Letθ f be an extension of θ f to a stability parameter overΓ f given byθ f
[n] = 1, for all n ∈ Z. Then
The stability parameterθ f isv f -generic and (θ f ) τ =θ f . On the other hand
Therefore we can apply Theorem 4.6. Let Q be the cut of the translation quiverΓ f (its arrows are arrows in Γ + and arrows [n] → i for n ∈ Z, i ∈ Γ 0 ). We will again use χ to denote the corresponding Euler-Ringel form. Let e n be the dimension vector onΓ f that equals 1 at the vertex [n] and zero at all other vertices.
Considering v as a dimension vector onΓ f we can writev f = v + e 0 and (v f ) τ = v τ + e 1 . We have
On the other hand
Therefore the dimension of the quiver variety is
Motivic classes
5.1. Motivic theory. Let Var be the category of algebraic varieties over a field k of characteristic 0, with the monoidal category structure given by the cartesian product. Its identity object is pt = Spec k. Let Ab be the category of abelian groups, with the monoidal category structure given by the tensor product. The following structure is an example of a theory with transfer on the category Var with values in the category Ab (see e.g. [14] ). We will call it a motivic theory (cf. [13] ). For any S ∈ Var, let Var/S be the category of algebraic varieties over S and let K(Var/S) be the Grothendieck group of algebraic varieties over S which is the free abelian group generated by isomorphism classes of objects in Var/S modulo relations
for any variety X over S and a closed subvariety Y ⊂ X. We define K(Var) = K(Var/pt). We will write generators of K(Var/S) in the form [X → S] = [X] S . The abelian groups M(S) = K(Var/S) have the following properties. For any morphism u : S → T , we have push-forward and pull-back morphisms
We have a multiplicative structure
natural with respect to push-forward and pull-back. It makes K(Var) = M(pt) a commutative ring with the identity ½ = [pt].
Let us also define K ′ (Var/S) to be the localization of K(Var/S) with respect to L = [A 1 ] and defineK(Var/S) to be the localization of K(Var/S) with respect to L and L n − 1 for n ≥ 1. In particular, let K ′ (Var) = K ′ (Var/pt) andK(Var) =K(Var/pt). We will call their elements motivic classes. We will say that a motivic class is Tate if it is a polynomial in L ±1 and we will say that it is quasi-Tate if it is a polynomial in L ±1 divided by some powers of L n − 1 for n ≥ 1.
Define a ring homomorphism involution K ′ (Var) → K ′ (Var) by the rule
for every smooth, projective and connected variety X. Note that [P 1 ] = ½ + L and
Remark 5.1. The above definition of the involution is motivated by taking duals in rigid monoidal categories of motives. To see that the above involution is well-defined it is enough to show that it respects the blow-up relation [4] . Let Y ⊂ X be a closed subvariety with both X, Y smooth and projective. LetX = Bl Y X and E be the exceptional divisor. Then we have the blow-up relation
meaning that the blow-up relation is preserved.
For k = C, define the virtual Poincaré polynomial
where h p,q (H n c (X, C)) is the dimension of the (p, q)-type Hodge component of the mixed Hodge structure on H n c (X, C). In particular, P (L; t) = t and if X is smooth, projective and connected, then
Note that in this case, by Poincaré duality, we have
hence the same is true for any algebraic variety X. Similarly, define the E-polynomial
In particular, E(L; u, v) = uv and if X is a smooth, projective and connected variety, then
and the same is true for any algebraic variety X.
More generally, let St be the 2-category of algebraic stacks of finite type over k, having affine stabilizers [8] . For any algebraic stack S, locally of finite type over k, having affine stabilizers, one can define the Grothendieck group K(St/S) similarly to the above definition [8] . There is an isomorphism K(St) = K(St/pt) ≃K(Var) (see e.g. [8, 21, 39] ).
Let X be an algebraic variety and φ : E → F be a morphism of vector bundles over X. Define Z(φ) ⊂ E to be the preimage φ −1 (0 F ) of the zero section in F . Proposition 5.2. Let φ : E → F be a morphism of vector bundles and φ ∨ : F ∨ → E ∨ be the dual morphism. Then
Proof. Stratifying X, we can assume that φ has a constant rank r ≥ 0. Then [Z(φ)] = [X] · L rk E−r and [Z(φ ∨ )] = [X] · L rk F −r .
Corollary 5.3. Given finite dimensional vector spaces U, V and a morphism of algebraic varieties φ : X → Hom(U, V ), consider the induced maps
Then
Exponential motivic theory.
Consider A 1 equipped with an abelian group structure µ : 
where p : S × A 1 → S is the projection. We will write generators of M e (S) in the form
The push-forward and pull-back morphisms extend automatically to M e . We define the multiplicative structure
The identity element ½ e ∈ M e (pt) is given by [pt 0 − → A 1 ]. We will call M e an exponential motivic theory. One can identify M e (S) with the Grothendieck group K(ExpVar/S) of varieties with exponentials over S [9, 41] . There are injective morphisms 
is defined for every t ∈ A 1 . We will usually identify M(S) with a subgroup of M e (S) using the above map ι.
Proposition 5.4 (cf. [9, 41] ). Let s ∈ Γ(X, E) be a section of a vector bundle, Z(s) ⊂ X be the zero locus ands : E ∨ → A 1 be the induced map. Then we have an equality of exponential motivic classes
5.3. Jacobian algebras. Given a quiver Q, we define a potential to be an element W ∈ kQ/[kQ, kQ]. It can be identified with a linear combination of cycles W = u c u u, where a cycle u is a path u = a n . . . a 1 such that s(a 1 ) = t(a n ). Here we consider cycles up to a cyclic shift, meaning that a cycle a n . . . a 1 is equivalent to the cycle a i . . . a 1 a n . . . a i+1 for all 1 ≤ i < n. Given a cycle u = a n . . . a 1 and an arrow a ∈ Q 1 , we define the (cyclic) derivative ∂u ∂a = i : a i =a a i−1 . . . a 1 a n . . . a i+1 and extend it to ∂W ∂a by linearity. We define the Jacobian algebra to be J W = kQ/(∂W ) = kQ/ (∂W/∂a : a ∈ Q 1 ) .
Given a dimension vector v ∈ N Q 0 , consider the space of representations R(Q, v). For any representation M ∈ R(Q, v) and for any cycle u = a n . . . a 1 , define tr u|M = tr(M an . . . M a 1 ).
Define the map (also called a potential) Define a cut of a potential W = u c u u to be a subset I 1 ⊂ Q 1 such that every cycle u with c u = 0 has exactly one arrow from I 1 (appearing just once). LetĪ 1 = Q 1 \I 1 and let I,Ī ⊂ Q be the corresponding subquivers with the sets of vertices
is linear on the second factor and induces the map
According to Proposition 5.4, we have This corollary implies that there is a relationship between the motivic classes [R(J W,I , v)], for different cuts I. We will need this relation only for disjoint cuts and in this case we can give a proof that does not rely on exponential motives. Proposition 5.8. Let I 1 , I ′ 1 be two disjoint cuts of W . Then
which is linear on U and V . It induces maps
and we conclude by Corollary 5.3 that
By Proposition 5.6 we have R(J W,
, hence the statement.
5.4.
Jacobian algebra of a translation quiver. The following construction in the case of a double quiverQ can be found in [26] . Let Γ be a translation quiver with a cut Γ + 1 ⊂ Γ 1 . Define a new quiverΓ by adding to Γ the arrows
Define a potential onΓ W = (a : i→j)∈Γ 1 ε(a)ℓ j · a · σa.
Then Γ + 1 and Γ − 1 = σΓ + 1 are cuts of W . There is another cut of W Proof.
(1) For any j ∈ Γ 0 , we have ∂W ∂ℓj = t(a)=j ε(a)aσ(a). This is the mesh relation e j re τ j which follows from the relation r. Conversely, we have r = j e j re τ j .
(2) For any arrow a : i → j in Γ + , the arrow σa appears in the summands ε(a)ℓ j · a · σa, ε(σa)ℓ i · σa · τ a of W . Therefore ∂W ∂(σa) = ε(a) (ℓ j · a − τ a · ℓ i ) .
Given a module M ′ over J W,Γ − , we can restrict it to a representation M of Γ + . There are linear maps φ i = M ′ ℓ i : M i → M τ i = M τ i for all i ∈ Γ 0 . Because of the above relations, we have a commutative diagram
Mτa for all a : i → j in Γ + . Therefore we obtain a homomorphism φ : M → M τ of Γ +representations. The converse construction is straightforward.
Given a quiver Q with an automorphism τ , we define R τ (Q, v) to be the space of pairs (M, φ), where M ∈ R(Q, v) and φ ∈ Hom(M, M τ ), for any dimension vector v ∈ N (Q 0 ) . By the previous proposition, we can identify R τ (Γ + , v) with R(J W,Γ − , v). Proposition 5.10. We have
Proof. By the previous proposition we have
On the other hand by Proposition 5.8 we have
Note that
5.5.
Calculation of the motivic classes. Our goal is to determine the motivic classes of R(Π(Γ), v) and R τ (Γ + , v) using the above relation, for certain translation quivers. , where they were expressed as rational functions in L. As R τ (Q, v) are algebraic varieties, we conclude that the conjecture is true in this case.
Let Q be a quiver, Γ =Q be its double quiver and d : Γ 1 → Z be a weight map having the total weight 0 = e ∈ Z. Then we haveΓ = L d (Q) =Q τe , whereQ = L d (Q) and τ e :Q →Q, (i, n) → (i, n − e), a n → a n−e .
Theorem 5.12. The motivic class of R τe (Q,ṽ) is Tate, for any dimension vectorṽ ∈ N (Q 0 ) .
Proof. We will assume that e > 0. An object in Rep τe (Q) is a pair (M, φ), where M ∈ Rep(Q) and φ : M → M τe is a morphism. This means that we have a collection of vector spaces (M i,n ) i∈Q 0 ,n∈Z and compatible linear maps M a,n : M i,n−da → M j,n , φ i,n : M i,n → M i,n−e for a : i → j in Q, i ∈ Q 0 and n ∈ Z. Let A ∞ be the infinite quiver
For any representation N of A ∞ and for any n ∈ Z, we will write N[n] for the shifted representation given by N[n] m = N m−n . The maps φ i,n induce representations This implies that the motivic class of R τe (Q,ṽ) is a polynomial in L ±1 divided by powers of (L n − 1), n ≥ 1. But as R τe (Q,ṽ) is an algebraic variety, we conclude that its motivic class is a polynomial in L with integer coefficients. Proof. We haveΓ =Q τe , whereQ = L d (Q). By Proposition 5.10 we have
where χ is the Euler-Ringel form ofQ. Now we apply the previous theorem. 
where (q) n = (q; q) n = n k=1 (1 − q k ) is the q-Pochhammer symbol. 5.6. Wall-crossing formula. Let Γ be a translation quiver with a cut Γ + and Π = Π(Γ) be the mesh algebra. Let θ ∈ R (Γ 0 ) be a stability parameter and v ∈ N (Γ 0 ) be a dimension vector.
is an open subspace of θ-semistable representations. Consider the corresponding algebraic stacks
Our goal is to prove a relation between the motivic classes of the above stacks.
Theorem 5.17. Assume that θ τ = θ. Then
Proof. Let M = v M(v) be the stack of all representations of Π. Let H = K(St/M) be the motivic Hall algebra of the category mod Π(Γ) (see e.g. [7] ) and letH be its completion with respect to the filtration arising from the grading by N (Γ 0 ) . Then we have the following relation inH (see e.g. [20, 32] )
Next we define a non-commutative algebra
where ν is the bilinear form defined above. LetĀ be the completion of A. We define the integration map I :H →Ā,
This map is not necessary an algebra homomorphism, but it satisfies
under the assumption that
for all M ∈ X and N ∈ Y (see e.g. [20, 32] ).
In out situation, we consider M ∈ M ≥c (the stack of objects with all Harder-Narasimhan factors having slope ≥ c) and N ∈ M <c (the stack of objects with all Harder-Narasimhan factors having slope < c). As θ τ = θ, the module N τ has the same slope as N and it is also contained in M <c . Therefore Hom(M, N τ ) = 0 and we obtain from Proposition 3.3 that
Applying the integration map we obtain
This formula is equivalent to the statement of the theorem.
The above recursion formula can be solved (see e.g. [32] ) and we can express motivic classes of M θ (v) in terms of motivic classes of M(v). 
Assume that X is smooth and can be covered by T -invariant quasi-affine open subvarieties. For any point x ∈ X T , the tangent space T x X is equipped with a T -action and there is a weight space decomposition (for positive, zero and negative weights)
The fixed locus X T is smooth and T x X T = T 0 x X. Theorem 6.1 (See [3, 19] ). For any connected component X i ⊂ X T , the spaces
are locally closed and are affine bundles over X i . For all x ∈ X i , we have
There exists an ordering X 1 , . . . , X n of the connected components of X T such that
Assume that X is smooth and X T is projective. Then
In particular, X + has a Tate motivic class if and only if X − does.
Proof. For every connected component
Taking the sum over all connected components, we obtain the required result. Corollary 6.3. Assume that X is smooth and X T is projective. Then the virtual Poincaré polynomials of attractors satisfy
We will say that an algebraic variety X is pure if the mixed Hodge structure on H i c (X, C) is pure of weight i for all i. Proposition 6.4 (cf. [12] ). Assume that X is smooth and X T is projective. Then X + and X − are pure.
Proof. Connected components X i ⊂ X T are smooth and projective, hence pure. Therefore X + i and X − i , which are affine bundles over X i , are also pure. Let us order connected components X 1 , . . . , X n as in Theorem 6.1. We will show that X + ≤k = i≤k X i are pure by induction. Then X + = X + ≤n is pure. The proof for X − is similar. The subvariety X + <k ⊂ X + ≤k is closed and has the complement X + k . We obtain a long exact sequence
→ By purity of X + k and X + <k , the connection maps are zero, hence we have an exact sequence
is pure of weight i.
Fixed point varieties.
Let Γ be a translation quiver with a cut, v ∈ N (Γ 0 ) be a dimension vector and θ ∈ R Γ 0 be a stability parameter. Our goal is to study torus actions on M = M s θ (Π(Γ), v) and to interpret connected components of fixed loci as translation quiver varieties, albeit for different translation quivers.
Let Λ = Z r be a free abelian group of finite rank and T = Hom Z (Λ, k * ) ≃ G r m be the corresponding torus with the character group X * (T ) = Hom(T, G m ) ≃ Λ. For any t ∈ T and n ∈ Λ, define t n = t(n) ∈ k * . Let d : Γ 1 → Λ be a weight map having the total weight e ∈ Λ §2.5. We define an action of T on M by the rule
Proof. (1)
We define the action of T = G m on R(Π, v) in the same way as on M(Π, v). By assumption, for any M ∈ R(Π, v), we have lim t→0 tM = 0. Let p :
As π is projective, we conclude by the valuative criterion that G m → M θ (Π, v), t → tM, extends to A 1 → M θ (Π, v), hence the limit lim t→0 tM exists.
(3) If lim t→∞ tM exists, then lim t→∞ tπ(M) exists in M 0 (Π, v). We have seen that lim t→0 tπ(M) is zero. Therefore we obtain a morphism P 1 → M 0 (Π, v) to an affine variety M 0 (Π, v). This map has to be constantly zero, hence π(M) = 0 and M ∈
This result implies that we have attractors Proof. We proved in Theorem 4.6 that M θ (Π, v) = M s θ (Π, v) is smooth and has the stated dimension. As M θ (Π, v) T is projective by the previous result, we can apply Proposition 6.2 and Proposition 6.4. Theorem 6.8. Assume that θ is v-generic, θ τ = θ and v τ = v. Then M θ (Π, v) and L θ (Π, v) have Tate motivic classes.
Proof. As before, we consider the action of T = G m on M = M θ (Π, v). By the previous results we obtain the Bia lynicki-Birula decomposition of M + = M θ (Π, v) and M − = L θ (Π, v). To prove the theorem we need to show that connected components of M T have Tate motivic classes. By Theorem 6.5 they are translation quiver varieties of the localization quiverΓ = L d (Γ). We will prove that they have Tate motivic classes, for a special choice of the weight map d.
Assume that Γ = Q τ , for a quiver with an automorphism (Q, τ ). Let us choose r > |v| = i v i and choose d : Q 1 → Z with d a = r for all a. Let d : Γ 1 → Z also denote the corresponding weight map having total weight e = r + 1. ThenΓ = L e d (Γ) ≃ (Q) τe (see §2.5), whereQ = L d (Q) and τ e :Q →Q, (i, n) → (τ i, n − e), a n → (τ a) n−e .
Recall thatQ has arrows a n : (i, n − r) → (j, n) for all a : i → j in Q and n ∈ Z. For every k ∈ Z r , consider Q (k) 0 = (i, n) ∈Q 0 n ≡ k (mod r) and let Q (k) ⊂Q be the corresponding full subquiver. There are no arrows between different Q (k) inQ. Translation τ e induces isomorphisms τ e : Q (k) → Q (k−1) . In the quiver (Q) τe we have additional arrows a * n : (τ j, n − e) → (i, n − r) for a : i → j and n ∈ Z. This means that a * n is an arrow from Q (k−1) to Q (k) for n ≡ k (mod r).
A torus fixed point in M θ (Π(Γ), v) corresponds to a point M ∈ Mθ(Π(Γ),ṽ), wherẽ v is a dimension vector onΓ = L e d (Γ) with π * (ṽ) = v,θ = π * (θ) and π :Γ → Γ is the projection. For every 0 <ũ <ṽ, we have
This implies thatθ isṽ-generic and every representation in Mθ(Π(Γ),ṽ) is stable. As r > |v| = dim M, representation M is not supported on some Q (k) . Without loss of generality we assume that it is R = Q (0) . This implies that we can substitute translations
by identities (the last translation Q (0) → Q (r−1) will be possibly non-trivial, but it is irrelevant for the representation M). Therefore we can consider M as a (semi-)stable representation of the repetition quiverΓ = ZR, where we lift the stability parameter from R = Q (0) to ZR. Recall that ZR ≃ (R × Z) τ , where τ (i, k) = (i, k − 1), τ (a, k) = (a, k − 1), i ∈ R 0 , a ∈ R 1 , k ∈ Z.
We will writeθ andv for the stability parameter and the dimension vector onΓ = ZR. Note thatΓ = ZR = L 1 0 (R) (see Remark 2.9), hence by Corollary 5.19 we conclude that Mθ(Π(Γ),v) has a quasi-Tate motivic class. But Mθ(Π(Γ),v) is an algebraic variety, hence it has a Tate motivic class.
Finally, let us consider (framed) translation quiver varieties. Given w ∈ N Γ 0 , we constructed the framed quiver Γ f (which is a partial translation quiver) and a stability parameter θ f on it in §4. Proof. We have seen in Theorem 4.7 that M(v, w) can be interpreted as a translation quiver variety for the stable translation quiverΓ f . Therefore the result follows from the previous theorem.
where Gr(n, r) is the Grassmannian parametrizing r-dimensional quotients of an n-dimensional space. Note that if * ∈ O (and v = e * ), then the above sum runs over all r with r * = 0.
Using [18, 25] by counting points of M(v, w) over finite fields. It was proved in [41] that the same formula is satisfied by the motivic classes of M(v, w). The virtual Poincaré polynomials of L(v, w) were computed in [5] by applying Bia lynicki-Birula decomposition to a torus action on M(v, w) (cf. Corollary 6.3). Because of Theorem 6.9 we can write motivic classes of M(v, w) and L(v, w) automatically, if we know their Poincaré polynomials (or if we can count their points over finite fields). Let us write down those formulas for completeness (cf. [25, 5] ). Define
where (1) τ = (τ i ) i∈Q 0 is a collection of partitions, (2) τ k = (τ i k ) i∈Q 0 ∈ N Q 0 for k ≥ 1, (3) z v = i∈Q 0 z v i i for v ∈ N Q 0 , (4) (q) v = i∈Q 0 (q) v i , (q) n = (q; q) n = n k=1 (1 − q k ) for v ∈ N Q 0 and n ∈ N, (5) χ is the Euler-Ringel form of the quiver Q. 
. Proof. For the first formula see [18, 25, 41] . For the second formula note that by Corollary 6. Taking the duals we obtain the required result (cf. [5] ).
