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University of New Hampshire, December, 2016
Fusion categories generalize the representation theory of finite groups. The simplest
examples of fusion categories come from finite groups, their representations, and their co-
homology. In general, it is useful to examine group theoretical features of fusion categories
such as groups of (isomorphism classes of) tensor invertible objects, and gradings by finite
groups. Indeed, every fusion category has a maximal pointed subcategory (generated by
tensor invertible objects) and a universal grading by a finite group. We use such features to
study tensor autoequivalences.
Pointed fusion categories: categories for which all simple objects are tensor invertible,
provide our prototype for graded fusion categories. Such categories are well understood;
each pointed fusion category has tensor multiplication determined (up to equivalence) by a
finite group, and tensor associativity determined (up to equivalence) by a third cohomology
class. There is a well known description of the groups of tensor autoequivalences of pointed
fusion categories in terms of this data. We use this description to write exact sequences
for computing Brauer-Picard groups of pointed fusion categories. We also generalize this





Tensor categories are a relatively new and very beautiful area of mathematics. The study
of tensor categories subsumes many interesting classical disciplines such as the representation
theory of groups and Lie algebras, as well as the more recently developed quantum groups.
They have useful application in the study of knots, operator algebras, non-commutative ge-
ometry, topological quantum field theory, and higher categories. It has become apparent
that classification of tensor categories would be both interesting and useful for mathemati-
cians working in these areas, however at the moment such a classification is out of reach.
Algebraists working in this area have set upon the far more manageable problem of gen-
erating and classifying families of fusion categories. This represents a significant reduction
in difficulty, although we are still in the early stages of this program, building classification
techniques, and examples.
In the classification of tensor categories we make certain simplifying assumptions. The
nicest categories are those constructed from group theoretical data: groups, group repre-
sentations, and group cohomology. From the group theoretical perspective, first examples
of tensor categories include the representation categories Rep(G), and graded vector spaces
C(G,ω). Next, one might look at the Morita equivalence classes of these. Such categories
were classified [O1] and we call these group theoretical tensor categories.
An important piece of group theoretical data on a tensor category is a G-grading. This
is a decomposition of a tensor category C into full Abelian subcategories Cg for each g ∈ G,
so that the tensor product restricts to a family of functors
⊗ : Cg × Ch → Cgh
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and the trivial component Ce is a tensor subcategory. We call a G-graded tensor category
C such that Ce = D, a G-extension of D. Such extensions were studied and classified
with group theoretical data in [ENO1]. Indeed a G-extension of a fusion category D is
determined up to equivalence by a certain group homomorphism and a pair of elements from
torsors over certain cohomology groups, given that certain cohomological obstructions vanish
(see [ENO1] for details).
The group theoretic data attached to an extension of a fusion category D are not im-
mediately accessible. There is a grading homomorphism with the grading group as its do-
main which describes the grading components. This takes values in the (abstractly defined)
Brauer-Picard group BrPic(D) of (equivalence classes of) invertible D-bimodule categories.
Furthermore, there are cohomological considerations which describe the associative tensor
product, the coherent associativity constraint, and when those exist. These depend on the
grading homomorphism, and an action of the Brauer-Picard group on the center Z(D) of D.
The key insight of [ENO1] is the canonical isomorphism
(1.1) BrPic(D) ∼= Autbr(Z(D))
for each fusion category D, which was generalized to finite tensor categories in [DN]. This
provides a much more concrete and computable presentation of BrPic(D). In particular,
the action of Autbr(Z(D)) can be studied with techniques of representation theory. Dmitri
Nikshych and Brianna Riepel studied the action of the Brauer-Picard group on the categorical
Lagrangian Grassmanian of the center of a pointed category in [NR] and used these methods
to compute the Brauer-Picard groups of the categories of graded vector spaces for various
finite groups. In the non-semisimple setting, Costel-Gabriel Bontea and Dmitri Nikshich
studied a projective representation in [BN] to compute the Brauer-Picard group of a certain
family of finite symmetric tensor categories.
The purpose of this work is to examine tensor autoequivalence groups Aut(D) of fusion
categories D when D is graded. Our methods make use of the group homomorphisms related
to the center construction and restriction to invariant tensor subcategories.
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This work is organized as follows:
Chapter 2 will cover the preliminary material. We explicitly define the structures, con-
structions and techniques which will be useful in our examination of the Brauer-Picard groups
of group theoretical and graded fusion categories. Our techniques make heavy use of group
cohomology, so we provide a brief review of the basic theory in Section 2.1, and introduce
features which play an important role. Sections 2.2 through 2.6 introduce the theory of
fusion categories, and their module categories. Sections 2.7, 2.8, and 2.9 introduce the foci
of this work: the Brauer-Picard group of invertible bimodule categories, centers of group
theoretical categories, and the data associated to a group extension of a fusion category.
Chapter 3 develops methods for computing the group BrPic(C) when C is a fusion cate-
gory, using the induction homomorphism (Definition 3.1.1)
(1.2) ind : Aut(C)→ Autbr(Z(C)) ∼= BrPic(C)
from the group of tensor autoequivalences (Definition 2.3.16) of C to the group of braided au-
toequivalences (Definition 2.4.12) of its center (Definition 2.4.7). In Section 3.1 we describe
the kernel of (1.2) (Proposition 3.3), we describe the image of (1.2) for pointed (Defini-
tion 2.3.12) fusion categories (Corollary 3.1.7), and when it is surjective (Corollary 3.1.9).
In Sections 3.2, 3.3, and 3.4 we consider the group theoretical fusion categories constructed
from elementary Abelian p-groups for even and odd primes p. We specialize our results
(Corollary 3.3.5) on the image and kernel of (1.2), and write exact sequences for computing
BrPic(C(Vn, ω)) (Theorem 3.3.6, and Corollary 3.3.10) where Vn is an elementary Abelian
p-group. In Section 3.5, we use our methods to determine short exact sequences for Brauer-
Picard groups of extra special p-groups, extending the results of [NR]. Finally we describe
how metric modular Lie algebras [S] are a rich source of interesting examples of pointed
fusion categories for which our methods are effective.
3
Chapter 4 examines the restriction of tensor autoequivalences to the trivial component D
of an invariant (Definition 2.9.12) graded fusion category C. There is a group homomorphism
(1.3) ResCD : Aut(C)→ Aut(D)
for each invariant graded fusion category C and trivial component fusion subcategory D. In
Section 4.1 we describe the canonical isomorphism (1.1) and the data associated to the grad-
ing (Subsection 2.9.3) in a manner useful for our purposes. In Section 4.3 we describe (The-
orem 4.3.1) the kernel of homomorphism (1.3). In Section 4.5 we describe (Theorem 4.5.10)




Throughout this dissertation we will work over an algebraically closed field k of char-
acteristic zero unless otherwise specified. We will write k× to denote the group of units of
k.
2.1. Relevant group cohomology
Let G be a finite group, A an Abelian group with an action of G. We will write both G
and A multiplicatively, and the left action of G as g.a = ga for g ∈ G and a ∈ A.
2.1.1. Ordinary group cohomology.
Definition 2.1.1. A function f : Gn → A is called an n-cochain on G in A. We will
denote Cn(G,A), the Abelian group of n-cochains on G in A with pointwise multiplication.
Definition 2.1.2. For every natural number n there is a homomorphism
dn : Cn(G,A)→ Cn+1(G,A)
called the coboundary operator defined for f ∈ Cn(G,A) and g1, . . . , gn+1 ∈ G
dnf(g1, . . . , gn+1) :=g1.f(g2, . . . , gn+1)(
Πni=1f(g1, . . . , gigi+1, . . . , gn+1)
(−1)i
)
f(g1, . . . , gn)
(−1)n+1 .
Definition 2.1.3. We call:
• Zn(G,A) := Ker (dn) the group of n-cocycles on G in A.
• Bn(G,A) := Im(dn−1) the group of n-coboundaries on G in A.
• Hn(G,A) := Zn(G,A)/Bn(G,A) the nth cohomology group of G in A.
We call n-cocycles which are equivalent in Hn(G,A) cohomologous.
5
Remark 2.1.4. There is a natural action of Aut(G) on Hn(G,A) by precomposition on
cocycles. Given a cohomology class ω ∈ Hn(G,A) we denote its stabilizer Stab(ω) ⊂ Aut(G).
Remark 2.1.5. Low dimensional group cohomology has common applications in group
theory [B, Chapter V]:
• Z1(G,A) parameterizes homomorphic sections G → A o G. Given a 1-cocycle
η ∈ Z1(G,A) we write:
G→ AoG : g 7→ (η(g), g).
Cohomologous 1-cocycles induce sections which differ by conjugation by an element
in A.
• Z2(G,A) parameterizes extensions of G by A. We illustrate this in Subsection 2.8.3.
Isomorphisms of short exact sequences which are the identity on A and G can be
constructed between extensions induced by cohomologous 2-cocycles.
• Elements of Z3(G,A) corresponds to crossed modules. Cohomologous 3-cocycles
correspond to equivalent crossed modules.
Remark 2.1.6. [B, Chapter III] Given a short exact sequence of G-modules:
0→ A→ B → C → 0,
there is a long exact sequence in cohomology:
. . .→ Hn−1(G,C)→ Hn(G,A)→ Hn(G,B)→ Hn(G,C)→ Hn+1(G,A)→ . . .
Here H0(G,X) = XG, the group of invariants in X under the action of G. In the case




Definition 2.1.7. Let G be an Abelian group. We denote the group of alternating
bicharacters on G with values in A as Alt2(G,A). There is alternating homomorphism
Alt : H2(G,A)→ Alt2(G,A)
defined on 2-cocycles µ ∈ Z2(G,A)




Since 2-coboundaries are symmetric, this map is well defined over cohomology classes.
Proposition 2.1.8. [K1, Theorem 2.6.7] For G a finite Abelian group, the alternating
map
Alt : H2(G, k×)→ Alt2(G, k×)
is an isomorphism.
Proposition 2.1.9. [K2, Corollary 9.9.5] Let G be a finite group which acts trivially on
both k× and Z. There is an isomorphism
(2.1) Hm(G, k×) ∼= Hm+1(G,Z).
Given the identification (2.1), and the fact that Z is a principle ideal domain, we may
make use of the Ku¨nneth formula for direct products in group cohomology.












Definition 2.1.11. Let R be a commutative ring, there is a product on the total coho-




∪ : H∗(G,R)⊗H∗(G,R)→ H∗(G,R)
called the cup product, making H∗(G,R) into a graded commutative R-algebra. This product
defined on cocycles ρ ∈ Zp(G,R) and σ ∈ Zq(G,R) is
ρ ∪ σ(g1, . . . , gp+q) := ρ(g1, . . . , gp)σ(gp+1, . . . , gp+q).
Graded commutativity means that ρ ∪ σ = (−1)pqσ ∪ ρ. See [B, Chapter V §3] for details.
2.1.3. The central product of groups. Let K1 and K2 be finite groups, let A be a
finite Abelian group, and G1 and G2 central extensions of K1 and K2 by A with respective
second cohomology class κ1 ∈ H2(K1, A) and κ2 ∈ H2(K2, A). There are obvious second
cohomology classes κˆ1, κˆ2 ∈ H2(K1 × K2, A) corresponding to central extensions G1 × K2
and K1 ×G2 respectively.
Definition 2.1.12. The central product G1∗G2 is the quotient of G1×G2 by the subgroup
of elements {(a,−a) ∈ G1 ×G2|a ∈ A}.
Proposition 2.1.13. The central product G1 ∗G1 is an extension of K1×K2 by A with
corresponding second cohomology class κˆ1 + κˆ2 ∈ H2(K1 ×K2, A)
Proof. The quotient map described in Definition 2.1.12 restricts to A × A sending
(a, b) 7→ a+ b. This maps
(κ1, κ2) ∈ H2(K1 ×K2, A× A) 7−→ κˆ1 + κˆ2 ∈ H2(K1 ×K2, A),
which determines the cohomology class corresponding to the central product G1 ∗G2. 
8
2.1.4. Abelian cohomology. Let G and A be Abelian groups where G acts trivially
on A.
Definition 2.1.14. An Abelian 3-cocycle on G with coefficients in A is a pair (ω, c),
where ω : G3 → A is a normalized 3-cocycle and c : G2 → A is a function satisfying
ω(y, z, x)c(x, yz)ω(x, y, z) = c(x, z)ω(y, x, z)c(x, y),
ω(z, x, y)−1c(x, yz)ω(x, y, z)−1 = c(x, z)ω(x, z, y)−1c(y, z).
for all x, y, z ∈ G. Let Z3ab(G,A) be the group of Abelian 3-cocycles.
Definition 2.1.15. For any normalized 2-cochain η ∈ C2(G,A), the Abelian coboundary
of η is the Abelian 3-cocycle d(η) = (ω, c) defined by the equations








Let B3ab(G,A) be the group of Abelian 3-coboundaries.
Definition 2.1.16. The Abelian third cohomology group H3ab(G, A) is the group of
Abelian 3-cocycles modulo Abelian 3-coboundaries.
Remark 2.1.17. Aut(G) acts on H3ab(G,A) in the obvious way.
Definition 2.1.18. We say that a function q : G→ A is a quadratic form on G in A if




, g, h ∈ G,
is a bicharacter.
We denote the group of quadratic forms on G in A as Quad(G,A).
Proposition 2.1.19. (Eilenberg and MacLane, [JS]) There is an isomorphism
(2.2) H3ab(G,A)→ Quad(G,A) : (ω, c) 7→ qc,
9
where qc(g) := c(g, g) for g ∈ G.
Remark 2.1.20. Let (ω, c) ∈ H3ab(G,A) be an Abelian third cohomology class, and
qc ∈ Quad(G,A) its image under the isomorphism (2.2). We identify the stabilizer subgroup
Stab(ω, c) ⊂ Aut(G) with O(G, qc) the orthogonal group with respect to qc.
2.2. Abelian categories
Definition 2.2.1. We say that a category C is enriched over Abelian groups if for every
X, Y, Z ∈ C, the sets Hom(X, Y ) have the structure of Abelian groups, and composition
◦ : Hom(Y, Z)×Hom(X, Y )→ Hom(X,Z)
is biadditive.
Definition 2.2.2. We say an object in C is initial if it has a unique morphism to each
object in C and an object is terminal if it has a unique morphism from each object in C. We
call an object in C that is both initial and terminal a zero object.
Definition 2.2.3. A category C enriched over Abelian groups, with a zero object 0 is
called additive if for all objects X1, X2 ∈ C there exists an object Y ∈ C and morphisms
p1 : Y → X1, p2 : Y → X2, i1 : X1 → Y, i2 : X2 → Y , such that p1i1 = idX1 , p2i2 = idX2 ,
and i1p1 + i2p2 = idY .
The object Y is unique up to unique isomorphism, is denoted X1 ⊕X2 and is called the
direct sum of X1 and X2.
Definition 2.2.4. Let k be a field. An additive category C enriched over k-vector spaces,
that is for each X, Y ∈ C, Hom(X, Y ) is a k-vector space and composition is k-bilinear, is
called a k-linear category.
Definition 2.2.5. A functor F : C → D between k-linear categories is called k-linear if
each map
HomC (X, Y )→ HomD (F (X), F (Y )) , X, Y ∈ C
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is a k-linear transformation.
Definition 2.2.6. We say that an additive category C is Abelian if for every morphism
f ∈ Hom(X, Y ) in C there is a sequence
ker(f)
k−→ X i−→ I j−→ Y c−→ Coker (f)
where f = ji and I = Coker (k) = ker(c). The object I ∈ C is called the image of f and is
denoted Im(f).
Remark 2.2.7. [Mi] Every Abelian category is equivalent a full subcategory of modules
in R−Mod for some ring R.
Definition 2.2.8. A subobject of Y ∈ C is a pair (X, i) where X ∈ C and i : X → Y is
a monomorphism.
An object X ∈ C is simple if every subobject of X is either isomorphic to X, or a zero
object, and semisimple if it is isomorphic to a direct sum of simple objects.
We say that C is semisimple if all of its objects are semisimple.
Definition 2.2.9. We say that a semisimple k-linear Abelian category C is finite if the
following two conditions are satisfied:
i. For every pair of objects X, Y ∈ C, the k-vector space Hom(X, Y ) is finite dimen-
sional.
ii. There are finitely many isomorphism classes of simple objects.
Definition 2.2.10. [De] Let C and D be finite semisimple k-linear Abelian categories.
Deligne’s tensor product C  D is a finite semisimple k-linear Abelian category which is
universal for the functor assigning to every k-linear Abelian category A, the category of
bilinear bifunctors C × D → A. That is, there is a bifunctor
 : C × D → C D : (X, Y ) 7→ X  Y
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so that for any bilinear bifunctor F : C×D → A, there exists a unique functor F¯ : CD → A
which satisfies F = F¯ ◦.
2.3. Tensor categories
The main references for this section are [BK, EGNO].
Definition 2.3.1. A tensor category (C,⊗, a, 1, l, r) is a k-linear Abelian category with
additional structure:
i. A tensor product bifunctor ⊗ : C × C → C.
ii. A natural family of isomorphisms aX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z) called the
associativity constraint.
iii. A unit object 1 with natural isomorphisms lX : 1⊗X → X, rX : X ⊗ 1→ X called
the left and right unit constraints.
These must satisfy the pentagon axiom:





(W ⊗X)⊗ (Y ⊗ Z)
aW,X,Y⊗Z

(W ⊗ (X ⊗ Y ))⊗ Z
aW,X⊗Y,Z









X ⊗ (1⊗ Y )
idX⊗lYzz
X ⊗ Y
for all objects W, X, Y, Z ∈ C.
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Definition 2.3.2. We say that a tensor category C is strict if for all objects X, Y, Z ∈ C,
there are equalities (X⊗Y )⊗Z = X⊗(Y ⊗Z) and X⊗1 = X = 1⊗X, and the associativity
and unit constraints are identity morphisms.
Example 2.3.3. Let A be a k-linear Abelian category. The category End(A) of k-linear
endofunctors is a strict tensor category.
Remark 2.3.4. Frequently in our computations, we will use MacLane’s strictness the-
orem (see [Ma, EGNO, JS]). It states that any tensor category is tensor equivalent (see
Definition 2.3.16) to a strict tensor category. This allows us to assume that the associativity
and unit constraints are trivial. See Example 2.6.13 for an illustration of this equivalence.
2.3.1. Fusion categories.
Definition 2.3.5. An object X ∈ C has a left dual X∗ if there exist morphisms evX :






// X ⊗ (X∗ ⊗X) idX⊗evX // X
X∗
idX∗⊗coevX







Definition 2.3.6. An object X ∈ C has a right dual ∗X if there exists morphisms




// X ⊗ (∗X ⊗X)
aX,∗X,X





// (∗X ⊗X)⊗ ∗X
a−1∗X,X,∗X





Remark 2.3.7. [EGNO, Proposition 2.10.5] If X ∈ C has a left (respectively right) dual
object, then it is unique up to a unique isomorphism.
Remark 2.3.8. Both the left and right duals are contravariant on morphisms. Let
W, X ∈ C be objects with left duals: W ∗ and X∗. Let φ : W → X be a morphism in C. We






X∗ ⊗ (W ⊗W ∗)
a−1
X∗,W,W∗
// (X∗ ⊗W )⊗W ∗
(idX∗⊗φ)⊗idW∗

W ∗ (X∗ ⊗X)⊗W ∗.
evX⊗idW∗
oo
Similarly, let Y, Z ∈ C be objects with right duals: ∗Y and ∗Z. Let ψ : Y → Z be a






(∗Y ⊗ Y )⊗ ∗Z
a∗Y,Y,∗Z
// ∗Y ⊗ (Y ⊗ ∗Z)
id∗Y ⊗(ψ⊗id∗Z)

∗Y ∗Y ⊗ (Z ⊗ ∗Z).
id∗Y ⊗ev′Z
oo
Definition 2.3.9. A tensor category is called rigid if each object X ∈ C has both left
and right dual.
Definition 2.3.10. A fusion category is a finite, semisimple, rigid tensor category with
simple unit object.
Example 2.3.11. Let G be a finite group, let Rep(G) be its category of finite dimensional
k-linear representations. This is a fusion category with the usual tensor product and duals
of group representation, here the unit object is the trivial representation.
2.3.2. Pointed fusion categories.
Definition 2.3.12. We say that a fusion category is pointed if all its simple objects are
invertible with respect to the tensor product. That is X ⊗ X∗ ∼= 1 for all simple objects
X ∈ C.
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Definition 2.3.13. For a fusion category C, let Cpt denote its maximal pointed fusion
subcategory. That is the full tensor subcategory generated by invertible simple objects of C.
We denote the group of (isomorphism classes of) invertible objects by Inv(C).
Example 2.3.14. Let G be a finite group, and ω ∈ Z3(G, k×) a 3-cocycle. We denote
C(G,ω), the category of G-graded vector spaces with associativity constraint determined by
ω.
The objects of C(G,ω) are G-graded vector spaces V = ⊕g∈G Vg. Morphisms are grading
preserving linear transformations. The tensor product is defined component-wise, so that




Simple objects are 1 dimensional spaces kg concentrated in each component g ∈ G. The
associativity constraint, defined over simple objects corresponds to a scalar ω(x, y, z) ∈ k×
for each triple x, y, z ∈ G:
ω(x, y, z)idkxyz : (kx ⊗ ky)⊗ kz → kx ⊗ (ky ⊗ kz)
This satisfies the pentagon and triangle axioms if and only if ω is a normalized 3-cocycle.
We will see that equivalent 3-cocycles yield tensor equivalent fusion categories.
Remark 2.3.15. Example 2.3.14 illustrates the non-trivial nature of Mac Lane’s strict-
ness theorem. The category C(G,ω) for non-trivial ω is certainly not isomorphic to a strict
fusion category, but is equivalent to one.
2.3.3. Tensor functors.
Definition 2.3.16. A tensor functor is a triple (F, J, φ) where F : C → D is a k-linear
functor between tensor categories, J(X, Y ) : F (X)⊗ F (Y )→ F (X ⊗ Y ) is a natural family
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of isomorphisms called the tensor functor structure satisfying a hexagon axiom:
(2.4) (F (X)⊗ F (Y ))⊗ F (Z)




F (X)⊗ (F (Y )⊗ F (Z))
idF (X)⊗J(Y,Z)

F (X ⊗ Y )⊗ F (Z)
J(X⊗Y,Z)

F (X)⊗ F (Y ⊗ Z)
J(X,Y⊗Z)

F ((X ⊗ Y )⊗ Z)
F (aX,Y,Z)
// F (X ⊗ (Y ⊗ Z))
for all X, Y, Z ∈ C, and φ : F (1C)→ 1D is an isomorphism satisfying:























Example 2.3.17. Let φ : H → G be a homomorphism of groups. There is a tensor
functor F : Rep(G)→ Rep(H) along φ. For a G-representation (V, ρ), where V is a k-vector
space and ρ is a homomorphism G → GL(V ), we define an H-representation F (V, ρ) :=
(V, ρ ◦ φ). Here tensor functor structure is trivial.
Example 2.3.18. Let φ : H → G be a homomorphism of finite groups, let ω ∈ H3(G, k×)
and $ ∈ H3(H, k×) be third cohomology classes so that ω ◦ φ×3 = $ in H3(H, k×). This
means that given cocycle representatives for $ and ω, there exists a 2-cochain η ∈ C2(H, k×)
satisfying ω ◦ φ×3 = $d2η.
We define a tensor functor Fφ,η : C(H,$) → C(G,ω) over simple objects and extend
to the whole category via k-linearity. This functor acts on simple objects by the group
homomorphism Fφ,η(kg) := kφ(g). The action on morphisms follows from k-linearity. Tensor
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functor structure is defined
ηx,yidkφ(xy) : Fφ,η(kx)⊗ Fφ,η(ky)→ Fφ,η(kxy)
In this case the unit object isomorphism is trivial.
Definition 2.3.19. A morphism of tensor functors σ : (F1, J1, φ1)→ (F2, J2, φ2) consists











// F2(X ⊗ Y )
for all X, Y ∈ C, and φ1 = φ2σ(1).
Remark 2.3.20. Let C be a tensor category. We denote the group of (isomorphism
classes of) tensor autoequivalences of C as Aut(C).
Definition 2.3.21. A category C is called skeletal if all isomorphic pairs of objects are
identical. The axiom of choice implies that any category is equivalent to a skeletal category
(see [N, Section 4.6]).
2.3.4. Tensor autoequivalences of pointed fusion categories. Let G be a finite
group and let ω ∈ Z3(G, k×) be a 3-cocycle.
Definition 2.3.22. Let Stab(ω) ⊂ Aut(G) be the subgroup of automorphisms a ∈
Aut(G) such that ω ◦ (a× a× a) and ω are cohomologous.
The following result is well known (see [EGNO, Section 2.6], [NR, Proposition 4.1]).
Proposition 2.3.23. There is a short exact sequence
(2.5) 0→ H2(G, k×)→ Aut(C(G, ω))→ Stab(ω)→ 0.
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Here H2(G, k×) parameterizes the tensor functor structures on the identity endofunctor
of C(G, ω). Given a ∈ Stab(ω) and a 2-cochain µ such that
d2(µ) =
ω ◦ (a× a× a)
ω
let Fa,µ denote the corresponding autoequivalence of C(G, ω).
2.4. Braided categories
Definition 2.4.1. A braided category is a tensor category equipped with a natural family
of isomorphisms
cX,Y : X ⊗ Y → Y ⊗X, X, Y ∈ C,
called the braiding, satisfying:
(2.6) X ⊗ (Y ⊗ Z)
cX,Y⊗Z
// (Y ⊗ Z)⊗X
aY,Z,X
&&




Y ⊗ (Z ⊗X)
(Y ⊗X)⊗ Z
aY,X,Z




(2.7) (X ⊗ Y )⊗ Z
cX⊗Y,Z
// Z ⊗ (X ⊗ Y )
a−1Z,X,Y
&&





X ⊗ (Z ⊗ Y )
a−1X,Z,Y
// (X ⊗ Z)⊗ Y
cX,Z⊗idY
88
for all X, Y, Z ∈ C.
18
Definition 2.4.2. Objects X and Y in a braided category C are said to centralize each
other if
cY,X ◦ cX,Y = idX⊗Y .
Definition 2.4.3. Let C be a braided fusion category. The centralizer D′ of a fusion
subcategory D ⊂ C is the full fusion subcategory of objects in C which centralize each object
in D. When D = C we call this the symmetric center.
We say that a braiding on C is symmetric if C ′ = C and that the braiding on C is
non-degenerate if C ′ = Vec, the subcategory generated by the unit object.
Example 2.4.4. Let G be a finite group, the representation category Rep(G) is a sym-
metric braided fusion category with the transposition map as its braiding.
Example 2.4.5. Let A be an Abelian group and (ω, c) ∈ Z3ab(A, k×) an Abelian 3-cocycle
on A in k×. We give the fusion category C(A, ω) braided category structure with braiding
isomorphisms determined by the 2-cochain c ∈ C2(A, k×):
cx,yidkxy : kx ⊗ ky → ky ⊗ kx
and write C(A, ω, c) to denote this braided fusion category. We will see that cohomologous
Abelian 3-cocycles determine braided equivalent categories.
Remark 2.4.6. [JS, Theorem 3.3] Pointed braided fusion categories are parameterized
up to braided equivalence by third Abelian cohomology. We make use of the canonical
isomorphism (2.2) and denote a pointed braided category C with Inv(C) = A and canonical
quadratic form q as C = C(A, q).
2.4.1. The center construction.
Definition 2.4.7. For every fusion category C we may construct a braided fusion cat-
egory Z(C) called the center of C. Objects consist of pairs (Z, γ) ∈ Z(C) where Z ∈ C
and
γX : X ⊗ Z → Z ⊗X for X ∈ C
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is a natural family of isomorphisms called the half-braiding over C which satisfies:
(X ⊗ Y )⊗ Z
γX⊗Y
// Z ⊗ (X ⊗ Y )
a−1Z,X,Y
&&





X ⊗ (Z ⊗ Y )
a−1X,Z,Y
// (X ⊗ Z)⊗ Y
γX⊗idY
88
for each X, Y ∈ C. Morphisms are induced from morphisms in C. A morphism between












commutes for all X ∈ C. The tensor product in Z(C) is defined:
(Z1, γ)⊗ (Z2, ϑ) := (Z1 ⊗ Z2, γ ∗ ϑ),
where Z1 ⊗ Z2 is the usual tensor product in C and γ ∗ ϑ is the composition:




// (X ⊗ Z1)⊗ Z2
γX⊗idZ2
// (Z1 ⊗X)⊗ Z2
aZ1,X,Z2

(Z1 ⊗ Z2)⊗X Z1 ⊗ (Z2 ⊗X)
a−1Z1,Z2,X
oo Z1 ⊗ (X ⊗ Z2)
idZ1⊗ϑX
oo
Duals are inherited from C so that left duals are (Z, γ)∗ := (Z∗, γ¯) where γ¯X = (γ−1∗X)∗, and
right duals are similar.
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Definition 2.4.8. There is an obvious forgetful tensor functor
Z(C)→ C : (Z, γ) 7→ Z.
Remark 2.4.9. [Mu2, Corollary 5.13] The center Z(C) of a fusion category C is a non-
degenerate braided fusion category.
Example 2.4.10. [EGNO, Example 8.5.4] The center Z(C(G, 1)) of the category of G-
graded vector spaces with trivial associativity constraint can be described as the category of
G equivariant vector bundles supported on the elements of G.
Objects in Z(C(G, 1)) come equipped with half-braiding isomorphisms
γg : kg ⊗ V → V ⊗ kg for g ∈ G
This is equivalent to the presence of a family of isomorphisms
ρ : kg ⊗ V ⊗ kg−1 → V
satisfying certain conditions. Since conjugation permutes gradings, simple objects V ∈
Z(C(G, 1)) must then be supported on a conjugacy class, represented by r ∈ G. The family
of half-braiding isomorphisms equips V with the structure of a G-representation, induced by
an irreducible representation of CG(r) the centralizer of r in G.
Example 2.4.11. When A is an Abelian group Z(C(A, 1)) ∼= C(A ⊕ Â, 1) as a tensor
category since conjugacy classes in A are trivial, and irreducible representations of A corre-
spond to the character group Â. The half braiding comes from evaluation Â × A → k× as
follows
χ2(a1)id(a1a2,χ1χ2) : (a1, χ1)⊗ (a2, χ2)→ (a2, χ2)⊗ (a1, χ1)
for (a1, χ1), (a2, χ2) simple objects in C(A⊕ Â, 1).
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2.4.2. Braided functors.
Definition 2.4.12. A tensor functor (F, J) : C → D between braided categories C and
D with braidings c and c¯ respectively, is braided if it satisfies:
(2.8) F (X)⊗ F (Y )




F (Y )⊗ F (X)
J(Y,X)

F (X ⊗ Y )
F (cX,Y )
// F (Y ⊗X).
Remark 2.4.13. Let C be a braided tensor category. We denote the group of (isomor-
phism classes of) braided autoequivalences of C as Autbr(C).
Example 2.4.14. Braided tensor functors between pointed fusion categories must re-
spect Abelian third cohomology classes (see Subsection 2.1.4). With respect to the isomor-
phism (2.2) these correspond to orthogonal homomorphisms. Indeed there is an equivalence
[EGNO, Theorem 8.4.11], [JS, Theorem 3.3] between the category of pointed braided cat-
egories with isomorphism classes of braided functors, and the category of pre-metric groups
with orthogonal homomorphisms.
2.5. Algebras in a fusion category
Let C be a fusion category.
Definition 2.5.1. An algebra in C is a triple (A,m, u) where A ∈ C and m : A⊗A→ A
































A⊗ A m // A, A⊗ A m // A.
Here, a, l, r denote the associativity and unit constraints of C.
Example 2.5.2. This definition gives rise to both familiar and unfamiliar algebra objects.
• When C = Vec, we recover the usual definition of a finite-dimensional unital asso-
ciative algebra.
• When C = Rep(G), algebras are equiped with an action of G by algebra automor-
phisms, we call these G-algebras.
• The regular representation in Rep(G) can be given the structure of the algebra of
functions k(G) on G.
• The regular algebra k(G) for Rep(G) ⊂ Z(C(G,ω)) (see Definition 2.8.3) is called a
Lagrangian algebra and has useful properties(see [DMNO, NR]).
• When C = C(G, 1), algebras are G-graded unital associative algebras in the usual
sense. In particular, group algebras kH =
⊕
h∈H kh for subgroups H ⊂ G are
algebras in C.
• When C = C(G,ω), let H be a subgroup of G such that ω|H = d2ψ for a 2-cochain















When ψ is a 2-cocycle, this is a familiar associative algebra from group theory,
otherwise this is only associative in C(G,ω).
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• Let X ∈ C, we can define an algebra A := X ⊗ X∗ where multiplication m comes
from evaluation evX : X
∗ ⊗X → 1, and the unit is coevaluation u = coevX .
Definition 2.5.3. A right module over an algebra (A, m, u) in C is a pair (M, p), where
M is an object in C and p : M ⊗ A→M satisfying:























M ⊗ A p // M.
Remark 2.5.4. The definition of a left module in C is similar.
Example 2.5.5. We consider module objects.
• When C = Vec and A ∈ Vec is a finite dimensional unital associative k algebra, we
recover the usual definition of a module over A.
• When C = C(G, 1) and A ∈ C(G, 1) is a finite dimensional unital associative G-
graded k algebra, modules over A are G-graded.
• Let X, M ∈ C, we can define right modules over the algebra X ⊗ X∗ by M ⊗ X∗
where the right action p comes from evaluation evX : X
∗ ⊗X → 1.
• Let X, M ∈ C, we can define left modules over the algebra X⊗X∗ by X⊗M where
the left action p comes from evaluation evX : X
∗ ⊗X → 1.
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Definition 2.5.6. Let A and B be algebras in C. An (A,B)-bimodule in C is a triple
















Example 2.5.7. Let X, Y, M ∈ C, define algebras A = X ⊗ X∗ and B = Y ⊗ Y ∗ as
above. We can define an (A,B)-bimodule X ⊗M ⊗ Y ∗ where the left and right module
isomorphisms p and q come from evaluation as described in previous examples.
Remark 2.5.8. We denote CA the category of right A-modules, AC the category of left
A-modules, and ACA the category of A-bimodules in C with A-module or A-bimodule homo-
morphisms.
Definition 2.5.9. Let A be an algebra in C and let (M, p) and (N, q) be right and left






// M ⊗N // M ⊗A N.
Definition 2.5.10. An algebra A in a fusion category C is called separable if the multi-
plication morphism A⊗ A→ A splits as a morphism of A-bimodules.
Remark 2.5.11. [EGNO, Proposition 7.11.1][O2, §3] Let A ∈ C be a separable algebra,
then ACA is a fusion category under ⊗A with unit object A.
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2.6. Module categories
Let C and D be tensor categories.
Definition 2.6.1. A left C-module category (M,⊗,m, l), is a k-linear Abelian category
with additional structure:
i. A bifunctor ⊗ : C ×M→M.
ii. A natural family of isomorphisms, called the module associativity constraint
mX,Y,M : (X ⊗ Y )⊗M → X ⊗ (Y ⊗M)
for X, Y ∈ C and M ∈M.
iii. A module unit constraint lM : 1⊗M →M .
These must satisfy:





(X ⊗ Y )⊗ (Z ⊗M)
mX,Y,Z⊗M

(X ⊗ (Y ⊗ Z))⊗M
mX,Y⊗Z,M












for all objects X, Y, Z ∈ C and M ∈M.
Remark 2.6.2. The definition for right module categories is similar. Alternatively, let
Cop be the category C with opposite tensor multiplication
X ⊗op Y := Y ⊗X for all X, Y ∈ C
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with ⊗ the usual tensor product in C, and ⊗op the opposite tensor product; any left C-module
category M is right Cop-module.
Definition 2.6.3. A (C,D)-bimodule category is a k-linear Abelian category M which
is both left C-module, and right D-module, with left module associativity constraint
mW,X,M : (W ⊗X)⊗M → W ⊗ (X ⊗M)
and right module associativity constraint
nM,Y,Z : (M ⊗ Y )⊗ Z →M ⊗ (Y ⊗ Z)
compatible with a natural family of isomorphisms
bX,M,Y : (X ⊗M)⊗ Y → X ⊗ (M ⊗ Y )






(W ⊗ (X ⊗M))⊗ Y
bW,X⊗M,Y

(W ⊗X)⊗ (M ⊗ Y )
mW,X,M⊗Y

W ⊗ ((X ⊗M)⊗ Y )
idW⊗bX,M,Y
// W ⊗ (X ⊗ (M ⊗ Y ))
and





(X ⊗ (M ⊗ Y ))⊗ Z
bX,M⊗Y,Z

(X ⊗M)⊗ (Y ⊗ Z)
bX,M,Y⊗Z

X ⊗ ((M ⊗ Y )⊗ Z)
idX⊗nM,Y,Z
// X ⊗ (M ⊗ (Y ⊗ Z))
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for all W, X ∈ C, Y, Z ∈ D and M ∈M.
Remark 2.6.4. A (C,D)-bimodule category is the same thing as a left C Dop-module
category.
Example 2.6.5. Any tensor category C is bimodule over itself. This is called the regular
module category over C.
Example 2.6.6. Let F : C → D be a tensor functor, and let M be a module category
over D. Then M is a module category over C through F and the action of D.
2.6.1. Module functors.
Definition 2.6.7. Let (M,m) and (N , n) be left module categories over C. A C-module
functor consisits of a functor F :M→N and a natural family of isomorphisms
sX,M : X ⊗ F (M)→ F (X ⊗M)
called the module functor structure of F which satisfies:





X ⊗ (Y ⊗ F (M))
idX⊗sY,M

F ((X ⊗ Y )⊗M)
F (mX,Y,M )

X ⊗ F (Y ⊗M)
sX,Y⊗M









for each X, Y ∈ C and M ∈M.
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Definition 2.6.8. Let (F, s), (G, t) : M → N be module functors. A morphism of
module functors ν : (F, s)→ (G, t) is a natural transformation F → G satisfying:











for all X ∈ C and M ∈M.
Definition 2.6.9. Let M and N be (C,D)-bimodule categories. A (C,D)-bimodule
functor F :M→N is a left C Dop-module functor.
Example 2.6.10. Let M be a (C,D)-bimodule category. The right action of X ∈ D is
a C-module endofunctor, and similarly the left action of Y ∈ C is a D-module endofunctor.
In both of these cases, middle associativity serves as the module functor structure.
Definition 2.6.11. There is an obvious construction of a direct sum of module categories.
We say that a module categoryM over C is indecomposable if it is not (C-module) equivalent
to a non trivial direct sum of module categories.
Definition 2.6.12. We denote the category FunC(M,M) of left C-module endofunctors
as C∗M and call it the dual category to C with respect to M. When M is indecomposable
over C this is a tensor category with composition of functors acting as the tensor product,
and adjoints as duals.
Example 2.6.13. There is a canonical tensor equivalence C∗C = FunC(C, C) ∼= Cop follow-
ing the identifications described in Example 2.6.10. Note that each module functor F may
be identified with a right action − ⊗ F (1). We note that the category FunC(C, C) is strict
(see Remark 2.3.4).
Example 2.6.14. There is a canonical tensor equivalence FunCCop(C, C) ∼= Z(C). We
recall that left (C, Cop)-module categories are equivalent to C-bimodule categories. Thus we
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may identify (C, Cop)-module functors with the left action by objects in C equipped with
left module functor structure. Here left module functor structure is equivalent to the half
braiding.
Definition 2.6.15. Let C and D be tensor categories. We say that C is categorically
Morita equivalent to D if there is a C-module category M such that C∗M ∼= Dop. This
determines an equivalence relation [Mu2, Proposition 4.6].
Remark 2.6.16. [ENO2, Theorem 3.1] Two fusion categories are categorically Morita
equivalent if and only if they have braided equivalent centers.
Example 2.6.17. We observe that C(G, 1) is categorically Morita equivalent to Rep(G).
Consider the dual category over the category of finite dimensional vector spaces C(G, 1)∗Vec.
Module functors correspond to a vector space V paired with module functor structure iso-
morphisms kg ⊗ V ∼= V ⊗ kg for each g ∈ G. These provide V with the structure of a
G-representation.
2.7. The tensor product of module categories
Let C be a tensor category, (M,m) a right module category over C, (N , n) a left module
category over C, and A a k-linear Abelian category.
Definition 2.7.1. We say that a functor F : M  N → A is C-balanced if there is a
natural family of isomorphisms
bM,X,N : F (M ⊗X N)→ F (M X ⊗N)
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satisfying the following commutative diagram:




// F ((M ⊗X)⊗ Y N)
bM⊗X,Y,N

F (M  (X ⊗ Y )⊗N)
nX,Y,N
**
F (M ⊗X  Y ⊗N)
bM,X,Y⊗Ntt
F (M  X ⊗ (Y ⊗N))
for all M ∈M, N ∈ N , X, Y ∈ C.
Definition 2.7.2. Deligne’s tensor product is a k-linear Abelian category M C N
together with a C-balanced functor
BM,N :MN →MC N
inducing, for every k-linear Abelian category A, an equivalence between the category of
C-balanced functors from MN to A and the category of functors from MC N to A:
Funbal(MN , A) ∼= Fun(MC N , A).
Remark 2.7.3. Equivalently, the balancing functor BM,N is universal for all C-balanced
functors from M  N to Abelian categories. In other words, for any C-balanced functor











Proposition 2.7.4. [ENO1, Proposition 3.5] There is an equivalence of Abelian cate-
gories
(2.9) MC N ∼= FunC(Mop, N ).
Remark 2.7.5. IfM is a (D, C)-bimodule category, and N is a (C, E)-bimodule category
then (2.9) is an equivalence of (D, E)-bimodule categories.
Remark 2.7.6. LetM be a right C-module category, N a (C,D)-bimodule category, and
K a left D-module category. Then there is a canonical equivalence
(MC N )D K ∼=MC (N D K)
of categories. Hence the notation MC N D K will yield no ambiguity.
2.7.1. Invertible module categories.
Definition 2.7.7. We say that a (C,D)-bimodule category M is invertible if and only
if there is a (D, C)-bimodule category N so that there are bimodule equivalences
MD N ∼= C and N CM∼= D
to the regular C- and D-bimodule categories respectively.
Remark 2.7.8. Definition 2.6.15 and Proposition 2.7.4 establish that invertible (C,D)-
bimodule categories determine categorical Morita equivalences between C and D.
Example 2.7.9. Let T ∈ Aut(C), we define a quasi-trivial module category CT as in
Example 2.6.6. Here CT is the regular right module category (see Example 2.6.5), and the
left action is defined as follows
C × CT → CT : (X,M) 7→ T (X)⊗M
The associativity and unit constraints are inherited from tensor category C and tensor functor
T . The tensor inverse is CopT ∼= CT−1 .
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Definition 2.7.10. We call the group of (equivalence classes of) invertible C-bimodule
categories the Brauer-Picard group of C. It is denoted BrPic(C).
Remark 2.7.11. [ENO1] When C is a fusion category, the Brauer-Picard group is finite.
Remark 2.7.12. [DN, ENO1, ENO2] There is a canonical isomorphism of groups:
(2.10) BrPic(C) ∼= Autbr(Z(C)).
Indeed there is a canonical monoidal equivalence of monoidal categories:
BrPic(C) ∼= Autbr(Z(C)).
The objects of Autbr(Z(C)) are braided tensor autoequivalences of Z(C) with tensor auto-
morphisms as morphisms; the objects of BrPic(C) are invertible C-bimodule categories, and
morphisms are (isomorphism classes of) C-bimodule equivalences.
Definition 2.7.13. When C is a braided tensor category, one-sided module categories
can be given a canonical C-bimodule structure. In this case the Brauer-Picard group has a
subgroup of invertible one-sided module categories called the Picard group of C. It is denoted
Pic(C).
Remark 2.7.14. [DN] There is a canonical isomorphism
(2.11) Pic(C) ∼= Autbr(Z(C), C),
where Autbr(Z(C), C) is the group of (isomorphism classes of) braided tensor autoequivalences
of Z(C) trivializable on C ⊂ Z(C). The inclusion here is given by identifying Z ∈ C with
(Z, c−,Z) ∈ Z(C) for c the braiding on C.
2.8. Group theoretical categories
The most well understood tensor categories come from the representation theory and
cohomology of finite groups.
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Definition 2.8.1. A fusion category is group theoretical if it is categorically Morita
equivalent to a pointed fusion category.
2.8.1. Lagrangian subcategories. Let C be a non-degenerate braided fusion category.
Definition 2.8.2. A fusion subcategory L ⊂ C is called Tannakian if L = Rep(G) as a
braided fusion category for some finite group G.
Definition 2.8.3. A fusion subcategory L ⊂ C is called Lagrangian if L is Tannakian,
and L coincides with its centralizer, i.e., L = L′. In this case the regular algebra A = Fun(G)
of L = Rep(G) is a Lagrangian algebra in C and the category CA of left A-modules in C is
equivalent to C(G, ω) for some ω ∈ H3(G, k×), so that there is a braided tensor equivalence
(2.12) C ∼= Z(C(G, ω)).
See [DGNO2, Section 4.4.10] for details.
Proposition 2.8.4. [DGNO1, Corollary 4.14] A category C is group theoretical if and
only if Z(C) contains a Lagrangian subcategory.
2.8.2. Invertible objects of the center of a pointed fusion category. Let G be
a finite group and let ω ∈ H3(G, k×).
Let Z(G) denote the center of G. For any a ∈ Z(G) let
(2.13) βa(x, y) =
ω(a, x, y)ω(x, y, a)
ω(x, a, y)
, x, y ∈ G.
It is known that βa is a 2-cocycle and that the map
(2.14) β : Z(G)→ H2(G, k×) : a 7→ βa
is a group homomorphism.
Let Gab denote the maximal Abelian quotient of G, i.e., Gab = G/[G,G].
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The invertible objects of Z(C(G, ω)) are well known, see, e.g., [DPR]. The exact se-
quence (2.15) in the next proposition can be found in [GP, Example 6.2]. We include its
proof for the sake of completeness.
Proposition 2.8.5. The following sequence
(2.15) 0→ Ĝab → Inv(Z(C(G, ω)) F−→ Z(G) β−→ H2(G, k×)
is exact. Here F is given by the forgetful functor.
Proof. The central structures on the identity object of C(G, ω) are parameterized by
linear characters of G, i.e., by Ĝab. It is clear that in order to have a central structure the
invertible object of C(G, ω) must correspond to an element of Z(G). Finally, it follows from
(2.13) that a ∈ Z(G) admits a central structure if and only if βa is a coboundary. 
Remark 2.8.6. Proposition 2.8.5 can also be derived from the exact sequence (3.3).
Corollary 2.8.7. The category Z(C(G, ω)) is pointed if and only if G is Abelian and
β is zero.
Corollary 2.8.8. Suppose that G is Abelian. Then Z(C(G, ω))pt is Lagrangian if and
only if β is injective.
Proof. Note that Z(C(G, ω))pt contains the Lagrangian subcategory L = Rep(G) con-
sisting of central objects supported on 1. Clearly, Z(C(G, ω))pt = L if and only if the
forgetful homomorphism F : Inv(Z(C)) → Inv(C) is trivial, i.e., if and only if β is injec-
tive. 
2.8.3. Braided equivalences between centers of pointed categories. Let G be a
finite group and let A ⊂ G be a normal Abelian subgroup. Let K := G/A be the quotient
group, so that there is an extension
(2.16) 0→ A→ G→ K → 0.
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Such an extension is determined up to an isomorphism by the action of K on G (denoted by
(x, a) 7→ x · a for x ∈ K, a ∈ A) and the cohomology class of a 2-cocycle κ ∈ Z2(K, A), so
that elements of G are identified with pairs (a, x) ∈ A ×K and the multiplication is given
by
(a, x) (b, y) = (a(x · b)κ(x, y), xy), a, b ∈ A, x, y ∈ K.
It was shown in [MN, N] that the fusion category C(G, 1) is categorically Morita equivalent
to C(ÂoK,ω), where Â is the dual of the K-module A and the 3-cocycle ω ∈ Z3(ÂoK, k×)
is defined by
(2.17) ω((ρ1, x1), (ρ2, x2), (ρ3, x3)) = ρ1(κ(x2, x3)),
for all ρ1, ρ2, ρ3 ∈ Â and x1, x2, x3 ∈ K.
Remark 2.8.9. In fact, in [MN, N, U] all pairs of Morita equivalent pointed fusion cat-
egories (i.e., all pairs of twisted group doubles with braided tensor equivalent representation
categories) were classified. We will only use the special case described above.
Thus, there exists a braided equivalence
(2.18) Z(C(G, 1)) ∼= Z(C(ÂoK,ω)).
So for computational purposes (see Section 3.4) the group BrPic(C(G, 1)) can be replaced by
BrPic(C(ÂoK,ω)) substituting G for an easier group.
2.9. Graded fusion categories
Let G be a finite group.






into a direct sum of full Abelian subcategories such that the tensor product maps Cg×Ch to
Cgh for all g, h ∈ G. It follows that the trivial component Ce is a full tensor subcategory of
C, and each component Cg is a Ce-bimodule category.
When D = Ce we say that C is a G-extension of D.
Definition 2.9.2. A G-grading of C is faithful if Cg 6= 0 for all g ∈ G. In this dissertation
we will always assume faithful gradings.
Example 2.9.3. The category of G-graded vector spaces C(G,ω) with associativity con-
straint determined by ω is a graded tensor category with faithful grading group G. Compo-
nent subcategories correspond to graded vector spaces homogeneous in an element g ∈ G.
Example 2.9.4. Let φ : H → G be a surjective homomorphism of finite groups. The
category of H-graded vector spaces C(H,ω) is a graded tensor category with faithful grading
group G.
Example 2.9.5. The category of representations Rep(G) is graded by the character
group Ẑ(G). We note that each irreducible representation of G restricts to a direct sum of
(isomorphic) 1-dimensional representations of Z(G).
Example 2.9.6. Let G be a finite group. Denote Gab := G/[G,G], the maximal Abelian
quotient of G with canonical projection p : G→ Gab. Denote the group of linear characters
of the center of G as Ẑ(G) := Hom(Z(G), k×). The center Z(C(G, 1)) of the category of
G-graded vector spaces is graded by Gab× Ẑ(G). We recall the description (Example 2.4.10)
of objects in Z(C(G, 1)) as G-graded G-representations satisfying certain conditions. Let
Z ∈ Z(C(G, 1)) be a simple object corresponding to (r, ρ) where r ∈ G is a representative of
a conjugacy class, and ρ : CG(r)→ GL(V ) is an irreducible representation of CG(r).
• There is a Gab-grading on Z(C(G, 1)) induced by the G-gradings of simple objects
(each of which corresponds to a grading by elements of a conjugacy class of G). Z
belongs to the grading component corresponding to p(r) ∈ Gab.
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• There is a Ẑ(G)-grading on Z(C(G, 1)) induced by the G-representation associated
to each simple object (each of which is induced from a certain irreducible represen-
tation). By Schur’s Lemma, an irreducible CG(r)-representation (V, ρ) decomposes
as the direct sum of isomorphic 1-dimensional Z(G) ⊂ CG(r) representations, and
there is χ ∈ Ẑ(G) such that ρ|Z(G) = χidV . Z is an object in the grading component
corresponding to χ ∈ Ẑ(G).
These gradings are each quotients of a finer Gab×Ẑ(G) grading, such that Z described above
is an object in the grading component corresponding to (p(r), χ).
2.9.1. The universal grading. We can observe that any two gradings on a fusion
category C admit a common refinement.
Proposition 2.9.7. [GN, Corollary 3.7] Every fusion category C has a canonical faithful
grading group denoted U(C) called its universal grading group. Any other faithful grading of
C by a group G is determined by a surjective homomorphism pi : U(C)→ G.
Remark 2.9.8. Examples 2.9.3, 2.9.5, and 2.9.6 are all examples of the universal grading.
Proposition 2.9.9. [GN, Proposition 3.9] There is an isomorphism Û(C)ab ∼= Aut(IdC),
where Û(C)ab is the group of linear characters on the maximal Abelian quotient of U(C), and
Aut(IdC) is the group of tensor automorphisms of the identity functor of C.
Proposition 2.9.10. [GN, Theorem 6.3] Let C be a non-degenerate braided fusion cat-
egory. There is a canonical isomorphism U(C) ∼= Înv(C), where Înv(C) is the group of linear
characters on the invertible objects of C.
Remark 2.9.11. We form the identification Û(C) ∼= Inv(C) dual to that of Proposi-
tion 2.9.10 by way of the square braiding
cWg ,x ◦ cx,Wg = χ(g)idx⊗Wg for x ∈ Inv(C), g ∈ U(C), and Wg ∈ Cg
so that
Inv(C)→ Û(C) : x 7→ χ
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is an isomorphism.
Definition 2.9.12. We say that a grading is invariant if any autoequivalence of C maps
Ce to itself (and, hence, permutes the homogeneous components of the grading). Clearly, the
universal grading is invariant. More generally, if N ⊂ U(C) is a characteristic subgroup of
U(C) then the corresponding grading of C by U(C)/N is invariant.
2.9.2. Crossed product categories. Let G be a finite group, we denote Cat(G) the
monoidal category whose objects are elements of G, the only morphisms are identities, and
the tensor product is given by multiplication in G.
Definition 2.9.13. An action of a group G on a fusion category C is a monoidal functor
T : Cat(G)→ Aut(C)
Here Aut(C) is a tensor category, where objects are tensor autoequivalences, and morphisms
are tensor isomorphisms. We will use the notation TgX =
gX to describe the action of
g ∈ G on objects X ∈ C.
Definition 2.9.14. Let G be a finite group acting on a fusion category C. A crossed
product category CoG is defined as follows. We set CoG = CC(G, 1) as a k-linear Abelian
category. The tensor product is defined
(X  g)⊗ (Y  h) := (X ⊗ gY ) gh
for X, Y ∈ C and g, h ∈ G. The unit object is 1e and the associativity and unit constraint
come from those of C.





where objects of (C oG)g are X  g for objects X ∈ C. In particular, this contains C as its
trivial component (C oG)e.
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Example 2.9.16. For the trivial action of G on Vec we have VecoG = C(G, 1).
2.9.3. Classification of graded extensions of fusion categories. A description of
G-extensions in terms of Brauer-Picard groups was obtained in [ENO1]. Below we refor-
mulate this description in the way suitable for our purposes.
Proposition 2.9.17. [ENO1, Theorem 6.1] Let C = ⊕g∈G Cg be a G-extension. Then:
(i) each Cg, g ∈ G is an invertible Ce-bimodule category;
(ii) the tensor product yields Ce-bimodule equivalences:
(2.19) Mg,h : Cg Ce Ch → Cgh, g, h ∈ G.
This gives rise to a homomorphism
(2.20) G→ BrPic(Ce) : g 7→ Cg.
Definition 2.9.18. We say that a grading is injective if homomorphism (2.20) is injec-
tive.
Definition 2.9.19. We denote the monoidal category BrPic(Ce), which has invertible
Ce-bimodule categories as objects, the tensor product Ce and morphisms are (isomorphism
classes of) Ce-bimodule equivalences.
The associativity constraint of C gives rise to an isomorphism of Ce-bimodule equiave-
lences:
(2.21) af,g,h : Mf,gh(idCf DMg,h) ∼= Mfg,h(Mf,g D idCh).
This gives rise to a monoidal functor
(2.22) Cat(G)→ BrPic(Ce) : g 7→ Cg.
40
In view of isomorphism (2.10) the above data is the same thing as an action of G on
Z(D), i.e., a monoidal functor
(2.23) T : Cat(G)→ Autbr(Z(D)) : g 7→ Tg := Φ(Cg).
The above equivalences (2.19) give rise to the monoidal functor structure on T . According
to (2.10) for every g ∈ G we have natural isomorphisms of D-bimodule endofunctors of Cg:
(2.24) Tg(Y )⊗X ∼= X ⊗ Y, X ∈ Cg, Y ∈ Z(D)
which we will refer to as a module half braiding.
Remark 2.9.20. The action (2.23) alone does not determine an extension: for the exis-
tence of associativity constraint on C = ⊕g∈G Cg a certain obstruction O4(T ) ∈ H4(G, k×)
must vanish. In this case G-extensions of D corresponding to the action (2.23) are parame-
terized by a torsor over H3(G, k×).
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CHAPTER 3
Brauer Picard groups of fusion p-categories
3.1. Induction of central autoequivalences
Definition 3.1.1. Let C be a fusion category, let Z(C) be its center, with objects (Z, γ).
There is a central induction homomorphism
ind : Aut(C)→ Autbr(Z(C)) : α 7→ ind(α),
where ind(α)(Z, γ) = (α(Z), γα) and γα is defined by the following commutative diagram














// α(Z ⊗ α−1(X)).
Here α−1 is a quasi-inverse of α and JX,Y : α(X)⊗ α(Z) ∼−→ α(X ⊗ Z) is the tensor functor
structure of α.
3.1.1. The kernel of induction.
Definition 3.1.2. The forgetful functor F : Z(C)→ C restricts to a forgetful homomor-
phism between groups of invertible objects:
F : Inv(Z(C))→ Inv(C).
We note that there is a cannonical identification ker(F ) ∼= Û(C)ab.
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Definition 3.1.3. For any invertible object X ∈ A the conjugation by X is a tensor
autoequivalence of C, thus there is a group homomorphism
(3.2) conj : Inv(C)→ Aut(C).
Proposition 3.1.4. The sequence of group homomorphisms
(3.3) 0 // Û(C)ab // Inv(Z(C))
F
// Inv(C) conj // Aut(C) ind // Autbr (Z(C))
is exact.
Proof. The exactness at Inv(Z(C)) is obvious. To see that the sequence is exact at
Inv(C) observe that a natural tensor isomorphism between the conjugation functor
V 7→ X ⊗ V ⊗X∗
and idC is the same thing as a central structure on X. It remains to establish exactness at
Aut(C). For α ∈ Aut(C) let Cα denote the invertible C-bimodule category corresponding to
the induced autoequivalence ind(α) ∈ Autbr (Z(C)) under isomorphism (2.10). This category
is equivalent to the regular category C as a right C-module category and left action of C on
Cα is given by
(3.4) (X, V ) 7→ α(X)⊗ V,
for all X ∈ C and V ∈ Cα, see [NR, Example 6.4]. Braided autoequivalence ind(α) is trivial
if and only if there is an C-bimodule equivalence between Cα and C. Such an equivalence is
given by V 7→ X ⊗ V for an invertible object X in C such that α is the conjugation by X.
Thus, the result follows from isomorphism (2.10). 
3.1.2. The image of induction. Let C be a non-degenerate braided fusion category
and let A be a Lagrangian algebra in C. Let CA be the category of left A-modules in C. It is
a fusion category with tensor product ⊗A.
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There is a canonical braided tensor equivalence
(3.5) ιA : C ∼−→ Z(CA) : Z 7→ A⊗ Z.
Let
(3.6) indA : Aut(CA)→ Autbr(Z(CA))
denote the induction homomorphism.
Theorem 3.1.5. Let α be a braided tensor autoequivalence of C. The following conditions
are equivalent:
(i) there is an algebra isomorphism α(A) ∼= A,
(ii) there is γ ∈ Aut(CA) such that α = ι−1A ◦ indA(γ) ◦ ιA.
Proof. Suppose that there is an algebra isomorphism φ : A
∼−→ α(A). Define an autoe-
quivalence γ ∈ Aut(CA) as follows. Given an A-module X in C with the action p : A⊗X → X
we set γ(X) = α(X) as an object in C, with the action
A⊗ γ(X) = A⊗ α(X) φ⊗idα(X)−−−−−→ α(A)⊗ α(X) ∼= α(A⊗X) α(p)−−→ α(X).
Then ιAαι
−1
A (A ⊗ Z) ∼= A ⊗ α(Z) = γ(A ⊗ Z) as A-modules and its central structure is
determined by that of Z. This means that ιA ◦ α ◦ ι−1A = indA(γ).
Conversely, suppose that α = ι−1A ◦ indA(γ) ◦ ιA for some γ ∈ Aut(CA). Let FA : Z(CA)→
CA be the forgetful functor and let IA : CA → Z(CA) be its right adjoint. Note that IA(1) is
a Lagrangian algebra in Z(CA) and A ∼= ι−1A (IA(1)). For any γ ∈ Aut(CA) we have a natural
tensor isomorphism
(3.7) FA ◦ ind(γ) ∼= γ ◦ FA.
Taking adjoints of both sides and replacing γ by its inverse we obtain natural isomorphism
ind(γ) ◦ IA ∼= IA ◦ γ satisfying a multiplicative property corresponding to (3.7) being an
isomorphism of tensor functors. Applying both sides of the last isomorphism to 1 we obtain
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an algebra isomorphism
ind(γ) (IA(1)) ∼= IA(1),
which is equivalent to α(A) ∼= A. 
Remark 3.1.6. It follows from Theorem 3.1.5 that the image of the induction homo-
morphism (3.6) is the stabilizer of (the isomorphism class of) a Lagrangian algebra A ∈ C
in Autbr(C).
3.1.3. Image of induction in the pointed case. Let G be a finite group and let
ω ∈ H3(G, k×).
Let OutStab(ω) = Stab(ω)/ Inn(G) denote the subgroup of Out(G) consisting of classes
of automorphisms a such that ω ◦ (a× a× a) is cohomologous to ω.
Let I(G, ω) be the image of induction Aut(C(G, ω))→ Autbr(Z(C(G, ω))).
Proposition 3.1.7. There is an exact sequence
(3.8) Z(G)
β−→ H2(G, k×) ind−→ I(G, ω)→ OutStab(ω)→ 0
Proof. Using the exact sequence (3.3) we see that
I(G, ω) ∼= Aut(C(G, ω))/Ker(ind) ∼= Aut(C(G, ω))/Im(conj),
where conj is given by (3.2). The image of conj in Aut(C(G, ω)) is generated by Inn(G) =
G/Z(G) and the image of β : Z(G)→ H2(G, k×) ⊂ Aut(C(G, ω)) defined in (2.14) (note that
the conjugation by a ∈ Z(G) gives rise to a non-trivial tensor autoequivalence of C(G, ω)
precisely when βa is non-trivial in H
2(G, k×)). By (2.5), this implies the statement. 
Corollary 3.1.8. We have an exact sequence
(3.9) 0→ Ĝab → Inv(Z(C(G, ω)) F−→ Z(G) β−→ H2(G, k×) ind−→ I(G, ω)→ OutStab(ω)→ 0.
Corollary 3.1.9. Let C be a non-degenerate braided fusion category and let L = Rep(G)
be a Lagrangian subcategory of C such that α(L) ∼= L for every α ∈ Autbr(C). Then C ∼=
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Z(C(G, ω)) for some ω ∈ H3(G, k×) and the induction homomorphism
(3.10) Aut(C(G, ω))→ Autbr(Z(C(G, ω))
is surjective, i.e., Autbr(Z(C(G, ω)) = I(G, ω).
Proof. This follows from Theorem 3.1.5 and Proposition 3.1.7. 
3.2. Cohomology of elementary Abelian p-groups
Let p be a prime, let n be a positive integer, and let Vn denote the elementary Abelian
p-group of order pn. We have Aut(Vn) = GLn(Fp). Below we will also view Vn as an n-
dimensional vector space over the field Fp with p elements. We will denote V ∗n = Hom(Vn, Fp)
the dual vector space.
As before, for ω ∈ H3(Vn, k×) we denote C(Vn, ω) the category of Vn-graded vector spaces
with the associativity constraint twisted by ω.















(w1, . . . , wn) and S(W ) = S(w1, . . . , wn).
3.2.1. The case when p is odd. Let p be an odd prime.
The cohomology ring H•(Vn, Fp) is well known (see, e.g., [A]), namely
H•(Vn, Fp) =
∧
(x1, . . . , xn)⊗Fp Fp[y1, . . . , yn],
where deg(xi) = 1 and deg(yi) = 2 for all i = 1, . . . , n.
The cocycles representing generators xi and yi can be explicitly described as follows
(below we identify cocycles with the cohomology classes they represent). Define xi : Vn → Fp
and yi : Vn × Vn → Fp by
(3.11) xi(v) = vi
46
and
(3.12) yi(u, v) =

0 if ui + vi < p,
1 if ui + vi ≥ p,
for all v = (v1, . . . vn), u = (u1, . . . un) in Vn and i = 1, . . . n. Here we view ui, vi as elements
of {0, 1, . . . , p− 1} and add them as usual integers.
In particular,
(3.13) H3(Vn, Fp) =
∧3
(x1, . . . , xn)
⊕
Fp〈xi ∪ yj | i, j = 1, . . . , n〉,
where ∪ denotes the cup product. Note that the second summand in (3.13) is isomorphic to
V ∗n ⊗ V ∗n as a GLn(Fp)-module.







Proof. The automorphism of k× given by ξ 7→ ξp yields an exact sequence of Abelian
groups:
0 // Fp // k× // k× // 0,
where Fp is identified with the group of pth roots of 1 in k. This, by functoriality, yields a
long exact sequence of GLn(Fp)-modules:
· · · // Hm−1(Vn, Fp) // Hm−1(Vn, k×)
0
// Hm−1(Vn, k×)
// Hm(Vn, Fp) // Hm(Vn, k×)
0
// Hm(Vn, k
×) // · · ·
Note that the map Hm−1(Vn, k×) → Hm−1(Vn, k×) induced by taking the pth power is
zero since the exponent of Hm(Vn, k
×) is p. The latter fact follows from isomorphism
Hm(Vn, k
×) = Hm+1(Vn, Z) and the Ku¨nneth formula for the direct product in cohomology.
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In particular, there is a short exact sequence of GLn(Fp)-modules
(3.15) 0→ H2(Vn, k×) δ−→ H3(Vn, Fp)→ H3(Vn, k×)→ 0.
We claim that the image of inclusion
(3.16) δ : H2(Vn, k
×) =
∧2
(V ∗n )→ H3(Vn, Fp)
is the subspace of Fp〈xi ∪ yj | i, j = 1, . . . , n〉 ⊂ H3(Vn, Fp) consisting of cohomology classes
of the form
∑n
i,j=1 aijxi ∪ yj, where A = {aij} is an anti-symmetric matrix over Fp.
Indeed, (3.16) is given by the connecting homomorphism which is explicitly computed as
follows. Fix a primitive p-th root of unity ξ in k and consider homomorphism
Fp → k× : a 7→ ξa.
A class in H2(Vn, k
×) is represented by a 2-cocycle µ : Vn × Vn → k× given by
µ(u, v) = ξ(Au, v), u, v ∈ Vn,
where A = {aij} is an n-by-n matrix over Fp and (Au, v) =
∑n
i,j aijuivj is viewed as a
non-negative integer.
Let λ be a fixed pth root of ξ in k. Take a 2-cochain ν : Vn × Vn → k× defined by
ν(u, v) = λ(Au, v), u, v ∈ Vn.
For non-negative integers a, b let us denote {a, b} the integral part of a+b
p
. We have
ν(u, v)ν(u′, v) = ν(u+ u′, v) ξ{(Au,v),(Au
′,v)},
ν(u, v)ν(u, v′) = ν(u, v + v′) ξ{(Au,v),(Au,v
′)},
for all u, u′, v, v′ ∈ Vn. Using these identities we compute the differential of ν:
dν(u, v, w) =
ν(u+ v, w)ν(u, v)




, u, v, w ∈ Vn.
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Fix k, l ∈ {1, 2, . . . , n} and take A such that aij = 1 if i = k and j = l and aij = 0 otherwise.
Then the previous calculation yields




Since dν(u, v, w) = ξδ(µ)(u,v,w), we conclude that in this case
δ(µ)(u, v, w) = uk{vl, wl} − wl{uk, vk}.
Comparing this with (3.11) and (3.12) (note that yi(u, v) = {ui, vi}) we conclude that the
image of δ is spanned by
(3.17) xk ∪ yl − xl ∪ yk, k, l = 1, . . . , n,
as claimed. The quotient of V ∗n ⊗ V ∗n by this space is isomorphic to S2(V ∗n ) via the sym-
metrization map. Since
H3(Vn, k
×) = H3(Vn, Fp)/Image(δ : H2(Vn, k×)→ H3(Vn, Fp)),
the statement follows from the last claim and (3.13). 
3.2.2. The case when p = 2. It is known (see, e.g., [A]) that
H•(Vn, F2) = F2[x1, . . . , xn],
where xi, i = 1, . . . , n are one-dimensional generators represented by 1-cocycles
(3.18) xi(v) = vi, where v = (v1, . . . vn) ∈ Vn.
Proposition 3.2.2. There is an isomorphism of GLn(F2)-modules:
(3.19) H3(Vn, k
×) ∼= S3(x1, . . . , xn)/F2〈x2ixj + xix2j | i, j = 1, . . . , n〉.
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Proof. The argument is similar to that of Proposition 3.2.1. There is a short exact
sequence of GLn(F2)-modules
0→ H2(Vn, k×)→ H3(Vn, F2)→ H3(Vn, k×)→ 0.
The same computation as in the proof of Proposition 3.2.1 shows image of inclusion of
H2(Vn, k
×) =
∧2(V ∗n ) into H3(Vn, Fp) = S3(x1, . . . , xn) is spanned by elements xk∪yl+xl∪yk
with k, l = 1, . . . , n (see (3.17)). Since for p = 2 we have yk = x
2
k, the result follows. 
3.3. BrPic(C(Vn, ω)) when Vn is an elementary Abelian p-group
3.3.1. The case when p is odd. Given a cohomology class ω ∈ H3(Vn, k×) denote
(3.20) ω = ωalt + ωsym, ωalt ∈
∧3
(V ∗n ), ωsym ∈ S2(V ∗n )
the decomposition of ω from (3.14).
Definition 3.3.1. Let V be a vector space. Consider the interior derivation




(V ∗) : v ⊗ φ 7→ ιv(φ),
given by
ιv(x ∧ y ∧ z) = 〈v, z〉x ∧ y − 〈v, y〉x ∧ z + 〈v, x〉y ∧ z,
for all v ∈ V, x, y, z ∈ V ∗, and extended to ∧3(V ∗) by linearity.
Definition 3.3.2. The radical of φ ∈ ∧3(V ∗) is defined as
(3.21) Rad(φ) := {u ∈ V | ιu(φ) = 0}.
We say that φ ∈ ∧3(V ∗) is non-degenerate if Rad(φ) = 0.
Proposition 3.3.3. Let v ∈ Vn and let ω ∈ H3(Vn, k×). Then v, regarded as a simple
object in C(Vn, ω), is in the image of Inv(Z(C(Vn, ω))) → Inv(C(Vn, ω)) if and only if v ∈
Rad(ωalt).
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Proof. We claim that in this case the homomorphism
β : Vn → H2(Vn, k×) =
∧2
(V ∗n )
defined by (2.13) and (2.14) is given by
(3.22) β(v) = ιv(ωalt), v ∈ Vn.
Let us first prove this claim when ω = ωalt ∈
∧3(V ∗n ) (i.e., when the symmetric part of ω
in (3.20) is trivial). Such an ω is a linear combination of 3-cocycles ωijk (i, j, k are distinct
elements of {1, . . . , n}), given by ω(u, v, w) = ξuivjwk , where ξ is a fixed primitive pth root
of 1 in k. So we may assume that ω = ωijk. We have
β(v) = vixj ∧ xk − vjxi ∧ xk + vkxi ∧ xj, v = (v1, . . . , vn) ∈ Vn,
where xi are defined by (3.11). Thus, β(v) = ιv(ωijk) and (3.22) is true in this case.
Next, let us prove the claim when ω = ωsym ∈ S2(V ∗n ). We need to check that β = 0 ∈
H2(Vn, k
×) in this case. We may assume that ω is the image of xi ∪ yj ∈ H3(Vn,Fp) under
(3.15) i.e.,
ω(u, v, w) = ξxi(u)yj(v,w), u, v, w ∈ Vn.
Since yj is symmetric (see (3.12)) we conclude that β(v) is the image of viyj under the
homomorphism H2(Vn, Fp)→ H2(Vn, k×) and, hence, is trivial.
So, (3.22) is true for all ω ∈ H3(Vn, k×) and the result follows from Proposition 2.8.5. 
Corollary 3.3.4. The category Z(C(Vn, ω)) is pointed if and only if ωalt = 0.
Corollary 3.3.5. Z(C(Vn, ω))pt = Rep(Vn) if and only if ωalt is non-degenerate. In
this case Z(C(Vn, ω))pt is the trivial component of the universal grading of Z(C(Vn, ω)) and
the universal grading group of Z(C(Vn, ω)) is Hom(Vn, k×), the dual group of Vn.
Proof. This follows from Corollary 2.8.8. 
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Theorem 3.3.6. Let ω ∈ H3(Vn, k×) be such that ωalt is non-degenerate. There is an
exact sequence of groups:
(3.23) 0→ Vn ι(ωalt)−−−→
∧2
(V ∗n )→ BrPic(C(Vn, ω))→ StabVn(ω)→ 0.
Proof. This follows from Proposition 3.1.7 and Corollary 3.1.9 applied to G = Vn. 
Theorem 3.3.6 implies that the Brauer-Picard group of C(Vn, ω) is an extension of
StabVn(ω) = Stab(ωalt) ∩ Stab(ωsym)
by an elementary Abelian p-group.
3.3.2. The case when p = 2.
Proposition 3.3.7. There is a short exact sequence of GLn(F2)-modules:
(3.24) 0→ S2(V ∗n )→ H3(Vn, k×) pi−→
∧3
(V ∗n )→ 0.
Proof. Using Proposition 3.2.2 we see that H3(Vn, k
×) contains a GLn(F2)-submodule
spanned by x2ixj, i, j = 1, . . . , n (modulo F2〈x2ixj + xix2j | i, j = 1, . . . , n〉). Clearly, this
submodule is isomorphic to S2(V ∗n ) and the corresponding quotient is isomorphic to
∧3(V ∗n )
(the cosets are represented by polynomials xixjxk, where i, j, k = 1, . . . , n are distinct). 
For ω ∈ H3(Vn, k×) let
(3.25) ωalt = pi(ω) ∈
∧3
(V ∗n ).
Proposition 3.3.8. Let v ∈ Vn and let ω ∈ H3(Vn, k×). Then v, regarded as a simple
object in C(Vn, ω), is in the image of Inv(Z(C(Vn, ω))) → Inv(C(Vn, ω)) if and only if v ∈
Rad(ωalt).
Proof. This is similar to proof of Proposition 3.3.3. 
Corollary 3.3.9. The category Z(C(Vn, ω)) is pointed if and only if ωalt = 0.
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Corollary 3.3.10. Corollary 3.3.5 and Theorem 3.3.6 hold for p = 2 (but note that the
meaning of ωalt is different in this case, cf. (3.25))
Remark 3.3.11. The representation categories of twisted group doubles of elementary
Abelian 2-groups and braided tensor equivalences between them were studied by Goff, Mason,
and Ng in [GMN]. The above results about the third cohomology of Vn and invertible objects
of Z(C(Vn, ω)) can be derived from that paper.
3.4. Cocycles associated to extra special p-groups
Definition 3.4.1. Let p be a prime. A p-group G is called extra special if its center Z
is cyclic of order p and G/Z is elementary abelian. Such groups are well known: for each
positive integer n there exist precisely two non-isomorphic extra special p-groups of order
p2n+1.
Since G is a central extension of the form
(3.26) 0→ Fp → G→ V2n → 0,
corresponding to some cohomology class κG ∈ H2(Vn, Fp) we can apply the results of Sec-
tion 2.8.3. Namely, there is a braided equivalence
(3.27) Z(C(G, 1)) ∼= Z(C(V2n+1, ωG)),
where ωG ∈ H3(G, k×) is obtained from κG as follows. Choose a generator x0 ofH1(Fp, Fp) =
F∗p and consider the cup product
H1(Fp, Fp)⊗Fp H2(Vn, Fp)→ H3(V2n+1, Fp) : x0 ⊗ κ 7→ x0 ∪ κ.
Proposition 3.4.2. ωG is the image of x0 ∪ κG under the projection
H3(V2n+1, Fp)→ H3(V2n+1, k×).
Proof. This follows from (2.17). 
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3.4.1. Extra special p-groups when p is odd. Let p be an odd prime and let n be
a positive integer. Let D and Q denote extra special groups of order p2n+1 and exponents p
and p2 respectively. They can be constructed as follows. Let M = (Z/pZ × Z/pZ) o Z/pZ
and N = Z/p2Z o Z/pZ be non-Abelian groups of order p3. Then D is the central product
of n copies of M and Q is the central product of N and n− 1 copies of M .
It is straightforward to compute cohomology classes κD, κQ ∈ H2(V2n, Fp) corresponding








x2i−1 x2i + y1,(3.29)
where generators xi, yi are defined by (3.11) and (3.12).




(x0, x1, . . . , x2n)⊕ S2(z0, z1, . . . , z2n),
hence elements ω ∈ H3(V2n+1, k×) correspond to pairs (ωalt, ωsym), where ωalt is a degree 3
element of the exterior algebra and ωsym is a degree 2 element of the symmetric algebra.
Below we identify ω with its image under isomorphism (3.30).























Proof. This follows from equations (3.28), (3.29), and Proposition 3.4.2. 
3.4.2. Extra special 2-groups. Let D and Q denote extra special groups of order
22n+1. They can be constructed as follows. The group D is the central product of n copies
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of the dihedral group of order 8 and Q is the central product n − 1 copies of the dihedral
group of order 8 and one copy of the quaternion group.
It is straightforward to compute cohomology classes κD, κQ ∈ H2(V2n, F2) corresponding








x2i−1 x2i + x21 + x
2
2,(3.34)
where generators xi are defined by (3.18).
Recall from Proposition 3.2.2 that there is an isomorphism of GL2n+1(F2)-modules:
(3.35) H3(V2n+1, k
×) ∼= S3(x0, x1, . . . , x2n)/F2〈x2ixj + xix2j | i, j = 0, . . . , 2n〉.
Below we identify ω with its image under (3.35).








x0 x2i−1 x2i + x0 x21 + x0 x
2
2.(3.37)
Proof. This follows from equations (3.33), (3.34), and Proposition 3.4.2. 
Recall from Proposition 3.3.7 that there is a short exact sequence of GL2n+1(F2)-modules
(3.38) 0→ S2(x0, x1, . . . , x2n)→ H3(V2n+1, k×) pi−→
∧3
(x0, x1, . . . , x2n)→ 0.
Proposition 3.4.5. We have pi(ωD) = pi(ωQ) = ωalt, where







Proof. The homomorphism pi : H3(V2n+1, k
×) → ∧3(V ∗2n+1) is described explicitly in
the proof of Proposition 3.3.7. The result is immediate from there. 
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3.5. Brauer-Picard groups
3.5.1. Representation categories of extra special p-groups for odd p. It follows
from Theorem 3.3.6 that the Brauer-Picard groups BrPic(C(D, 1)) and BrPic(C(Q, 1)) are
extensions of Stab(ωD) and Stab(ωQ), respectively, by elementary Abelian p-groups. One
can find these stabilizers using the explicit formulas (3.31) and (3.32). Below we do it for
ωD.
Let V be a finite dimensional vector space. For any subgroup G ⊂ GL(V ) define the
corresponding affine group AffG = V oG.
Proposition 3.5.1. Suppose n > 1. Then
Stab(ωD) ∼= AffSp2n(Fp)o F×p .
Here Sp2n(Fp) denotes the symplectic group.
Proof. Let {e0, e1, . . . , e2n} be the standard basis of V2n+1 so that {x0, x1, . . . , x2n} is
the dual basis of V ∗2n+1. By the rank of
∑
i ai∧bi ∈
∧2 V ∗ we mean the rank of the associated
linear endomorphism of v given by
V → V : v 7→
∑
i
〈v, ai〉bi − 〈v, bi〉ai.
For every g ∈ Stab(ωD) and every v ∈ V2n+1 the ranks of ιg(v)(ωD) and ιv(ωD) are equal. It
follows that the span of {e1, . . . , e2n} is stable under Stab(ωD). Indeed, non-zero vectors v





(it corresponds to the symplectic form). An element g ∈ Stab(ωD) must map e0 to λe0 +∑2n
i=1 viei and the dual of the restriction of g on the span of {e1, . . . , e2n} must map s to
λ−1s, where v = (v1, . . . v2n) is an arbitrary vector in F2np and λ ∈ F×p .
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where v ∈ F2np , M ∈ Sp2n(Fp), and λ ∈ F×p . This clearly implies the statement. 
When n = 1, i.e., when D, Q are extra special groups of order p3, there is a neat precise
description of their Brauer-Picard groups.
Proposition 3.5.2. Let n = 1. Then
Stab(ωD) = SL3(Fp) and Stab(ωQ) = AffO2(Fp).
Proof. For any A ∈ GL3(Fp) we have
A(x0 ∧ x1 ∧ x2) = det(A)(x0 ∧ x1 ∧ x2)
in
∧3(x0, x1, x2), which proves the first equality. The group of matrices in SL3(Fp) stabiliz-
ing z0z1 ∈ S2(z0, z1, z2) is precisely the 2-dimensional affine orthogonal group, which proves
the second equality. 
Corollary 3.5.3. Let D, Q be the extra special groups of order p3 of exponents p and
p2, respectively. Then
(3.40) BrPic(C(D, 1)) ∼= SL3(Fp) and BrPic(C(Q, 1)) ∼= AffO2(Fp).
Proof. Note that the homomorphisms ι(ωalt) for ω = ωD, ωQ in (3.23) are isomor-
phisms, so BrPic(C(V3, ω)) = Stab(ω) and the isomorphisms follow from Proposition 3.5.2.

Remark 3.5.4. The first of isomorphisms in (3.40) was established by Riepel in [R] by
different methods.
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3.5.2. Representation categories of extra special 2-groups. In view of Corol-
lary 3.3.10 the Brauer-Picard groups of C(D, 1) and C(Q, 1) are extensions of Stab(ωD) and
Stab(ωQ), respectively, by elementary Abelian 2-groups. The above stabilizers can be found
using the explicit formulas (3.36) and (3.37).
We consider Stab(ωD) and Stab(ωQ) as subgroups of Stab(ωalt).
Proposition 3.5.5. Suppose n > 1. Then
Stab(ωalt) ∼= AffSp2n(F2).
Proof. This is similar to the proof of Proposition 3.5.1. 
Proposition 3.5.6. Let n > 1. The projection from AffSp2n(F2) to Sp2n(F2) induces
inclusions
Stab(ωD) ↪→ Sp2n(F2) and Stab(ωQ) ↪→ Sp2n(F2)
Proof. A simple computation verifies that the kernel of this projection intersects both
Stab(ωD) and Stab(ωQ) trivially. 
Proposition 3.5.7. Let n > 1. Then
Stab(ωD) ∼= Sp2n(F2) and Stab(ωQ) ∼= Sp2n(F2)
Proof. Second cohomology classes κD and κQ defined in equations (3.33) and (3.34),
represent the two equivalence classes of quadratic forms in even dimension [W, 3.4.7]. Their
respective stabilizers, the orthogonal groups O+2n(F2) and O−2n(F2), are identified with sub-
groups of Stab(ωD) and Stab(ωQ).
It is known that O+2n(F2) and O−2n(F2) are maximal subgroups of Sp2n(F2) [P, Theorem
1.5].
Let M ∈ GL(V2n+1) be defined by
M(v0, v1, v2, v3, v4, . . . , v2n−1, v2n) = (v0, v1, v2, v0 + v3 + v4, v4, . . . , v2n−1, v2n).
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Note that M ∈ Stab(ωD) and M ∈ Stab(ωQ), however, it is not an element of either orthog-
onal subgroup. Thus the images of inclusions specified in Proposition 3.5.6 properly contain
maximal subgroups. It follows that these are isomorphisms. 
Proposition 3.5.8. Let n = 1. Then
Stab(ωD) ∼= S4 and Stab(ωQ) = S3.
Proof. For any ω ∈ H3(V3, k×) = S3(x0, x1, x2)/F2〈x2ixj + xix2j | i, j = 0, 1, 2〉 the
evaluation map
V3 → F2 : (v0, v1, v2) 7→ ω(v0, v1, v2)
is well defined and, furthermore, ω is completely determined by the set of vectors of V3
mapped to 1 (cf. [M]).
For ω = ωD = x0x1x2 this set consists of the single vector (1, 1, 1). So Stab(ωD) is
precisely the subgroup of automorphisms of V3 fixing this vector, i.e.,
Stab(ωD) ∼= AffGL2(F2) ∼= F22 oGL2(F2) ∼= S4.




2 this set consists of vectors (1, 1, 1), (1, 1, 0), and
(1, 0, 1). The group Stab(ωQ) consists of automorphisms of V3 permuting these vectors.
Since they form a basis of V3, we conclude Stab(ωQ) ∼= S3. 
Corollary 3.5.9. Let D, Q be the dihedral group and quaternion groups of order 8,
respectively. Then
(3.41) BrPic(C(D, 1)) ∼= S4 and BrPic(C(Q, 1)) ∼= S3.
Proof. Note that the homomorphisms ι(ωalt) for ω = ωD, ωQ in (3.23) are isomor-
phisms, so BrPic(C(V3, ω)) = Stab(ω) and the isomorphisms follow from Proposition 3.5.8.

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Remark 3.5.10. The isomorphisms in (3.41) were established in [NR] by different meth-
ods.
3.5.3. Pointed p-categories coming from metric modular Lie algebras. In view
of isomorphism (3.14) one can produce interesting examples of 3-cocycles on elementary
Abelian groups as follows.
Let F be a finite field of characteristic p > 3. Below we consider finite dimensional Lie
algebras over F . We refer the reader to [S] for the theory of modular Lie algebras.
Definition 3.5.11. A pre-metric Lie algebra is a Lie algebra g equipped with an invariant
symmetric bilinear form ( , ), i.e., such that
([a, b], c) = (a, [b, c]),
for all a, b, c ∈ g. A metric Lie algebra is a pre-metric Lie algebra such that ( , ) is non-
degenerate.
For a Lie algebra g let Aut(g) denote the group of Lie algebra automorphisms of g. For a
pre-metric Lie algebra g let Autm(g) ⊂ Aut(g) denote the group of Lie algebra automorphisms
of g preserving ( , ).
Consider the following bilinear symmetric and trilinear alternating forms on g:
ω˜sym(a, b) = (a, b) and ω˜alt(a, b, c) = ([a, b], c), a, b, c ∈ g,
and identify them with ωsym ∈ S2(g∗) and ωalt ∈
∧3(g∗) by means of symmetrization and
anti-symmetrization maps.
Let V denote the underlying additive group of g. It is an elementary Abelian p-group.
Set
(3.42) ω = ωalt + ωsym ∈ H3(V, k×).
Proposition 3.5.12. Let g be a metric Lie algebra such that g = [g, g] and let ω ∈
H3(V, k×) be the 3-cocycle constructed above. Then Stab(ω) ∼= Autm(g).
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Proof. It is clear that each φ ∈ Autm(g) stabilizes ω˜sym and ω˜alt. Hence, it stabilizes
ω. Conversely, if ψ is a group automorphism of V stabilizing ω then it must stabilize both
ωsym and ωalt. The former condition means that ψ preserves ( , ) and the latter one means
that it is a Lie algebra homomorphism. 
Proposition 3.5.13. Let g be a pre-metric Lie algebra. Then ωalt ∈
∧3(g∗) is non-
degenerate if and only if g = [g, g] and ( , ) is non-degenerate (i.e., g is a metric Lie algebra).
Proof. Non-degeneracy of ωalt is equivalent to non-degeneracy of the alternating trilin-
ear form ω˜alt. This implies the statement. 
Corollary 3.5.14. Suppose that g is a metric Lie algebra such that g = [g, g]. There
is an exact sequence
(3.43) 0→ V →
∧2
(V ∗)→ BrPic(C(V, ω))→ Autm(g)→ 0.
Proof. This follows from Theorem 3.3.6 and Propositions 3.5.12 and 3.5.13. 
One can take ( , ) to be the Killing form of g :
(a, b) = Trg(ad(a) ad(b)), a, b ∈ g,
where ad denotes the adjoint representation of g. Let ωg ∈ H3(V, k×) denote the corre-
sponding 3rd cohomology class defined by (3.42).
Remark 3.5.15. If g has a non-degenerate Killing form then g is a direct sum of simple
Lie algebras. Unlike for Lie algebras over C, the converse to this statement is false in positive
characteristic. All simple classical Lie algebras with a non-degenerate Killing over a field
F with char(F ) > 3 are known. The necessary and sufficient condition is that char(F )
should not divide the determinant of the Killing form of the corresponding simple complex
Lie algebra, see [S, Chapter II §9].
It can even happen that every trace form of a simple g is degenerate, this is the case,
e.g., for g = sln(F ) when char(F ) divides n.
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Proposition 3.5.16. Let g be a simple Lie algebra with a non-degenerate Killing form.
We have an exact sequence
0→ V →
∧2
(V ∗)→ BrPic(C(V, ωg))→ Aut(g)→ 0,
Proof. It is clear that when ( , ) given by the Killing form of g we have Autm(g) =
Aut(g). The result follows from Corollary 3.5.14. 
Remark 3.5.17. The automorphism groups of classical simple modular Lie algebras g
are known [S].
Thus, finite simple groups of Lie type naturally appear as composition factors of groups
of autoequivalences and Brauer-Picard groups of pointed fusion categories.
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The corresponding 3-cocycle ωg is given by
ωg =
(
8xe ∧ xf ∧ xh, 4zezf + 8z2h
)
.
In particular, when F = Fp we have BrPic(C(V, ωg)) = SO3(Fp).
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CHAPTER 4
Autoequivalences of graded extensions




Cg, Ce = D,
be an invariant (Definition 2.9.12) extension of a fusion category D. Let Aut(C) and Aut(D)
denote the groups of tensor autoequivalences of C and D respectively. Recall that in this
situation, the restriction homomorphism
(4.2) ResCD : Aut(C)→ Aut(D)
is well defined.
The main goal of this chapter is to understand the image and kernel of (4.2).
4.1. Grading data
The grading (4.1) is a homomorphism G → BrPic(D) (2.20), which lifts to a monoidal
functor Cat(G) → BrPic(D) (Subsection 2.9.3). Indeed the grading is precisely a certain
monoidal 2-functor [ENO1], however we make use of the description above and the canonical
monoidal equivalence
(4.3) Φ : BrPic(D)→ Autbr(Z(D))
to encode grading data as an action of G on Z(D) by braided autoequivalences.
We define this action
(4.4) T : Cat(G)→ Autbr(Z(D)) : g 7→ Tg = Φ(Cg)
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by making choices
(4.5) σg(X,Z) : X ⊗ Z → Tg(Z)⊗X, X ∈ Cg, Z ∈ Z(D),
of module half-braidings (2.24) for Z(D) over Cg for each g ∈ G. Take Z(D) and the module
action on each Cg to be strict, let Jg denote the tensor functor structure of Tg, and c the
braiding on Z(D). The module half-braiding (4.5) satisfies




// Tg(Z)⊗X ⊗ Z ′
idTg(Z)⊗σg(X,Z′)

Tg(Z ⊗ Z ′)⊗X Tg(Z)⊗ Tg(Z ′)⊗X,
Jg(Z,Z′)⊗idX
oo

















for each Y ∈ D, Z, Z ′ ∈ Z(D), g ∈ G, and each X ∈ Cg.
Remark 4.1.1. In general, an equivalence (F, s) : M → N of invertible D-bimodule
categories gives rise to an isomorphism Φ(F ) : Φ(M) → Φ(N) of braided autoequivalences
of Z(D). With Φ defined by making choices (4.5) of module half braidings denoted σM and
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// Φ(N )(Z)⊗ F (M)
s(Φ(N )(Z),M)





// F (Φ(N )(Z)⊗M)
commute for each M ∈M, and Z ∈ Z(D).
We extract the monoidal functor structure Φ(Mg,h) : Φ(Cg)Φ(Ch) → Φ(Cgh), g, h ∈ G,
induced by the tensor product on C, by taking C to be strict, and composing module half-
braidings. This is the isomorphism γg,h : TgTh → Tgh so that the diagram




// Xg ⊗ Tg(Z)⊗Xh
σg(Xg ,Th(Z))⊗idXh

Tgh(Z)⊗Xg ⊗Xh TgTh(Z)⊗Xg ⊗Xh
γg,h(Z)⊗idXg⊗Xh
oo
commutes for each Z ∈ Z(D), g, h ∈ G, and each Xg ∈ Cg, Xh ∈ Ch.
Definition 4.1.2. LetM be a D-bimodule category, let F ∈ Aut(D) and denote central
induction (Definition 3.1.1) F¯ := ind(F ) ∈ Autbr(Z(D)). We takeMF to be the D-bimodule
category obtained from M by “twisting” actions of D by F , i.e.,
X M = F (X)⊗M, M X = M ⊗ F (X), X ∈ D, M ∈M,
where ⊗ denotes the original action of D and  denotes the module action. If M is an
invertible D-bimodule category then so isMF . In this caseMF corresponds to the braided
autoequivalence ind(F )−1 ◦ Φ(M) ◦ ind(F ) under isomorphism (2.10).
Remark 4.1.3. When the grading (4.1) is invariant, a tensor autoequivalence Γ : C → C
determines:
• A tensor autoequivalence F := ResCD(Γ) : D → D.
• A group automorphism a ∈ Aut(G) which permutes the grading components.
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• A family of D-bimodule equivalences Fg := Γ|Cg : Cg → CFa(g), g ∈ G.
• Natural isomorphisms MFg,h ◦ Fg D Fh → Fgh ◦Mg,h, for each g, h ∈ G.
This data in terms of invertible Ce-bimodule categories and their equivalences translates
under (4.3) into an isomorphism of actions (i.e. a natural isomorphism of monoidal functors):
F¯−1 ◦ Ta ◦ F¯ : Cat(G)→ Autbr(Z(D)) : g 7→ F¯−1Ta(g)F¯ = Φ(CFa(g))
T : Cat(G)→ Autbr(Z(D)) : g 7→ Tg = Φ(Cg).














for each Z ∈ Z(D), g ∈ G, and each Xg ∈ Cg, where J is the tensor functor structure of Γ.
4.2. Canonical homomorphism associated to a graded fusion category
Let C be a graded fusion category (4.1) which extends D = Ce. In this section we
consider the grading data (4.4) restricted to the maximal pointed subcategory (Definition
2.3.13) Z(D)pt = C(Inv(Z(D)), ωZ(D)), where ωZ(D) is a representative of a canonical third
cohomology class in H3(Inv(Z(D)), k×).
The canonical action (4.4) restricts to an action
T : G→ Autbr(Z(D)pt), g 7→ Tg
of G on C(Inv(Z(D)), ωZ(D)). The tensor functor structure of this restriction is given by a
collection of 2-cochains µg ∈ C2(G, k×), g ∈ G:
µg(Y, W ) :
gY ⊗ gW ∼−→ g(Y ⊗W ), Y,W ∈ Inv(Z(D)),
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satisfying
(4.10) d2µg(X, Y,W ) =
ωZ(D)(X, Y, W )
ωZ(D)( gX, gY, gW )
.
Next, natural isomorphisms of tensor functors:
γg,h : TgTh → Tgh
restricted to C(Inv(Z(D)), ωZ(D)) are given by a collection of 2-cocycles:
γY = {γg,h(Y )}g,h∈G, for Y ∈ Inv(Z(D)).
Tensor property of these isomorphisms translates to the relation
(4.11)
µgh(Y, W )
γg,h(Y ⊗W ) =
µh(Y,W )µg(
hY, hW )
γg,h(Y ) γg,h(W )
,
for all g, h ∈ G, Y,W ∈ Inv(Z(D)).
Using the above action of G on C(Inv(Z(D)), ωZ(D)) one can form the crossed product
category (Definition 2.9.14)
(4.12) C(Inv(Z(D)), ωZ(D))oG = C(Inv(Z(D))oG, ω˜),
where ω˜ is a 3-cocycle on Inv(Z(D))oG given by
(4.13) ω˜((Z1, g1), (Z2, g2), (Z3, g3)) := ωZ(D)(Z1, g1Z2, g1g2Z3) γ−1g1,g2(Z3)µg1(Z2,
g2Z3)
for all Z1, Z2, Z3 ∈ Inv(Z(D)), g1, g2, g3 ∈ G.
Let z ∈ H1(G, Inv(Z(D))) be a 1-cocycle with respect to the action T , i.e., a function
z : G → Inv(Z(D)) such that z(gh) = gz(h)z(g), g, h ∈ G. It determines a homomorphism
ιz : G → Inv(Z(D)) o G right inverse to the canonical projection on G. Consequently, for
any such z there is a fusion subcategory
(4.14) C(G,ωz) ⊂ C(Inv(Z(D))oG, ω˜), where ωz := ω˜ ◦ (ιz × ιz × ιz).
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Thus, we have a well-defined map
(4.15) τ : H1(G, Inv(Z(D)))→ H3(G, k×) : z 7→ ωz.
Lemma 4.2.1. Let G be a finite group, let C1, C2 be fusion categories, and let
Ti : G→ Aut(Ci), i = 1, 2
be actions of G. Let F : C1 → C2 be a tensor functor such that there exists a natural
isomorphism of monoidal functors ν : T2 ∼= F ◦ T1 ◦ F−1. Then F can be canonically
extended to a tensor functor F˜ : C1 oG→ C2 oG given by
F˜ (X  g) = F (X) g, X ∈ C1, g ∈ G.
Proof. This is straightforward. The tensor structure of F˜ is defined combining that of
F and isomorphism ν. 
Remark 4.2.2. Lemma 4.2.1 applies to our situation. Namely, take C1 = Z(D)ptZ(D)pt
with diagonal action of G, C2 = Z(D)pt, and F = ⊗ : Z(D)pt  Z(D)pt → Z(D)pt (the
tensor structure of F is given by the braiding of Z(D)pt). Thus, we have a canonical grading
preserving tensor functor
(4.16) (Z(D)pt  Z(D)pt)oG→ Z(D)pt oG.
Proposition 4.2.3. The canonical map
(4.17) τ : H1(G, Inv(Z(D)))→ H3(G, k×)
described in (4.15) is a group homomorphism.
Proof. Let z1, z2 ∈ H1(G, Inv(Z(D))), there are fusion subcategories
C(G,ωzi) ⊂ Z(D)pt oG : g 7→ zi(g) g, for i = 1, 2.
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We need to show that ωz1ωz2 and ωz1+z2 defined by (4.14) are cohomologous 3-cocycles on
G. We will use Remark 4.2.2.
We have an embedding of (G×G)-graded categories:
C(G, ωz1) C(G, ωz2) ⊂ (Z(D)pt oG) (Z(D)pt oG).
Passing to diagonal subcategories we get an embedding of G-graded categories:
C(G, ωz1ωz2) ⊂ (Z(D)pt  Z(D)pt)oG.
Applying functor (4.16) we see that C(G, ωz1ωz2) is equivalent to C(G, ωz1+z2) ⊂ Z(D)ptoG
as a G-graded tensor category. This implies the result. 
Remark 4.2.4. Suppose that ωZ(D) ∈ H3(Inv(Z(D)), k×) is trivial (this is automatically
true, e.g., when Z(D) is the representation category of a finite dimensional Hopf algebra).
Then τ = 0.
4.3. The kernel of the restriction homomorphism
Assume that the grading (4.1) is invariant (Definition 2.9.12) and injective (Defini-
tion 2.9.18). In this case there can be no non-trivial permutation of grading components
when ResCD(Γ) = IdD. Consequently, Γ|Cg is a D-bimodule autoequivalence for each g ∈ G,
and may be identified with an element in Inv(Z(D)). Let us describe the kernel of (4.2).
Theorem 4.3.1. There is an exact sequence
(4.18) H2(G, k×)→ Ker (ResCD)→ H1(G, Inv(Z(D))) τ−→ H3(G, k×).
where τ is the homomorphism (4.17).
Proof. The conditions on the grading imply that any S ∈ Ker (ResCD) satisfies S(Cg) =
Cg for all g ∈ G.
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Any autoequivalence S ∈ Ker (ResCD) restricts to a D-bimodule autoequivalence of each
Cg and so there is Zg ∈ Inv(Z(D)), g ∈ G such that S on homogeneous objects is given by
(4.19) S(Xg) = Zg ⊗Xg, Xg ∈ Cg.
Existence of D-bimodule isomorphisms S(Xg) ⊗ S(Xh) ∼−→ S(Xg ⊗ Xh) along with isomor-
phism (4.5) implies that
(4.20) Zgh ∼= Zg ⊗ Tg(Zh)
for all g, h ∈ G, i.e., that
(4.21) zS : G→ Inv(Z(D)) : g 7→ z(g) = Zg
is a 1-cocycle. In order for the autoequivalence S of C described in (4.19) to be tensor,
one needs to choose isomorphisms (4.20) satisfying the tensor functor axiom (2.4). It is
straightforward to check that this is possible precisely when 3-cocycle ωzS is cohomologically
trivial, i.e., when 1-cocycle zS from (4.21) belongs to the kernel of homomorphism (4.15).
Finally, let us explain why the kernel of the homomorpshim S 7→ zS is isomorphic to
a quotient of H2(G, k×). Indeed, this kernel consists precisely of tensor autoeqivalences
Γ of C such that F restricts to the identity tensor functor on D and to the identity D-
bimodule functor on every homogeneous component Cg, g ∈ G. This implies that the tensor
functor structure on Γ is an automorphism of the D-bimodule and D-balanced functor ⊗ :
C  C → C. Hence, it corresponds to a collection of automorphisms of D-bimodule functors
Mg,h : Cg D Ch → Cgh, i.e., the restriction of the tensor functor structure of Γ on Cg × Ch
is given by a scalar ν(g, h), g, h ∈ G. The axioms of a tensor functor imply that ν is a
2-cocycle on G. Clearly, cohomologous cocycles give rise to isomorphic tensor functors. 
Remark 4.3.2. The homomorphism H2(G, k×) → Ker (ResCD) is not typically injective.
For instance, let Q be a finite group, and N a finite Abelian group. Consider an extension
70
of Q by N
1→ N → G→ Q→ 1,
and consider corresponding the graded vector space C(G, 1) as a Q-extension of C(N, 1). In
this case, the kernel of H2(G, k×)→ Ker (ResCD) is described by the inflation-restriction exact
sequence (See [B] for details).
Remark 4.3.3. Suppose that ωZ(D) ∈ H3(Inv(Z(D)), k×) is trivial (this is automatic,
e.g., when D is the representation category of a Hopf algebra). Then, in view of Remark 4.2.4
the exact sequence (4.18) becomes
(4.22) H2(G, k×)→ Ker (ResCD)→ H1(G, Inv(Z(D)))→ 1,
and Ker (ResCD) is a quotient of the central extension corresponding to the cohomology class
µ ∈ H2(H1(G, Inv(Z(D))), H2(G, k×)) given by
µ(z, z′) (g, h) = c(Zg, Z ′h),
where z : g 7→ Zg, z′ : h 7→ Z ′h, g, h ∈ G, are elements of H1(G, Inv(Z(D))), and c denotes
the braiding of Z(D).
4.4. Quasi-tensor functors
In the following sections, we seek to reconstruct tensor autoequivalences component-wise
from restriction data. In order to do that, we will need an intermediate step between k-linear
functors (Definition 2.2.5), and tensor functors (Definition 2.3.16).
Definition 4.4.1. A quasi-tensor functor is a k-linear functor between tensor categories
F : C1 → C2
with a natural quasi-tensor isomorphism
J(X, Y ) : F (X)⊗ F (Y )→ F (X ⊗ Y )
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for each X, Y ∈ C1, which need not satisfy the associativity compatibility diagram (2.4).
Remark 4.4.2. Let (F1, J1) : C1 → C2 and (F2, J2) : C2 → C3 be quasi-tensor functors
between tensor categories. The composition
(F2, J2) ◦ (F1, J1) : C1 → C3
has quasi-tensor functor structure
(4.23) F2(J1(X, Y ))J2(F1(X), F1(Y )) : F2F1(X)⊗ F2F1(Y )→ F2F1(X ⊗ Y )
for each X, Y ∈ C1.
Definition 4.4.3. Let (F1, J1), (F2, J2) : C → C ′ be quasi-tensor functors. A morphism of











// F2(X ⊗ Y )
for all X, Y ∈ C.
Definition 4.4.4. Quasi-tensor functors (F, J) : C1 → C2 typically fail to satisfy the
associativity compatibility diagram (2.4), however there is a natural automorphism
∆F : F (−⊗ (−⊗−))→ F (−⊗ (−⊗−))
which satisfies
∆F (X, Y, Z)J(X, Y ⊗ Z)J(Y, Z)αF (Z),F (Y ),F (Z) = F (αX,Y,Z)J(X ⊗ Y, Z)J(X, Y )
for each X, Y, Z ∈ C1. We will call this the defect of (F, J).
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Remark 4.4.5. We will denote the defect of a quasi-tensor functor (F, J) : C1 → C2 with
a circle and an arrow, so that for each X, Y, Z ∈ C1, we write
(F (X)⊗ F (Y ))⊗ F (Z)




F (X)⊗ (F (Y )⊗ F (Z))
J(Y,Z)





−→ F (X)⊗ F (Y ⊗ Z)
J(X,Y⊗Z)

F ((X ⊗ Y )⊗ Z)
F (αX,Y,Z)
// F (X ⊗ (Y ⊗ Z))
to indicate that the diagram
(F (X)⊗ F (Y ))⊗ F (Z)




F (X)⊗ (F (Y )⊗ F (Z))
J(Y,Z)

F (X ⊗ Y )⊗ F (Z)
J(X⊗Y,Z)

F (X)⊗ F (Y ⊗ Z)
J(X,Y⊗Z)

F ((X ⊗ Y )⊗ Z)
F (αX,Y,Z)




Lemma 4.4.6. Let (F1, J1) : C1 → C2, and (F2, J2) : C2 → C3 be quasi-tensor functors
with defects ∆F1 and ∆F2. The defect of (F2, J2) ◦ (F1, J1) is
(4.24) ∆F2F1 = F2(∆F1) ◦ F2(J1 ◦ idF1 ⊗ J1) ◦∆F2
(
F×31
) ◦ F2(idF1 ⊗ J−11 ◦ J−11 ).
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Proof. Let X, Y, Z ∈ C1. We combine the (non-commuting) diagrams for the defect of
(F2, J2):
F2F1(X ⊗ Y )⊗ F2F1(Z)














F2F1(X)⊗ (F2F1(Y )⊗ F2F1(Z))
J2(F1(Y ),F1(Z))
))
∆F2(F1(X), F1(Y ), F1(Z))
y F2(F1(X)⊗ (F1(Y )⊗ F1(Z))




F2F1(X)⊗ F2F1(Y ⊗ Z)
and the defect of (F1, J1):
F2F1(X ⊗ Y )⊗ F2F1(Z)
J2(F1(X⊗Y ),F1(Z))
**
F2(F1(X ⊗ Y )⊗ F1(Z))
F2(J1(X⊗Y,Z))
))






F1F2((X ⊗ Y )⊗ Z)
F1F2(αX,Y,Z )





y F2F1(X ⊗ (Y ⊗ Z))
F2(F1(X)⊗ F1(Y ⊗ Z))
F2(J1(X,Y⊗Z))
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so that the upper and lower diagonal compositions are the quasi-tensor functor structure
(4.23) for (F2, J2) ◦ (F1, J1). We see that the outer hexagon detects the defect ∆F2F1.
Trace the perimeters of the inner hexagons to determine the right hand side of the
equation (4.24). Since each quadrilateral cell:




// F2F1(X ⊗ Y )⊗ F2F1(Z)
J2(F1(X⊗Y ),F1(Z))

F2((F1(X)⊗ F1(Y ))⊗ F1(Z))
F2(J1(X,Y ))
// F2(F1(X ⊗ Y )⊗ F1(Z))
and




// F2(F1(X)⊗ (F1(Y )⊗ F1(Z))
F2(J1(Y,Z))

F2F1(X)⊗ F2F1(Y ⊗ Z)
J2(F1(X),F1(Y⊗Z))
// F2(F1(X)⊗ F1(Y ⊗ Z))
commutes by the naturality of the quasi-tensor isomorphisms J1 and J2, the outer perimeter
determines the equation (4.24). 
4.5. The image of the restriction homomorphism
We continue to assume that the grading (4.1) is invariant (Definition 2.9.12). In this
section we do not require that the grading is injective.
Definition 4.5.1. Let F ∈ Aut(D) and a ∈ Aut(G), we say that a (quasi-) tensor
autoequivalence Γ : C → C is a:
• (quasi-) tensor extension of F when there is an isomorphism Γ|Ce ∼= F of tensor
functors.
• (quasi-) tensor extension of (F, a) when Γ extends F , and there are D-bimodule
equivalences Γ|Cg : Cg → CFa(g).
When Γ as above exists, we say that F (respectively (F, a)) extends.
Definition 4.5.2. Let A(C) denote the subgroup of Aut(D)×Aut(G) consisting of pairs
(F, a) for which there is an isomorphism of actions (i.e. a natural isomorphism between
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monoidal functors):
F¯−1 ◦ Ta ◦ F¯ : Cat(G)→ Autbr(Z(D)) : g 7→ F¯−1Ta(g)F¯ = Φ(CFa(g))
and T : Cat(G)→ Autbr(Z(D)) : g 7→ Tg = Φ(Cg).
(4.25)
The action T : Cat(G) → Autbr(Z(D)) is the canonical action (2.23) determined by the
grading.
Remark 4.5.3. When the grading (4.1) is injective (Definition 2.9.18), the automorphism
a ∈ Aut(G) for each F ∈ Aut(D) when it exists, is necessarily unique, and satisfies Cg ∼= CFa(g)
for each g ∈ G. In this case A(C) may be identified with a subgroup of Aut(D).
Lemma 4.5.4. Each pair (F, a) ∈ A(C) canonically induces a tensor autoequivalence of
the category Z(D)pt oG described at (4.12). The action of (F, a) ∈ A(C) is as follows:
(F, a) : (X, g) 7→ (ind(F )(X), a(g))
with tensor functor structure determined by the isomorphism ind(F ) ◦ Tg ∼= Ta(g) ◦ ind(F ),
and the tensor functor structure of ind(F ).
Proof. This follows immediately from Lemma 4.2.1. 
Remark 4.5.5. The cohomology groups H1(G, Inv(Z(D))) and H3(G, k×) are each right
A(C)-modules as follows: Aut(G) acts on both H1(G, Inv(Z(D))) and H3(G, k×) functorially
(Remark 2.1.4), and each tensor autoequivalence F ∈ Aut(D) induces (Definition 3.1.1)
a group automorphism of Inv(Z(D)). The action of A(C) then follows from the inclusion
A(C) ⊂ Aut(D)× Aut(G).
Corollary 4.5.6. The homomorphism (4.15)
τ : H1(G, Inv(Z(D)))→ H3(G, k×)
is a morphism of right A(C)-modules.
76
Proof. A(C) acts on the set of subcategories (4.14). We observe that this action co-
incides with the module action on Z1(G, Inv(Z(D))), where each cocycle is identified with
the subcategory it determines. Similarly, we observe that the induced action of A(C) on
the third cohomology classes associated to each subcategory is precisely that of A(C) on
H3(G, k×). Since the homomorphism (4.15) is specified by identifying first cohomology
classes in H1(G, Inv(Z(D))) with third cohomology classes in H3(G, k×) through the sub-
categories (4.14), it follows that τ is A(C)-module. 
Proposition 4.5.7. A pair F ∈ Aut(D), a ∈ Aut(G) determines an element (F, a) ∈
A(C) if and only if there exist choices of D-bimodule equivalences
(4.26) Fg : Cg ∼−→ CFa(g), g ∈ G,
and natural isomorphisms of D-bimodule functors
(4.27) ηg,h : M
F
a(g),a(h) ◦ (Fg D Fh) ∼−→ Fgh ◦Mg,h, g, h ∈ G
where the functors MFa(g),a(h) and Mg,h are the D-bimodule equivalences (2.19) induced by the
tensor product, the functor Fe := F , and the isomorphisms ηe,g and ηg,e are the left and right
module functor structure of Fg for each g ∈ G.
Proof. The monoidal equivalence Autbr(Z(D)) ∼= BrPic(D) identifies the isomorphism
of monoidal functors (4.25) with the isomorphism classes of D-bimodule equivalences (4.26)
for which there exist isomorphisms (4.27).
A choice of D-bimodule equivalences (4.26) determine a family of isomorphisms (see
Remark 4.1.1)
Φ(Fg) : Φ(Cg)→ Φ(CFa(g)) g ∈ G
and the natural isomorphisms (4.27) ensure that these determine an isomorphism of monoidal
functors. 
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Remark 4.5.8. The choices (4.26) and (4.27) are equivalent to the construction of a










g∈GXg and Y :=
⊕

























This satisfies the tensor functor structure diagram (2.4) precisely when its defect (Defini-
tion 4.4.4) is trivial.




of the restriction homomorphism (4.2) is a




) ⊂ A(C) (Remark 4.5.3).
Theorem 4.5.10. There is a canonical map (4.31)
(4.28) κC : A(C)→ Coker (τ)
with the following properties:
(i) κC is a 1-cocycle in the following sense: for (F, a), (f, b) ∈ A(C) one has
κC(Ff, ab)g,h,i = κC(F, a)b(g),b(h),b(i)κC(f, b)g,h,i.
(ii) An element (F, a) ∈ A(C) extends if and only if κC(F, a) is trivial.
Proof. See Section 4.6. 
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Example 4.5.11. Let C = C(G, ω). Then D = Vec is the trivial category,
Aut(C; D) = H2(G, k×), and A(C(G, ω)) = Aut(G).
The map κC : Aut(G)→ H3(G, k×) is given by
κC(a) =
ω ◦ (a× a× a)
ω
and there is a short exact sequence
1→ H2(G, k×)→ Aut(C(G,ω))→ Stab(ω)→ 1.
4.6. Proof of Theorem 4.5.10
In this section, we make choices (F, a) ∈ A(C), D-bimodule equivalences (4.26), and










described in Remark 4.5.8. We examine its defect ∆Γ (Definition 4.4.4).
For our purposes, it is convenient to drop the multiplication functors, and Deligne’s
tensor product from our notation. We will keep track of their presence with parenthesis. For
example, the D-bimodule equivalence
MFa(gh),a(i) ◦MFa(g),a(h) D IdCFa(i) ◦ Fg D Fh D Fi : Cg D Ch D Ci → C
F
a(ghi)
will be expressed as (FgFh)Fi, and similarly
Fghi ◦Mgh,i ◦Mg,h D IdCi : Cg D Ch D Ci → CFa(ghi)
will be expressed as F(gh)i for each g, h, i ∈ G.
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Where the appropriate application of a natural isomorphism is clear from context, we
will indicate its presence rather than write out the full expression. For instance, we write
(FgFh)Fi
ηg,h−−→ F(gh)Fi
to indicate the presence of the natural isomorphism





MFa(gh),a(i) ◦ Fgh D Fi ◦Mg,h D IdCi
.
Lemma 4.6.1. Let Γ be as above (4.29), there is a 3-cochain κ ∈ C3(G, k×) satisfying
(4.30) ∆Γ(Xg, Xh, Xi) = κg,h,iidΓ(Xg⊗(Xh⊗Xi))
for each g, h, i ∈ G, and each Xg ∈ Cg, Xh ∈ Ch, Xi ∈ Ci.
Proof. We consider the natural automorphism ∆Γ as a family of automorphisms of
D-bimodule equivalences:
∆Γg,h,i : Fg(hi) → Fg(hi), g, h, i ∈ G,
each of which may be identified with a scalar κg,h,i ∈ k×. 
Corollary 4.6.2. The 3-cochain κ ∈ C3(G, k×) determined by (4.30) is trivial if and
only if the functor (4.29) Γ : C → C is a tensor autoequivalence which extends F ∈ Aut(D)
(Definition 4.5.1).
Lemma 4.6.3. For fixed choices (F, a) ∈ A(C), (4.26) and (4.27), the 3-cochain
κ : G3 → k×
determined by (4.30) is a 3-cocycle in Z3(G, k×).
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Proof. The 3-cocycle condition may be seen in the following pentagon diagram of nat-
ural isomorphisms between D-bimodule functors. We caution that the quadrilateral faces





































where x = ghij.
The outer and inner pentagons commute by the pentagon axiom (2.3). Each trapezoidal




































































































































Lemma 4.6.4. Given a different choice
ηg,h : M
F
a(g),a(h) ◦ Fg D Fh ∼−→ Fgh ◦Mg,h g, h ∈ G
of isomorphism (4.27), the resulting κ differs from the original by a 3-coboundary.




for each g, h ∈ G−{e}. Automorphisms of D-bimodule equivalences may be identified with
elements of k×. For any two choices η and η′ of isomorphisms (4.27), there is a 2-cochain
σ ∈ C2(G, k×) such that η′g,h = σg,hηg,h for each g, h ∈ G.




































and κ′g,h,i = d
2(σ)κg,h,i for each g, h, i ∈ G. 
Thus a pair (F, a) ∈ A(C), and choice of equivalences (4.26), determine a cohomology
class [κ] ∈ H3(G, k×) which does not depend on the choice of isomorphisms (4.27).
Corollary 4.6.5. When the third cohomology class [κ] ∈ H3(G, k×) determined by
(F, a) ∈ A(C) and (4.26) is trivial, there exists a choice of isomorphisms (4.27) so that
κ ∈ Z3(G, k×) is trivial.
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Remark 4.6.6. Fix (F, a) ∈ A(C), the choice of (isomorphism classes of) D-bimodule
equivalences (4.26) is in a torsor over H1(G, Inv(Z(D))). Explicitly, for any quasi-tensor func-
tors Γ and Γ′ extending (F, a), there is a quasi-tensor functor S which extends (IdD, idG) ∈
A(C) so that there is an isomorphism
Γ′ ∼= ΓS
as quasi-tensor functors (Definition 4.4.3). As in (4.19), S restricts to a D-bimodule autoe-
quivalence of each Cg, so that there is Zg ∈ Inv(Z(D)) such that
S(Xg) = Zg ⊗Xg, Xg ∈ Cg,
for each g ∈ G. The quasi-tensor functor structure of S, and isomorphisms (4.5) ensure that
z : G→ Inv(Z(D)) : g 7→ Zg
is a 1-cocycle.
Lemma 4.6.7. Changing the choice of D-bimodule equivalences (4.26) by an element
z ∈ H1(G, Inv(Z(D))) changes the cohomology class [κ] ∈ H3(G, k×) to [κ]τ(z).
Proof. Let z ∈ H1(G, Inv(Z(D))). Take a quasi-tensor equivalence S (as in Re-
mark 4.6.6) which restricts to the left action
LZg : Cg → Cg : Xg 7→ Zg ⊗Xg











Let Xg ∈ Cg, Xh ∈ Ch and Xi ∈ Ci. We take C to be strict, and compute directly using













−→ LZg(Xg)⊗ LZhi(Xh ⊗Xi)
ζg,hi

LZghi(Xg ⊗Xh ⊗Xi) = // LZghi(Xg ⊗Xh ⊗Xi)
is determined by the choice of isomorphisms Zg ⊗ Tg(Zh) ∼= Zgh, g, h ∈ G, and an isomor-
phism:
Zg ⊗ Tg(Zh)⊗ Tgh(Zi) ∼= Zg ⊗ Tg(Zh ⊗ Th(Zi)).
which are equivalent to the associativity constraint of (4.14), and determines (4.17) the
cohomology class τ(z). The result follows from Lemma 4.24 and k-linearity of morphisms.

Thus, we have a well defined map
(4.31) κC : A(C)→ Coker (τ) : (F, a) 7→ [κ] + Im(τ).
Corollary 4.6.8. When κC(F, a) ∈ Coker (τ) is trivial, there exists a choice of module
equivalences (4.26) for which [κ] ∈ H3(G, k×) is trivial.
Proof of Theorem 4.5.10(i).
Let (F, a), (F ′, a′) ∈ A(C), pick quasi-tensor extensions Γ and Γ′ for each pair. Consider
the defect ∆Γ′Γ as a family of automorphisms of D-bimodule equivalences
∆Γ′Γg,h,i : F ′a(ghi)Fg(hi) → F ′a(ghi)Fg(hi)
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for each g, h, i ∈ G. By Lemma 4.6.1 and equation (4.24), this is determined by the scalar
κ′a(g),a(h),a(i)κg,h,i, which determines κC(F
′F, a′a) = κC(F ′, a′)(F,a) κC(F, a) ∈ Coker τ .
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