Abstract. The Valued Constraint Satisfaction Problem is an optimisation version of CSP, where the constraints not only determine the allowed combinations of values, but also specify associated costs. The goal is to minimise the aggregate cost. Following Feder and Vardi, we assume that all constraints in an instance must belong to a fixed valued constraint language. We show that, while studying the computational complexity of valued constraint languages, it is enough to consider rigid cores. This generalizes a result obtained by Huber, Krokhin and Powell for finite-valued CSP. We consider operations called weighted polymorphisms, that are known to determine the complexity of VCSPs. We introduce notions of weighted algebra and weighted variety, and show a connection, with respect to the complexity of the associated languages, between a weighted algebra and a weighted variety it generates.
Introduction
In the Valued Constraint Satisfaction Problem (VCSP) each problem instance is given by a set of variables, a domain of values and a set of constraints. Each constraint determines which combinations of values can be taken by certain subsets of variables. Moreover, every combination of values, that is allowed by a constraint, has an associated cost. The goal is to find an assignment that satisfies all constraints and has a minimal total cost [5, 7] . The valued constraint satisfaction problem provides a framework that can be used to express many combinatorial and discrete optimisation problems arising in different fields of computer science.
In the special case when all cost are 0, VCSP is equivalent to the classical Constraint Satisfation Problem (CSP), where each combination of values is either allowed or not. In this case there is no optimisation aspect -the objective is to determine whether there exists an assignment that meets all the constraints. The classical CSP has been studied by computer scientists for over forty years.
Since in general the VCSP is NP-hard, the major line of research tries to identify the restrictions that give rise to tractable classes of problems. In the classical CSP, one way to deal with this is so called non-uniform CSP [9] , where the set of constraints that may appear in an instance is fixed and finite. The set of allowed constraints is called a constraint language. The Dichotomy Conjecture of Feder and Vardi [9] states that, for every constraint language, the CSP defined by it is either NP-complete or solvable in polynomial time. So far there are many partial dichotomy results, but the central question is still open.
In this paper we follow the same approach and study the language-based restrictions on VCSPs. The valued constraint language [7] is a set of partial, rational-valued functions on a fixed domain. The functions specify costs associated with allowed combinations of values. Since the VCSP framework is a lot more general than CSP, it is not surprising that much less is known about the complexity of VCSPs defined by certain valued constraint languages. Existing partial results include a full classification of languages on a two-element domain [7] and conservative (containing all {0, 1}-valued unary functions) languages [12] . Recently also finite-valued languages (where the functions are total, and hence allow every combination of values) have been completely classified with respect to exact solvability [14] .
The most successful approach to classifying non-uniform CSPs is the algebraic approach [11, 3, 4] . It has been shown that the complexity of any constraint language depends only on a set of operations called polymorphisms [11] . Hence, instead of studying the constraint languages, one can study the corresponding finite algebras. We say that an algebra is tractable if the associated CSP is solvable in polynomial time, and we call it NP-complete if the associated CSP is NP-complete.
A lot of recent dichotomy results in the classical CSP framework were obtained by considering whole varities of algebras. This approach is based on the fact that, if an algebra is tractable then so is every finite algebra from the variety that it generates, and if a variety contains an NP-complete algebra then its generating algebra is also NP-complete [2] . The Algebraic Dichotomy Conjecture [4] states that, whenever an algebra associated with a core constraint language does not lie in a Taylor variety, then the associated CSP is NP-complete, and otherwise it is solvable in polynomial time 1 . As the algebraic tools turned out to be so useful in search for tractable fragments of CSP, an adaptation of those ideas to VCSP came as a natural consequence. Weighted polymorphism were introduced and it has been shown that they determine the complexity of VCSP, for a fixed valued constraint language [5] .
In [10] and [14] the new algebraic theory of valued constraint languages have been used in the setting of finite-valued CSPs, where the constraints allow every combination of values (only with different costs). In both papers the generalized notion of a core language was introduced. It was proven that for each finite-valued constraint language there exists an equivalent core language.
In this paper we generalize the above result to arbitrary VCSPs and prove that the class of languages under consideration might be even further reduced to rigid cores. Moreover, we introduce a notion of a weighted variety and show how the connection between the complexity of CSPs and properties of varieties generated by finite algebras may be adopted to VCSP. Our results suggest a possible new ways of characterizing tractable cases of valued constraint satisfaction problem, in the spirit of the Algebraic Dichotomy Conjecture.
The paper is organized as follows. In section 2 we define the valued constraint satisfaction problem. In sections 3 and 4 we focus on the algebraic theory of valued constraint languages, introduce weighted relational clones, weighted clones, and explain how the complexity of any valued constraint language is determined by an associated weighted clone. In section 5 we briefly recall some basic notions of universal algebra. In section 6 we reduce the class of languages that we need to consider to core languages and then to rigid cores. Finally, in section 7 we define weighted algebras and varieties, and establish a connection, with respect to the complexity, between a weighted algebra and a weighted variety that it generates.
The Valued Constraint Satisfaction Problem
Let D be a finite set. A weighted relation on D of arity r is a partial function from D r to Q. We denote by Φ D the set of all weighted relations on D.
Definition 2.1. An instance of the valued constraint satisfaction problem (VCSP)
is a triple I = (V, D, C) with V a finite set of variables, D a finite domain and C a finite list of constraints, where each constraint is a pair C = (σ, ̺) with σ a tuple of variables of length r and ̺ a weighted relation on D of arity r.
An assignment for I is a mapping s : V → D. We say that s satisfies a constraint C = (σ, ̺) if the weighted relation ̺ is defined for s(σ) (where s is applied component-wise). An assignment which satisfies all the constraints of the instance is called feasible. The cost of an assignment s, denoted Cost I (s), is given by Cost I (s) = (σ,̺)∈C ̺(s(σ)). The goal is to find a feasible assignment with a minimal cost.
Example 2.2.
(Max-Cut) In the Max-Cut problem, one needs to find a partition of the vertices of a given graph into two sets, such that the number of edges with ends in different sets is maximal. This problem is NP-hard.
The Max-Cut problem can be expressed as an instance of VCSP. The domain has two elements 0 and 1. Variables in the instance are vertices of the graph and for each edge e there is a constraint of a form (e, ̺ Max ), where ̺ Max is a binary weighted relation defined by
Any assignment of the values 0 and 1 to the variables corresponds to a partition of the graph. The cost of an assignment is equal to the number of edges of the graph minus the number of cut edges.
A set Γ of weighted relations over a fixed set D is called a valued constraint language. An instance of VCSP(Γ) is an instance of the VSCP in which all weighted relations in all constraints are from Γ. For such an instance I we denote by Opt Γ (I) the minimal cost of a feasible assignment. If all assignments are infeasible then Opt Γ (I) is undefined.
We say that a valued constraint language Γ is tractable if, for every finite subset Γ ′ ⊆ Γ, there exist an algorithm solving any instance I ∈ VCSP(Γ ′ ) in polynomial time. Conversely, Γ is said to be NP-hard if VCSP(Γ ′ ) is NP-hard for some finite Γ ′ ⊆ Γ. The example 2.2 shows that the valued constraint language {̺ Max } is NP-hard.
Weighted Relational Clones
In this section we will define two closure operators on valued constraint languages that preserve tractability. Definition 3.1. For a valued constraint language Γ ⊆ Φ D , let Γ be the set of all weighted relations ̺ for which we can find an instance I ̺ ∈ VCSP(Γ) and a list (v 1 , . . . , v r ) of variables of I ̺ , such that
We say that a weighted relation ̺ is expressible over Γ and call Γ the expressive power of Γ.
Note that the list of variables (v 1 , . . . , v r ) in the definition above might contain repeated entries. Hence, there can be no assignments s, such that (s(v 1 ), . . . , s(v r )) = (x 1 , . . . , x r ). We assume that the minimum over an empty set is undefined.
For any valued constraint language Γ, over any domain D, there is an instance I of VCSP(Γ) with a single variable v and no constraints. Therefore, considering a list of variables (v, v), we may express a weighted relation
The relation ̺ = is called the weighted equality relation and is expressible over any valued constraint language. For Γ ⊆ Φ D we denote by Γ ≡ the set {̺ ′ | ̺ ′ ≡ ̺ for some ̺ ∈ Γ}, which is the smallest set of weighted relations containing Γ and closed under non-negative scaling and addition of constants. If ̺(x 1 , . . . , x r ) = ̺ 1 (y 1 , . . . , y s )+̺ 2 (z 1 , . . . , z t ) for some fixed choice of arguments y 1 , . . . , y s and z 1 , . . . , z t from amongst x 1 , . . . , x r then we say that the weighted relation ̺ is obtained by addition from the weighted relations ̺ 1 and ̺ 2 . Definition 3.6. A set Γ ⊆ Φ D is a weighted relational clone if it contains the weighted equality relation and is closed under non-negative scaling, addition of constants, addition, and minimisation over arbitrary arguments.
For a valued constraint language Γ we denote by wRelClo(Γ) the smallest weighted relational clone containing Γ. As an easy corollary of Definitions 3.1, 3.3 and 3.6 we obtain the following: Proposition 3.7. For any valued constraint language Γ, we have Γ ≡ = wRelClo(Γ).
Weighted polymorphisms
The notion of a weighted polymorphism, which we introduce in this section, provide an alternative characterisation for weighted relational clones. The smallest possible clone of operations over a fixed set D is the set of all projections on D, which we denote Π D . Definition 4.3. Let ̺ be a weighted relation of arity r on a set D and let f be a k-ary operation on D. We call f a polymorphism of ̺ if, for any list of r-tuples
For a valued constraint language Γ we denote by Pol(Γ) the set of operations which are polymorphisms of all weighted relations ̺ ∈ Γ. The set of k-ary operations in
Having defined a clone of operations and a polymorphism, we can now introduce the relatively new algebraic tools designed for analysing the complexity of the valued constraint satisfaction problem [5, 6, 7] .
Definition 4.4.
A k-ary weighting of a clone C is a function ω :
Note that, if we multiply a weighting ω by a non-negative rational, we get a new weighting. The same happens if we add two weightings of the same arity. A new weighting may be also obtained by a superposition with operations from the clone. 
Since the sum of weights that any superposition ω[g 1 , . . . , g k ] assigns to the operations in C (l) is equal to the sum of weights in ω, it is easy to see that ω[g 1 , . . . , g k ] satisfies the first condition in the Definition 4.4. It may happen that a superposition assigns a negative value to an operation that is not a projection, violating the second condition. A superposition is said to be proper if the result is a valid weighting. Definition 4.8. Take ̺ to be a weighted relation of arity r on a set D, and let C ⊆ Pol({̺}) be a clone of operations. A weighting ω :
For a valued constraint language Γ we denote by wPol(Γ) the set of those weightings of the clone Pol(Γ) that are weighted polymorphisms of all weighted relations ̺ ∈ Γ. The set of k-ary weightings in wPol(Γ) is denoted wPol (k) (Γ).
The above condition can be equivalently expressed by saying that the set of submodular functions on D is the set of weighted relations with a binary weighted polymorphism ω, defined as follows: 
Algebras and varieties
In this section we introduce the basic concepts of universal algebra that will serve us as tools later on in this paper. An algebraic signature is a set of function symbols together with (finite) arities. An algebra A over a fixed signature Σ consists of a set A, called the universe of A, and a set of basic operations that correspond to the symbols in the signature i.e. if the signature contains a k-ary symbol f then the algebra has a basic operation f A , which is a function f A : A k → A. For any class K of algebras over a fixed signature Σ we denote by S(K) the set of all subalgebras of algebras in K. If K = {A} we write S(A) instead of S({A}).
Definition 5.4. Let (A i ) i∈I be a family of algebras (of the same signature). Their product Π i∈I A i is an algebra with the universe equal to the cartesian product of the A i 's and operations computed coordinatewise. A product of n copies of A will be denoted A n and called a power of A.
For any class K of algebras over a fixed signature Σ we denote by P (K) the set of all products of algebras in K and by P f in (K) the set of all finite products. If K = {A} we write P (A) instead of P ({A}).
Definition 5.5. We say that an equivalence relation ∼ on A is a congruence of A if the following condition is satisfied for all operations f of A:
where k is the arity of f .
Every congruence ∼ of A determines a quotient algebra A/ ∼. Its universe is the set of the equivalence classes A/ ∼ and operations are defined using their arbitrarly chosen representatives. 
Definition 5.9.
A term t in a signature Σ is a formal expression built from variables and symbols in Σ that syntactically describe the composition of basic operations. For an algebra A over the signature Σ a term operation t A is an operation obtained by composing the basic operations of A according to t.
Note that if an algebra A is a c-algebra, then for each term operation t A there exists an equal basic operation f A .
Definition 5.10. Let s and t be a pair of terms in a signature Σ, and A -an algebra over this signature. We say that A satisfies the identity s ≈ t if the term operations s A and t A are equal. Example 5.13. Let A be an algebra over a signature Σ and let a basic operation π A : A k → A be a projection on the i-th coordinate. The algebra A satisfies an identity π(x 1 , . . . , x k ) ≈ x i . Hence, for any algebra B ∈ V(A) the same identity is satisfied, and the basic operation π B is always a projection.
Take A to be a c-algebra. For each term t there exist a symbol f in the signature, such that A satisfies the identity t ≈ f . Therefore, all algebras in V(A) satisfy t ≈ f , which means that for all algebras B ∈ V(A), we have t B = f B .
Core Valued Constraint Languages
In this section, unless stated otherwise, we assume that the considered valued constraint languages are finite.
6.1. Positive Clone. Definition 6.1. The set of operations to which a weighted polymorphism ω assigns positive weights is called the support of ω and denoted supp(ω).
We will now prove that the operations contained in the supports of all weighted polymorphisms of a given language Γ, together with all the projections, form a clone. We call it the positive clone of Γ and denote Pol(Γ) + .
Proposition 6.2. For any valued constraint language Γ over a domain D the set
ω∈wPol(Γ) supp(ω) ∪ Π D is a clone of operations. Proof. We need to show that the set Pol(Γ) + is closed under superposition. Take an k-ary operation f and a list of l-ary operations g 1 , . . . , g k that all belong to Pol(Γ) + . Let f ′ be a superposition of those operations. If f ′ is a projection, then it clearly belongs to Pol(Γ) + . If f is a projection, or more generally f ′ = g i for some i ∈ {1, . . . , k}, then also f ′ ∈ Pol(Γ)
We have
Notice that one of the components in the sum above is ω(f ) and, since f ′ = g i for each i ∈ {1, . . . , k}, there are no projections amongst the operations in the set {h ∈ Pol
. . , g k ] is a proper superposition, then ω ′ is a weighted polymorphism of Γ with f ′ ∈ supp(ω ′ ) and we are done. It remains to deal with the case when ω ′ is not a valid weighting, which means that ω ′ assigns a negative weight to at least one operation that is not a projection. The only operations that can have negative weights are g 1 , . . . , g k . Suppose that ω ′ (g i ) < 0 and g i is not a projection. As g i belongs to Pol(Γ) + there exists a weighted polymorphism ω i such that ω i (g i ) > 0. We solve our problem by adding to ω ′ the weighting ω i with a large enough coefficient, and repeat this procedure until all operations g i (that are not projections) have non-negative weights. The operation f ′ still has a positive weight assigned, and it is easy to check that the obtained weighting is a weighted polymorphism of Γ.
The next result implies that if Pol(Γ)
+ contains only projections then the valued constraint language Γ is NP-hard. 
such that the valued constraint language Γ is tractable if and only if Γ ′ is tractable, and it is NP-hard if and only if Γ
′ is NP-hard.
To prove the result above, we need an auxiliary lemma.
Lemma 6.6. Let Γ be a valued constraint language over a domain D, I -an instance of VCSP(Γ)
, and f ∈ Pol (1) (Γ) + . If s is a feasible assignment for I that minimises the cost, then f (s) has the same cost.
Proof. Let f and I be like in the statement of the lemma. If f = id, then there exists a weighted polymorphism ω with ω(f ) > 0. Let C = {(σ 1 , ̺ 1 ), . . . , (σ n , ̺ n )} be the set of constraints in I. For each i ∈ {1, . . . , n} the weighted relation ̺ i is defined for the tuple s(σ i ). Therefore, by the definition of a weighted polymorphism, for every i the following inequality is satisfied:
Since for each g ∈ Pol (1) (Γ), we have Cost I (g(s)) = ̺ 1 (g(s(σ 1 )))+· · ·+̺ n (s(g(σ n ))), adding the appropriate inequalities gives:
Without loss of generality assume that ω(id) = −1. Then g∈supp(ω) ω(g) = 1 and the inequality above can be written as
Therefore Cost I (g(s)) = Cost I (s) for each operation g ∈ supp(ω), which finishes the proof.
Proof. (of Proposition 6.5) Let Γ be a valued constraint language over a domain D. Suppose that there is a unary polymorphism f ∈ Pol(Γ)
+ that is not bijective. Let
There is a natural correspondence between the instances of VCSP(Γ ′ ) and the instances of VCSP(Γ), induced by the correspondence between relations in Γ and their restrictions in Γ ′ . For any instance I ′ of VCSP(Γ ′ ) the corresponding instance I of VCSP(Γ) has the same variables. The weighted relation ̺ ′ in each constraint is replaced by any relation ̺ from Γ, which is equal to ̺ ′ when restricted to f (D).
A feasible assignment for I ′ is also a feasible assignment for I. On the other hand, if s is a feasible assignment for I then f (s) is a feasible assignment for I ′ . Hence, Opt Γ (I) is defined if and only if Opt Γ ′ (I ′ ) is defined. It is easy to see, that Opt Γ (I) ≤ Opt Γ ′ (I ′ ). Futhermore, by Lemma 6.6 for each s that is an optimal assignment for I, we have
Therefore, Opt Γ (I) ≥ Opt Γ ′ (I ′ ), and hence Opt Γ (I) = Opt Γ ′ (I ′ ). It follows that VCSP(Γ) is tractable if and only if VCSP(Γ ′ ) is tractable, and it is NP-hard if and only if VCSP(Γ ′ ) is NP-hard. Moreover, the valued constraint language Γ ′ is defined over a smaller domain. We replace Γ with Γ ′ and repeat this procedure, untill we obtain a language Γ ′ that is a core.
The valued constraint language Γ ′ defined in the proof above is a core of Γ.
From now on, without loss of generality, let us assume that Γ is a core valued constraint language. For such a language we characterise the set of unary weighted polymorphisms.
Proposition 6.7. Let Γ be a core valued constraint language. A unary weighting ω is a weighted polymorphism of Γ if and only if it assigns positive weights only to such bijective operations f ∈ Pol
(1) (Γ) that, for all weighted relations ̺ ∈ Γ, satisfy
Proof. If a valid unary weighting ω assigns positive weights only to such operations f ∈ Pol (1) (Γ) that, for all weighted relations ̺ ∈ Γ, satisfy ̺ • f = ̺, then for each ̺ ∈ Γ and a tuple x ∈ D r for which ̺ is defined
and ω is clearly a weighted polymorphism of Γ.
For the other direction, let ω be a unary weighted polymorphism of Γ, such that supp(ω) = ∅. Without loss of generality assume that ω(id) = −1. Since Γ is a core language, the operations g ∈ supp(ω) are bijective. Consider ̺ ∈ Γ and a tuple x ∈ D r for which ̺ is defined, and takes the minimal value, we have
Therefore ̺(g(x)) = ̺(x) for each g ∈ supp(ω), which means that the operations in the support preserve the minimal weight. Note that, since each g ∈ supp(ω) is a bijective unary polymorphism, it determines a bijection G of the set of tuples for which ̺ is defined. We have shown that the bijection preserve the set of tuples with minimal weight. It can be similarly shown by induction that it preserves the set of tuples with any other fixed weight. Hence, we have proved that ̺ • g = ̺ for all g ∈ supp(ω).
The result implies, that if we consider all unary polymorphisms of a given core language Γ and restrict our attention to those of them that are bijective and preserve all weighted relations in Γ, then those are precisely the unary polymorphisms that belong to Pol(Γ) + .
Let Γ be a core valued constraint language over a domain D = {d 1 , . . . , d n }. We will define an n-ary weighted relation using variables x 1 , . . . , x n . Let S consists of all pairs (̺, (x i 1 , . . . , x ir )), such that ̺ ∈ Γ is defined for the tuple (d i 1 , . . . , d ir ) . Let H be a weighted relation on D defined by 
Note that the weighted relation H belongs to the weighted relational clone generated by Γ and it is defined for a tuple (x 1 , . . . , x n ) if and only if the unary operation f (x 1 ,...,xn) defined by d i → x i belongs to Pol (1) (Γ). Moreover, since Γ is a core, H takes the same value for all tuples (x 1 , . . . , x n ) for which f (x 1 ,...,xn) ∈ Pol(Γ)
+ . The next result says that by a slight modification of the weighted relation H we obtain a weighted relation that precisely distinguishes the operations in the positive clone from all the other unary polymorphisms. To prove it we will need a following technical lemma, which is a variant of the well known Farkas' Lemma used in linear programming: Lemma 6.9. (Farkas). Let S and T be finite sets of indices, where T is a disjoint union of two subsets, T ≥ and T = . For all i ∈ S, and all j ∈ T , let a i,j and b j be rational numbers. Exactly one of the following holds:
• Either there exists a set of non-negative rational numbers {z i | i ∈ S} and a rational number C such that
• Or else there exists a set of integers {y j | j ∈ T } such that j∈T y j = 0 and:
The set {y j | j ∈ T } defined in the lemma is called a certificate of unsolvability.
Proposition 6.10. Let Γ be a core valued constraint language over an n-element
There exist an n-ary weighted relation N ∈ wRelClo(Γ), and positive rational numbers P < Q, such that the following conditions are satisfied:
• N(x 1 , . . . , x n ) = P if and only if a unary operation g defined by
and only if a unary operation h defined by
Proof. The weighted relation N will be given by a sum of all weighted relations in Γ with positive coefficients that we define later on.
Recall that S is a set of pairs (̺, (x i 1 , . . . , x ir )), such that ̺ ∈ Γ is defined for the tuple (d i 1 , . . . , d ir ) . Then let
and for each unary polymorphism f of Γ let N ′ (f ) denote the formula N ′ (f (d 1 ) , . . . , f (d n )), with the set of variables {z (̺,x) | (̺, x) ∈ S} and rational coefficients
Consider a system of linear inequalities and equations:
Note that the sets S and Pol (1) (Γ) correspond to the sets of indices from Farkas' Lemma S and T , respectively. Therefore, by Lemma 6.9 there are two mutually exclusive possibilities.
Either there exist a set of non-negative rational numbers {z (̺,x) | (̺, x) ∈ S} and a rational number C, such that this system is satisfied. Then a weighted relation N ′ with those coefficients almost satisfies our requirements. If C is not positive, we set
where b is a suitable positive rational. Or else there exists a certificate of unsolvability {y f | f ∈ Pol (1) (Γ)}. Then let us consider a weighting defined by ω(f ) = y f . If ω is valid, then it is a unary weighted polymorphism of Γ. Moreover, ω assigns to all unary operations in Pol(Γ) \ Pol(Γ) + non-negative weights that sum up to a positive number. Hence for some unary h ∈ Pol(Γ) \ Pol(Γ) + , we have ω(h) > 0. Which contradicts h / ∈ Pol(Γ) + . It might happen that y g < 0 for some unary operation g ∈ Pol(Γ)
+ that is not the identity. But then there exists a unary weighted polymorphism of Γ which assigns a positive weight to g. By scaling it and adding to ω, we obtain the weighted polymorphism needed for the contradiction.
Since N ∈ wRelClo(Γ) the valued constraint language Γ ∪ {N} is tractable if and only if Γ is tractable, and it is NP-hard if and only if Γ is NP-hard.
6.3. Rigid cores. Let Γ be a core valued constraint language over an n-element domain D = {d 1 , . . . , d n }. We will use the weighted relation N to futher reduce the class of cores that we need to consider. For each i ∈ {1, . . . , n}, let
Let Γ c denote the valued constraint language obtainted from Γ by adding the weighted relation N and all weighted relations N i .
Note that the only unary polymorphism of Γ c is the identity, which also means that there is only one unary weighted polymorphism of Γ c -the zero-valued polymorphism. Definition 6.11. A valued constraint language Γ is a rigid core if there is exactly one unary polymorphism of Γ, which is the identity.
We will now prove a result which, together with the Proposition 6.5, implies that for each valued constraint language Γ, there is an equivalent language that is a rigid core. Proof. Let Γ be a core valued constraint language over a domain
Assume without loss of generality that N ∈ Γ and let P and Q be the positive constants in the definition of the weighted relation N. We will show a polynomialtime Turing reduction from VCSP(Γ c ) to VCSP(Γ).
The set of variables V in the new instance I is a disjoint union of V c and {v 1 , . . . , v n }.
Replace each ((v) ,
, obtaining a new set of constraints C 1 , where all weighted relations are already from Γ.
Let C be the sum of weights that all weighted relations in all constraints in C 1 assign to all tuples for which they are defined. The final set of constraints C additionally contains m constraints of the form ((v 1 , . . . , v n ), N), where m is big enough to ensure that m · (Q − P ) > C.
Each optimal assignment s c for I c gives rise to an optimal assignment s for I. It coincides with s c on V c and for each i ∈ {1, . . . , n}, we set s(v i ) = d i .
In the other direction, we will show that the optimal assignments for I c correspond to those optimal assignments s for I for which N(s(v 1 , . . . , v n )) = P . Take such an assignment s. The tuple s(v 1 , . . . , v n ) determines a unary operation g, defined by d i → s(v i ). The operation g, by the definition of the weighted relation N, belongs to the positive clone Pol(Γ) + . Hence, g −1 also belongs to the positive clone. Since Γ is a core, the assignment g −1 (s) is optimal for I. Its restriction onto V c is an optimal assignment for I c . Now suppose there is an optimal assignment s ′ for I with N(s ′ (v 1 , . . . , v n )) > Q. While there are m constraints of the form ((v 1 , . . . , v n ), N), we have
But if there was any feasible assignment s c for I c , the corresponding assignment s for I would satisfy Cost I (s) < m·P +C, which gives us a contradiction, and implies that there are no feasible assignments for I c .
Without loss of generality we can consider only rigid cores. Let us characterise such valued languages more precisely. Definition 6.13. An operation f is idempotent if f (x, . . . , x) = x and a clone of operations is idempotent if all its elements are.
Clearly, if all polymorphisms of a valued constraint language Γ are idempotent, then the language is a rigid core. We will show that the converse statement is also true, and hence obtain the following: Proposition 6.14. A valued constraint language Γ is a rigid core if and only if the clone Pol(Γ) is idempotent.
Proof. If g is a k-ary polymorphism of Γ, then the unary operation f defined by f (x) = g(x, . . . , x) is also a polymorphism of Γ. Since Γ is a rigid core, f = id. Therefore g(x, . . . , x) = x.
Weighted varieties
In this section we introduce a notion of a weighted variety, which is a variety provided with a richer structure. Definition 7.1. A k-ary weighting of an algebra A is a function that assigns rational weights to all k-ary basic operations of A in such a way, that the sum of all weights is 0. An algebra A together with the set of weightings is called a weighted algebra.
Note that in the definition above we omit the condition which says, that a weighting may assign negative weights only to projections.
Definition 7.2.
A k-ary weighting of a signature Σ is a function that assigns rational weights to all k-ary symbols in Σ in such a way, that the sum of all weights is 0. A set of weightings of a given signature Σ is called a weighted signature and denoted wΣ.
Consider an algebra A over a signature Σ and a set of weightings wΣ of Σ. This set of weightings induces a structure of a weighted algebra on A. For any k-ary weighting ω ∈ wΣ we define a k-ary weighting ω A of A by
i.e. the weight of the k-ary basic operation g of A is the sum the weights that ω assigns to those symbols in Σ that correspond to the operation g.
Definition 7.3.
A weighted variety W is a variety V of algebras over a fixed signature Σ together with a set of weightings of this signature wΣ.
Clearly, for each algebra A in the weighted variety W there is a corresponding weighted algebra, with the set of weightings induced by wΣ. For convenience, we will say that a weighted algebra A belongs to a weighted variety W.
Consider a weighted algebra A. Take Σ to be a signature of A, such that each symbol in Σ corresponds to a different basic operation of A. Every weighting of A determines a weighting of the signature Σ. If the weighted signature wΣ consist of all those weightings, then we denote by W(A) the weighted variety (V(A), wΣ). Definition 7.4. If the set of basic operations of a weighted algebra A is a clone of operations and each weighting of A is a valid weighting of that clone, then we call A a weighted c-algebra.
For a weighted c-algebra A, let Imp(A) denote the set of weighted relations on A, which are improved by all weightings in A.
Let A be a weighted c-algebra. Consider a finite weighted algebra B ∈ W(A). Clearly, the set of basic operations of B is a clone of operations. Moreover, any weighting that wΣ induces on B assigns negative weights only to projections on B (see Example 5.13). Therefore we obtain the following: Take Γ to be a valued constraint language over a domain D and consider the c-algebra A = (D, Pol(Γ)) together with a set of weightings wPol(Γ). We will prove that for each finite weighted c-algebra B ∈ W(A) the valued constraint language Imp(B) is not harder then Γ. The proof consists of a sequence of lemmas. Lemma 7.6. Let A be a finite weighted c-algebra. For any finite B ∈ P f in (A), we have that VCSP(Imp(B)) polynomial-time reduces to VCSP(Imp(A)).
Proof. Let A n be the universe of B and let Γ be a finite subset of Imp(B). Take ̺ ∈ Γ to be a r-ary weighted relation i.e. ̺ is a partial function from (A n ) r to Q. There is a natural way of defining a corresponding weighted relation of arity n · r on the set A. We denote this weighted relation by ̺ ′ . Let ω A be a k-ary weighting from A. Since all weightings in the weighted calgebras from W(A) are induced by the fixed set of weightings of their signature, there is a corresponding k-ary weighting ω B in B, which is a weighted polymorphism of ̺. It is not hard to show that ω A is a weighted polymorphism of ̺ ′ , as the basic operations of B are the operations of A computed coordinatewise. Hence, each weighting from A is a weighted polymorphism of ̺ ′ , which means that ̺ ′ ∈ Imp(A). For each ̺ ∈ Γ we have defined a corresponding ̺ ′ ∈ Imp(A). Let Γ ′ ⊆ Imp(A) be the (finite) set of all those weighted relations. Now take an arbitrary instance I = (V, A n , C) of VCSP(Γ). Replace the domain A n by A, and each variable v i ∈ V by a set of n variables {v there is a one-to-one correspondence between the optimal assignments for I and the optimal assignments for I ′ .
Lemma 7.7. Let A be a finite weighted c-algebra. For any finite B ∈ S(A), we have that VCSP(Imp(B)) polynomial-time reduces to VCSP(Imp(A)).
Proof. Notice that Imp(B) ⊆ Imp(A), so there is nothing to be proved.
Lemma 7.8. Let A be a finite weighted c-algebra. For any finite B ∈ H(A), we have that VCSP(Imp(B)) polynomial-time reduces to VCSP(Imp(A)).
Proof. By the isomorphism theorem we can consider B to be a quotient algebra A/ ∼ rather than a homomorphic image of A. Let A/ ∼ be the universe of B and let Γ be a finite subset of Imp(B). Take ̺ ∈ Γ to be a r-ary weighted relation i.e. ̺ is a partial function from (A/ ∼) r to Q. We define a corresponding weighted relation ̺ ′ of arity r on the set A by Proof. Let Σ be the signature of A. Take any weighted c-algebra B that belongs to W(A) and a basic operation g of B.
There is a symbol f ∈ Σ for which f B = g. Since the weighted c-algebra A is idempotent, it satisfies an identity f (x, . . . , x) ≈ x. This means that B also satisfies this identity. Hence, the operation f B = g is idempotent.
Take a valued constraint language Γ over the domain D to be a rigid core. Consider the c-algebra A = (D, Pol(Γ)) together with the set of weightings wPol(Γ). This weighted c-algebra is idempotent. Hence, the weighted variety generated by it is idempotent.
