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Abstract
Functional time series have become an integral part of both functional data and time series analysis.
Important contributions to methodology, theory and application for the prediction of future trajectories and
the estimation of functional time series parameters have been made in the recent past. This paper con-
tinues this line of research by proposing a first principled approach to estimate invertible functional time
series by fitting functional moving average processes. The idea is to estimate the coefficient operators in
a functional linear filter. To do this a functional Innovations Algorithm is utilized as a starting point to
estimate the corresponding moving average operators via suitable projections into principal directions. In
order to establish consistency of the proposed estimators, asymptotic theory is developed for increasing
subspaces of these principal directions. For practical purposes, several strategies to select the number of
principal directions to include in the estimation procedure as well as the choice of order of the functional
moving average process are discussed. Their empirical performance is evaluated through simulations and
an application to vehicle traffic data.
Keywords: Dimension reduction; Estimation, Functional data analysis; Functional linear process; Func-
tional time series, Hilbert spaces; Innovations Algorithm, Moving average process
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1 Introduction
With the advent of complex data came the need for methods to address novel statistical challenges. Among
the new methodologies, functional data analysis provides a particular set of tools for tackling questions related
to observations conveniently viewed as entire curves rather than individual data points. The current state of
the field may be reviewed in one of the comprehensive monographs written by Bosq [4], Ramsay and Silver-
man [23], Horva´th and Kokoszka [11], and Hsing and Eubank [12]. Many of the applications discussed there
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point to an intrinsic time series nature of the underlying curves. This has led to an upsurge in contributions
to the functional time series literature. The many recent works in this area include papers on time-domain
methods such as Ho¨rmann and Kokoszka [10], who introduced a framework to describe weakly stationary
functional time series, and Aue et al. [3] and Klepsch and Klu¨ppelberg [13], who developed functional pre-
diction methodology; as well as frequency domain methods such as Panaretos and Tavakoli [22], who utilized
functional cumulants to justify their functional Fourier analysis, Ho¨rmann et al. [9], who defined the concept
of dynamic functional principal components, and Aue and van Delft [1], who designed stationarity tests based
on functional periodogram properties.
This paper is concerned with functional moving average (FMA) processes as a building block to estimate
potentially more complicated functional time series. Together with the functional autoregressive (FAR) pro-
cesses, the FMA processes comprise one of the basic functional time series model classes. They are used,
for example, as a building block in the Lp-m-approximability concept of Ho¨rmann and Kokoszka [10], which
is based on the idea that a sufficiently close approximation with truncated linear processes may adequately
capture more complex dynamics, based on a causal infinite MA representation. It should be noted that, while
there is a significant number of papers on the use of both FMA and FAR processes, the same is not the case for
the more flexible functional autoregressive moving average (FARMA) processes. This is due to the technical
difficulties that arise from transitioning from the multivariate to the functional level. One advantage that FMA
processes enjoy over other members of the FARMA class is that their projections remain multivariate MA
processes (of potentially lower order). This is one of the reasons that makes them attractive for further study.
Here interest is in estimating the dynamics of an invertible functional linear process through fitting FMA
models. The operators in the FMA representation, a functional linear filter, are estimated using a functional In-
novations Algorithm. This counterpart of the well-known univariate and multivariate Innovations Algorithms
was recently introduced by Klepsch and Klu¨ppelberg [13], where its properties were analyzed on a population
level. These results are extended to the sample case and used as a first step in the estimation. The proposed
procedure uses projections to a number of principal directions, estimated through functional principal compo-
nents analysis (see, for example, Ramsay and Silverman [23]). To ensure appropriate large-sample properties
of the proposed estimators, the dimensionality of the principle directions space is allowed to grow slowly with
the sample size. In this framework, the consistency of the estimators of the functional linear filter is the main
theoretical contribution. It is presented in Section 3.
The theoretical results are accompanied by selection procedures to guide the selection of the order of
the approximating FMA process and the dimension of the subspace of principal directions. To choose the
dimension of the subspace a sequential test procedure is proposed. Order selection based on AICC, Box–
Ljung and FPE type criteria are suggested. Details of the proposed model selection procedures are given in
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Section 4. Their practical performance is highlighted in Section 5, where results of a simulation study are
reported, and Section 6, where an application to real-world data on vehicle traffic data is discussed.
To summarize, this paper is organized as follows. Section 2 briefly reviews basic notions of Hilbert-space
valued random variables before introducing the setting and the main assumptions. The proposed estimation
methodology for functional time series is detailed in Section 3. Section 4 discusses in some depth the practical
selection of the dimension of the projection space and the order of the approximating FMA process. These
suggestions are tested in a Monte Carlo simulation study and an application to traffic data in Sections 5 and 6,
respectively. Section 7 concludes and proofs of the main results can be found in Section 8.
2 Setting
Functional data is often conducted in H = L2[0, 1], the Hilbert-space of square-integrable functions, with
canonical norm ‖x‖ = 〈x, x〉1/2 induced by the inner product 〈x, y〉 = ∫ 10 x(s)y(s)ds for x, y ∈ H . For an
introduction to Hilbert spaces from a functional analytic perspective, the reader is referred to Chapters 3.2 and
3.6 in Simon [24]. All random functions considered in this paper are defined on a probability space (Ω,A,P)
and are assumed to be A-BH -measurable, where BH denotes the Borel σ-algebra of subsets of H . Note that
the space of square integrable random functions L2H = L
2(Ω,A,P) is a Hilbert space with inner product
E[〈X,Y 〉] = E[∫ 10 X(s)Y (s)ds] for X,Y ∈ L2H . Similary, denote by LpH = Lp(Ω,A,P) the space of H-
valued functions such that νp(X) = (E[‖X‖p])1/p <∞. Let Z, N and N0 denote the set of integers, positive
integers and non-negative integers, respectively.
Interest in this paper is in fitting techniques for functional time series (Xj : j ∈ Z) taking values in L2H .
To describe a wide variety of temporal dynamics, the framework is established for functional linear processes
(Xj : j ∈ Z) defined through the series expansion
Xj =
∞∑
`=0
ψ`εj−`, j ∈ Z, (2.1)
where (ψ` : ` ∈ N0) is a sequence in L, the space of bounded linear operators acting on H , equipped with
the standard norm ‖A‖L = sup‖x‖≤1 ‖Ax‖, and (εj : j ∈ Z) is assumed to be an independent and identically
distributed sequence in L2H . Additional summability conditions are imposed on the sequence of coefficient
operators (ψ` : ` ∈ N0) if it is necessary to control the rate of decay of the temporal dependence. Whenever the
terminology “functional linear process” is used in this paper it is understood to be in the sense of (2.1). Note
that, as for univariate and multivariate time series models, every stationary causal functional autoregressive
moving average (FARMA) process is a functional linear process (see Spangenberg [25], Theorem 2.3). Special
cases include functional autoregressive processes of order p, FAR(p), which have been thoroughly investigated
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in the literature, and the functional moving average process of order q, FMA(q), which is given by the equation
Xj =
q∑
`=1
θ`εj−` + εj , j ∈ Z, (2.2)
with θ1, . . . , θq ∈ L.
While the functional linear process in (2.1) is the prototypical causal time series, in the context of predic-
tion, the concept of invertibility naturally enters; see Chapter 5.5 of Brockwell and Davis [6], and Nsiri and
Roy [21]. For a functional time series (Xj : j ∈ Z) to be invertible, it is required that
Xj =
∞∑
`=1
pi`Xj−` + εj , j ∈ Z, (2.3)
for (pi` : ` ∈ N) in L such that
∑∞
`=1 ‖pi`‖L <∞; see Merleve`de [18]. A sufficient condition for invertibility
of a functional linear process, which is assumed throughout, is given in Theorem 7.2 of Bosq [4].
The definition of a functional linear process in (2.1) provides a convenient framework for the formulation
of large-sample results and their verification. In order to analyze time series characteristics in practice, how-
ever, most statistical methods require a more in-depth understanding of the underlying dependence structure.
This is typically achieved through the use of autocovariances which determine the second-order structure. Ob-
serve first that any random variable in LpH with p ≥ 1 possesses a unique mean function in H , which allows
for a pointwise definition; see Bosq [4]. For what follows, it is assumed without loss of generality that µ = 0,
the zero function. If X ∈ LpH with p ≥ 2 such that E[X] = 0, then the covariance operator of X exists and
is given by
CX(y) = E[〈X, y〉X], y ∈ H.
If X,Y ∈ LpH with p ≥ 2 such that E[X] = E[Y ] = 0, then the cross covariance operator of X and Y exists
and is given by
CX,Y (y) = C
∗
Y,X(y) = E[〈X, y〉Y ], y ∈ H.
where C∗Y,X denotes the adjoint of CY,X , noting that the adjoint A
∗ of an operator A is defined by the equality
〈Ax, y〉 = 〈x,A∗y〉 for x, y ∈ H . The operators CX and CY,X belong to N, the class of nuclear operators,
whose elements A have a representation A =
∑∞
j=1 λj〈ej , ·〉fj with
∑∞
j=1 |λj | < ∞ for two orthonormal
bases (ONB) (ej)j∈N and (fj)j∈N of H . In that case ‖A‖N =
∑∞
j=1 |λj | < ∞ ; see Section 1.5 of Bosq [4].
Furthermore, CX is self-adjoint (CX = C∗X ) and non-negative definite with spectral representation
CX(y) =
∞∑
i=1
λi〈y, νi〉νi, y ∈ H,
4
where (νi : i ∈ N) is an ONB of H and (λi : i ∈ N) is a sequence of positive real numbers such that∑∞
i=1 λi < ∞. When considering spectral representations, it is standard to assume that the (λi : i ∈ N) are
ordered decreasingly and that there are no ties between consecutive λi.
For ease of notation, introduce the operator x⊗ y(·) = 〈x, ·〉y for x, y ∈ H . Then, CX = E[X ⊗X] and
CX,Y = E[X ⊗ Y ]. Moreover, for a stationary process (Xj : j ∈ Z), the lag-h covariance operator can be
written as
CX;h = E[X0 ⊗Xh], h ∈ Z. (2.4)
The quantities in (2.4) are the basic building block in the functional Innovations Algorithm and the associated
estimation strategy to be discussed in the next section.
3 Estimation methodology
3.1 Linear prediction in function spaces
Briefly recall the concept of linear prediction in Hilbert spaces as defined in Section 1.6 of Bosq [4]. Let
(Xj : j ∈ Z) be an invertible, functional linear process. Let L¯n,k be the L-closed subspace (LCS) generated
by the stretch of functions Xn−k, . . . , Xn. LCS here is to be understood in the sense of Fortet [7] that is L¯n,k
is the smallest subspace of H containing Xn−k, . . . , Xn, closed with respect to operators in L. Then, the best
linear predictor of Xn+1 given {Xn, Xn−1, . . . , Xn−k} at the population level is given by
X˜fn+1,k = PL¯n,k(Xn+1), (3.1)
where the superscript f in the predictor notation indicates the fully functional nature of the predictor and PL¯n,k
denotes projection on L¯n,k. Note that there are major differences to the multivariate prediction case. Due to
the infinite dimensionality of function spaces, X˜fn+1,k in (3.1) is not guaranteed to have a representation in
terms of its past values and operators in L, see for instance Proposition 2.2 in Bosq [5] and the discussion in
Section 3 of Klepsch and Klu¨ppelberg [13]. A typical remedy in FDA is to resort to projections into principal
directions and then to let the dimension d of the projection subspace grow to infinity. At the subspace-level,
multivariate methods may be applied to compute the predictors; for example the multivariate Innovations
Algorithm; see Lewis and Reinsel [17] and Mitchell and Brockwell [20]. This, however, has to be done
with care, especially if sample versions of the predictors in (3.1) are considered. Even at the population
level, the rate at which d tends to infinity has to be calibrated scrupulously to ensure that the inversions of
matrices occurring, for example, in the multivariate Innovations Algorithm are meaningful and well defined
(see Theorem 5.3 of Klepsch and Klu¨ppelberg [13]).
Therefore, the following alternative to the functional best linear predictor defined in (3.1) is proposed.
Recall that (νj : j ∈ N) are the eigenfunctions of the covariance operator CX . Let Vd = sp{ν1, . . . , νd} be
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the subspace generated by the first d principal directions and let PVd be the projection operator projecting
from H onto Vd. Let furthermore (di : i ∈ N) be an increasing sequence of positive integers and define
Xdi,j = PVdiXj , j ∈ Z, i ∈ N. (3.2)
Note that (3.2) allows for the added flexibility of projecting different Xj into different subspaces Vi. Then,
Xn+1 can be projected into the LCS generated by Xdk,n, Xdk−1,n−1, . . . , Xd1,n−k, which is denoted by F¯n,k.
Consequently, write
X˜n+1,k = PF¯n,k(Xn+1) (3.3)
for the best linear predictor of Xn+1 given F¯n,k. This predictor could be computed by regressing Xn+1 onto
Xdk,n, Xdk−1,n−1, . . . , Xd1,n−k, but interest is here in the equivalent representation of X˜n+1,k in terms of
one-step ahead prediction residuals given by
X˜n+1,k =
k∑
i=1
θk,i(Xdk+1−i,n+1−i − X˜n+1−i,k−i), (3.4)
where X˜n−k,0 = 0. On a population level, it was shown in Klepsch and Klu¨ppelberg [13] that the coefficients
θk,i with k, i ∈ N can be computed with the following algorithm.
Algorithm 3.1 (Functional Innovations Algorithm). Let (Xj : j ∈ Z) be a stationary functional linear
process with covariance operator CX possessing eigenpairs (λi, νi : i ∈ N) with λi > 0 for all i ∈ N. The
best linear predictor X˜n+1,k of Xn+1 based on F¯n,k defined in (3.4) can be computed by the recursions
X˜n−k,0 = 0 and V1 = PVd1CXPVd1 ,
X˜n+1,k =
k∑
i=1
θk,i(Xdk+1−i,n+1−i − X˜n+1−i,k−i),
θk,k−i =
(
PVdk+1 CX;k−i PVdi+1 −
i−1∑
j=0
θk,k−j Vj θ∗i,i−j
)
V −1i , i = 1, . . . , n− 1, (3.5)
Vk = CXdk+1−X˜n+1,k
= CXdk+1 −
k−1∑
i=0
θk,k−iViθ∗k,k−i. (3.6)
Note that θk,k−i and Vi are operators in L for all i = 1, . . . , k.
The first main goal is now to show how a finite sample version of this algorithm can be used to estimate the
operators in (2.2), as these FMA processes will be used to approximate the more complex processes appearing
in Definition 8.1. Note that Ho¨rmann and Kokoszka [10] give assumptions under which
√
n-consistent estima-
tors can be obtained for the lag-h autocovariance operator CX;h, for h ∈ Z. However, in (3.5), estimators are
required for the more complicated quantities PVdk+1 CX;k−i PVdi+1 , for k, i ∈ N. If, for i ∈ N, the projection
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subspace Vdi is known, consistent estimators of PVdk+1 CX;k−i PVdi+1 can be obtained by estimating CX;k−i
and projecting the operator on the desired subspace. This case will be dealt with in Section 3.2. In practice,
however, the subspaces Vdi , i ∈ N, need to be estimated. This is a further difficulty that will be addressed
separately in an additional step as part of Section 3.3.
Now, introduce additional notation. For k ∈ N, denote by (Xj(k) : j ∈ Z) the functional process taking
values in Hk such that
Xj(k) = (Xj , Xj−1, . . . , Xj−k+1)>,
where > signifies transposition. Let
Γk = CX(k) and Γ1,k = CXn+1,Xn(k) = E
[
Xn+1 ⊗Xn(k)
]
.
Based on a realization X1, . . . , Xn of (Xj : j ∈ Z), estimators of the above operators are given by
Γˆk =
1
N − k
N−1∑
j=k
Xj(k)⊗Xj(k) and Γˆ1,k = 1
N − k
N−1∑
j=k
Xj+1 ⊗Xj(k). (3.7)
The following theorem establishes the
√
n-consistency of the estimator Γˆk of Γk defined in (3.7).
Theorem 3.1. If (Xj : j ∈ Z) is a functional linear process defined in (2.1) such that the coefficient operators
(ψ` : ` ∈ N0) satisfy the summability condition
∑∞
m=1
∑∞
`=m ‖ψ`‖L < ∞ and with independent, identically
distributed innovations (εj : j ∈ Z) such that E[‖ε0‖4] <∞, then
(N − k) E[‖Γˆk − Γk‖2N] ≤ k UX ,
where UX is a constant that does not depend on n.
The proof of Theorem 3.1 is given in Section 8. There, an explicit expression for the constant UX is
derived that depends on moments of the underlying functional linear process and on the rate of decay of the
temporal dependence implied by the summability condition on the coefficient operators (ψ` : ` ∈ N0).
3.2 Known projection subspaces
In this section, conditions are established that ensure consistency of estimators of a functional linear process
under the assumption that the projection subspaces Vdi are known in advance. In this case as well as in the
unknown subspace case, the following the general strategy is pursued; see Mitchell and Brockwell [20]. Start
by providing consistency results for the estimators regression estimators of βk,1, . . . , βk,k in the linear model
formulation
X˜n+1,k = βk,1Xdk,n + βk,2Xdk−1,n−1 + · · ·+ βk,kXd1,n−k+1
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of (3.3). To obtain the consistency of the estimators θk,1, . . . , θk,k exploit then that regression operators and
Innovations Algorithm coefficient operators are, for k ∈ N, linked through the recursions
θk,i =
i∑
j=1
βk,jθk−j,i−j , i = 1, . . . , k. (3.8)
Define furthermore P(k) = diag(PVdk , . . . , PVd1 ), the operator fromH
k toHk whose ith diagonal entry is
given by the projection operator onto Vdi . One verifies that P(k)Xn(k) = (Xdk,n, Xdk−1,n−1, . . . , Xd1,n−k)
>,
CP(k)X(k) = P(k)ΓkP(k) = Γk,d and CX,P(k)X(k) = P(k)Γ1,k = Γ1,k,d. With this notation, it can be shown
that B(k) = (βk,1, . . . , βk,k) satisfies the population Yule–Walker equations
B(k) = Γ1,k,d Γ
−1
k,d,
of which sample versions are needed. In the known subspace case, estimators of Γ1,k,d and Γk,d are given by
Γˆk,d = P(k)ΓˆkP(k) and Γˆ1,k,d = Γˆ1,kP(k), (3.9)
where Γˆk and Γˆ1,k are as in (3.7). With this notation, B(k) is estimated by the sample Yule–Walker equations
Bˆ(k) = Γˆ1,k,dΓˆ
−1
k,d. (3.10)
Furthermore, the operators θk,i in (3.4) are estimated by θˆk,i, resulting from Algorithm 3.1 applied to the
estimated covariance operators with Vdi known. In order to derive asymptotic properties of βˆk,i and θˆk,i as
both k and n tend to infinity, the following assumptions are imposed. Let αdk denote the infimum of the
eigenvalues of all spectral density operators of (Xdk,j : j ∈ Z).
Assumption 3.1. As n→∞, let k = kn →∞ and dk →∞ such that
(i) (Xj : j ∈ Z) is as in Theorem 3.1 and invertible.
(ii) k1/2(n− k)−1/2α−2dk → 0 as n→∞.
(iii) k1/2α−1dk
(∑
`>k ‖pi`‖L +
∑k
`=1 ‖pi`‖L
∑
i>dk+1−` λi
)→ 0 as n→∞.
Invertibility imposed in part (i) of Assumption 3.1 is a standard requirement in the context of prediction
and is also necessary for the univariate Innovations Algorithm to be consistent. Assumption (ii) describes the
restrictions on the relationship between k, dk and n. The corresponding multivariate assumption in Mitchell
and Brockwell [20] is k3/n→ 0 as n→∞. Assumption (iii) is already required in the population version of
the functional Innovations Algorithm in Klepsch and Klu¨ppelberg [13]. It ensures that the best linear predictor
based on the last k observations converges to the conditional expectation for k → ∞. The corresponding
multivariate condition in Brockwell and Mitchell [20] is k1/2
∑
`>k ‖pi`‖ → 0 as n→∞, where (pi` : ` ∈ N)
here denote the matrices in the invertible representation of a multivariate linear process.
The main result concerning the asymptotic behavior of the estimators βˆk,i and θˆk,i is given next.
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Theorem 3.2. Let Vdi be known for all i ∈ N and let Assumption 3.1 be satisfied. Then, for all x ∈ H and
all i ∈ N as n→∞,
(i) ‖(βˆk,i − pii)(x)‖ p→ 0,
(ii) ‖(θˆk,i − ψi)(x)‖ p→ 0.
If the operators (ψ` : ` ∈ N) and (pi` : ` ∈ N) in the respective causal and invertible representations are
assumed Hilbert–Schmidt, then the convergence in (i) and (ii) is uniform.
The proof of Theorem 3.2 is given in Section 8. The theorem establishes the pointwise convergence of
the estimators needed in order to get a sample proxy for the functional linear filter (pi` : ` ∈ N). This filter
encodes the second-order dependence in the functional linear process and can therefore be used for estimating
the underlying dynamics for the case of known projection subspaces.
3.3 Unknown projection subspaces
The goal of this section is to remove the assumption of known Vdi . Consequently, the standard estimators for
the eigenfunctions (νi : i ∈ N) of the covariance operator CX are used, obtained as the sample eigenfunctions
νˆj of CˆX . Therefore, for i ∈ N, the estimators of Vdi and PVdi are
Vˆdi = sp{νˆ1, νˆ2, . . . , νˆdi} and PˆVdi = PVˆdi . (3.11)
For i ∈ N, let νˆ ′i = ciνˆi, where ci = sign(〈νˆi, νi〉). Then, Theorem 3.1 in Ho¨rmann and Kokoszka [10]
implies the consistency of νˆ ′i for νˆi, with the quality of approximation depending on the spectral gaps of the
eigenvalues (λi : i ∈ N) of CX . With this result in mind, define
ˆˆ
Γk,d = Pˆ(k)ΓˆkPˆ(k) and
ˆˆ
Γ1,k,d = Γˆ1,kPˆ(k). (3.12)
Now, if the projection subspace Vdi is not known, the operators appearing in (3.8) and can be estimated by
solving the estimated Yule–Walker equations
ˆˆ
B(k) =
ˆˆ
Γ1,k,d
ˆˆ
Γ−1k,d. (3.13)
The coefficient operators in Algorithm 3.1 obtained from estimated covariance operators and estimated pro-
jection space PˆVdi are denoted by
ˆˆ
θk,i. In order to derive results concerning their asymptotic behavior, an
additional assumption concerning the decay of the spectral gaps of CX is needed. Let δ1 = λ1 − λ2 and
δj = min{λj−1 − λj , λj − λj+1} for j ≥ 2.
Assumption 3.2. As n→∞, k = kn →∞ and dk →∞ such that
(iv) k3/2α−2dk n
−1(
∑dk
`=1 δ
−2
` )
1/2 → 0.
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This type of assumption dealing with the spectral gaps is typically encountered when dealing with the
estimation of eigenelements of functional linear processes (see, for example, Bosq [4], Theorem 8.7). We are
now ready to derive the asymptotic result of the estimators in the general case that Adi is not known.
Theorem 3.3. Let Assumptions 3.1 and 3.2 be satisfied. Then, for all x ∈ H and i ∈ N as n→∞,
(i) ‖( ˆˆβk,i − pii)(x)‖ p→ 0,
(ii) ‖(ˆˆθk,i − ψi)(x)‖ p→ 0.
If the operators (ψ` : ` ∈ N) and (pi` : ` ∈ N) are Hilbert–Schmidt, then the convergence is uniform.
The proof of Theorem 3.3 is given in Section 8. The theoretical results quantify the large-sample behavior
of the estimates of the linear filter operators in the causal and invertible representations of the strictly stationary
functional time series (Xj : j ∈ Z). How to guide the application of the proposed method in finite samples is
addressed in the next section.
4 Selection of principal directions and FMA order
Model selection is a difficult problem when working with functional time series. Contributions to the literature
have been made in the context of functional autoregressive models by Kokoszka and Reimherr [15], who
devised a sequential test to decide on the FAR order, and Aue et al. [3], who introduced an FPE-type criterion.
To the best of our knowledge, there are no contributions in the context of model selection in functional moving
average models. This section introduces several procedures. A method for the selection of the subspace
dimension is introduced in Section 4.1, followed by a method for the FMA order selection in Section 4.2. A
criterion for the simultaneous selection is in Section 4.3.
4.1 Selection of principal directions
The most well-known method for the selection of d in functional data analysis is based on total variance
explained, TVE, where d is chosen such that the first d eigenfunctions of the covariance operator explain a
predetermined amount P of the variability; see, for example, Horva´th and Kokoszka [11]. In order to apply the
TVE criterion in the functional time series context, one has to ensure that no essential parts of the dependence
structure in the data are omitted after the projection into principal directions. This is achieved as follows.
First choose an initial d∗ with the TVE criterion such with a fraction P of variation in the data is explained.
This should be done conservatively. Then apply the portmanteau test of Gabrys and Kokoszka [8] to check
whether the non-projected part (IH − PVd∗ )X1, . . . , (IH − PVd∗ )Xn of the observed functions X1, . . . , Xn
can be considered independent. Modifying their test to the current situation, yields the statistic
Qd
∗
n = n
h¯∑
h=1
d∗+p∑
`,`′=d∗+1
fh(`, `
′)bh(`, `′), (4.1)
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where fh(`, `′) and bh(`, `′) denote the (`, `′)th entries of C−1X∗;0CX∗;h and CX∗;hC
−1
X∗;0, respectively, and
(X∗j : j ∈ Z) is the p-dimensional vector process consisting of the d+ 1st to d+ pth eigendirections of the co-
variance operator CX . Following Gabrys and Kokoszka [8], it follows under the assumption of independence
of the non-projected series that Qd
∗
N → χ2p2h¯ in distribution. If the assumption of independence is rejected,
set d∗ = d∗ + 1. Repeat the test until the independence hypothesis cannot be rejected and choose d = d∗ to
estimate the functional linear filters. This leads to the following algorithm.
Algorithm 4.1 (Test for independence). Perform the following steps.
(1) For given observed functional time series dataX1, . . . , Xn, estimate the eigenpairs (λˆ1, νˆ1), . . . , (λˆn, νˆn)
of the covariance operator CX . Select d∗ such that
TVE(d∗) =
∑d∗
i=1 λˆi∑n
i=1 λˆi
≥ P
for some prespecified P ∈ (0, 1).
(2) While Qd
∗
n > qχ2
p2h¯
,α, set d
∗ = d∗ + 1.
(3) If Qd
∗
n ≤ qχ2
p2h¯
,α stop and apply Algorithm 3.1 with di = d
∗, for all i ≤ k.
Note that the Algorithm 4.1 does not specify the choices of P , p, H and α. Recommendations on their
selection are given in Section 5. Multiple testing could potentially be an issue, but intensive simulation studies
have shown that, since d∗ is initialized with the TVE criterion, usually no more than one or two iterations and
tests are required for practical purposes. Therefore the confidence level is not adjusted, even though it would
be feasible to incorporate this additional step into the algorithm.
4.2 Selection of FMA order
For a fixed d, multivariate model selection procedures can be applied to choose q. In fact, it is shown in The-
orem 4.7 of Klepsch and Klu¨ppelberg [13] that the projection of an FMA(q) process on a finite-dimensional
space is a VMA(q∗) with q∗ ≤ q. Assuming that the finite-dimensional space is chosen such that no infor-
mation on the dependence structure of the process is lost, q = q∗. Then, the FMA order q may be chosen
by performing model selection on the d-dimensional vector model given by the first d principal directions of
(Xj : j ∈ Z). Methods for selecting the order of VMA models are described, for example, in Chapter 11.5 of
Brockwell and Davis [6], and Chapter 3.2 of Tsai [26].
The latter book provides arguments for the identification of the VMA order via cross correlation matrices.
This Ljung–Box (LB) method for testing the null hypothesis H0 : CX;h = CX;h+1 = · · · = CX;h = 0 versus
the alternative that CX;h 6= 0 for a lag h between h and h is based on the statistic
Qh,h = n
2
h∑
h=h
1
n− htr(Cˆ
>
X;hCˆ
−1
X;0CˆX;hC
−1
X;0). (4.2)
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Under regularity conditions Qh,h is asymptotically distributed as a χ
2
d2(h−h+1) random variable if the mul-
tivariate procss (Xj : j ∈ Z) on the first d principal directions follows a VMA(q) model and h > q. For
practical implementation, one computes iteratively Q1,h, Q2,h, . . . and selects the order q as the largest h such
that Qh,h is significant, but Qh+h,h is insignificant for all h > 0.
Alternatively, the well-known AICC criterion could be utilized. Algorithm 3.1 allows for the computa-
tionally efficient maximization of the likelihood function through the use of its innovation form; see Chapter
11.5 of Brockwell and Davis [6]. The AICC criterion is then given by
AICC(q) = −2 lnL(Θ1, . . . ,Θq,Σ) + 2nd(qd
2 + 1)
nd− qd2 − 2 , (4.3)
where Θ1, . . . ,Θq are the fitted VMA coefficient matrices and Σ its fitted covariance matrix. The minimizer
of (4.3) is selected as order of the FMA process. Both methods are compared in Section 5.
4.3 Functional FPE criterion
In this section a criterion that allows to choose d and q simultaneously is introduced. A similar criterion was
established in Aue et al. [3], based on a decomposition of the functional mean squared prediction error. Note
that, due to the orthogonality of the eigenfunctions (νi : i ∈ N) and the fact that Xˆn+1,k lives in Vd,
E
[‖Xn+1 − Xˆn+1,k‖2] = E[‖PVd(Xn+1 − Xˆn+1,k)‖2]+ E[‖(IH − PVd)Xn+1‖2]. (4.4)
The second summand in (4.4) satisfies E[‖(IH − PVd)Xn+1‖2] = E[‖
∑
i>d〈Xn+1, νi〉νi‖2] =
∑
i>d λi.
The first summand in (4.4) is, due to the isometric isomorphy between Vd and Rd equal to the mean squared
prediction error of the vector model fit on the d dimensional principal subspace. It can be shown using the
results of Lai and Lee [16] that it is of order tr(CZ) + qd tr(CZ)/n, where CZ denotes the covariance matrix
of the innovations of the vector process. Using the matrix version Vn of the operator Vn given through
Algorithm 3.1 as a consistent estimator for CZ, the functional FPE criterion
fFPE(d, q) =
n+ q d
n
tr(Vn) +
∑
i>d
λˆi (4.5)
is obtained. It can be minimized over both d and q to select the dimension of the principal subspace and the
order of the FMA process jointly. As is noted in Aue et al. [3], where a similar criterion is proposed for the
selection of the order of an FAR(p) model, the fFPE method is fully data driven: no further selection of tuning
parameters is required.
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5 Simulation evidence
5.1 Simulation setting
In this section, results from Monte Carlo simulations are reported. The simulation setting was as follows.
Using the first D Fourier basis functions f1, . . . , fD, the D-dimensional subspace GD = sp{f1, . . . , fD} of
H was generated following the setup in Aue et al. [3], then the isometric isomorphy between RD and GD
is utilized to represent elements in GD by D-dimensional vectors and operators acting on GD by D × D
matrices. Therefore N + q D-dimensional random vectors as innovations for an FMA(q) model and q D×D
matrices as operators were generated. Two different settings were of interest: processes possessing covariance
operators with slowly and quickly decaying eigenvalues. Those cases were represented by selecting two sets
of standard deviations for the innovation process, namely
σslow = (i
−1 : i = 1, . . . , D) and σfast = (2−i : i = 1, . . . , D). (5.1)
With this, innovations
εj =
D∑
i=1
cj,ifi, j = 1− q, . . . , n,
were simulated, where cj,i are independent normal random variables with mean 0 and standard deviation
σ·,i, the · being replaced by either slow or fast, depending on the setting. The parameter operators θ˜`, for
` = 1, . . . , q, were chosen at random by generatingD×D matrices, whose entries 〈θ˜`fi, fi′〉were independent
zero mean normal random variables with variance σ·,iσ·,i′ . The matrices were then rescaled to have spectral
norm 1. Combining the forgoing, the FMA(q) process
Xj =
q∑
`=1
θ`εj−` + εj , j = 1, . . . , n (5.2)
were simulated, where θ` = κ`θ˜` with κ` being chosen to ensure invertibility of the FMA process. In the
following section, the performance of the proposed estimator is evaluated, and compared and contrasted to
other methods available in the literature for the special case of FMA(1) processes, in a variety of situations.
5.2 Estimation of FMA(1) processes
In this section, the performance of the proposed method is compared to two approaches introduced in Turbillon
et al. [27] for the special case of FMA(1) processes. These methods are based on the following idea. Denote
by Cε the covariance operator of (εn : n ∈ Z). Observe that since CX;1 = θ1Cε and CX = Cε + θ1Cεθ∗1, it
follows that θ1CX = θ1Cε + θ21Cεθ
∗
1 = CX;1 + θ
2
1C
∗
X;1, and especially
θ21C
∗
X;1 − θ1CX + CX;1 = 0. (5.3)
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The estimators in Turbillon et al. [27] are based on solving the quadratic equation in (5.3) for θ1. The first of
these only works under the restrictive assumption that θ1 and Cε commute. Then, solving (5.3) is equivalent
to solving univariate equations generated by individually projecting (5.3) onto the eigenfunctions of CX . The
second approach is inspired by the Riesz–Nagy method. It relies on regarding (5.3) as a fixed-point equation
and therefore establishing a fixed-point iteration. Since solutions may not exist inH , suitable projections have
to be applied. Consistency of both estimators is established in Turbillon et al. [27].
To compare the performance of the methods, FMA(1) time series were simulated as described in Sec-
tion 5.1. As measure of comparison the estimation error ‖θ1 − θˆ1‖L was used after computing θˆ1 with the
three competing procedures. Rather than selecting the dimension of the subspace via Algorithm 4.1, the esti-
mation error is computed for d = 1, . . . , 5. The results are summarized in Table 5.2, where estimation errors
were averaged over 1000 repetitions for each specification, using sample sizes n = 100, 500 and 1,000.
n = 100 n = 500 n = 1000
d Proj Iter Inn Proj Iter Inn Proj Iter Inn
σfast
1 0.539 0.530 0.514 0.527 0.521 0.513 0.518 0.513 0.508
2 0.528 0.433 0.355 0.508 0.391 0.287 0.500 0.386 0.277
3 0.533 0.534 0.448 0.512 0.467 0.235 0.503 0.460 0.197
4 0.534 0.650 0.582 0.513 0.573 0.276 0.504 0.567 0.216
5 0.534 0.736 0.646 0.513 0.673 0.311 0.504 0.662 0.239
σslow
1 0.610 0.602 0.588 0.579 0.574 0.566 0.575 0.573 0.569
2 0.614 0.527 0.513 0.581 0.487 0.434 0.577 0.483 0.422
3 0.618 0.552 0.610 0.583 0.504 0.389 0.578 0.500 0.362
4 0.620 0.591 0.861 0.584 0.531 0.402 0.579 0.522 0.344
5 0.620 0.630 1.277 0.584 0.556 0.448 0.579 0.548 0.358
Table 5.1: Estimation error ‖θ1 − θˆ1‖L, with θ1 = κ1θ˜1 and κ1 = 0.8, with θˆ1 computed with the projec-
tion method (Proj) and the iterative method (Iter) of [27], and the proposed method based on the functional
Innovations Algorithm (Inn). The smallest estimation error is highlighted in bold for each case.
For all three sample sizes, the operator kernel estimated with the proposed algorithm is closest to the
real kernel. As can be expected, the optimal dimension increases with the sample size, especially for the
case where the eigenvalues decay slowly. The projection method does not perform well, which is also to be
expected, because the condition of commuting θ1 and Cε is violated. One can see that the choice of d is
crucial: especially for small sample sizes for the proposed method, the estimation error explodes for large d.
In order to get an intuition for the shape of the estimators, the kernels of the estimators resulting from the
different estimation methods, using n = 500 and κ1 = 0.8, are plotted in Figure 5.1. It can again be seen
that the projection method yields results that are significantly different from both the truth and the other two
methods who produce estimated operator kernels, whose shapes look roughly similar to the truth.
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Figure 5.1: Estimated operator kernel of simulated FMA(1) process with κ1 = 0.8, d = 3 and σfast (first row)
and σslow (second row), using n = 500 sampled functions. Labeling of procedures is as in Table 5.2.
5.3 Model selection
In this section, the performance of the different model selection methods introduced in Section 4 is demon-
strated. To do so, FMA(1) processes with weights κ1 = 0.4 and 0.8 were simulated as in the previous section.
In addition, two different FMA(3) processes were simulated according to the setting described in Section 5.1,
namely
• Model 1: κ1 = 0.8, κ2 = 0.6, and κ3 = 0.4.
• Model 2: κ1 = 0, κ2 = 0, and κ3 = 0.8.
For sample sizes n = 100, 500 and 1,000, 1,000 processes of both Model 1 and 2 were simulated using
σslow and σfast. The estimation process was done as follows. First, the dimension d of the principal projection
subspace was chosen using Algorithm 4.1 with TVE such that P = 0.8. With this selection of d, the LB and
AICC criteria described in Section 4.2 were applied to choose q. Second, the fFPE criterion was used for a
simultaneous selection of d and q. The results are summarized in Figures 5.2 and 5.3.
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Figure 5.2: Model selection for different MA(1) processes. The left three plots in each small figure give the
d chosen by total variation explained with P = 0.8 (TVE), Algorithm 4.1 (IND) and the functional FPE
criterion (FPEd). The right three plots in each small figure give the selected order q by AICC, LB and fFPE.
Figures 5.2 and 5.3 allow for a number of interesting observations. For both the FMA(1) and the FMA(3)
example, the model order is estimated well. In all cases, especially for sample sizes larger than 100, all three
selection methods (AIC, LB, FPEq) for the choice of q yield the correct model order (1 or 3). The Ljung–Box
(LB) method seems to have the most stable results. The methods for the choice of d are more heterogeneous.
The TVE method yields the most stable results among different sample sizes. For σfast, it almost always
selects d = 2 and for σslow the choice varies between d = 2 and d = 3. However, the TVE method seems to
underestimate d. Often there appears to be dependence left in the data, as one can see from the selection of d
by Algorithm 4.1. Especially in the FMA(3) case and Model 1, this algorithm yields some large choices for d
of about 7 or 8. The choice of FPEd seems to increase with increasing sample size: this is to be expected as for
increasing sample size the variance of the estimators decreases and the resulting predictors get more precise,
even for high-dimensional models. This is valid especially for σslow where a larger d is needed to explain the
dynamics of the functional process. A similar trade-off is occasionally observed for Algorithm 4.1.
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Figure 5.3: Model selection for different MA(3) processes. Labeling of procedures is as in Figure 5.2.
6 Application to traffic data
In this section, the proposed estimation method is applied to vehicle traffic data provided by the Autobahndi-
rektion Su¨dbayern. The dataset consists of measurements at a fixed point on a highway (A92) in Southern
Bavaria, Germany. Recorded is the average velocity per minute from 1/1/2014 00:00 to 30/06/2014 23:59 on
three lanes. After taking care of missing values and outliers, the velocity per minute was averaged over the
three lanes, weighted by the number of vehicles per lane. This leads to 1440 preprocessed and cleaned data
points per day, which were transformed into functional data using the first 30 Fourier basis functions with the
R package fda. The result is a functional time series (Xj : j = 1, . . . , n = 119), which is deemed stationary
and exhibits temporal dependence, as evidenced by Klepsch et al. [14].
The goal then is to approximate the temporal dynamics in this stationary functional time series with an
FMA fit. Observe that the plots of the spectral norms ‖CˆX;hCˆ−1X;0‖L for h = 0, . . . , 5 in Figure 6.1 display
a pattern typical for MA models of low order. Here X stands for the multivariate auxiliary model of dimen-
sion d obtained from projection into the corresponding principal subspace. Consequently, the methodology
introduced in Section 3 and 4 was applied to the data. First, the covariance operator CX;0 and its first 15
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Figure 6.1: Spectral norm of estimated cross-correlation matrices for lags h = 1, . . . , 5 of the vector model
based on principal subspaces of dimension d = 1 to d = 5 (from left to right).
eigenelements (λ1, ν1), . . . , (λ15, ν15) were estimated to construct the vector process (Xˆj : j = 1, . . . , n),
where Xˆj = (〈Xj , νˆ1〉, . . . , 〈Xj , νˆ15〉)>. Then, the methods described in Sections 4 were applied to choose
the appropriate dimension d and model order q.
The first four sample eigenfunctions explained 81% of the variability, hence the TVE criterion with P =
0.8 gave d∗ = 4 to initialize Algorithm 4.1. The hypothesis of independence of the left-out score vector
process (Xˆj [4:15] : j = 1, . . . , n) was rejected with p-value 0.03. Here Xj [i:i′] is used as notation for the
vector comprised of coordinates i, . . . , i′, with i ≤ i′, of the original 15-dimensional vector Xˆj . In the next
step of Algorithm 4.1, d∗ is increased to 5. A second independence test was run on (Xˆj [5 :15] : j = 1, . . . , n)
and did not result in a rejection; the corresponding p-value was 0.25.
This analysis led to using d = 5 as dimension of the principal subspace to conduct model selection with
the methods of Section 4.2. Since TVE indicated d = 4, the selection procedures were applied also with this
choice. In both cases, the AICC criterion in (4.3) and LB criterion in (4.2) opted for q = 1, in accordance
with the spectral norms observed in Figure 6.1. Simultaneously choosing d and q with the fFPE criterion of
Section 4.3 yields d = 3 and q = 1.
After the model selection step, the operator of the chosen FMA(1) process was estimated using Algorithm
3.1. Similarly the methods introduced in Section 5.2 were applied. Figure 6.2 displays the kernels of the
estimated integral operator for all methods, selecting for d = 3 and d = 5. The plots indicate that, on this
particular data set, all three methods produce estimated operators that lead to kernels of roughly similar shape.
The similarity is also reflected in the covariance of the estimated innovations. For d = 3, the trace of the
covariance matrix is 43.14, 45.4 and 44.41 for the Innovations Algorithm, iterative method and projective
method, respectively. For d = 4, the trace of the covariance of the estimated innovations is 48.19, 46.00 and
45.74 for the different methods in the same order.
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Figure 6.2: Estimated FMA(1) kernel with the three methods for d = 3 (first row) and d = 4 (second row)
7 Conclusions
This paper is the first to introduce a complete methodology to estimate any stationary, causal and invertible
functional time series. This is achieved by approximating the functional linear filters in the causal represen-
tation with functional moving average processes obtained from an application of the functional Innovations
Algorithm. The consistency of the estimators is verified as the main theoretical contribution. The proof re-
lies on the fact that d-dimensional projections of FMA(q) processes are isomorph to d dimensional VMA(q∗)
models, with q∗ ≤ q. Introducing appropriate sequences of increasing subspaces of H , consistency can be
established in the two cases of known and unknown principal projection subspaces. This line of reasoning
follows multivariate techniques given in Lewis and Reinsel [17] and Mitchell and Brockwell [20].
The theoretical underpinnings are accompanied by model selection procedures facilitating the practical
implementation of the proposed method. An independence test is introduced to select the dimension of the
principal projection subspace, which can be used as a starting point for the suggested order selection proce-
dures based on AICC and Ljung–Box criteria. Additionally, an fFPE criterion is established that jointly selects
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dimension d and order q. Illustrative results from a simulation study and the analysis of traffic velocity data
show that the practical performance of the proposed method is satisfactory and at least competitive with other
methods available in the literature for the case of FMA(1) processes.
Future research could focus on an extension of the methodology to FARMA processes in order to increase
parsimony in the estimation. It should be noted, however, that this not a straightforward task as identifying
the dynamics of the projection of an FARMA(p, q) to a finite-dimensional space is a non-resolved problem.
In addition, the proposed methodology could be applied to offer an alternative route to estimate the spectral
density operator, a principal object in the study of functional time series in the frequency domain; see Aue and
van Delft [1], Ho¨rmann et al. [9] and Panaretos and Tavakoli [22].
8 Proofs
The notion of Lp-m-approximability is utilized for the proofs. A version of this notion was used for multivari-
ate time series in Aue et al. [2] and then translated to the functional domain by Ho¨rmann and Kokoszka [10].
The definition is as follows.
Definition 8.1. Let p ≥ 1. A sequence (Xj : j ∈ Z) with values in LpH is called Lp-m-approximable if
Xj = f(εj , εj−1, . . .), j ∈ Z,
can be represented as a functional Bernoulli shift with a sequence of independent, identically distributed
random elements (εj : j ∈ Z) taking values in the measurable space S, potentially different from H , and a
measurable function f : S∞ → H such that
∞∑
m=0
(
E[‖Xj −X(m)j ‖p]
)1/p
<∞,
where X(m)j = f(εj , . . . , εj−m+1, ε
(j)
j−m, ε
(j)
j−m−1, . . .) with (ε
(i)
j : j ∈ Z), i ∈ N0, being independent copies
of (εj : j ∈ Z).
Conditions can be established for most of the common linear and nonlinear functional time series models
to be Lp-m-approximable. In particular, the functional linear processes (Xj : j ∈ Z) defined in (2.1) are
naturally included if the summability condition
∑∞
m=1
∑∞
`=m ‖ψ`‖L < ∞ is met (see Proposition 2.1 in
Ho¨rmann and Kokoszka [10]).
Proof of Theorem 3.1. Using that (Xj : j ∈ Z) is L4-m-approximable, write
Xj(k) = (f(εj , εj−1, . . . ), . . . , f(εj−k+1, εj−k, . . . ))>
= g(εj , εj−1, . . . ),
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where g : H∞ → Hk is defined accordingly. For k,m ∈ N and j ∈ Z, define
X
(m)
j (k) =
(
f(εj , . . . , εj−m+1, ε
(j)
j−m, ε
(j)
j−m−1, . . .), . . . , f(εj−k+1, . . . , εj−m+1, ε
(j)
j−m, ε
(j)
j−m−1, . . . )
)>
= g(εj , εj−1, . . . , εj−m+1, ε
(j)
j−m, ε
(j)
j−m−1, . . .).
Now, by definition of the norm in Hk,
∞∑
m=k
(
E
[‖Xm(k)−X(m)m (k)‖4])1/4 = ∞∑
m=k
( k−1∑
i=0
E
[‖Xm−i −X(m−i)m−i ‖4])1/4
≤
∞∑
m=k
( k−1∑
i=0
E
[‖Xm−i −X(m−k)m−i ‖4])1/4
=
∞∑
m=k
(
kE
[‖Xm−k −X(m−k)m−k ‖4])1/4
= k1/4
∞∑
m=0
(
E
[‖Xm −X(m)m ‖4])1/4, (8.1)
where the first inequality is implied by Assumption 3.1, since E[‖Xj −X(m−i)j ‖2] ≤ E[‖Xj −X(m)j ‖2] for
all i ≥ 0, and the last inequality, since E[‖X1 −X(m−k)1 ‖2] = E[‖Xj −X(m−k)j ‖2] by stationarity. But the
right-hand side of (8.1) is finite because (Xj : j ∈ Z) is L4-m-approximable by assumption. This shows that
(Xj(k) : j ∈ Z) is also L4-m approximable.
To prove the consistency of the estimator CˆX(k), note that the foregoing implies, by Theorem 3.1 in
Ho¨rmann and Kokoszka [10], that the bound
nE
[‖CˆX(k) − CX(k)‖2N] ≤ UX(k),
holds, where UX(k) = E[‖X1(k)‖4] + 4
√
2(E[‖X1(k)‖4])3/4
∑∞
m=0(E[‖Xm(k)−X(m)m (k)‖4])1/4 is a con-
stant that does not depend on n. Since E[‖X1(k)‖4] = kE[‖X1‖4], (8.1) yields that UX(k) = kUX , which is
the assertion.
Corollary 8.1. The operators βˆk,i from (3.10) and θˆk,i from (3.4) related through
θˆk,i =
i∑
j=1
βˆk,j θˆk−j,i−j , i = 1, . . . , k, k ∈ N. (8.2)
Proof. The proof is based on the finite-sample versions of the regression formulation of (3.1) and the innova-
tions formulation given in (3.4). Details are omitted to conserve space.
Proof of Theorem 3.2. (i) It is first shown that, for all x ∈ Hk,
‖(Bˆ(k)−Π(k))(x)‖ p→ 0 (n→∞),
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where Π(k) = (pi1, . . . , pik)> is the vector of the first k operators in the invertibility representation of the
functional time series (Xj : j ∈ Z). Define the process (ej,k : j ∈ Z) by letting
ej,k = Xj −
k∑
`=1
pi`Xj−` (8.3)
and let IHk be the identity operator on H
k. Note that
Bˆ(k)−Π(k) = Γˆ1,k,dΓˆ−1k,d −Π(k)Γˆk,dΓˆ−1k,d + Π(k)(IHk − P(k))
=
(
Γ1,k,d −Π(k)Γˆk,d
)
Γˆ−1k,d + Π(k)(IHk − P(k)).
Plugging in the estimators defined in (3.9) and subsequently using (8.3), it follows that
Bˆ(k)−Π(k) =
(
1
n− k
n−1∑
j=k
(
(P(k)Xj,k ⊗Xj+1)− (P(k)Xj,k ⊗Π(k)Xj,k)
))
Γˆ−1k,d + Π(k)(IHk − P(k))
=
(
1
n− k
n−1∑
j=k
(
P(k)Xj,k ⊗ (Xj+1 −Π(k)Xj,k)
))
Γˆ−1k,d + Π(k)(IHk − P(k))
=
(
1
n− k
n−1∑
j=k
(
P(k)Xj,k ⊗ ej+1,k
))
Γˆ−1k,d + Π(k)(IHk − P(k)).
Two applications of the triangle inequality imply that, for all x ∈ Hk,
‖(Bˆ(k)−Π(k))(x)‖ ≤
∥∥∥∥( 1n− k
n−1∑
j=k
(
P(k)Xj(k)⊗ ej+1,k
))
Γˆ−1k,d(x)
∥∥∥∥+ ‖Π(k)(IHk − P(k))(x)‖
≤
∥∥∥∥( 1n− k
n−1∑
j=k
(
P(k)Xj(k)⊗ (ej+1,k − εj+1)
))
Γˆ−1k,d
∥∥∥∥
L
+
∥∥∥∥( 1n− k
n−1∑
j=k
(
P(k)Xj(k)⊗ εj+1
))
Γˆ−1k,d
∥∥∥∥
L
+ ‖Π(k)(IHk − P(k))(x)‖
≤ (‖U1n‖L + ‖U2n‖L)‖Γˆ−1k,d‖L + ‖Π(k)(IHk − P(k))(x)‖, (8.4)
where U1n and U2n have the obvious definitions. Arguments similar to those used in Proposition 6.4 of
Klepsch and Klu¨ppelberg [13] yield that the second term on the right-hand side of (8.4) can be made arbitrarily
small by increasing k. To be more precise, for δ > 0, there is kδ ∈ N such that
‖Π(k)(IHk − P(k))(x)‖ < δ (8.5)
for all k ≥ kδ and all x ∈ Hk.
To estimate the first term on the right-hand side of (8.4), focus first on ‖Γˆ−1k,d‖L. Using the triangular
inequality, ‖Γˆ−1k,d‖L ≤ ‖Γˆ−1k,d − Γ−1k,d‖L + ‖Γ−1k,d‖L. Theorem 1.2 in Mitchell [19] and Lemma 6.1 in Klepsch
and Klu¨ppelberg [13] give the bound
‖Γ−1k,d‖L ≤ α−1dk , (8.6)
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where αdk is the infimum of the eigenvalues of all spectral density operators of (Xdk,j : j ∈ Z). Furthermore,
using the triangle inequality and then again Lemma 6.1 of Klepsch and Klu¨ppelberg [13],
‖Γˆ−1k,d − Γ−1k,d‖L = ‖Γˆ−1k,d(Γˆd,k − Γd,k)Γ−1k,d‖L
≤ (‖Γˆ−1k,d − Γ−1k,d‖L + ‖Γ−1k,d‖L)‖Γˆd,k − Γd,k‖Lα−1dk . (8.7)
Hence, following arguments in the proof of Theorem 1 in Lewis and Reinsel [17],
0 ≤ ‖Γˆ
−1
k,d − Γ−1k,d‖L
α−1dk (‖Γˆ
−1
k,d − Γ−1k,d‖L + α−1dk )
≤ ‖Γˆd,k − Γd,k‖L,
by (8.7). This yields
‖Γˆ−1d,k − Γ−1d,k‖L ≤
‖Γˆd,k − Γd,k‖Lα−2dk
1− ‖Γˆd,k − Γd,k‖Lα−1dk
. (8.8)
Note that, since P(k)Pk = P(k), ‖Γk,d‖L = ‖P(k)PkΓkPkP(k)‖L ≤ ‖PkΓkPk‖L. Also, by Theorem 3.1, for
some positive finite constant M1, E[‖PkΓˆkPk − PkΓkPk‖2] ≤M1k/(n− k). Therefore,
‖Γˆd,k − Γd,k‖ = Op
(√
k
n− k
)
. (8.9)
Hence, the second part of Assumption 3.1 and (8.8) lead first to ‖Γˆ−1d,k − Γ−1d,k‖L
p→ 0 and, consequently,
combining the above arguments,
‖Γˆ−1k,d‖L = Op(α−1dk ). (8.10)
Next consider U1n in (8.4). With the triangular and Cauchy–Schwarz inequalities, calculate
E[‖U1n‖] = E
[∥∥∥∥ 1n− k
n−1∑
j=k
P(k)Xj(k)⊗ (ej+1,k − εj+1)
∥∥∥∥
L
]
≤ 1
n− k
N−1∑
j=k
E
[∥∥∥∥P(k)Xj(k)⊗ (ej+1,k − εj+1)∥∥∥∥
L
]
≤ 1
n− k
N−1∑
j=k
(
E[‖P(k)Xj(k)‖2]
)1/2(
E[‖ej+1,k − εj+1‖2]
)1/2
.
The stationarity of (Xj : j ∈ Z) and the fact that Xj ∈ L2H imply that, for a positive finite constant M2,
E[‖U1n‖L] ≤
(
E[‖P(k)Xj(k)‖2]
)1/2(
E[‖ej+1,k − εj+1‖2]
)1/2
≤
√
k
(
E[‖PVdkX0‖
2]
)1/2(
E
[∥∥∥∥∑
`>k
pi`X1−` +
k∑
`=1
pi`(IH − PVdk+1−` )X1−`
∥∥∥∥2])1/2
≤
√
k
(
2E
[
‖
∑
`>k
pi`Xj+1−`‖2
]
+ 2E
[∥∥∥∥ k∑
`=1
pi`(IH − PVdk+1−` )X1−`
∥∥∥∥2])1/2
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= M2
√
k(J1 + J2)
≤M2
√
k(
√
J1 +
√
J2), (8.11)
where J1 and J2 have the obvious definition. Since for X ∈ L2H , E[‖X‖2] = ‖CX‖N, the term J1 can be
bounded as follows. Observe that
J1 =
∥∥∥∥E[∑
`>k
pi`X1−` ⊗
∑
`′>k
pi`′X1−`′
]∥∥∥∥
N
=
∥∥∥∥ ∑
`,`′>k
pi`CX;`−`′pi∗`′
∥∥∥∥
N
≤
∑
`,`′>k
‖pi`‖L‖pi`′‖L‖CX;`−`′‖N.
Now CX;`−`′ ∈ N for all `, `′ ∈ Z, hence ‖CX;`−`′‖N ≤ M3 and J1 ≤ M3(
∑
`>k ‖pi`‖L)2. Concerning J2,
note first that, since E[‖X‖2] = ‖CX‖N,
J2 =
∥∥∥∥E[ k∑
`=1
pi`(IH − PVdk+1−` )X1−` ⊗
n∑
`′=1
pi`′(IH − PVdk+1−`′ )X1−`′
]∥∥∥∥
N
.
Using the triangle inequality together with properties of the nuclear operator norm and the definition of CX;h
in display (2.4) leads to
J2 ≤
k∑
`,`′=1
‖pi`‖L‖pi′`‖L
∥∥E[(IH − PVdk+1−` )X1−` ⊗ (IH − PVdk+1−`′ )X1−`′]∥∥N
=
k∑
`,`′=1
‖pi`‖L‖pi′`‖L
∥∥(IH − PVdk+1−` )CX;`−`′(IH − PVdk+1−`′ )∥∥N
=
k∑
`,`′=1
‖pi`‖L‖pi′`‖LK(`, `′). (8.12)
By the definition of Vd in (3.2) and since (IH − PVdi ) =
∑
r>di
νr ⊗ νr, it follows that
K(`, `′) =
∥∥∥∥ ∑
s>dk+1−`′
∑
r>dk+1−`
〈CX;`−`′(νr), νs〉νr ⊗ νs
∥∥∥∥
N
≤
∥∥∥∥ ∑
s>dk+1−`′
∑
r>dk+1−`
√
λrλsνr ⊗ νs
∥∥∥∥
N
=
∞∑
i=1
〈 ∑
s>dk+1−`′
∑
r>dk+1−`
√
λrλsνr ⊗ νs(νi), νi
〉
≤
∑
i>dk+1−`
λi, (8.13)
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where Lemma 6.2 in Klepsch and Klu¨ppelberg [13] was applied to give 〈CX;`−`′νr, νs〉 ≤
√
λrλs. Plugging
(8.13) into (8.12), and recalling that
∑∞
`=1 ‖pi`‖L = M4 <∞, gives that
J2 ≤M4
k∑
`=1
‖pi`‖L
∑
i>dk+1−`
λi. (8.14)
Inserting the bounds for J1 and J2 into (8.11), for some M <∞,
E[‖U1n‖] ≤
√
kM2(M3
√
J1 +
√
J2)
≤
√
kM2
(
M3
∑
`>k
‖pi`‖L +M4
k∑
`=1
‖pi`‖L
∑
i>dk+1−`
λi
)
≤
√
kM
(∑
`>k
‖pi`‖L +
( k∑
`=1
‖pi`‖L
∑
i>dk+1−`
λi)
)
. (8.15)
Concerning U2n in (8.4), use the linearity of the scalar product, the independence of the innovations
(εj : j ∈ Z) and the stationarity of the functional time series (Xj : j ∈ Z) to calculate
E[‖U2n‖2] ≤
(
1
n− k
)2 n−1∑
j=k
E
[‖P(k)Xj(k)‖2]E[‖εj+1‖2]
≤ 1
n− kE
[‖P(k)X0(k)‖2]E[‖ε0‖2]
≤ k
n− kE
[‖X0‖2]E[‖ε0‖2].
Since both (Xj : j ∈ Z) and (εj : j ∈ Z) are in L2H , (8.10) implies that
‖U2n‖L‖‖Γˆ−1k,d‖L = Op
(
1
αdk
√
k
n− k
)
.
Furthermore, (8.10) and (8.15) show that
‖U1n‖L‖‖Γˆ−1k,d‖L = Op
(√
k
αdk
(∑
`>k
‖pi`‖L +
k∑
`=1
‖pi`‖L
∑
i>dk+1−`
λi
))
.
Thus Assumption 3.1, (8.4) and (8.5) assert that, for all x ∈ Hk, ‖Bˆk−Π(k)(x)‖ p→ 0, which proves the first
statement of the theorem.
(ii) First note that, for all x ∈ Hk, ‖(βˆk,i − βk,i)(x)‖ ≤ ‖(βˆk,i − pii)(x)‖ + ‖(pii − βk,i)(x)‖ p→ 0 as
n→∞. Now θk,1 = βk,1 and by Corollary 8.1 θˆk,1 = βˆk,1. Since furthermore
∑k
j=1 pijψk−j = ψk (see, for
instance, the proof of Theorem 5.3 in Klepsch and Klu¨ppelberg [13]), ψ1 = pi1. Therefore,
‖(θˆk,1 − ψ1)(x)‖ = ‖(βˆk,1 − pi1)(x)‖ p→ 0
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as n→∞. This proves the statement for i = 1. Proceed by assuming the statement of the theorem is true for
i = 1, . . . , N ∈ N, and then use induction on N . Indeed, for i = N + 1, the triangle inequality yields, for all
x ∈ H ,
‖(θˆk,N+1 − ψN+1)(x)‖ =
∥∥∥∥(N+1∑
j=1
βˆk,j θˆk−j,N+1−j − pijψN+1−j
)
(x)
∥∥∥∥
≤
N+1∑
j=1
‖(βˆk,j − pij)θˆk−j,N+1−j(x)‖+ ‖pij(θˆk−j,N+1−j − ψN+1−j)(x)‖.
Now, for n → ∞, the first summand converges in probability to 0 by part (i), while the second summand
converges to 0 in probability by induction. Therefore the statement is proven.
Proof of Theorem 3.3. (i) The proof is based again on showing that, for all x ∈ Hk, ‖( ˆˆB(k)−Π(k))(x)‖ p→
0 as n→∞, where ˆˆB(k) = ( ˆˆβk,1, . . . , ˆˆβk,k). To this end, first note that
‖( ˆˆB(k)−Π(k))(x)‖ ≤ ‖( ˆˆB(k)− Bˆ(k))(x)‖+ ‖(Bˆ(k)−Π(k))(x)‖. (8.16)
Under Assumptions 3.1, the second term of the right-hand side converges to 0 in probability for all x ∈ Hk
by part (i) of Theorem 3.2. The first term of the right-hand side of (8.16) can be investigated uniformly over
Hk. Using the plug-in estimators defined as in (3.13), we get for k ∈ N
‖ ˆˆB(k)− Bˆ(k)‖L = ‖ˆˆΓ1,k,d ˆˆΓ−1k,d − Γˆ1,k,dΓˆ−1k,d‖L
≤ ‖(ˆˆΓ1,k,d − Γˆ1,k,d)ˆˆΓ−1k,d‖L + ‖Γˆ1,k,d(Γˆ−1k,d − ˆˆΓ−1k,d)‖L. (8.17)
Following the same intuition as in the proof of Theorem 3.2, start by investigating the term ‖(Γˆk,d − ˆˆΓk,d)‖L.
Applying triangle inequality, linearity of the inner product and the inequalities ‖P(k)Xj(k)‖ ≤ ‖Xj(k)‖ and
‖Pˆ(k)Xj(k)‖ ≤ ‖Xj(k)‖, it follows that
‖(Γˆk,d − ˆˆΓk,d)‖L =
∥∥∥∥ 1n− k
n−1∑
j=k
(
P(k)Xj(k)⊗ P(k)Xj(k)− Pˆ(k)Xj(k)⊗ Pˆ(k)Xj(k)
)∥∥∥∥
L
≤ 2
n− k
n−1∑
j=k
∥∥Xj(k)∥∥∥∥P(k)Xj(k)− Pˆ(k)Xj(k)∥∥. (8.18)
Note that, from the definitions of Xj(k), P(k) and Pˆ(k),
P(k)Xj(k) =
( dk∑
i=1
〈Xj , νi〉νi, . . . ,
d1∑
i=1
〈Xj−k, νi〉νi
)>
,
Pˆ(k)Xj(k) =
( dk∑
i=1
〈Xj , νˆi〉νˆi, . . . ,
d1∑
i=1
〈Xj−k, νˆi〉νˆi
)>
.
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These relations show that
∥∥P(k)Xj(k)− Pˆ(k)Xj(k)∥∥ = ∥∥∥∥( dk∑
i=1
〈Xj , νˆi〉νˆi − 〈Xj , νi〉νi, . . . ,
d1∑
i=1
〈Xj−k, νˆi〉νˆi − 〈Xj−k, νi〉νi
)>∥∥∥∥
=
∥∥∥∥( dk∑
i=1
〈Xj , νˆi − νi〉νˆi, . . . ,
d1∑
i=1
〈Xj−k, νˆi − νi〉νˆi
)>∥∥∥∥
+
∥∥∥∥( dk∑
i=1
〈Xj , νi〉(νi − νˆi), . . . ,
d1∑
i=1
〈Xj−k, νi〉(νi − νi)
)>∥∥∥∥.
Observe that, for x = (x1, . . . , xk) ∈ Hk, ‖x‖ = (
∑k
i=1 ‖xi‖2)1/2, Then, applications of the Cauchy–
Schwarz inequality and the orthonormality of (νi : i ∈ N) and (νˆi : i ∈ N) lead to
∥∥P(k)Xj(k)− Pˆ(k)Xj(k)∥∥ ≤ ( k−1∑
i=0
∥∥∥∥ di∑
i=1
〈Xj−i, νˆl − νl〉νˆl
∥∥∥∥2)1/2 + ( k−1∑
i=0
∥∥∥∥ di∑
l=1
〈Xj−i, νl〉(νl − νˆl)
∥∥∥∥2)1/2
≤
( k−1∑
i=0
di∑
l=1
‖Xj−i‖2‖νˆl − νl‖2
)1/2
+
( k−1∑
i=0
di∑
l=1
‖Xj−i‖2‖νl − νˆl‖2
)1/2
≤ 2
( k−1∑
i=0
dk∑
l=1
‖Xj−i‖2‖νˆl − νl‖2
)1/2
≤ 2‖Xj(k)‖
( dk∑
l=1
‖νˆl − νl‖2
)1/2
.
Plugging this relation back into (8.18), it follows that
‖Γˆk,d − ˆˆΓk,d‖L ≤ 4
( dk∑
l=1
‖νˆl − νl‖2
)1/2 2
n− k
n−1∑
j=k
‖Xj(k)‖2.
Since (Xj : j ∈ Z) is L4-m approximable, Theorems 3.1 and 3.2 in Ho¨rmann and Kokoszka [10] imply that,
for some finite positive constant C1, NE[‖νˆl − νl‖2] ≤ C1/δl, where δl is the l-th spectral gap. Hence,
dk∑
l=1
‖νˆl − νl‖2 ≤ C1
N
dk∑
l=1
1
α2l
.
Furthermore, note that
2
n− k
n−1∑
j=k
E
[‖Xj(k)‖2] ≤ 2 k−1∑
i=0
E
[‖Xk−i‖2] = 2k‖CX‖N.
Therefore, collecting the previous results yields the rate
‖Γˆk,d − ˆˆΓk,d‖L = Op
(
k
n
( dk∑
l=1
1
α2l
)1/2)
. (8.19)
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Next, investigate ‖ˆˆΓ−1k,d‖L. Similarly as in the corresponding part of the proof of Theorem 3.2, it follows
that ‖ˆˆΓ−1k,d‖L ≤ ‖ˆˆΓ−1k,d− Γˆ−1k,d‖L+‖Γˆ−1k,d‖L. By (8.10), ‖Γˆ−1k,d‖L = Op(α−1dk ). Furthermore, the same arguments
as in (8.7) and (8.8) imply that
‖ˆˆΓ−1k,d − Γˆ−1k,d‖L ≤
‖ˆˆΓd,k − Γˆd,k‖L‖Γˆ−1k,d‖2L
1− ‖ˆˆΓd,k − Γˆd,k‖L‖Γˆ−1k,d‖L
. (8.20)
Hence, by (8.10) and (8.19),
‖ˆˆΓd,k − Γˆd,k‖L‖Γˆ−1k,d‖2L = Op
(
k
nα2dk
( dk∑
l=1
1
α2l
)1/2)
.
Therefore, by Assumption 3.2 as n→∞, ‖ˆˆΓ−1k,d− Γˆ−1k,d‖L
p→ 0. Taken the previous calculations together, this
gives the rate
‖ˆˆΓ−1k,d‖L = Op
(
1
αdk
)
. (8.21)
Going back to (8.17) and noticing that ‖ˆˆΓ1,k,d−Γˆ1,k,d‖L ≤ ‖(IH , 0, . . . , 0)(ˆˆΓk,d−Γˆk,d)‖L, the first summand
in this display can be bounded by
‖(ˆˆΓ1,k,d − Γˆ1,k,d)ˆˆΓ−1k,d‖L ≤ ‖ˆˆΓ1,k,d − Γˆ1,k,d‖L‖ˆˆΓ−1k,d‖L
≤ ‖(IH , 0, . . . , 0)(ˆˆΓk,d − Γˆk,d)‖L‖ˆˆΓ−1k,d‖L
= Op
(
k
nαdk
( dk∑
l=1
1
α2l
)1/2)
, (8.22)
where the rate in (8.19) was used in the last step. For the second summand in (8.17), use the plug-in estimator
for Γˆ1,k,d to obtain, for all k < n,
‖Γˆ1,k,d
(
Γˆ−1k,d − ˆˆΓ−1k,d
)‖L ≤ ∥∥∥∥ 1n− k
n−1∑
j=k
P(k)Xj(k)⊗Xj+1
∥∥∥∥
L
∥∥Γˆ−1k,d − ˆˆΓ−1k,d‖L.
Since
E
[∥∥∥∥ 1n− k
n−1∑
j=k
P(k)Xj(k)⊗Xj+1
∥∥∥∥
L
]
≤ 1
n− k
n−1∑
j=k
E
[‖P(k)Xj(k)⊗Xj+1‖L]
≤ 1
n− k
n−1∑
j=k
(
E[‖P(k)Xj(k)‖2]
)1/2(
E[‖Xj+1‖2]
)1/2
=
( k−1∑
l=0
E[‖Xj−l‖2]
)1/2
‖CX‖1/2N
=
√
k‖CX‖N,
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the result in (8.20) implies that
∥∥Γˆ1,k,d(Γˆ−1k,d − ˆˆΓ−1k,d)∥∥L = Op( k3/2nα2dk
( dk∑
l=1
1
α2l
)1/2)
. (8.23)
Applying Assumption 3.2 to this rate and collecting the results in (8.16), (8.17), (8.22) and (8.23), shows that,
for all x ∈ Hk as n→∞, ‖( ˆˆB(k)−Π(k))(x)‖ p→ 0. This is the claim.
(ii) Similar to the proof of part (ii) of Theorem 3.6.
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