Aplicación de la Búsqueda Armónica para el problema de formación de celdas de manufactura by Garavito Hernández, Edwin Alberto et al.
155
.
© The author; licensee Universidad de la Costa - CUC. 
INGE CUC vol. 15 no. 2, pp. 155-167. Julio - Diciembre, 2019
Barranquilla. ISSN 0122-6517 Impreso, ISSN 2382-4700 Online
.
Resumen
Introducción− La Manufactura Celular (MC) es una aplicación 
de la tecnología de grupos consistente en la agrupación de fami-
lias de productos y la formación de familias de máquinas, median-
te la descomposición de un sistema de manufactura complejo en 
subsistemas que atienden las operaciones de familias enteras de 
productos. A partir de un modelo de programación lineal entera 
que integra costos de producción con costos por transferencias 
entre celdas se propone un método de solución denominado algo-
ritmo de Búsqueda Armónica.
Objetivo− Determinar el desempeño de la Búsqueda Armónica 
modificada y las variantes de asignación de máquinas al proble-
ma de formación de celdas de manufactura.
Metodología− Se desarrolla un modelo matemático de progra-
mación entera, utilizando variables binarias para determinar 
la asignación de las operaciones de diversos productos a distin-
tas máquinas en diferentes celdas, con variables enteras para 
cuantificar los requerimientos de las máquinas y la cantidad de 
transferencias entre las celdas. La validación del modelo se hace 
utilizando instancias modificadas de la literatura en el software 
GAMS usando el solver CPLEX y en MATLAB se perfecciona el 
algoritmo metaheurístico para dar solución aproximada.
Resultados− Se encuentra que las variantes propuestas integra-
das en la Búsqueda Armónica logran buenos resultados aprove-
chando el enfoque de explotación del espacio de búsqueda. 
Conclusiones− A partir de las variantes aplicadas se logró en-
contrar muy buenas soluciones en tiempos considerablemente 
cortos, pero no obstante, es necesario implementar estrategias 
de exploración del espacio de búsqueda con el fin de evitar caer 
en óptimos locales. 
Palabras clave− Búsqueda Armónica; Diseño de plantas; Ma-
nufactura celular; Metaheurísticas
Abstract
Introduction− Cellular Manufacturing (CM) is an applica-
tion of group technology consisting of the grouping of product 
families and the formation of machine families by breaking 
down a complex manufacturing system into subsystems that 
serve the operations of entire product families. Based on an 
integer linear programming model that integrates production 
costs with costs for transfers between cells, a solution method 
called Harmonic Search algorithm is proposed.
Objective− Determine the performance of the modified Har-
monic Search and the variants of machine assignment to the 
manufacturing cell formation problem. 
Methodology− A mathematical model of integer program-
ming is developed, using binary variables to determine the 
assignment of the operations of various products to different 
machines in different cells, with integer variables to quantify 
the requirements of the machines and the amount of trans-
fers between the cells. Model validation is done using modi-
fied instances of the literature in GAMS software using the 
CPLEX solver, and in MATLAB the metaheuristic algorithm 
is refined to give approximate solution.
Results− It is found that the proposed variants integrated in 
the Harmonic Search achieve good results by taking advan-
tage of the search space exploitation approach.
Conclusions− From the applied variants it was possible to 
find very good solutions in considerably short times, but nev-
ertheless it is necessary to implement strategies of explora-
tion of the search space in order to avoid falling into optimal 
premises.
Keywords− Harmony Search; Facility Layout; Cellular man-
ufacturing, Metaheuristic
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I. IntroduccIón
En un entorno globalizado se hace necesario que 
las empresas adopten estrategias que les permitan 
ser competitivas y permanecer vigentes en el mer-
cado, y de esta manera, conocer la competencia, 
producir lo que el mercado demanda, alinear los 
procesos y recursos a la estrategia de la empresa, 
son entre otros, los factores que pueden represen-
tar una ventaja competitiva para cualquier orga-
nización. Adicionalmente, la automatización y la 
integración tecnológica (industria 4.0) han traído 
al mercado manufacturero cambios mucho más rá-
pidos y mayores niveles de competitividad, dando 
mayor relevancia a la planeación de los aspectos 
relacionados con la producción, buscando mejorar 
los procesos de manufactura, atender las necesi-
dades del mercado existente y disminuir los costos 
asociados a la fabricación.
Adicionalmente, los sistemas de manufactura 
basan gran parte de su eficiencia en una adecuada 
organización física de los recursos para la produc-
ción, permitiendo adecuados flujos de trabajo y la 
posibilidad de cumplir con los requerimientos que 
la demanda les exige. Una distribución de planta 
adecuada y sostenible es capaz de manejar las va-
riaciones y se considera un primer paso hacia la 
Industria 4.0, buscando mantener la fabricación de 
los productos requeridos en el momento oportuno, 
generando de esta manera una ventaja competiti-
va para las organizaciones [1]. En los diseños de 
manufactura, dos grandes tipos de distribución 
suelen ser desarrollados de manera dicotómica: 
la distribución de planta, orientada a talleres de 
trabajo se caracteriza por su flexibilidad tanto en 
variedad de productos como en capacidad, gracias 
al alto volumen de productos en proceso y de otra 
parte, el diseño orientado a líneas de producción, 
que ofrece comparativamente un mayor nivel de 
eficiencia, además de ofrecer beneficios asociados 
a la reducción de costos y disminución de las difi-
cultades que generan los inventarios en proceso, en 
la medida en que éstos se reducen sustancialmente 
con ese enfoque en el diseño. La configuración en 
sistemas de manufactura celular es una alternati-
va que se beneficia de la flexibilidad característica 
de los talleres, y las bondades de las líneas de pro-
ducción convencionales, siendo viable en empresas 
con niveles de demanda media y condiciones de 
mercado que le exigen respuestas eficientes con 
menores tiempos de suministro.
En ese sentido, la Manufactura Celular-MC (Ce-
llular Manufacturing, CM ) es una aplicación de la 
tecnología de grupos dirigida al manejo de proble-
mas estructurales en las compañías para reducir 
costos de operación, tiempos de suministro y tiem-
pos de preparación, entre otros [2]. Para aplicar la 
MC se realiza el agrupamiento de productos simi-
lares en familias y las máquinas requeridas para 
su fabricación en celdas [3]. Sin embargo, la MC 
es también la integración de recursos, personal, 
tiempo, espacio e información, con el propósito de 
atender las necesidades de un determinado grupo 
de partes y de sus tareas correspondientes [4].
Ahora bien, para diseñar una MC se deben re-
solver dos problemas [5]. El primero, construir 
familias de productos, teniendo en cuenta caracte-
rísticas físicas tales como tamaños, formas, pesos 
o requerimientos de proceso similares. Y el segun-
do, formar familias de máquinas (celdas) para la 
creación de grupos de máquinas (generalmente 
disímiles) para la fabricación de familias de pro-
ductos conformadas, descomponiendo un sistema 
de manufactura complejo en subsistemas menores, 
los cuales atienden las operaciones de familias 
enteras de productos, en los que el flujo de éstos, 
la secuenciación de los trabajos, la planeación de 
la capacidad y los procedimientos de control se 
simplifican, generando beneficios como: reducción 
de tiempos de preparación, tiempos de espera, in-
ventarios, etcétera, y buscando minimizar costos 
de producción y aumentando el nivel de servicio 
[6]–[8]. 
Como consecuencia de lo anterior, al tener en 
cuenta la agregación de subproblemas se conforma 
un sistema global complejo, el cual, dependiendo 
de los elementos que lo conforman, requerirá de 
métodos de solución específicos, por tanto, en esta 
investigación se desarrolla un modelo matemático 
de programación lineal entera que integra costos 
de producción con costos por transferencias entre 
celdas. Ahora bien, la incorporación de una formu-
lación matemática resulta acertada desde el punto 
de vista práctico en el desarrollo de soluciones, pe-
ro desde el punto de vista de la eficiencia computa-
cional en términos de los tiempos y esfuerzos para 
llegar a los resultados, no resultan razonables. En 
consecuencia, se puede identificar en la literatura 
una tendencia clara, recomendando la generación 
de modelos y métodos de tipo heurístico que permi-
tan ser adaptados a las formulaciones matemáticas 
más complejas, proporcionando soluciones factibles 
y prácticas en tiempos de ejecución menores. De 
acuerdo a lo anterior, se propone como método de 
solución un algoritmo metaheurístico denominado 
Búsqueda Armónica-BA (Harmony Search, HS) [9] 
el cual ha presentado buenos resultados en proble-
mas de programación de la producción [10], [11], 
[12], [13] y no ha sido implementado en problemas 
de formación de celdas de manufactura. 
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II. revIsIón LIterarIa
El diseño de sistemas de manufactura celular implica 
la organización de sistemas en celdas y la determina-
ción del tipo y del número de recursos necesarios en 
cada una para la satisfacción de sus requerimientos, 
lo cual es computacionalmente complejo [3]. Depen-
diendo de la naturaleza y complejidad de las celdas de 
manufactura es posible agrupar las técnicas de solu-
ción en dos grandes grupos como se expone en la Fig. 
1. El primero, producción orientada al diseño, para 
el agrupamiento de máquinas desde elementos físicos 
a codificaciones específicas, y el segundo, producción 
orientada al flujo, la cual aborda diversas técnicas 
matemáticas.
El primer método de solución se divide en dos gran-
des categorías: En primer lugar, clasificación visual, 
para agrupar teniendo en cuenta atributos como for-
ma, dimensiones, materias primas, tolerancias y ope-
raciones requeridas, entre otros [2]. De otra parte, la 
clasificación por codificación, para agrupar utilizan-
do una clasificación simbólica mediante un código 
jerárquico, no jerárquico o híbrido, que tiene entre 10 
y 30 dígitos y que representa sus atributos caracte-
rísticos [2], [6], [8]. 
El segundo método de solución está conformado 
por tres categorías. La primera es por agrupamiento 
(el cual incluye dos enfoques), el enfoque matricial, 
donde existen tres tipos principales de algoritmos: 
Bond Energy Algorithm, Direct Clustering Algorithm 
y Rank Order Clustering [14], [15]; y el enfoque por 
similitud, con algoritmos derivados de la taxonomía 
numérica usando coeficientes de Jaccard [2], coeficien-
tes basados en tamaño de lote [16] y coeficientes de 
productos de programación [17], aplicados con méto-
dos jerárquicos [18], [19] y no jerárquicos como ISNC, 
ZODIAC y GRAFICS [20]–[22]. La segunda categoría 
es programación matemática (resaltando cuatro enfo-
ques), el enfoque P-means (P-medias), método usado 
para agrupar productos en familias de productos con 
el objetivo de minimizar la suma total de las distan-
cias entre cualquier par de tipos de producto [23]; el 
enfoque de formación de celdas Flow-Shop, método 
usado para la descomposición del problema general 
job shop, en múltiples sistemas pseudo flow shop [24]; 
el enfoque por agrupamiento simultáneo de partes y 
maquinas, método enfocado en la solución mediante 
pasos subsecuentes: el primer paso computa el ta-
maño de lote y número de mínimo de máquinas y el 
segundo paso es una formulación matemática para 
minimizar costos de transferencias intercelulares y 
de modificación de las máquinas; y el enfoque de op-
timización multiobjetivo, el cual sigue una estructura 
similar al de agrupamiento simultáneo de partes y 
máquinas con la salvedad de poseer más de un ob-
jetivo y que éstos presentan conflictos entre sí y, por 
tanto, no se llega a una solución única sino se obtienen 
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Fig. 1. Métodos de solución para la formación de celdas de manufactura. 
Fuente: Autores.
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Finalmente, la última categoría de algoritmos apro-
ximados, agrupa dos enfoques, el enfoque por heurís-
ticas, método común en aplicaciones prácticas para la 
solución de problemas en entornos de manufactura con 
limitaciones en la definición de restricciones (no pue-
den modificarse), y con la característica de no garan-
tizar soluciones óptimas [27], [28]; y en último lugar el 
enfoque por Metaheuristicas, métodos encaminados en 
la solución aproximada de problemas de optimización 
combinatoria tipo NP y NP-Hard, debido a la dificul-
tad para solucionarlos por métodos exactos. Entre los 
métodos de solución más comunes están Redes neuro-
nales artificiales, lógica difusa, algoritmos genéticos 
[29]–[34], recocido simulado [30], [35]–[38], algoritmos 
de búsqueda dispersa [39], [40], búsqueda en el ve-
cindario variable [41], [42]a model for a multi-period 
cellular manufacturing system (CMS, búsqueda tabú 
[43], [44], optimización por enjambre de partículas 
[45], [46] y técnicas hibridas entre otras [47]–[49]. 
III. ModeLo MateMátIco ProPuesto
El Modelo matemático utiliza la estrategia de agru-
pamiento simultáneo de productos y máquinas, asig-
nando individualmente cada operación a una determi-
nada celda y definiendo la cantidad de máquinas que 
correspondan para el cumplimiento de la demanda 
con el objetivo de minimizar el costo total; éste último 
compuesto por los costos de máquinas y el costo de 
transferencia de material entre celdas. La estructura 
general del modelo [7], [50], [51], no obstante, se pro-
pone una estructura lineal mediante la generación de 
variables auxiliares para contabilizar los movimientos 
de material entre celdas.
A. Supuestos del modelo
• Los parámetros definidos como datos de entrada son 
constantes y conocidos
• La totalidad de la demanda debe ser satisfecha a lo 
largo del periodo
• El tiempo de producción de un lote de producto por 
operación por tipo de producto incluye, de haberlo, 
el tiempo de alistamiento de máquina
• El transporte de los productos entre las celdas se 
hace por lotes y no requiere tiempo adicional
• El costo de transportar un lote de cualquier produc-
to entre cualquier par de celdas no depende de la 
distancia recorrida
• Las máquinas de cada tipo son consideradas répli-
cas con idéntica capacidad e idéntico costo
• Las máquinas dentro del sistema están disponibles 
desde el comienzo del periodo
• Cada máquina dentro del sistema puede procesar 
una pieza a la vez
• La capacidad de las máquinas en el sistema es cien 
por ciento confiable
• No se consideran productos defectuosos ni paradas 
de máquina
• Los re-procesos no son permitidos en la operación del 
sistema
• No se consideran tiempos de espera en producción
• No se considera mantenimiento de inventarios
• No se considera el valor del dinero en el tiempo a lo 
largo del periodo
B. Índices
c:  Índice para las celdas de manufactura    
 (c = 1, ..., C). 
m:  Índice para los tipos de máquina (m = 1, ..., M ). 
p:  Índice para los tipos de producto (p = 1, ..., P). 
j:  Índice para las operaciones requeridas por el   
 producto p (j = 1, ..., Op).
C. Parámetros o datos de entrada
Dp:  Demanda del producto p para el     
 periodo en número de lotes. 
ajpm:  1, si la operación j del producto p es fabricada  
 en la máquina tipo m. 0, de lo contrario. 
tjp:  Tiempo de operación requerido para    
 completar la operación j en un lote    
 del producto tipo p (incluido el tiempo    
 de alistamiento de máquina). 
CAPm: Capacidad disponible de una máquina    
 tipo m durante el periodo.
CMm:  Costo de tener una máquina     
 tipo m durante el periodo. 
CTI:  Costo de transferir un lote de cualquier   
 producto entre cualquier par de celdas. 
Tmin:  Número mínimo de máquinas por celda. 
Tmax:  Número máximo de máquinas por celda.
D. Variables de decisión
Nmc:  Número de máquinas tipo m a asignar    
 a la celda c durante el periodo. 
Xjpc:  1, si la operación j del producto p es    
 asignada a la celda c. 0, de lo contrario.
Y +jpc:  Variable auxiliar para contabilizar los    
 movimientos de material entre celdas    
 teniendo en cuenta el proceso j,     
 del producto p en la celda c. 
Y -jpc:  Variable auxiliar para contabilizar los    
 movimientos de material entre celdas    
 teniendo en cuenta el proceso j,     
 del producto p en la celda c. 
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E. Formulación del modelo
Una vez declarados los supuestos y definidos los índi-
ces, parámetros y variables auxiliares, se describe el 
modelo a partir de las siguientes ecuaciones:
Dp     Yjpc[ (∑∑ )]} (1)  ∑∑Min {TC = MC


















Nmc ≤ Tmax ∀ c (5)
X(j+1)pc – Xjpc = Xjpc – Xjpc   ; ∀ j, ∀ p, ∀ c (6)negpos
∈ [0,1] (7)Xjpc  (8)+ −Nmc , Yjpc, Yjpc ≥ 0
La función objetivo (1) minimiza la suma total de 
dos costos: el primer término calcula el costo total de 
tener máquinas en el sistema y el segundo término 
representa el costo total de las transferencias de lotes 
de productos entre las celdas, éste último se modela 
mediante la variable auxiliar propuesta ya que repre-
sentan las transferencias intercelulares del producto 
tipo p en la celda c entre las operaciones j y (j + 1). El 
conjunto de restricciones (2) limita la asignación de 
cada operación de cada tipo de producto a una sola cel-
da dentro del sistema. El conjunto de restricciones (3) 
garantiza que las capacidades de cada tipo de máqui-
na y cada celda en el sistema no sean excedidas y que 
puedan satisfacer los requerimientos de la demanda. 
Los conjuntos de restricciones (4) y (5) establecen que 
el número de máquinas por cada celda no puede ser 
ni menor al valor establecido como mínimo, ni mayor 
al valor establecido como máximo. Los conjuntos de 
restricciones (6) representan las transferencias inter-
celulares del producto tipo p en la celda c entre las 
operaciones j y (j + 1), y según [52], podrían definir-
se de la siguiente forma: Y +jpc: 1, si X( j+1)pc – Xjpc = 1, 
0 en otro caso; Y -jpc: 1, si X( j+1)pc – Xjpc = -1, 0 en otro 
caso. Finalmente, los conjuntos de restricciones (7) y 
(8) señalan la naturaleza de las variables de decisión 
dentro del modelo, siendo las Xjpc, variables binarias 
y Nmc, Y +jpc y Y -jpc, variables enteras positivas respec-
tivamente.
Iv. ForMuLacIón deL aLgorItMo Búsqueda arMónIca
La búsqueda armónica, es un algoritmo metaheurístico 
basado en una población, por tanto, múltiples armonías 
(individuos) pueden ser seleccionadas en paralelo. Este 
recurso usado apropiadamente tiende a obtener un me-
jor rendimiento con una alta eficiencia puesto que, el 
proceso de improvisación no realiza cálculos matemá-
ticos complejos generando un procesamiento rápido, lo 
cual hace que el tiempo de convergencia del algoritmo 
marque la diferencia entre los diferentes algoritmos 
metaheurísticos existentes [53], con características adi-
cionales como el hecho de obviar óptimos locales y la 
posibilidad de manejar variables discretas y continuas.
La BA representa el proceso de improvisación musical 
[9], en el cual la experiencia y el previo conocimiento de 
las armonías aportan a la calidad de la pieza musical 
resultante. La BA busca producir una armonía agrada-
ble determinada por el estándar estético auditivo [53]. 
Cuando un músico está improvisando, realiza una de 
las siguientes acciones: 
• Toca alguna melodía conocida que ha aprendido con 
anterioridad (Memoria).
• Toca algo similar a lo mencionado en el punto ante-
rior (Tono).
• Compone una nueva melodía a partir de sus conoci-
mientos musicales para seleccionar de manera alea-
toria nuevas notas (Improvisación).
En la improvisación musical, cada músico toca una 
nota dentro de un posible rango (formando un vec-
tor armónico). Si el conjunto de notas tocadas por los 
músicos es considerado una buena armonía (Solución 
factible), ésta es guardada en la memoria de cada mú-
sico, incrementando la posibilidad de hacer una buena 
armonía la próxima vez. Cada nota es el valor de una 
variable de decisión (con valores aleatorios al inicio del 
algoritmo), formando un vector solución por cada im-
provisación musical (x→). 
Si dicho vector, contiene una buena solución, ésta es 
almacenada, aumentando la posibilidad de encontrar 
mejores soluciones en la siguiente iteración. De acuer-
do a lo anterior, desde el punto de vista algorítmico, la 
búsqueda armónica es un proceso iterativo y estocásti-
co que construye, en cada iteración, un vector solución 
(x→) con fundamento en tres pautas básicas:
• Búsqueda en la matriz de memoria armónica
• Ajusta una solución previa por improvisación
• Búsqueda aleatoria
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A. Estructura del metaheurístico
(9)min (max) f(x) | LBi < xi < UBi
Donde:
f(x):   Función Objetivo
x:   Vector solución de longitud N    
  y xi variables de decisión.
LBi, UBi:  Límites inferiores y superiores    
  para cada variable.
La BA se puede resumir en cuatro etapas. La primera 
es inicializar los parámetros del problema y los pará-
metros de BA: Primer parámetro, Tamaño de Memoria 
Armónica (Harmony Memory Size HMS) indica la can-
tidad de individuos de la población; Segundo paráme-
tro, Tasa de Consideración de la Memoria Armónica 
(Harmony Memory Consideration Rate, HMCR) indica 
la probabilidad de seleccionar un individuo de la pobla-
ción; Tercer parámetro, Tasa de Ajuste al Tono (Pitch 
Adjustment Rate, PAR) determina la probabilidad de 
modificar un individuo seleccionado ajustando ligera-
mente los valores de cada xi; y el Cuarto parámetro, 
Número de Improvisaciones es la cantidad de veces que 
evoluciona la población de armonías.
La segunda etapa es inicializar la memoria armóni-
ca, y para ello inicialmente se define a partir de una 
distribución uniforme en el intervalo [LBi, UBi], don-
de 1 ≤ i ≤ N; la tercera etapa es improvisar la nueva 
armonía, donde la improvisación hace referencia al 
proceso de generación de una nueva armonía, el nuevo 
vector armónico se genera utilizando la consideración 
de la memoria, ajuste del tono y selección aleatoria co-
mo reglas; y la cuarta etapa es actualizar la memoria 
armónica donde La nueva armonía x'i = (x'1, x'2, …, x'N), 
remplaza la peor armonía almacenada en la memoria 
armónica si el “fitness” (o valor de aptitud del vector 
armónico actual, medido en términos de la función ob-
jetivo) es mejor que la peor armonía.
B. Parámetros del algoritmo metaheurístico
Con el propósito de determinar los niveles de los pará-
metros a utilizar, se aplica el algoritmo BA a la función 
Himmelblau [54], una función multimodal, definida 
sobre R2 y usada para comprobar el rendimiento de los 
algoritmos de optimización. Para ello se realizan 24200 
corridas con el fin de observar el valor obtenido y su 
diferencia respecto al óptimo de la función, a partir de 
lo cual se definen los siguientes niveles para los pará-
metros del algoritmo:
HMS  = {100, 1000}
HMCR = {50%, 90%}
PAR  = {10%, 50%}
NI  = {100, 5000}
C. Estructura del algoritmo de solución
En este trabajo se propone la configuración de cinco 
módulos en MATLAB 2017a relacionados con la eje-
cución de BA para la solución de un problema de asig-
nación de celdas de manufactura. El primer Módulo 
(Fig. 2), está relacionado con la interfaz del usuario en 
la cual se asignan todos los parámetros de entrada y 
se obtiene la salida final de la metaheurística. El se-
gundo Módulo (Fig. 3), está enfocado en la generación 
del vector de memorias armónico, para ello se ejecuta 
como subproceso el Módulo 3 y Módulo 4. El tercer Mó-
dulo (Fig. 4), es el encargado de generar las soluciones 
aleatorias para el problema propuesto, configurando 
las celdas con sus respectivas máquinas y actividades. 
El cuarto Módulo (Fig. 5), es el encargado de evaluar 
la Función Objetivo para crear el vector de resultados 
(costos) para cada valor en el vector de soluciones (Me-
moria armónica). Finalmente, el quinto Módulo (Fig. 
6), es el encargado de ejecutar la metaheurística y ge-
nerar las improvisaciones.
Módulo 1: Principal
Los diversos parámetros a utilizar son definidos en el 
Módulo 1 de la Fig. 2 y se dividen en dos grandes gru-
pos: El primero, parámetros de la búsqueda armónica 
HMS, HMCR, PAR y NI. Y el segundo, parámetros del 
modelo matemático (Celdas y restricciones). Una vez 
definidos los parámetros se calcula los requerimientos 
de máquinas y se ejecuta el Módulo 2.
Inicio
Limpieza de memoria
Iniciar parámetros de la BH { Memoria , Improvisaciones, 
Tono , Probabilidad de ajuste de tono }
Iniciar parámetros del problema { Número de celdas ,
demanda, costos de transferencia, etc.}
Definir restricciones
Ejecutar Módulo 2
Seleccionar la mejor solución (individuo) 
Fin
Imprimir costos, configuración de planta y tiempo de proceso
Fig. 2. Estructura del Módulo 1. 
Fuente: Autores.
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Módulo 2: Generador de población
De manera iterativa se crea el vector de soluciones 
ejecutando el Módulo 3, y posteriormente llamar al 
Módulo 5 para hacer la improvisación de la Fig. 3. 
Inicio
Fin
Ejecutar el Módulo 5
Desde 1 : N
Generar el vector de soluciones vacío de tamaño N
Ejecutar el Módulo 3
Fig. 3. Estructura del Módulo 2. 
Fuente: Autores.
Módulo 3: Generador de individuos
En este módulo se generan las soluciones aleatorias 
a partir de la asignación estocástica de máquinas a 
cada celda. En la Fig. 4 se indica que primero se se-
lecciona un tipo de máquina y se asigna una cantidad 
aleatoria de la misma a la primera celda, posterior-
mente, este proceso se repite en todas las celdas. Du-
rante el presente trabajo se proponen dos estrategias 
de asignación; en la primera, el número de máquinas 
a asignar en cada celda se distribuye como una uni-
forme discreta entre cero y el número de máquinas 
requeridas en toda la planta U[0, MAXm] (Valor cal-
culado en el Módulo 1), de tal forma que es posible 
asignar un número de máquinas mayor a la capacidad 
requerida. 
En la segunda estrategia, el número de máquinas 
a asignar en cada celda se distribuye como una uni-
forme discreta entre cero y el número de máquinas 
faltantes por asignar U[0, MAXm – Asignadasm], don-
de MAXm indica la cantidad máximas de máquinas 
requeridas por la planta y Asignadasm es un contador 
que muestra cuántas máquinas se han asignado en 
las celdas previas, en consecuencia, la distribución 
uniforme presenta una cota superior dinámica que 
va disminuyendo a medida que se asignan máquinas, 
con esta propuesta se espera disminuir soluciones con 
capacidad ociosa. Una vez asignadas las máquinas de 
manera aleatoria, en la siguiente etapa se asignan los 
productos a fabricar y sus respectivos procesos a cada 






Seleccione aleatoriamente un tipo de máquina
Asigne aleatoriamente máquinas en celdas
Sí
¿Cumple con las 
restricciones?
Asigne aleatoriamente productos y procesos
No
 
Fig. 4. Estructura del Módulo 3. 
Fuente: Autores.
Módulo 4: Cálculo de la solución
En el Módulo 4 (Fig. 5) se calcula el valor de la función 
objetivo, determinando y cuantificando la cantidad de 
operaciones calculando la cantidad de transferencias 
entre celdas y se multiplica por el costo de transferir, y 




Calcular costos de maquinaria
Calcular costos de transferencias
Fin
Sumar costos
Fig. 5. Estructura del Módulo 4. 
Fuente: Autores.
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Módulo 5: Improvisación
Para cada iteración en el módulo de improvisación, 
el primer paso es identificar la peor y mejor solución 
almacenada en el vector; posteriormente se selecciona 
de manera aleatoria una solución almacenada en el 
vector de memoria, el segundo paso es determinar de 
manera aleatoria si se va a aplicar una improvisación 
a la respuesta tomando como criterio el parámetro 
HMRC, si no se improvisa, el tercer paso es generar 
una nueva solución de manera aleatoria que cumpla 
con las restricciones utilizando el Módulo 3; el cuarto 
paso es buscar y comparar la solución generada en el 
Módulo 3 con la mejor solución almacenada en el vec-
tor de memoria y seleccionar como respuesta o nueva 
armonía la mejor de las dos. 
Si se improvisa, el quinto paso es determinar de ma-
nera aleatoria si se va a improvisar afinando; para ello 
se toma como criterio el parámetro PAR, si no se afina, 
se aplica el cuarto paso sólo que sin la necesidad de 
generar una solución usando el Módulo 3, si se afina, 
el sexto paso es modificar sutilmente el número de má-
quinas en cada celda generando una nueva solución; 
si esta nueva solución no cumple las restricciones se 
realiza un séptimo paso, el cual consiste en seleccio-
nar como nueva armonía la mejor solución almacenada 
hasta el momento. Caso contrario si la nueva solución 
cumple con las restricciones, la nueva solución genera-
da pasa a ser la nueva armonía. Finalmente, se busca 
en el vector de memoria la peor solución y se cambia 
esa solución con la nueva armonía obtenida mediante 
la improvisación. El proceso de improvisación se en-




¿Uso la solución? (P1 > 
HMCR)
Selección aleatoria de una solución e Identificación de la 
mejor y peor solución almacenada
¿Ajusto la solución? (P2> 
PAR)
Ajuste aleatorio de máquinas
¿Satisface las 
restricciones?
Comparar la nueva solución con el 
mejor indivíduo
La mejor solución es almacenada 
como  una nueva armonía
La mejor solución es almacenada 
como  una nueva armonía
La solución creada es almacenada 
como  una nueva armonía








Fig. 6. Estructura del Módulo 5. 
Fuente: Autores.
v. PrueBa deL ModeLo
La ejecución del modelo se realiza con seis problemas 
o instancias, las cuales son adaptadas de los datos 
presentados [6], [27] mediante la generación de datos 
aleatorios relacionados con diferentes parámetros 
(demanda, número de operaciones por producto, nú-
mero de máquinas específicas para cada operación, 
tiempos de operación y costos de las máquinas); los 
atributos son resumidos en la Tabla 1 y Tabla 2, ade-
más, en la Tabla 3 se especifican las cotas superiores 
e inferiores de las variables de diseño de la celda. El 
modelo matemático es resuelto mediante un método 
exacto con el fin de obtener el valor óptimo de referen-
cia a contrastar con la metaheurística BA. El método 
exacto se desarrolla como un modelo de programa-
ción lineal entera mixta utilizando la herramienta 
de modelización algebraica general GAMS/CPLEX. 
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Para tal fin, se acoge la estructura básica de mode-
lado de la herramienta que consta de 5 elementos: 
conjuntos, datos, variables, ecuaciones, y las decla-
raciones del modelo y de la solución del mismo. Para 
obtener la solución es utilizado un procesador Intel® 
core™ i7-4790 CPU @3.60 GHz con memoria RAM 
8.00 GB. Se resalta que durante el presente trabajo 
se obtiene la solución óptima de las diferentes ins-
tancias diseñadas.
taBLa 1. caracterIzacIón de Los ProBLeMas tratados. 
Atributo P1 P2 P3 P4 P5 P6
Productos 20 20 30 30 40 40
Tipos de 
Máquina 10 10 15 15 20 20
N° de Celdas 4 4 5 5 6 6
Fuente: Autores
taBLa 2. dIstrIBucIón de ProBaBILIdad eMPírIca Para eL 









taBLa 3. estructura Para La caracterIzacIón de Los 
ProBLeMas a tratar.
Variable Tipo Valor
No. de operaciones Distr. Empírica Tabla 2
Demanda Uniforme discreta U(10,25)
Tipo de máquina Uniforme discreta U(1,M)
Tiempo de operación Uniforme discreta U(1,10)
Costo de máquina Uniforme discreta U(100,2000)
Tiempo disponible de 
máquina Constante 480 (hr)
Costo transporte 
intercelular Constante 1
Tamaño de celda Constante Min = 2; Max = 10
 Fuente: Autores.
Para el desarrollo del método aproximado BA, se 
ejecuta un código de MATLAB 2017a en máquinas 
con procesador Intel® core™ i7-4790 CPU @3.60 
GHz con memoria RAM 8.00 GB para un sistema 
operativo Windows 8.1 con estructura de 64 bits. Se 
realizan 20 réplicas en paralelo usando 12 máqui-
nas con iguales especificaciones técnicas. Una vez 
finalizadas las réplicas, son recogidos los datos de 
manera aleatoria configurando así los 240 resulta-
dos para cada instancia. Con el fin de determinar 
la eficacia del algoritmo metaheurístico aplicado, se 
propone un análisis de varianza (ANOVA) al tiem-
po y error promedio, para ello se tienen en cuenta 
dos factores {Instancia, Estrategia} cada uno con 
seis y dos niveles respectivamente, generando así 
doce tratamientos diferentes.
La ejecución de cada instancia es realizada en or-
den aleatorio de la siguiente manera: Instancia 1. 
Instancia 5. Instancia 2. Instancia 6. Instancia 4 e 
Instancia 3. Los datos fueron analizados utilizando 
Minitab® 17.2.1 en un computador con iguales espe-
cificaciones.
vI. resuLtados
En la Tabla 4, se registran los parámetros gene-
rales de las instancias trabajadas con el modelo de 
asignación de máquinas y la metaheurística BA. 
Por otra parte, en la Fig. 7 están las salidas del 
ANOVA donde se compara el error obtenido por las 
dos estrategias de asignación aleatoria de máquinas 
(estrategias descritas en el Módulo 4). Los p-valores 
resultantes indican que existen diferencias signifi-
cativas entre los tipos de estrategia de asignación y 
la instancia solucionada (p-valor ≤ 0.05). De hecho, 
al observar los datos consignados en la Tabla 5, se 
encuentra que la estrategia aleatoria modificada 
presenta menor error promedio. 
Por otra parte, en la Fig. 8 se registran los respec-
tivos valores del análisis estadístico según el tiempo 
de cómputo requerido para terminar las improvi-
saciones; encontrando que existen diferencias es-
tadísticas entre los factores bajo estudio, según los 
resultados registrados en la Tabla 5 se determina 
que la estrategia de asignación modificada es más 
veloz en comparación con la asignación aleatoria 
tradicional. 
taBLa 4. resuLtados de La Búsqueda arMónIca Para 




















































































1 10 4 2 10 20 70 20618 1,06% 0,09%
2 10 4 2 10 20 70 15525 1,22% 0,12%
3 15 5 2 10 30 113 25244 2,51% 0,10%
4 15 5 2 10 30 109 30354 1,81% 0,08%
5 20 6 2 10 40 141 41829 1,80% 0,06%
6 20 6 2 10 40 126 33010 1,39% 0,06%
Fuente: Autores.
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Fig. 7. Análisis de varianza para el error de las dos 
estrategias de asignación de máquinas. 
Fuente: Autores.
Fig. 8. Análisis de varianza para el tiempo de las dos 
estrategias de asignación de máquinas. 
Fuente: Autores.
taBLa 5. resuLtados coMParatIvos entre Las dos estrategIas 
de soLucIón.
Instancia Error Tiempo Estrategia de asignación
1 1,23% 40,42 Uniforme tradicional
2 1,36% 39,76 Uniforme tradicional
3 2,63% 64,56 Uniforme tradicional
4 2,74% 63,12 Uniforme tradicional
5 1,47% 290,48 Uniforme tradicional
6 1,44% 292,48 Uniforme tradicional
1 1,32% 43,74 Uniforme Modificada
2 1,68% 42,42 Uniforme Modificada
3 1,94% 54,12 Uniforme Modificada
4 2,75% 61,12 Uniforme Modificada
5 8,66% 225,56 Uniforme Modificada
6 10,98% 227,17 Uniforme Modificada
Fuente: Autores.
Teniendo en cuenta los resultados obtenidos en los 
Análisis de varianza de la Fig. 7 y la Fig. 8 en con-
junto con los valores medios descritos en la Tabla 5, 
se concluye que existen diferencias significativas en 
los resultados de cómputo (error y tiempo) según las 
estrategias de asignación de máquinas, encontrando 
que la variable uniforme modificada logra mejores 
tiempos para hallar la solución, pero a costa de un 
error más grande. Ahora bien, se demuestra además 
que las dos variantes del método aproximado propues-
to logran buenas soluciones en un tiempo computa-
cional aceptable ya que los reportes finales arrojados 
por GAMS se tardan aproximadamente 8800 segun-
dos, lo cual demuestra que, debido a la memoria de 
almacenamiento limitada el CPLEX no es capaz de 
continuar su exploración y por tanto se finaliza la 
búsqueda indicando la mejor respuesta encontrada. 
En otras palabras, dependiendo de la instancia la 
memoria RAM del computador utilizado no tiene la 
capacidad suficiente para poder resolver problemas del 
tamaño propuesto, lo que no es raro cuando se trata 
de problemas de programación entera mixta, y para 
lo cual existen algunas alternativas de solución como 
la desarrollada en la presente investigación.
vII. concLusIones
La presente investigación evidencia la pertinencia de 
buscar formas de resolver problemas complejos a través 
de técnicas que permitan encontrar soluciones prácti-
cas en tiempos computacionales razonables y enfocados 
a entornos de manufactura reales. Más aún, si se consi-
deran los avances asociados a la integración tecnológica 
que exigen una mayor rapidez en la reconfiguración de 
estos sistemas para dar respuesta de manera oportuna 
a los desafíos que el mercado impone. En consecuencia, 
en este trabajo fue desarrollado un algoritmo metaheu-
rístico Búsqueda Armónica para abordar el problema 
de formación de celdas de manufactura. 
Parte de los resultados del trabajo incluye una mejora 
en la naturaleza del algoritmo, el cual se enfoca en la 
explotación del espacio de búsqueda al considerar siem-
pre la mejor solución obtenida cuando se presentaban 
soluciones no factibles, concentrando así el espacio de 
búsqueda. Dicho cambio aprovecha la estructura com-
putacional y el uso de recursos, puesto que la Búsqueda 
Armónica tradicional sólo acepta una nueva respuesta 
si ésta es mejor que la peor almacenada, de forma tal 
que, si no satisface esa condición, el tiempo dedicado a 
hallar dicha mejora es desaprovechado. Ahora bien, es 
necesario para futuros trabajos agregar estrategias de 
exploración del espacio de búsqueda, es por ello que se 
propone la generación de subconjuntos o submelodías 
de manera independiente con el fin de evitar concentrar 
excesivamente el espacio de búsqueda, lo que puede 
conllevar a encontrar una solución tipo óptimo local. 
Además, dentro del desarrollo del algoritmo para la 
solución aproximada, como estrategia para mejorar la 
convergencia de aquellas variables de decisión tipo bi-
naria (si la operación j del producto p es fabricada en 
la máquina tipo m se puede realizar en más de una 
celda c por ejemplo) se realizan asignaciones aleatorias 
e independientes de manera simultánea, estas se com-
paran entre sí con el fin de escoger aquella configura-
ción que conlleve a menores costos de transferencias 
entre celdas, proceso similar a una rápida búsqueda 
exhaustiva.
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Por otra parte, si bien la variabilidad de las respues-
tas para cada instancia es notoria, el rango de error es 
bajo, normalmente entre el 1% a 2%, dicha tendencia 
se traduce en la efectividad de la Búsqueda Armónica 
para celdas de manufactura. Además, el modelo even-
tualmente puede generar muy buenas respuestas en 
corto tiempo ya que durante la experimentación se en-
contraron algunos datos atípicos con errores y tiempo 
considerablemente menores.
De otra parte, teniendo en cuenta la distribución 
de los errores de estimación obtenidos, al revisar 
las estrategias de llenado de celda, se concluye que 
es necesario para futuros trabajos en los que se 
realicen variaciones en el flujo de productos entre 
celdas o la posible configuración de celdas (como 
celdas dinámicas, virtuales, entre otras), reevaluar 
los valores de los parámetros de la metaheurística 
(como el ajuste de tono, número de iteraciones, etc.), 
lo anterior con el fin de no sacrificar exactitud por 
tiempo de respuesta.
Finalmente, considerando el nivel de desarrollo 
que se ha logrado en los sistemas de manufactura, 
particularmente en sistemas flexibles de respuesta 
rápida al usuario y alineados a estrategias como 
la personificación masiva, es de vital importancia 
responder desde la ingeniería de planta a estos 
desafíos, los cuales incluyen los aspectos técnicos 
de diseño del sistema productivo. Una de estas es-
trategias es a partir del desarrollo de algoritmos 
computacionales que permitan hallar soluciones 
prácticas en tiempos razonables, como apoyo a la 
toma de decisiones, modeladas mediante programa-
ción matemática. En tal sentido, es pertinente para 
futuras investigaciones la realización de trabajos 
enfocados en el tratamiento no sólo de modelado 
matemático sino también de técnicas complementa-
rias de solución que evolucionen hacia herramien-
tas agiles para los procesos de toma de decisiones 
a este nivel, como la implementación de este tipo 
de soluciones en múltiples plataformas como Web, 
Desktop o Mobile.
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