In this paper we develop a framework for the semiconductor manufacturing process, including front-end (fab) operations and backend (assembly/test) operations. We then propose a Quadratic Programming (QP) formulation for the profit maximizing objective with flexible demand and price ranges (per product) and fab capacities. We demonstrate the model by applying it to a case study that is based on a real-world (distorted) dataset and show how the solution varies between a local optimization of a single fab (for minimum wafer cost) and a globally optimal solution for maximum profit of a network of fabs.
Introduction
Supply chain management (SCM) is defined as a set of approaches used to efficiently integrate suppliers, manufacturers, warehouses, and stores so that products are produced and distributed at the right quantities, to the right locations, and at the right time, in order to minimize overall costs while meeting service level requirements [1] . SCM also pertains to the set of actions and decisions that attempt to synchronize demand and supply with in-process inventories, in order to ensure on-time delivery of product commitments to customers, and optimize the overall manufacturing operations from start to end.
SCM is of paramount importance especially in the semiconductor industry, as highlighted by [2] . The criticality of SCM for this industry stems from the fact that semiconductor wafer fabrication facilities represent large capital investments (usually in the range of Billions of dollars), and the assembly and test fa-cilities are quite expensive as well (with some of the individual testers costing a few Millions of dollars). The products produced by these facilities are of high value, both in the form of wafers and in the form of integrated circuit (IC) chips.
In case of processor chips, each unit can be of the order of a few hundred dollars.
With these high capital investments and cost of products, it is critical for semiconductor manufacturers to maintain high utilization of the equipment with minimal inventory. Supply chain management can help in achieving these goals and provide large savings for the semiconductor industry.
Only a handful of papers were published to date that offer a mathematical formulation for the semiconductor supply-chain network planning problem. By network planning, we refer to the strategic long term planning of satisfying forecasted demand and addressing the question of what products to manufacture and where. In this paper, we formulate this problem as a quadratic programming model and provide insight to the benefits of such an optimization to the supply-chain of a semiconductor company. Before going into the details of the model, we first review the existing literature. Then we develop the notation and model formulation of the problem in Section 3, followed by a case study via a numerical example in Section 4. Conclusions and suggestions for further work are depicted in Section 5.
Literature Review
In this section, we review some of the key research work to date on SCM and the semiconductor industry in particular. Jain [2] proposes a conceptual framework for supply chain modeling and simulation that is based on the supply-chain operational reference (SCOR) model. However, it seems that the framework is too generic and does not include enough specific details for simulating supply chains of the semiconductor industry. Ayers [3] , in his handbook of SCM, provides a variety of methodologies applied in order to execute the strategy and deal with root causes such as clarity, variability, design, information flow, and weak links.
In semiconductor manufacturing the supply chain is characterized by long throughput times, high levels of variability, and nonlinear dynamics of the manufacturing process. As pointed out in [4] , the IC supply chain has become globalized and thus more complex, with additional sources of concern. Specifically, the trustworthiness of IC supply-chain, and the ability to assess its predictability.
Chien et al. [5] name another reason for the added complexity, caused by the fact that front-end operations are often performed in highly industrialized nations, while back-end operations are typically carried out in countries where labor rates are cheaper.
Many approaches to building strategic plans to effectively operate these complex supply chains have been proposed. The most sophisticated rely on some form of mathematical optimization, e.g. linear programming [6] . One such approach of a mixed integer programming model is described by [7] for optimizing IBM's semiconductor supply chain. In their model, they consider the semiconductor production material flow throughout the supply chain from raw sili-con wafers to finished modules. They restrict the model to integers in order to account for lot-size constraints since production starts are constrained to be at least a certain minimum quantity and must be released in discrete multiples of the allowable lot size. In our model, we relax this assumption and broaden the scope of the supply chain beyond the completed modules all the way to the shipping warehouses right before the retail customers at the end of the supply chain.
Despite the extensive research on SCM, there seem to be lack of applied research pertaining to the SC network planning problem in the semiconductor industry. During 1993-1995, a team of researchers at SEMATECH developed a strategic decision support system to assist large semiconductor companies in managing their supply networks. The system included an optimization model that helped determine the configuration of the supply network and which products should be built in which fab. This work is summarized in [8] . Heath and Jackson [9] propose the following steps for the production planning problem (short to midterm): 1) Forecast demand for next M-months at the end of each month; 2) Use a deterministic LP model to derive the production plan; 3) Implement the production plan for current month; and 4) Re-forecast. They use a simulation approach for the forecast that is based on the Martingale Model of Forecast Evolution (MMFE). A decade later, Stray et al. [10] developed a strategic model that determines whether or not to open new fabs; more bottleneck equipment; open new assembly/test facilities; and which parts will be made in which facilities. Rastogi et al. [11] further extend the work and propose a model to minimize expected total cost in the SC network when the demand is uncertain. Ehm et al. [12] describe steps to build a supply chain simulation reference model for the semiconductor industry and identify the main building blocks of such models. They present an approach to obtain a supply chain network as a set of reduced simulation models. Aelker et al. [13] suggest that managing complexity in supply chains is the key and use the semiconductor SC as an example. Recently, Lowe and Mason [14] also propose a comprehensive MILP formulation in order to minimize total costs by scheduling weekly production quantities to meet forecasted demand over a six-month planning horizon. The model considers facility capacities, facility qualifications, limits on the number of facilities to use, and minimum inventory requirements. An older related paper to this problem by Habla and Mönch [15] also deals with a volume and capacity planning problem and a linear programming (LP) approach is suggested for finding the production quantities for a planning horizon of 26 weeks with weekly time buckets and an objective of maximized revenue at the same minimized production costs.
Most of this literature review has been motivated by works that pertain to the semiconductor industry and its supply chain as this type of supply chain possesses unique characteristics in terms of the behavior of product ASP's (average selling prices) over time or the breakdown of the supply chain by the components created during the process (i.e. wafers, then die). Yet, it is important to mention that there are many related works on similar problems for other indus-tries. As an example, Kannegiesser et al. [16] discuss a case study of products that are considered commodities (unlike semiconductor high performance computing products) from the chemical industry where they develop an integrated model to optimize profit by coordinating quantity and price decisions.
In summary, despite all the work that has been published, the modeling and solution approach to the semiconductor supply-chain network planning problem has not been explicitly addressed to date.
Model Framework
The contribution of the current paper emanates from the fact that it addresses pertinent aspects that were not addressed integrally in previous papers thus far. First, we consider a profit maximizing objective rather than a cost minimizing objective. Although many have addressed the profit maximizing objective before, some were noted in the literature section of this paper, it was not in conjunction with the next few differentiators.
Second, we assume that there is at least some flexibility in setting the demand for each product in sold units, such that there is a range rather than a point estimate, and the final value produced for each product is constrained within this range. Third, we extend the analysis to varying ASP's (average selling prices) of any product by customer, such that different customers may be offered different ASP's for the same product. This is embedded in order to reflect different prices ranges for differences in quantities sold. This covers, for example, the cases where customers are awarded discounts for purchasing higher volumes of a given product. Implied by this extension is that the mathematical formulation of the problem becomes quadratic rather than linear. Lastly, we also assume that there is some flexible capacity across the product mix such that each fab has a capacity range between a minimum and a maximum value rather than a fixed number.
The framework for the planning problem of this supply chain network in our paper is depicted in Figure 1 . Demand for the portfolio of products from the various customers is aggregated by product and transformed into volumes of wafer starts in the fabs. Then, an allocation is made of how many wafers are to be started at each fab and a routing is set for how they would flow through the supply chain from the fabs to the assembly/test (AT) sites and to the warehouses and/or end customers. The aggregation is necessary in order to be able to make decisions that smooth out the required production quantities through the supply chain and fit these quantities to the desired loadings of the production sites (fabs, AT's). Changes over time are typically addressed not by changing the producing sites or the routes through which the volumes are produced along the SCN but by adjusting the quantities of the wafer starts at each fab and thus are important but addressed by lower level business processes (such as mid-term capacity planning).
Once production is completed at the fabs, the wafers are shipped for assembly, test and unit packaging, and then shipped as units, after order consolidation, to the various OEMs. Figure 2 provides a flow chart of these seven stages. 
Motivation
In order to illustrate the problem at hand, consider the following numerical example. We note here that in both the following numerical example and in the case study later on, the datasets are inspired by real fab networks. In our numer- In solving this problem optimally for each of the fabs independently (i.e. to minimize that fab's cost), while satisfying the demand, the resultant solutions are shown in Table 2 . Note that Fab 1's optimal solution leaves PROD 3 to be solely produced by Fab 2 at the expensive wafer cost of 3,000 per wafer. Similarly, Fab 2's optimal solution leaves the same product to be solely produced by Fab 1.
However, when solved optimally for both fabs simultaneously, the solution is different than the previous solutions and is better by 6.25% and 1.9% respectively, as shown in Table 3 . 
Notation
The following notation is utilized. Indices: 
Problem Formulation
Next is a Quadratic Programing (QP) problem formulation to the problem at hand. QP means that the objective function is quadratic in the decision variables and is subject to linear constraints on these variables.
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The objective function to be maximized in Equation (1) is a quadratic profit maximizing objective that incorporates revenue from sold units with a discount factor based on the volume of purchase (first term of the equation), fab production costs (second term), AT production costs (third term) and shipping costs from Fab to AT and from AT to customers (fourth and fifth terms respectively).
The constraints are reflected in Equations (2) to (6) . Demand range for each product and each customer is set by Equation (2). Fab capacity range for each fab is accounted for in Equation (3) . Note that to ensure that feasibility exists, the maximum capacity of the network (in units) has to exceed the minimum demand of the demand range (in units), for every product i (i.e.
This is not enforced as a constraint since there may be situations in which satisfying the minimum demand for specific products is indeed infeasible.
The upper limits on AT capacity for each AT site are considered in Equation (4) . The flow balancing constraints on wafers transformed into units (die) are represented by Equation (5) and lastly fab product qualifications are set by Equation (6) which ensures that if fab j is not qualified for product i (such that Q ij = 0), then it would not produce any units for this product, but if it is qualified, then it would produce up to the maximum capacity of the fab.
Case Study
In this section, we demonstrate the proposed model discussed in the previous section by applying it to a case study inspired by a real semiconductor setting.
We evaluate two cases, one in which the optimization solution is subject to having a specific fab running fully utilized (and at minimal average wafer cost), and the other in which the global optimization is attained.
Input Data
The dataset for the case study is depicted in Tables 4-8 . The demand range, as expressed by minimum and maximum by product by customer (in units) is in Table 4 . Similarly, in Table 5 the ASP per product and customer is given. Table   6 contains information about fab capacities, minimum utilizations, and qualifications. Table 7 depicts the AT capacity and production costs (in wafers and K units) and Table 8 has the shipping costs from Fab to AT and from AT to the customer. Lastly, the CTR and DPW (die/unit per wafer) per product are given in Table   9 . Note that in this case study, Products 1 to 3 are the baseline with a CTR of 1.0, and products 4, 5 require less/more capacity with a CTR of 0.9 and 1.2 respectively.
Results for the Case Study
Next, we demonstrate the usage of the model. The formulation in Section 3.3 was populated with the dataset from the previous section and executed using ILOG CPLEX Studio IDE Version 12.6.1.0. Execution time per instance is very fast Table 7 . AT capacity and production costs (in wafers and K units). (1.25 seconds on an Intel Core i5 5200U CPU at 2.20 GHz.) Table 10 contains the details of the optimal solution in two cases:
Case (a): Fab-specific optimal solution
The first case that is evaluated is the case where the optimization is solved subject to the requirement that a specific fab (in this case study, Fab2) would achieve minimum wafer cost and chooses each subsequent variable following a greedy algorithm for the specific stage of the supply chain be fully utilized (i.e., 100% utilization).
Case (b): Globally optimal solution
The second case that is evaluated is the case of global optimization without any additional constraints such as in case (a).
As can be depicted by the left-hand-side in Table 10 , by enforcing a minimum wafer cost at 100% utilization on Fab2 as in case (a), the resultant total fab production costs are higher and the revenues drop. Consequently, the profit is lower. On the other hand, when allowing the model to find the global optimum, depicted by the right-hand-side in the table, it identifies a solution at which none of the fabs is fully utilized but the total profits are significantly higher (by 3.4%). 
Sensitivity Analysis
The results of the case study demonstrate the importance of searching for the global optimal solution for the network. In this section, we extend upon the case study that was presented and vary the inputs, to reflect different network sizes.
Specifically, we executed the model for several values as follows:
• Number of fabs: 3, 5, and 7.
• Number of ATs: 3, 5, and 7.
• Number of customers: 5, 10, and 20.
• Number of products: 20, 50, and 100.
A note on the computation time before we proceed is appropriate. An ex- Table 11 we found a maximum gap of 3.55e-09 % between the optimal solution of the QIP and the rounded QP solution. The cause for this negligible gap is due to the large volumes of the integer units in the decision variables. Having observed such minimal differences between the rounded QP and QIP solutions, we chose to solve the instances as rounded QPs since the run time for such a rounded QP solutions remained approximately 3.4 seconds for even the large models. We selected a subset of all possible combinations as this would suffice to provide insight. 20 instances were generated for each combination that was selected. For each instance two algorithms were tested. A greedy algorithm that first maximizes the revenue (considering only feasibility of the demands at the fabs and ATs) and then minimizes the supply chain costs. This algorithm was compared with the results from the proposed algorithm discussed in section 3.3, which maximizes profit.
The results are depicted in Table 11 . The Profit Gain column shows the average increase in profit across the 20 instances generated when using the proposed profit maximizing algorithm instead of a greedy, revenue maximizing, algorithm
while the Revenue Loss column shows decrease in revenue. The Ratio column provides the quotient of the Profit Gain/ Revenue Loss. A common practice in the industry today is to first focus on generating maximum sales (revenue) and let the companies' supply chain attempt to minimize the subsequent costs of fulfillment. However, the results of Table 11 indicate that a "holistic" approach which considers both the revenues and the costs may considerably increase the profit with almost no impact on the overall revenue, generating between a $126 -$700 of profit for each dollar of revenue loss. Furthermore, the results indicate that the benefit of such an approach increases with the size and complexity of the network. 
Concluding Remarks
In this paper we develop a framework for the key components of the supply chain of the semiconductor manufacturing process, including front-end (fab) operations and backend (assembly/test) operations. Within this framework we consider the conversion from wafers to units. Then we propose a QP formulation for the profit maximizing objective function with flexible demand ranges per product and fab capacities. We demonstrate the model by applying it to a case study that is based on an industry dataset and show how the solution varies between a local optimization of a single fab (for minimum wafer cost) and a globally optimal solution for the network.
Our model extends on previous work in several respects; most notable is the consideration of varying ASP's of any product by customer, to reflect segmentation in pricing for differences in quantities sold. Other extensions pertain to the flexibility in setting the demand for each product, and in setting capacity across the product mix such that each fab has a capacity range rather than a fixed number.
On top of these extensions, there are still opportunities for further work. One that immediately comes to mind is the consideration of a different objective function to compare with the proposed quadratic objective function. Other directions include the incorporation of stock points within the supply chain, as they are used in practice to mitigate changes in the demand, and the explicit consideration of sub-problems of the SC problem within the model framework, for example the capacity planning problem for each of the fabs and/or the AT sites.
