There are tens of millions of contaminated soil sites in the world, and with an increasing population and associated risk there is a growing pressure to remediate them. A barrier to remediation is the lack of cost-effective approaches to assessment. Soil contaminants include a wide range of natural and synthetic metallic and organic compounds and minerals thus making analytical costs potentially very large. Further, soil contaminants show a large degree of spatial variation which increases the burden on sampling costs. This paper reviews potentially cost-effective methods for measurement, sampling design, and assessment. Current tiered investigation approaches and sampling strategies can be improved by using new technologies such as proximal sensing. Design of sampling can be aided by on-the-go proximal soil sensing; and expedited by subsequent adaptive spatially optimal sampling and prediction procedures enabled by field spectroscopic methods and advanced geostatistics. Field deployment of portable Visible & Near Infrared [wavelength 400-2500 nm] (Vis-NIR) and X-ray fluorescence (PXRF) spectroscopies will require special calibration approaches but show huge potential for synergistic use. The use of mid-infrared spectroscopy [wavelength 2500-25,000 nm, wavenumber 4000-400 cm
Introduction
Mining, urbanisation, and agricultural and industrial processes have resulted in the contamination on the order of 10 7 sites 1 across the globe with contami'nants such as heavy metals and organics. The European Union has 342,000 contaminated and 2.5 million potentially contaminated sites (Panagos et al., 2013) . One of the leading European countries for developing legislation for soil quality assessment and protection, The Netherlands, has 265,000 sites potentially contaminated; from those, 11,000 sites are actually in need of urgent remedial action (Ministry of Housing, Spatial Planning and the Environment, 2010). Typical soil contaminants in Europe include Total Petroleum Hydrocarbons (TPH) and heavy metals which contribute to 60% of soil contamination. About 160,000 contaminated sites potentially exist across Australia (State of the Environment Committee, 2011). Sites impacted by TPH represent a significant proportion of Australia's contaminated land (Clements et al., 2009 ). In the United States, 1200 sites are on the National Priority List (NPL) for the treatment of contaminated soils, indicating the extensiveness of this problem (Mulligan et al., 2001) . Approximately 63% of the sites on the NPL include contamination from toxic heavy metals. Given the pressure on soil for food security and growing urbanisation, the identification and remediation of contaminated sites is of increasing importance Chen, 2007; Luo et al., 2012; Cai et al., 2008) . Many of these contaminated sites are now becoming attractive as high value commercial and residential land but health and environmental risks are at stake. However, remediation rates are quite modest, e.g. in 33 European countries where 127,000 sites have been recognised as contaminated and 1.17 million are potentially contaminated, only 58,000 (5%) have undergone some kind of remediation (Panagos et al., 2013) . In Australia, the Cooperative Research Centre for Contamination Assessment and Remediation of the Environment estimates that Australian companies only clean up roughly 1000 sites each year, i.e. 0.5% per annum, which may be not much better than maintaining a steady-state situation in terms of overall numbers, i.e. cleaning up sites as fast as newly contaminated sites are created and/or identified. Estimated clean-up costs are of the order of $2 billion per year, with the total remediation cost being much larger (State of the Environment Committee, 2011). Additional sites continue to be identified, as contamination is often not apparent until a site is prepared for sale or redevelopment or the land use changes (NSW EPA, 2013) .
Worldwide, national and other jurisdictional protocols have been devised for contaminated site assessment, establishing decisionsupport systems to evaluate the need for remediation. Most legal frameworks propose decision models based on risks to human health, the soil ecosystem and food safety. Risk evaluation is site-specific and dependent on future land management. Regardless of the soil protection target, decisions are supported by a tiered site characterisation whereby a site undergoes a preliminary investigation followed by more intensive investigations in stages. This approach allows data from each stage to be assessed and fed into planning the next stage of investigation. In each progressive tier, the assessment becomes less conservative, is based on more site-specific information and, hence, is more complex, timeconsuming and often more expensive (Clements et al., 2009; Ministry of Housing, Spatial Planning and the Environment, 2010) .
Remediation processes are expensive and rely on estimates of the amount of contaminated soil which needs be removed and the type of contaminant (Mulligan et al., 2001; Lewandowski et al., 2006; Schultz, 1997) . Therefore, accurate estimates of the spatial distribution of contaminants are essential (Markus and McBratney, 2001; Motelay-Massei et al., 2004; Imperato et al., 2003) . In practice, the evaluation of the extent and source of site contamination requires soil sampling and further laboratory analysis to gather information about the type and degree of contamination . Sampling at an individual location along with associated laboratory analytical costs can be as much as 1000 AUD (depending on the type of contamination), and some replications of samples may be needed to define the contamination, and even then this may be not be entirely accurate. In Europe, costs for site investigations generally are between €5000 to €50,000 and costs for remediation projects usually fall in the range of €50000 to €500,000 (Van Liedekerke et al., 2014) .
Legislation in The Netherlands, Australia and the United States advocates where possible the use of formal probabilistic sampling schemes (e.g. simple random, stratified random) for contaminated site assessments. These types of sampling design support an unbiased decision about whether contamination levels exceed a threshold of unacceptable risk which helps to identify the location of "hot spots" or plume delineation and to characterise the nature and extent of contamination at a site (US EPA, 2002) . Often choosing the most resource-effective design is a trade-off between performance and cost that accounts for practical issues such as schedule and budget risks and health and safety risks. It is important that the necessary data are available to enable a statistical analysis to inform the decision of whether or not the site presents an unacceptable risk to human health or the environment, and is suitable for the intended future land use.
Contamination thresholds exist for a wide range of pollutants (heavy metals and organics) (Ferguson, 1999; Regan et al., 2002) and these determine whether the location from which it emanates requires remediation. This location can refer to an established volume of soil or a determined exposure area depending on the criteria defined in the decision model. Normally, decisions are made based on the mean or maximum concentration measured for a certain volume or area of contaminated soil. In the case of the mean, a 95% confidence interval is computed to determine if this concentration exceeds or is below the threshold. The more samples taken the more precise will be the estimates of the mean. These practical requirements make soil contamination assessments expensive, time-consuming and, as a result, often based on inadequate field data.
However, it is necessary to generalise the results to unsampled locations and to define homogeneous contamination zones (along with an estimate of the associated uncertainty) across the site being assessed (Gilbert, 1987; Bierkens, 1997) . Geostatistical techniques can be used in a geographic information system (GIS) to provide information on the spatial distribution of contamination (Burrough, 2001) .
In summary, there is room to optimise current decision-based models for soil contamination assessment namely by improving the quality and quantity of information provided in the preliminary investigation stages. The current situation with respect to measurement and delineation motivates a range of questions which will be addressed in this review.
There is a way forward; increasing advances in electronics, information technology, and spatial statistics can contribute significantly.
Contextually, proximal soil sensing, improved sampling design aided by portable field spectrometers and cheaper laboratory measurements combine to suggest a new approach. This is already corroborated by the US EPA (http://www.clu-in.org/characterization/) and the Australian legislation for the assessment of site contamination (National Environment Protection (Assessment of Site Contamination) Measure, as amended in 2013). These guidance documents suggest that "real-time" sampling, field analytical methods and on-site interpretation and iteration of field data can expedite site characterisation in terms of the concentration and distribution of contaminants. Changing the importance of on-site analysis tools, from a screening-level stage to actually influence the decisionmaking process, was advocated by Crumbling (2001) in a document produced for the US EPA about the use of a "triad approach to improve the cost-effectiveness of hazardous waste site clean-ups". This document aimed to set a framework for using an integrated triad of systematic planning where real-time measurement technologies were essential to plan and implement data collection and technical decision-making. According to Crumbling (2001) , this "modernization" of site characterisation offers cost savings of about 50%. Besides the budget issue, on-site analytical tools increase sampling density thus generating datasets more representative of site conditions (which is crucial since the largest source of uncertainty in contaminated sites is linked with the degree of contamination heterogeneity). Hence, when combined with sampling and laboratory analysis the potential to produce more accurate information increases enormously therefore improving decision-making (Clements et al., 2009) . The concerns of formally adopting on-site analysis tools as part of the decision-making models are still related to lack of accuracy and reliability of the available instruments and techniques when compared with the analytical tests conducted in a laboratory.
Proximal soil sensing refers to all field methods that sense the soil from outside -i.e., where the probe does not enter into the soil volume it is measuring (McBratney et al., 2011a; Viscarra Rossel et al., 2011) . It includes ground-penetrating radar (GPR), electromagnetic induction (EMI) and gamma radiometrics (GR) as well as field spectroscopic methods such as visible-infrared (Vis-IR) and portable X-ray fluorescence (PXRF). All proximal soil sensing methods have a part to play in soil contamination assessment -although not generally contamination specific, the on-the-go or potentially mobile methods of GPR, EMI and GR are most useful for quick site characterisation to provide prior information for initial sampling design. They are generally not predictive of contaminant concentrations. The field spectroscopic methods such as Vis-IR and PXRF are targeted at measurements of contamination concentrations, and therefore are suitable for use in the adaptive sampling and mapping of contamination. They have the added advantage of being easy to operate and are non-hazardous in the work environment (He et al., 2007) . Vis-IR and PXRF predictions are generally based on calibration equations for a large range of potential contaminants which require well-designed and populated spectral libraries from a large suite of contaminated and non-contaminated sites (Shepherd and Walsh, 2002) .
The current approach for contaminated site characterisation can be generalised as the workflow presented on the left side of Fig. 1 . We will outline this briefly in Section 2 below. In recent times, there has been a plethora of new research that gives us techniques that run parallel with, or can be combined with, the conventional approaches. As mentioned above, spectroscopic techniques which are field deployable offer exciting possibilities; these are reviewed in Sections 3, 4 and 5. Much has been done in the past decade on understanding the spatial distributions of contaminants and creating new sampling and prediction methods. This work is reviewed in Section 6. A combination of approaches on the right-hand side of Fig. 1 can be regarded as a potentially new approach -this proposed new methodology is outlined in Section 7. 
Soil contamination assessment

Soil contaminants and sources of contamination
Soil acts as a sink for almost all substances released into the environment by human activities: many pollutants accumulate in the soil due to its specific filtering and buffering properties. If the concentration of these substances is above a defined background value or so high that it potentially causes a risk to human health, plants, animals, ecosystems or other media (e.g. water), the soil is regarded as "contaminated" (EC, 2005) . Soil contamination may have important consequences in terms of the soil's ability to function. Soils may fail to support vegetation and biomass production, may fail to provide valuable materials and substrate to human activities, ecological systems and biological cycling of nutrients or may be unable to act as filter and buffer, affecting the hydrosphere, compromising groundwater resources and threatening aquatic ecosystems (Rodrigues et al., 2009) .
Major pollutants include organic contaminants such as chlorinated hydrocarbons, TPH and heavy metals (Alloway, 1995) . If the natural soil functions of buffering, filtering and transforming are overexploited a variety of negative environmental impacts arise, the most problematic of which are pollution of water, acute or chronic toxicity and uptake of contaminants by plants.
Moreover soil may act as potentially medium of contamination exposure therefore becoming a major threat to human health. Although current research has not yet established a clear cause-effect between soil contamination and adverse human health outcomes there is an increasing body of evidence that this relationship exists (Brevik and Burgess, 2012) . As a precautionary approach legislation for contamination assessment was developed taking health guidelines into consideration.
Contamination can be diffuse or localized (van der Perk, 2006) . Diffuse soil contamination is the presence of a substance in the soil as a result of human activity emitted from moving sources, from sources with a large area, or from many sources. It can be caused by dispersed sources and occurs where emission, transformation and dilution of contaminants in other media has occurred prior to their transfer to soil. As a result, the relationship between the contaminant source and the level and spatial extent of soil contamination is indistinct. This is generally associated with atmospheric deposition, certain agricultural practices, inadequate waste and wastewater recycling and treatment or even contamination due to natural hazards such as floods and landslides. Atmospheric deposition of anthropogenic contaminants (including nutrients and acid deposition) are due to emissions from industry, transport, households and agriculture. Certain agricultural practices cause diffuse soil contamination by direct application of pesticides, sewage sludge, compost, fertilizers and manure. Currently, the most important problems from diffuse sources are acidification, the effects of a surplus of nutrients and contamination by heavy metals (State of the Environment Committee, 2011). Local soil contamination occurs where intensive industrial activities, inadequate waste disposal, mining, military activities or accidents introduce excessive amounts of contaminants. At industrial plants that are still operating, soil contamination may have its origin in the past but current activities still have significant impacts (EC, 2005) .
Contaminated site characterisation -current approach
Knowing the type and source of contaminants is very useful for contamination management and it will likely influence the time and budget needed to establish the contamination extent and therefore the remediation which is adequate to minimise health and environmental risks. The main concern in developing legal and regulatory guidance for soil contamination assessment is to ensure that the quality and the quantity of data available is enough to support decision-makers in the process of determining if a site is contaminated or not and, if so, the risks it presents to human health, the soil ecosystem, and food safety. This risk evaluation is usually site-specific and dependent on the future land use. Also, decision-making requires statistical evidence that the site does not present unacceptable risks and is suitable for the intended land use.
These issues are acknowledged by current legislation in practice namely in countries such as The Netherlands, Australia and the United States. These countries present similar guidance for establishing a contamination-assessment framework including best practices for sampling and data analysis. In the context of this review we will focus on these two issues using the information available 2 to describe the current approach for contaminated sites characterisation. Standard practice for contaminated-site characterisation comprises a tiered approach in which a site undergoes a preliminary investigation followed by more intensive investigations in stages. The purpose of the preliminary investigation is to establish whether the site might be contaminated. This stage is essential to gather information on the sources of contamination, where it is located and what type of contaminants could be expected. Usually this can be inferred from the past and present land uses, previous reports of incidents and/or environmental assessments as well as the site's geological and hydrological situation.
Currently, soil sampling is not expected in the preliminary investigation. It should occur in a second investigation stage based on the information collected. The quality and the quantity of these data will determine the cost-efficiency of the sampling design therefore it is recognised that a sufficient amount of effort (and thus money) should be spent on the preliminary investigation.
As part of the decision-making process, a rule is established to determine if the site is contaminated, and to what extent it requires remediation. This decision rule is based on a mean or maximum concentration found for a specific contaminant. If the mean or maximum concentration exceeds (with a certain level of confidence) a specified threshold (known variously as Investigation level in The Netherlands, Health Investigation level in Australia and Soil Screening level in the United States) then further investigation is needed or a remediation plan is required. To obtain a best estimate of the contaminant's concentration, a minimum number of samples are required depending on the expected contamination variability across the site and the spatial scale of the decision-based support. Support refers to the measure (length, area or volume) usually associated with the physical representation of the data values. Commonly support refers to "points" that represent a location in space, i.e. the sampling location. However, for contamination assessment, this support can be specified as an exposure area for risk evaluation or as a volume of soil to be removed or remediated. The mean concentration estimated for the decision-based support must be representative regardless of the contamination variability. Therefore, it is all about designing a sampling plan that will ensure collecting representative, defensible and accurate data within the available time and budget.
Sampling for contamination assessment
The general purpose of a sampling design for contamination assessment is to support a decision about whether contamination levels exceed a threshold of unacceptable risk and, if so, what is the nature and extent of the contamination. Samples should be collected in an unbiased manner, i.e. all locations within the sampling area should have a predefined probability of being selected as a sampling point. Known constraints when deciding on a sampling design comprise sampling and analysis limitations, time restrictions, geographic barriers and budget. Examples of constraints include measurement instrument performance, weather conditions and the costs associated with collecting samples in the field or laboratory analysis.
Broadly there are two main categories of sampling designs: judgmental and probability-based (De Gruijter et al., 2006) . The legal frameworks mentioned previously favour a probability-based design. Basically when using probabilistic sampling quantitative conclusions (statistical inference) can be drawn from the analytical results. Therefore the data analyst can provide to the decision-maker a 95% upper confidence level (UCL) of the mean contaminant's concentration in soil. The analyst will be able to state whether the data indicate that the concentration exceeds or is below the threshold with a certain level of confidence.
Within the category of probability-based sampling, it is possible to choose the design that is most suitable to site conditions and expected contamination heterogeneity. Commonly used sampling includes simple random, stratified, systematic grid, and adaptive cluster sampling (US EPA, 2002) . The quality and quantity of the data collected during the preliminary investigation has a strong influence when choosing the sampling design. If the information is not accurate enough it is probably better to opt for systematic grid sampling (with a randomly selected location for the origin) to ensure complete site coverage and a homogeneous distribution of samples over the site. However it should be noted that the estimate of variance from such a design is overestimated and so are the confidence intervals associated with the estimates of the mean (De Gruijter et al., 2006) . On the other hand, if there is enough evidence to characterise the source and spatial variability of soil contamination, a stratified random sampling may be adequate. It combines both a pollution-oriented and a statistical random sampling. The site is first divided into several areas in which pollution is thought to be relatively homogeneous. Each area is then randomly sampled to obtain the mean concentration (Malherbe, 2002) .
For sampling purposes and depending on the chosen design, the site can be divided into domains/areas or stockpiles representing similar material types, similar contamination, and other site-specific features as indicated by the land use history (NSW EPA, 1995) . Hence, the minimum number of samples to collect can be assigned to a known area or volume. The US EPA recommends a minimum of 10 samples for a 95% UCL average calculation (US EPA, 2002) . For large soil volumes (i.e. N 2500 m 3 ) the minimum sampling rate should not be less than 1 sample per 250 m 3 . In terms of the number of samples in function of the area it varies from 5 (0.05 ha) to 55 (5 ha) (EPA Victoria, 2009 ). In summary,
-The preliminary investigation stage plays a crucial role in decisionmaking since this determines how the subsequent stages for contamination assessment should be conducted. If the information gathered in the preliminary investigation is not enough and/or not accurate more time, effort and budget need to be considered. -Sampling is not generally included in the preliminary investigation.
The sampling plan is designed after compiling the information available and it strongly depends on the quantity and quality of the data. Sample collection is necessary for laboratory analysis to determine the concentration of the contaminants. -Depending on the sampling plan, the potentially contaminated site is divided into areas or stockpiles. This could depend on the spatial scale of the decision-based support. For each decision-based support, a minimum number of samples have to be collected to allow for the statistical analysis of the analytical results. -Decision-making is based on the estimates for the mean or maximum concentration of the contaminants (measured for a certain volume or area of contaminated soil) and their 95% UCL. If the mean or maximum concentration exceeds a specified threshold then further investigation is needed or a remediation plan is required.
It is clear that improving the outputs of a preliminary investigation will benefit enormously from site characterisation and thus decisionmaking. Basically, it is all about providing more and accurate data to minimise lack of statistical representativeness, increase the spatial quantification, reduce the time needed to evaluate the presence and extent of contamination, add focus to the sampling plan and overall reduce the project costs. Real-time sampling, field analytical methods and onsite interpretation and replication of field data can expedite site characterisation in these terms (Crumbling, 2001; Clements et al., 2009) .
In this context, proximal sensing namely field spectroscopic methods such as Vis-IR and PXRF can provide real-time measurements of contamination concentrations to support an on-the-go assessment. These IR and PXRF measurements can be a part of an adaptive sampling design whereby sampling efforts are directed to areas where the degree of contamination appears to be higher (Juang et al., 2005 (Juang et al., , 2008 . This adaptive sampling strategy is somewhat similar to what was proposed by Englund and Heravi (1994) . These authors analysed the benefits of phased sampling where the sampling process is interrupted until the data from prior sampling is available for interpretation. In two-phase sampling, preliminary estimates of contaminant concentrations based on data from the first phase are used to determine locations where additional data are needed most. When using field spectroscopy, prior data refers to IR and PXRF measurements and assuming that on-thego software is available so that the period between sampling phases is reduced. The second phase could be the collection of samples to validate Vis-IR and PXRF measurements or to choose the locations where it is necessary to extract soil cores to verify contamination in the soil profile.
Instead of making decisions based on a single mean/maximum value for a specified support, a dense dataset as provided by Vis-IR and PXRF measurements can be easily integrated to provide a continuous map of contamination increasing the chances of detecting "hot-spots" (generally characterised as high contaminant concentrations that might be missed by a conventional sampling plan). Also, knowing the true concentration of the contaminant helps to select a better remediation technique. Advanced geostatistics and GIS tools can be used to develop a mapping framework based on on-the-go field measurements. Geostatistical mapping can bring out insufficiently sampled areas and/or high-risk areas based on the spatial continuity observed in the data (see Section 6). The uncertainties associated with the mapping output could also be quickly evaluated. Reducing the uncertainty of the result could be a matter of repeating field measurements and/or choosing specific locations to collect soil samples for validation.
Infrared spectroscopy for measuring soil contaminants
Infrared diffuse reflectance spectroscopy is based on the principle that molecules have specific frequencies at which they rotate or vibrate corresponding to discrete energy levels. Absorption spectra of compounds are a unique reflection of their molecular structure. Spectroscopy in both the visible, near (Vis-NIR, 400-700-2500 nm) and mid (MIR, 2500-25,000 nm) infrared ranges allows rapid acquisition of soil information. Spectral signatures of soil materials are characterised by their reflectance to particular wavelengths in the electromagnetic spectrum. Properties that are related to the surface area of the soil usually can be predicted well from Vis-NIR and MIR spectroscopy (Soriano-Disla et al., 2014; Stenberg et al., 2010; Viscarra Rossel et al., 2006) .
Vis-NIR spectrometers are used extensively and gained popularity in soil science because they are available in a portable format, are easy and ready to use in the field and require minimal or even no sample preparation. With proper calibration, they can be used to estimate many soil properties, namely total C, total N, sand and clay content, cation exchange capacity, and pH (Soriano-Disla et al., 2014; Stenberg et al., 2010) . Reviews on the principles and use of Vis-NIR for predicting soil properties can be found in Stenberg et al. (2010) and Soriano-Disla et al. (2014) thus will not be repeated here. Schwartz et al. (2011) summarised the use of Vis-NIR spectroscopy particularly for assessing soil contamination, and Shi et al. (2014) gave a review specifically on Vis-NIR for predicting heavy metals. A review by Rathod et al. (2013) focussed on spectral sensing of soil and vegetation for monitoring phytoremediation of metal-contaminated soils, and Okparanma and Mouazen (2013a) specifically reviewed the use of Vis-NIR to predict Total Petroleum Hydrocarbon (TPH) concentration in soil.
Mid-infrared (MIR) spectroscopy usually produces better predictions than the Vis-NIR as it reflects the fundamental stretching and bending vibrations of molecules, which produces more spectral information and also results in more intense spectral peaks (Reeves, 2010; Soriano-Disla et al., 2014) . However MIR generally requires more sample preparation as its accuracy and reproducibility is affected by sample homogeneity. Nevertheless a field portable MIR spectrometer has now become available (Sorak et al., 2012) .
As soil is a complex mixture of materials it is difficult to assign specific features of the spectra to specific chemical components. In addition, due to the scattering effect, the useful part of the absorption spectra (related to elemental concentration) is relatively small when compared to the scattering effect (Gobrecht et al., 2014) . Multivariate calibration techniques are used to calibrate the spectra to known measured soil properties. Digital soil spectra usually contain hundreds or thousands of reflectance values as a function of wavelength. As there are more predictor variables than the number of observations and predicted variables, methods that reduce the dimension of the spectra or techniques to select useful predictors are required. Principal component regression and the partial least squares (PLS) method are commonly utilised (Geladi and Kowalski, 1986) . PLS extracts successive linear combinations of the predictors, which optimally address the combined goals of explaining response variation and explaining predictor variation. Other data-mining techniques that are capable of variable (wavelength) selection have also been found useful (Minasny and McBratney, 2008) .
Heavy metals
Infrared spectroscopy can usually detect constituents or elements in the soil when the elements are present in amounts greater than the detection limit of spectroscopy and form vibrational bonds. Iron and other cations such as Al and Mg have a distinct effect on the vibrations of OH bonds. As an example, Fe content in soils is linked with the depth and width of the absorption band between 750 and 1200 nm (Richter et al., 2009) . Other elements or constituents in the soil, including the ones which have no absorbance, can be determined indirectly if they are present in a relatively high amount and correlated to constituents that absorb the infrared radiation.
While infrared studies are mostly used for the estimation of organic compounds, some inorganic compounds can produce an infrared signature. Metal carbonyl and organometallic compounds are commonly studied in infrared spectroscopy (Stuart, 2004) . However, soil is a complex mixture of organic and inorganic materials, and the relatively low concentration of heavy metals usually does not show absorption features in the Vis-NIR or MIR spectrum. As an example, Fig. 2 shows a clay soil which has a relatively low concentration of carbon (0.7%) spiked with different amounts of lead (these results were obtained in an experiment conducted by the authors for this paper purpose). The absorbance spectra of the soil in the near infrared region are not affected even up to a very high Pb concentration of 16,000 mg kg . The spectra only show visible features around 2270-2320 nm at a very high Pb concentration (N70,000 mg kg − 1 ). According to a study by Kemper and Sommer (2002) the infrared absorbance increasing with increasing Pb content appears to reflect the increasing content of organic matter in the soil. The mechanism of detection of heavy metals via infrared spectroscopy is thus attributed to the association of heavy metals with organic matter, clay minerals, and Fe/Al oxides (Choe et al., 2009; Dupuy and Douay, 2001; Vohland et al., 2009; Wu et al., 2007) . These indirect relationships between metal concentrations and soil constituents have previously been explored in pedotransfer functions (PTFs). For example, Chen et al. (2002) , Elzinga et al. (1997) and Horn et al. (2006) presented various PTFs that predicted the adsorption of metal as a function of soil carbon content, CEC (cation exchange capacity) and pH. Wu et al. (2007) investigated the spectral response by adding known amounts of heavy metals into an alluvial soil. The results showed that the spectral features for heavy metals only appear in the NIR spectrum for transitional elements (around 620 nm for Cr and 820 nm for Cu), at very high concentrations (N4000 mg kg −1 ). Thus, Kleinebecker et al. (2013) working on aquatic sediments recommended that reliable NIR prediction of heavy metals is restricted to samples with high concentrations. Choe et al. (2008) proposed a binding mechanism based on the surface complexation model, where metals can bind to the hydroxylated mineral surfaces (such as Fe, Al, Si, or Mn) thus affecting the absorption peaks at around 500-1000 nm (Fe, Al, Mn oxides), and 2000 nm (clay minerals), or 400-600 nm (organic matter) (Piccolo and Stevenson, 1982) . As a consequence, the applicability of the results from such studies is highly dataset-specific (Middleton et al., 2011) . Goldberg and Johnston (2001) studied As adsorption mechanisms on amorphous Al and Fe oxides using Raman and Fourier Transform Infrared (FTIR) spectroscopy. They showed that the position and intensity of vibrational bands of As species sorbed on amorphous Al and Fe oxides are pH dependent.
Many published studies have related total concentration of elements measured using laboratory XRF, or using acid or aqua regia extraction and correlated it with Vis-NIR spectra. These studies can be mainly grouped into the two categories presented in Sections 3.1.1 and 3.1.2.
Studies on contaminated sites
Key studies include Malley and Williams (1997) who used NIR spectroscopy to estimate heavy metal contaminants in freshwater sediment in Canada (number of samples (n) = 169). They successfully predicted Cu, Zn, Pb, Ni, Mn, and Fe. Their PLS coefficients indicated that heavy metal concentration predictions were attributed to protein, cellulose, and oil. Kooistra et al. (2001) evaluated 69 soil samples in the floodplains of the river Rhine in The Netherlands and found that Vis-NIR spectra can be used to predict Cd and Zn concentration quite well. Its success is attributed to the proxy of organic matter and clay content. Kemper and Sommer (2002) worked in an area west of Seville in Spain which was contaminated with mine tailings. This study independently validated Vis-NIR predictions for heavy metals and found good prediction (R 2 N 0.8)
for elements such as As, Fe, Hg, Pb, S, and Sb. They also indicated that the success of the prediction is attributed to absorption features of iron and iron oxides. It should be noted that the existing literature commonly uses R 2 to assess the prediction quality of models. In terms of prediction it is not a suitable statistic as it measures, the fit of data to a straight line (i.e. any straight line) when in fact we wish to know how well the data follows the 45°line when plotting predicted against observed values. Despite this we have chosen to use R 2 to present our review results since it is frequently shown in published papers. A better statistics to assess prediction accuracy would be Lin's concordance correlation coefficient which measures how well observations follow the 45°line. Further studies on contaminated sites examined soils from a mining region (Siebielec et al., 2004) and urban areas (Wu et al., 2005a) . Wu et al. (2005b) reported good prediction for soil Hg concentration in agricultural soils in China (n = 120) using Vis-NIR spectra, its success was attributed to the correlation with goethite and clay minerals. Bray et al. (2009) evaluated Vis-NIR and MIR as a diagnostic tool for Cd, Cu, Pb, and Zn using an ordinal logistic regression technique for prediction of the probability of exceeding certain thresholds. They found that Zn and Cu can be well predicted with prediction accuracy (presented in terms of false positives and false negatives) greater than 80%; meanwhile Cd and Pb are not that well predicted with accuracies less than 70%.
Recent studies also investigated low concentration of heavy metals in agricultural soils. For example, Dong et al. (2011) used Vis-NIR and MIR to predict concentration of As, Cu, Zn, Pb, and Cr (n = 111). They found that organic matter and pH were closely correlated with As and the heavy metals. Shi et al. (2014) provided a comprehensive review of studies that predicted heavy metal content using Vis-NIR spectroscopy. While some studies show agreements that NIR spectroscopy can predict concentration of Cr, Cu, Hg, Ni, Pb, and Zn, the results are not consistent. For example, Kooistra et al. (2001) found good predictions for Cd and Zn (R 2~0 .8), contrarily Kemper and Sommer (2002) found poorer predictions for these elements (R 2 = 0.2 (Cd) and 0.5 (Zn)),
while Siebielec et al. (2004) found reasonable predictions (R 2 = 0.5 and 0.7). There are also contradictory conclusions on the major absorption feature mechanisms (Schwartz et al., 2011) . A limitation to most studies is that the analysis is based on a small number of calibration data: 38% of the studies cited in Table 2 of Shi et al. (2014) have less than 100 samples. Additionally, most of the studies do not have independent validation data. Thus the results can be quite site-specific and are unlikely to be generalised. While there is a good amount of work that indicates that Vis-NIR can be used effectively for predicting heavy metal concentration, there is still a question whether the calibration functions are site-specific or of general applicability. Some insights might be gained when looking at geochemical survey studies which usually have a large number of samples across a large and diverse area and with background concentration of metals that is lower than contaminated sites.
Geochemical studies
Soriano-Disla et al. (2013) analysed MIR spectra of 4130 soil samples from the GEMAS European soil sampling programme (geochemical mapping of agricultural soils and grazing land of Europe) where the samples were analysed for 45 elements using aqua regia extraction. They selected 1000 samples randomly to develop PLS models, and validated their predictions against the rest of the data. They found that the following elements can be well predicted (R 2 N 0.6): Ca, Mg, Al, Fe, Ga, Co, Ni, Sc, Ti, Li, Sr, K, Cr, Th, Be, S, B, Rb, V, Y, Zn, Zr, Nb, Ce, Cs, Na, In, Bi, Cu, and Mn. Meanwhile the following elements cannot be well predicted (R 2 b 0.5): As, Ba, La, Tl, P, U, Sb, Mo, Pb, Se, Cd, Sn, Hg, Ag and W. The results are similar to the findings of Middleton et al. (2011) who analysed samples from glacial till sites in Finland. Reeves and Smith (2009) analysed samples collected from two transects (east-west across the USA, and north-south from Manitoba (Canada) to El Paso, Texas (USA), n = 453 and 267, respectively). The results showed that, as expected, MIR predicts better than NIR, except for Co, Cr and Ni. The authors concluded that extreme diversity in the samples found in the continental-scale survey resulted in poor results even for measures of soil carbon content, which have been shown to be most accurately determined in most studies.
In summary,
• Many studies have shown that Vis-NIR and MIR can be used to predict heavy metal content in the soil. Infrared spectroscopy was usually able to predict total heavy metal concentration but not the extractable (or bio-available) concentration.
• The mechanism is normally attributed to adsorption of metals to organic matter, Fe/Al oxides and clay minerals. The abundance of the metals is indirectly correlated to these factors.
• Laboratory studies showed that the adsorption behaviour is pH dependent.
• Many studies have a small sample size (n b 100), and do not have independent validation. Multivariate techniques such as PLS regression can easily overfit the data.
• Heavy metal concentrations are usually positively skewed, thus a few high concentration values might produce predictions resulting in higher R 2 values. Care must be taken in interpreting these results.
The R 2 value is generally interpreted as the proportion of the variance explained, however it only evaluates the linear relationship between the variables and is insensitive to additive and proportional differences. In addition, R 2 values are quite sensitive to non-normal data (Kowalski, 1972) .
• There are conflicting results on the ability of Vis-NIR to predict certain metals. This indicates that the results or calibrations are site-specific.
Organic contaminants
There is a very wide range of organic contaminants in soil; too many to cover in a short review so for this paper purpose we will focus on petroleum-derived hydrocarbons which are the most important class of organic contaminants and also can highlight the possibilities of infrared spectroscopy for their prediction. The hydrocarbons present in crude oils and fuels can comprise hundreds of different organic compounds (Brownlow, 1979) that can be categorised into three main chemical groups: aliphatic (alkanes), aromatic, and hetero compounds containing N, S and O. In addition, a large component of petroleum is made up of cyclo-alkanes (naphthenes) along with combined structures (naphtheno-aromatics). In crude oils, the proportions of these groups can vary depending on the geological history of the oil. The main refinery products (diesel, kerosene, gasoline/petrol) are distillation fractions and differ chemically but also in their physical behaviour. Both diesel and gasoline comprise comparable amounts of straight chained and cyclic alkanes with relatively more aromatic material in the gasoline products. Diesels also contain significant aromatic compounds and phenanthrene has been used as a biomarker given its ease of measurement (Sadler and Connell, 2003) , lower volatility and that it is insoluble (i.e. less likely to be washed out or lost to the atmosphere). In practical terms, the most important difference between these two commonly used fuel products is their boiling point (volatility) which is related to the range of chain lengths (C numbers) for each fraction. Diesel comprises C 11 to C 28 while gasoline comprises C 6 to C 10 molecules and as a consequence evaporates more rapidly. Current site assessment practices categorise the hydrocarbons extracted from contaminated soils into the following fractions: F1, F2, F3 and F4. These continuous intervals of increasing C number ranges (C 6 -C 10 , NC 10 -C 16 , N C 16 -C 34 and NC 34 -C 40 respectively) may differ in their volatility and soil impact but also have been assessed for their health risk on the basis of health screening levels (Friebel and Nadebaum, 2011) .
Conventionally, hydrocarbon contamination has been determined by laborious solvent extraction of known amounts of soil followed by gas chromatographic (GC) separation and analysis usually with a flame ionisation detector (FID) or mass spectrometer (Sadler and Connell, 2003; Paíga et al., 2012) . This provides a relative quantification of the range of hydrocarbon compounds persisting in the soil. Alternative extraction processes involve supercritical fluid extraction where CO 2 under high pressure is used as a solvent (Dawson et al., 2004) . In later years (1990s onwards), BTEX (the aromatic hydrocarbons benzene, toluene, ethylbenzene and xylene) were the focus of analyses because these hydrocarbons are of environmental concern and were measurable in the field using newly developed field-portable GCs with photo-ionisation detectors (PID) highly sensitive to these compounds (Sadler and Connell, 2003; Paíga et al., 2012) . Although soil moisture lowers the response to these organic analytes, the capacity to make determinations on-site after recovering soil air by probe or by taking soil for headspace analyses meant huge savings in time and sample processing. Alternative methods include a purge and trap system where inert gas (helium) is used to flush hydrocarbons to a GC instrument after warming the soil in a closed vessel (Dawson et al., 2004) . Another standard method to determine TPH was by infrared analysis of oil-insolvent soil extracts (using carbon free solvent). These TPH determinations which relied on a fixed-wavelength instrument responding to C\H bond stretching near 2930 cm −1 (3420 nm) appeared to have limitations, mainly because of the insensitivity to aromatic components (Lambert et al., 2001) . The full extent of hydrocarbon contamination may not therefore be properly captured by this type of analysis (Dawson et al., 2004 ) especially after degradation/weathering which can alter the proportions of aliphatic and aromatic material in the soil. Another disadvantage was that it required a C-free solvent. A comparative study between GC/FID and oil-in-solvent by infrared analysis conducted by Becker et al. (2002) also indicated that TPH determinations were 10 to 20% lower via the latter method but with a narrower coefficient of variation than when using GC/FID. This would also probably depend on the diversity of the extracted hydrocarbon compositions.
The benchmark still appears to be a laboratory extraction and GC analysis to obtain the full range of hydrocarbon peaks extracted from the soil for integration of their relative areas. Since 2011 Australian soil testing groups have started adopting the Canadian approach where hydrocarbon contamination is reported on the basis of their volatile 3 and semi-volatile ranges so that the F1, F2, F3 and F4 fractions (obtainable by GC separation/analysis) can be related back to specific health risk (Friebel and Nadebaum, 2011) , as for example posed by direct contact. Total petroleum hydrocarbons are a measure of the sum of extractable aliphatic and aromatic hydrocarbons over the C 6 to C 34 molecular size range. These are usually determined by FID peak areas after GC separation. These peaks may include unaltered but also altered compounds (residues) which can, in moderate to extreme cases, produce a hump consisting of an unresolved complex mixture of residues evident in the chromatogram at higher retentions (temperature). Furthermore, depending on the way TPH is carried out, the extent of contamination may be underestimated in terms of the unresolved diesel residues resulting from biodegradation (Lang et al., 2009) .
The application of infrared spectroscopy to chemically monitor hydrocarbons in soil and biodegradation processes appears to be underdeveloped with some limited work in this area. Recognising the alteration of hydrocarbons in natural environments by GC and stable isotope methods has been considerably successful (Head et al., 2003; Sun et al., 2005) but these are complex and costly methods whereas spectroscopy could offer a rapid and reliable alternative.
Two patent applications have been published on the use of infrared spectroscopy for assessment of hydrocarbons in soil. Forrester et al. (2012) proposed a method for detecting contaminants based on near and mid-infrared spectroscopy and Ben-Dor et al. (2014) proposed a quantitative assessment of soil contaminants, particularly hydrocarbons, using NIR spectroscopy.
Since the mid-1990s several works in applied spectroscopy research have investigated the feasibility of using NIR and MIR for detecting contaminants in soil such as spilled diesel fuel and motor oil (Stallard et al., 1996) , trichloroethylene (Vohra et al., 1996) and methylcyclopentadienyl manganese (a fuel additive) (Vreugdenhil and Butler, 1998) . Buerck et al. (2001) devised a fibre-optic sensor system for the determination of aromatic hydrocarbons in groundwater or industrial wastewater. Meanwhile Vohra et al. (1996) also devised another remote sensor to detect trichloroethylene (TCE) in sand. Infrared techniques have been used to quantify PAH concentrations in soil via filtration and analysing the filtrate at certain wavelengths which were calibrated with a known amount of compounds (Garcia Gómez et al., 2004) .
Hydrocarbon compounds contain predominantly C\H and C\C bonds but there is plenty of information to be obtained from the infrared spectrum arising from C\H stretching and C\H bending, mainly in the MIR region (2500-25,000 nm). Fundamental vibrations can be observed in the 2500 to 6670 nm region, and furthermore, these compounds exhibit overtone and combination bands in the NIR region (Schwartz et al., 2011) . Spectral reflectance characteristics of hydrocarbons in the Vis-NIR region were reported by Cloutis (1989) for applications to the remote sensing of terrestrial and extra-terrestrial targets. This possibility is realized by Hörig et al. (2001) using HyMap, an airborne hyperspectral scanner, for mapping and delineating oil-contaminated soils based on absorption features at 1730 nm and 2310 nm. Kühn et al. (2004) proposed a hydrocarbon index which measures the "depth" of the absorption around 1730 nm to be used in hyperspectral imagery to detect hydrocarbon contamination. This is particularly relevant where the addition of large quantities of organic matter has been part of the remediation process. A review on the use of Vis-NIR remote sensing of contamination areas is given by Slonecker et al. (2010) . Stallard et al. (1996) successfully applied NIR spectroscopy (1600-1900 nm) for the determination of motor oil contamination in a sandy loam. However, Zwanziger and Förster (1998) found challenges in a laboratory study and recommended that "spectra of contaminated soil and humus need cleverer spectral selection and pre-processing for better performance of calibration models." Nevertheless, Malley et al. (1999) demonstrated the feasibility of using NIR to predict TPH in contaminated sites. However, the study only used 26 samples and acknowledged potential sources of error (variability in analytical laboratory results and the influence of moisture in field moist condition). The issue of soil moisture was again highlighted by Hazel et al. (1997) using MIR and this work showed the undesirable effect of moisture on spectra measurement. Another laboratory study by Blake and Gassman (2001) investigated the MIR spectra of the coatings of organic pollutants on the surface of a loamy soil. Forrester et al. (2010) evaluated the use of Vis-NIR and MIR in three types of materials: adding (spiking) diesel and crude oil (as TPH) into reference minerals, adding oil into reference soils (at a number of TPH concentrations covering the range found in contaminated soils), and actual TPH concentrations (as determined by extraction/analysis) in contaminated soils. Results of PLS cross-validation for the spiked minerals showed that prediction errors (RMSE) with MIR were approximately 2000-4000 mg kg − 1 for a TPH range of 0-100,000 mg kg − 1 but got slightly higher error for NIR (4500-8000 mg kg
). A further study by Forrester et al. (2013) indicated that the aliphatic alkyl stretching vibration regions were the most sensitive to TPH: NIR frequencies at 2220 to 2440 nm, and MIR at 2170 to 3330 nm. The peak near 3663 nm (2730 cm
) was identified as potentially specific to TPH with very little overlap with soil organic matter and soil carbonate. They further demonstrated the applicability on actual contaminated soil samples (n = 205). They showed that the MIR calibration produced a RMSE b 1000 mg kg −1 for the 0 to 15000 mg kg − 1 concentration range of TPH, and suggested that the accuracy of such calibrations could be regarded as sufficient for screening purposes. Chakraborty et al. (2010) analysed TPH-contaminated samples from Louisiana using Vis-NIR and found that scanning samples under fieldmoist intact conditions showed the greatest accuracy. The poor performance of using air-dried samples is attributed to the loss of TPH during the drying process. Chakraborty et al. (2012b) further studied the spectra patterns by mixing samples from two soils with different clay contents, three levels of organic carbon, three petroleum types (crude oil, diesel and motor oil) with three or more levels of contamination per type. Their results showed that the spectral absorptions for each petroleum hydrocarbon overlapped with each other and could not be separated with any clustering technique. Nevertheless they were able to predict the petroleum amount using a wavelet-based multiple-linear regression method. This led Chakraborty et al. (2012a) to the use of Vis-NIR spectroscopy as a field proximal sensor where the areal extent of TPH contamination was mapped using geostatistics. Sorak et al. (2012) presented a handheld NIR instrument and evaluated it for analysing oil contamination in a sandy soil. Soil samples were mixed with three types of oil in the concentration range from 0 to 7 dag kg −1
. They found good prediction with a PLS model, and in addition their principal component analysis of the spectra showed that the spectra of diesel, oil, and gasoline contaminated soils and uncontaminated soil could be discriminated. However, this laboratory study was based on a single soil whereas the study by Chakraborty et al. (2012b) conducted for soils with differing textures found that different petroleum types cannot be discriminated easily.
To evaluate the accuracy and precision of using NIR to measure TPH concentration, Schwartz et al. (2012) used soils mixed with a known amount of petroleum. NIR prediction was compared with measurement using solvent extraction from three certified laboratories. They found large variations between the results of the three laboratories, both internally (average deviation up to 20%) and between laboratories (average deviation up to 103%). Based on this, they concluded that the Vis-NIR spectroscopy method was as good as the commercial laboratories in terms of accuracy and could be a viable field-screening tool. Furthermore, Schwartz et al. (2013) proposed an algorithm called the multipath approach for creating the best Vis-NIR prediction model for TPH.
As an illustration for this review, another experiment was conducted by the authors. The results for two test soils which had previously been contaminated with diesel and gasoline prior to spectroscopic analysis are presented in Figs. 3 to 5. Fig. 3 demonstrates our results on the mid-infrared absorbance of two types of soil (a loam with 9% carbon content, and a light clay with 0.7% carbon content) contaminated with diesel while Fig. 4 shows the spectra in the NIR region. Diesel spectra are characterised with the strong presence of alkyl groups in the 2700-3000 cm −1 (3500 nm) region and its overtone in the 1730 and 2300 nm regions. The addition of diesel to soil showed up clearly in the 2700-3000 cm −1 region for both soil types. In the NIR region, however, the addition of diesel to the soil does not present marked features on the spectra (Fig. 4) . For the light clay with low carbon content, the 1730 nm region only shows slight changes with increasing diesel concentration. The region at 2300 nm shows a more prominent effect on the spectra. For the loam with a high C content, the interference of organic matter masked the effect of diesel in the spectra. In the past TPH was mainly used to assess the degree of total hydrocarbon contamination where related analysis techniques could also be used to evaluate their biodegradation. A lot of attention was also given to BTEX and PAH compounds and monitoring their concentrations during remediation. This was enabled by the availability of methods to directly measure these aromatic compounds using specifically dedicated chromatographic instruments. As opposed to TPH, only a few studies have evaluated the possibility of using infrared spectroscopy on soil for quantifying the full range of hydrocarbons which include aliphatic, BTEX and PAH concentrations. Okparanma and Mouazen (2013b) evaluated the use of Vis-NIR spectroscopy for predicting the concentration of phenanthrene in 150 soil samples contaminated with a known amount of diesel. They showed good results with R 2 values of 0.75-0.83. The PLS coefficients showed that the model used infrared absorbances that relate to hydrocarbon derivatives from combinations or overtones of aromatic C\H functional groups or C\H stretching modes of saturated CH 2 and terminal CH 3 groups. In addition, colour, clay and organic carbon also explained the intensity of the Vis-NIR spectral signal of sorbed PAH in soil. Okparanma et al. (2014) analysed fieldmoist intact soil samples collected from three oil spill sites in Ogoniland in the Niger Delta province of Nigeria. Using sequential ultrasonic solvent extraction-gas chromatography as the reference chemical method, they predicted PAH concentration using Vis-NIR spectra. The results showed good prediction with a validation R 2 ranging from 0.77 to 0.89. Bray et al. (2009) used an ordinal logistic regression technique to evaluate the probability of exceeding a certain threshold for total PAH and Benzo[a]pyrene using Vis-NIR spectroscopy. Their models showed good accuracy (90%) at low contamination threshold but decreasing accuracy with increasing contamination thresholds defined by the Australian and New Zealand Environment and Conservation Council. The condition of soil samples can affect the analysis of PAH. Narizzano et al. (2013) classified PAHs into two groups: PAHs lighter than pyrene which are seriously affected by drying temperature; and heavier PAHs that can be considered as non-volatile compounds. Thus lighter PAHs and especially BTEX need to be analysed in situ, and the effect of moisture on infrared spectra should be taken into account. Okparanma and Mouazen (2013c) evaluated the interaction effect of oil concentration, moisture and clay contents on the spectral characteristics of diesel-contaminated soils and the quality of calibration models.
In the soil environment, hydrocarbons are also subject to alteration (sometimes referred to as weathering) through preferential loss of the more volatile or soluble hydrocarbons. For example, lower molecular weight aromatics can be quite soluble and have been found in groundwater close to oil-fields (Zarrella et al., 1967) . Therefore, aromatic hydrocarbons such as benzene are likely to be transported in soil by 'water washing' if not volatilised where soil-adsorption is poor (Paíga et al., 2012) . Fig. 5 shows the spectra of a gasoline sample (91 octane rating) in KBr analysed within an hour and then after 12 h at 20°C. There is a loss of absorbance features associated with the gasoline functional groups across the MIR range and disappearance of the characteristic absorbance at 2730 cm −1 (aldehyde C\H bond). The spectra of gasoline contaminated soil do not show marked differences, although subtle changes in the 3000-3500 cm −1 range can be detected when the contaminated soil is analysed within an hour of gasoline addition. Degradation by biological agents (microbes) also produce alteration effects on the remaining compositions by preferential oxidation where straight chained hydrocarbons are metabolised more easily before cyclic and aromatic molecules are broken down (Das and Chandran, 2011; Head et al., 2003) . Therefore, aliphatic hydrocarbons which are insoluble under normal conditions become more rapidly degraded by bacteria/ fungi. This is probably the most important process when considering hydrocarbon-contaminated soil and their possible markers since compounds may not only be diminished through biodegradation but also result in chemical modification. Furthermore, the degradation of PAHs (including phenanthrene) may be augmented in the presence of aliphatic material (Swindell and Reid, 2006) . A major product of hydrocarbon biodegradation under aerobic conditions may be mineralisation to CO 2 (ultimately a form of bioremediation clean-up) but it is also likely that parts of the remaining compounds become more oxygenated structures. Other than what has been presented by Bhat et al. (2011 ) or Wu et al. (2010 who studied biodegradation of transport fuels and phenanthrene respectively, it appears that nothing else has been published using infrared spectroscopy to monitor the transformation of hydrocarbons in soil. Their work indicated that alteration to the chemical composition of hydrocarbon components may occur in hours to days after contact with microbes which results in significant changes to the MIR spectral characteristics. The most significant information to be drawn was that the typical alkyl (CH 2 and terminal CH 3 methyl) absorbance peaks diminish over the period of the incubations and that new bands form consistent with oxidised units (carbonyl and OH groups).
Other applications
Near infrared spectroscopy also has been used for different types of contaminants and other soil-like materials. Sut et al. (2012) investigated the use of a portable NIR spectrometer for prediction of cyanide (CN−) concentration in soils at a former manufactured gas plant in Germany. They concluded that the portable NIR instrument could be a reliable device for detecting cyanide concentrations N2400 mg kg −1 in the field.
They further recommended that while NIR cannot replace traditional laboratory analyses due to high limits of detection, it could be used for the identification of contamination hot spots.
NIR spectrometers are also used for measurement of organic matter and heavy metal concentration on sewage sludge samples (Galvez-Sola et al., 2013) , evaluation of eutrophication potential on aquatic sediments (Kleinebecker et al., 2013) , and evaluating phosphorous contamination in agricultural soils (Bogrekci and Lee, 2005) .
• Vis-NIR and MIR spectroscopy should be able to readily predict organic contaminants due to the ability to detect chemical functional groups. However in soils, the spectra can be affected by soil mineral interactions and organic matter, creating peak shifts and disappearance of the peaks compared to the pure absorption spectra of the contaminants.
• MIR appears to be excellent in detecting hydrocarbon levels in soil.
Absorbance near 2700-3000 cm − 1 can be assigned for the aliphatic content from diesel with great certainty despite normal concentrations of soil organic matter. Meanwhile there are more challenges using NIR spectroscopy for hydrocarbon because of the less defined overtone peaks and the complex interaction with soil organic materials.
• Most studies on oil contaminants have been performed in laboratories where the contaminants were added to one or several soil types at varying concentrations. In addition, many of the studies have a small number of observations used in calibration and do not have independent validation. Therefore the extrapolation of these results or PLS models to real-world data should be done with caution.
• Challenges for infrared spectroscopy for hydrocarbon contaminants include evaluating the effect of volatilisation losses and degradation of the petrol compounds during sample collection and analytical process. Thus in situ measurements are recommended.
• Soil NIR and MIR spectra are well-known to be affected by soil moisture.
Studies have shown the need to measure TPH and PAH compounds under field conditions. There is no study which has looked into the moisture correction of the spectra, all studies just calibrated field observed spectra with laboratory-determined concentrations of TPH.
• Similar to heavy metals, TPH and hydrocarbon concentrations are usually positively skewed thus few high concentration values can inflate the R 2 values (Bellon-Maurel et al., 2010) . Salmeen et al. (1995) hypothesized TPH in soil has a log-normal distribution. Therefore careful interpretation of the prediction results is required. This also has implications for the sampling strategy. • All of the calibration studies are empirical using PLS regression which relates the spectral absorbance to known concentration. Therefore the transferability of the model to new fields should be done cautiously. Models developed using fresh oils spiked to soil that have not been subject to real environmental conditions, physical and microbial, can limit their application. Although many studies quoted the importance of various bands in the Vis-NIR and MIR spectra as predictors, they are interpreted a posteriori, after the model was generated. This means that the bands are only being used to explain coefficients of the model. In addition, the uncertainty of prediction is never quantified.
PXRF for measuring soil contaminants
In the last twenty years or so, portable X-ray fluorescence (PXRF) analysers have been recognised as a possible way of measuring soil contaminants as they offer rapid, real-time, simultaneous multi-elemental analysis of soil samples in a solid condition with minimal or no sample treatments (West et al., 2013) . The use of these devices has been well established in the laboratory but with recent advances in PXRF technology their potential use in the field has become very attractive for environmental surveying (Hou et al., 2004) .
XRF spectrometers make use of the fact that every atom consists of a specific number of electrons positioned on energy shells (e.g. K, L and M-shell) around their nucleus. They operate on the principle that electrons from the inner energy shell of any atom leave their shell when excited with X-rays. These vacant positions are then filled almost immediately with electrons from a higher, outer, energy shell which results in the release of excess energy in the form of an X-ray photon (fluorescence) which is characteristic of the elements present in the soil sample (Potts, 2008) . The corresponding wavelength of the XRF is therefore dependent on the energy level of the electrons in the inner shells of the atom. Furthermore, the fluorescence emission depends on the atom's principal inner shell involved in the excitation process (Hou et al., 2004) . In theory, XRF detectors can therefore record the resulting X-ray spectrum of any element. However, generally, due to low-energy responses, elements of the periodic table that have an atomic number smaller than 12 (elements below magnesium) cannot be effectively measured.
Portable XRF spectrometers operate on the principle of energy dispersive X-ray fluorescence spectrometry whereby the amount of emitted fluorescence photons is directly measured by an X-ray detector that simultaneously analyses their energy levels. The elemental composition of the soil sample is thus determined from the measured intensities of emitted fluorescence. The resulting XRF spectrum of the soil sample analysed then plots energy versus intensity as shown in Fig. 6 . Most PXRF devices operate with an internal factory installed calibration generally based upon the Compton Normalization (CN) method that is unique to the relevant mode of operation (e.g. SOIL operational mode (Olympus InnovX-Systems, 2010)) and estimate the elemental concentration of the soil directly in mg kg −1 (ppm) or dag kg −1 (%).
Early PXRF devices employed sealed radioactive energy sources, but these were soon replaced by X-ray tube excitation sources which offer more versatility as they operate with higher and variable energy ranges for electron excitation. Extensive reviews on the development of PXRF devices over the past decades can be found in Hou et al. (2004) , Potts and West (2008) and West et al. (2013) .
In recent years the accuracy of PXRF devices has increased significantly with limits of detection low enough to measure soil contamination of several metals of interest (e.g. are, however, a number of factors which affect the detection limits and therefore the precision of the measurements. The length of the analysis time per sample is one of the factors that influence the performance of PXRF devices. Longer excitation times (N 1 min) generally improve the limit of detection as well as the precision of the measurement (Hou et al., 2004) . In addition, the nature of the sample matrix can influence the measurement quite significantly as matrix effects can either attenuate the intensity of the characteristic X-rays or increase the intensity of scattered X-rays within the resulting fluorescence spectrum (Ge et al., 2005) . Physical matrix effects that have an impact on the PXRF results are related to the soil's mineralogy, particle size, surface irregularities and moisture. As outlined in Markowicz (2008) , soil samples with a large amount of fine particles tend to generate higher concentrations of the analyte when compared to samples containing larger particles despite equal concentrations of the analyte of interest. This effect is especially relevant for elements with small atomic numbers such as K, Ca, Ti, V, Cr and Mn. In addition, a homogenization of the sample matrix is recommended as it improves the overall measurement of the analyte. Furthermore, flat sample surfaces are required as irregularities influence the detected X-ray fluorescence intensities. Furthermore, soil moisture can affect the X-ray fluorescence spectra quite significantly. Its interference can cause a significant underestimation of the elemental composition of soils. It is therefore recommended to scan soil samples in air-dry condition (Kalnicky and Singhvi, 2001) . But, as cited in Markowicz (2008) and Laiho and Perämäki (2005) moisture effects may be safely neglected for soil samples with a (gravimetric) water content, w, of less than 20 dag kg −1 (%). In this regard, Ge et al. (2005) performed a study investigating the influence of moisture (w = 5%, 15%, 20%, 25%, 30%, 35%) on the estimation of elemental concentrations with PXRF and proposed a method for correcting the effects caused by the presence of water in soil samples based on the principle that the intensity of scattered X-rays is directly proportional to the gravimetric water content (w~log(I 0 /I w ) where I 0 represents the X-ray intensity of air-dried samples and I w the X-ray intensity of field-moist samples). Recently, Weindorf et al. (2014) performed a study comparing PXRF readings (Ba, Ca, Cr, Fe, K, Mn, Pb, Rb, Sr, Ti, Zn and Zr) of frozen soil, and melted soil/ water mixtures as well as moisture corrected soil to oven dry, ground soil samples. The authors found that PXRF readings of soil samples with moisture contents less than w = 40% acceptably compared to those of dry samples (e.g. with R 2 values ranging from 0.446 (Mn) to 0.930 (Sr)), and that moisture-corrected sample readings provided the best correlations to the dry, ground samples. Chemical matrix effects are related to interferences of the X-ray fluorescence spectrum of certain elements in the presence of certain other elements which can cause the absorption or enhancement of X-rays. For example, the characteristic X-ray intensities of Zn are strongly absorbed in the presence of high concentrations of Fe, whereas Cr levels are enhanced. Most of these chemical matrix effects, however, are accounted for and corrected by the PXRF software (Kalnicky and Singhvi, 2001 ). In addition, spectral interferences may result in limits of detection of certain elements (Markowicz, 2008) . First, these are related to the energy resolution of the X-ray detector which may not be sufficient enough to fully separate the energy differences between two peaks whose spectra are smaller than the detector's resolution. Secondly, spectral interferences arise in cases where the energies or characteristic X-rays of two or more elements are very similar and therefore overlap. Furthermore, the thickness or density of the soil sample is also an important factor that influences the accuracy of the PXRF measurement as X-rays usually penetrate about 8 mm into the soil material during the excitation process (Ramsey, 2008) . A sample thickness of about 15 mm is therefore recommended for PXRF scanning of bulk soil. In summary, to achieve best quantitative results, sample pre-treatments are required to eliminate the influence of moisture and to reduce effects of soil matrix heterogeneities. Sample pre-treatments may then involve drying, grinding, sieving (to less than 2 mm) and powderisation (to less than 200 μm) of the soil sample. PXRF devices are used for in situ and ex situ measurements; in situ refers to the in-field use where the PXRF is placed directly onto the soil surface or soil samples are scanned in field condition through plastic bags; and ex situ refers to the scanning of pre-treated samples that were air-dried, ground and sieved and scanned through a plastic bag or powderised and pressed and scanned in a sample cup. Generally, based on their accuracy in situ measurements are regarded as qualitative/ semi-quantitative results whereas ex situ measurements are seen as semi-quantitative/quantitative results. In this regard, Laiho and Perämäki (2005) conducted a study evaluating different sample preparation methods and their influence on PXRF measurements of soils from contaminated sites. They found that soil moisture and particle size are the main factors influencing the accuracy of the results. In their study they also tested the performance of several PXRF instruments and concluded that broadly, sample preparation strategies influenced the final results more than differences in elemental readings between PXRF instruments (Olympus Innov-X-Systems, USA; Metorex Inc., Finland; Niton Corp., USA).
Based on the interferences of the XRF spectrum outlined in the previous paragraphs, a sampling protocol for measuring contaminated soil samples by PXRF in situ and ex situ is proposed (Table 1) .
Over the years, several studies have compared the performance of portable XRF techniques to provide fast and accurate analytical results to laboratory-based, conventional methods of analysis such as chromatographic separation and spectroscopic techniques (e.g. atomic absorption spectrophotometry (AAS) and inductively coupled plasma atomic emission spectrometry (ICP-AES)) and found good agreement for a range of metals (e.g. see reviews by Kalnicky and Singhvi, 2001; Ramsey, 2008; West et al., 2013) . Conventional, exclusively laboratory-based methods involve time-consuming sample preparations which result in a soil digest suitable for analytical measurement. These sample pre-treatments involve the use of concentrated, harmful acids (e.g. hydrochloric acid (HCl), nitric acid (HNO 3 ), hydrofluoric acid (HF)) for sample digestion and elemental extractions into a solution.
For example, Weindorf et al. (2008) tested the performance of PXRF compared to ICP for determining the elemental composition of compost products. They scanned samples in dried, ground condition, pressed into a sample cup. They found good correlation with metals (e.g. As, Cu and Zn with R 2 of 0.844, 0.946, 0.811, respectively), but concluded that ICP analysis provided better detection of elements at low levels (b5 mg kg
) which is related to the limit of detection of the PXRF instruments. Following on, McWhirt et al. (2012) tested the applicability of PXRF for rapid determination of elemental concentrations in compost, and found that the method showed the most potential for Ca, Cr, Cu, Fe, K, Mn, P and Zn for dried samples. Radu and Diamond (2009) conducted a study monitoring soil pollution caused by silvermining dust in Ireland and achieved very good correlation of PXRF measurements with laboratory-based AAS results for Pb, As, Cu and Zn (R 2 of 0.995, 0.991, 0.959 and 0.843, respectively). However, in most cases PXRF values were slightly biased when compared to AAS results (slope b 1 for Pb and Cu; slope N 1 for As and Zn) which was attributed to the method of analysis of the PXRF instrument. In this study samples were scanned in oven-dry (50°C), ground (b1 mm) condition through plastic bags. Weindorf et al. (2012a) studied the use of PXRF for environmental quality assessment of peri-urban agriculture and found that PXRF scanning resulted in quality results of heavy metal levels comparable to conventional laboratory techniques. For the majority of the trace elements studied, reasonably well correlation was found between PXRF and ICP data (As, Co, Cu, Fe, Mn, Pb and Zn with R 2 of 0.348, 0.356, 0.481, 0.454, 0.526, 0.955 and 0.859, respectively). Poor coefficients of determination for Ba and Cr (R 2 of 0.074 and 0.004) were attributed to some clearly identifiable outliers in the distribution. Fig. 7 shows an example of estimating levels of heavy metal (Pb and Zn) contamination in soil using PXRF as compared to conventional laboratory measurements (ICP analysis after aqua regia extraction). This was an experiment conducted by the authors for this paper purpose. Samples were scanned through plastic bags in air-dry, ground condition. Overall, PXRF estimations of levels of Pb and Zn show good agreement with laboratory measurements.
PXRF devices have also been used successfully for in-field environmental screening to detect the occurrence of elevated concentrations of metals in the soil (Carr et al., 2008; Fujimori and Takigami, 2014; Kalnicky and Singhvi, 2001; Radu et al., 2013; Weindorf et al., 2013b) . For example, Weindorf et al. (2013b) used a PXRF spectrometer to survey a site in Zlatna, Romania, with a history of mining/smelting operations. Based on a random sampling approach, 69 soil samples were scanned in field condition across multiple land-use types, resulting in the identification of more than 50% of the scanned sites exceeding the Romanian action limits for (heavy) metal contaminants (As N 25 mg kg − 1 , Cd N 5 mg kg − 1 , Co N 50 mg kg − 1 , Cu N 200 mg kg − 1 , Pb N 100 mg kg − 1 ). The authors concluded that the use of georeferenced PXRF data offers a powerful tool for the in-situ assessment and areal identification of contaminated soil. Similarly, Radu et al. (2013) successfully mapped the distribution of the main anthropogenic metals (As, Cd, Co, Cr, Cu, Hg, Ni, Pb, V and Zn) at two sites in Ireland. Fujimori and Takigami (2014) investigated the distribution of heavy metals (Pb, Cu, Zn) in surface soils at an electronic waste recycling workshop in Manila, Philippines. They divided the site into five areas based on the distance from an entrance gate (y-axis) and found that pollution decreased to half of its maximum with distance from the pollution hot-spot.
In summary, these studies concluded that PXRF is a promising method to be used as a rapid in-field analytical technique as it has the ability to result in viable direct, in-situ, non-destructive measurement of the soil's elemental concentration. But some regulatory limits of the metals of interest may not fall above the limit of detection of the PXRF device. The in-field areal assessment of contaminated sites, however, requires an appropriate field-sampling design to account for spatial variability.
PXRF is now widely accepted for field screening of elemental concentrations of environmental samples (Hou et al., 2004) . In this regard, some official methodologies now recognise PXRF technology for use in in-situ measurement of soil contaminants such as the United States Environmental Protection Agency (US EPA) Method 6200 which in turn also recognises the instrument's internal factory-installed calibrations for elemental detection (Radu et al., 2013; Weindorf et al., 2014) . Furthermore, the latest USDA-NRCS soil survey and laboratory method manual now also includes a referenced method for PXRF use (USDA-NRCS, 2014). The reliability of PXRF as an analytical method to detect a range of heavy metals in contaminated soil in-situ has been investigated by Wu et al. (2012) . Pairwise comparison between PXRF and ICP-AES found that PXRF is highly applicable to measure Pb, Zn, Ni and Cu, with detected elemental concentrations well in the excess of pollution threshold limits and correlation of R 2 of 0.668, 0.655, 0.728, and 0.409, respectively. However, in this study somewhat a poor correlation was found for Hg, Cd, Cr and As. Soils were homogenized and scanned in field condition through plastic bags.
As discussed, PXRF is suitable for determining the concentration of a range of elemental soil contaminants, mainly heavy metals, accurately. But recent studies have also shown that PXRF can be employed to calibrate for a range of soil properties (McLaren et al., 2012; Weindorf et al., 2009 Weindorf et al., , 2012b Weindorf et al., , 2012c Weindorf et al., , 2013a Zhu and Weindorf, 2009; Zhu et al., 2011) and in addition can also be used to investigate the degree of soil weathering (Che et al., 2012) . In a recent study, for example, Wang et al. (2013) also presented the complementary use of PXRF and Fourier transform NIR spectroscopy to predict soil texture.
These studies use the elemental concentrations measured by the PXRF device to predict certain soil properties generally applying multiple linear regression models. There is the opportunity however to infer soil properties directly from the raw XRF spectra employing chemometric approaches which will be discussed further in Section 5.
To summarise, the following lists the advantages and disadvantages for PXRF measurements of contaminated soil:
Advantages:
-Rapid, immediate, non-destructive, simultaneous measurement of metal contamination of soils in-situ -Detection limit of PXRF devices is small enough to measure significant contamination of a range of metals/elements of interest (As, Ba, Co, Cr, Cu, Hg Mo, Ni, Pb, Sn, V and Zn) -PXRF devices have a relatively wide dynamic range, i.e. they are able to detect elemental concentrations from the low ppm Fig. 7 . Goodness of fit of Pb and Zn concentrations estimated using PXRF as compared to ICP analysis (R 2 -R squared coefficient of determination, RMSE -root mean squared error, CC -concordance correlation coefficient which measures the agreement between PXRF and ICP analysed samples, i.e. the closeness to the 1:1 line). Laiho and Perämäki, 2005) .
In-situ analysis Ex-situ analysis
In-field Plastic bag -Remove stones and plant fragments -Prepare a flat, even soil surface for scanning -Use at least 1 min of count time -Perform a minimum of 3 replicate measurements -Measure a blank sample, and standard reference samples every 10-20 samples -Air-dry the sample (30-40°C) -Scan the sample (100-500 g) in ground condition (b2 mm) -Use a sample thickness of at least 15 mm -Use bags with thin plastic walls -Flatten the plastic bag so that the soil sample is distributed evenly on the surface -Place plastic bag on detector window so that the latter is fully covered -Use at least 1 min of count time -Perform a minimum of 3 replicate measurements -Measure a blank sample, and standard reference samples every 10-20 samples
In-field (plastic bag)
Sample cup -Sample about 500-1000 g for sample preparation -Pre-homogenize sample manually -Place sample in sample bag for scanning in field-condition or/and air-dry (100-500 g) -Use a sample thickness of at least 15 mm -Use bags with thin plastic walls -Flatten the plastic bag so that the soil sample is distributed evenly on the surface -Place plastic bag on detector window so that the latter is fully covered -Perform a minimum of 3 replicate measurements -Measure a blank sample, and standard reference samples every 10-20 samples -Air-dry the sample (30-40°C) -Ground the sample (b2 mm), followed by powderisation (b200 μm) -Scan sample in powder form, pressed in sample cups (at least 15 mm thick) -Extend the scanning time to N1 min -Prepare duplicate samples -Use N3 replicate measurements -Measure a blank sample, and standard reference samples every 10-20 samples -Prepare calibration samples to determine element-specific correlation curve (compare PXRF results to laboratory results) (mg kg − 1 ) to the high dag kg − 1 (%) range with no sample pre-treatments -In-situ environmental areal based screening of soil contamination -Good analytical precision.
Disadvantages:
-Limits of detection varies for the range of elements measured by PXRF -Possible high degree of uncertainty of in-situ measurements because of sample heterogeneity and influence of soil moisture.
Taking IR and PXRF to the field and the role of spectral libraries
The timely characterisation of soil contaminants as well as assessing their magnitude and spatial distribution mitigates risks to human health and environmental quality. As generally mentioned in Sections 3 and 4, both IR and PXRF can potentially overcome much the cost and timeconsuming efforts related to traditional laboratory analyses of many soil contaminants. This gain in efficiency further improves efforts for soil contaminant mapping because sampling can occur more intensely and/or frequently. Nevertheless, some aspect of timeliness is still unaddressed with these efficiencies because after sampling, the samples still need to be processed and scanned in the laboratory. A logical step therefore, peripherally discussed in Sections 3 and 4, is to take the instruments out into the field, where predictions and interpolations (mapping) can be made on the spot, and in real time. This is discussed in detail in this section.
A first consideration for field operation of IR and PXRF instruments is one of portability. A widespread phenomenon with many computers, telephones (and related devices), and analytical instruments is that as the technology improves and is refined, there has been a tendency to move towards smaller and thus more portable devices (Eren, 2003) . For XRF instrumentation, portability is a relatively new extension of the technology, where it was originally developed for the mining industry for low-cost mineral prospecting. As discussed in Section 4 the availability of an efficient radioisotope source, coupled with highly sensitive detectors and associated electronics, has seen portable XRF technology gain wide acceptance as a viable analytical approach for mining and environmental applications including assessment of contaminated soilsprincipally those contaminated with heavy metals (Kalnicky and Singhvi, 2001; Weindorf et al., 2012a Weindorf et al., , 2013b Fujimori and Takigami, 2014) . Portability of IR devices by comparison is more advanced than PXRF. Investigations using field-based infrared however have largely been concerned with agronomically important soil variables such as soil carbon content, soil texture and to some extent nitrogen content, soil colour, and clay mineralogy Waiser et al., 2007; Morgan et al., 2009; Viscarra Rossel et al., 2009; Stevens et al., 2008; Gras et al., 2014) . These studies have been predominantly concerned with the use of visible and near infrared spectrometers. Comparatively, the use of portable mid-infrared spectrometers is more limited (Reeves, 2010; Merry and Janik, 2001) .
Despite promising results, in-situ soil conditions such as soil moisture, structure, stoniness, coarse organic residues, smearing and small scale heterogeneity, mottles and redox features affect the overall performance of both field-based IR and PXRF (Ge et al., 2005; Stenberg, 2010) . XRF signals are also highly matrix dependent, meaning that without proper calibration, predictions may display systematic biases (Hou et al., 2004) . Most of these factors or in situ soil conditions can largely be avoided in the laboratory via drying, screening, grinding and homogenising the soil samples to be analysed. In the field however they confound predictions and are sources of error. Further sources of error generally avoided in the laboratory are contamination of the probe by dust (Baumgardner et al., 1985) , variable changes in distance between sensor and soil (Hou et al., 2004) , and even changes in background solar illumination (Baumgardner et al., 1985) . Soil moisture unarguably affects the accuracy of soil predictions of soil properties (Kalnicky and Singhvi, 2001; Ge et al., 2005; Minasny et al., 2011) . There is however some discussion of the extent to which factors such as soil aggregation and heterogeneity affect the reliability of in situ derived soil prediction for Vis-NIR. For example, Waiser et al. (2007) found that clay contents predicted from Vis-NIR scans of dried in situ soil are more accurate than predictions from scans of field-moist in situ soil. Scans of dried and ground soil resulted in the most accurate predictions of clay content (Waiser et al., 2007) . In this case the effect of soil moisture appears to be more attenuating than soil structure or aggregation. A study by Fontan et al. (2010) had similar findings when comparing results derived by scans of dried ground soil and dried soil clods. In contrasting results, the effect of soil smearing resulted in less accurate predictions of clay in Waiser et al. (2007) , yet had no effect when predicting soil carbon in Morgan et al. (2009) . In consideration of these studies, soil moisture undoubtedly poses a problem for soil property prediction in situ for either instrument. It is also apparent that other in situ soil conditions can also reduce the accuracy of predictions. However, some further investigation is required specifically concerned with soil contaminants and how in situ soil conditions affect the predictive performance from both instruments. Alternatively, one may compensate the less accurate in situ predictions with larger sampling intensities. The maxim that applies here is as follows: given spatial heterogeneity many moderately accurate predictions are equal to, or better than few, very accurate measurements.
Efforts for correcting for the effect of soil moisture have received some attention in both the Vis-NIR and PXRF literature. External parameter orthogonalisation (EPO) (Roger et al., 2003) has been used as a Vis-NIR pre-processing step to remove the effect of soil moisture from spectra (e.g. Minasny et al., 2011) . The algorithm consists of building the subspace where soil moisture is manifested using an experimental design consisting of collected spectra from the same sample with and without soil moisture i.e. field condition and air dried condition respectively. The spectral influence of soil moisture is then removed from the total spectral space by orthogonal projection (Gobrecht et al., 2014) . Minasny et al. (2011) demonstrated an improved calibration and validation in soil carbon concentration using EPO-transformed spectra. EPO transformation of spectra from Ge et al. (2014) applied the EPO transformation so that lab-based Vis-NIR models can be used to predict properties of field moist spectra.
PXRF is not a suitable corrective step because soil moisture is manifested differently compared to that for Vis-NIR spectra. As detailed by Ge et al. (2005) , for PXRF, the intensity of characteristic X-rays of analytes (elemental concentrations) decreases as the water content of the sample increases owing to the stronger X-ray absorption by water than by air in fractures and pores in samples. Secondly, the intensity of scattered primary X-rays from the source is increased as the water content of the sample increases. The result of these mechanisms is that net peak areas of characteristic X-rays from the analyte elements are reduced, consequently leading to lower precision, detection limit and accuracy. Under the assumption that the matrix component of the soil sample is constant, Ge et al. (2005) stipulated that the reduction in characteristic X-ray intensity of an analyte is directly proportional to the concentration of moisture in the soil. Subsequently, these authors proposed a simple corrective step that was shown to work effectively for wet samples up to 20 dag kg −1 (%) gravimetric water content. For field situations the main points taken from the above studies is that Vis-NIR spectra can be effectively corrected for soil moisture, and similarly for PXRF up to 20% gravimetric water content; soil containing 20 dag kg −1 (%) or more clay are often wetter than this. More importantly however, because soil moisture needs to be known in order to correct the X-ray intensities (for PXRF), a soil moisture probe will be required in the field. Further to this is that field operators will need to consider the suitability of soil sampling when soil is very wet i.e. immediately after a heavy rainfall event, or flooding occurrence.
Generating estimates of soil contaminants in the field appears an attainable goal. Yet there are further practicalities to consider that come in the form of how estimates are made (from each instrument), and to some degree, an apparatus is also needed in addition to the Vis-NIR and PXRF instruments to facilitate whole-profile or down-hole measurements -which becomes more-or-less an engineering problem. Prediction of soil contaminants, principally heavy-metal concentrations, with PXRF can be made directly with the device as software and internal factory installed calibrations will be already pre-installed onto the device; although some additional calibration with some measured standards may be necessary to account for specific soil matrix effects. Alternatively, the procedure would be to pre-calibrate the instrument for a range of target soil properties, then in the field apply those calibrated models to generate predictions on the spot. Although soil properties (other than elemental concentrations) may be inferred from empirical calibration models using the elemental concentrations as predictors (Zhu et al., 2011) , yet this has not been performed in the field. For Vis-NIR predictions of soil properties, methods are purely empirical. Some methods are process-based, for example soil colour and clay mineralogy which can be predicted using known specific absorption features (Clark and Roush, 1984 ). Yet the main empirical method is one of classical chemometrics where measured soil properties are calibrated against corresponding soil spectra as detailed in Section 3. In the instance of chemometric approaches for either PXRF or Vis-NIR, a significant amount of pre-field work is necessary to be undertaken before in situ predictions can be made.
The first step is the collection of a spectral library/ies that contain the ideal duo of target soil properties/contaminants and corresponding soil spectra. Once in possession of these, the routine of spectral preprocessing, followed by fitting of any number of calibration model types (Soriano-Disla et al., 2014) is performed. Naturally some form of both internal and external validations of the calibration models is performed to assess their fitness for predicting target soil contaminants. In essence, it is then just a matter of saving the calibration model/s to a computer, then taking the computer out into the field. In the field, a sample is collected, then scanned (ideally multiple times to increase signal-to-noise ratio). The resulting spectra are pre-processed following the same methods used for the calibration of model spectra. The processed sample spectra are then fed into the prediction models, after which predictions of target soil properties are given.
This straightforward description is the basis and framework for an in situ soil spectral inference engine (SSIE). The contextual use of this is described further in Section 7. The SSIE could range in complexityvery plain as described above -or could contain multiple functions and sub-processes to deal with the foreseeable issues expected for using the devices in the field, namely soil moisture, soil structure, aggregation and heterogeneity. Before considering these issues, a comprehensive SSIE will contain, just for one spectral library, a possible multiple number of versions of differently pre-processed spectra together with associated (and possibly multiple) calibration models (Gras et al., 2014) . It is up to the discretion of the operator to eliminate redundancy from the SSIE by removing those processes and models that do not contribute a lot in terms of accurate predictions, as determined from validation procedures. For Vis-NIR, calibration models will be based on EPO transformed spectra. Subsequently, an experimental transformation matrix is necessary in the SSIE in order to remove the soil moisture effects from in situ scanned samples. For PXRF, information on measured soil moisture will be entered into the SSIE as an additional input to apply a correction factor as proposed in Ge et al. (2005) , for example. Effects of soil structure, aggregation, and heterogeneity will need to be accounted for by building separate models for ground soil and for soil in its natural state (e.g. Minasny et al., 2009a) . In situ soil will more than likely be scanned in its natural state, so it might be more suitable to just concentrate on building calibrations using soil that has not undergone any physical alteration. However availability of this type of data is a possible limitation to this ideal approach.
Given the availability of more than one spectral library, an operator may be able to construct separate models based on either spectral library or may construct some form of portmanteau model where possible (Sankey et al., 2008; Minasny et al., 2009b) . In any case, an important construct for the SSIE is a sub-process to assess whether a given spectral library is able to generate reliable predictions. In general, one may quickly assess this using principal component analysis. The principal components of the spectral library will fill a certain reduced or transformed spectral space. New spectra (from soil scanned in the field) will then be projected onto these principal components. If the new sample does not fall within the spectral space or hull of the spectral library, it will be indicative that the library and sample are unrelated, and therefore the models associated with that particular library may be unsuitable to apply. In any case, a useful feature of a SSIE, one that has not yet been addressed to date is to attribute quantifications of uncertainty to the soil contaminant predictions. Where sample spectra are not in the same 'spectral space' as the spectral library, higher levels of prediction uncertainty will be expected. Where coverage of soil samples by library occurs, and where multiple calibration models are in play, a logical decision would be to opt to use the model that performs best for the target soil property based on performance of external model validations. Empirical estimates of uncertainty (Tranter et al., 2009 ) may be applied based on the calibration models from spectral library estimates in order to derive upper and lower prediction limits (based on some level of confidence). The opportunity currently exists however for further investigation to examine and construct the specifics of how to quantify uncertainties of soil spectral predictions within SSIE or similar framework.
A suitable apparatus to take into the field, additional to the sensing devices, becomes important when identification and assessment of soil contaminants require measurement of the whole-soil profile support, as opposed to just the top soil horizons or some fixed depth. Even if measurement was required to go only to 1 m depth, some capacity for soil extraction or sensor probe insertion is necessary. The pointand-shoot device for PXRF is unsuitable for insertion down a soil corehole unless a large enough pit is excavated, which is generally not desirable or allowable. Some retrofitting of an implement capable of attaching to the device and being inserted in to a hole may be necessary. Use of commercially manufactured Vis-NIR probes capable of wholesoil profile characterisation has previously been investigated (e.g. Lund, 2010) . Their use is not widespread and limited to agricultural applications only. Retrofitting of existing handheld Vis-NIR sensors for down soil profile characterisation had also been demonstrated (BenDor et al., 2008) . Given the infancy of the technology for sub-soil characterisation with these PXRF and Vis-NIR devices, it is likely that in situ measurement of soil contamination will involve firstly a mechanical means of soil extraction such as either a percussion or pneumatic corer; followed by extraction of the soil core onto a suitable workbench. The soil core can then be scanned with either handheld instrument at depths determined suitable for the project at hand.
Spatial analysis for sampling, predicting and mapping contamination
The use of heuristic methods for sampling, predicting and mapping soil contamination is insufficient when environmental and health issues are at stake. Such methods are likely not to capture the complex spatial distribution of the contaminants, do not allow formal integration of relevant secondary information and do not provide an uncertainty measure associated with the estimates. In this context, geostatistics is a well-established scientific discipline that provides flexible spatial analysis methods to accurately delineate contaminated areas and to quantify uncertainties about the contaminant content (D'Or et al., 2009) . Tables 2 and 3 present examples of studies where geostatistics has been used to map soil contamination at spatial extents up to 5 km 2 which would encompass the range of areas that could be assessed for 
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Gas chromatography-mass spectrometry extracted using acetone-ethane mixture contamination, the upper end being large urban developments. Table 2 presents results for two variograms for organics based on one study with two different contaminants. Table 3 presents results for 36 variograms based on six contaminants (As, Cr, Pb, Hg, Ni, Zn) . The aim of many of these papers was generally one or more of the following: the use of geostatistical techniques to locate additional sampling locations, to provide a map delineating contaminated areas or to provide the probability of exceeding a critical threshold (for this review, we focus on case studies including heavy metals and organics). Hence geostatistical contamination assessment relies on reproducing the distribution of the data available to provide an estimate of the contamination concentration at locations between samples which is further complemented with a measure of uncertainty.
In this context, choosing the appropriate sampling design is foremost important. Most of the studies in Tables 2 and 3 used a systematic design (grid-based or transect) but one problem with such designs is that they do not use other information sources to improve design. For example, the use of finer grids where contamination may be expected and a small subset of close samples is useful to improve estimates of the nugget semivariance (C 0 ). Furthermore, the number of sampling locations has to ensure data representativeness needed for spatial analysis.
Contaminant data are commonly described by highly skewed distributions which are more challenging to map and analyse. This is shown for many of the studies in Tables 2 and 3 where the data is skewed (N0) and/or follows a log-normal distribution. Often higher values cannot be discarded as outliers or measurement errors since it might indicate a hotspot. Besides locating the hotspot, spatial analysis can be used to delineate its extent both in area and in depth. Hence the geostatistical method used should avoid underestimating higher values (smoothing effect) and account for their influence in predicting contamination spread. This might happen when using a log or other similar transformations prior to geostatistical analysis. Most of studies in Tables 2 and  3 used this approach. An alternative approach is to use robust geostatistics (Lark, 2000 (Lark, , 2002 Saby et al., 2006; Marchant et al., 2011b) or to use untransformed data directly to predict and map contamination. Preferable prediction methods for untransformed data include non-linear kriging techniques such as indicator kriging (Journel, 1983) . The indicator approach implies a non-linear transformation of the data: each observation is transformed into a set of k indicator values corresponding to k threshold values. Indicator kriging is then applied to the set of indicators and estimated values are assembled to form a conditional cumulative distribution function (ccdf) for each location (Goovaerts, 1997) . The ccdf provides a model of local uncertainty for the unsampled locations. Besides the advantages of using indicator kriging to provide contamination maps and evaluate misclassification costs , the method also allows the incorporation of soft information Brus et al., 2002; Saito and Goovaerts, 2002) . Other applications include providing additional sampling locations or optimised sampling designs to improve contamination assessment (van Groenigen et al., 2000; Barabás et al., 2001; Van Meirvenne and Goovaerts, 2001; Chu et al., 2010) .
For decision-making, a critical question is to ascertain which level of risk or probability threshold determines remediating a polluted area. Difficulties arise when dealing with intermediate probabilities and one may wish to minimise misclassification especially a false negative situation when a hazardous area may be declared safe. To improve reliability in delineating contaminated areas, another option is to use a geostatistical simulation approach. This approach is used to generate equally likely realizations of the attribute from their joint distribution taking into account the spatial variation of observed data at sampled locations. Also, these sets of realizations can be used as inputs to another model for further prediction (for example, a risk assessment model) providing an uncertainty measure for the model responses (Goovaerts, 1997) . Additionally, the post-processing of realizations provides a measure of spatial (or multi-location) uncertainty or the probability that a given threshold is exceeded jointly at several locations (Goovaerts, 1997) . According to Goovaerts (2001) , the simulationbased approach has several advantages over kriging such as providing a model of spatial uncertainty (or the probability that a given threshold is exceeded jointly at several locations) and a set of realizations (i.e. equiprobable simulated images) to study the propagation of uncertainty through GIS operations or transfer functions. Also, the ccdf for supports larger than the measurement support can be numerically approximated by the cumulative distribution of block simulated values that are obtained by averaging values that have been simulated (Journel, 1992; Kyriakidis, 1997) .
Simulation methods differ depending on the approach chosen to model the probability distribution. The most commonly used approaches are Sequential Gaussian Simulation (SGS) (Almeida and Journel, 1994 ) (multiGaussian approach) and Sequential Indicator Simulation (SIS) (Goovaerts, 1997 ) (indicator approach). Examples of applications using these simulation methods are presented by Hooker and Nathanail (2006) and Zhang et al. (2009) (SGS) ; and by Juang et al. (2004) , Gay and Korre (2006) and Lin et al. (2011) (SIS) . Also Demougeot-Renard et al. (2004) and Verstraete and Van Meirvenne (2008) used a Gaussian simulation approach to refine sampling strategies and improve assessment accuracy. Another simulation method is applied by Franco et al. (2006) to build a hazard map based on the joint dispersion of heavy metals. The predictions are provided by direct sequential simulation (Soares, 2001 ) which does not require data transformation as in SGS and SIS.
Recently, model-based geostatistics has also been used to predict and map soil contamination. Within the linear mixed model framework, the spatial variation of the contaminant is quantified by fixed and random effects. The fixed-effects component describes the relationship between the expected concentration of the contaminant and covariates. These covariates are regarded as potential predictors of the contaminant and can thus incorporate physical knowledge about contaminant dispersion in the environment. The random-effects component describes spatially-correlated random variation, i.e., the variation not fully explained by the physical trend model incorporated in the fixed effects. Spatial prediction is then carried using the empirical best linear unbiased predictor (E-BLUP) based on the linear mixed model (Lark, 2012) . This formulation allows the estimation of the variogram parameters using the residual maximum likelihood (REML) estimator (Lark et al., 2006) that will minimise the bias in the estimates (Marchant and Lark, 2007) . Villanneau et al. (2011) used this approach to determine the spatial pattern of persistent organic pollutant variation.
The spatial copula method has been proposed as an alternative solution to deal with non-Gaussian soil data. Copulas describe the dependence structure of the multivariate variable separate from its marginal distributions. The copula method was adopted by Marchant et al. (2011a) for spatial prediction of soil Cd concentration in France; in this case the Gaussian marginal distribution was replaced by a generalised extreme value (GEV) distribution while the dependence structure model was still Gaussian. This model-based method allows for the prediction of the whole distribution of the property conditional on observed data at unobserved sites. This conditional distribution can be used to ascertain if the probability that the concentration of Cd in the soil at a particular site exceeds a regulatory threshold or the 95% confidence limit of soil Cd concentration at a site.
It is evident that spatial analysis methods have been progressing to improve sampling designs and increase prediction accuracy. As mentioned before (Section 2) real-time sampling supported by proximal sensing will also contribute to a better performance of spatial models in terms of their accuracy. Moreover, sampling using field spectroscopic methods (Vis-NIR and PXRF) can provide realtime measurements of contamination concentrations to support on-the-go spatial prediction and mapping thus directing sampling efforts to areas with higher uncertainty.
Within the geostatistical framework it is possible to integrate Vis-NIR and PXRF measurements. Odlare et al. (2005) and Cobo et al. (2010) used variograms produced with near-and mid-infrared reflectance spectroscopy data to study spatial variation in soil properties. More advanced applications to assess soil contamination using proximal sensing data can be provided using co-kriging or co-simulation. These geostatistical methods allow the incorporation of secondary data to improve predictions provided that the variables are spatially correlated. Liu et al. (2006) and Sollitto et al. (2010) presented an application of co-kriging to map heavy metal contamination.
At the time of writing no scientific papers have presented results on the use of combined IR and PXRF as secondary data to improve sampling in contaminated sites or to predict contamination.
Regardless of the method used for contamination mapping it is always necessary to validate model performance and prediction accuracy. Goovaerts (2001) performs a cross-validation to assess the goodness and precision of models of local uncertainty (using, for example, accuracy plots). This approach is followed by Barabás et al. (2001) and Van Meirvenne and Goovaerts (2001) . Validation of spatial uncertainty as provided by simulation is not as straightforward. Ensuring the reproduction of the histogram and variogram might not be enough to establish the goodness of the predictions (Goovaerts, 2001) .
Recently the squared standardized prediction error (SSPE) was proposed to validate the spatial model (Lark, 2009 ). This validates the prediction variance rather than the prediction value as performed by other measures such as root-mean-square error and mean error.
Finally, at one particular site there could be multiple contaminants being mapped which have different levels of spatial variability. For example, for each individual study where multiple contaminants were mapped, the semivariogram parameters (especially the very shortrange and structural variances -C 0 and C 1 ) were quite different (i.e. there was no relationship between the mean and variance) meaning that given the same sample size and configuration, the final maps for each contaminant would have different levels of precision. Essentially, this means that for one site we may not have one design that is optimal for all contaminants.
7. Prospective methodology for soil contamination assessment supported by field spectroscopy and advanced spatial analysis Decision-based models for soil contamination assessment can be optimised by improving the quality and quantity of data. Our review confirms that improved sampling design aided by portable field spectrometers and advanced spatial analysis can be combined into a new approach for soil contamination assessment. The motivation for this new approach is to provide more and accurate data to minimise lack of statistical representativeness, increase the spatial quantification, reduce the time needed to evaluate the presence and extent of contamination, add focus to the sampling plan, and overall to reduce the project costs. The suggested steps to build this approach are pictured on the righthand side of Fig. 1 .
Real-time sampling supported by field Vis-IR and PXRF can be a part of an adaptive sampling design whereby a first stage will aim to delineate contaminated areas and a second stage will focus in areas where the degree of contamination appears to be higher. A possible third stage would include the collection of samples to validate Vis-IR and PXRF measurements or to choose the locations where it is necessary to extract soil cores to verify contamination in the soil profile.
Vis-IR and PXRF measurements will provide estimates for contaminant concentration. But how can we assess the quality of Vis-IR and PXRF measurements to thereby provide reliable estimates? And will, or should, these measurements be processed separately or combined to provide more accurate estimates? 7.1. The synergistic use of Vis-IR and PXRF -data fusion Often in applied science, practitioners will favour one instrument or method over another, largely through individual experience or local factors. Ab initio since both field Vis-NIR and PXRF produce estimates of a wide range of contaminants and these estimates are probably less precise than conventional laboratory-based assays, it seems prudent to combine the estimates produced from the two methods rather than favour one or the other. Indeed, this idea of gathering information from various sources seems to be one of the major propositions of chemometrics (Kowalski, 1975; Lavine, 2005) .
Considering the field situation, we have the possibility of using both instruments (Vis-NIR and PXRF) on the same sample (volume of soil) within a small number of minutes. Both methods are affected by soil moisture but there are potentially correction methods for both (Section 5).
In this mode, this is an example of field proximal soil sensing originally suggested by Viscarra Rossel and McBratney (1998) , discussed in detail in Viscarra and motivated by the need for high-resolution spatial and temporal soil information. This demand usually occurs in high-value operations where soil is an integral component of management, and as such contaminated site assessment and remediation are a prime example.
Joint use of the two instruments with a priori calibration permits to a large degree the adaptive choice of sampling locations in the field. The estimates from the current and previous sites will suggest the location of a subsequent site.
Sampling would begin either by expert knowledge (preliminary stage of the investigation), or the use of external covariates such as air photographs, airborne NIR, or mobile field proximal soil sensing using, for example, electromagnetic induction or gamma radiometry to allow stratification (Miklos et al., 2010) . If no prior information is available some kind of equal-area stratification could be used (Walvoort et al., 2010) .
At a particular site, Vis-NIR and PXRF spectra at each location will be the subject of prior calibration. One approach may be to concatenate the spectra from the two instruments and to calibrate based on the sequentially joined spectra. Viscarra showed that concatenated UV, visible, NIR, and MIR spectra produced better predictions than any single part of the spectral range. However the NIR wavelengths are far distant from those of XRF in the electromagnetic spectrum, so simple concatenation seems less natural.
Another approach is to combine or fuse the predictions produced from the two methods. One analytical method may be more precise, for say heavy metals (PXRF), and the other for organic compounds (Vis-NIR). This however enhances the advantage of conjunctive use in the field -a wide range of potential contaminants can be detected at every site. Such an approach could be styled sensor fusion (Crowley and Demazeau, 1993) , i.e., the combination of sensory data or data derived from various sources such that the resulting information is in some sense better than would be possible were these sources are used individually. In this case, better can mean more complete, dependable or accurate. Alternatively, this process can be regarded as a form of enhanced soil inference with the calibrations for the various contaminants for the two instruments being considered as spectral pedotransfer functions.
Formal methods that can be used to process information from two sensors each with associated uncertainty are the so-called modelaveraging procedures. Vis-IR and PXRF predictions could be considered as an ensemble of outcomes (here, two) which one wishes to combine into a single outcome. This type of situation is common in atmospheric, hydrologic and econometric research (Bates and Granger, 1969; Wagener and Gupta, 2005) where multiple forecasts of a given process are derived from a number of competing predictive instruments (in those cases they are actually models). Each contributor model will have its own strengths and weaknesses. Rather than selecting the single best-performing model for a given situation or scenario (which is the traditional approach), combining model outcomes is a natural generalisation of this (Diks and Vrugt, 2010) . Ideally, the new combined outcome is at least as good as any of the individual outcomes.
Combining different model outcomes in this way is termed model ensemble or averaging (Rojas et al., 2008) . Diks and Vrugt (2010) thoroughly described, applied, and compared a number of different modelaveraging approaches with reference to point forecasting for hydrologic modelling applications. In the current context there will be two contributor models, which are the Vis-IR and PXRF spectral calibration equations for a given contaminant. In some cases this number might be increased by including a set of a priori calibration equations from each instrument for a particular contaminant. Each calibration equation has a weighting attributed to it. For most model-averaging approaches, the weights from the competing calibration equations sum to unity. Given this, the difference between model-averaging methods depends on how the weights are estimated. The simplest option is to apply equal weighting to the two methods. This will generally be undesirable because predicted contaminant concentrations will be unlikely to be equally certain from the Vis-NIR and PXRF spectra.
A better choice is that proposed by Bates and Granger (1969) , which is to weight each predicted contaminant concentration in proportion to the reciprocal of its associated variance, and therefore calibration equations must provide this variance, i.e., calibration equations alone are not enough; they must also have a methodology for providing uncertainty estimates (Tranter et al., 2010; McBratney et al., 2011b) . Heuvelink and Bierkens (1992) provide probably the first demonstration of model averaging in soil science using the inverse variance approach for combining soil map predictions. Other model-averaging approaches include information criterion averaging (Buckland et al., 1997) , which is less computationally demanding than the Bayesian and Mallows model-averaging methods described in Hoeting et al. (1999) and Hjort and Claeskens (2003) respectively. Interestingly, a far simpler but perhaps equally efficient model-averaging approach, used in Diks and Vrugt (2010) , is the Granger-Ramanathan (GM) averaging (Granger and Ramanathan, 1984) . In this approach the weights (which do not necessarily sum to unity) are solved using ordinary-least-squares regression, where the predictor variables are the different predicted concentrations, and the target variable is the associated actual observations. Some actual laboratory assay will be required although weights from a prior survey may be valid. Malone et al. (2014) have tested these various approaches for soil map prediction of soil carbon and showed the GM estimator to be a robust one.
Using such fusion or inferencing approaches, it should be possible to estimate a range of contaminants using combined real-time Vis-IR and PXRF measurements.
Finally, these estimates can be brought together via a data fusion framework called a soil inference engine allowing for contaminants to be estimated simultaneously, at different depths, and with known uncertainty.
In-field soil inference engine
The "inference engine" (Fig. 8) consists of a set of algorithms to process spectral data into a contamination estimate and also an estimate of other soil properties that ultimately are needed to develop a remediation plan (such as clay and organic matter content). The spectral measurements are acquired on-site in pre-defined sampling locations. Contamination estimates are then used in a spatial prediction model to map contamination degree and extent.
Spatial analysis -adaptive sampling and mapping
Initially, Vis-IR and PXRF provide a data set of point estimates for the contaminant concentrations. However dense, this dataset needs to be treated to define homogeneous contamination areas (along with an estimate of the associated uncertainty) to further sustain a remediation plan.
The proposed spatial analysis framework (Fig. 9 ) will provide at each location an estimate of the (posterior) probability density function (pdf) of contamination concentration. The initial sampling locations are chosen to ensure the necessary spatial coverage needed for the spatial model.
With the ability to make estimates in real-time in the field, it should be possible to adapt the sampling to the next location which maximises the reduction in uncertainty integrated over the study area (Marchant et al., 2013) , and so on, until some overall quality criterion or financial constraint has been reached.
Hence, based on the contamination pdf, a loss function can be applied to evaluate the prediction uncertainty. This loss function incorporates distinctive issues such as the uncertainty associated with the estimate of the contamination, prediction variance associated with mapping, costs considering equivalent laboratory analysis and remediation costs. Based on the uncertainty output, it is possible to evaluate if, and where, more field spectral data should be acquired. This will allow optimised target sampling based on the uncertainty of prediction and location of hotspots.
We believe that this approach can provide comprehensive information on the type, extent and level of contamination and assess the adequacy and completeness of all information available to be used in making decisions on remediation. Ideally this would be implemented as on-the-go software to allow on-site real-time interpretation.
To summarise, given the advances in spatial analysis and fielddeployable sensing it is possible to build a more efficient methodology for soil contamination assessment based on adaptive sampling supported by on-the-go Vis-NIR and PXRF measurements. Data fusion of Vis-IR and PXRF measurements is achievable and accurate measurements can be provided (with spectral libraries and field validation). Adaptive sampling can be combined with spatial analysis to map contaminants and evaluate the extent of contamination using an optimisation technique that accounts for the environmental/health contaminant levels and the associated costs (a loss function). A conceptual framework is proposed here to be used on-site to provide near real-time contamination assessments. This is achieved by implementing an inference engine that deals with the uncertainty of the contamination estimates and predictions. It also has the potential to deal with multiple contaminants and to provide 3D maps. The result will be an optimised map of contaminated regions within a site with a limited requirement of laboratory assay. Prospectively, the proposed approach could be implemented as on-the-go field deployable software to provide a reliable and fast initial on-site contamination assessment.
Conclusions
a. There is a large number of contaminated soil sites worldwide (order of magnitude 10 7 ) and the rate of remediation is relatively meagre, perhaps of the order of 0.5% per annum. The true rate of creation of contaminated sites is largely unknown (but could be of the same order as the remediation rate). b. Soil contaminants at any site potentially include a wide range of natural and synthetic inorganic and organic compounds and minerals thus making analytical costs very large. This presents a financial impediment to discovery and remediation therefore increasing public health and environmental risks. c. Laboratory Vis-IR shows promise for assessing a range of key soil properties including texture, CEC, pH, total C, carbonates, and particularly organic compounds and some efficacy for metals and minerals. d. PXRF is suitable for a range of metals (atomic mass N 12) and can also be calibrated for a range of soil properties, particularly clay content. e. Field-deployable portable instruments for Vis-NIR and XRF are now widely available. Field deployment of Vis-NIR and XRF will require special calibration approaches particularly to deal with soil moisture. Special sampling geometries and probes may need to be developed to observe potentially contaminated soil at depth. f. Soil contaminants generally show highly skewed distributions and a large degree of spatial variation across sites making their spatial analysis and prediction problematic, especially based on the inevitably small number of observations due to large analytical costs. g. There is a strong possibility that a new field soil proximal sensing modality namely conjoint use of Vis-NIR and PXRF can enhance the overall contaminated-site assessment approach. h. In addition to further work on calibration of the two methods for a wide range of contaminants singly or jointly, work is required especially to calibrate under field conditions, particularly considering soil moisture, and to devise inferencing procedures and appropriately optimised field sampling strategies.
