This article presents a solution algorithm for the capital growth model. The algorithm uses valuefunction iterations on a discrete state space. The quadrature method is used to set the grid for the exogenous process, and a simple equispaced scheme in logarithms is used to set the grid for the endogenous capital process. The algorithm can produce a solution to within four-digit accuracy using a state space composed of 1,800 points in total.
INTRODUCTION
This article describes a discrete state-space solution algorithm for the stochastic growth model set forth by Taylor and Uhlig (1990) . In previous work (Tauchen 1985a (Tauchen ,b, 1987 , I used discrete methods to approximate a version of Lucas's asset-pricing model. For that model, discrete methods have many attractive features, the foremost being computational simplicity. In the discrete case, solution of the asset-pricing equations reduces to the essentially trivial task of inverting a matrix. This task contrasts sharply with the task of finding the exact solution of Lucas's model, which entails solving a Fredholm equation of the second kind and is not at all straightforward.
The main complicating factor of the stochastic growth model is the presence of an endogenous state variable (the capital stock). An endogenous state variable is an endogenous variable whose solution function depends on the infinite past of the exogenous driving process. Because of the presence of the endogenous state variable, the methods of my earlier articles have to be adapted and extended somewhat to work with this growth model. In brief, the strategy adopted in this article is to construct the discrete state space by using a simple equispaced grid (in logarithms) for the capital stock in conjunction with a quadrature-based grid for the exogenous technology shock that drives the model. The discretized model is then solved using value-function iterations.
The algorithm, which is coded in GAUSS and run on a Compaq 386-25, appears to be quite successful. When applied to a slightly different version of the problem in which the exact solution is known, the algorithm can approximate the exact solution with four-digit accuracy and with a computational time of about 40-45 minutes.
Even 
THE STOCHASTIC GROWTH MODEL
Since the model is set forth in detail by Taylor The next step is to define the discrete state space for the capital stock-that is, to lay out the grid composed of Nl values {k(i)}. The quadrature method is not directly suited for this task, because it works by taking a fixed and given law of motion and calibrating a discrete approximation. In this problem, however, k, is an endogenous state variable whose law motion constitutes part of the solution. The strategy adopted here is to lay out an equispaced grid in log(k,), where the range of the grid is determined by the analytical solution (4) Experience suggested that using deterministic problems, where 0, = 0(j) for all t, to compute an initial value function vo(i, j) provided good start values and the convergence was reasonably rapid.
SETTINGS OF TUNING PARAMETERS AND ACCURACY CHECKS
The details are as follows: In each case, a 20-point quadrature rule was used to calibrate a Markov-chain model for {0,} and hence N2 = 20 throughout. Moreover, N1 = 90 points were used to lay out the grid (7) for the capital stock. Given that N1 = 90 and N2 = 20, then there are 1,800 states in total for the discrete system. Finally, toler = .001 was used as the relative convergence criterion. These settings yield four-digit accuracy.
The algorithm was coded in Gauss 1 To assess numerical accuracy, the preceding procedure was applied to a slightly different version of the problem (Sargent 1987, p. 36) of which the exact solution is known. This problem has u(c) = log(c) and 100% depreciation. Table 1 , which is representative of several cases studied, shows the exact and approximate decision rules for capital when the algorithm is applied to Sargent's model. The parameter settings are those of case 9 described in the Taylor-Uhlig article, except that t is set to .99999. The algorithm is only off by one digit or so in the fourth decimal place. This is essentially four-digit accuracy, which is the conventional standard for numerical work. A similar degree of accuracy was obtained for the consumption-decision rule. 
