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In this paper we study the graded minimal free resolution of the ideal, I, of any arithmetically 
Cohen-Macaulay projective variety. First we determine the range of the shifts (twisting numbers) 
that can possibly occur in the resolution, in terms of the Hilbert function of I. Then we find con- 
ditions under which some of the twisting numbers do not occur. Finally, in some ‘good’ cases, 
all the Betti numbers are (recursively) computed, in terms of the Hilbert function of I or that of 
Exti(R/I,R), where R is a polynomial ring over a field and n is the height of I in R. 
Introduction 
This paper is extracted from the first part of the author’s doctoral dissertation 
[7], and deals with the study of the graded minimal free resolution of any perfect 
homogeneous ideal, I, of a polynomial ring, R, over a field A; hence of any arith- 
metically Cohen-Macaulay projective variety. 
The first point is to understand how to grade each TorR(Z,R), and to carefully 
check that the several ways which naturally come to mind all induce the same 
grading on it. 
Once this is done, it is possible to determine the number and the range of the shifts 
that can possibly appear in the graded minimal free resolution of Z, in terms of the 
Hilbert function of Z (Theorem 2.2). 
The next natural step is to find under which conditions some of the shifts will not 
show up, and this is taken care of in Section 3. 
In Section 4 we put all this at work by looking at particular cases in which all the 
Betti numbers can be determined, just by knowing the Hilbert function of Z or, with 
the help of an extra condition, the Hilbert function of Extz(R/Z, R) (where II is the 
height of I). 
1. Graded modules and their resolutions 
Let R be a polynomial ring in N indeterminates over a field ,% : R = C [X,, . . . , X,] . 
Thus R is a noetherian Cohen-Macaulay ring of Krull dimension N. 
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We consider the usual grading on R (determined by the total degree of poly- 
nomials). Then each graded piece Rj of R is a L-vector space of dimension (“NN_;‘) 
(for all ir0) and R, (finitely) generates R as a &algebra. 
The ideal m= oi,,, Ri is the unique maximal homogeneous ideal of R (that is, 
maximal among all homogeneous ideals), and, for most purposes, R can be treated 
as though it were an ordinary local ring with maximal ideal m (see [6]). 
Accordingly, if 
is a free resolution of an R-module M, and we denote 
N,=Imd,= 
Ker d,_ , for iz2, 
Ker E for i= 1, 
then, by analogy with the local case, we call (t) a minimal free resolution if 
N,cmF,_, for all izl, where m=@i,oRi. 
By graded R-module we mean an R-module M with a decomposition by R-vector 
spaces, M= aiEL M, (with M; = 0 for all i< cr and some cc E Z), compatible with the 
R-module structure, which means RiMj c M,+j for all i and j. 
A graded homomorphism is a homogeneous homomorphism of graded R-modules 
of degree 0 (i.e. preserving degrees). 
A graded (minimal) free resolution of a graded R-module M, is a resolution like 
(t), with all F,‘s graded R-modules and all d;‘s (and E) graded homomorphisms. 
If M is finitely generated, then every F, has to be of the form Fj= 
@J’= 1 (R(-Y;,j))a”, where the ylj’s and the ai,]‘s are, respectively, the degrees of 
the generators of Nj= Im d, and the number of generators in each degree. 
We call the numbers y;,, the twisting numbers of M and each CZ;,j the multiplicity 
of yI,] (at Fi). 
The numbers 
bi = Cj a,,j = rank(F;) = dim, Tor,!(M, A) 
(=minimal number of generators of N,) are called the Betti numbers of M. 
Recall that, if M, N are graded R-modules, then A40k N is graded (over +4) by 
(M&N),= @ (MPOnN4); 
f-‘+y=, 
while MORN is graded (over k) by putting MOK N= Coker @, where 
@:M&R@,N+M@,N, 
xOa@y- (axOy)-(x@ay) 
for XE M, a E R, y E N. In other words, 
(MB, N), = (;@;y)’ = <{ 
m , 
Ex;:,, > ax x t 
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where ({ax@r-x@ay},) denotes the subspace generated by all differences 
ax@y-x@av (PER, XEM, YEN) of degree t (see [8, p. 1861). 
The grading of the tensor product induces a grading on 
Tor”(M, N) =Hj(@BoK N), 
where .9 denotes a graded free resolution of M. It can be shown that such a grading 
is independent of the choice of 9. Moreover, it can be checked that, if $2 is a graded 
free resolution of N, then we have the same grading induced on Tor”(M, N) viewed 
as H,(M@, $3). 
Finally, it is easy to see that the usual isomorphisms 
N, _ Fi 
mN, mFj 
aFigRR=Tor,!(M,X) V’izl, 
m 
(the first of which follows from the minimality of the resolution, using the homo- 
geneous version of Nakayama’s Lemma) are all graded. 
Thus, the several gradings that could be induced on Tor,!(M,X), are in fact all 
the same. 
Notation. For convenience of notation, we shall, from now on, use the symbol ‘=’ 
to denote a graded isomorphism. 
Proposition 1.1. Let M be a graded R-module. 
(a) Suppose Mt = (0) for all t < d (for some d). Then 
(Tor,!(M, A))[ = (0) for all t < d + i. 
(b) Suppose (M), = (0) for all t > cs (for some a). Then 
(Tor,!(M, A)), = (0) for all t > o + i. 
Proof. In order to compute TorR(M,k) we use the (graded) Koszul complex 
O+R(-N)+ . . . +R(-i)(‘:)+ . . . +R(-l)N+R+A+O 
to resolve A over R. When tensoring with M we get, for each i, 
R(-i)(‘:)@,M=(R(-i)@,M)(‘:‘=(M(-i))”;’. 
Now, in case (a) we have (M(-i)), =M,_, = (0) for t-c d-t i; while in case (b) we 
have (M(-i)),=M,_,=(O) for t>a+i. 
Thus, in both cases, the tensor product (hence, a fortiori, Tor,!(M,k)) vanishes 
in the indicated degrees. 0 
Let M= BiEH M, be a finitely generated graded R-module. The Hilbert function 
of M is the function H(M, 0) : Z + Z defined by H(M, i) = dim, Mj Vi E L. It is well 
known that, for large i, the Hilbert function becomes a polynomial (the Hilbert 
polynomial of M) of degree one less than the Krull dimension of M. 
276 A. Lorenzini 
It is easy to prove the additivity of the Hilbert function, which holds also for any 
(finite length) long exact sequence of finitely generated R-modules. 
We also define the first difference of the Hilbert function of A4 as 
dH(M,i)=H(M,i)-H(M,i-1) Vie??. 
Inductively, for every r> 1, define the rth difference of the Hilbert function of 
M as 
A”H(M,i)=d’-‘H(M,i)-A’-‘H(M,i- 1) VieZ. 
We let A’H(M, i) simply mean H(M, i). 
From the additivity of the Hilbert function we can derive the additivity of the rth 
difference of the Hilbert function, for any r>O. 
For a (finitely generated) graded Cohen-Macaulay R-module M of positive Krull 
dimension, it is not hard to prove that 
H(A,i- l)sH(A,i) for all i; 
and, if H(A, i - 1) = H(A, i) for some i, then H(A, i) = H(A, i + 1). 
In other words, in this case, the Hilbert function of M is either strictly increasing, 
or it strictly increases until it reaches a constant value. 
Moreover, if M denotes the quotient of M by a regular sequence on M of degree 
1 and length m, then A mH(M, i) = H(M, i) Vi E Z. 
2. Twisting numbers of a perfect homogeneous ideal 
In this section we deal with a perfect homogeneous ideal Z of R = A [X,, . . . ,X,1. 
Suppose Z has height n; then the homological dimension of Zis n - 1 i.e. Z has graded 
minimal free R-resolution: 
(“r) 
d 
O+F,_, 2 . . . 
d, 
+Fi- . . . 
d, 
-F,+Z+O. 
We determine the number and the range of the twisting numbers of I, by showing 
that the degrees in which To$!(Z, A) does not vanish (i.e. the degrees in which 
generators of Ni can be found) are related to the degrees in which generators of Z 
can be found. 
Proposition 2.1 (O-dimensional case). Let J be a homogeneous ideal of S= 
Awl,..., X,,] such that 
J=(JdOJd+,O...OJd+r~l)Omd’r, 
where m=(X,, . . . . X,,) (hence 1/5=m). Then To$(J,R) vanishes in every degree 
different from d+i,...,d+i+-r. 
Proof. Since J,= (0) for all t<d, by part (a) of Proposition 1.1, we have 
(Torf(J, A)), = (0) for every t < d + i. Now, put B= S/J. Then Torf(J,k)= 
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Torf+ i(B, C) Viz 0. But B, = (0) for all t > d-t r- 1, hence, from part (b) of Pro- 
position 1.1, we get that (Torf(.Z, k))t = (Torf+ ,(B, A))t = (0) V t > d + r - 1 + i + 1 = 
d+i+r. q 
Remark. The equality “(Torf(J, k)), = (0) for t > d + i + r” could also be derived 
from [2, Proposition 1.11, without making use of part (b) of our Proposition 1.1. 
Define 
a(Z)=min(t IZ,#(O)}. 
Assume R is infinite (actually, it follows from [ 11, Lemma 1. l] that this restriction 
can be dropped). Then we may assume that X,,, i, . . . ,X, is a regular sequence 
modulo Z - that is, a regular sequence on the R-module A = R/Z. Put 
A R 
B= 
(x”+*r...r X,vM = (I,Xn+l, . . ..X.v) ’ 
Then B has Krull dimension 0, hence its Hilbert polynomial is 0, and so B is even- 
tually (0). Define 
o(Z) = min{ t ) A N-“H(A,t)=O}=min(t /B,=(O)}. 
It is clear that if F,, . . . , Fh is a minimal set of generators of I, then 
min{degR’Ii=l,...,h}=cx(Z); 
and it can easily be proved that max{ deg F; ) i = 1, . . . , h} I a(Z). 
Theorem 2.2. Let Z be a height n perfect homogeneous ideal of R =R [X,, . . . ,X,1 
and suppose a(Z) = d, a(Z) = d + r. Then Tor,!(Z,h) vanishes in every degree dif- 
ferent from 
d+i,d+i+ 1, . . . . d+i+r. 
Proof. Assume, as above, that X, + r, . . . , X,,, is a regular sequence modulo I, and put 
J= KXn+,,...9X/v) R 
(Xn+l,...,XN) ’ 
s= (xn+l, ... ,xN) ‘~Kl* ... ,Xnl* 
Then we have that Tor,!(Z,,S)=Torf(.Z,I,). Now, the assumptions on a(Z) and a(Z) 
yield 
J=(JdOJd+IO...OJd+r~l)Omd+r 
where m=(X,,..., X,). Thus the result follows from Proposition 2.1. 0 
Examples. (a) As an application of Theorem 2.2, let us recover the resolution of the 
rational normal curve, g:, in Ip” (n 13). Its ideal, 9, is a (height n - 1) perfect prime 
ideal of 4 [X0, . . . , X,,], with a(9) = 2 and Hilbert function H(9, i) = (‘L”) - (in + 1) 
V’iz2. Thus its coordinate ring, &, has Hilbert function 
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n+l 2n+l . in+1 . 
AH(J, . ) is given by 
1 n Iz -, 
and so A2H(&, . ) is 
1 n-l 0. 
Therefore a(9) = 2 = a(Y), i.e. r= 0. Thus the resolution of 9 is linear (see [2]) 
and it is given by 
O+R(__n)anml+ . . . -+R(_(2+i))V~+R(_(2+i_l))V~+~-+ . . . 
. . . -R(_3)a’-tR(_2)““~~~0. 
where all the ai’s can be computed. 
(b) For another application of Theorem 2.2, let Zrsl denote the ideal in R = 
k [X,, . . . ,X,] of s points in fP”, where (dP,r,+n)<~<(dnf”), and let ALS1 be their 
(homogeneous) coordinate ring. Suppose H(A ‘S1, d) =s, i.e. the points impose in- 
dependent conditions on the forms of degree d. Then cr(ZIS1) =d and o(ZIS1) = d + 1 
(see [5]). Thus, recalling also that ZIS1 is a perfect homogeneous ideal of height n, 
the resolution of the points looks like 
O+R(-(d+n- l))an 1@R(-(d+n))8n ‘-F ... 
a.. -R(-(d+i))“‘@R(-(d-t-i+ l))p’-+ ... 
... +R(-d)““@R(-(d+ l))p~‘+Zlsl+O. 
More generally, Theorem 2.2 states that, in a graded minimal free resolution of 
Z over R, like (t), we have: 
. ..@R(-(d+i+r-l))a’~Jm’@R(-(d+i+r))az~r 
for each i=O, . . . . n - 1; with the CI;,/‘s not necessarily all different from 0. If we put 
(as in Section 1) N, = Im d,, for every ir 1, and N, = I, then we have that (x;,~ = 
H(N,, d+ i) and that A$ is generated at most in degrees d-t i, . . . , d + i+ r= a(Z) + i 
(for all i=O, . . ..n- 1). 
This last remark can be viewed as an extension to the whole resolution of the fact 
that I= N, is generated at most in degrees d, . . . , d + r = o(Z). 
We can dualize resolution (t), by applying the functor (. )*= HomK(. , R), and 
obtain 
(t)* 
a0 4 4 
O~R---t~~-~~~~~j~,-~;*-,~~~~~~_,~Ext~(A,R)~O, 
which turns out to be a graded minimal free resolution of Extz(A, R), with 
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F;= 6 R(y;,j)a’~~ Vi=0 ,..., n- 1. 
j=l 
Thus, Theorem 2.2 also tells us that in the dual resolution each FT has the form 
F,*=R(d+i+r)a~r@R(d+i+r-l)a’7 ‘0 ... @R(d+i+ l)“~,‘@R(d+i)~~,~. 
Hence, if we put Li=Imai, for each i=l,..., n- 1, and L,=Ima=Exti(A,R), 
it follows that each Lj is generated at most in degrees -(d+ i - 1 + r), . . . , -(d + i - l), 
and (Y;_~,~= H(L,, -(d+i- 1 +r)), for each i= l,..., n. 
Let us look more closely at E = Exti(A, R). First of all, because of the additivity 
of the Hilbert function, from (I)* we get that E,= (0) for t < -d- n + 1 -r, and 
H(E,-(d+n-l+r)=c~,_~,,. We shall see in the next section that a,_ ,,r# 0, and 
so we have a(E) = -(d-t n - 1 + r). 
Now, using a result by Serre [lo, p. IV-13, Proposition 51, it can be proved that 
there is a (non-graded) isomorphism 
where H,, . . . , H,, is a regular sequence contained in I. 
Furthermore, using [l, Theorem 31, it can be shown that 
A N-TTH 
(H,,...,H,):Z 
(H,,...,H,) lt > =’ 
‘+“H(A, I- t), 
where 1= o(H,, . . . , H,,-l=(Cy=,d,)-n, if d;=degH, for all i=l,...,n. 
From all this, one can deduce that the graded version of the isomorphism above is 
(H,,...,H,):I 
(H I, . . ..H.) ’ 
and that A Np”H(A, t)=A N-“H(E,-n-t). 
3. Twisting numbers actually occurring 
Now we want to find out under which conditions some of the ~i,j’s can be 0, and 
how this can help in computing the Betti numbers. 
First of all, since b0 is the minimal number of generators of I (usually denoted 
by v(Z)), if we assume that a(Z) = d, we must necessarily have ao,o = H(I, d) # 0. 
On the other hand, assuming X,,, ,, . . . , X, is a regular sequence modulo Z - and 
putting 
R 
S= 
J= (I,xn+l~..*~xN) A 
(Xn+~,...,&)’ (Xn+1,...,X,v) ’ B=Wn+,,...,&)A 
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- we have Tor~_,(I,~)=Anna(m/J)(-n), where m=(X,, . . ..X.) (see [7, Chapter I, 
(3.3)]). In particular, 
b,_ 1 = dim, Tort_ ,(I, R) = dim4 Ann,(m/J), 
which is known to be the Cohen-Macaulay type of A. Furthermore, as a(1) = d and 
a(l) = d + r, we get 
sd+rp 1 
a=~~s,o...os,~,o~o...~~; 
dir 1 
and hence 
for o(l)=d+r implies Jd+r_t~Sd+rq. Thus, 
an- l,r=dimk(Tor,R_,(z,k))d+n-l+r= im,(Ann,(~))d_,+r+O. 
As for the vanishing of the (Y~,~‘s, we first notice that it ‘propagates’ through the 
resolution, in the following sense: 
Proposition 3.1. Let I be a perfect homogeneous ideal of R of height n, with 
a(I) = d and o(I) = d + r, and let “i,j be the multiplicity of d + i + j at Fi (j = 0, , . . , r; 
i=O ,...,n-1). Then: 
(a)ifai,,=ql=... =ai,U=O,forsomeiandforsomeu(l<i~n-l,O<u~r-l), 
then 
ajO=aj,=... =aj,.=O, for all jli; 
(b)ifaj,,=aj,,_,=~~~=ai,,_~=0,forsomeiandsomeu(0~i~n-2,0~u~r-1), 
then 
ajr=aj,~,=...=aj,,_“=O, 3 , for all j 5 i. 
Proof. To prove (a), use induction on j. If j = i, there is nothing to prove. For j> i 
by induction we have that 
hence (Fj_l)l=(0), for t<d+j+u. Therefore (mFj_I),=(O), for t<d+j+u+l, 
which means that aj,o = ... = aj+ = 0. 
Similarly, (b) follows from the minimality of the dual resolution. 0 
Now, for any i=O ,..., n- 1 and every u= 1, . . . . r, let W,(N;) denote the vector 
subspace of (Nj)d+ j+ u generated by (Ni)d+ j+ 11 ~I under multiplication by Xi, . . . , X,, 
i.e., 
w,(N) =X1(N;)d+i+up 1 f**‘+XN(Ni)d+i+u-l c(w)d+i+u. 
It is clear that for each iz 0 and u = 1, . . . , r, 
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dim, WU(Ni)=H(Ni,d+i+u)-aj,.. 
Similarly, consider the dual resolution and, for any i= 1, . . . , n and every 
u=l , . . . , r, define Wu(Li) as the C-vector subspace of (Li)PCd+ iP1 + r~ uj generated by 
(L;)- Cd+i+r_uj under multiplication by X,, . . . ,X,, i.e., 
K(Li)=X1(Li)-(d+i+r-u) +“‘+XN(Li)~(d+i+,~.)~(Li)~(d+i~l+r-u). 
Again, it is clear that 
dim, WU(L,)=H(Lj,-(d+i-l+r-u))-ai_l,r_u. 
Theorem 3.2. Let I be a perfect homogeneous ideal of R of height n, with 
a(Z)=d, a(Z)=d+r; and let o;,j be the multiplicity of d+i+j at Fi (j=O,...,r; 
i=O ,...,n-1). Then: 
(a)foranyi=l,..., n-l andanyu=O ,..., r-l, 
ak,O=ak,l=..‘=ak,U=O Vk=i ,..., n-l, 
if and only if 
or, equivalently, if and only if 
dim, WU+I(N,_l>= 5 
u+l-j+N-1 
> 
ai-i,j; 
j=O N-l 
(b)foranyi=l,..., n-l andanyu=O ,..., r-l, 
ak,r=@&r-l=“’ =ak,r_u=O Vk=O ,..., i- 1, 
if and only if 
or, equivalently, if and only if 
dim, Wu+l(Li+l)= i u’l~~lNP1 
> 
ai,r-j. 
j=O 
Before proving the theorem above we need a lemma. 
Lemma 3.3. Let M=M,@M,,, @ .a. @M,+,@ ..+ be a graded R-module (finitely) 
generatedindegreesa,a+l,...,a+r. Foreveryu=l,...,r,put W,=X,M,+,_,+...+ 
x~Mcz..- 1 CM,+,, and u,, = H(M, a + u) - dim, W,, . Also put uco = H(M, a). Then, 
for any u=l,...,r, 
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if and only if 
> 
~j VU=l,...,U. 
Proof. Consider the graded short exact sequence 
O+N,+ 6 R(-a-j)“~+A4-+0, 
j=l 
which is a graded minimal presentation of M. Thus (N,), = (0) V t < a + 1, from part 
(a) of Proposition 1.1. 
For simplicity of notation, put N, =N. 
From the exact sequence above we obtain, for each degree t, a short exact sequence 
of C-vector spaces 
J@I R(-a-j)“:) +A4-0. 
I 
In particular, if we fix any u = 1, . . . , r, then, Vu = 1, . . . , u, we have 
dim,:ll,,,=j$, (v-~_~-l)ir,-dim,N,+,, 
u-j+N- 1 
=i$, ( N_1 )Pi-di%hU+,:. 
On the other hand, dim, IQ,, u = H(A4, a + i) = dim, W, +pu, and so 
dimAN,+,= dim, Wu+pu,- i 
u-j+N-1 
j=l N-l ” > 
Thus, the statement we want to prove is equivalent to 
N .+.=(O) (1 N,+,=(O) Vu=1 ,..., U. 
But this is clear, since N is a submodule of a free module and N,= (0) for all 
tcafl. 0 
Proof of Theorem 3.2. First of all, in view of Proposition 3.1(a), it is sufficient to 
prove (a) for k = i. Consider the graded short exact sequence 
O+N,+Fi_I+Ni_I+O 
where 
Fj_,=R(-(d+i-l))a’~‘~o@~~~@R(-(d+i-l+u))CL~~’~U@ 
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@R(-(d+i+u)p’++‘@R(-(d+i+u+ l))a’ ‘,u+*@ ... 
... @R(-(d+ i- 1 + r))alm’,r. 
If a;,o= ... = (Ti,u_, =O, then, from the additivity of the Hilbert function, we get 
that 
O=cr,.=H(Ni,d+ i+U) 
..’ +NNai_i,,+Crj& ,,u+*-WN,_,,d+i+u) 
-dim, Wu+ ,(Ni_ 1). 
Conversely, if 
dim, W,+,(N,~,)= 5 
tl+l-j+N-1 
ai-l,j9 
j=O N-l 
then, from Lemma 3.3, 
dim, W;+i(N;~,)= f: 
t+l-j+N-1 
> 
ai- 1,j 
j=O N-l 
for all t = 0, . . . , u. Hence, by recursively applying the additivity of the Hilbert func- 
tion as above, we obtain ai,,=O=H(Ni,d+i+t), for all t=O,...,u. 
The proof of (b) is perfectly similar: use Proposition 3.1(b), then consider the 
graded short exact sequence 
O-‘Li-*Fi*-fLj+l-*O, 
with 
F,‘“=R(d+i+r)a,,rO...OR(d+i+r-u)a,r u 
OR(d+i+r-u-l)a’,r~“~‘O...OR(d+i)”’,”, 
and finally apply Lemma 3.3 to W,, ,(Li+ ,). 0 
4. Special cases 
Now we specialize Theorem 3.2 to particular situations in which a ‘good’ piece 
of information about I allows us to determine all the Betti numbers. 
Proposition 4.1. Let I be a perfect homogeneous ideal of R of height n, with 
a(I) = d and o(Z) = d + r, and let ai,, be the multiplicity of d + i •t j at Fi (j = 0, . . . , r; 
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i=O ,..., n-l).As.~umea~,~= l,and,forsomeu(O~u~r-l),ao,,=Ovj=l ,...) U. 
Then 
aj,o=cxi,,=‘.. =(xi,u=O Vi= l,..., 12- 1. 
Proof.LetGbeabasisofZ~=(No),.Then,Vt=l,...,u+l, W,(Ne)=R,G.Onthe 
other hand, multiplication by G gives an injective map R, -+ Rt+d, thus R,G= R,, 
therefore 
dim, K(No)=(tNNyl) Vt=l,...,u+l. 
Moreover, since CX~,~= 1 and “o,j=0 V_Z= 1, . . . , u, we have that 
‘c’ (t-;_;-l)rXo,j=(“\;“-ll) vt=1,...,u+1; 
j=O 
and so we get 
> 
V’t=l,...,u+l. 
Now the conclusion follows from part (a) of Theorem 3.2. 0 
If Proposition 4.1 holds for u = r - 1 (which means, when Zis generated by one form 
of lowest degree and all other generators are of top degree), then the resolution of 
Zis linear except at Fo, with Fo=R(-d)@R(-(d+r))aor and Fj=R(-(d+i+r))a6r 
for every i= 1, . . . . n - 1. We call such a resolution right almost linear. In this case 
the Betti numbers of Z can be computed, since CQ~=H(Z, d+ r) - dim, W,(Z) = 
ZZ(Z,d+r)-(‘h!;‘) and bo=l+ao,~, while b;=ai,,=H(N;,d+i+r) Vi= 
1 , . . . , n - 1. The latter can be recovered from the resolution by applying the addi- 
tivity of the Hilbert function to the graded long exact sequence: 
Furthermore, Proposition 4.1 can be generalized, by means of the following 
lemma, which is known. 
Lemma 4.2. Let H,, . . . , H,, be a regular sequence in R of forms of degree d and let 
K= (H,, . . . , HA). Then, for every u < d, 
dim,K,+,=I(UNNy ‘). 
Proposition 4.3. Zf Id contains a regular sequence of length A (A in), then Proposi- 
tion 4.1 holds also for (ro.o = A and any u < d - 1. 
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Proof. Let Hi, . . . , Hi, E Id be a regular sequence and put K= (Hi, . . . , IfA). Since 
CQ~=O Vj= 1, . . . . 24, we get: 
Wt(Ne)=&+t Vt=l,...,u+l. 
Thus, from the previous lemma, we get 
dim, Wt(NO)=n(fiTyl) Vt=l,...,u+l; 
and (of course) we have: 
asaO,j=OVj=l,...,uandaOo= A. The conclusion now follows after applying part 
(a) of Theorem 3.2, as in Proposition 4.1. 0 
Note that the restriction on u is forced by Lemma 4.2, while the restriction on 
,l is a direct consequence of requiring the existence of a regular sequence of length 
A in Id. 
If Proposition 4.3 holds for U=T- 1 (hence, necessarily, r<d- 1, i.e., 
a(l)<2d- l), then, again, we have a right almost linear resolution (with Fo= 
R(-d)‘@R(-d-r)aGrand F;=R(-d-i-r)abr Vi= 1, . . ..n- 1) and, again, all the 
Betti numbers of I can be recovered. 
A dual version of Proposition 4.1 is not as straightforward: unlike No=1 and 
each Ni and Li (i=O, . . . . n - l), L, = E = Exti(A, R) need not be a submodule of a 
free module; thus r~~_;,~=l and a,_,,,_l=...=a,_l,,_.=O are not enough to 
guarantee that dim, W,+,(E) = (“~_~-‘). However, 
Proposition 4.4. Let I be a perfect homogeneous ideal of R of height n, with 
a(I) = d and a(Z) = d + r. Let a;,j be the multiplicity of d + i + j at Fi (j = 0, . . . , r; 
i=O, . . . ,n-1). Assume a,_l,r=l and a,_,,,_,=...=a,_,,,_.=O, for some u, 
01 u~r- 1. Assume also that (Ann,(x)), = (0) f or all t 5 u + 1 and all nonzero 
XEE_(~+~-,+~). Then 
a;,,=ai,_l=...=ai,r_u=O Vi=O,...,n-1. 
Proof. The condition on the annihilator makes sure that 
t+l+N-1 
dim, W,, ,(E) = 
t+l+N-1 
N-l N-l 
a+i,,-,, 
for all t 5 u + 1. Then the result follows by applying part (b) of Theorem 3.2. 0 
Note that necessarily u < d- 1. In fact, 
EG(H,,...,H,):I 
(H,, . . ..K) 
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(where H,, . . . , H,, is a regular sequence contained in I), thus, 
Ann,(E) = Ann, 
(H,,...,H,,):Z =(H 
(H,, . . ..H.) > 
,,..., H,):((H, ,..., H,):Z)>Z. 
Hence Ann,(x) 1 Ann,(E) 2 Z Vx E E; and so (Ann,(x)), # 0 for t 2 d. 
If Proposition 4.4 holds for u =r- 1 (hence, necessarily, r<d- l), the resolu- 
tion of I is almost linear 121, Fi=R(-(d+i))“~” Vi=O,...,n-2, and F+,= 
R(-(d-t n - l))*“+‘J) @R(-(d+n - 1 +r)). In this case, the Betti numbers b, 
(Vi=O, . . . . n - 2) can be recovered from the long exact sequence 
O+N;+R(-(d+i_ l))“‘+‘.“+ . . . +R(_d)Q.%Z+O; 
while b,-, =(Y,~,,~+ 1, where a,_,,,=H(E,-(d+n- l))-(“>!;I). 
An interesting application of Proposition 4.4 is when A =R/Z is Gorenstein. In 
this case we necessarily have (r,_l,r=l and (~,_~,~~~=...=a,_~,~=a,_,,~=O. 
We also have a (non graded) isomorphism EzA, so we get 
bi=6,_2_i Vi=O,...,n-2 (b,_,=l), 
by comparing a resolution of A with its dual resolution (see [l 11). 
From the isomorphism above we also get that every non-zero x E Epcd+ n _ 1 + rj is 
a generator of E, thus 
Ann,(x) = Ann, (E) = Ann, (A) = I. 
Hence, Vx~E-~d+~~--l+~), x#O, we have (Ann,(x)), = (0) for f < d. This means we 
can apply Proposition 4.4 for u = d - 2, to get 
(Yjr=a;,_,=..‘=a,,~d+2- , , -0 Vi=O,...,n-2. 
It is not hard to see that the graded version of the isomorphism above is 
E= A (d + n - 1 + r). Thus, twisting the resolution of A by d + n - 1 + r and then 
comparing it with the dual resolution, we obtain 
ai,j=anp2-i,r-d+l-j 
for all j = 0, . . . , r-d+1 and all i=O,...,n-2. 
Note that, when A is Gorenstein, the condition on the annihilator stated in Pro- 
position 4.4 is satisfied for u = r- 1 if and only if A is extremal Gorenstein (i.e., 
Gorenstein with r = d- 1). In this case the resolution of Z is almost linear and pure; 
in fact it is linear except for a jump in degree at the last step: 
Fi=R(-(d+i))a’,u Vi=O,...,n-2 
and 
F .-,=R(-(d+n-l+r)). 
Apart from the Gorenstein case, it is not easy, in general, to determine in which 
cases the condition on the annihilator stated in Proposition 4.4 is satisfied. If we 
think of E as 
(H,,...,H,):Z n 
w,, . . . ,H,) ( > z, d; ; 
where H ,, . . . , H,, is a regular sequence contained in Z and where d, = deg H, (for 
i= 1, . . . . n), then the condition 
“(Ann,(x)),=(O) V’t~ut 1 and V~E&,+~_,+~), x#O” 
becomes: 
“v’ G~((H,,...,H,):Z)~rl,-(d+n_1+T)r G$(H, ,... ,H,,), 
((H,, . . . . H,):G),=(O) V’t<u+l”. 
In geometrical terms: the zero set of Z is contained in the complete intersection 
determined by H,, . . . ,H, and we require that no hypersurface of degree less than 
or equal to u + 1 vanish on that part of the complement of the zero set of G which 
is contained in the complete intersection. 
Now we apply the ‘extremal’ cases of Theorem 3.2 to derive from Z or E some 
information about the whole resolution. 
Proposition 4.5. Let Z be aperfect homogeneous ideal of R of height n, with a(Z) = d 
and o(Z) =d+ r, and let a;,j be the multiplicity of d+ i+j at Fi (j = 0, . . . , r; 
i=O, . . . . n - 1). Then: 
(a) the resolution of Z is right almost linear if and only if 
i ~r-~_~-l)~~,j=H(Z,d+r) 
j=O 
or (equivalently) if and only if 
jiO( 
‘-i’:-‘)~o,j=(“‘~~~-‘>; 
(b) the resolution of Z is almost linear if and only if 
r-j+N-1 
jC0 ( N-1 jQnP 
,,,mj=H(E,-(d+n-l)) 
or, (equivalently) if and only if 
Proof. The first parts of both (a) and (b) are simply respectively (a) and (b) of 
Theorem 3.2 for u = r - 1 and i = 1 (resp. i = n - 1). The second parts are obtained 
by reducing modulo X, + , , . . . , X,, which is a regular sequence modulo I. 0 
Remark. A condition equivalent to (b) is also contained in [2, Theorem A.11. 
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Notice that, since (x0,0 #0 and a,_ i,,#O, the only way we could get a linear 
resolution is if the twisting numbers of Z are d, d + 1, . . . , d + n - 1, i.e., the case r = 0 
(like the rational normal curve), which means that A = R/Z is extremal Cohen- 
Macaulay (i.e., Cohen-Macaulay with a(Z) = o(Z) = d - see [9]). 
In other words, as observed also in [2], Z has a linear resolution if and only if 
J= (Z,Xn-I,..., X,) 
(&+i,...,xN) =md 
wherem=(X,,..., X,). In this case .Z is a determinantal ideal and can be dealt with 
by using the ‘Eagon-Northcott technique’ (see [3] and [4]). 
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