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Imagine you are playing a game of table tennis. Your opponent’s serve is easy, 
without a lot of spin on the ball. Therefore, you can return this service very effectively. At 
some point your opponent plays a difficult topspin service. Because you were not prepared 
to counter this difficult service, your return is less than optimal. But directly after this service 
you are quite ready for another challenging service. You are concentrated. Ironically, then, if 
the next service of your opponent is again easy, it could be the case that your focused 
anticipation of a difficult service slightly reduced the effectiveness of your return. Maybe 
then you could have done better if you had been more relaxed. In a more abstract way this 
might be interpreted as follows: The occurrence of a difficult event (e.g., a difficult service) 
adapted the control system so that a subsequent difficult event would be handled properly, 
at the expense of being slightly less prepared for an easy event. 
The example above illustrates the operation of a control system, the primary function 
of which is to keep our behavior in line with our goals and intentions, and thus dynamically 
adapts our system to handle situations that may lead to deviation from these goals (Hommel, 
Daum, & Kluwe, 2004; cf. Posner & Snyder, 1975). Several decades of research have 
produced many tasks and a large number of data to examine the workings of this control 
system. For instance, in the flanker task (Eriksen & Eriksen, 1974) participants are asked to 
indicate the direction of the central arrow in an array of arrows. Each of these arrays has 
peripheral arrows either pointing in the same direction as the central target arrow (congruent 
stimuli, e.g., > > > > >) or in the opposite direction (incongruent stimuli, e.g., > > < > >). In the 
Stroop task (Stroop, 1935) participants are asked to indicate the ink color of presented color 
words. These stimuli can either be congruent (e.g., “BLUE” printed in blue ink) or 
incongruent (e.g., “RED” printed in blue ink). In the Simon task (Simon & Rudell, 1967) 
participants are asked to press one of two response keys depending on the color of a target 
C
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stimulus. For instance, they have to press the left key when the color of a target is red, and 
press the right key when it is green. The targets are presented either on the left or right side 
of the screen. Therefore, a target can either be on the side of the screen spatially congruent 
with the response button (in this case, e.g., a red target presented on the left side of the 
screen) or on the spatially incongruent side of the screen (e.g., a red target presented on the 
right side of the screen). A core finding in tasks like these, is that it takes longer to respond to 
incongruent (I), difficult targets compared to congruent (C), easy targets, referred to as the 
congruency effect (I – C).  
Moreover, using these paradigms, researchers have inspected the effects of trial‐type 
transitions (congruent‐congruent [cC], congruent‐incongruent [cI], incongruent‐congruent 
[iC], and incongruent‐incongruent [iI]), and observed that the congruency effect was reduced 
following incongruent trials (iI vs. iC) compared to following congruent trials (cI vs. cC). 
This is referred to as the Congruency Sequence Effect (CSE, e.g., Gratton, Coles, & Donchin, 
1992; for reviews, see Duthoo, Abrahamse, Braem, Boehler, & Notebaert, 2014b; Egner, 
Delano, & Hirsch, 2007). See Figure 1.1 for an illustration of trial‐type transitions. 
 
 
 
Figure 1.1. Illustration of trial‐type transitions in a two‐choice flanker task. 
c = previous congruent, i = previous incongruent, C = current congruent, I = current 
incongruent. 
 
< < < < < < < > < < > > < > > < < < < < > > > > >
Trialtype:         cI iI iC cC
 
11 
In the last two decades, researchers have postulated several theoretical accounts to 
provide an explanation for the CSE. Since the pioneering studies by Gratton and colleagues 
(1992), who explained the CSE by top‐down strategy selection on the basis of expectations, a 
lot of research has accumulated in line with perhaps the most prominent account explaining 
the CSE: Conflict monitoring theory (Botvinick, Braver, Barch, Carter, & Cohen, 2001). 
Conflict monitoring theory posits that internal processing conflicts constitute control‐
recruiting signals. That is, the perception of conflict (e.g., an incongruent stimulus 
configuration) is proposed to elicit top‐down attentional control that facilitates subsequent 
conflict resolution. However, the interpretation of top‐down regulation of the CSE is 
controversial, as bottom‐up associative models highlighting repetition priming and feature 
integration have challenged this interpretation (e.g., Hommel, Proctor, & Vu, 2004; Mayr, 
Awh, & Laurey, 2003). In response to these challenges, researchers have sought to improve 
their designs and showed top‐down regulation of control in the absence of such priming 
effects (e.g., Ullsperger, Bylsma, & Botvinick, 2005). However, as described by Schmidt 
(2013), these optimized designs involved yet another associative effect, referred to as 
contingency learning. This effect again reduced the plausibility for a role for top‐down 
attentional control regarding the CSE. 
Is there still room for top‐down accounts in explaining the CSE? And if so, what are 
boundaries of such accounts? In the next section I will discuss the diverse bottom‐up and 
top‐down accounts. Subsequently, I will elaborate on several implications of an account for 
CSEs based on top‐down attentional control. Finally, I will explicate several preconditions 
under which such effects should occur. These preconditions will be tested in the empirical 
chapters of the dissertation. 
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A chronological overview of theoretical accounts on the CSE 
Repetition expectancy 
In their studies on the CSE, Gratton and colleagues (1992) explained it by top‐down 
strategy selection based on participants’ expectations of the upcoming trial. The assumption 
here is that participants generally are biased to expect the same kind of trial over successive 
trials (Remington, 1969). In other words, they expect a congruent trial after congruent trials, 
and an incongruent trial after incongruent trials. In anticipation of an incongruent trial, 
participants would then up‐regulate their attention, whereas they would down‐regulate their 
attention following a congruent trial. A similar adaptation pattern was observed by cueing 
the level of congruency of upcoming trials (Gratton et al., 1992). Accordingly, the expectancy 
account presumes a proactive, anticipation‐driven allocation of attention. 
However, several recent studies suggest that expectancies (proactive control 
adjustments) are unlikely to be the driving mechanism of CSEs. For example, Jiménez and 
Méndez (2013, 2014; cf. Duthoo & Notebaert, 2012) employed designs in which trial 
sequences included a single (in)congruent trial, two consecutively (in)congruent trials, three 
consecutively (in)congruent trials, or four consecutively (in)congruent trials. Participants’ 
expectancies for an incongruent trial tend to grow larger after a series of consecutive 
congruent trials. Thus, if the CSE would be driven by explicit expectancies, one could expect 
the effect of congruency to decrease after a series of congruent trials (and increase after a 
series of incongruent trials, respectively). In contrast, if the CSE arises as a result of the 
amount of conflict accumulated over the last few trials, then a repeated series of congruent 
trials would tend to minimize the conflict, and therefore to steadily increase congruency 
effects (and decrease congruency effects after a repeated series of incongruent trials in which 
conflict has accumulated), regardless of participants’ expectancies. The results favored the 
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conflict adaptation account (see next paragraph), as they showed a dissociation between the 
effects of congruency and explicit expectancies obtained after a series of trials of the same 
type. The largest congruency effect was obtained after a prolonged series of congruent trials, 
arguably when the accumulated conflict reached its minimum level, but when participants 
declared to be expecting an incongruent trial. In contrast, after a prolonged series of 
incongruent trials, the effect of congruency was reduced despite the fact that participants 
claimed to be expecting a congruent trial. Proactive control adjustments thus seem limited to 
situations where expectancies are explicitly cued (e.g., Aarts & Roelofs, 2011; Gratton et al., 
1992). Therefore, proactive control does not constitute a plausible theoretical account of 
CSEs. 
Conflict monitoring 
Conflict monitoring theory (Botvinick et al., 2001) is one of the most prominent 
accounts explaining the CSE. Within this framework, it is assumed that internal and external 
information are continuously monitored for the occurrence of conflict. The occurrence of 
conflict then elicits adequate top‐down adjustments of attention: If conflict is experienced, 
more control will be applied. Consider a flanker task: When stimulus incongruency is 
detected this leads to an intensification of top‐down control (e.g., a focusing of spatial 
attention or a sharpening of the task representation). This up‐regulation results in a smaller 
congruency effect on the following trial. However, when encountering a low‐conflict, 
congruent trial, cognitive control is down‐regulated resulting in decreased attentional focus 
(and thus a larger congruency effect) on the following trial. This interpretation of the CSE is 
known as conflict adaptation. 
A core assumption in conflict monitoring theory is that “conflict monitoring conveys 
only a very nonspecific type of information, indicating that conflict has occurred in some 
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A chronological overview of theoretical accounts on the CSE 
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detected this leads to an intensification of top‐down control (e.g., a focusing of spatial 
attention or a sharpening of the task representation). This up‐regulation results in a smaller 
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(and thus a larger congruency effect) on the following trial. This interpretation of the CSE is 
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A core assumption in conflict monitoring theory is that “conflict monitoring conveys 
only a very nonspecific type of information, indicating that conflict has occurred in some 
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unspecified form at some unspecified point in the system” (Botvinick et al., 2001, p. 645). 
Thus, although specific about the role of conflict detection in CSEs, the theory is rather 
underspecified in terms of the domain‐generality of control regulation. In a flanker task, 
conflict detection would lead to enhanced processing of target information relative to flanker 
information. In the Stroop task, the theory predicts that ink color detection would be 
facilitated following Stroop conflict (Botvinick et al., 2001). The specificity of the conflict 
information might range from very specific to very non‐specific. It has been suggested that 
conflict monitoring involves multiple control units that are sensitive to conflict among a 
specific set of representations (see Egner, 2008). As such, the system could convey specific 
information about what sort of intervention is needed to meet current demands. In this view 
CSEs are domain‐specific, that is, conflict adaptation should only occur if the following trial 
entails the same task goals and structures. Another possibility is that conflict is evaluated 
dichotomously; no information is conveyed other than the presence or absence of some kind 
of conflict (with corresponding up‐ or down‐regulation of control, respectively). In this 
unitary view of the conflict monitoring process, CSEs are domain‐general (e.g., Kan et al., 
2013). That is, conflict in one task could potentially enhance the performance on a subsequent 
task of a different nature. This may be possible because, according to this view, conflict 
triggers attentional resources that may spill over to the subsequent task (trial). 
Feature integration 
The previously described control‐based perspectives have been challenged by 
alternative accounts highlighting the role of bottom‐up, episodic memory effects (e.g., Mayr 
et al., 2003). One of these bottom‐up associative accounts, the feature integration account, 
postulates that CSEs could be ascribed to the mere facilitation and interference effects of 
specific stimulus sequences (Hommel, 1998, 2004; Hommel, Müsseler, Aschersleben, & Prinz, 
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2001; Hommel, Proctor, et al., 2004). Hommel and colleagues argued that stimulus and 
response features of current information are temporarily bound in memory. When any of 
these features become activated in a subsequent event, this will automatically co‐activate the 
remaining features. Consider a flanker task with two target arrow directions and two flanker 
arrow directions. Table 1.1 summarizes all possible trial sequences of this paradigm. In this 
experimental setup, there are two congruent mappings and two incongruent mappings. In 
the case where the second trial is an exact repetition of both features of the first trial 
processing is most likely easy, resulting in fast responses. Similarly, no conflict is expected 
for a complete alternation of the features, because the current binding does not overlap with 
the previous binding and costly unbinding of the features is not required. However, this is 
not the case with partial repetitions. For instance, assume the flankers are repeated while the 
target alternates. In the first trial, then, a specific target was bound with specific flankers, so 
reactivating those flankers will reactivate that target, which consequently competes with the 
current target. Similarly, if the target is repeated while the flankers alternate, the previous 
flankers compete with the current flankers. 
In such a design, cC‐ and iI‐sequences consist exclusively of complete feature 
repetitions or alternations (resulting in fast responses), whereas cI‐ and iC‐sequences consist 
exclusively of partial feature repetitions (resulting in slower responses). This pattern of 
behavior matches the CSE pattern of reduced congruency effects following incongruent trials 
compared to congruent trials, but does not require top‐down control processes. 
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information. In the Stroop task, the theory predicts that ink color detection would be 
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information about what sort of intervention is needed to meet current demands. In this view 
CSEs are domain‐specific, that is, conflict adaptation should only occur if the following trial 
entails the same task goals and structures. Another possibility is that conflict is evaluated 
dichotomously; no information is conveyed other than the presence or absence of some kind 
of conflict (with corresponding up‐ or down‐regulation of control, respectively). In this 
unitary view of the conflict monitoring process, CSEs are domain‐general (e.g., Kan et al., 
2013). That is, conflict in one task could potentially enhance the performance on a subsequent 
task of a different nature. This may be possible because, according to this view, conflict 
triggers attentional resources that may spill over to the subsequent task (trial). 
Feature integration 
The previously described control‐based perspectives have been challenged by 
alternative accounts highlighting the role of bottom‐up, episodic memory effects (e.g., Mayr 
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specific stimulus sequences (Hommel, 1998, 2004; Hommel, Müsseler, Aschersleben, & Prinz, 
 
15 
2001; Hommel, Proctor, et al., 2004). Hommel and colleagues argued that stimulus and 
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Table 1.1 
Overview of all possible stimuli and stimulus‐sequences in a two‐choice flanker task. 
c = previous congruent, i = previous incongruent, C = current congruent, I = current incongruent 
 
Features    Trialtype Example  Sequence 
Trial N  Trial N+1   Trial N Trial N+1  
Target Flanker Target Flanker     
Right Right Right Right cC > > > > > > > > > > Full repetition 
Left Left Left Left cC < < < < < < < < < < Full repetition 
Right Left Right Left iI < < > < < > > < > > Full repetition 
Left Right Left Right iI > > < > > > > < > > Full repetition 
Right Right Left Left cC > > > > > < < < < < Full alternation 
Left Left Right Right cC < < < < < > > > > > Full alternation 
Right Left Left Right iI < < > < < > > < > > Full alternation 
Left Right Right Left iI > > < > > < < > < < Full alternation 
Right Right Right Left cI > > > > > < < > < < Partial repetition 
Right Right Left Right cI > > > > > > > < > > Partial repetition 
Right Left Right Right iC < < > < < > > > > > Partial repetition 
Right Left Left Left iC < < > < < < < < < < Partial repetition 
Left Right Right Right iC > > < > > > > > > > Partial repetition 
Left Right Left Left iC > > < > > < < < < < Partial repetition 
Left Left Right Left cI < < < < < < < > < < Partial repetition 
Left Left Left Right cI < < < < < > > < > > Partial repetition 
 
Is there still a role for top‐down control in CSEs? 
In response to the potential influence of feature integration effects in the CSE, 
researchers expanded the stimulus and response sets in their experiments (e.g., including up‐ 
and downward facing arrows next to left‐ and rightward facing arrows in a flanker task). By 
doing so, they had experimental control over stimulus sequences and were able to exclude 
all repetition trials from the eventual analyses post‐hoc, or a priori by design. For instance, 
Ullsperger and colleagues (2005) presented participants with a flanker task incorporating 
digits between 1 and 9 (e.g., “5 5 2 5 5”). Figure 1.2 illustrates several trial‐type transitions in 
such a design. 
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Figure 1.2. Illustration of trial‐type transitions in a nine‐choice flanker task. Note that in this 
sequence of trials none of the stimulus features of the previous trial repeat. 
c = previous congruent, i = previous incongruent, C = current congruent, I = current 
incongruent. 
 
Thus, the analyses could be focused entirely on trials on which none of the stimulus 
features had appeared on the preceding trial. Results of the study by Ullsperger and 
colleagues (2005) showed robust CSEs without these repetition priming effects, enhancing 
the plausibility of a top‐down control explanation of the CSE. Several other researchers who 
took a similar approach as Ullsperger et al. also demonstrated a CSE in the absence of 
stimulus and response repetitions (e.g., Akçay & Hazeltine, 2007; Kerns et al., 2004; Kerns, 
2006; Notebaert, Gevers, Verbruggen, & Liefooghe, 2006). Encouraged by the findings of 
CSEs in the absence of priming effects, researchers have postulated several refinements and 
extensions of the original conflict monitoring theory. 
Multiple conflict‐control loops 
Egner and colleagues (2007; 2008) proposed a more detailed theory on the specificity 
of the CSE, positing the idea that conflict type determines adaptation across trials. More 
specifically, they introduced the concept of multiple conflict‐control loops that work in 
parallel. For example, some control units might be primarily concerned with stimulus‐based 
conflict (e.g., Stroop conflict), while other units are involved in response‐based conflict (e.g., 
1 1 1 1 1 5 5 2 5 5 6 6 7 6 6 4 4 4 4 4 9 9 9 9 9
Trialtype:         cI iI iC cC
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of the CSE, positing the idea that conflict type determines adaptation across trials. More 
specifically, they introduced the concept of multiple conflict‐control loops that work in 
parallel. For example, some control units might be primarily concerned with stimulus‐based 
conflict (e.g., Stroop conflict), while other units are involved in response‐based conflict (e.g., 
1 1 1 1 1 5 5 2 5 5 6 6 7 6 6 4 4 4 4 4 9 9 9 9 9
Trialtype:         cI iI iC cC
GENERAL INTRODUCTION
 
18 
Simon conflict). According to this theory the detection of one conflict type will and can only 
lead to the enhanced performance on that specific type of conflict. Egner (2008) advocated 
that conflict‐specificity is most appropriately assessed in factorial task‐crossing designs (but 
see Kan et al., 2013). These designs combine two distinct types of conflict into a single task. 
For example, one could combine the Stroop and Simon tasks, by presenting color‐words on 
either left or right spatial locations and requiring subjects to respond to ink color using left 
and right response buttons (see Figure 1.3 for an example). 
 
 
 
Figure 1.3. Illustration of a factorial task‐crossing design incorporating Stroop and Simon 
stimulus dimensions. Subjects are presented with the color words “RED” and “GREEN”, 
colored in either red or green ink. Subjects are required to identify the ink color of the 
stimulus by pushing a left hand button for green ink, and a right hand button for red ink. 
 
Employing such designs yielded additive Simon and Stroop congruency effects and 
conflict‐specific CSEs: Stroop congruency effects were reduced following a Stroop‐
incongruent stimulus, but not following a Simon‐incongruent stimulus, and vice versa 
(Egner et al., 2007). A recent extensive review suggested that studies employing a factorial 
task‐crossing design generally observed that CSEs operate at a local, conflict type‐specific 
level rather than at a global, highly generalizable level (Braem, Abrahamse, Duthoo, & 
Notebaert, 2014). 
RED GREEN RED GREEN GREEN
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Adaptation‐by‐binding 
In their adaptation‐by‐binding computational model, Verguts and Notebaert 
proposed that the occurrence of conflict strengthens the association between top‐down 
attention and specific stimulus features of the conflict signal through a conflict‐triggered 
learning process (Verguts & Notebaert, 2008, 2009). Consider again an incongruent trial (e.g., 
< < > < <) in a flanker task. According to the adaptation‐by‐binding model the flanker 
direction and the target direction are activated in separate control units. Because both 
activations activate a different response (i.e., a conflict occurs), this results in a learning 
signal that task‐relevant connections (i.e., the target direction) should be strengthened and 
task‐irrelevant connections (i.e., the direction of the flankers) should be weakened. 
Consequently, following conflict signals performance on incongruent trials is enhanced and 
performance on congruent trials is slightly reduced, producing the CSE (Verguts & 
Notebaert, 2008, 2009). 
Set‐level control 
Finally, Hazeltine and colleagues (2011) stressed the role of task structure or task set 
in the CSE. Specifically, they argued that not the relevant stimulus features per se (cf. 
Verguts & Notebaert, 2008, 2009), but rather the entire task set influences how participants 
perceive the task, and subsequently determine the dynamic allocation of control. They 
examined CSEs using a task in which the irrelevant information shares the same stimulus 
dimensions as the relevant information but is presented at an earlier time. For example, a 
prime would be presented first, followed by the target stimulus after a specific time interval 
(e.g., a temporal flanker task). In one of their experiments, they presented participants with 
visual and auditory stimuli (the letters A to D). Just before a target (either visual or auditory, 
e.g., the letter “A” or the vocal “A”, respectively) a prime (either visual or auditory, e.g., “the 
CHAPTER 1
C
h
ap
te
r
 1
 
18 
Simon conflict). According to this theory the detection of one conflict type will and can only 
lead to the enhanced performance on that specific type of conflict. Egner (2008) advocated 
that conflict‐specificity is most appropriately assessed in factorial task‐crossing designs (but 
see Kan et al., 2013). These designs combine two distinct types of conflict into a single task. 
For example, one could combine the Stroop and Simon tasks, by presenting color‐words on 
either left or right spatial locations and requiring subjects to respond to ink color using left 
and right response buttons (see Figure 1.3 for an example). 
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task‐crossing design generally observed that CSEs operate at a local, conflict type‐specific 
level rather than at a global, highly generalizable level (Braem, Abrahamse, Duthoo, & 
Notebaert, 2014). 
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in the CSE. Specifically, they argued that not the relevant stimulus features per se (cf. 
Verguts & Notebaert, 2008, 2009), but rather the entire task set influences how participants 
perceive the task, and subsequently determine the dynamic allocation of control. They 
examined CSEs using a task in which the irrelevant information shares the same stimulus 
dimensions as the relevant information but is presented at an earlier time. For example, a 
prime would be presented first, followed by the target stimulus after a specific time interval 
(e.g., a temporal flanker task). In one of their experiments, they presented participants with 
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letter “B” or the vocal “B”, respectively) was presented that could either be congruent with 
the target or incongruent with the target (see Figure 1.4 for an example). CSEs were observed 
when stimulus modality repeated (visual‐visual and auditory‐auditory) but not when 
stimulus modalities alternated (visual‐auditory or auditory‐visual). These results suggest 
that CSEs can be observed within sensory modalities, but not across sensory modalities. 
 
 
 
Figure 1.4. Illustration of trial‐type transitions in a temporal flanker task. The first screen in 
each row displays a prime, followed by a target. The symbols in the upper‐left corner of the 
screens denote if the stimulus is presented visually (eye‐symbol) or auditory (sound‐
symbol). 
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In another experiment, they presented participants with two sets of visual stimuli, 
one relying on shape information (letters A‐D) and one relying on spatial information (four 
horizontal dashes with a circle depicted above one of these dashes). In this case, CSEs were 
observed across the two sets of visual stimuli, even though these sets involved distinct 
stimulus dimensions (cf. Freitas, Bahar, Yang, & Banai, 2007). These results suggest that, 
within a sensory modality, CSEs can cross stimulus or task boundaries. However, when 
these two sets of visual stimuli required different responses (i.e., left hand for the shape 
stimuli and right hand for the spatial stimuli), CSEs were specific to the stimulus set 
(Hazeltine et al., 2011). Thus, in the set‐level control model CSEs are highly sensitive to 
salient or relevant task boundaries. 
Questioning conflict‐driven adaptation: The role of contingency learning 
In response to the potential influence of associative effects in the CSE, researchers 
typically expanded the stimulus and response set while maintaining a 50% congruent‐
incongruent trial ratio. This design choice, however, introduced another associative effect 
modulating the CSE, called contingency learning (Schmidt, 2013). Note that when using two 
symbols in the flanker task (e.g., “<” and “>”) two congruent (“< < < < <” and “> > > > >”) and 
two incongruent (e.g., “< < > < <” and “> > < > >”) stimuli can be constructed. By expanding 
the stimulus set, more incongruent than congruent stimuli can be constructed. For instance, 
with four symbols, four different congruent and twelve different incongruent stimuli can be 
constructed. As a result of maintaining a 50% congruent‐incongruent ratio, each congruent 
stimulus occurs more frequently than each incongruent stimulus. In a four‐choice flanker 
task, for example, a central target arrow pointing left would then be more often (50%) paired 
with flankers in the same direction than with flankers in any of the possible other directions, 
whereas 25% would have been expected according to chance. 
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letter “B” or the vocal “B”, respectively) was presented that could either be congruent with 
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that CSEs can be observed within sensory modalities, but not across sensory modalities. 
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these two sets of visual stimuli required different responses (i.e., left hand for the shape 
stimuli and right hand for the spatial stimuli), CSEs were specific to the stimulus set 
(Hazeltine et al., 2011). Thus, in the set‐level control model CSEs are highly sensitive to 
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incongruent trial ratio. This design choice, however, introduced another associative effect 
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two incongruent (e.g., “< < > < <” and “> > < > >”) stimuli can be constructed. By expanding 
the stimulus set, more incongruent than congruent stimuli can be constructed. For instance, 
with four symbols, four different congruent and twelve different incongruent stimuli can be 
constructed. As a result of maintaining a 50% congruent‐incongruent ratio, each congruent 
stimulus occurs more frequently than each incongruent stimulus. In a four‐choice flanker 
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whereas 25% would have been expected according to chance. 
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Schmidt and colleagues (2007) proposed that participants might increase attention to 
the irrelevant dimension (i.e., the flankers) as a function of whether or not the flanker 
correctly predicts the response (that is, whether or not it is similar or dissimilar to the target). 
The irrelevant dimension correctly predicts the response on congruent trials (e.g., < < < < <, 
where the central target “<” is presented always in the surroundings of other arrows 
pointing left) – reflecting high contingency –, thus leading to more attention to the flankers 
on the following trial. In contrast, the flankers do not correctly predict the response on 
incongruent trials (e.g., < < > < <) – reflecting low contingency –, thus leading to less attention 
to the flankers on the following trial. If flankers are presented most often with their 
congruent central target, then congruency and contingency are perfectly confounded: 
Congruent trials are high contingent and incongruent trials are low contingent. Because of 
this confound the congruency effect, and also its interaction with previous trial congruency, 
cannot be interpreted unambiguously. Thus, the CSE could very well be a reflection of 
contingency‐learning rather than of control‐based adaptation. 
Do CSEs reflect conflict‐driven adaptation or not? 
There is little doubt that the overlap in stimulus and response sets affect performance, 
and it is impossible to circumvent the confounding factor of differential feature overlap 
when employing small stimulus sets (e.g., two‐choice flanker tasks). Hence, CSEs observed 
using such designs might be predominantly driven by feature integration effects (Hommel, 
Proctor, et al., 2004; Mayr & Awh, 2008; Notebaert et al., 2006). Furthermore, although 
employing larger stimulus sets has resulted in a number of studies reporting CSEs in the 
absence of feature repetitions (e.g., Akçay & Hazeltine, 2007; Hazeltine et al., 2011; 
Ullsperger et al., 2005), almost all of these studies appear to be open to an alternative 
interpretation based on contingency‐learning confounds (see Schmidt, 2013). 
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More recently, several studies employing designs that specifically control for both 
feature integration and contingency learning effects have in fact reported robust CSEs (e.g., 
Duthoo, Abrahamse, Braem, Boehler, & Notebaert, 2014a; Kunde & Wühr, 2006; Schmidt & 
Weissman, 2014; Weissman, Jiang, & Egner, 2014). Interestingly, these studies still showed 
CSEs, rendering a top‐down control based CSE more likely. 
Other researchers more closely investigated the mechanisms underlying top‐down 
driven CSE effects. For instance, van Steenbergen and colleagues (van Steenbergen, Band, & 
Hommel, 2009, 2010) investigated the role of the evaluative nature of the conflict signal in the 
CSE. Specifically, they hypothesized that CSEs originate from the aversive quality of conflict 
(Botvinick, 2007; Dreisbach & Fischer, 2012). Therefore, if somehow this aversive quality of 
the conflict signal is canceled out (e.g., by combining it with a positive, rewarding event), 
CSEs should be reduced. In one of their studies, subjects performed a flanker task with 
monetary gain or loss as arbitrary feedback between trials. Results revealed a reduction in 
CSEs on trials in which conflict was followed by monetary gain (van Steenbergen et al., 2009; 
van Steenbergen, Band, & Hommel, 2012; see also Braem, Hickey, Duthoo, & Notebaert, 
2014; Krebs, Boehler, & Woldorff, 2010). In another study, van Steenbergen and colleagues 
examined CSEs following induction of positive and negative mood states. Negative mood 
states were associated with more conflict‐driven control compared to positive mood states 
(van Steenbergen et al., 2010; cf. Kuhbandner & Zehetleitner, 2011; Padmala, Bauer, & 
Pessoa, 2011). 
A different line of research has inspected the domain‐generality of CSEs. The 
literature on this topic is rather mixed (see Braem, Abrahamse, et al., 2014): Some studies did 
find cross‐domain CSEs (e.g., Freitas et al., 2007; Kan et al., 2013; Kleiman, Hassin, & Trope, 
2014) while other studies did not (e.g., Egner et al., 2007; Funes, Lupianez, & Humphreys, 
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Schmidt and colleagues (2007) proposed that participants might increase attention to 
the irrelevant dimension (i.e., the flankers) as a function of whether or not the flanker 
correctly predicts the response (that is, whether or not it is similar or dissimilar to the target). 
The irrelevant dimension correctly predicts the response on congruent trials (e.g., < < < < <, 
where the central target “<” is presented always in the surroundings of other arrows 
pointing left) – reflecting high contingency –, thus leading to more attention to the flankers 
on the following trial. In contrast, the flankers do not correctly predict the response on 
incongruent trials (e.g., < < > < <) – reflecting low contingency –, thus leading to less attention 
to the flankers on the following trial. If flankers are presented most often with their 
congruent central target, then congruency and contingency are perfectly confounded: 
Congruent trials are high contingent and incongruent trials are low contingent. Because of 
this confound the congruency effect, and also its interaction with previous trial congruency, 
cannot be interpreted unambiguously. Thus, the CSE could very well be a reflection of 
contingency‐learning rather than of control‐based adaptation. 
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More recently, several studies employing designs that specifically control for both 
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Duthoo, Abrahamse, Braem, Boehler, & Notebaert, 2014a; Kunde & Wühr, 2006; Schmidt & 
Weissman, 2014; Weissman, Jiang, & Egner, 2014). Interestingly, these studies still showed 
CSEs, rendering a top‐down control based CSE more likely. 
Other researchers more closely investigated the mechanisms underlying top‐down 
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A different line of research has inspected the domain‐generality of CSEs. The 
literature on this topic is rather mixed (see Braem, Abrahamse, et al., 2014): Some studies did 
find cross‐domain CSEs (e.g., Freitas et al., 2007; Kan et al., 2013; Kleiman, Hassin, & Trope, 
2014) while other studies did not (e.g., Egner et al., 2007; Funes, Lupianez, & Humphreys, 
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2010). For instance, Freitas and colleagues (2007) found that CSEs occurred across the flanker 
task and the Stroop task. Whereas the flanker task entails responding to symbolic 
information (arrow direction), the Stroop task entails responding to non‐symbolic 
information (letter color). Even though these tasks require responding in a different task 
domain, Freitas and colleagues found cross‐task CSEs. In contrast, Egner and colleagues 
combined the Stroop and Simon tasks and observed conflict‐specific CSEs: Stroop 
congruency effects were reduced following a Stroop‐incongruent stimulus, but not following 
a Simon‐incongruent stimulus, and vice versa (Egner et al., 2007). Clearly, more research is 
needed to explicate the conditions under which CSEs appear on a domain‐general level or on 
a domain‐specific level. 
In conclusion, from previous studies it is clear that there are many other processes 
that could influence the CSE without any involvement of top‐down resource allocation. At 
the same time, several studies found CSEs while ruling out alternative bottom‐up driven 
explanations, others provided suggestive evidence for the possible mediating role of the 
aversiveness of the conflict signal in top‐down driven CSEs and, finally, some studies 
revealed evidence for cross‐domain CSEs. These findings suggest that at least part of CSEs 
could be driven by top‐down resource mobilization. 
This is the starting point of the present dissertation. If top‐down resource allocation is 
at least partly driving the CSE, under which circumstances would these effects be 
strengthened or weakened? The present dissertation aims to test several of the critical 
preconditions regarding conflict‐driven resource mobilization to explain the CSE. In the next 
section I will elaborate on this perspective. 
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Conflict‐driven adaptation through resource mobilization 
Although high levels of cognitive control would result in better decisions and 
behavior strategies compared to low levels of control, due to capacity constraints, reliance on 
cognitive control cannot be the default operating mode. People cannot indefinitely maintain 
elevated levels of control, as this would result in a state of depletion (e.g., Baumeister, 
Bratslavsky, Muraven, & Tice, 1998). Therefore, people should not recruit cognitive control 
by default, but only in demanding situations (Kahneman, 1973). To date, numerous studies 
have supported this claim and showed an increase in effort mobilization following 
situational demands (see Botvinick et al., 2001; cf. Gendolla, 2000; Gendolla & Richter, 2010; 
Gendolla, Wright, & Richter, 2011). Consequently, people need to dynamically adjust control 
parameters to meet situational demands. 
Below I will elaborate on some of the implications that can be derived for a conflict‐
driven resource mobilization account of the CSE. The central question is: What are the crucial 
conditions under which CSEs will be obtained (or not obtained) assuming that recruitment of 
cognitive resources upon perception of a conflict cue constitutes the core of this 
phenomenon? For reasons of clarity, these derivations will be discussed separately. I will 
refrain from a profound discussion on each of these implications in this introductory chapter, 
since all of them are further addressed in the empirical chapters that follow. 
The five empirical chapters all aimed to investigate important implications of a 
resource mobilization perspective on control regulation. If resource mobilization is at the 
core of top‐down control resulting in CSEs, then this process should be contingent upon 
several preconditions under which such effects are hypothesized to occur reasoning from a 
resource mobilization perspective. For instance, resources should only be recruited after a 
strong enough conflict signal, and they should be used before their eventual down‐
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regulation. Also, recruited resources can be allocated to resolve any type of conflicting event 
that follows an initial (strong enough) conflict signal, and a CSE should thus be observed 
across domains.1 Furthermore, the cognitive system should be sensitive to influence from 
higher‐order motivational states involved in resource allocation. Finally, adaptation in 
response to conflict should transcend beyond specific tasks and influence performance on a 
diverse set of tasks that ultimately depend on the availability of resources, for instance, 
decision making tasks. 
The domain‐generality of the CSE 
One implication that can be derived from a unitary view of the conflict monitoring 
process is that once the control system is engaged because of a conflict signal, a CSE is bound 
to occur even if the initiating conflict differs in nature from the type of conflict that follows. 
More precisely, the resources recruited upon detecting a conflict signal may be allocated to 
any type of event that benefits from them. Thus, from a resource mobilization perspective a 
conflict signal in one task domain should enhance performance in a subsequent different 
task domain. As we highlighted above, the literature on cross‐domain adaptation is mixed. 
In both Chapters 2 and 3 of the present dissertation we examined cross‐domain adaptation 
by adopting a recent paradigm in which participants are merely primed with conflict before 
engaging in a trial of a cognitive control task (see Kan et al., 2013). This paradigm allowed for 
a powerful test of the domain‐generality of the CSE. 
                                                     
1 Although the unitary view implies, in principle, that CSEs can be observed cross‐domain, it is 
conceivable that there are limiting conditions that override the cross‐domain effect. Issues related to 
this will be discussed in Chapter 7. 
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Conflict signal strength 
As described earlier, cognitive control should be dynamically adjusted as a function 
of perceived demand (cf. Kahneman, 1973). This line of thought implies a critical role for 
conflict signal strength. A resource mobilization perspective would predict that as long as a 
preceding conflict is strong enough to elicit resource recruitment, these mobilized resources 
can be allocated to any subsequent type of conflict. Conflict signals that are too weak are 
unlikely to trigger sufficient resources to benefit performance on subsequent trials. Although 
previous research showed that individual differences in perceived conflict co‐varied with 
cross‐domain CSEs, the causal role of conflict strength was not yet clearly established. In 
Chapter 2, by experimentally manipulating conflict strength, we aimed to show that a 
sufficiently strong conflict signal is necessary to find cross‐domain CSEs. 
The temporal profile of conflict‐driven resource mobilization 
Another aspect of the resource mobilization perspective builds on the assumptions 
that resource mobilization takes time and is transient. More specifically, demanding events, 
irrespective of being triggered by internal or external cues, instigate resource recruitment 
(Botvinick et al., 2001; Kahneman, 1973). However, it takes time to reconfigure the attentional 
system and allocate resources (cf. Posner, 1980). Furthermore, once mobilized, cognitive 
resources will in due time have to become down‐regulated again. Attentional control is a 
limited resource and maintaining high levels of control eventually leads to cognitive 
depletion (e.g., Baumeister et al., 1998; Hagger, Wood, Stiff, & Chatzisarantis, 2010; Wagner, 
Altman, Boswell, Kelley, & Heatherton, 2013). As more time between the initiating conflict 
signal and the subsequent conflict situation elapses, the more likely it is that the initially 
recruited resources have become down‐regulated (e.g., Egner, Ely, & Grinband, 2010). It may 
thus be argued that there is an optimal time window for CSEs to occur. Chapter 3 extends 
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the research of Chapter 2, and examined the temporal profile of the CSE in a cross‐domain 
context. 
Attentional focus 
Most of the research examining CSEs is conducted using three well‐known cognitive 
control tasks: The flanker task (Eriksen & Eriksen, 1974), the Stroop task (Stroop, 1935), and 
the Simon task (Simon & Rudell, 1967). A close inspection of these tasks reveals a possibly 
crucial common characteristic: Performance on these tasks benefits from a narrowed focus of 
attention. For example in the flanker task, incongruent trials elicit a narrowed focus of visual 
attention, which reduces the interference of the flankers, ultimately resulting in enhanced 
performance following conflict. If a local focus of attention facilitates performance on 
incongruent trials, and conflict signals are likely to induce a processing mode characterized 
by a local focus of attention, it follows that conflict signals may foster performance on 
incongruent trials merely by inducing a local focus of attention. Chapter 4 describes studies 
that provide a strong test for the possible role of attentional focus on the CSE compared to 
the resource mobilization perspective. 
Motivational state 
In Chapter 5, the influence of approach and avoidance motivational states on 
cognitive control was examined. Earlier findings (Koch, Holland, Hengstler, & van 
Knippenberg, 2009; Koch, Holland, & van Knippenberg, 2008) showed that an avoidance 
orientation (e.g., induced by arm extension), relative to an approach orientation (e.g., 
induced by arm flexion), enhanced sustained cognitive control. These studies showed that 
performance on a cognitive control task, as indicated by the strength of the congruency 
effect, was higher in avoidance relative to approach conditions. In Chapter 5 we examined 
the influence of approach versus avoidance motivational states on the strength of the CSE. 
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Earlier research has demonstrated that conflict is associated with negative affect, signaling 
that conflict is an aversive event (Botvinick, 2007; Dreisbach & Fischer, 2012; Fritz & 
Dreisbach, 2013). Also, previous work has shown that individuals who are in an avoidant 
mindset are biased to conflicting (aversive) cues, whereas individuals who are in an 
approach mindset are less concerned with conflict and focus more on positive outcomes 
(Derryberry & Reed, 1994; Förster & Strack, 1997, 1998; Gomez & Gomez, 2002; Strachman & 
Gable, 2006). If being in an avoidant state biases individuals toward conflicting cues, this 
might result in allocating more resources in response to conflicting signals. Conversely, if in 
an approach state conflict processing diminishes, this should consequently weaken the CSE.  
Extending the range of application: Conflict regulation in decision making 
Conflict‐driven resource allocation should transcend beyond specific tasks and 
influence performance on a diverse set of tasks that ultimately depend on the availability of 
resources. In Chapter 6, we examined conflict regulation in quite different domains, thereby 
extended the range of applicability of CSEs. More specifically, conflict in these studies 
originated from evaluating ambivalent (versus univalent) attitude objects or from deciding 
on stereotypical incongruent (versus congruent) information. A decision involving an 
ambivalent attitude object or stereotype‐incongruent information may trigger more 
resources, rendering the next conflicting decision more easy. We inspected the decisions 
involving these types of conflict using a mousetracking technique (Freeman & Ambady, 
2010). This technique provides more insight into the dynamic regulation of conflict, because 
it reflects conflict resolution while making a decision. Besides inspecting the modulating role 
of preceding decisions involving conflict, we also examined the influence of individual 
differences in cognitive control in this process. 
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the research of Chapter 2, and examined the temporal profile of the CSE in a cross‐domain 
context. 
Attentional focus 
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The general discussion in Chapter 7 summarizes and integrates the findings obtained 
in this dissertation. Please note that each of the five empirical chapters of the present 
dissertation comprises a published or (to be) submitted article that can be read 
independently. As a consequence, some overlap in terms of theoretical background and 
methodology may be encountered. 
A note on research transparency 
In the present dissertation we have reported all measures and manipulations 
employed in the presented research either in the main text of the chapters, or in a footnote 
when the measure or manipulation was not of central importance to the presented research. 
Sample sizes were determined based on earlier experiences with the experiments and 
on sample sizes reported in relevant literature, or as a function of the number of participant 
signups during the allotted lab‐space period. 
No data was excluded without reporting so. If there were any outliers, interpretations 
of the analyses including and excluding these outliers are reported in the main text or in a 
footnote. All data is available upon request from the first author. 
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Abstract 
According to conflict monitoring theory the detection of conflict triggers cognitive control, 
which facilitates resolution of subsequent conflict. This process is called conflict adaptation. 
From a unitary view of conflict monitoring it follows that, once the control system is engaged 
because of a conflict signal, there should be conflict adaptation even if the type of conflict 
changes across consecutive tasks. In this view, conflict adaptation is a domain‐general 
process. However, evidence for cross‐domain adaptation has been mixed. Some studies 
show adaptation from one task to another, while others do not. These mixed results might, 
among others, be explained by differences in conflict strength of the initiating conflict signal. 
In the present research, using misspelled words as conflict signals, we found domain‐general 
conflict adaptation in conditions with strong conflict signals, but absence of such cross‐
domain conflict adaptation in conditions with weak conflict signals. On theoretical grounds, 
we reasoned that misspelled positive words in the context of correctly spelled neutral words 
would constitute stronger conflict signals than the same misspelled words in the context of 
correctly spelled positive words, or than neutral misspelled words. In a pilot study we 
corroborated these theoretical expectations by showing that, as key markers of conflict 
strength, the former conflict signals were more attention grabbing and implicitly more 
aversive than those in other conditions. Subsequently, across two studies, we consistently 
found that cueing upcoming trials with these strong conflict signals reduced the congruency 
effect in the subsequent flanker task while cueing with weaker conflict signals failed to do so. 
Our findings thus show cross‐domain conflict adaptation spreading from a linguistic domain 
(word spelling) to a symbolic domain (flanker task), and further show that conflict strength 
is a critical factor in such cross‐domain conflict adaptation effects. 
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To cope with conflict, our brain has cognitive control mechanisms to select and 
implement appropriate goal‐directed actions to enable us to successfully handle the situation 
we are in. According to conflict monitoring theory (Botvinick et al., 2001), the detection of 
conflict elicits enhanced cognitive control, which facilitates resolution of subsequent conflict. 
This control regulation mechanism is called conflict adaptation. A basic question is whether 
such conflict adaptation processes can cross boundaries between stimulus domains. That is, 
can conflict in one domain enhance subsequent performance in another domain or are 
conflict signals only effective within the same domain? In other words, is conflict adaptation 
domain‐general or domain‐specific? 
The literature on the generality of conflict adaptation is mixed (for an extensive 
review, see Braem, Abrahamse, et al., 2014): Some studies do find cross‐domain conflict 
adaptation (e.g., Freitas et al., 2007; Kan et al., 2013; Kleiman et al., 2014) and other do not 
(e.g., Egner et al., 2007; Funes et al., 2010). Several factors have been put forward to explain 
these discrepant findings, such as switch costs between tasks (Egner, 2008), dimensional 
overlap (Kornblum, Hasbroucq, & Osman, 1990), differential feature priming and feature 
integration processes (Hommel, Proctor, et al., 2004; Mayr, 2004), and contingency learning 
(Schmidt, 2013). Recently, in addition to these factors, conflict strength was proposed as a 
possible moderator of cross‐domain adaptation (Kan et al., 2013). Apart from demonstrating 
conflict adaptation across clearly different cognitive domains, Kan and colleagues presented 
correlational evidence that cross‐domain conflict adaptation effects co‐vary with the strength 
of the initiating conflict signal. In the present research we aim to show that a sufficiently 
strong conflict signal is necessary to find cross‐domain conflict adaptation, by experimentally 
manipulating conflict strength. 
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Conflict adaptation: Specific or general? 
Conflict monitoring typically has been investigated using cognitive control tasks like 
the flanker task (Eriksen & Eriksen, 1974) and the Stroop task (Stroop, 1935). For example in 
the flanker task, in which participants have to indicate the direction of the central arrow in a 
series of arrows, longer reaction times (RTs) have been found when the adjacent arrows were 
in the opposite direction of the central target arrow (i.e., incongruent trials; e.g., < < > < <), 
compared to when they were in the same direction (i.e., congruent trials; e.g., < < < < <). This 
is called the congruency effect. The magnitude of this congruency effect depends on whether 
the previous trial contained a conflict or not: That is, the congruency‐effect on the current 
trial was found to be less strong after an incongruent trial than after a congruent trial 
(Gratton et al., 1992; Ullsperger et al., 2005). This is called the conflict adaptation effect. 
Ample studies have shown that conflict adaptation is a robust phenomenon that occurs 
within tasks like the flanker task or the Simon task (Egner, 2008; Mayr, 2004; Stürmer, 
Leuthold, Soetens, Schröter, & Sommer, 2002). 
One implication that can be derived from a unitary view of the conflict adaptation 
process is that once the control system is engaged because of a conflict signal, conflict 
adaptation is bound to occur even if the initiating conflict differs in nature from the conflict 
that follows. Thus, a unitary conflict monitoring theory entails that a conflict signal in one 
stimulus domain (instigating resource mobilization) should enhance performance in a 
subsequent different stimulus domain. However, contrary to this prediction, some research 
indicated that the recruited resources after a conflicting signal are only used for the specific 
kind of conflict that they were recruited for (i.e., domain‐specific effects: e.g., Egner et al., 
2007; Funes et al., 2010; Wendt, Kluwe, & Peters, 2006). Most studies within this line of 
research employed a paradigm in which a single stimulus combined two different conflict 
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sources, for instance Stroop trials spatially presented at the same side or opposite side from 
the response button, such that the Stroop and Simon task conflict in the stimulus either 
coincided or conflicted (Egner et al., 2007; Funes et al., 2010). Kan and colleagues (2013) 
argued that combining two different conflict sources in a single stimulus in such a way leads 
to an experimental‐design artefact. In some trials the strength of the conflict signal could be 
mitigated in that from one perspective (e.g., Stroop) there is a conflict signal, whereas from 
the other perspective (e.g., Simon) there is no conflict. This way, conflict strength may 
inadvertently have been weakened in some cross‐domain conflict studies. 
There is also some empirical evidence that conflicting signals from one domain do 
lead to conflict adaptation in another domain (i.e., domain‐general effects: e.g., Freitas et al., 
2007; Kleiman et al., 2014; Kunde & Wühr, 2006). For instance, Freitas and colleagues (2007) 
found that conflict adaptation occurred across the flanker task and the Stroop task. Whereas 
the flanker task entails responding to symbolic information (arrow direction), the Stroop task 
entails responding to non‐symbolic information (letter color). Even though these tasks 
require responding in a different task domain, Freitas and colleagues found cross‐task 
conflict adaptation. Another demonstration of cross‐task adaptation comes from Kleiman 
and colleagues (2014). They showed that stereotype‐driven behavior was modulated by 
independently activated control in another domain. In one of their studies, they combined a 
flanker task with the Weapon Identification Task (WIT: Payne, 2001). The stereotypical race‐
bias in the WIT emerged after congruent flanker trials, but responses were free from bias 
after incongruent flanker trials. However, in both these studies the employed tasks share the 
need to overcome stimulus–response conflict. Thus, although these studies reveal the 
possibility of conflict adaptation across different tasks within the domain of overcoming 
stimulus–response conflict (inhibition tasks), the overlap between the task requirements 
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Conflict adaptation: Specific or general? 
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kind of conflict that they were recruited for (i.e., domain‐specific effects: e.g., Egner et al., 
2007; Funes et al., 2010; Wendt, Kluwe, & Peters, 2006). Most studies within this line of 
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renders these studies less convincing as truly representing cross‐domain adaptation effects 
(see Kornblum et al., 1990; cf. Egner et al., 2007; Egner, 2008). 
By circumventing the previously described methodological issues, Kan and 
colleagues (2013) were the first to show real domain‐general conflict adaptation in a 
convincing way. They showed conflict adaptation from a syntactic to a non‐syntactic domain 
and from a perceptual to a verbal domain. More specifically, in their first experiment, they 
found adaptation effects on a Stroop task, triggered by conflict when reading syntactically 
ambiguous sentences (Garnsey, Pearlmutter, Myers, & Lotocky, 1997). In their second 
experiment, they manipulated perceptual ambiguity by presenting bistable Necker cubes 
(Necker, 1832). These cubes can be perceived in two ways, and people tend to perceive 
alternations between the two possible percepts. Passively viewing these bistable cubes led to 
adaptation effects on a subsequent Stroop task. Together, these studies provided clear 
support for cross‐domain conflict adaptation. Moreover, their results show that merely 
experiencing ambiguity (i.e., conflict) seems sufficient to yield conflict adaptation on 
subsequent Stroop trials. 
A causal role for conflict strength? 
Interestingly, Kan and colleagues (2013) also proposed an important moderator of 
these cross‐domain conflict adaptation effects, namely the strength of the conflict signal (see 
also Wendt, Kiesel, Geringswald, Purmann, & Fischer, 2014, for a similar argument 
concerning within‐domain adaptation). The results from their second study – with the 
Necker cubes as conflict signals – showed that the stronger the ambiguity participants 
experienced (i.e., seeing more alternations), the higher their subsequent conflict‐driven 
accuracy was. This correlational evidence can be interpreted in two ways. First, it could 
mean that a strong conflict is required to elicit cross‐domain conflict adaptation. Secondly, as 
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Kan et al. also suggested, the obtained correlation evidence could result from a third 
unknown factor, for instance, from individual differences in sensitivity to conflict. That is, it 
could be the case that participants who are sensitive to conflict show stronger conflict 
adaptation and (also) tend to experience more Necker cube alternations. In the latter case, the 
correlation between experienced Necker cube ambiguity and Stroop conflict adaptation 
would not reflect a strength‐of‐conflict effect on conflict adaptation, but merely spuriously 
ensue from two different effects of individual differences in conflict sensitivity, that is, an 
enhanced tendency to experience Necker cube ambiguity and the ability to deploy cognitive 
resources raised in one cognitive processing domain to another. Experimental research is 
necessary to disentangle these two interpretations. 
Present research 
In the present study, we aimed to show that a sufficiently strong conflict signal is 
necessary to find conflict adaptation by experimentally manipulating conflict strength. Only 
conflict signals that are strong enough will elicit conflict adaptation in subsequent trials in 
another domain. Conflict signals that are too weak are unlikely to trigger sufficient resources 
to benefit performance on subsequent trials. 
To act appropriately in changing situations, the ability to detect conflicting 
information in our environment is a necessary and adaptive capability. Perceiving inherent 
conflict in stimuli can be seen as a subtype of conflict monitoring. Perceived stimulus‐related 
conflict can appear in many domains, ranging from mathematical, linguistic, and musical 
domains (see e.g., Cavanagh, Figueroa, Cohen, & Frank, 2012; Tzur, Berger, Luria, & Posner, 
2010). Furthermore, previous research has shown that the stronger the stimulus‐related 
conict, the stronger the conflict signal in the cognitive system (Tzur et al., 2010). Of interest 
to the present research, this conflict signal has also been observed when participants were 
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renders these studies less convincing as truly representing cross‐domain adaptation effects 
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concerning within‐domain adaptation). The results from their second study – with the 
Necker cubes as conflict signals – showed that the stronger the ambiguity participants 
experienced (i.e., seeing more alternations), the higher their subsequent conflict‐driven 
accuracy was. This correlational evidence can be interpreted in two ways. First, it could 
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could be the case that participants who are sensitive to conflict show stronger conflict 
adaptation and (also) tend to experience more Necker cube alternations. In the latter case, the 
correlation between experienced Necker cube ambiguity and Stroop conflict adaptation 
would not reflect a strength‐of‐conflict effect on conflict adaptation, but merely spuriously 
ensue from two different effects of individual differences in conflict sensitivity, that is, an 
enhanced tendency to experience Necker cube ambiguity and the ability to deploy cognitive 
resources raised in one cognitive processing domain to another. Experimental research is 
necessary to disentangle these two interpretations. 
Present research 
In the present study, we aimed to show that a sufficiently strong conflict signal is 
necessary to find conflict adaptation by experimentally manipulating conflict strength. Only 
conflict signals that are strong enough will elicit conflict adaptation in subsequent trials in 
another domain. Conflict signals that are too weak are unlikely to trigger sufficient resources 
to benefit performance on subsequent trials. 
To act appropriately in changing situations, the ability to detect conflicting 
information in our environment is a necessary and adaptive capability. Perceiving inherent 
conflict in stimuli can be seen as a subtype of conflict monitoring. Perceived stimulus‐related 
conflict can appear in many domains, ranging from mathematical, linguistic, and musical 
domains (see e.g., Cavanagh, Figueroa, Cohen, & Frank, 2012; Tzur, Berger, Luria, & Posner, 
2010). Furthermore, previous research has shown that the stronger the stimulus‐related 
conict, the stronger the conflict signal in the cognitive system (Tzur et al., 2010). Of interest 
to the present research, this conflict signal has also been observed when participants were 
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merely reading misspelled words (Mesika, Tzur, & Berger, 2014). More specifically, Mesika 
et al.’s (2014) findings showed that the conflict monitoring mechanism was automatically 
instigated upon the perception of erroneous stimuli, even when they were irrelevant to the 
participant’s task. We capitalized on their findings, and studied the effects of presenting 
misspelled words on subsequent task performance in an obviously different cognitive 
domain (i.e., a flanker task). More specifically, preceding the critical flanker trials, we 
presented participants with either misspelled words entailing conflict, or correctly spelled 
words without conflict. 
To manipulate the conflict strength of the words, we varied both the valence of the 
misspelled words – as conflict trials – and the valence of correctly spelled words – as non‐
conflict trials – accompanying these conflict trials. As misspelled words we used words that 
were either derived from a positive word or from a neutral word. For example, we used 
“goet” (non‐existent word in Dutch) with virtually the same pronunciation as “goed” 
(meaning good). Note that “goed” could also potentially be read as “voet” (foot) or “goot” 
(gutter), but these alternative readings would involve quite different phonemes and are 
therefore unlikely alternatives to the obvious misspelled “goed” (good). We reasoned that 
misspelled positive words are inherently more conflicting than misspelled neutral words, 
because the former entail a relatively stronger conflict between the evaluative connotation of 
the word and the negativity of the incorrect spelling (cf. Dreisbach & Fischer, 2012; Fritz & 
Dreisbach, 2013). 
The context in which the conflict words were presented was also expected to 
contribute to our strength‐of‐conflict‐manipulation. The context of misspelled conflict words 
was manipulated by varying the valence of the correctly spelled words (i.e., the no‐conflict 
control trials). To illustrate the influence of context, imagine you have to evaluate the weight 
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of an apple, in the context of needles, feathers, and pens. In this case, the weight of the apple 
is likely to be evaluated at the high end of the scale. However, the weight of the same apple 
would be estimated much lower in the context of chairs and tables. This is in a nutshell what 
stimulus context theory is about. It predicts that magnitudes of stimulus dimensions (e.g., 
weight, valence) are judged as an inverse function of the magnitude of other objects to be 
judged in the same context. Similarly, when (implicitly) judging the valence of words (e.g., 
positive words) in the context of other positive words, their valences are predicted to be 
lower than when judging the valence of the same positive words in the context of neutral 
words (cf. stimulus context theory: e.g., Parducci, 1965). Extending this line of thought, we 
reasoned that a misspelled positive word represents a stronger conflict signal in the context 
of correctly spelled neutral words than in the context of correctly spelled positive words, 
because in the former case the conflict between the positive connotation and the misspelling 
of the word is stronger. As a result of these variations of the valence of the misspelled 
conflict signal words and correctly spelled no‐conflict context words, we aimed to achieve 
three levels of conflict strength conditions: (1) A strong conflict strength condition consisting 
of misspelled positive words and correctly spelled neutral words, (2) a moderate conflict 
strength condition consisting of misspelled and correctly spelled positive words, and (3) a 
weak conflict strength condition consisting of misspelled and correctly spelled neutral 
words. 
The present article comprises one pilot study and two experiments. First, in the pilot 
study we studied the presumed effects of the three levels of conflict strength on key 
characteristics of conflict strength, in order to corroborate that these conditions represent 
differences in conflict strength as intended. Subsequently, in Study 2.1 we tested our 
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merely reading misspelled words (Mesika, Tzur, & Berger, 2014). More specifically, Mesika 
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To manipulate the conflict strength of the words, we varied both the valence of the 
misspelled words – as conflict trials – and the valence of correctly spelled words – as non‐
conflict trials – accompanying these conflict trials. As misspelled words we used words that 
were either derived from a positive word or from a neutral word. For example, we used 
“goet” (non‐existent word in Dutch) with virtually the same pronunciation as “goed” 
(meaning good). Note that “goed” could also potentially be read as “voet” (foot) or “goot” 
(gutter), but these alternative readings would involve quite different phonemes and are 
therefore unlikely alternatives to the obvious misspelled “goed” (good). We reasoned that 
misspelled positive words are inherently more conflicting than misspelled neutral words, 
because the former entail a relatively stronger conflict between the evaluative connotation of 
the word and the negativity of the incorrect spelling (cf. Dreisbach & Fischer, 2012; Fritz & 
Dreisbach, 2013). 
The context in which the conflict words were presented was also expected to 
contribute to our strength‐of‐conflict‐manipulation. The context of misspelled conflict words 
was manipulated by varying the valence of the correctly spelled words (i.e., the no‐conflict 
control trials). To illustrate the influence of context, imagine you have to evaluate the weight 
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of an apple, in the context of needles, feathers, and pens. In this case, the weight of the apple 
is likely to be evaluated at the high end of the scale. However, the weight of the same apple 
would be estimated much lower in the context of chairs and tables. This is in a nutshell what 
stimulus context theory is about. It predicts that magnitudes of stimulus dimensions (e.g., 
weight, valence) are judged as an inverse function of the magnitude of other objects to be 
judged in the same context. Similarly, when (implicitly) judging the valence of words (e.g., 
positive words) in the context of other positive words, their valences are predicted to be 
lower than when judging the valence of the same positive words in the context of neutral 
words (cf. stimulus context theory: e.g., Parducci, 1965). Extending this line of thought, we 
reasoned that a misspelled positive word represents a stronger conflict signal in the context 
of correctly spelled neutral words than in the context of correctly spelled positive words, 
because in the former case the conflict between the positive connotation and the misspelling 
of the word is stronger. As a result of these variations of the valence of the misspelled 
conflict signal words and correctly spelled no‐conflict context words, we aimed to achieve 
three levels of conflict strength conditions: (1) A strong conflict strength condition consisting 
of misspelled positive words and correctly spelled neutral words, (2) a moderate conflict 
strength condition consisting of misspelled and correctly spelled positive words, and (3) a 
weak conflict strength condition consisting of misspelled and correctly spelled neutral 
words. 
The present article comprises one pilot study and two experiments. First, in the pilot 
study we studied the presumed effects of the three levels of conflict strength on key 
characteristics of conflict strength, in order to corroborate that these conditions represent 
differences in conflict strength as intended. Subsequently, in Study 2.1 we tested our 
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hypothesis of conflict strength as a moderator of cross‐domain conflict adaptation. Finally, in 
Study 2.2 we conducted a replication study while trying to rule out a potential confound. 
Pilot study 
In the pilot study, we aimed to assess differences in conflict strength between our 
three intended conflict strength conditions in terms of key characteristics of conflict signals. 
First, stimuli containing a strong conflict signal are assumed to elicit more attentive 
processing than stimuli containing a weak conflict signal. Therefore, we tapped into the 
attention‐grabbing properties of the conflict signals. This feature of conflict signals can be 
measured by means of an adapted version of the emotional Stroop task (Mathews & 
MacLeod, 1985). The idea underlying the emotional Stroop task is that some words draw 
more attention than others, thereby interfering with the focal task of the Stroop, which is to 
name the color of the words. Thus, if the conflict signals in our intended strong conflict 
strength condition are indeed more attention‐grabbing than those in the other conditions, 
this should be reflected in the magnitude of the Stroop effect. 
A second key element of conflict is the negative tag that is associated with it 
(Botvinick, 2007; Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013; see also van Steenbergen 
et al., 2009). Thus, the misspelled words in the context of correctly spelled neutral words (i.e., 
strong conflict signal condition) should be evaluated more negatively than those in the other 
conditions, at least in an implicit evaluation test. To test this, we employed the Affect 
Misattribution Paradigm (AMP, Payne, Cheng, Govorun, & Stewart, 2005). In this task the 
misspelled and correctly spelled words to be used in our three conflict strength conditions 
were briefly presented, just before participants had to evaluate a briefly presented Chinese 
ideograph. If the conflict stimuli in the strong conflict condition indeed signal stronger 
conflict than those in the other conditions, and this is associated with negativity, this should 
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be reflected by a higher percentage of subsequent ideographs judged to be negative relative 
to positive, assuming that strong conflict signals are implicitly evaluated more negatively 
than moderate or weak conflict signals. 
The two key characteristics of conflict signals introduced above were both assessed 
by means of implicit measures. The term implicit is used here in the sense that these key 
characteristics are assumed to affect the participants’ responses in indirect ways, that is, 
either by delaying the response on the focal task (i.e., color naming in the Stroop task) or by 
vicariously affecting the evaluation of other stimuli (i.e., the Chinese ideographs in the 
AMP), respectively. However, it may be conjectured that other, more directly measured 
properties of the stimuli could also be indicative of conflict strength. For instance, strong 
conflict signals could possibly also lead to enhanced uncertainty about the proper response 
as reflected in mouse trajectories while responding to the stimuli, or to more negative 
evaluations in explicit evaluations of the stimuli. Therefore, for exploratory reasons, we also 
included two other tasks. 
Our third task was a mouse‐tracking task (e.g., Freeman & Ambady, 2010), in which 
we asked participants to indicate whether the spelling of the displayed word was right or 
wrong. It could be the case that a misspelled positive word in the context of neutral words 
would induce more response uncertainty (because its positive meaning makes it look more 
“right”) than the same words in the context of positive words, or than misspelled neutral 
words. Higher response uncertainty would be reflected in more curved mouse trajectories 
compared to stimuli with less or no response uncertainty for which mouse trajectories would 
follow a straighter line. 
Our fourth task was an explicit evaluation task, in which we simply asked 
participants to evaluate the pleasantness of the displayed words on a Likert scale. Stimuli 
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hypothesis of conflict strength as a moderator of cross‐domain conflict adaptation. Finally, in 
Study 2.2 we conducted a replication study while trying to rule out a potential confound. 
Pilot study 
In the pilot study, we aimed to assess differences in conflict strength between our 
three intended conflict strength conditions in terms of key characteristics of conflict signals. 
First, stimuli containing a strong conflict signal are assumed to elicit more attentive 
processing than stimuli containing a weak conflict signal. Therefore, we tapped into the 
attention‐grabbing properties of the conflict signals. This feature of conflict signals can be 
measured by means of an adapted version of the emotional Stroop task (Mathews & 
MacLeod, 1985). The idea underlying the emotional Stroop task is that some words draw 
more attention than others, thereby interfering with the focal task of the Stroop, which is to 
name the color of the words. Thus, if the conflict signals in our intended strong conflict 
strength condition are indeed more attention‐grabbing than those in the other conditions, 
this should be reflected in the magnitude of the Stroop effect. 
A second key element of conflict is the negative tag that is associated with it 
(Botvinick, 2007; Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013; see also van Steenbergen 
et al., 2009). Thus, the misspelled words in the context of correctly spelled neutral words (i.e., 
strong conflict signal condition) should be evaluated more negatively than those in the other 
conditions, at least in an implicit evaluation test. To test this, we employed the Affect 
Misattribution Paradigm (AMP, Payne, Cheng, Govorun, & Stewart, 2005). In this task the 
misspelled and correctly spelled words to be used in our three conflict strength conditions 
were briefly presented, just before participants had to evaluate a briefly presented Chinese 
ideograph. If the conflict stimuli in the strong conflict condition indeed signal stronger 
conflict than those in the other conditions, and this is associated with negativity, this should 
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be reflected by a higher percentage of subsequent ideographs judged to be negative relative 
to positive, assuming that strong conflict signals are implicitly evaluated more negatively 
than moderate or weak conflict signals. 
The two key characteristics of conflict signals introduced above were both assessed 
by means of implicit measures. The term implicit is used here in the sense that these key 
characteristics are assumed to affect the participants’ responses in indirect ways, that is, 
either by delaying the response on the focal task (i.e., color naming in the Stroop task) or by 
vicariously affecting the evaluation of other stimuli (i.e., the Chinese ideographs in the 
AMP), respectively. However, it may be conjectured that other, more directly measured 
properties of the stimuli could also be indicative of conflict strength. For instance, strong 
conflict signals could possibly also lead to enhanced uncertainty about the proper response 
as reflected in mouse trajectories while responding to the stimuli, or to more negative 
evaluations in explicit evaluations of the stimuli. Therefore, for exploratory reasons, we also 
included two other tasks. 
Our third task was a mouse‐tracking task (e.g., Freeman & Ambady, 2010), in which 
we asked participants to indicate whether the spelling of the displayed word was right or 
wrong. It could be the case that a misspelled positive word in the context of neutral words 
would induce more response uncertainty (because its positive meaning makes it look more 
“right”) than the same words in the context of positive words, or than misspelled neutral 
words. Higher response uncertainty would be reflected in more curved mouse trajectories 
compared to stimuli with less or no response uncertainty for which mouse trajectories would 
follow a straighter line. 
Our fourth task was an explicit evaluation task, in which we simply asked 
participants to evaluate the pleasantness of the displayed words on a Likert scale. Stimuli 
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containing stronger conflict might explicitly be judged to be more negative than stimuli 
containing moderate or weak conflict. Because these last two tests are exploratory – we were 
unsure whether strength of conflict can be tapped in a valid way using explicit responses to 
the stimulus – these two measures were always administered last in our pilot study. 
Methods 
Participants and design. A total of 89 participants (69 females; Mage = 21.5) were 
randomly allocated to one of three conflict strength conditions (Strong, Moderate, and Weak) 
as between‐subjects factor, with conflict trials (misspelled words) versus no‐conflict trials 
(correctly spelled words) and flanker trial congruency (congruent versus incongruent) as 
within‐subjects factors. Participants were recruited via the online research participation 
system at Radboud University. None of the participants had reading problems and they all 
had Dutch as their mother tongue. The participants received either course credits or a gift 
certificate for participating. 
Materials and procedure. The tasks were run in a fixed order with a 30‐seconds break 
in‐between tasks. The first task was the modified emotional Stroop task, which was followed 
by the AMP. The third task was a mouse‐tracking paradigm, which was followed by an 
explicit evaluation task. All tasks were programmed in Inquisit. 
Modified emotional Stroop task. After a short introduction and a practice run of 8 
trials to familiarize the participants with the task, they received 80 trials each consisting of a 
word in one of four colors (blue, green, red, or yellow). The stimulus words used in the 
Stroop task consisted of the three sets of intended words (one set per conflict strength 
condition) varied between‐subjects and the words within each set were presented in random 
order. The specific combination of misspelled and correctly spelled words depended on the 
words to be used in the three conditions: (1) Strong conflict strength condition: Misspelled 
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positive words (e.g., goet, priema) versus correctly spelled neutral words (e.g., brood, bord); 
(2) Moderate conflict strength condition: Misspelled positive words (e.g., goet, priema) 
versus correctly spelled positive words (e.g., goed, prima); (3) Weak conflict strength 
condition: Misspelled neutral words (e.g., broot, bort) versus correctly spelled neutral words 
(e.g., brood, bord). The misspelled positive words in the strong and moderate conflict 
strength condition were the same words, and the correctly spelled positive words in the 
moderate conflict strength condition were similar to those used for the misspelled positive 
words. The correctly spelled neutral words in the strong and weak conflict condition were 
the same words, and the misspelled words in the weak conflict strength condition were the 
same as these except for the spelling error (see Figure 2.1).1 
 
 Misspelled words Correctly spelled words 
Strong conflict strength Positive valence 
e.g., “goet” (non-existent) 
Neutral valence 
e.g., “brood” (bread) 
Moderate conflict strength Positive valence 
e.g., “goet” (non-existent) 
Positive valence 
e.g., “prima” (fine) 
Weak conflict strength Neutral valence 
e.g., “broot” (non-existent) 
Neutral valence 
e.g., “bord” (plate) 
 
Figure 2.1. The specific combination of misspelled and correctly spelled words to be used in 
the three conflict strength conditions. Depicted prime words are examples drawn from the 
condition‐specific sets of 40 prime words each. 
 
                                                     
1 The list of stimuli used (plus a translation of these from Dutch to English) can be obtained from the 
first author. 
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containing stronger conflict might explicitly be judged to be more negative than stimuli 
containing moderate or weak conflict. Because these last two tests are exploratory – we were 
unsure whether strength of conflict can be tapped in a valid way using explicit responses to 
the stimulus – these two measures were always administered last in our pilot study. 
Methods 
Participants and design. A total of 89 participants (69 females; Mage = 21.5) were 
randomly allocated to one of three conflict strength conditions (Strong, Moderate, and Weak) 
as between‐subjects factor, with conflict trials (misspelled words) versus no‐conflict trials 
(correctly spelled words) and flanker trial congruency (congruent versus incongruent) as 
within‐subjects factors. Participants were recruited via the online research participation 
system at Radboud University. None of the participants had reading problems and they all 
had Dutch as their mother tongue. The participants received either course credits or a gift 
certificate for participating. 
Materials and procedure. The tasks were run in a fixed order with a 30‐seconds break 
in‐between tasks. The first task was the modified emotional Stroop task, which was followed 
by the AMP. The third task was a mouse‐tracking paradigm, which was followed by an 
explicit evaluation task. All tasks were programmed in Inquisit. 
Modified emotional Stroop task. After a short introduction and a practice run of 8 
trials to familiarize the participants with the task, they received 80 trials each consisting of a 
word in one of four colors (blue, green, red, or yellow). The stimulus words used in the 
Stroop task consisted of the three sets of intended words (one set per conflict strength 
condition) varied between‐subjects and the words within each set were presented in random 
order. The specific combination of misspelled and correctly spelled words depended on the 
words to be used in the three conditions: (1) Strong conflict strength condition: Misspelled 
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positive words (e.g., goet, priema) versus correctly spelled neutral words (e.g., brood, bord); 
(2) Moderate conflict strength condition: Misspelled positive words (e.g., goet, priema) 
versus correctly spelled positive words (e.g., goed, prima); (3) Weak conflict strength 
condition: Misspelled neutral words (e.g., broot, bort) versus correctly spelled neutral words 
(e.g., brood, bord). The misspelled positive words in the strong and moderate conflict 
strength condition were the same words, and the correctly spelled positive words in the 
moderate conflict strength condition were similar to those used for the misspelled positive 
words. The correctly spelled neutral words in the strong and weak conflict condition were 
the same words, and the misspelled words in the weak conflict strength condition were the 
same as these except for the spelling error (see Figure 2.1).1 
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Figure 2.1. The specific combination of misspelled and correctly spelled words to be used in 
the three conflict strength conditions. Depicted prime words are examples drawn from the 
condition‐specific sets of 40 prime words each. 
 
                                                     
1 The list of stimuli used (plus a translation of these from Dutch to English) can be obtained from the 
first author. 
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A fixation cross was shown for 200 milliseconds, after which a word in one of the ink 
colors appeared. Participants were asked to ignore the meaning of the word, and respond to 
the ink color in which the word was written. The word stayed on the screen until a response 
was given via the keyboard. Participants had to press one of four designated keys (D, F, J, K) 
that were paired to a certain color (they learned these pairings during the practice phase). 
Response latencies and correctness were registered. 
AMP. After a short introduction and a practice run of 10 trials to familiarize the 
participants with the task, they received 80 trials. A trial consisted of a word shown for 250 
milliseconds, a blank screen for 250 milliseconds, followed by a Chinese ideograph that was 
masked after 200 milliseconds. We employed the same sets of words per conflict strength 
condition as in the modified emotional Stroop task, and words within each set were 
presented in random order. Participants had to press one of two designated keys (A, L) to 
indicate their evaluation of the Chinese ideograph as either less positive or more positive 
than average, and were asked to ignore any other stimuli in a trial. 
Mousetracking task. After a short introduction and a practice run of 4 trials to 
familiarize the participants with the task, they received 40 trials. A trial started with a blank 
screen with a small rectangle at the bottom center of the screen, which denoted the start 
button. Upon clicking on the start button, participants saw a word in the center of the screen, 
and were asked to move the computer mouse to one of the two response buttons in the top 
corners of the screen. The left response button denoted the “wrong” response option (to be 
used to indicate wrong spelling), the right response button denoted the “right” response 
option (to be used to indicate correct spelling). When the mouse cursor hit one of these 
buttons, the trial ended. If participants exceeded the total response time limit (2 seconds) or 
exceeded the time limit to initiate the mouse movement (500ms), they were given feedback to 
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speed up responding in the following trials. We again employed the same pool of words as 
in the previous tasks, and words within each set were presented in random order. Mouse 
trajectories were recorded for each response. 
Explicit evaluation task. After a short introduction participants received 40 trials. A 
trial displayed a word in the center of the screen, and participants were asked to evaluate the 
pleasantness of reading the words on a 9‐point Likert scale (1 represented “not pleasant at all”, 
9 represented “very pleasant”). We again employed the same pool of words as in the previous 
tasks, and words within each set were presented in random order. 
Results 
Modified emotional Stroop task. Error trials were removed (5.1%). Within‐subjects 
RTs were removed when they deviated more than three times the standard deviation from 
the participant’s trial‐type‐specific means (1.6%). One between‐subjects outlier whose 
general average reaction time deviated more than three times the standard deviation from 
the sample’s mean was also removed from the data. The Stroop effect was calculated by 
subtracting RTs of trials with correctly spelled words from RTs of trials with misspelled 
words (thus, a higher score means more interference, or a stronger conflict signal). We 
subjected these Stroop effects to an ANOVA with Conflict strength (strong vs. moderate vs. 
weak) as between‐subjects factor. Results revealed a main effect of Conflict strength, F(2, 85) 
= 6.32, p < .01, η2 = .13. LSD pairwise comparisons showed that the condition with strong 
conflict strength (M = 40 ms) differed from the condition with weak conflict strength (M = ‐7 
ms), p = .001, 95% CI [20.67, 74.56], and from the condition with moderate conflict strength 
(M  = 10 ms), p = .03, 95% CI [3.45, 57.80]. The moderate strength condition did not differ 
significantly from the weak strength condition, p = .21 (see Figure 2.2, panel A). 
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A fixation cross was shown for 200 milliseconds, after which a word in one of the ink 
colors appeared. Participants were asked to ignore the meaning of the word, and respond to 
the ink color in which the word was written. The word stayed on the screen until a response 
was given via the keyboard. Participants had to press one of four designated keys (D, F, J, K) 
that were paired to a certain color (they learned these pairings during the practice phase). 
Response latencies and correctness were registered. 
AMP. After a short introduction and a practice run of 10 trials to familiarize the 
participants with the task, they received 80 trials. A trial consisted of a word shown for 250 
milliseconds, a blank screen for 250 milliseconds, followed by a Chinese ideograph that was 
masked after 200 milliseconds. We employed the same sets of words per conflict strength 
condition as in the modified emotional Stroop task, and words within each set were 
presented in random order. Participants had to press one of two designated keys (A, L) to 
indicate their evaluation of the Chinese ideograph as either less positive or more positive 
than average, and were asked to ignore any other stimuli in a trial. 
Mousetracking task. After a short introduction and a practice run of 4 trials to 
familiarize the participants with the task, they received 40 trials. A trial started with a blank 
screen with a small rectangle at the bottom center of the screen, which denoted the start 
button. Upon clicking on the start button, participants saw a word in the center of the screen, 
and were asked to move the computer mouse to one of the two response buttons in the top 
corners of the screen. The left response button denoted the “wrong” response option (to be 
used to indicate wrong spelling), the right response button denoted the “right” response 
option (to be used to indicate correct spelling). When the mouse cursor hit one of these 
buttons, the trial ended. If participants exceeded the total response time limit (2 seconds) or 
exceeded the time limit to initiate the mouse movement (500ms), they were given feedback to 
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speed up responding in the following trials. We again employed the same pool of words as 
in the previous tasks, and words within each set were presented in random order. Mouse 
trajectories were recorded for each response. 
Explicit evaluation task. After a short introduction participants received 40 trials. A 
trial displayed a word in the center of the screen, and participants were asked to evaluate the 
pleasantness of reading the words on a 9‐point Likert scale (1 represented “not pleasant at all”, 
9 represented “very pleasant”). We again employed the same pool of words as in the previous 
tasks, and words within each set were presented in random order. 
Results 
Modified emotional Stroop task. Error trials were removed (5.1%). Within‐subjects 
RTs were removed when they deviated more than three times the standard deviation from 
the participant’s trial‐type‐specific means (1.6%). One between‐subjects outlier whose 
general average reaction time deviated more than three times the standard deviation from 
the sample’s mean was also removed from the data. The Stroop effect was calculated by 
subtracting RTs of trials with correctly spelled words from RTs of trials with misspelled 
words (thus, a higher score means more interference, or a stronger conflict signal). We 
subjected these Stroop effects to an ANOVA with Conflict strength (strong vs. moderate vs. 
weak) as between‐subjects factor. Results revealed a main effect of Conflict strength, F(2, 85) 
= 6.32, p < .01, η2 = .13. LSD pairwise comparisons showed that the condition with strong 
conflict strength (M = 40 ms) differed from the condition with weak conflict strength (M = ‐7 
ms), p = .001, 95% CI [20.67, 74.56], and from the condition with moderate conflict strength 
(M  = 10 ms), p = .03, 95% CI [3.45, 57.80]. The moderate strength condition did not differ 
significantly from the weak strength condition, p = .21 (see Figure 2.2, panel A). 
CONFLICT STRENGTH AND CROSS-DOMAIN ADAPTATION
 
50 
AMP. We calculated the percentage of positive evaluations of the Chinese ideographs 
for each trial‐type. Subsequently, we calculated a difference score by subtracting the 
proportion of positive evaluations after misspelled words from the proportion of positive 
evaluations after correctly spelled words (thus, a higher score means more negative 
evaluations of the misspelled words, or a stronger conflict signal). We subjected the AMP 
scores to an ANOVA with Conflict strength (strong vs. moderate vs. weak) as between‐
subjects factor. Results revealed a main effect of Conflict strength, F(2, 86) = 4.09, p = .02, η2 = 
.09. LSD pairwise comparisons showed that the condition with strong conflict strength (M  = 
.11) significantly differed from the condition with weak conflict strength (M  = .00), p < .01, 
95% CI [‐0.19, ‐0.03], and marginally significantly from the condition with moderate conflict 
strength (M  = .04), p < .10, 95% CI [‐0.01, 0.14]. The moderate strength condition did not 
differ significantly from the weak strength condition, p = .24 (see Figure 2.2, panel A). 
Mousetracking task. Error trials and trials exceeding the response time limit were 
removed (4.5%). We aggregated the response trajectories, by first recoding all x‐coordinates 
to map every response to the same side irrespective of the actual choice (that is, we 
recalculated the mouse trajectories as if the correct response was always on the right side of 
the screen). These trajectory coordinates were then used to calculate the surface areas 
between participants’ mouse trajectories and a straight line between the begin‐ and endpoint 
of each trajectory (i.e., Area Under the Curve: AUC). Subsequently, we calculated a 
difference score subtracting the AUC of correctly spelled words from the AUC of misspelled 
words (thus, a higher score means a bigger difference in curvature, or a stronger conflict 
signal). We subjected these AUC difference scores to an ANOVA with Conflict strength 
(strong vs. moderate vs. weak) as between‐subjects factor. Results revealed no main effect of 
Conflict strength, F(2, 86) < 1. There were no significant differences between the strong 
 
51 
conflict strength condition (M = .04), the moderate conflict strength condition (M  = .00), and 
the weak conflict strength condition (M  = .03) (see Figure 2.2, panel B). 
Explicit evaluation task. We calculated the average evaluation of misspelled words 
and correctly spelled words. Subsequently, we calculated an evaluation difference score 
subtracting the average evaluation of misspelled words from the average evaluation of 
correctly spelled words (i.e., a higher score means a more negative evaluation of misspelled 
words relative to correctly spelled, or stronger conflict induced by these misspelled words). 
We subjected these explicit evaluation difference scores to an ANOVA with Conflict strength 
(strong vs. moderate vs. weak) as between‐subjects factor. Results revealed a main effect of 
Conflict strength, F(2, 86) = 6.62, p < .01, η2 = .13. LSD pairwise comparisons showed that the 
relative negativity of the conflict words in the strong conflict strength condition (M = 4.23) 
was marginally significantly less negative than in the moderate conflict strength condition 
(M = 4.86), p < .10, 95% CI [‐1.29, 0.03], and marginally more negative than in weak conflict 
strength condition (M = 3.66), p < .10, 95% CI [‐0.09, 1.23]. The relative negativity of the 
conflict words in the moderate strength condition was significantly more negative than in 
the weak strength condition, p < .001, 95% CI [0.54, 1.86]. So, in this task the moderate conflict 
strength condition showed the strongest difference in evaluation between misspelled and 
correctly spelled words, followed by the strong conflict strength condition and the weak 
conflict strength condition (see Figure 2.2, panel B). 
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AMP. We calculated the percentage of positive evaluations of the Chinese ideographs 
for each trial‐type. Subsequently, we calculated a difference score by subtracting the 
proportion of positive evaluations after misspelled words from the proportion of positive 
evaluations after correctly spelled words (thus, a higher score means more negative 
evaluations of the misspelled words, or a stronger conflict signal). We subjected the AMP 
scores to an ANOVA with Conflict strength (strong vs. moderate vs. weak) as between‐
subjects factor. Results revealed a main effect of Conflict strength, F(2, 86) = 4.09, p = .02, η2 = 
.09. LSD pairwise comparisons showed that the condition with strong conflict strength (M  = 
.11) significantly differed from the condition with weak conflict strength (M  = .00), p < .01, 
95% CI [‐0.19, ‐0.03], and marginally significantly from the condition with moderate conflict 
strength (M  = .04), p < .10, 95% CI [‐0.01, 0.14]. The moderate strength condition did not 
differ significantly from the weak strength condition, p = .24 (see Figure 2.2, panel A). 
Mousetracking task. Error trials and trials exceeding the response time limit were 
removed (4.5%). We aggregated the response trajectories, by first recoding all x‐coordinates 
to map every response to the same side irrespective of the actual choice (that is, we 
recalculated the mouse trajectories as if the correct response was always on the right side of 
the screen). These trajectory coordinates were then used to calculate the surface areas 
between participants’ mouse trajectories and a straight line between the begin‐ and endpoint 
of each trajectory (i.e., Area Under the Curve: AUC). Subsequently, we calculated a 
difference score subtracting the AUC of correctly spelled words from the AUC of misspelled 
words (thus, a higher score means a bigger difference in curvature, or a stronger conflict 
signal). We subjected these AUC difference scores to an ANOVA with Conflict strength 
(strong vs. moderate vs. weak) as between‐subjects factor. Results revealed no main effect of 
Conflict strength, F(2, 86) < 1. There were no significant differences between the strong 
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conflict strength condition (M = .04), the moderate conflict strength condition (M  = .00), and 
the weak conflict strength condition (M  = .03) (see Figure 2.2, panel B). 
Explicit evaluation task. We calculated the average evaluation of misspelled words 
and correctly spelled words. Subsequently, we calculated an evaluation difference score 
subtracting the average evaluation of misspelled words from the average evaluation of 
correctly spelled words (i.e., a higher score means a more negative evaluation of misspelled 
words relative to correctly spelled, or stronger conflict induced by these misspelled words). 
We subjected these explicit evaluation difference scores to an ANOVA with Conflict strength 
(strong vs. moderate vs. weak) as between‐subjects factor. Results revealed a main effect of 
Conflict strength, F(2, 86) = 6.62, p < .01, η2 = .13. LSD pairwise comparisons showed that the 
relative negativity of the conflict words in the strong conflict strength condition (M = 4.23) 
was marginally significantly less negative than in the moderate conflict strength condition 
(M = 4.86), p < .10, 95% CI [‐1.29, 0.03], and marginally more negative than in weak conflict 
strength condition (M = 3.66), p < .10, 95% CI [‐0.09, 1.23]. The relative negativity of the 
conflict words in the moderate strength condition was significantly more negative than in 
the weak strength condition, p < .001, 95% CI [0.54, 1.86]. So, in this task the moderate conflict 
strength condition showed the strongest difference in evaluation between misspelled and 
correctly spelled words, followed by the strong conflict strength condition and the weak 
conflict strength condition (see Figure 2.2, panel B). 
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Figure 2.2, panel A. Overview of the results on the two implicit tasks employed in the pilot 
study. Error bars represent 95% confidence interval. 
Figure 2.2, panel B. Overview of the results on the two explicit tasks employed in the pilot 
study. Error bars represent 95% confidence interval. 
 
Discussion 
The results of this pilot study showed that in the condition in which the conflict was 
expected to be strong (i.e., misspelled positive words in the context of correctly spelled 
neutral words), the Stroop effect was larger and the relative proportion of negative AMP 
classifications after conflict words was higher, compared to conditions in which conflict 
strength was expected to be moderate (i.e., misspelled positive words in the context of 
correctly spelled positive words) or weak (i.e., misspelled neutral words in the context of 
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correctly spelled neutral words). Note that the strength of the conflict signal of misspelled 
words was argued to depend on both the valence of these words (i.e., supposedly there is 
inherently more conflict in misspelled positive than misspelled neutral words) and the 
valence of the correctly spelled control words (i.e., misspelled positive words have a more 
positive connotation in the context of correctly spelled neutral words than in the context of 
correctly spelled positive words; cf. stimulus context theory, e.g., Parducci, 1965). The 
present findings may be argued to support this theoretical argument underlying our a priori 
distinction between strong conflict signals at the one hand, and moderate and weak conflict 
signals at the other hand. 
Interestingly, similar effects of conflict strength were not or more weakly obtained on 
tasks that assessed indicators of conflict strength using more explicit measures. First, we 
found no differences between conflict strength conditions on mouse trajectories obtained 
when participants judged the correctness of spelling of the words. Secondly, on the explicit 
evaluation task, the moderate conflict condition yielded the biggest differences between 
misspelled and correctly spelled words. Thus, while our implicit indicators of conflict 
corroborated the intended variation of conflict strength conditions, the more explicit 
measures failed to do so. 
It may be argued that implicit indicators of the strength of conflict signals, such as the 
Stroop and AMP effects, are more relevant for these conflict signals’ potential role in a 
conflict adaptation paradigm than explicit indicators based on direct responses to these 
stimuli. In the paradigm that we aim to use in Studies 2.1 and 2.2, the misspelled and 
correctly spelled words are merely passively viewed and do not require explicit responding. 
Thus, given that the mere perception of the conflict words suffices to reveal their attention 
grabbing properties (see the Stroop results) and the implicit negative tag associated with 
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Figure 2.2, panel A. Overview of the results on the two implicit tasks employed in the pilot 
study. Error bars represent 95% confidence interval. 
Figure 2.2, panel B. Overview of the results on the two explicit tasks employed in the pilot 
study. Error bars represent 95% confidence interval. 
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expected to be strong (i.e., misspelled positive words in the context of correctly spelled 
neutral words), the Stroop effect was larger and the relative proportion of negative AMP 
classifications after conflict words was higher, compared to conditions in which conflict 
strength was expected to be moderate (i.e., misspelled positive words in the context of 
correctly spelled positive words) or weak (i.e., misspelled neutral words in the context of 
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correctly spelled neutral words). Note that the strength of the conflict signal of misspelled 
words was argued to depend on both the valence of these words (i.e., supposedly there is 
inherently more conflict in misspelled positive than misspelled neutral words) and the 
valence of the correctly spelled control words (i.e., misspelled positive words have a more 
positive connotation in the context of correctly spelled neutral words than in the context of 
correctly spelled positive words; cf. stimulus context theory, e.g., Parducci, 1965). The 
present findings may be argued to support this theoretical argument underlying our a priori 
distinction between strong conflict signals at the one hand, and moderate and weak conflict 
signals at the other hand. 
Interestingly, similar effects of conflict strength were not or more weakly obtained on 
tasks that assessed indicators of conflict strength using more explicit measures. First, we 
found no differences between conflict strength conditions on mouse trajectories obtained 
when participants judged the correctness of spelling of the words. Secondly, on the explicit 
evaluation task, the moderate conflict condition yielded the biggest differences between 
misspelled and correctly spelled words. Thus, while our implicit indicators of conflict 
corroborated the intended variation of conflict strength conditions, the more explicit 
measures failed to do so. 
It may be argued that implicit indicators of the strength of conflict signals, such as the 
Stroop and AMP effects, are more relevant for these conflict signals’ potential role in a 
conflict adaptation paradigm than explicit indicators based on direct responses to these 
stimuli. In the paradigm that we aim to use in Studies 2.1 and 2.2, the misspelled and 
correctly spelled words are merely passively viewed and do not require explicit responding. 
Thus, given that the mere perception of the conflict words suffices to reveal their attention 
grabbing properties (see the Stroop results) and the implicit negative tag associated with 
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them (see the AMP results), it seems likely that we can successfully manipulate conflict 
strength by presenting misspelled and correctly spelled positive and neutral words in the 
specific combinations used in our three conflict strength conditions. In the following two 
studies these now validated sets of words will be presented preceding the critical flanker 
trials in a conflict adaptation paradigm to investigate the circumstances under which cross‐
domain conflict adaptation might occur. 
Study 2.1 
Methods 
Participants and design. A total of 150 participants (127 females; Mage = 21.7) were 
allocated to a mixed design with Conflict (correctly vs. incorrectly spelled words) and Target 
(congruent flanker vs. incongruent flanker) as within‐subjects factors and with Conflict 
strength (strong vs. moderate vs. weak) as between‐subjects factor. Participants were 
recruited via the online research participation system at Radboud University. None of the 
participants had reading problems and they all had Dutch as their mother tongue. The 
participants received either course credits or a gift certificate for participating. 
Materials and procedure. The experiment was programmed in Inquisit. After a short 
introduction and practice run of 12 trials to familiarize the participants with the flanker task, 
they received 80 trials each consisting of a word preceding a flanker trial. Half of the 40 
words were correctly spelled words (non‐conflicting) and half were misspelled words 
(conflicting), and all words were presented twice. Also, half of the flanker trials was 
incongruent and the other half was congruent. The flanker stimuli were five arrows in which 
the four peripheral arrows either pointed in the same direction as the central arrow 
(congruent, e.g., > > > > >) or in the opposite direction (incongruent, e.g., > > < > >). As a 
result, there were four relevant trial‐types, namely correctly spelled words followed by an 
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incongruent flanker trial (cI), or a congruent flanker trial (cC), and misspelled words 
followed by an incongruent flanker trial (mI) or a congruent flanker trial (mC), and as such 
resembles the typical trial‐type characteristics of a conflict adaptation paradigm. These four 
trial‐types were presented equally frequently in random order. Participants were asked to 
indicate the direction of the central arrow in each flanker trial, while ignoring the words 
preceding them. Words were shown for 500ms, followed by a blank screen for 800ms, after 
which the target flanker appeared.2 The flanker stimulus remained on screen until a response 
was given. Between trials (inter‐trial interval, ITI), a blank screen was shown for 1500ms (see 
Figure 2.3 for an overview of the design). 
In the actual study, our three conflict strength conditions were administered in 
consecutive weeks: (1) Strong conflict strength condition: Misspelled positive words (e.g. 
goet, priema) versus correctly spelled neutral words (e.g. brood, bord), N = 50; (2) Moderate 
conflict strength condition: Misspelled positive words (e.g., goet, priema) versus correctly 
spelled positive words (e.g., goed, prima) , N = 50; (3) Weak conflict strength condition: 
Misspelled neutral words (e.g., broot, bort) versus correctly spelled neutral words (e.g., 
brood, bord) , N = 50. 
   
                                                     
2 To get a sensible estimate of the optimal Stimulus Onset Asynchrony (SOA), we conducted a small 
pilot study (N = 10). To maximize the conflict, words in this pilot study consisted of misspelled 
positive words and correctly spelled neutral words (i.e., the strong conflict strength condition). Based 
on the results of this small pretest, we chose an SOA of 1300ms (500ms prime, followed by 800ms 
blank screen) in both Study 2.1 and 2.2. 
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preceding them. Words were shown for 500ms, followed by a blank screen for 800ms, after 
which the target flanker appeared.2 The flanker stimulus remained on screen until a response 
was given. Between trials (inter‐trial interval, ITI), a blank screen was shown for 1500ms (see 
Figure 2.3 for an overview of the design). 
In the actual study, our three conflict strength conditions were administered in 
consecutive weeks: (1) Strong conflict strength condition: Misspelled positive words (e.g. 
goet, priema) versus correctly spelled neutral words (e.g. brood, bord), N = 50; (2) Moderate 
conflict strength condition: Misspelled positive words (e.g., goet, priema) versus correctly 
spelled positive words (e.g., goed, prima) , N = 50; (3) Weak conflict strength condition: 
Misspelled neutral words (e.g., broot, bort) versus correctly spelled neutral words (e.g., 
brood, bord) , N = 50. 
   
                                                     
2 To get a sensible estimate of the optimal Stimulus Onset Asynchrony (SOA), we conducted a small 
pilot study (N = 10). To maximize the conflict, words in this pilot study consisted of misspelled 
positive words and correctly spelled neutral words (i.e., the strong conflict strength condition). Based 
on the results of this small pretest, we chose an SOA of 1300ms (500ms prime, followed by 800ms 
blank screen) in both Study 2.1 and 2.2. 
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Figure 2.3. Overview of the experimental procedure of Study 2.1. Depicted prime words are 
examples drawn from the condition‐specific sets of 40 prime words each. 
 
Results 
RTs of incorrect responses were removed (3.4%). RTs were log‐transformed (for 
clarity, we present means of non‐transformed RTs). Within‐subject RTs were removed when 
they deviated more than three times the standard deviation from the participant’s trial‐type‐
specific means (0.7%). Two subjects were removed because their average RT deviated more 
than three times the standard deviation from the sample’s general RT mean.3 The log‐
transformed RTs were subjected to a mixed model ANOVA with Conflict (correctly spelled 
vs. incorrectly spelled) and Target (congruent flanker vs. incongruent flanker) as within‐
subjects factors and with Conflict strength (strong vs. moderate vs. weak) as between‐
                                                     
3 The pattern of significant and nonsignificant results did not change when these participants 
remained included in the analysis. 
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Weak conflict strength condition
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subjects factor. The Conflict × Target × Conflict strength interaction was significant, F(2, 145) 
= 6.32, p = .002, η2 = .08 (see Figure 2.4). To assess the nature of this effect, conflict adaptation 
scores were calculated by subtracting the congruency effect after conflict words (i.e., 
misspelled words) from the congruency effect after no‐conflict words (i.e., correctly spelled 
words). We tested this conflict adaptation contrast between conditions and within each 
condition. LSD pairwise comparisons on the conflict adaptation scores showed that the 
conflict adaptation effect in the strong conflict strength condition (M = 14 ms) was 
significantly larger than in the weak conflict strength condition (M = ‐11 ms), p < .01, 95% CI 
[12.03, 38.84], but did not significantly differ from that in the moderate conflict strength 
condition (M = 4 ms), p = .11, 95% CI [‐2.51, 24.17]. The conflict adaptation effect in the 
moderate conflict strength condition was significantly larger than in the weak conflict 
strength condition, p < .04, 95% CI [1.27, 27.95]. 
Finally, t‐tests were used to establish whether the conflict adaptation effect within 
each condition significantly differed from 0. Results showed that only in the strong conflict 
strength condition, the conflict adaptation score was significantly larger than 0, t(48) = 4.16, p 
< .01, 95% CI [7.81, 21.06]. The conflict adaptation score in the moderate conflict strength 
condition did not differ from 0 (p = .26), nor did the score in the weak conflict strength 
condition (p = .14). 
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Figure 2.4, panel A. Mean RTs (ms) in the strong conflict strength condition of Study 2.1. Error 
bars represent 95% confidence interval. 
Figure 2.4, panel B. Mean RTs (ms) in the moderate conflict strength condition of Study 2.1. 
Error bars represent 95% confidence interval. 
Figure 2.4, panel C. Mean RTs (ms) in the weak conflict strength condition of Study 2.1. Error 
bars represent 95% confidence interval. 
 
Discussion 
The results of Study 2.1 reveal that only participants in the strong conflict strength 
condition showed a conflict adaptation effect. No evidence for a conflict adaptation effect 
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was found in the moderate and weak conflict strength conditions. These results illustrate the 
role of conflict strength as a moderator of cross‐domain conflict‐adaptation. Note that in our 
pilot study, the conflict words in the strong conflict condition had significantly more impact 
on the key characteristics of conflict signals than those in the moderate and weak strength 
condition. In a way, the results of the pilot study and Study 2.1 together provide support 
both for the validity of our theoretical argument based on stimulus context theory (e.g., 
Parducci, 1965) and for the selection of two key indicators of conflict strength, viz. attention‐
grabbing potential and aversiveness. 
Most importantly, the results of Study 2.1 show that there can be truly cross‐domain 
conflict adaptation (i.e., the control impact of conflict signals can be transferred from a 
linguistic domain (word spelling) to a symbolic domain (flanker task) provided that the 
conflict signal is strong enough. 
Study 2.1, however, has two important limitations. First, as a methodological 
shortcoming, the three conflict strength conditions were ran in consecutive weeks, which is 
at variance with random allocation to experimental conditions. We aimed to remedy this in 
Study 2.2 by randomly allocating participants to conditions. Secondly, in the strong conflict 
strength condition the misspelled words were based on positive words, while the correctly 
spelled words were based on neutral words. Although this combination yields a strong 
conflict signal, as confirmed in the pilot study, it is unclear whether the observed effects were 
due to the conflict strength of the primes, or to the mere contrast between positive and 
neutral words in the strong conflict condition. To control for that potential confound, we 
checked whether mere valence could have caused the effect. Therefore we aimed to compare 
the Congruency Sequence Effect (CSE) of the ‘strong conflict signal condition’ (misspelled 
positive words) contrasted with non‐conflict (in correctly spelled neutral words) with a mock 
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Figure 2.4, panel A. Mean RTs (ms) in the strong conflict strength condition of Study 2.1. Error 
bars represent 95% confidence interval. 
Figure 2.4, panel B. Mean RTs (ms) in the moderate conflict strength condition of Study 2.1. 
Error bars represent 95% confidence interval. 
Figure 2.4, panel C. Mean RTs (ms) in the weak conflict strength condition of Study 2.1. Error 
bars represent 95% confidence interval. 
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was found in the moderate and weak conflict strength conditions. These results illustrate the 
role of conflict strength as a moderator of cross‐domain conflict‐adaptation. Note that in our 
pilot study, the conflict words in the strong conflict condition had significantly more impact 
on the key characteristics of conflict signals than those in the moderate and weak strength 
condition. In a way, the results of the pilot study and Study 2.1 together provide support 
both for the validity of our theoretical argument based on stimulus context theory (e.g., 
Parducci, 1965) and for the selection of two key indicators of conflict strength, viz. attention‐
grabbing potential and aversiveness. 
Most importantly, the results of Study 2.1 show that there can be truly cross‐domain 
conflict adaptation (i.e., the control impact of conflict signals can be transferred from a 
linguistic domain (word spelling) to a symbolic domain (flanker task) provided that the 
conflict signal is strong enough. 
Study 2.1, however, has two important limitations. First, as a methodological 
shortcoming, the three conflict strength conditions were ran in consecutive weeks, which is 
at variance with random allocation to experimental conditions. We aimed to remedy this in 
Study 2.2 by randomly allocating participants to conditions. Secondly, in the strong conflict 
strength condition the misspelled words were based on positive words, while the correctly 
spelled words were based on neutral words. Although this combination yields a strong 
conflict signal, as confirmed in the pilot study, it is unclear whether the observed effects were 
due to the conflict strength of the primes, or to the mere contrast between positive and 
neutral words in the strong conflict condition. To control for that potential confound, we 
checked whether mere valence could have caused the effect. Therefore we aimed to compare 
the Congruency Sequence Effect (CSE) of the ‘strong conflict signal condition’ (misspelled 
positive words) contrasted with non‐conflict (in correctly spelled neutral words) with a mock 
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CSE consisting of a contrast between just positive words (correctly spelled) and neutral 
words (correctly spelled). This way, we could disentangle the contributions to the observed 
effect from the spelling of these words (wrong versus correct) from their valence (positive 
versus neutral). Although this alternative account is unlikely given previous studies on 
positive affect and conflict adaptation (e.g., van Steenbergen et al., 2009), we aimed to rule 
out this potential alternative explanation in Study 2.2.  
In Study 2.2 we compared conflict adaptation in two conditions: (1) Misspelled 
positive words versus correctly spelled neutral words preceding flanker trials (as in the 
strong conflict condition in Study 2.1), and (2) correctly spelled positive words versus 
correctly spelled neutral words. Thus, in one condition the positive words were misspelled 
(signaling conflict), and in the other condition they were correctly spelled (not signaling 
conflict), while keeping the context in both conditions the same (correctly spelled neutral 
words). This way, it can be established whether merely passively viewing positive versus 
neutral words caused the effect of ‘strong conflict signals’ in Study 2.1, or whether 
misspelling the former was crucial for the effect to occur. Furthermore, Study 2.2 served as a 
replication to confirm that true cross‐domain conflict adaptation given strong conflict signals 
is a robust phenomenon. 
Study 2.2 
Methods 
Participants and design. A total of 103 participants (85 females; Mage = 20.5) were 
randomly allocated to the conditions of a mixed design with Conflict signal (misspelled vs. 
correctly spelled positive words) as between‐subjects factor and Word valence (neutral 
versus positive words) and Target (congruent flanker vs. incongruent flanker) as within‐
subjects factors. Participants were recruited via the online research participation system at 
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Radboud University. None of the participants had reading problems and they all had Dutch 
as their mother tongue. The participants received either course credits or a gift certificate for 
participating. 
Materials and procedure. We used the same procedure as in Study 2.1 with three 
changes: First, allocation of participants to experimental condition was now truly random. 
Secondly, the moderate and weak conflict conditions were removed from the design. 
Thirdly, next to the strong conflict condition as in Study 2.1 – which was retained –, we 
implemented a new condition in which the same words were used as in the strong conflict 
condition, but now with the positive words being correctly spelled. This condition was 
labeled ‘correctly spelled positive words’. Thus, now we have – as a between‐subjects factor 
– the misspelled positive word condition with misspelled positive words (e.g., “goet”) versus 
the correctly spelled words condition with the same words correctly spelled (e.g., “goed”). 
Both conditions use the same correctly spelled neutral words (e.g., “brood”) as within‐
subjects control words. The within‐subjects factor is now re‐labeled as Word valence, 
because technically in the ‘correctly spelled positive words’ condition, there is no ‘conflict 
signal’. Apart from these changes, procedures and materials were identical to those of Study 
2.1. 
Results 
RTs of incorrect responses were removed (2.7%). RTs were log‐transformed (for 
clarity, we present means of non‐transformed RTs). Within‐subject outlier RTs were removed 
when they deviated more than three times the standard deviation from the participant’s 
trial‐type‐specific means (0.7%). The data of one participant were removed because the 
average RT of this participant deviated more than three times the standard deviation from 
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the sample’s general RT mean.4 The RTs were subjected to a mixed model ANOVA with 
Word valence (neutral vs. positive words) and Target (congruent flanker vs. incongruent 
flanker) as within‐subjects factors and with Conflict signal (misspelled vs. correctly spelled 
positive words) as between‐subjects factor. The interaction of Word valence × Target × 
Conflict signal was significant, F(1, 100) = 17.88, p < .001, η2 = .15 (see Figure 2.5). 
 
 
 
Figure 2.5, panel A. Mean RTs (ms) in the condition with misspelled positive words of Study 
2.2. Error bars represent 95% confidence interval. 
Figure 2.5, panel B. Mean RTs (ms) in the condition with correctly spelled positive words of 
Study 2.2. Error bars represent 95% confidence interval. 
 
To interpret this effect, ‘conflict adaptation’ scores were calculated, as in Study 2.1, by 
subtracting the congruency effect after positive words (i.e., misspelled versus correctly 
                                                     
4 The pattern of significant and nonsignificant results did not change when this participant remained 
included in the analysis. 
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spelled positive words) from the congruency effect after no‐conflict words (i.e., correctly 
spelled neutral words). We tested this adaptation contrast between conditions and within 
each condition. LSD pairwise comparisons showed that ‘conflict adaptation’ in the 
misspelled positive word condition (M = 12 ms) was larger than in the correctly spelled 
positive word condition (M = ‐10 ms), p < .001, 95% CI [12.49, 32.91]. 
Subsequent t‐tests showed that the conflict adaptation score was significantly larger 
than zero in the misspelled positive word condition, t(50) = 2.91, p < .01, 95% CI [4.71, 19.86], 
while it was significantly lower than zero in the correctly spelled positive word condition, 
t(50) = ‐3.08, p < .01, 95% CI [‐17.44, ‐3.39]. Note that in the correctly spelled positive word 
condition, the ‘conflict adaptation’ score has a significantly negative value, which indicates 
that there is actually a larger congruency effect after a correctly spelled positive word than 
after a correctly spelled neutral word. 
Discussion 
In Study 2.2 we replicated the finding of Study 2.1 showing that cross‐domain conflict 
adaptation does occur given a sufficiently strong conflict signal (e.g., misspelled positive 
words in the context of correctly spelled neutral words). In addition, in Study 2.2 we showed 
that this effect is due to the conflict that is inherent in positive words that have a spelling 
error, and cannot be attributed to the difference in valence between the conflict words and 
the neutral control words. Actually, in contrast, passively viewing a positive word without a 
spelling error – in the context of neutral correctly spelled words – elicits an increased 
congruency effect in subsequent flanker trials. Although we did not predict this reversal per 
se, it is line with cognitive tuning accounts (Holland, de Vries, Hermsen, & van 
Knippenberg, 2011; Koch et al., 2009; Koch et al., 2008; Schwarz, 2002; van Steenbergen et al., 
2009), in which positive cues (e.g., happy mood, approach bodily movements) actually 
CHAPTER 2
C
h
ap
te
r
 2
 
62 
the sample’s general RT mean.4 The RTs were subjected to a mixed model ANOVA with 
Word valence (neutral vs. positive words) and Target (congruent flanker vs. incongruent 
flanker) as within‐subjects factors and with Conflict signal (misspelled vs. correctly spelled 
positive words) as between‐subjects factor. The interaction of Word valence × Target × 
Conflict signal was significant, F(1, 100) = 17.88, p < .001, η2 = .15 (see Figure 2.5). 
 
 
 
Figure 2.5, panel A. Mean RTs (ms) in the condition with misspelled positive words of Study 
2.2. Error bars represent 95% confidence interval. 
Figure 2.5, panel B. Mean RTs (ms) in the condition with correctly spelled positive words of 
Study 2.2. Error bars represent 95% confidence interval. 
 
To interpret this effect, ‘conflict adaptation’ scores were calculated, as in Study 2.1, by 
subtracting the congruency effect after positive words (i.e., misspelled versus correctly 
                                                     
4 The pattern of significant and nonsignificant results did not change when this participant remained 
included in the analysis. 
A
B
350
400
450
500
550
600
evitisoplartuen
Re
ac
tio
n 
tim
e 
(m
s)
Prime valence
congruent Flanker
incongruent Flanker
350
400
450
500
550
600
evitisoplartuen
Re
ac
tio
n 
tim
e 
(m
s)
Prime valence
congruent Flanker
incongruent Flanker
 
63 
spelled positive words) from the congruency effect after no‐conflict words (i.e., correctly 
spelled neutral words). We tested this adaptation contrast between conditions and within 
each condition. LSD pairwise comparisons showed that ‘conflict adaptation’ in the 
misspelled positive word condition (M = 12 ms) was larger than in the correctly spelled 
positive word condition (M = ‐10 ms), p < .001, 95% CI [12.49, 32.91]. 
Subsequent t‐tests showed that the conflict adaptation score was significantly larger 
than zero in the misspelled positive word condition, t(50) = 2.91, p < .01, 95% CI [4.71, 19.86], 
while it was significantly lower than zero in the correctly spelled positive word condition, 
t(50) = ‐3.08, p < .01, 95% CI [‐17.44, ‐3.39]. Note that in the correctly spelled positive word 
condition, the ‘conflict adaptation’ score has a significantly negative value, which indicates 
that there is actually a larger congruency effect after a correctly spelled positive word than 
after a correctly spelled neutral word. 
Discussion 
In Study 2.2 we replicated the finding of Study 2.1 showing that cross‐domain conflict 
adaptation does occur given a sufficiently strong conflict signal (e.g., misspelled positive 
words in the context of correctly spelled neutral words). In addition, in Study 2.2 we showed 
that this effect is due to the conflict that is inherent in positive words that have a spelling 
error, and cannot be attributed to the difference in valence between the conflict words and 
the neutral control words. Actually, in contrast, passively viewing a positive word without a 
spelling error – in the context of neutral correctly spelled words – elicits an increased 
congruency effect in subsequent flanker trials. Although we did not predict this reversal per 
se, it is line with cognitive tuning accounts (Holland, de Vries, Hermsen, & van 
Knippenberg, 2011; Koch et al., 2009; Koch et al., 2008; Schwarz, 2002; van Steenbergen et al., 
2009), in which positive cues (e.g., happy mood, approach bodily movements) actually 
CONFLICT STRENGTH AND CROSS-DOMAIN ADAPTATION
 
64 
down‐regulate resources. Positive words may also function as a positive cue by which 
resources are temporarily down‐regulated and increase congruency effects on following 
flanker trials. 
To summarize, in the present study we again showed the domain‐general character of 
conflict‐monitoring. Using misspelled positive words as conflict cues in the context of 
correctly spelled neutral words reduced the congruency effect in subsequent flanker trials 
compared to cueing with correctly spelled positive words as no‐conflict control words. Thus, 
given the conflict signal is strong enough, conflict adaptation can cross boundaries between 
quite different task domains. 
General discussion 
In the present research, we showed (1) that conflict adaptation can cross from a 
semantic domain (with perceptual conflict) to a symbolic domain (with response conflict), 
provided (2) that the conflict signal is strong enough, for instance, misspelled positive words 
in the context of correctly spelled neutral words. In conditions in which the conflict signal 
was weak no conflict adaptation effect was observed. Also, if the word merely consisted of 
positive words in the context of neutral words (i.e., a positive signal), this actually elicited an 
increased congruency effect in flanker trials following this signal. 
Our findings are in line with recent findings on the domain‐generality of conflict 
adaptation (Kan et al., 2013). Kan and colleagues showed in a series of experiments that the 
conflict monitoring system is capable of deploying control processes to a task (in their case, a 
Stroop task) even when the conflict signal originated from a quite different domain (i.e., 
linguistic or perceptual ambiguity). Furthermore, in their second study they showed that the 
higher the perceptual ambiguity participants experienced (i.e., seeing more alternations 
during passive viewing of Necker cubes), the higher the subsequent conflict‐driven accuracy 
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was. However, as suggested earlier, the reported correlation could have been spuriously due 
to a third factor (e.g., individual differences in conflict sensitivity). Thus, although Kan and 
colleagues showed that individual differences in perceived conflict (i.e., experienced 
reversals) co‐varied with the cross‐domain conflict adaptation effect they obtained, the 
causal role of conflict strength was not yet clearly established. In the present study, by 
experimentally manipulating conflict strength, we showed that a sufficiently strong conflict 
signal is necessary to find cross‐domain conflict adaptation. That is, weak conflict signals did 
not evoke cross‐domain conflict adaptation while strong conflict signals did. 
Although not the main issue in the present article, it is of interest to consider what 
characterizes strong conflict. In the pilot study we investigated the effects of our three levels 
of conflict strength on what we argued to be two key features of strong conflict signals, that 
is, strong conflict signals are assumed to draw attention and to be aversive. Considering that 
conflict signals operate in a tacit way – that is, they presumably impact subsequent task 
performance outside participants’ awareness – we expected conflict signal strength to 
primarily affect implicit indicators of the signals’ attention grabbing potential and 
aversiveness (as, e.g., indicated by Stroop effects and AMP effects, respectively). In our pilot 
study we also checked in an exploratory fashion whether or not conflict strength would 
affect explicit measures (e.g., the conflict between two explicit response options as measured 
by mouse‐trajectories and explicit evaluations). We found that our intended conflict strength 
manipulation, based on misspelled positive and neutral words in the context of correctly 
spelled neutral and positive words, affected the implicit indicators of conflict in line with our 
expectations, but not the explicit ones. It may be of interest in future research to study the 
diagnostic features of conflict signals more extensively, particularly with a focus on the 
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down‐regulate resources. Positive words may also function as a positive cue by which 
resources are temporarily down‐regulated and increase congruency effects on following 
flanker trials. 
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quite different task domains. 
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higher the perceptual ambiguity participants experienced (i.e., seeing more alternations 
during passive viewing of Necker cubes), the higher the subsequent conflict‐driven accuracy 
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conditions under which within‐ and between‐task domains conflict adaptation may be 
obtained (or not) in currently employed experimental paradigms. 
In search of the crucial features of strong conflict signals, it may be worthwhile to 
reflect on the possible distinct contributions of the aversiveness and attention‐grabbing 
potential of signals to their conflicting nature. Note that these features usually co‐vary. For 
example, many studies have found evidence that negative stimuli both attract attention (e.g., 
Öhman, Flykt, & Esteves, 2001; Pratto & John, 1991; Winskel, 2013) and evoke negative 
evaluations (e.g., Deutsch, Kordts‐Freudinger, Gawronski, & Strack, 2009). This could mean 
that the present results, instead of showing that differences in conflict strength modulate 
adaptation, show that difference in aversiveness of the preceding cue modulate subsequent 
adaptation. Thus, if negative stimuli always draw attention (but see, e.g., Rothermund, 
Wentura, & Bak, 2001; Wentura, Rothermund, & Bak, 2000), negativity could be the critical 
feature of conflict signals (e.g., van Steenbergen et al., 2009). It may, therefore, be worthwhile 
to consider the use of correctly spelled negative words as conflict cues, as presenting such 
words might yield similar results to the ones we obtained in the present paper (but see Fritz, 
Fischer, & Dreisbach, 2015). 
Nevertheless, attention grabbing potential and aversiveness do not always go 
together. For example, depending on goal states, positive information could also draw 
attention (cf. Cunningham, Van Bavel, & Johnsen, 2008). Indeed, cues for relatively high 
monetary rewards were shown to enhance focus and performance on subsequent cognitive 
control tasks (e.g., Bijleveld, Custers, & Aarts, 2011; Pessiglione et al., 2007; Veling & Aarts, 
2010; Zedelius, Veling, & Aarts, 2011a, 2011b). It is possible and perhaps even likely that the 
positive correctly spelled words in Study 2.2 were attention grabbing (in the context of 
neutral words), but at the same time they were probably not indicative of reward value, 
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which seems essential to boost performance in subsequent tasks (Zedelius et al., 2011a, 
2011b). If these positive cues would have had reward value, they also might have been 
capable of enhancing performance on subsequent tasks. It thus could be the case that there 
are two distinct routes to boost performance in subsequent tasks: (1) A route in which 
conflict signals (carrying a negative tag) elicit resource recruitment to the benefit of 
performance in a subsequent task, and (2) a route in which reward signals (carrying a 
positive tag) yield the same effect but through a different process. Future work should be 
directed at investigating the differences and similarities between resource allocation 
processes triggered by the punishment system (e.g., conflict cues) and the reward system 
(e.g., reward cues). 
Another potentially interesting factor concerns the time between conflict signal onset 
and subsequent cognitive task (stimulus onset asynchrony: SOA) as a moderator of conflict 
adaptation. On the one hand, it is conceivable that if the time between conflict signal onset 
and task is very short (e.g., SOAs < 200 ms including negative SOAs), the attention grabbing 
and aversive signal could easily interfere with performance on the subsequent task. In such 
cases, the conflict signal might act as a distractor – or cognitive load – increasing the 
magnitude of the congruency effect on the subsequent target (see Padmala et al., 2011; cf. 
Fritz & Dreisbach, 2014). On the other hand, SOAs could also be too long (e.g., exceeding 
several seconds) to the effect that recruited resources after the initial conflict signal might 
have already been down‐regulated, nullifying any adaptation effect. There is probably an 
optimal SOA, long enough to ensure that cognitive resources have been fully mobilized, and 
short enough to preclude any substantial down‐regulation of resources, such that the 
subsequent task optimally benefits from the induced cognitive resources. By varying SOA‐
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levels, future research could reveal under which temporal distances – probably as a function 
of conflict strength – optimal conflict adaptation occurs. 
In sum, by investigating the influence of words varying in conflict strength on flanker 
task performance, we showed that conflict adaptation is domain general, provided that the 
conflict signal is sufficiently strong. These findings demonstrate that, in line with a unitary 
view on conflict monitoring, performance in one cognitive domain can benefit from 
resources raised in another decisively different domain. 
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Abstract 
Top‐down attentional control has been shown to be modulated by the presence or absence of 
anteceding conflict signals. This process is called conflict adaptation. We aimed to extend 
research on moderators of conflict adaptation by investigating a somewhat neglected factor: 
The time between conflict signal onset and current trial onset (stimulus‐onset‐asynchrony: 
SOA). From a resource allocation perspective it may be argued that there is an optimal time 
window in which conflict adaptation effects may occur, that is, with an SOA long enough to 
ensure fully mobilized resources, and short enough to precede the eventual down‐regulation 
of these resources. In the present research we employed a prime‐probe conflict adaptation 
paradigm, thereby evading the complicating factor of requiring a response to the conflict 
signal, which might compromise the precise establishment of optimal signal‐to‐task SOAs. 
Using misspelled positive words as conflict cues preceding flanker stimuli and varying the 
SOA at multiple levels ranging from 600 ms to 2700 ms, we showed across two studies 
conflict adaptation to occur only at intermediate levels of SOA. Conflict adaptation was 
found to be a quadratic function of SOA, with significant adaptation effects at SOAs of 1300 
ms and 1650 ms, and no indication of adaptation effects at shorter and longer SOAs. Our 
findings thus show that the time between conflict signal onset and subsequent task is a 
critical factor in conflict adaptation, and – as a replication of earlier findings – that cross‐
domain conflict adaptation can occur from a linguistic domain (word spelling) to a symbolic 
domain (flanker task). 
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When people encounter cognitive conflict their cognitive system up‐regulates 
attentional control to resolve it and prepare for possible further conflicts. As an explanation, 
conflict monitoring theory proposes that internal processing conflicts constitute control‐
recruiting signals in the regulation of conflict situations, producing the so‐called conflict 
adaptation effect (Botvinick et al., 2001; Gratton et al., 1992; Ullsperger et al., 2005). Such 
internal processing conflicts may arise from multiple sources, for instance from having to 
respond to ambiguous information (i.e., response conflict, e.g., within Stroop, flanker, and 
Simon tasks, Egner, 2008; Kerns et al., 2004; Mayr, 2004; Stürmer et al., 2002) or from merely 
perceiving ambiguous information (i.e., representational conflict, e.g., Hengstler, Holland, de 
Laat, van Steenbergen, & van Knippenberg, under review; Kan et al., 2013). 
Since the pioneering studies by Gratton and colleagues (1992), many studies have 
elucidated the processes underlying conflict adaptation (for an overview, see Braem, 
Abrahamse, et al., 2014; Duthoo, Abrahamse, et al., 2014b). First, it seems that conflict 
adaptation is not only obtained when conflict signals originate from the same task (e.g., 
Egner, 2008), but conflict signals coming from other domains can also instigate conflict 
adaptation. For example, Freitas and colleagues observed adaptation effects between Stroop 
and flanker tasks (Freitas et al., 2007). Secondly, conflict adaptation has also been observed in 
paradigms in which the initiating conflict signal did not require a response, both within a 
single task (e.g., within a Stroop task, Tang, Hu, Li, Zhang, & Chen, 2013) and in paradigms 
where the conflict signals originated from a different domain (e.g., Kan et al., 2013). Thirdly, 
a number of important moderators of conflict adaptation have been examined, including 
mood and affective states (e.g., Kuhbandner & Zehetleitner, 2011; Padmala et al., 2011; 
Saunders & Inzlicht, in press; van Steenbergen et al., 2010), rewards (Braem, Hickey, et al., 
2014; Krebs et al., 2010; Stürmer, Nigbur, Schacht, & Sommer, 2011; van Steenbergen et al., 
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where the conflict signals originated from a different domain (e.g., Kan et al., 2013). Thirdly, 
a number of important moderators of conflict adaptation have been examined, including 
mood and affective states (e.g., Kuhbandner & Zehetleitner, 2011; Padmala et al., 2011; 
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2009), approach vs. avoidance motivational state (Hengstler, Holland, van Steenbergen, & 
van Knippenberg, 2014; Nash, Inzlicht, & McGregor, 2012), action‐ vs. state‐orientation 
(Fischer, Plessow, Dreisbach, & Goschke, 2014; Koole, Jostmann, & Baumann, 2012), 
awareness (Ansorge, Fuchs, Khalid, & Kunde, 2011), and conflict strength (Forster, Carter, 
Cohen, & Cho, 2011; Hengstler, Holland, de Laat, et al., under review; Kan et al., 2013; 
Wendt et al., 2014). 
Several researchers proposed explanations of adaptation effects. Some suggested that 
adaptation effects are an artifact of feature binding (e.g., Hommel, Proctor, et al., 2004; Mayr, 
2004), such that the observed pattern could be ascribed to the mere facilitation and 
interference effects of specific stimulus sequences (although adaptation effects have been 
observed even when controlling for associative effects, e.g., Kan et al., 2013; Kerns et al., 
2004). As alternative, or additional to such bottom‐up associative accounts, others have 
argued that conflict adaption can be explained by the modulation of top‐down attentional 
control as a function of conflict cues. The underlying idea is that individuals up‐regulate 
their cognitive resources upon perceiving conflict cues. Within this class of theories, some 
accounts argue that the up‐regulation of resources is a mere reactive process to conflict (e.g., 
Botvinick et al., 2001; Gendolla & Richter, 2010), while other accounts suggest that 
individuals up‐regulate resources proactively when they expect a difficult task and down‐
regulate resources when they expect an easy task (Gratton et al., 1992; Duthoo, Wühr, & 
Notebaert, 2013). Crucially, in both latter accounts, mobilization of attentional resources is 
presumed to be the mechanism underlying top‐down attentional control as a function of 
perceived conflict.  
Assuming that cognitive resources are recruited upon the perception of conflict, it 
may be argued that there is an optimal time window for conflict adaptation to occur. 
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Consistent with this line of thought, we hypothesize that the time between conflict signal 
onset and subsequent performance (stimulus‐onset‐asynchrony: SOA) is of critical 
importance for conflict adaptation. Most extant conflict adaptation research probably treated 
its choice of SOA primarily as a pragmatic issue. That is, researchers may have pretested 
several SOAs in order to select the optimal one, or simply adopted successful SOAs used in 
previous studies. To the best of our knowledge, to date there are only a handful of studies 
that directly tested the role of timing in conflict adaptation (Duthoo, Abrahamse, Braem, & 
Notebaert, 2014; Egner et al., 2010; Notebaert et al., 2006; Wühr & Ansorge, 2005). We 
propose that timing (i.e., SOA) constitutes, in itself, a theoretically important factor that may 
contribute to a better understanding of the process of up‐ and down‐regulation of resources. 
Timing and conflict adaptation 
Posner (1980) demonstrated in a variety of tasks that the reconfiguration of 
attentional control requires time. In general, he argued that top‐down attentional control 
cannot be altered within less than 100‐150 ms between the offset of a trigger and the onset of 
a subsequent stimulus (see also Müller & Rabbitt, 1989). Notebaert and colleagues (2006) 
varied the response‐to‐stimulus‐interval (RSI) in a Stroop task with 50 ms and 200 ms 
intervals. On trials without stimulus feature repetitions (i.e., trials where only top‐down 
processes play a role) they found conflict adaptation only with the 200 ms RSI, but not with 
the 50 ms RSI1. Note that RSIs of 50 and 200 ms imply much longer SOAs – somewhere 
around 600 to 800 ms – because response latencies were not taken into account in these RSI 
indices. For our present argument, it is important to conclude that, apparently, SOAs can be 
                                                     
1 Notebaert et al. (2006) also analyzed trials with partial and complete feature repetitions. In this 
analysis stimulus sequence effects were obtained at both RSIs, suggesting that different causal 
mechanisms are subject to different temporal dynamics. As the present focus is on top‐down 
attentional control, these findings are beyond the scope of the present study. 
CHAPTER 3
C
h
ap
te
r
 3
 
76 
2009), approach vs. avoidance motivational state (Hengstler, Holland, van Steenbergen, & 
van Knippenberg, 2014; Nash, Inzlicht, & McGregor, 2012), action‐ vs. state‐orientation 
(Fischer, Plessow, Dreisbach, & Goschke, 2014; Koole, Jostmann, & Baumann, 2012), 
awareness (Ansorge, Fuchs, Khalid, & Kunde, 2011), and conflict strength (Forster, Carter, 
Cohen, & Cho, 2011; Hengstler, Holland, de Laat, et al., under review; Kan et al., 2013; 
Wendt et al., 2014). 
Several researchers proposed explanations of adaptation effects. Some suggested that 
adaptation effects are an artifact of feature binding (e.g., Hommel, Proctor, et al., 2004; Mayr, 
2004), such that the observed pattern could be ascribed to the mere facilitation and 
interference effects of specific stimulus sequences (although adaptation effects have been 
observed even when controlling for associative effects, e.g., Kan et al., 2013; Kerns et al., 
2004). As alternative, or additional to such bottom‐up associative accounts, others have 
argued that conflict adaption can be explained by the modulation of top‐down attentional 
control as a function of conflict cues. The underlying idea is that individuals up‐regulate 
their cognitive resources upon perceiving conflict cues. Within this class of theories, some 
accounts argue that the up‐regulation of resources is a mere reactive process to conflict (e.g., 
Botvinick et al., 2001; Gendolla & Richter, 2010), while other accounts suggest that 
individuals up‐regulate resources proactively when they expect a difficult task and down‐
regulate resources when they expect an easy task (Gratton et al., 1992; Duthoo, Wühr, & 
Notebaert, 2013). Crucially, in both latter accounts, mobilization of attentional resources is 
presumed to be the mechanism underlying top‐down attentional control as a function of 
perceived conflict.  
Assuming that cognitive resources are recruited upon the perception of conflict, it 
may be argued that there is an optimal time window for conflict adaptation to occur. 
 
77 
Consistent with this line of thought, we hypothesize that the time between conflict signal 
onset and subsequent performance (stimulus‐onset‐asynchrony: SOA) is of critical 
importance for conflict adaptation. Most extant conflict adaptation research probably treated 
its choice of SOA primarily as a pragmatic issue. That is, researchers may have pretested 
several SOAs in order to select the optimal one, or simply adopted successful SOAs used in 
previous studies. To the best of our knowledge, to date there are only a handful of studies 
that directly tested the role of timing in conflict adaptation (Duthoo, Abrahamse, Braem, & 
Notebaert, 2014; Egner et al., 2010; Notebaert et al., 2006; Wühr & Ansorge, 2005). We 
propose that timing (i.e., SOA) constitutes, in itself, a theoretically important factor that may 
contribute to a better understanding of the process of up‐ and down‐regulation of resources. 
Timing and conflict adaptation 
Posner (1980) demonstrated in a variety of tasks that the reconfiguration of 
attentional control requires time. In general, he argued that top‐down attentional control 
cannot be altered within less than 100‐150 ms between the offset of a trigger and the onset of 
a subsequent stimulus (see also Müller & Rabbitt, 1989). Notebaert and colleagues (2006) 
varied the response‐to‐stimulus‐interval (RSI) in a Stroop task with 50 ms and 200 ms 
intervals. On trials without stimulus feature repetitions (i.e., trials where only top‐down 
processes play a role) they found conflict adaptation only with the 200 ms RSI, but not with 
the 50 ms RSI1. Note that RSIs of 50 and 200 ms imply much longer SOAs – somewhere 
around 600 to 800 ms – because response latencies were not taken into account in these RSI 
indices. For our present argument, it is important to conclude that, apparently, SOAs can be 
                                                     
1 Notebaert et al. (2006) also analyzed trials with partial and complete feature repetitions. In this 
analysis stimulus sequence effects were obtained at both RSIs, suggesting that different causal 
mechanisms are subject to different temporal dynamics. As the present focus is on top‐down 
attentional control, these findings are beyond the scope of the present study. 
THE TEMPORAL DYNAMICS OF CONFLICT ADAPTATION
 
78 
too short for conflict adaptation to occur, presumably because, in line with Posner’s (1980) 
observation, the reconfiguration of attentional resources requires time. 
What goes up, must come down. Once mobilized, cognitive resources will in due 
time have to become down‐regulated again. Attentional control is a limited resource and 
maintaining high levels of control eventually leads to cognitive depletion (cf. cognitive 
depletion, e.g., Baumeister et al., 1998; Hagger et al., 2010; Wagner et al., 2013). Therefore, 
over time, mobilized cognitive resources have to become down‐regulated. Thus, if SOAs are 
too long (relative to the strength of the conflict signal), the resources recruited after the initial 
conflict signal might already have become down‐regulated before the critical task is 
presented (cf. Gao, Wong‐Lin, Holmes, Simen, & Cohen, 2009). Wühr and Ansorge (2005) 
varied SOAs at two levels (1500 ms and 6000 ms) in a Simon task and, in line with our 
present argument, found stronger conflict adaptation at the shorter compared to the longer 
SOA. In two studies, Egner and colleagues (2010) investigated conflict adaptation effects 
using a wide range of time intervals (with effective SOAs between 1500 ms and 8000 ms) in a 
face‐word Stroop task. Results showed that adaptation effects were most pronounced at the 
short SOAs up to 3000 ms and at longer intervals sharply decreased to absence (Egner et al., 
2010; see also Duthoo et al., 2014, for a replication of these findings2). To summarize, these 
studies show that, as time elapses, conflict adaptation effects eventually disappear. These 
findings converge with the idea that attentional control is a limited resource that must be 
down‐regulated when task demands no longer require their immediate availability.  
                                                     
2 Duthoo et al. (2014) not only replicated Egner et al.’s findings, but also showed that increasing the 
proportion of longer intervals (thereby manipulating the expectancy of the next trial coming up 
relatively late) gave rise to conflict adaptation effects at considerably longer time intervals (up to 4000 
ms). Such expectancy effects are beyond the scope of the present study. 
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To sum up, the studies reviewed above corroborate the idea that resource 
mobilization takes time and is transient. That is, it takes time to reconfigure the attentional 
system and allocate resources, but as more time between the initiating conflict signal and the 
subsequent conflict situation elapses, the more likely it is that the initially recruited resources 
have become down‐regulated. In line with these considerations, we hypothesize that conflict 
adaptation is a quadratic function of the signal‐to‐task SOA. 
Although the above described studies already provide preliminary evidence for a 
quadratic relationship between signal‐to‐task SOA and conflict adaptation, there are some 
important limitations. First, the positive slope in the shorter SOA range (Notebaert et al., 
2006) and the negative slope in the longer SOA range (e.g., Egner et al., 2010) were obtained 
in different studies, using different paradigms. Thus, the hypothesized quadratic trend has 
not yet been demonstrated within a single study. Secondly, in all previous studies 
investigating SOA (or RSI) as moderator of conflict adaptation, the conflict signal (in trial t‐1) 
always required a response. Therefore, the precise establishment of the effect of timing of 
signal onset (in trial t‐1) on conflict adaptation (in trial t) could have been compromised by 
the potentially time consuming processes associated with responding, such as monitoring 
the correctness of the responses (cf. error‐related negativity, e.g., Danielmeier, Wessel, 
Steinhauser, & Ullsperger, 2009; Weissman & Carp, 2013). Thirdly, RSI‐based research only 
covered a limited range of SOAs, because very short SOAs (i.e., shorter than the average 
response time) were not included in these studies. 
Because of these limitations of previous research, it seems worthwhile to test our 
hypothesis about the quadratic effect of signal‐to‐task SOAs using a comprehensive range of 
SOAs within the same conflict adaptation paradigm. 
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To sum up, the studies reviewed above corroborate the idea that resource 
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Present research 
In the present research we aimed to study the effects of a wide range of signal‐to‐task 
SOAs on conflict adaptation while avoiding interference from responding to the conflict 
signal by using a prime‐probe procedure. This approach allowed us to include shorter SOAs 
than, for instance, in Egner et al.’s (2010) study so that both the positive slope and the 
negative slope of the hypothesized quadratic trend can be observed. Although, in principle, a 
prime‐probe paradigm can be implemented within one task domain (i.e., the conflict signal 
could originate from the same domain as the critical task), we adopted a cross‐domain 
conflict priming paradigm because such paradigms (1) do not require a response to the 
conflict prime (not even a tacit one) that might bias the establishment of optimal timing, (2) 
have recently been shown to yield conflict adaptation effects provided that the conflict signal 
is strong enough (see Chapter 2; cf. Kan et al., 2013), and (3) produce conflict adaptation 
effects that cannot be explained by bottom‐up processes (due to, e.g., feature repetition 
effects).  
Recently, Hengstler et al. (under review) found cross‐domain conflict adaptation 
effects using strong conflict (vs. no‐conflict) primes preceding trials of a flanker task with an 
SOA of 1300 ms. The conflict primes they used were misspelled positive words (e.g., “goot”, 
“righd”) contrasted with correctly spelled neutral words (e.g., “tree”, “bike”) as no‐conflict 
primes. Misspelled positive words were used as conflict primes because such stimuli entail a 
strong conflict between the negativity of the incorrect spelling and the evaluative 
connotation of the word (cf. Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013). 
Furthermore, a misspelled positive word represents a strong conflict signal in the context of 
correctly spelled neutral words, because the positive connotation of the misspelled word is 
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more salient due to the context of neutral words (cf. stimulus context theory: e.g., Parducci, 
1965). 
In the present research we manipulated SOAs at multiple levels within‐subjects while 
keeping prime duration constant at 500 ms. In Study 3.1 we tested our hypothesis concerning 
the quadratic effect of SOA on conflict adaptation, by varying the SOA at five levels 
increasing in steps of 350 ms from 600 ms to 2000 ms. In Study 3.2 we replicated this study 
while including two more SOA levels, viz. 2350 ms and 2700 ms. We predicted a curvilinear 
trend: Short SOAs were hypothesized to yield no conflict adaptation (because resource 
recruitment would not have reached full potential yet), and neither would relatively long 
SOAs (because resources might have become down‐regulated as time goes by). Only in the 
middle range of SOAs conflict adaptation was predicted to be obtained.  
Study 3.1 
For our present research, we revised a paradigm that we used before to examine the 
domain‐generality of conflict adaptation under varying conditions of conflict signal strength 
(i.e., strong vs. medium vs. weak conflict; cf. Hengstler, Holland, de Laat, et al., under 
review). For the present purpose we only used the stimuli from the strong conflict condition 
(see Method for a detailed description), because earlier work already showed that a strong 
conflict signal increases the likelihood of obtaining adaptation effects (e.g., Forster et al., 
2011; Hengstler, Holland, de Laat, et al., under review; Kan et al., 2013; Wendt et al., 2014). In 
the present study, we manipulated within‐subjects the time between prime onset and flanker 
trial onset, that is, we manipulated SOA. 
Method 
Participants and design. Sixty‐four participants (54 females; Mage = 21.3) took part in 
the experiment in exchange for course credits or a gift certificate. Participants were recruited 
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via the online research participation system at Radboud University. None of the participants 
had reading problems and all had Dutch as their mother tongue. Reaction times to flanker 
trials were recorded in a 2 (Prime: correctly spelled neutral words vs. misspelled positive 
words) × 2 (Target: congruent flanker vs. incongruent flanker) × 5 (SOA: 600 ms vs. 950 ms 
vs. 1300 ms vs. 1650 ms vs. 2000 ms) within‐subjects design. 
Materials and procedure. A modified flanker task was programmed in Inquisit. After 
a short introduction and practice run of twenty trials to familiarize the participants with the 
flanker task, they received 240 trials each consisting of a prime followed by a flanker 
stimulus (i.e., 12 observations for each of the 20 cells in the within‐design per participant). 
We used a pool of 40 prime words, half of which were correctly spelled neutral words (no‐
conflict signals, e.g., “tree”, “bike”) and half were misspelled positive words (conflict signals, 
e.g., “goot”, “righd”). Each prime was presented six times. The flanker stimuli were five 
arrows in which the four peripheral arrows either pointed in the same direction as the 
central arrow (congruent, e.g., > > > > >) or in the opposite direction (incongruent, e.g., > > < > 
>). As a result, there were four relevant trial‐types, namely correctly spelled prime words 
followed by an incongruent flanker trial (cI), or a congruent flanker trial (cC), and misspelled 
prime words followed by an incongruent flanker trial (mI) or a congruent flanker trial (mC). 
These four trial‐types were presented equally frequently in a pseudo random order (we also 
included direction of the central arrow as a relevant factor in the selection of trials). More 
specifically, in the experimental phase thirty blocks of eight trials (4 trial‐types x 2 possible 
directions of the central arrow in the flanker trials) were presented, and the eight trials 
within each block were randomly selected without replacement. 
Participants were asked to indicate the direction of the central arrow in each flanker 
trial, while ignoring the words preceding them. Primes were shown for 500 ms, followed by 
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a blank screen for a variable interval, after which the target flanker appeared. The times 
between prime onset and stimulus (i.e., flanker trial) onset we chose were: 600 ms, 950 ms, 
1300 ms, 1650 ms, and 2000 ms. The flanker stimuli remained on screen until a response was 
given. After responding to flanker trials a blank screen was shown for 2200 ms. Only in the 
practice phase error feedback was provided. 
Results 
RTs of incorrect responses were removed (2.9%). RTs were log‐transformed (for ease 
of interpretation we present means of non‐transformed RTs). Within‐subject outliers were 
removed when they deviated more than three times the standard deviation from the 
participant’s trial‐type‐specific mean (0.2%). The data from one participant were excluded 
from the analysis because the average RT deviated more than three times the standard 
deviation from the sample’s average RT.3 The log‐transformed RTs were subjected to a 
repeated measures ANOVA with Prime (correctly spelled neutral words vs. misspelled 
positive words), Target (congruent flanker vs. incongruent flanker), and SOA (600 ms vs. 950 
ms vs. 1300 ms vs. 1650 ms vs. 2000 ms) as within‐subjects factors. Within the latter multi‐
level factor, all polynomials were tested. The analysis revealed a standard congruency effect, 
reflected in a main effect of Target, F(1, 62) = 783.99, p < .001, η2 = .93, due to slower RTs for 
incongruent (M = 564 ms) than for congruent flanker trials (M = 457 ms). We did not obtain a 
conflict adaptation effect, reflected in a non‐significant Prime × Target interaction, F < 1. 
However, the quadratic interaction term Prime × Target × SOA was significant, F(1, 62) = 
4.19, p < .05, η2 = .06 (see Figure 3.1). The Prime × Target interactions of the cubic and quartic 
                                                     
3 The pattern of significant and nonsignificant results did not change when this participant remained 
included in the analysis. 
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trends of the SOA were not significant, ps > .25, and its interaction with the (upward) linear 
trend was marginally significant, p = .06. 
 
 
 
Figure 3.1. The vertical axis represents the mean conflict adaptation contrast of Study 3.1  
[(cI – cC) – (mI – mC)] (in ms). On the horizontal axis SOAs (in ms) are displayed. Error bars 
represent 95% confidence intervals. 
 
To assess the precise nature of the quadratic effect on conflict adaptation, conflict 
adaptation scores were calculated by subtracting the congruency effect after conflict primes 
(i.e., misspelled positive words) from the congruency effect after no‐conflict primes (i.e., 
correctly spelled neutral words). We tested this interaction term within and between each of 
the five levels of SOA. A significant adaptation effect was obtained with SOAs of 1300 ms 
and 1650 ms only, t(62) = 2.07, p = .04, d = .53, and t(62) = 1.98, p < .05, d = .50, respectively. The 
adaptation effect was absent with SOAs of 600 ms, 950 ms, and 2000 ms, ps > .36. Pair‐wise t‐
tests between SOA levels showed that the effect was significantly larger with an SOA of 1300 
ms and 1650 ms than with an SOA of 600 ms (t(62) = 2.31, p = .02, d = .59 and t(62) = 2.37, p = 
.02, d = .60 respectively), and marginally larger than with an SOA of 950 ms (t(62) = 1.98, p < 
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of 2000 ms failed to reach significance (t(62) = 1.41, p = .16, d = .39 and t(62) = 0.97, p = .34, d = 
.25, respectively). 
Discussion 
Cross‐domain conflict adaptation effects were found with SOAs of 1300 and 1650 ms, 
replicating previous work using the current paradigm (Hengstler, Holland, de Laat, et al., 
under review). Importantly, in line with present theorizing, the occurrence of conflict 
adaptation was a function of SOA. When SOAs were relatively short (600 ms or 950 ms) or 
long (2000 ms) no conflict adaptation effects emerged. Only when SOAs were optimal (1300 
ms and 1650 ms) conflict adaptation did occur. This is a first demonstration of the 
importance of SOAs in cross‐domain conflict adaptation. Presumably, conflict adaptation 
only occurs if time allows for the recruited resources to be sufficiently deployed. Moreover, 
as time passes by, the conflict adaptation effects eventually disappears probably because 
resources then have become down‐regulated again. 
Note that the (upward) linear trend of the SOA factor was marginally significant (p = 
.06), suggesting that conflict adaptation might have increased over time. Also, conflict 
adaptation at the 2000 ms SOA was not significantly different from the effect at 1300 and 
1650 ms. Apparently, within the range of SOAs investigated, the predicted upward trend in 
the range of shorter SOAs was more clearly established than the predicted downward trend 
in the range of longer SOAs. To clearly establish that conflict adaptation is indeed a 
quadratic function of SOA, we need to extend the range of SOAs examined at the right side 
of the temporal spectrum, that is, we have to include longer SOA‐levels in the design.  
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trends of the SOA were not significant, ps > .25, and its interaction with the (upward) linear 
trend was marginally significant, p = .06. 
 
 
 
Figure 3.1. The vertical axis represents the mean conflict adaptation contrast of Study 3.1  
[(cI – cC) – (mI – mC)] (in ms). On the horizontal axis SOAs (in ms) are displayed. Error bars 
represent 95% confidence intervals. 
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of 2000 ms failed to reach significance (t(62) = 1.41, p = .16, d = .39 and t(62) = 0.97, p = .34, d = 
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under review). Importantly, in line with present theorizing, the occurrence of conflict 
adaptation was a function of SOA. When SOAs were relatively short (600 ms or 950 ms) or 
long (2000 ms) no conflict adaptation effects emerged. Only when SOAs were optimal (1300 
ms and 1650 ms) conflict adaptation did occur. This is a first demonstration of the 
importance of SOAs in cross‐domain conflict adaptation. Presumably, conflict adaptation 
only occurs if time allows for the recruited resources to be sufficiently deployed. Moreover, 
as time passes by, the conflict adaptation effects eventually disappears probably because 
resources then have become down‐regulated again. 
Note that the (upward) linear trend of the SOA factor was marginally significant (p = 
.06), suggesting that conflict adaptation might have increased over time. Also, conflict 
adaptation at the 2000 ms SOA was not significantly different from the effect at 1300 and 
1650 ms. Apparently, within the range of SOAs investigated, the predicted upward trend in 
the range of shorter SOAs was more clearly established than the predicted downward trend 
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Study 3.2 
In Study 3.2 we aimed to replicate the findings from Study 3.1 and, to more clearly 
establish the predicted quadratic curve, we also included two longer SOA‐levels (2350 ms 
and 2700 ms). 
Method 
Participants and design. Sixty‐two participants (55 females; Mage = 20.8) took part in 
the experiment in exchange for course credits or a gift certificate. Participants were recruited 
via the online research participation system at Radboud University. None of the participants 
had reading problems and all had Dutch as their mother tongue. Reaction times to flanker 
trials were recorded in a 2 (Prime: correctly spelled neutral words vs. misspelled positive 
words) × 2 (Target: congruent flanker vs. incongruent flanker) × 7 (SOA: 600 ms vs. 950 ms 
vs. 1300 ms vs. 1650 ms vs. 2000 ms vs. 2350 ms vs. 2700 ms) within‐subjects design. 
Materials and procedure. The procedure of Study 3.2 was similar to the procedure of 
Study 3.1. Note, however, that we included two additional levels of SOA, 2350 ms and 2700 
ms. The total number of trials participants had to respond to was kept about equal at 224 
trials (i.e., 8 observations for each of the 28 cells in the within‐design per participant). 
Results 
RTs of incorrect responses were removed (2.4%). RTs were log‐transformed (for ease 
of interpretation we present means of non‐transformed RTs). Using the same exclusion 
criteria as in Study 3.1, there were no within‐subjects and no between‐subjects outliers. The 
log‐transformed RTs were subjected to a repeated measures ANOVA with Prime (correctly 
spelled neutral words vs. misspelled positive words), Target (congruent flanker vs. 
incongruent flanker), and SOA (600 ms vs. 950 ms vs. 1300 ms vs. 1650 ms vs. 2000 ms vs. 
2350 ms vs. 2700 ms) as within‐subjects factors. Within the latter multi‐level factor, all 
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polynomials were tested. The analysis revealed a standard congruency effect, reflected in a 
main effect of Target, F(1, 61) = 876.49, p < .001, η2 = .94, due to slower RTs for incongruent (M 
= 563 ms) than for congruent flanker trials (M = 460 ms). We did not obtain a conflict 
adaptation effect, reflected in a non‐significant Prime × Target interaction, F (1, 61) = 2.65, p = 
.11. However, the quadratic interaction term Prime × Target × SOA was significant, F(1, 61) = 
4.70, p = .03, η2 = .07 (see Figure 3.2). The Prime × Target interactions with the other 
polynomial trends were not significant, ps > .27. 
 
 
 
Figure 3.2. The vertical axis represents the mean conflict adaptation contrasts of Study 3.2  
[(cI – cC) – (mI – mC)] (in ms). On the horizontal axis SOAs (in ms) are displayed. Error bars 
represent 95% confidence intervals. 
 
To assess the nature of this effect, conflict adaptation scores were calculated by 
subtracting the congruency effect after conflict primes (i.e., misspelled positive words) from 
the congruency effect after no‐conflict primes (i.e., correctly spelled neutral words). We 
tested this interaction term within and between each of the seven levels of SOA. Significant 
adaptation effects were obtained with SOAs of 1300 ms and 1650 ms, t(61) = 2.21, p = .03, d = 
.57 and t(61) = 2.87, p = .01, d = .73 respectively, but not with all other SOAs, ps > .56. Pair‐
wise t‐tests between SOA levels showed that the effect was significantly larger with an SOA 
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Study 3.2 
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vs. 1300 ms vs. 1650 ms vs. 2000 ms vs. 2350 ms vs. 2700 ms) within‐subjects design. 
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Study 3.1. Note, however, that we included two additional levels of SOA, 2350 ms and 2700 
ms. The total number of trials participants had to respond to was kept about equal at 224 
trials (i.e., 8 observations for each of the 28 cells in the within‐design per participant). 
Results 
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of interpretation we present means of non‐transformed RTs). Using the same exclusion 
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polynomials were tested. The analysis revealed a standard congruency effect, reflected in a 
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of 1650 ms than with an SOA of 600 ms, t(61) = 2.02, p < .05, d = .52. Also, the effect was 
significantly larger with an SOA of 1300 ms and 1650 ms than with an SOA of 2700 ms (t(61) 
= 2.10, p = .04, d = .54 and t(61) = 2.33, p = .02, d = .60, respectively) and those were also 
marginally larger than with an SOA of 2350 ms (t(61) = 1.84, p = .07, d = .47 and t(61) = 1.97, p 
< .06, d = .50, respectively). No other significant differences were obtained, ps > .13. 
Discussion 
As in Study 3.1, we only obtained cross‐domain conflict adaptation at SOAs of 1300 
and 1650 ms. All other levels of SOA yielded no cognitive control adjustments. Study 3.2 
clearly showed the hypothesized quadratic effect of SOA on conflict adaptation in a cross‐
domain paradigm. Again – as in Study 3.1 – it appeared that timing between conflict signal 
and subsequent task is a crucial moderator of cross‐domain conflict adaptation: Post‐conflict 
recruited resources seem to be effective only within a limited time window. 
General discussion 
In two studies we manipulated SOAs in a prime‐probe flanker paradigm and 
inspected the temporal profile of cross‐domain conflict adaptation. Our findings showed a 
quadratic trend, with significant adaptation effects only with SOAs of 1300 and 1650 ms, that 
is, SOAs long enough to ensure fully mobilized resources, and short enough to precede 
down‐regulation of resources. The results are in line with a resource allocation model that 
entails discrete temporal intervals for up‐regulation, maximal availability, and down‐
regulation of resources across time. 
Our results extend the knowledge concerning the influence of timing on conflict 
adaptation. Previous research already showed that it takes time to mobilize cognitive 
resources (Notebaert et al., 2006; Posner, 1980) and also showed that conflict adaptation 
disappeared with increasing time intervals (Egner et al., 2010; Wühr & Ansorge, 2005; but see 
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Duthoo, Abrahamse, Braem, & Notebaert, 2014). However, the paradigms used in these 
earlier studies involved active responding to the conflict signals presented at t‐1. Having to 
respond within the SOA interval could potentially interfere with accurate establishment of 
optimal SOAs because responding might instigate additional psychological processes and 
thereby obscure the analysis of conflict signal to critical stimulus intervals. The current 
research went beyond these previous studies by using a prime‐probe design and by testing 
the full range of SOAs within the critical spectrum. As a result, we have been able to show 
the temporal dynamics of cross‐domain conflict adaptation.  
Throughout the present paper we consistently interpreted the interaction effect of 
prime and probe as reflecting conflict adaptation (implying a critical role for resource 
allocation), even though there are several alternative theories aiming to explain such 
congruency sequence effects (see Braem, Abrahamse, et al., 2014). Our present results 
converge with the theoretical proposition that the mere perception of conflict triggers the 
mobilization of cognitive resources in a reactive manner. In line with the findings of Egner 
and colleagues (2010), our present results show that adaptation effects decrease in magnitude 
with increasing interval length. Thus, our findings do not support theories that emphasize 
expectancies (proactive control) as the driving mechanism of adaptation effects (Duthoo et 
al., 2013; Gratton et al., 1992). In a nutshell, the present findings suggest that the mere 
registration of conflict suffices to set off the mobilization of attentional control resources. The 
present findings illustrate the temporal dynamics of such a process. 
Another account suggests local or task‐specific cognitive control, where control acts 
by suppressing a particular stimulus (Egner, 2008) or response dimension (Hazeltine et al., 
2011). However, this account cannot explain the current findings of enhanced performance 
on the critical flanker trials after being primed with conflicting misspelled positive words, 
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of 1650 ms than with an SOA of 600 ms, t(61) = 2.02, p < .05, d = .52. Also, the effect was 
significantly larger with an SOA of 1300 ms and 1650 ms than with an SOA of 2700 ms (t(61) 
= 2.10, p = .04, d = .54 and t(61) = 2.33, p = .02, d = .60, respectively) and those were also 
marginally larger than with an SOA of 2350 ms (t(61) = 1.84, p = .07, d = .47 and t(61) = 1.97, p 
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Duthoo, Abrahamse, Braem, & Notebaert, 2014). However, the paradigms used in these 
earlier studies involved active responding to the conflict signals presented at t‐1. Having to 
respond within the SOA interval could potentially interfere with accurate establishment of 
optimal SOAs because responding might instigate additional psychological processes and 
thereby obscure the analysis of conflict signal to critical stimulus intervals. The current 
research went beyond these previous studies by using a prime‐probe design and by testing 
the full range of SOAs within the critical spectrum. As a result, we have been able to show 
the temporal dynamics of cross‐domain conflict adaptation.  
Throughout the present paper we consistently interpreted the interaction effect of 
prime and probe as reflecting conflict adaptation (implying a critical role for resource 
allocation), even though there are several alternative theories aiming to explain such 
congruency sequence effects (see Braem, Abrahamse, et al., 2014). Our present results 
converge with the theoretical proposition that the mere perception of conflict triggers the 
mobilization of cognitive resources in a reactive manner. In line with the findings of Egner 
and colleagues (2010), our present results show that adaptation effects decrease in magnitude 
with increasing interval length. Thus, our findings do not support theories that emphasize 
expectancies (proactive control) as the driving mechanism of adaptation effects (Duthoo et 
al., 2013; Gratton et al., 1992). In a nutshell, the present findings suggest that the mere 
registration of conflict suffices to set off the mobilization of attentional control resources. The 
present findings illustrate the temporal dynamics of such a process. 
Another account suggests local or task‐specific cognitive control, where control acts 
by suppressing a particular stimulus (Egner, 2008) or response dimension (Hazeltine et al., 
2011). However, this account cannot explain the current findings of enhanced performance 
on the critical flanker trials after being primed with conflicting misspelled positive words, 
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because the conflicting information in the flanker stimuli has no dimensional overlap with 
the conflicting information inherent in the primed words. In other words, in the present 
design the primed words and flanker stimuli are from distinct domains with non‐
overlapping stimulus and response sets. Thus, from a theoretical point of view, our results 
provide evidence supporting a domain‐general cognitive control system.  
The present prime‐probe paradigm precluded the occurrence of repetition effects, 
which renders bottom‐up associative explanations for the observed effect implausible. It 
may, nevertheless, be interesting to investigate whether there are different temporal profiles 
for trial sequences without repetitions (in which only top‐down processes play a role) and 
for trial sequences that do contain partial or complete repetitions (in which both bottom‐up 
and top‐down processes might be effective, cf. Notebaert et al., 2006). It could be the case 
that repetition priming or feature binding effects, seemingly automatic processes, have 
immediate effects that subsequently fade away over time. They may be immediate because 
they do not require up‐regulation of resources and they may fade away because the 
influence of primes passively decays over time (cf. Fritz & Dreisbach, 2014). Considering the 
inherent problem of paradigms requiring a response to the t‐1 (conflict signaling) trial, future 
research might want to employ a paradigm in which repetition priming is manipulated 
while responding to the t‐1 trial is not required (i.e., a look‐to‐do procedure, e.g., Tang, Hu, 
& Chen, 2013; Tang, Hu, Li, et al., 2013). 
The present research examined the temporal profile of adaptation triggered by 
conflict signals. Our findings suggest that conflict signals instigate a process of resource 
allocation that leads to performance improvements within optimal time windows. Note, 
however, that comparable performance improvements have been found in paradigms where 
resource allocations were triggered by reward signals. Cues for relatively high monetary 
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rewards were shown to enhance focus and performance on subsequent cognitive control 
tasks (e.g., Bijleveld et al., 2011; Pessiglione et al., 2007; Zedelius et al., 2011a, 2011b). These 
parallel effects of conflict and reward cues are intriguing. There may exist two distinct routes 
(with potentially different temporal profiles) yielding resource mobilization processes: (1) A 
route in which conflict‐driven resource recruitment elicits adaptation, and (2) a route in 
which reward‐driven resource recruitment yields the same effect but through a different 
process. It might be interesting to investigate the differences and similarities between 
temporal resource allocation profiles triggered by the punishment system (e.g., conflict cues) 
and the reward system (e.g., reward cues). 
While experimentally controlling for known confounds in the study of conflict 
adaptation effects and by using a paradigm suitable for the unbiased assessment of the effect 
of signal‐to‐task timing, we revealed a resource allocation driven temporal profile of (cross‐
domain) conflict adaptation across the full range of critical time intervals. Based on the 
results of the two reported studies, conflict adaptation seems characterized by a quadratic 
trend over time, with clear conflict adaptation effects with SOAs long enough to ensure fully 
mobilized resources, and short enough to precede down‐regulation of resources. Control, 
and control adaptation, appears to operate on the basis of basic resource mobilization 
processes. 
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Abstract 
Incongruent trials (in, e.g., a flanker task) evoke longer response latencies than congruent 
trials (i.e., the congruency effect). In trials following incongruent trials, this congruency effect 
tends to be weaker than in trials following congruent trials, which has been termed the 
Congruency Sequence Effect (CSE). Although several alternative accounts have been 
proposed in the literature to explain the CSE, the conflict adaptation account is amongst the 
most viable ones. This account entails that the occurrence of a conflict signal has raised 
participants’ control, which reduced the congruency effect on the subsequent task. However, 
as an alternative explanation, incongruent trials may be argued to elicit a narrowed focus of 
attention. In the most commonly used experimental paradigms (e.g., the flanker task), this 
narrowed focus would facilitate performance on a subsequent incongruent trial, thus 
producing a CSE. In the present research a modified flanker task was used which required 
either a response to a local (narrow focus) or global (wider focus) stimulus. In two 
experiments, CSEs were observed in both local and global focus response conditions. When 
thus pitting conflict‐driven attention narrowing against conflict‐driven mobilization of 
resources, our results clearly favor a resource mobilization perspective. The occurrence of a 
conflict signal instigates resource mobilization and these mobilized resources can be 
allocated to processes (whether local or global) adequately equipped to resolve current 
demands. 
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In order to perform well on difficult tasks people have to mobilize cognitive control. 
Research showed that after a difficult task, participants performed better at a subsequent 
difficult task than they would have if the preceding task were easy. This phenomenon has 
been called the Congruency Sequence Effect (CSE), of which the conflict adaptation account 
is amongst the most viable ones to explain this effect (Botvinick et al., 2001). This 
interpretation suggests that the first difficult task has raised participants’ attention (or 
cognitive control) as a result of which performance on the subsequent difficult task was 
facilitated. Although several alternative accounts have been proposed in the literature (e.g., 
Hommel, Proctor, et al., 2004; Schmidt, 2013), the conflict adaptation account is currently still 
amongst the most viable ones (Duthoo, Abrahamse, et al., 2014b). However, there is a 
specific feature of the prevalent experimental paradigms employed in this line of research 
that still allows for another alternative interpretation. In the experimental tasks that were 
most often used, the difficult trials virtually always benefited from local – or detailed – 
processing. Could that feature have caused the so‐called conflict adaptation effect? The 
present study aims to address this caveat. 
In experimental research on conflict adaptation, the most frequently used cognitive 
control tasks are probably the flanker task (Eriksen & Eriksen, 1974), the Stroop task (Stroop, 
1935), and the Simon task (Simon & Rudell, 1967). In each of these tasks, a distinction is 
made between congruent (easy) and incongruent (difficult) trials. In the flanker task 
participants are asked to indicate the direction of the central arrow in a horizontally arranged 
stimulus configuration of (mostly) five arrows. Each of these stimulus configurations include 
peripheral arrows either pointing in the same direction as the central target arrow (i.e., 
congruent trials, e.g., > > > > >) or in the opposite direction (i.e., incongruent trials, e.g., > > < > 
>). In the Stroop task participants are asked to indicate the ink color of presented color words 
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(e.g., “BLUE”, “RED”) printed in various colors (e.g., blue, red). These stimuli can either be 
congruent (e.g., “BLUE” printed in blue ink) or incongruent (e.g., “RED” printed in blue ink). 
In the Simon task participants are asked to press one of two response keys depending on the 
color of a target stimulus. For instance, they have to press the left key when the color of the 
target is red, and press the right key when it is green. The targets are presented either on the 
left or right side of the screen. Therefore, a target can either be on the side of the screen 
spatially congruent with the response button (in this case, e.g., a red target presented on the 
left side of the screen) or on the spatially incongruent side of the screen (e.g., a red target 
presented on the right side of the screen). A core finding in each of these three experimental 
paradigms is that it takes longer to respond to incongruent targets compared to congruent 
targets, which is referred to as the congruency effect. More important for the present paper, 
using these paradigms, numerous studies have observed so‐called Congruency Sequence 
Effects (CSEs) entailing that the congruency effect is reduced when the preceding trial was 
incongruent compared to when it was congruent (Egner, 2008; Gratton et al., 1992; Stürmer 
et al., 2002).  
The conflict monitoring – or conflict adaptation – account is one of the earliest 
explanations regarding the CSE. Conflict monitoring theory posits that internal processing 
conflicts constitute control‐recruiting signals. That is, the perception of conflict (e.g., an 
incongruent stimulus configuration) is proposed to elicit attentional control that facilitates 
subsequent conflict resolution (Botvinick et al., 2001; Gratton et al., 1992; Ullsperger et al., 
2005).  In this way, perceived conflict at trial n‐1 (e.g., an incongruent trial) helps to resolve 
conflict at trial n (a subsequent incongruent trial), which would explain the pattern observed 
in the CSE.  
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In later research several alternative explanations have been put forward (for an 
overview, see Braem, Abrahamse, et al., 2014; Duthoo, Abrahamse, et al., 2014b). Some 
researchers suggested that CSEs are caused by bottom‐up associative processes, entailing 
that the observed pattern could be ascribed to the mere facilitation and interference effects of 
specific stimulus sequences (i.e., feature integration) or to contingency learning effects (e.g., 
Hommel, Proctor, et al., 2004; Mayr, 2004; Schmidt et al., 2007; Schmidt & de Houwer, 2011). 
Although these explanations may very well contribute to the effect, it is important to note 
that CSEs have been observed even when controlling for such associative effects (e.g., 
Hengstler et al., 2014; Kerns et al., 2004; Schmidt & Weissman, 2014; Ullsperger et al., 2005; 
Weissman et al., 2014). Hence, the original attentional control explanation still seems a viable 
account for the CSE (cf. Gendolla & Richter, 2010; Hengstler, Holland, & van Knippenberg, 
under review; Kan et al., 2013). However, even though CSEs can still be observed in the 
absence of associative effects, this does not imply that bottom‐up processes play no part in 
producing CSEs. Egner recently proposed that the different accounts regarding the CSE may 
describe complementary learning processes that just operate at different levels of abstraction, 
ranging from physical features of specific stimuli to processing states and strategies 
associated with those stimuli (Egner, 2014). That is, bottom‐up associative accounts may 
describe learning processes triggered by specific stimulus characteristics whereas top‐down 
control accounts may describe learning processes triggered by more abstract features of 
those same stimuli (e.g., congruency or attentional state). Still, if one aims to examine the 
unique role of resource mobilization processes regarding CSEs, one should control for 
bottom‐up associative effects. 
Nevertheless, yet another alternative account may be proposed. It seems to have gone 
largely unnoticed that the experimental paradigms typically used in CSE research have an 
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intriguing common feature, which is that performances on incongruent trials arguably might 
benefit from a narrowed – or detail‐oriented – focus of attention (as opposed to a wider, 
more global focus of attention), while congruent trials would not benefit, or maybe even 
suffer from it. More specifically, a narrowed focus of attention most obviously facilitates 
performance on incongruent trials in the flanker task. In this task, a narrowed visual focus on 
the central arrow – and a concomitant visual neglect of the conflicting peripheral arrows – 
would facilitate fast and correct responding. Similarly, on incongruent Stroop trials, 
narrowing the attentional focus on part of the displayed word or merely on a letter, instead 
of on the whole word, would reduce interference from the meaning of the word. Finally, a 
local focus on the color of the stimulus while disregarding its spatial position would facilitate 
performance on incongruent Simon trials. Note that in stimulus memory research, spatial 
location (where did I see it?) involves a more global process while stimulus identity (what 
did I see?) involves a more local process (cf. Kühnen & Oyserman, 2002). Thus, spatial 
position seems to be a relatively global feature of the stimulus configuration in the Simon 
task, while target color is a local feature. In line with these insights, performance on 
incongruent Simon trials might also benefit from a local focus. 
There is substantial evidence that conflict signals are characterized by negative 
valence (Botvinick, 2007; Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013). In line with a 
number of studies supporting the notion that positive states expand and negative states 
constrict the scope of attention (e.g., Cacioppo, Berntson, & Crites, 1996; Derryberry & Reed, 
1998; Easterbrook, 1959; Fredrickson & Branigan, 2005; Gasper & Clore, 2002), there is also 
accumulating evidence that rudimentary intero‐ and exteroceptive stimuli may moderate the 
scope of attention in the absence of conscious emotional experience (Friedman & Förster, 
2010). Specifically, cues associated with, or informative of, “benign situations” seem to 
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broaden and cues associated with, or informative of, “problematic situations” seem to 
narrow the range of both perceptual and conceptual attention (e.g., Elliot & Maier, 2007; 
Förster, Friedman, Özelsel, & Denzler, 2006; Friedman & Förster, 2000; Mehta & Zhu, 2009). 
For example, Förster and colleagues manipulated participants into either an approach 
(benign situation) or avoidance (threatening situation) mindset and subsequently had them 
complete a perceptual task adapted from Navon (1977). Participants in the approach 
condition exhibited attentional broadening, whereas participants in the avoidance condition 
showed narrowing of attention, a tendency to focus on the “trees” rather than the “forest” 
(Förster et al., 2006). Van Steenbergen and colleagues recently examined the influence of 
valenced stimuli on attention in a trial‐by‐trial manner. More specifically, they studied 
whether attentional narrowing was due to general arousal (cf. Harmon‐Jones, Gable, & Price, 
2012) or was selectively triggered by negative affective events. Attentional narrowing was 
observed following negative pictures only (van Steenbergen, Band, & Hommel, 2011; cf. 
Sørensen & Barratt, 2014). In sum, it seems that aversive, avoidance‐oriented states elicit local 
processing of stimuli, with a narrowed focus on detailed features – as opposed to a global 
processing style induced by more positive, approach‐oriented states. 
If, as argued above, a local focus of attention facilitates performance on incongruent 
trials, and conflict signals are likely to induce a processing mode characterized by a local 
focus of attention, it follows that conflict signals may foster performance on incongruent 
trials merely by inducing a local focus of attention. Note that, then, in the explanation of 
CSEs the assumed mobilization of attentional resources – as implied particularly in domain‐
general conflict adaptation accounts – would be superfluous in the explanation of CSEs. 
There is also some suggestive indirect evidence for the present alternative account in 
the observation that CSEs are stronger in mood and motivational states that typically induce 
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a narrow focus rather than a global focus. Specifically, negative mood states and avoidance 
orientation have been shown to elicit stronger CSEs (e.g., Hengstler et al., 2014; Kuhbandner 
& Zehetleitner, 2011; Nash et al., 2012; Padmala et al., 2011; Saunders & Inzlicht, in press; van 
Steenbergen et al., 2010). 
Thus, the present alternative account for CSEs is based on the idea that conflict 
signals induce a more narrowed attentional scope. That is, rather than triggering more 
cognitive resources, incongruent trials elicit a local focus of attention which helps the 
performance on a subsequent incongruent trial. Considering that most previous research 
employed cognitive tasks in which a local focus helps performance, it is impossible to 
disentangle the two different explanations from these findings. Therefore, new studies are 
warranted in which a local versus global focus of attention account for CSEs can be pitted 
against a conflict adaptation account. 
Present research 
In order to examine the differential predictions of conflict‐driven attention narrowing 
compared to conflict‐driven mobilization of resources, we examined CSEs using a modified 
flanker task. Instead of the usual array of arrows, we created stimuli in which big (global) 
arrows were constructed using small (local) arrows as building blocks. The stimuli were 
constructed in such a way that the global configurations of the stimuli were either congruent 
or incongruent with the local feature, and vice versa (see the method sections of the present 
studies for a description of these stimuli). In the studies, we manipulated whether 
participants should indicate the direction of the global arrow or the local arrows.  
This set‐up enables a strong test for the possible role of attentional focus in CSEs. If 
attentional narrowing is the causal mechanism of CSEs, we should observe a strong CSE in 
the condition where participants respond to the direction of the local arrows (i.e., the local 
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focus condition), but not when they respond to the global arrow, because conflict‐induced 
local attention would hamper responses in the latter condition, but facilitate them in the first 
condition. If regulation of attentional resources is at the core of CSEs, we should observe 
CSEs irrespective of the required locus of attention (i.e., in both the global and local focus 
conditions). In this case, conflict cues trigger attentional resources, which facilitate responses 
to subsequent trials, irrespective of task instructions. 
In CSE research, incongruent (vs. congruent) stimuli (at trial n‐1) serve as conflict (vs. 
no conflict) signals as a function of which performance on trial n is investigated. The strength 
of the congruency effect of trial n‐1 may serve as a proxy for the strength of the conflict 
signal affecting performance on trial n. In case the interference from incongruent local 
arrows on global responses is stronger than the interference of global arrows on local 
responses (or vice versa), the test of the alternative narrowed focused of attention account 
might be compromised, because then the conflict signals would differ in strength between 
the two response conditions. Ideally, for an unbiased test of the narrowed attention account, 
the conflict signal strength in both response conditions should be about equal (Forster et al., 
2011; Hengstler, Holland, de Laat, et al., under review; Kan et al., 2013; Wendt et al., 2014). In 
Study 4.1, we explored the effects of several different stimulus configurations of arrow 
stimuli in view of possible global versus local response congruency asymmetries. Some 
configurations could result in larger congruency effects than others, which would also 
influence the strength of the conflict signal. In Study 4.2 we used a more rigorous strategy by 
pilot testing multiple configurations of stimuli in order to select those in which the 
congruency effect in the global response condition was about equal to the congruency effect 
in the local response condition. 
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a narrow focus rather than a global focus. Specifically, negative mood states and avoidance 
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Study 4.1 
Method 
Participants and design. A total of 96 participants (78 females; Mage = 20.6) were 
allocated to a mixed design with Previous trial (c vs. i) and Current trial (C vs. I) as within‐
subjects factors and with Response condition (global vs. local response) and Type of arrow 
(set 1 vs. set 2 vs. set 3) as between‐subjects factors. Participants were recruited via the online 
research participation system at Radboud University. None of the participants had reading 
problems and they all had Dutch as their mother tongue. The participants received either 
course credits or a gift certificate for participating. 
Materials and procedure. The experiment was programmed in Inquisit. Participants 
first received an introduction in which they were instructed to react as fast as possible to 
arrow stimuli on the computer screen. The arrow stimuli were white arrows against a black 
background in which a bigger arrow was constructed using smaller arrows (for an overview 
of these stimuli, see Figure 4.1). The global and local arrows could either point in the same 
direction (i.e., congruent stimulus) or in the opposite direction (i.e., incongruent stimulus). 
Participants were randomly allocated to one of the response conditions and one of the 
stimulus sets (depending on the Type of arrow factor). Participants in the global response 
condition were instructed to indicate as fast as possible the direction of the big, global arrow. 
Participants in the local response condition were instructed to indicate as fast as possible the 
direction of the small, local arrows. Participants responded with the arrow keys on the key‐
board. They started with a practice run of 12 trials to familiarize them with the task. 
Subsequently they received 65 experimental trials (the first trial of the experimental block 
cannot be used because it has no previous trial). All 4 within‐subjects trial‐types (cC, iC, cI, 
iI) were randomly distributed over the 64 trials with the restriction that they had to be 
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administered equally often and the same trial‐type should not be presented more than 3 
times in a row. Each trial started with a fixation cross displayed for 1000 ms, followed by the 
flanker stimulus that stayed on the screen until a response was given. Upon error, feedback 
was provided by showing a red cross for 400 ms. 
 
 
Figure 4.1. List of all arrow stimuli used in Study 4.1. There were three different sets of arrow 
stimuli. Each subject responded to one of these sets. 
 
Results 
RTs of incorrect responses were removed (2.2%). Within‐subjects RTs were removed 
when they deviated more than three times the standard deviation from the participant’s 
trial‐type‐specific mean (1.0%). The data of four subjects were removed because their average 
RT deviated more than three times the standard deviation from the sample’s RT mean.1 The 
                                                     
1 To foreshadow the results, when these subjects remained included in the analyses, the observed 
significant 3‐way interaction between Previous trial × Current trial × Response condition became non‐
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RTs were subjected to a mixed design with Previous trial (c vs. i) and Current trial (C vs. I) as 
within‐subjects factors and with Response condition (global vs. local response) and Type of 
arrow (set 1 vs. set 2 vs. set 3) as between‐subjects factors. 
There was a main effect of Current trial, F(1, 86) = 184.19, p < .001, η2 = .68, reflecting 
that RTs for congruent trials (M = 381 ms) were faster compared to incongruent trials (M = 
433 ms). We also found a Response condition × Current trial interaction effect, F(1, 86) = 
42.63, p < .001, η2 = .33, showing that the congruency effect was stronger when participants 
had to respond to the global target (M = 78 ms) compared to when they had to respond to the 
local target (M = 27 ms). There was a strong CSE, indicated by the Previous trial × Current 
trial interaction, F(1, 86) = 28.14, p < .001, η2 = .25. This interaction was also moderated by 
Response condition, F(1, 86) = 6.40, p = .01, η2 = .07. To assess the precise nature of this effect, 
congruency sequence scores were calculated by subtracting the congruency effect after 
incongruent trials from the congruency effect after congruent trials. We then used t‐tests to 
establish whether the CSEs within each condition significantly differed from 0. Results 
showed that in both the global and local focus conditions the CSE was significantly larger 
than 0, t(44) = 2.11, p = .04, 95% CI [0.71, 30.18], and t(46) = 5.58, p < .001, 95% CI [26.82, 57.09], 
respectively. The 3‐way‐interaction thus indicated that the CSE was significantly stronger in 
the local focus condition compared to the global focus condition. None of these effects were 
affected by the Type of arrow factor, ps > .17. 
Discussion 
In Study 4.1, we found a CSE irrespective of whether participants had to respond to 
the big (global) or small (local) arrows. This pattern of results cannot be explained by the 
                                                     
significant, p = .10. The adaptation effect remained significant in both the global and local response 
conditions. 
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idea that conflict leads to narrowing of attention. In such a case, we would not have observed 
adaptation in the global response condition, where narrowing of attention would counteract 
better performance. However, the CSE was stronger in the local response condition 
compared to the global response condition. Therefore, we cannot rule out that attentional 
focus also played a partial role in the obtained CSEs. 
There are, however, important limitations of the first study. First, there is the 
potential confound of feature integration (Hommel, 2004; Hommel, Proctor, et al., 2004). 
There is little doubt that the overlap in stimulus and response sets affect performance, and it 
is impossible to circumvent the confounding factor of differential feature overlap when 
employing small stimulus sets (e.g., two‐choice flanker tasks). More specifically, some trial 
sequences involved partial feature repetition (e.g., the direction of the global target on trial n‐
1 repeats as the direction of the local distractors on trial n), which interferes with processing 
of the current task, thus decreasing performance on the current task. When all features repeat 
(a complete repetition) this, in contrast, enhances performance on the current task. Similarly, 
when none of the features repeat (a complete alternation), the previous features are not 
conflicting with processing the current features, again enhancing performance on the current 
task. Importantly, all iC‐ and cI‐sequences involve partial feature repetitions, while none of 
the cC‐ and iI‐sequences involve such repetition. Hence, CSEs observed using such designs 
might be predominantly driven by feature integration effects (e.g., Hommel, Proctor, et al., 
2004; cf. Mayr, 2004). To be able to provide a better understanding of the influence of 
attentional focus on the CSE irrespective of associative influences from specific stimulus 
sequences, a design is necessary in which complete alternations for all sequential trial‐types 
are presented. 
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A second limitation is that we, unfortunately, observed asymmetric interference 
between global and local response conditions. That is, the congruency effect in the global 
focus condition was larger than the congruency effect in the local response condition. 
Interestingly, we observed larger CSEs in the local focus condition than the global focus 
condition. Thus, even though stimuli in the global focus condition evoked more conflict (i.e., 
the conflict signal was stronger), this did not result in larger CSEs. This might be due to the 
fact that, although the conflict signal was stronger in the global response condition (and 
therefore more resources may have been recruited) on the n‐1 trial, the target in trial n was, 
by the same token (i.e., a stronger congruency effect) also more difficult, which might explain 
the lower levels of adaptation in the global response condition. To provide a more critical 
test of the role of attentional focus in CSEs, the congruency effect should be of the same order 
of magnitude in global and local response conditions. 
Study 4.2 
In Study 4.2, we aimed to resolve the issue of asymmetric interference and the 
possible role of feature integration. Therefore, we used a more rigorous strategy by pilot 
testing multiple configurations of the to‐be‐used stimuli in order to select those in which the 
congruency effect in the global response condition was about equal to the congruency effect 
in the local response condition. Furthermore, to prevent feature integration effects, 
participants now responded to arrows in four different directions and we made sure that the 
trials did not include any repetitions (cf. Schmidt & Weissman, 2014). 
Method 
Participants and design. A total of 64 participants (49 females; Mage = 21.2) were 
allocated to a mixed design with Previous trial (c vs. i) and Current trial (C vs. I) as within‐
subjects factors and with Response condition (global vs. local response) as between‐subjects 
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factor. We also counterbalanced Stimulus configuration (up‐left / down‐right vs. up‐right / 
down‐left vs. up‐down / right‐left, see Figure 4.2 for all stimuli) across participants. 
Participants were recruited via the online research participation system at Radboud 
University. None of the participants had reading problems and they all had Dutch as their 
mother tongue. The participants received either course credits or a gift certificate for 
participating. 
Materials and procedure. The experiment was programmed in Inquisit. After a short 
introduction and practice run of 24 trials to familiarize the participants with the task (either 
with the instructions to respond to the direction of the global arrow or to respond to the 
direction of the local arrows), they received 101 experimental trials (the first trial of the 
experimental block cannot be used because it has no previous trial).2 The global and local 
arrows could either point in the same direction (i.e., congruent stimulus) or in another 
direction (i.e., incongruent stimulus) depending on Stimulus configuration (e.g., a global 
arrow pointing upwards while the local arrows are pointing left). All 4 trial‐types (cC, iC, cI, 
iI) were randomly distributed over the 100 trials with the restriction that they had to be 
administered equally often and the same trial‐type should not be presented more than 3 
times in a row. 
 
   
                                                     
2 In a pilot study (N = 16) we tested multiple configurations of the to‐be‐used stimuli in order to select 
those in which the congruency effect in the global response condition was about equal to the 
congruency effect in the local response condition. In this way, we experimentally controlled for the 
level of interference from the local stimuli in global targets and the global stimulus in local targets. 
Results of the pilot study for the stimuli used in Study 4.2 showed a main effect of Current trial, F(1, 
14) = 92.28, p < .001, η2 = .87, which was not moderated by Response condition, p = .27. 
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Figure 4.2. List of all arrow stimuli used in Study 4.2. There were three different stimulus 
configurations. Each subject responded to one of these sets. In the task we alternated 
between subsets within each stimulus configuration on the even and odd numbered trials to 
avoid feature binding. The number of congruent and incongruent stimuli is equal within 
each stimulus configuration to avoid contingency bias. 
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To avoid feature integration confounds, arrow‐flanker stimulus combinations made 
of left‐ and upward (or right‐ and upward, or down‐ and upward) pointing arrows were 
presented in odd‐numbered trials while arrow‐flanker stimulus combinations made of right‐ 
and downward (or left‐ and downward, or right‐ and leftward) pointing arrows were 
presented in even‐numbered trials (cf. Schmidt & Weissman, 2014). Each trial started with a 
blank screen displayed for 1000 ms, followed by the flanker stimulus that was displayed 
until a response was given. In the practice phase, upon error, feedback was provided by 
showing a red cross for 400 ms. 
Results 
RTs of incorrect responses were removed (3.5%). Within‐subjects RTs were removed 
when they deviated more than three times the standard deviation from the participant’s 
trial‐type‐specific mean (1.1%). Using the same exclusion criteria as in Study 4.1, there were 
no between‐subjects outliers. The RTs were subjected to a mixed design with Previous trial (c 
vs. i) and Current trial (C vs. I) as within‐subjects factors and with Response condition 
(global vs. local response) as between‐subjects factor. Preliminary analyses including the 
counterbalancing of Stimulus configuration (up‐left / down‐right vs. up‐right / down‐left vs. 
up‐down / right‐left) revealed no main or interaction effects of stimulus configuration, ps > 
.26. Therefore, the data in the final analyses were collapsed across the three stimulus 
configurations. 
There was a main effect of Current trial, F(1, 63) = 789.02, p < .001, η2 = .93, reflecting 
that RTs for congruent trials (M = 402 ms) were faster compared to incongruent trials (M = 
503 ms). There was also a CSE, indicated by the Previous trial × Current trial interaction, F(1, 
63) = 11.28, p = .001, η2 = .15. Both the main effect of Current trial as its interaction with 
Previous trial were not moderated by Response condition, Fs < 1. Congruency sequence 
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scores were calculated by subtracting the congruency effect after incongruent trials from the 
congruency effect after congruent trials. We then used t‐tests to establish whether the CSEs 
within each condition significantly differed from 0. Results showed that in both the global 
and local response conditions the CSE was significantly larger than 0, t(31) = 2.17, p = .04, 
95% CI [0.87, 28.47], and t(31) = 2.49, p = .02, 95% CI [2.20, 22.16], respectively. 
Discussion 
In Study 4.2, while experimentally controlling for associative confounds in the study 
of CSEs, we replicated the results of Study 4.1 by observing CSEs irrespective of whether 
participants had to respond to the big (global) or small (local) arrows. Since we also resolved 
the asymmetry in conflict signal strength (i.e., the global and local congruency effects were 
equal) attentional focus alone cannot explain the observed effects. Instead, our results are 
best explained by conflict‐driven mobilization of resources. 
General discussion 
In the present research, we examined the role of processing mode in CSEs. The results 
of two studies indicated that CSEs can be observed irrespective of the required processing 
mode: A CSE was observed in a condition where a local, detail‐oriented focus was required 
as well as in a condition where a global, broad focus was required. Thus, it seems that 
mobilized cognitive resources as a function of conflict detection can be deployed in a 
subsequent task irrespective of the required attentional focus of that task. 
The studies reviewed in the introduction revealed a rather fixed relationship between 
aversive signals and a narrow focus (and between positive cues and a global focus). In 
general, people adopt a more detailed processing mode when confronted with conflict (cf. 
Kahneman, 1973), and also a more lenient processing mode when the situation is benign. A 
large number of studies that examined the relationship between affective signals and 
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attentional focus, inspected the relative preference for a local versus global processing mode 
(for a review, see Friedman & Förster, 2010). In such cases, the prepotent strategy to adopt a 
local focus in aversive contexts and to adopt a global focus in benign contexts was 
manifested. However, the present results showed that this relationship is more flexible than 
originally assumed. In the present studies participants were explicitly instructed to respond 
to either the global target or the local targets. Because the prepotent strategy of adopting a 
local focus when confronted with conflict would be counterproductive for performance in 
the global response condition, participants instead managed to deploy the recruited 
resources in a flexible manner to optimize performance on global targets. This seemingly 
flexible allocation of resources fits well with propositions from construal level theory (CLT; 
Trope & Liberman, 2010). Basically, CLT would propose that when confronted with conflict, 
individuals reactivate higher‐order goals to facilitate goal‐directed behavior. In more 
concrete terms, CLT would then predict that when individuals are confronted with a conflict 
signal (e.g., a global arrow facing right while local arrows are facing left) they strengthen 
relevant goals (e.g., I need to respond to the direction of the global arrow and ignore the 
direction of the local arrows), which leads to enhanced subsequent performance. 
Although we observed CSEs in both global and local response conditions, we also 
found in Study 4.1 that the CSE was smaller in the global than in the local response 
condition. Interestingly, at the same time the congruency effect was larger in the global than 
in the local response condition. One possible reason for this pattern of results might be that 
even though the strength of the conflict signal in the global condition was higher (i.e., higher 
congruency effect), the amount of recruited resources might not have been sufficient to 
adequately handle the next very demanding event. This proposition fits well the ‘difficulty 
law of motivation’ (Ach, 1935; Hillgruber, 1912), which posits that increasing task difficulty 
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scores were calculated by subtracting the congruency effect after incongruent trials from the 
congruency effect after congruent trials. We then used t‐tests to establish whether the CSEs 
within each condition significantly differed from 0. Results showed that in both the global 
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95% CI [0.87, 28.47], and t(31) = 2.49, p = .02, 95% CI [2.20, 22.16], respectively. 
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the asymmetry in conflict signal strength (i.e., the global and local congruency effects were 
equal) attentional focus alone cannot explain the observed effects. Instead, our results are 
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attentional focus, inspected the relative preference for a local versus global processing mode 
(for a review, see Friedman & Förster, 2010). In such cases, the prepotent strategy to adopt a 
local focus in aversive contexts and to adopt a global focus in benign contexts was 
manifested. However, the present results showed that this relationship is more flexible than 
originally assumed. In the present studies participants were explicitly instructed to respond 
to either the global target or the local targets. Because the prepotent strategy of adopting a 
local focus when confronted with conflict would be counterproductive for performance in 
the global response condition, participants instead managed to deploy the recruited 
resources in a flexible manner to optimize performance on global targets. This seemingly 
flexible allocation of resources fits well with propositions from construal level theory (CLT; 
Trope & Liberman, 2010). Basically, CLT would propose that when confronted with conflict, 
individuals reactivate higher‐order goals to facilitate goal‐directed behavior. In more 
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increases the effort people invest, but proportional to the level of perceived task difficulty (cf. 
Kahneman, 1973). Given the limited nature of processing resources, one would expect that 
task difficulty can increase effort mobilization only up to some upper limit, after which it 
reaches asymptote (or possibly decreases, cf. Gendolla et al., 2011). Nevertheless, in Study 4.1 
there still was a CSE in the global response condition. Moreover, when we matched the 
difficulty of the global and local task in Study 4.2 – as indicated by about equal congruency 
effects –, the CSE in the global response condition was equally strong as it was in the local 
response condition. 
An alternative explanation for the observed asymmetric pattern of global versus local 
CSEs in Study 4.1 relates to the feature integration account (Hommel, Proctor, et al., 2004). It 
might be the case that the local features were dominant over global features and, as such, 
global features of the arrow stimuli were less well integrated relative to the local features. 
Therefore, the congruency effect in the global condition would be larger compared to the 
local condition. By the same token, possible repetition effects on the subsequent trial would 
be weaker in the global condition than in the local condition. However, when we explicitly 
controlled for feature integration in Study 4.2, we again observed a robust CSE in both the 
global and local response conditions. Thus, it seems our results cannot be explained by the 
feature integration account. 
To conclude, in two experiments we observed a CSE irrespective of the required locus 
of attention. In both local and global processing modes, performance on subsequent tasks 
was modulated by conflict‐driven resource mobilization. Our findings underscore the 
flexibility of the cognitive system. Recruited resources upon conflict detection can be 
allocated to enhance adequate processing in line with current task demands. When resolving 
current task demands benefits from a local focus, recruited resources are used to narrow 
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perceptual attention. This mechanism is very useful in optimizing performance on the 
frequently used cognitive control tasks in this area of research (i.e., flanker, Stroop, and 
Simon tasks). However, a conflict monitoring system that would exclusively facilitate a 
narrowing of attention when confronted with difficult events would be rather inadequate. 
Some environmental challenges actually require a broader range of attention, focusing on the 
forest instead of the trees. Since our results clearly show that the cognitive control system is 
just as capable of adapting to conflict while processing information in a global manner and 
not only when information is processed in a local manner, our results are best explained by a 
system that instigates compensatory adjustments following conflict by mobilizing cognitive 
resources that can be allocated to processes tailored to meet current demands. 
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Abstract 
To deal effectively with a continuously changing environment, our cognitive system 
adaptively regulates resource allocation. Earlier findings showed that an avoidance 
orientation (induced by arm extension), relative to an approach orientation (induced by arm 
flexion), enhanced sustained cognitive control. In avoidance conditions, performance on a 
cognitive control task was enhanced, as indicated by a reduced congruency effect, relative to 
approach conditions. Extending these findings, in the present behavioral studies we 
investigated dynamic adaptations in cognitive control—that is, conflict adaptation. We 
proposed that an avoidance state recruits more resources in response to conflicting signals, 
and thereby increases conflict adaptation. Conversely, in an approach state, conflict 
processing diminishes, which consequently weakens conflict adaptation. As predicted, 
approach versus avoidance arm movements affected both behavioral congruency effects and 
conflict adaptation: As compared to approach, avoidance movements elicited reduced 
congruency effects and increased conflict adaptation. These results are discussed in line with 
a possible underlying neuropsychological model. 
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An important mechanism of our cognitive system is the allocation of resources to deal 
effectively with difficult, problematic, or novel situations, by up‐regulating cognitive control. 
In a changing environment, being able to regulate cognitive control in a flexible manner 
helps us to respond adaptively to task demands. In addition to sustained, or tonic, cognitive 
control, dynamic adjustments of cognitive control consist of trial‐by‐trial adaptations of 
cognitive control as a function of previous trial difficulty due to conflict. This is called 
conflict adaptation and is thought to reflect temporary, or phasic, enhancements or 
reductions of cognitive control (Botvinick et al., 2001). 
Paradigms such as the flanker task (Eriksen & Eriksen, 1974) were designed to 
examine cognitive control processes. In the flanker task, people have to indicate the direction 
of a central arrow, while adjacent arrows are in the same (congruent) or another 
(incongruent) direction. The strength of the congruency effect—entailing that congruent 
trials are responded to faster than incongruent trials—varies as a function of whether or not 
the previous trial contained a conflict: The congruency effect on the current trial is less strong 
after an incongruent trial than after a congruent trial (Gratton et al., 1992). This effect of the 
previous trial on current trial performance is an empirical indicator of conflict adaptation. 
Ample studies have since shown that conflict adaptation is a robust phenomenon that occurs 
across several tasks (Egner, 2008; Gratton et al., 1992; Stürmer et al., 2002). 
Modulators of cognitive control 
Recent research has investigated how affectively valenced stimuli or mood states may 
modulate conflict adaptation (for reviews, see Chiew & Braver, 2011; Dreisbach & Fischer, 
2012). For example, positive reward signals have been shown to modulate conflict adaptation 
(van Steenbergen et al., 2009), although the direction of this effect seems to depend on 
performance‐contingency and the type of stimuli that is used to signal reward (e.g., Braem et 
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al., 2013; Braem, Verguts, Roggeman, & Notebaert, 2012; Stürmer et al., 2011). Furthermore, 
disentangling manipulations of affect (positive vs. negative) and arousal (high vs. low), 
several studies have shown that, irrespective of arousal, negative states result in enhanced 
conflict adaptation, as compared to positive states (Kuhbandner & Zehetleitner, 2011; van 
Steenbergen et al., 2010; cf. van Steenbergen, Band, Hommel, Rombouts, & Nieuwenhuis, 
2014; van Steenbergen, Booij, Band, Hommel, & van der Does, 2012). In some studies, arousal 
did not have any effect (van Steenbergen et al., 2010), whereas others have shown that high‐
arousing pictures, such as mutilated bodies, resulted in slower reaction times and reduced 
conflict adaptation (Padmala et al., 2011; cf. Fischer, Dreisbach, & Goschke, 2008). 
Kuhbandner and Zehetleitner (2011) have demonstrated independent modulation of affect 
and arousal on dynamic and sustained cognitive control, respectively, as was also confirmed 
by computer simulations showing independent modulation of related parameters in 
Botvinick et al.’s (2001) conflict‐monitoring model. 
To summarize, research has shown differential effects of rewards, mood states, and 
arousal. To date, no studies have been conducted on the influence of approach and 
avoidance motivational states on conflict adaptation. As we will argue below, for theoretical 
reasons, approach versus avoidance motivational states constitute an important modulator 
of both conflict adaptation and the congruency effect. 
Approach–avoidance orientation 
Approach and avoidance may be considered the two most fundamental motivational 
states (Elliot, 2008). Approach motivation helps to attain essential outcomes in the world 
including food, drinks, and partners. On the other hand, avoidance motivation prevents us 
from danger and negative outcomes. Their impact is documented across multiple domains. 
For instance, several studies illustrated the interplay between approach and avoidance 
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movements and stimulus evaluation. Pull responses (approach) have been shown to be faster 
toward positive than toward negative stimuli, whereas push reactions (avoidance) have been 
shown to be faster for negative than for positive stimuli (Chen & Bargh, 1999). The reverse 
causality has also been shown. Stimuli viewed during an approach arm movement were 
evaluated more positively than stimuli viewed during an avoidance arm movement 
(Cacioppo, Priester, & Berntson, 1993; cf. Centerbar & Clore, 2006). According to Cacioppo 
and his colleagues, engaging in an approach arm movement provides body feedback 
associated with approaching positive stimuli, whereas engaging in an avoidance arm 
movement provides body feedback associated with avoiding negative stimuli (see also 
Förster & Strack, 1997, 1998). This theoretical assumption is based on the notion that over the 
course of a lifetime, arm flexion is repeatedly associated with acquiring or consuming 
desired objects (i.e., approach motivation), whereas arm extension is repeatedly associated 
with rejecting undesired objects (i.e., avoidance motivation). 
However, approach and avoidance effects go beyond stimulus evaluations (Barsalou, 
2008). For example, approach and avoidance have been argued to influence a corresponding 
motivational mindset or regulatory focus. According to Higgins (1999), individuals with a 
promotion focus are generally motivated by the presence and absence of positive outcomes, 
whereas the behavior of individuals in a prevention focus is motivated by the presence or 
absence of negative outcomes. These general foci have an influence on the regulation of 
people’s behavior. Friedman and Förster (Friedman & Förster, 2000, 2005a) argued that 
approach and avoidance arm movements, triggering their corresponding foci, enhance 
creativity and analytic reasoning, respectively. An approach mindset seems to foster a 
heuristic processing style, enabling individuals to be more creative—to “think outside the 
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al., 2013; Braem, Verguts, Roggeman, & Notebaert, 2012; Stürmer et al., 2011). Furthermore, 
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Steenbergen et al., 2010; cf. van Steenbergen, Band, Hommel, Rombouts, & Nieuwenhuis, 
2014; van Steenbergen, Booij, Band, Hommel, & van der Does, 2012). In some studies, arousal 
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states (Elliot, 2008). Approach motivation helps to attain essential outcomes in the world 
including food, drinks, and partners. On the other hand, avoidance motivation prevents us 
from danger and negative outcomes. Their impact is documented across multiple domains. 
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box”—whereas an avoidance mindset fosters a systematic processing style enabling 
individuals to be more analytic (Friedman & Förster, 2000, 2005a). 
Several other studies have suggested the role of arm movements in regulatory focus. 
Research has suggested that the intensity of pressure exerted through approach or avoidance 
arm movements functions as an indicator of motivational strength (Förster, Higgins, & 
Idson, 1998). Similarly, approach and avoidance arm movements directly influence 
motivation: Förster (2003) showed that participants engaging in an approach arm movement 
consumed more food than did individuals engaging in an avoidance arm movement. Taken 
together, all of these findings combined suggest that the arm movements activate their 
corresponding motivational system: Arm flexion activates a motivational system concerned 
with the processing of rewards, whereas arm extension activates a motivational system 
concerned with the processing of possible threats. 
Approach–avoidance and sustained cognitive control 
Avoidance bodily actions, as opposed to approach bodily actions, are habitually 
performed in situations that call for vigilance and controlled action. Therefore, the mere 
execution of an avoidance motor action may function as a subtle alert for difficult conditions 
(see Kahneman, 1973), which leads to an overall greater recruitment of resources that are 
usually required in this specific context. In contrast, performing an approach movement 
serves as a signal of safety and therefore indicates the absence of threat (Friedman & Förster, 
2000). Mobilization of cognitive resources is then less needed, and cognitive control may be 
down‐regulated on a general, tonic level. 
Indeed, previous research has already shown the differential impacts of approach 
and avoidance motivational states in regulating resource allocation. In a series of studies, it 
was shown that avoidance orientation (induced by arm extension), relative to approach 
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orientation (induced by arm flexion), enhanced sustained cognitive control, as measured by 
reduced congruency effects on a Stroop task and a task‐switching paradigm (Koch et al., 
2008; see also Koch et al., 2009; for alternative findings, see Friedman & Förster, 2005b). In 
another study, Koch showed further evidence for a resource allocation account (Koch, 2008). 
On an initial cognitive control task, individuals in the avoidance condition performed better, 
but subsequently showed greater indications of resource depletion. Importantly, the effect of 
approach–avoidance state on the initial task was mediated by the degree of depletion, 
suggesting that superior performance in the avoidance condition was achieved by greater 
expenditure of cognitive resources. In the present research, we aimed to extend the findings 
of Koch and colleagues (2009; Koch et al., 2008) by showing that approach and avoidance 
motivational states may also modulate dynamic adjustments in cognitive control—that is, 
conflict adaptation. 
Approach–avoidance and dynamic cognitive control 
Besides a tonic process (cf. Kuhbandner & Zehetleitner, 2011), approach and 
avoidance states may alter conflict‐driven resource allocation. Before explaining how this 
might work, it is important to note that conflict is associated with negative affect, signaling 
that conflict is an aversive event (Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013; 
Schouppe, de Houwer, Ridderinkhof, & Notebaert, 2012). Previous work has shown that 
individuals who are in an avoidant mindset are biased to conflicting (aversive) cues, whereas 
individuals who are in an approach mindset are less concerned with conflict and focus more 
on positive outcomes (Derryberry & Reed, 1994; Gomez & Gomez, 2002; Higgins & 
Tykocinski, 1992; Scholer, Stroessner, & Higgins, 2008; Shah, Higgins, & Friedman, 1998; 
Strachman & Gable, 2006). For example, Derryberry and Reed found that people with strong 
approach motivation were biased toward positive cues in a visual target detection task, 
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box”—whereas an avoidance mindset fosters a systematic processing style enabling 
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consumed more food than did individuals engaging in an avoidance arm movement. Taken 
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corresponding motivational system: Arm flexion activates a motivational system concerned 
with the processing of rewards, whereas arm extension activates a motivational system 
concerned with the processing of possible threats. 
Approach–avoidance and sustained cognitive control 
Avoidance bodily actions, as opposed to approach bodily actions, are habitually 
performed in situations that call for vigilance and controlled action. Therefore, the mere 
execution of an avoidance motor action may function as a subtle alert for difficult conditions 
(see Kahneman, 1973), which leads to an overall greater recruitment of resources that are 
usually required in this specific context. In contrast, performing an approach movement 
serves as a signal of safety and therefore indicates the absence of threat (Friedman & Förster, 
2000). Mobilization of cognitive resources is then less needed, and cognitive control may be 
down‐regulated on a general, tonic level. 
Indeed, previous research has already shown the differential impacts of approach 
and avoidance motivational states in regulating resource allocation. In a series of studies, it 
was shown that avoidance orientation (induced by arm extension), relative to approach 
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orientation (induced by arm flexion), enhanced sustained cognitive control, as measured by 
reduced congruency effects on a Stroop task and a task‐switching paradigm (Koch et al., 
2008; see also Koch et al., 2009; for alternative findings, see Friedman & Förster, 2005b). In 
another study, Koch showed further evidence for a resource allocation account (Koch, 2008). 
On an initial cognitive control task, individuals in the avoidance condition performed better, 
but subsequently showed greater indications of resource depletion. Importantly, the effect of 
approach–avoidance state on the initial task was mediated by the degree of depletion, 
suggesting that superior performance in the avoidance condition was achieved by greater 
expenditure of cognitive resources. In the present research, we aimed to extend the findings 
of Koch and colleagues (2009; Koch et al., 2008) by showing that approach and avoidance 
motivational states may also modulate dynamic adjustments in cognitive control—that is, 
conflict adaptation. 
Approach–avoidance and dynamic cognitive control 
Besides a tonic process (cf. Kuhbandner & Zehetleitner, 2011), approach and 
avoidance states may alter conflict‐driven resource allocation. Before explaining how this 
might work, it is important to note that conflict is associated with negative affect, signaling 
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individuals who are in an avoidant mindset are biased to conflicting (aversive) cues, whereas 
individuals who are in an approach mindset are less concerned with conflict and focus more 
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approach motivation were biased toward positive cues in a visual target detection task, 
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whereas people with strong avoidance motivation were biased toward negative cues. 
Similarly, Gomez and Gomez showed that approach motivation (BAS) predicted the 
processing of positive (but not negative) emotional information, and avoidance motivation 
(BIS) predicted the processing of negative (but not positive) emotional information. 
Furthermore, research suggests that in an approach state, individuals are not only biased 
toward positive cues, but also retrieve such cues better; that is, positive information is 
processed more thoroughly. In an avoidant state, negative information is processed more 
thoroughly (Förster & Strack, 1997, 1998). 
If being in an avoidant state biases individuals toward conflicting cues, and this 
information is processed more thoroughly, this might result in allocating more resources in 
response to conflicting signals—that is, a phasic, conflict‐driven adaptation of cognitive 
control. Conversely, if in an approach state conflict processing diminishes, this should 
consequently weaken conflict adaptation. 
Present research 
Following the reasoning described above, we expected to find (1) enhanced conflict 
adaptation in the avoidance condition and reduced conflict adaptation in the approach 
condition, and (2) a replication of earlier findings (Koch et al., 2009; Koch et al., 2008) 
showing that avoidance leads to a smaller congruency effect than does approach. These ideas 
were tested in three studies. In the first study, we compared an approach state with an 
avoidant state. In the second study, we added a control condition to examine the separate 
contributions of approach and avoidance motivation to the hypothesized effects. Finally, in 
the third study, we employed a flanker task that allowed us to control for feature repetitions 
and contingency confounds (Hommel, Proctor, et al., 2004; Mayr, 2004; Nieuwenhuis et al., 
2006; Schmidt, 2013; Schmidt & de Houwer, 2011) that could have affected the indices of 
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conflict adaptation in the former studies. In addition, we included some additional 
questions, to measure effort of arm movement and mood. Moreover, we included a scale to 
measure promotion–prevention orientation, intended as a manipulation check of the arm 
movement manipulation. Throughout the three studies, we employed a manipulation of 
approach and avoidance states by instructing participants to make an approach or avoidance 
motor action (Cacioppo et al., 1993; Koch et al., 2008). More specifically, participants were 
asked to engage in either arm flexion (approach) or arm extension (avoidance) while 
performing a flanker task. 
Study 5.1 
Methods 
Participants. A total of 71 students (61 females, ten males) from Radboud University 
participated in this study. The mean age of the participants was 19.8 years (range 18 to 27 
years). In return for credits, participants were assigned to either the approach condition or 
the avoidance condition. 
Procedure. Instructions were given on a computer screen. While participants 
performed an approach or avoidance motor action with their nondominant hand, they 
responded to a flanker task using their dominant hand (Eriksen & Eriksen, 1974). Using their 
nondominant hand, participants in the approach condition pressed a foam ball against the 
bottom of the table to elicit and maintain isometric flexor contraction of the arm, whereas in 
the avoidance condition they pressed the foam ball against the top of the table to elicit and 
maintain isometric extensor contraction (cf. Cacioppo et al., 1993; Koch et al., 2008). In Figure 
5.1, photographs illustrate the arm positions used to manipulate approach and avoidance. 
The flanker stimuli consisted of a row of five white arrows pointing to the left or the right 
against a black background. Participants were instructed to make quick and accurate 
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control. Conversely, if in an approach state conflict processing diminishes, this should 
consequently weaken conflict adaptation. 
Present research 
Following the reasoning described above, we expected to find (1) enhanced conflict 
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condition, and (2) a replication of earlier findings (Koch et al., 2009; Koch et al., 2008) 
showing that avoidance leads to a smaller congruency effect than does approach. These ideas 
were tested in three studies. In the first study, we compared an approach state with an 
avoidant state. In the second study, we added a control condition to examine the separate 
contributions of approach and avoidance motivation to the hypothesized effects. Finally, in 
the third study, we employed a flanker task that allowed us to control for feature repetitions 
and contingency confounds (Hommel, Proctor, et al., 2004; Mayr, 2004; Nieuwenhuis et al., 
2006; Schmidt, 2013; Schmidt & de Houwer, 2011) that could have affected the indices of 
 
127 
conflict adaptation in the former studies. In addition, we included some additional 
questions, to measure effort of arm movement and mood. Moreover, we included a scale to 
measure promotion–prevention orientation, intended as a manipulation check of the arm 
movement manipulation. Throughout the three studies, we employed a manipulation of 
approach and avoidance states by instructing participants to make an approach or avoidance 
motor action (Cacioppo et al., 1993; Koch et al., 2008). More specifically, participants were 
asked to engage in either arm flexion (approach) or arm extension (avoidance) while 
performing a flanker task. 
Study 5.1 
Methods 
Participants. A total of 71 students (61 females, ten males) from Radboud University 
participated in this study. The mean age of the participants was 19.8 years (range 18 to 27 
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bottom of the table to elicit and maintain isometric flexor contraction of the arm, whereas in 
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maintain isometric extensor contraction (cf. Cacioppo et al., 1993; Koch et al., 2008). In Figure 
5.1, photographs illustrate the arm positions used to manipulate approach and avoidance. 
The flanker stimuli consisted of a row of five white arrows pointing to the left or the right 
against a black background. Participants were instructed to make quick and accurate 
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responses on the keyboard using their dominant hand to indicate the direction of the central 
arrow, while the adjacent arrows were in the same (congruent) or in the opposite 
(incongruent) direction. Participants performed 12 practice trials. In order to reduce 
between‐subjects error noise due to a randomized trial order, instead of using a fully 
randomized order for each participant, we created two pseudorandomized orders of 66 test 
trials that were divided into two blocks of 33 trials (the first trial of each block could not be 
used, because it had no previous trial).1 Within these two orders, all four trial‐types (cC, iC, 
cI, and iI) were randomly distributed over the 66 trials, with the restriction that they had to 
be administered equally often, and the same trial‐type should not be presented more than 
three times in a row. Each trial started with a fixation cross displayed for 1000 ms, followed 
by the flanker stimulus that was displayed until a response was given. In the practice phase, 
upon an error, feedback was provided by showing a red cross for 400 ms. 
 
   
                                                     
1 We refrained from using a higher number of trials because (1) we were not sure about the duration of 
the effect of arm movement—since the arm movement had to be performed during the task, one can 
imagine that the effect of the arm manipulation might wear off after some time; and (2) some studies 
have suggested that conflict adaptation effects disappear quickly over time (Mayr & Awh, 2008; van 
Steenbergen, Haasnoot, Bocanegra, Berretty, & Hommel, 2014), so using a low number of trials per 
condition might help to measure the effect that we aimed to investigate here. A previous study 
showing effects of dysphoric mood on conflict adaptation had also used only 64 trials in total (van 
Steenbergen, Booij, et al., 2012). 
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Figure 5.1, panel A. Photograph of the approach induction in Study 5.1, 5.2 and 5.3. 
Figure 5.1, panel B. Photograph of the avoidance induction in Study 5.1 and 5.2. 
Figure 5.1, panel C. Photograph of the avoidance induction in Study 5.3. 
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Data analysis. We analyzed the reaction times (RTs) of correct responses for test trials 
using a mixed design, with Previous Trial (c vs. i) and Current Trial (C vs. I) as within‐
subjects factors and Motivational State (approach vs. avoidance) as a between‐subjects factor. 
Error trials (3.7%) and trials with RTs more than 3 SDs above or below the individual 
condition‐specific mean (0.9%) were excluded from the analysis. We also removed one 
participant who had a much higher general RT than the average (6 SDs above the sample 
mean), and one participant who made many more errors on inconsistent trials than the 
average (6 SDs above the sample mean).2 
Results 
The results showed a congruency effect: The main effect of current trial was 
significant, indicating that performance on the flanker task was faster on congruent (383 ms) 
than on incongruent (429 ms) trials, F(1, 69) = 271.08, p < .001, η2 = .80. The interaction 
between previous trial and current trial was also significant, indicating a conflict adaptation 
effect, F(1, 69) = 4.33, p = .04, η2 = .06. The conflict adaptation effect entails that the current RT 
difference (I – C) was smaller when the previous trial was incongruent (i) than when it was 
congruent (c). Most importantly, both the congruency and conflict adaptation effects 
interacted with motivational state, as we will describe below. See Table 5.1 for the full range 
of condition means. 
   
                                                     
2 The interaction between previous trial and current trial became non‐significant (p = .204) when the 
two outliers remained included in the dataset. Also, the 3‐way interaction between previous trial, 
current trial and motivational state became non‐significant (p = .108). 
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Table 5.1 
Mean reaction times latencies (ms) and SEs for each trial‐type of the three reported studies. 
 
Study Condition Congruency (N-1) Congruency (N) Mean RT SE 
1 approach congruent congruent 380.74 6.74 
   incongruent 432.91 8.31 
  incongruent congruent 382.58 7.18 
   incongruent 436.37 7.80 
 avoidance congruent congruent 383.69 6.83 
   incongruent 432.10 8.43 
  incongruent congruent 386.43 7.28 
   incongruent 415.41 7.91 
2 approach congruent congruent 385.77 7.93 
   incongruent 441.96 9.76 
  incongruent congruent 391.33 7.59 
   incongruent 447.33 9.72 
 control congruent congruent 395.99 8.07 
   incongruent 445.51 9.94 
  incongruent congruent 402.63 7.73 
   incongruent 441.30 9.89 
 avoidance congruent congruent 394.86 7.93 
   incongruent 441.13 9.76 
  incongruent congruent 398.46 7.59 
   incongruent 420.39 9.72 
3 approach congruent congruent 478.19 10.90 
   incongruent 519.41 9.66 
  incongruent congruent 480.82 10.61 
   incongruent 531.82 9.77 
 avoidance congruent congruent 493.36 10.67 
   incongruent 535.89 9.45 
  incongruent congruent 498.95 10.38 
   incongruent 516.37 9.56 
 
We found a Previous Trial × Current Trial × Motivational State interaction, F(1, 69) = 
6.04, p = .02, η2 = .08 (see Figure 5.2, panel A). To understand the nature of this interaction, we 
analyzed the interaction effects of previous trial and current trial separately for approach and 
avoidant states. This revealed a strong Previous Trial × Current Trial interaction in the 
avoidance condition, F(1, 34) = 11.89, p < .01, η2 = .26, whereas this effect was absent for the 
approach condition, F(1, 35) < 1. 
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Figure 5.2, panel A. Mean reaction time latencies (ms) representing the conflict adaptation 
score of Study 5.1, (cI – cC) – (iI – iC). Error bars represent SEs. 
Figure 5.2, panel B. Mean reaction time latencies (ms) representing the congruency score of 
Study 5.1, I – C. Error bars represent SEs. 
 
We also found a Current Trial × Motivational State interaction, F(1, 69) = 6.58, p = .01, 
η2 = .09 (see Figure 5.2, panel B). Although the effect of current trial—that is, the congruency 
effect—was significant in both the approach and avoidance conditions (ps < .001), the 
interaction meant that the congruency effect was significantly smaller in the avoidance 
condition (39 ms) than in the approach condition (53 ms). 
Notably, we observed no significant correlation between the congruency effect and 
the conflict adaptation effect, r(71) = –.07, p = .56. We also tested the unique effect of 
motivational state on the congruency effect with the conflict adaptation effect partialed out, 
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as well as the effect of motivational state on conflict adaptation with the congruency effect 
partialed out. To do this, we first computed a congruency score (I – C) and a conflict 
adaptation score [(iI – iC) – (cI – cC)]. Subsequently, we conducted an analysis of covariance 
(ANCOVA), with congruency score as the dependent variable (DV), Motivational State as 
the between‐subjects factor, and conflict adaptation score as a covariate. The results indicated 
that the effect of motivational state on the congruency effect remained significant in this 
analysis, F(1, 71) = 6.13, p = .02, η2 = .08. Similarly, when we switched the roles of congruency 
effect (from DV to covariate) and conflict adaptation effect (from covariate to DV), again the 
effect of motivational state remained significant, F(1, 71) = 5.60, p = .02, η2 = .08. 
Study 5.2 
In Study 5.1, we compared an approach state with an avoidant state. The results 
revealed strong conflict adaptation in the avoidance relative to the approach condition. In 
addition, we replicated previous research by finding a smaller congruency effect for 
avoidance than for approach (Koch et al., 2008). In Study 5.2, we added a control condition, 
to examine the separate contributions of approach and avoidance motivation to these effects. 
Methods 
Participants. A group of 86 students (76 females, ten males) from Radboud 
University participated in this study. The mean age of the participants was 21.7 years (range 
18 to 35 years). We added a control condition to examine the differential effects of approach 
and avoidance motor actions. In return for credits, participants were assigned to the 
approach condition, the control condition, or the avoidance condition. 
Procedure. The procedure of Study 5.2 was exactly the same as in Study 5.1, with the 
addition of a control condition. In the control condition, people had to rest their 
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University participated in this study. The mean age of the participants was 21.7 years (range 
18 to 35 years). We added a control condition to examine the differential effects of approach 
and avoidance motor actions. In return for credits, participants were assigned to the 
approach condition, the control condition, or the avoidance condition. 
Procedure. The procedure of Study 5.2 was exactly the same as in Study 5.1, with the 
addition of a control condition. In the control condition, people had to rest their 
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nondominant hand on their lap (i.e., they did not engage in arm flexion or extension), 
whereas in the other conditions they had to perform the respective arm movements. 
Data analysis. We used the same kind of analyses as in Study 5.1. Error trials (3.4%) 
and trials with RTs more than 3 SDs above or below the individual condition‐specific mean 
(0.6%) were excluded from the analysis. The data revealed no between‐subjects outliers. 
Results 
The results showed the congruency effect: Performance on the flanker task was faster 
on congruent (395 ms) than on incongruent (439 ms) trials, F(1, 83) = 194.08, p < .001, η2 = .70. 
The interaction between previous trial and current trial was again significant, indicating a 
conflict adaptation effect, F(1, 83) =  13.26, p < .001, η2 = .14. See Table 5.1 for the full range of 
condition means. 
Most importantly, the results of Study 5.2 also showed a Previous Trial × Current 
Trial × Motivational State interaction, F(2, 83) = 4.72, p = .01, η2 = .10 (see Figure 5.3, panel A). 
We found a conflict adaptation effect for the avoidance condition, F(1, 28) = 14.38, p = .001, η2 
= .34, as well as for the control condition, F(1, 27) = 10.84, p < .01, η2 = .29. No evidence of such 
an effect was observed for the approach condition, F(1, 28) < 1. LSD pairwise comparisons on 
the conflict adaptation scores showed that avoidance (24 ms) differed from approach (0ms), p 
< .01, 95% CI [8.48, 39.84], and marginally significantly from control (11 ms), p = .09, 95% CI 
[–2.32, 29.32]. Control did not differ from approach, p = .18. 
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Figure 5.3, panel A. Mean reaction time latencies (ms) representing the conflict adaptation 
score of Study 5.2, (cI – cC) – (iI – iC). Error bars represent SEs. 
Figure 5.3, panel B. Mean reaction time latencies (ms) representing the congruency score of 
Study 5.2, I – C. Error bars represent SEs. 
 
We also found a Current Trial × Motivational State interaction, F(2, 83) = 3.96, p = .02, 
η2 = .09 (see Figure 5.3, panel B). All simple effects were significant for each level of 
motivational state (ps < .001). LSD pairwise comparisons on the congruency scores showed 
that avoidance (34 ms) differed from approach (56 ms), p < .01, 95% CI [–37.56, –6.44]. 
Control (44 ms) did not differ from either approach or avoidance, ps = .13 and .21, 
respectively. 
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Again, we found no significant correlation between the congruency effect and the 
conflict adaptation effect, r(86) = .03, p = .82. As in Study 5.1, we tested the unique effect of 
motivational state on the congruency effect with the conflict adaptation effect partialed out, 
as well as the effect of motivational state on conflict adaptation with the congruency effect 
partialed out. The results of the ANCOVAs, indicated that the effect of motivational state on 
the congruency effect remained significant, F(2, 86) = 4.67, p = .01, η2 = .10, as well as the effect 
of motivational state on the conflict adaptation effect, F(2, 86) = 5.43, p = .01, η2 = .12. 
Reanalysis of Studies 5.1 and 5.2 
In Studies 5.1 and 5.2, we consistently found an effect of motivational state on both 
sustained and dynamic cognitive control. Furthermore, motivational state seemed to 
independently influence these two forms of control regulations. An important limitation of 
Studies 5.1 and 5.2, and of many other studies in the domain of conflict adaptation, was the 
potential confound of repetition priming. Some studies have shown that conflict adaptation 
effects can be accounted for entirely by repetition‐priming effects (e.g., Mayr, 2004; 
Nieuwenhuis et al., 2006). Repetitions occur on 50% of the cC and iI trials, but on none of the 
iC or cI trials. The typical decreased RTs on cC and iI trials evident in sequential effects 
might thus (partly) be driven by repetition priming rather than by conflict adaptation. 
To address the issue of repetition effects, at least to some extent, we ran an analysis 
that excluded all complete repetition trials—that is, all trials in which the stimulus at trial 
N+1 was exactly the same as the stimulus at trial N (see Mayr, 2004). Because removing all 
complete‐repetition trials reduced the power of the tests, we created a new data file 
encompassing the data from Studies 5.1 and 5.2 (without the control condition). We 
subjected these data to a repeated measures analysis of variance (ANOVA) with Previous 
Trial (c vs. i) and Current Trial (C vs. I) as within‐subjects factors, and Motivational State 
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(approach vs. avoidance) and Study (5.1 vs. 5.2) as between‐subjects factors. Crucially, as is 
shown in Table 5.2, the influence of motivational state on both the congruency effect and the 
conflict adaptation effect remained significant after excluding all complete stimulus  
repetitions. 
 
Table 5.2 
Results of the meta‐analysis over the first 2 studies on the influence of Motivational Orientation on 
both the congruency effect and conflict adaptation effect, excluding complete repetition trials. 
 
Source F p η2 
Congruency(N) × Orientation 6.38 .01 .05 
Congruency(N) × Congruency (N-1) × Orientation 4.55 .04 .04 
Congruency(N) × Study 0.20 .66 .00 
Congruency(N) × Congruency (N-1) × Study 5.19 .02 .04 
Congruency(N) × Study × Orientation 1.09 .30 .01 
Congruency(N) × Congruency (N-1) × Study × Orientation 1.93 .17 .02 
 
Although this is encouraging, using a design with four stimuli and two response 
options did not allow us to exclude different alternative explanations in terms of feature 
integration, which predicts that complete alternations (all remaining cC and iI trials) would 
be faster than partial repetitions (all cI and iC trials), due to feature binding effects (Hommel, 
Proctor, et al., 2004). Therefore, in Study 5.3, we used an optimized design (cf. Duthoo, 
Abrahamse, et al., 2014a) in which we only presented complete alternations for all sequential 
trial‐types (cf. Ullsperger et al., 2005), while at the same time correcting for the more recently 
discussed confounds in terms of contingency biases (Schmidt, 2013; Schmidt & de Houwer, 
2011). We also included some additional questions, to measure effort of arm movement and 
mood. Moreover, we included a scale to measure promotion–prevention orientation, which 
was intended as a manipulation check of the arm movements that we manipulated. 
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2011). We also included some additional questions, to measure effort of arm movement and 
mood. Moreover, we included a scale to measure promotion–prevention orientation, which 
was intended as a manipulation check of the arm movements that we manipulated. 
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Study 5.3 
Method 
Participants. A total of 96 students (73 females, 23 males) from Radboud University 
participated in this study. The mean age of participants was 20.9 years (range 18 to 29 years). 
In return for credits, participants were assigned to either the approach condition or the 
avoidance condition. 
Procedure. Instructions were given on a computer screen. While participants 
performed an approach or avoidance motor action with their nondominant hand, they 
responded to a flanker task using their dominant hand (Eriksen & Eriksen, 1974). Similar to 
Studies 5.1 and 5.2, using their nondominant hand, participants in the approach condition 
pressed a foam ball against the bottom of the table to elicit and maintain isometric arm flexor 
contraction (Figure 5.1, panel A). We slightly changed the position concerning the avoidance 
condition. In this condition, also using their nondominant hand, participants pressed a foam 
ball against the frontal side of the table to elicit and maintain isometric arm extensor 
contraction (Figure 5.1, panel C). In our view, the latter position even more strongly 
converges with avoidance, since it more clearly reflects a “pushing something away” 
gesture. The flanker stimuli consisted of a row of five black arrows against a white 
background. Participants were instructed to make quick and accurate responses on the 
keyboard using their dominant hand to indicate the direction of the central arrow, whereas 
the adjacent arrows were in the same (congruent) or in another (incongruent) direction. The 
responses keys were [i], [j], [k], and [m]. The arrows could point in one of four directions: 
Up, down, left, or right. In order to control for potential contingency bias effects (Schmidt, 
2013; Schmidt & de Houwer, 2011), we included only four out of the 12 possible 
combinations of incongruent trials, so that four trial‐types were used (equally often) for both 
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the congruent and incongruent trials (Duthoo, Abrahamse, et al., 2014a). We created two 
different orders of 101 trials, in which all four trial‐types (cC, cI, iC, and iI) were randomized 
with the restriction that they had to be administered equally often, and the same trial‐type 
was presented not more than three times in a row. Finally, stimulus and feature repetitions 
were controlled by only allowing complete feature alternations. For example, a congruent 
trial with all of the arrows facing upward could only be followed by a next stimulus that did 
not include any  upward‐facing arrows—for example, a stimulus with flankers facing left 
and the central target facing down. The trial after that could only display a stimulus that did 
not have any arrows facing left and/or down, and so on. 
Participants performed a block of 16 practice trials. The practice block was repeated 
until the participants’ performance accuracy reached 85% correct answers, or until the block 
was run for a maximum number of four times. Subsequently, participants completed 101 
experimental trials while engaging in an approach or avoidance arm movement. Each trial 
started with a blank screen for 1000 ms, followed by the flanker stimulus, which was 
displayed until a response was given. In the practice phase, upon an error, feedback was 
provided by showing a red cross for 400 ms. 
After the experimental phase of the flanker task, participants were asked once more 
to engage in the condition‐specific arm movement, this time while answering a questionnaire 
about proverbs (RFQ‐short; van Stekelenburg & Klandermans, 2003). The questionnaire 
contained 14 items: Seven promotion‐focused items (e.g., “Nothing ventured, nothing 
gained”) and seven prevention‐focused items (e.g., “Better safe than sorry”). Participants 
were asked to answer the following question for each of the items on a 7‐point Likert scale: 
“To what extent does this saying apply to you as a person. Don’t think too long about your 
answer, what comes to mind first often is the best answer.” In a pilot study, we found that 
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pressed a foam ball against the bottom of the table to elicit and maintain isometric arm flexor 
contraction (Figure 5.1, panel A). We slightly changed the position concerning the avoidance 
condition. In this condition, also using their nondominant hand, participants pressed a foam 
ball against the frontal side of the table to elicit and maintain isometric arm extensor 
contraction (Figure 5.1, panel C). In our view, the latter position even more strongly 
converges with avoidance, since it more clearly reflects a “pushing something away” 
gesture. The flanker stimuli consisted of a row of five black arrows against a white 
background. Participants were instructed to make quick and accurate responses on the 
keyboard using their dominant hand to indicate the direction of the central arrow, whereas 
the adjacent arrows were in the same (congruent) or in another (incongruent) direction. The 
responses keys were [i], [j], [k], and [m]. The arrows could point in one of four directions: 
Up, down, left, or right. In order to control for potential contingency bias effects (Schmidt, 
2013; Schmidt & de Houwer, 2011), we included only four out of the 12 possible 
combinations of incongruent trials, so that four trial‐types were used (equally often) for both 
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the congruent and incongruent trials (Duthoo, Abrahamse, et al., 2014a). We created two 
different orders of 101 trials, in which all four trial‐types (cC, cI, iC, and iI) were randomized 
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were controlled by only allowing complete feature alternations. For example, a congruent 
trial with all of the arrows facing upward could only be followed by a next stimulus that did 
not include any  upward‐facing arrows—for example, a stimulus with flankers facing left 
and the central target facing down. The trial after that could only display a stimulus that did 
not have any arrows facing left and/or down, and so on. 
Participants performed a block of 16 practice trials. The practice block was repeated 
until the participants’ performance accuracy reached 85% correct answers, or until the block 
was run for a maximum number of four times. Subsequently, participants completed 101 
experimental trials while engaging in an approach or avoidance arm movement. Each trial 
started with a blank screen for 1000 ms, followed by the flanker stimulus, which was 
displayed until a response was given. In the practice phase, upon an error, feedback was 
provided by showing a red cross for 400 ms. 
After the experimental phase of the flanker task, participants were asked once more 
to engage in the condition‐specific arm movement, this time while answering a questionnaire 
about proverbs (RFQ‐short; van Stekelenburg & Klandermans, 2003). The questionnaire 
contained 14 items: Seven promotion‐focused items (e.g., “Nothing ventured, nothing 
gained”) and seven prevention‐focused items (e.g., “Better safe than sorry”). Participants 
were asked to answer the following question for each of the items on a 7‐point Likert scale: 
“To what extent does this saying apply to you as a person. Don’t think too long about your 
answer, what comes to mind first often is the best answer.” In a pilot study, we found that 
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this scale reliably differentiated between motivation elicited by approach and avoidance arm 
movements.3 
Finally, participants were asked to indicate, on a scale from 1 to 100, the amount of 
effort that they experienced while engaging in the condition‐specific arm movement (1 = no 
effort, 100 = very much effort), and their current mood state (1 = negative mood state, 100 = 
positive mood state). 
Data analysis. We used the same kind of analyses as in Studies 5.1 and 5.2. Error 
trials (1.6%) and trials with RTs more than 3 SDs above or below the individual condition‐
specific mean (1.8%) were excluded from the analysis. We also removed two participants 
who had a higher general RT than the average (>3 SDs above the sample mean), and another 
two participants who made more errors on inconsistent trials than the average (>3 SDs above 
the sample mean).4 
Results 
Manipulation check. On the basis of the results of a pilot study, factor analysis was 
used to identify and compute a score for the factor underlying the short version of the RFQ 
                                                     
3 The RFQ‐short was pilot tested in a different session with different participants (N=55). The α for the 
promotion scale was .57, and that for the prevention scale was .59. Both αs are lower than the 
generally accepted minimal reliability of .70. Therefore, instead of using these a priori constructs, all 
items of the RFQ scale were subjected to an exploratory principal component analysis. The results of 
this analysis revealed a single‐factor solution (additional factors proved to be uninterpretable), 
explaining 18% of the variance. This factor was labeled Promotion Versus Prevention, because 
promotion‐focused items loaded positively on this factor, whereas prevention‐focused items loaded 
negatively on it. Subsequently, we subjected this Promotion Versus Prevention factor score to an 
ANOVA with Motivational State as a between‐subjects factor. The results revealed a significant effect 
of motivational state, F(1, 55) = 7.12, p = .01, η2 = .12: Participants in the approach condition responded 
more in line with a promotion focus (M = .33), whereas those in the avoidance condition responded 
more in line with a prevention focus (M = –.35), thus corroborating the intended motivational 
implications of the approach and avoidance arm movements. We also used this factor‐analytic 
approach for our manipulation check in Study 5.3. 
 
4 The pattern of significant and nonsignificant results did not change when these four participants 
were included in the analysis. 
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(see note 3). First, we observed that all items correlated at least .3 with at least one other item, 
suggesting reasonable factorability. Secondly, the Kaiser–Meyer–Olkin measure of sampling 
adequacy was .73, which was above the commonly recommended value of .6, and Bartlett’s 
test of sphericity was significant [χ2(91) = 291.87, p < .001]. The diagonals of the anti‐image 
correlation matrix were also all over .5. Finally, the communalities were all above .3, further 
confirming that each item shared some common variance with the other items. Given these 
overall indicators, factor analysis was deemed to be suitable with all 14 items. 
Principal component analysis with listwise deletion revealed a single‐factor solution 
(additional factors proved difficult to interpret), explaining 26% of the variance. Promotion‐
focused items loaded positively on this factor, whereas prevention‐focused items loaded 
negatively on it. We computed the factor score for this factor and added it to the data file, so 
that each participant had such a score. To attribute meaning to this factor score, a positive 
score entailed responding more in line with a promotion focus, whereas a negative score 
entailed responding more in line with a prevention focus. Subsequently, this factor score was 
subjected to an ANOVA, with Motivational State as a between‐subjects factor. The results 
revealed a significant effect of motivational state, F(1, 92) = 4.88, p = .03, η2 = .05: Participants 
in an approach state responded more in line with a promotion focus (M = .23), whereas 
participants in an avoidance state responded more in line with a prevention focus (M = –.22). 
Flanker task. The results showed a congruency effect: The main effect of current trial 
was significant, indicating that performance on the flanker task was faster on congruent (488 
ms) than on incongruent (526 ms) trials, F(1, 90) = 161.81, p < .001, η2 = .64. The interaction 
between previous trial and current trial was not significant, p > .13. However, both effects did 
interact with motivational state, as we will describe below. See Table 5.1 for the full range of 
condition means. 
CHAPTER 5
C
h
ap
te
r
 5
 
140 
this scale reliably differentiated between motivation elicited by approach and avoidance arm 
movements.3 
Finally, participants were asked to indicate, on a scale from 1 to 100, the amount of 
effort that they experienced while engaging in the condition‐specific arm movement (1 = no 
effort, 100 = very much effort), and their current mood state (1 = negative mood state, 100 = 
positive mood state). 
Data analysis. We used the same kind of analyses as in Studies 5.1 and 5.2. Error 
trials (1.6%) and trials with RTs more than 3 SDs above or below the individual condition‐
specific mean (1.8%) were excluded from the analysis. We also removed two participants 
who had a higher general RT than the average (>3 SDs above the sample mean), and another 
two participants who made more errors on inconsistent trials than the average (>3 SDs above 
the sample mean).4 
Results 
Manipulation check. On the basis of the results of a pilot study, factor analysis was 
used to identify and compute a score for the factor underlying the short version of the RFQ 
                                                     
3 The RFQ‐short was pilot tested in a different session with different participants (N=55). The α for the 
promotion scale was .57, and that for the prevention scale was .59. Both αs are lower than the 
generally accepted minimal reliability of .70. Therefore, instead of using these a priori constructs, all 
items of the RFQ scale were subjected to an exploratory principal component analysis. The results of 
this analysis revealed a single‐factor solution (additional factors proved to be uninterpretable), 
explaining 18% of the variance. This factor was labeled Promotion Versus Prevention, because 
promotion‐focused items loaded positively on this factor, whereas prevention‐focused items loaded 
negatively on it. Subsequently, we subjected this Promotion Versus Prevention factor score to an 
ANOVA with Motivational State as a between‐subjects factor. The results revealed a significant effect 
of motivational state, F(1, 55) = 7.12, p = .01, η2 = .12: Participants in the approach condition responded 
more in line with a promotion focus (M = .33), whereas those in the avoidance condition responded 
more in line with a prevention focus (M = –.35), thus corroborating the intended motivational 
implications of the approach and avoidance arm movements. We also used this factor‐analytic 
approach for our manipulation check in Study 5.3. 
 
4 The pattern of significant and nonsignificant results did not change when these four participants 
were included in the analysis. 
 
141 
(see note 3). First, we observed that all items correlated at least .3 with at least one other item, 
suggesting reasonable factorability. Secondly, the Kaiser–Meyer–Olkin measure of sampling 
adequacy was .73, which was above the commonly recommended value of .6, and Bartlett’s 
test of sphericity was significant [χ2(91) = 291.87, p < .001]. The diagonals of the anti‐image 
correlation matrix were also all over .5. Finally, the communalities were all above .3, further 
confirming that each item shared some common variance with the other items. Given these 
overall indicators, factor analysis was deemed to be suitable with all 14 items. 
Principal component analysis with listwise deletion revealed a single‐factor solution 
(additional factors proved difficult to interpret), explaining 26% of the variance. Promotion‐
focused items loaded positively on this factor, whereas prevention‐focused items loaded 
negatively on it. We computed the factor score for this factor and added it to the data file, so 
that each participant had such a score. To attribute meaning to this factor score, a positive 
score entailed responding more in line with a promotion focus, whereas a negative score 
entailed responding more in line with a prevention focus. Subsequently, this factor score was 
subjected to an ANOVA, with Motivational State as a between‐subjects factor. The results 
revealed a significant effect of motivational state, F(1, 92) = 4.88, p = .03, η2 = .05: Participants 
in an approach state responded more in line with a promotion focus (M = .23), whereas 
participants in an avoidance state responded more in line with a prevention focus (M = –.22). 
Flanker task. The results showed a congruency effect: The main effect of current trial 
was significant, indicating that performance on the flanker task was faster on congruent (488 
ms) than on incongruent (526 ms) trials, F(1, 90) = 161.81, p < .001, η2 = .64. The interaction 
between previous trial and current trial was not significant, p > .13. However, both effects did 
interact with motivational state, as we will describe below. See Table 5.1 for the full range of 
condition means. 
APPROACH–AVOIDANCE AND CONFLICT ADAPTATION
 
142 
We found a Previous Trial × Current Trial × Motivational State interaction, F(1, 90) = 
11.63, p < .002, η2 = .11 (see Figure 5.4, panel A). To illustrate the nature of this interaction, we 
analyzed the interaction effects of previous trial and current trial separately for the 
experimental conditions. We found a strong Previous Trial × Current Trial interaction in the 
avoidance condition, F(1, 46) = 9.47, p < .01, η2 = .17, whereas this effect was absent for the 
approach condition, F(1, 44) = 2.60, p > .11, η2 = .06. 
We also found a Current Trial × Motivational State interaction, F(1, 90) = 7.28, p = .008, 
η2 = .08 (see Figure 5.4, panel B). Although the effect of current trial—that is, the congruency 
effect—was significant in both the approach and avoidance conditions (ps < .001), the 
congruency effect was significantly smaller in the avoidance condition (30 ms) than in the 
approach condition (46 ms). 
In contrast to Studies 5.1 and 5.2, the results now showed a significant negative 
correlation between the congruency effect and the conflict adaptation effect, r(92) = –.22, p = 
.03. We again tested the unique effect of motivational state on the congruency effect with the 
conflict adaptation effect partialled out, as well as the effect of motivational state on conflict 
adaptation with the congruency effect partialed out. The results of the ANCOVAs indicated 
that the effect of motivational state on the congruency effect remained significant, F(1, 92) = 
4.35, p = .04, η2 = .05, as well as the effect of motivational state on the conflict adaptation 
effect, F(1, 92) = 8.53, p = .004, η2 = .09. 
No significant differences in mood (Mappr = 74, Mavoid = 73) or experienced effort of the 
arm position (Mappr = 58, Mavoid = 51) were obtained between conditions, and adjusting for 
these variables as covariates in the reported analyses did not change the pattern of 
significant and nonsignificant results reported above, suggesting that these variables did not 
mediate the effects of motivational state on cognitive control. 
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Figure 5.4, panel A. Mean reaction time latencies (ms) representing the conflict adaptation 
score of Study 5.3, (cI – cC) – (iI – iC). Error bars represent SEs. 
Figure 5.4, panel B. Mean reaction time latencies (ms) representing the congruency score of 
Study 5.3, I – C. Error bars represent SEs. 
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differed from approach, whereas the control condition differed from neither approach nor 
avoidance. Concerning conflict adaptation, avoidance differed from approach and, 
marginally, from control, whereas the latter two did not differ significantly (even though the 
conflict adaptation effect was not significant in the approach condition, whereas it was 
reliable in the control condition). These effects were replicated in Study 5.3, where we 
controlled for feature binding effects, contingency biases, and possible alternative 
moderators such as effort and mood. Although more research will be necessary to 
differentiate between the different possible processes, we think that our reasoning, entailing 
that motivational orientation influences the attention for conflict signals, and thereby 
influences the regulation of control, is the most parsimonious explanation of the present 
findings. 
Our work seems at least partially in line with previous work on the influence of mood 
or affective states on conflict adaptation (e.g., van Steenbergen et al., 2009, 2010). The 
theoretical framework for this link between affective states and modulation of cognitive 
control is based on the aversive nature of demand (see Botvinick, 2007; Dreisbach & Fischer, 
2012; Fritz & Dreisbach, 2013). That is, positive affect might undo or reduce the aversive state 
triggered by a demand, whereas negative mood states might intensify it (see Fredrickson, 
Mancuso, Branigan, & Tugade, 2000). However, our findings cannot be explained by 
differences in mood states, given that the previous research using the manipulation of 
approach and avoidance motivational orientations (e.g., Cretenet & Dru, 2004; Förster & 
Strack, 1998; Friedman & Förster, 2000; Koch, 2008; Nussinson, Häfner, Seibt, Strack, & 
Trope, 2012; van den Bergh, Schmitt, Dewitte, & Warlop, 2009; van Prooijen, Karremans, & 
van Beest, 2006) has never consistently found any relation between the corresponding arm 
movements and mood states. In Study 5.3 of the present article, we also directly tested the 
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influence of mood and found neither a significant effect of mood nor a different behavioral 
pattern when adding mood scores as a covariate. 
Still, approach and avoidance orientations could change the implicit evaluative 
processing of conflict. Previous work has shown that approach and avoidance arm 
movements change the evaluation of neutral objects that are evaluated at the time of the 
movements (Cacioppo et al., 1993). Approach and avoidance motor actions might reduce or 
increase, respectively, the negativity of the demand, and consequently, modulate the 
conflict‐driven phasic effort mobilization (cf. Braem et al., 2012; van Steenbergen et al., 2009). 
However, the latter process is unlikely, because approach and avoidance arm movements 
seem to have different impacts on neutral and ambiguous objects than on valenced objects. 
In fact, studies have shown that the performance of an avoidance arm movement, in 
conjunction with evaluating a mildly negative object, causes that object to become more 
positive rather than negative (Centerbar & Clore, 2006). The attitudinal impact of approach–
avoidance action thus reflects its situated meaning, which depends on the valence of the 
stimuli being approached or avoided. Given that conflict is often negatively evaluated, this 
may trigger a more positive affective state, which is unlikely to enhance conflict adaptation 
effects. Therefore, this explanation is also not compatible with the present results. 
The results with regard to the congruency effect are fully in line with previous work 
on the influence of approach and avoidance motivational orientation on cognitive control 
(Koch et al., 2009; Koch et al., 2008). Participants in the avoidance condition were faster (or 
made fewer errors) on incongruent than on congruent trials. Interestingly, in the present 
research we found evidence that motivational orientation seemingly independently 
influences both sustained cognitive control (i.e., the congruency effect) and dynamic 
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cognitive control (i.e., the conflict adaptation effect), because both effects remained 
significant when controlling for the other. 
It is notable that—in the avoidance as compared to the approach condition—our 
findings showed reduced congruency effects and increased conflict adaptation effects at the 
same time. Given that previous studies using affect inductions have shown that both effects 
can be modulated independently, we assume that these effects are driven by two 
independent sources. As we argued above, conflict adaptation effects may be influenced by 
sensitivity to the aversive nature of conflict. On the other hand, sustained control might be 
driven by the motivational requirements of the situation, which associate avoidance 
movements with more mobilized cognitive resources, in general. Such independent 
modulation is also consistent with simulation work that has shown dissociable mechanisms 
of sustained versus dynamic control in the conflict‐monitoring model (Kuhbandner & 
Zehetleitner, 2011). However, this is not to say that congruency effects and conflict 
adaptation effects are always independent, since studies have shown that both effects can be 
increased when a common source, such as conflict strength, is manipulated (e.g., Forster et 
al., 2011; Wendt et al., 2014; Scherbaum, Dshemuchadse, Fischer, & Goschke, 2010). 
However, in line with cumulating evidence (van Steenbergen et al., 2009; van Steenbergen, 
Band, et al., 2012; van Steenbergen, Band, et al., 2014), the increased adaptation effects in the 
context of reduced interference effects in our study show that conflict strength in mere 
cognitive terms is not sufficient to account for all types of modulation, and suggests that the 
affective evaluation of conflict is likely an important source of control adaptation, as well. 
Although the present article presents behavioral studies, it will be worthwhile to 
ponder the underlying neuropsychological mechanism involved. It is conceivable that 
approach and avoidance systems directly modulate the lateral prefrontal cortex (PFC), 
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explaining the differential effects of approach and avoidance on sustained cognitive control. 
Avoidance seems to be associated with right hemispheric PFC activity, whereas approach is 
associated with left hemispheric PFC activity (Berkman & Lieberman, 2009; Rutherford & 
Lindell, 2011). Enhanced activity in the right hemispheric PFC is linked with enhanced 
attention, especially in supporting responsivity to environmental events—that is, conflicting 
signals (Pribram & McGuinness, 1975; cf. Heilman & Van Den Abell, 1980). 
More recently, several neuroimaging studies have reported right PFC involvement in 
conflict adaptation (e.g., Egner, 2011; Egner & Hirsch, 2005; Kerns et al., 2004), providing 
more support for the possibility of modulation of cognitive control via motivational states. 
The idea of conflict‐driven resource allocation in avoidance might be traced back to levels of 
anterior cingulate cortex (ACC) activity. If being in an avoidant state biases individuals 
toward conflicting cues (e.g., Gomez & Gomez, 2002), and this information is processed more 
thoroughly (Förster & Strack, 1997, 1998), this might result in maintaining higher levels of 
ACC activity directly after a conflicting event. This reasoning is based on research 
investigating the error‐related negativity (ERN), hypothesized to originate from the ACC. It 
has been shown that negative affect is associated with amplified ERNs, whereas positive 
affect is related to reduced ERNs (e.g., Luu, Collins, & Tucker, 2000; Wiswede, Münte, 
Krämer, & Rüsseler, 2009). Similarly, the ACC activity during correct conflict trials might 
drive the regulation of dynamic cognitive control (cf. van Steenbergen, Band, et al., 2012; van 
Steenbergen, Band, et al., 2014). If the avoidance state indeed amplifies the ACC response to 
conflicting cues, it follows that it should also strengthen behavioral adaptations to cognitive 
conflict—that is, a phasic, conflict‐driven adaptation of cognitive control. Conversely, being 
in an approach state might inhibit ACC activity in response to conflicting signals, and 
thereby decrease conflict monitoring directly following conflict (cf. Wiswede et al., 2009). If 
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conflict processing diminishes in an approach state, this should consequently weaken 
behavioral adaptation. 
One limitation of the present research is that our conclusions are based on behavioral 
data. It will therefore be interesting to investigate the neural mechanisms underlying the 
present effects in future studies. For example, using electroencephalography, one could test 
the differential effects of motivational orientation on the strength of conflict‐induced ACC 
activation (van Steenbergen, Band, et al., 2012). More precisely, ongoing fronto‐central theta 
oscillations induced by previous conflict may sustain longer in an avoidance state than in an 
approach state, ostensibly reflecting ACC modulation. Furthermore, using fMRI, future 
studies should clarify which specific brain regions alter cognitive control processes in 
response to the current motivational state of an individual, as well as their respective roles. 
For instance, it is conceivable that avoidance motivational orientation might increase activity 
in the (rostral) ACC (van Steenbergen, Band, et al., 2014) and/or functional connectivity 
between the ACC and PFC. 
To conclude, we have been the first to show the influence of approach–avoidance 
body movements on the regulation of sustained and dynamic adaptation of cognitive 
control. To keep our actions in line with our internal goals and intentions, our cognitive 
system is regulated by our current motivational state while it processes the information of 
salient environmental cues. As compared to approach, avoidance was associated with a 
reduced congruency effect and an increased conflict adaptation effect. Our results suggest 
that approach and avoidance motivational orientations differently and independently 
influence both sustained and dynamic cognitive control. 
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Abstract 
People regularly face situations in which they need to choose between two (or more) options. 
On some of these occasions, they need to recruit control to make the right choice, for instance 
because these decisions involve conflicting information. In cases of decision conflict, it is 
necessary to engage in control processes to reduce the inconsistency that conflict brings 
about, so that a decision can be made. In the present paper we reasoned that, especially in 
these cases, inhibition plays a central role (relative to two other core components of cognitive 
control, i.e., updating and shifting). We employed mousetracking techniques to reconstruct 
relevant aspects of decision processes involving conflict. More specifically, we were 
interested in the “pull” of the alternative response option relative to the chosen option. In 
two studies we examined the predictive role of the three components of cognitive control on 
the decision making process when choosing between conflicting response alternatives. The 
results revealed that higher levels of inhibition were associated with smaller decision 
conflict, indicated by a smaller difference between the mouse trajectories of responses to 
conflicting and non‐conflicting stimuli. Furthermore, exploratory analyses provided 
suggestive evidence that within a series of decisions the presence or absence of conflict in the 
preceding decision modulated the decision process in subsequent decisions. These findings 
are in line with the idea that there is a conflict monitoring unit resulting in compensatory 
adjustments in cognitive control in response to conflict detection. Besides stable individual 
differences in cognitive control, the control system seems also susceptible to momentary 
influences, resulting in control adaptation following conflict to improve the decision process. 
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In the previous chapters we focused on performance in cognitive tasks and found 
effects of preceding task and/or stimulus conflict on the performance on subsequent trials. In 
the present chapter we examined the role of conflict regulation in decision making, in which 
the same regulatory control processes might be at work. Although the main focus on the 
present chapter is on the role of individual differences in cognitive control on conflict 
regulation in decision making, we also explored the effects of encountered conflict on 
subsequent decisions. 
Conflicting decisions 
People regularly need to choose between two (or more) options. Sometimes these 
decisions are easy and, hence, do not require recruitment of control to make the right choice. 
For example, most people have positive associations with holidays and negative associations 
with cockroaches and can easily make an evaluative decision (“good or bad?”) when asked 
to do so. However, decisions become more difficult when they involve conflicting 
information (Del Missier, Mäntylä, & Bruine de Bruin, 2010, 2012). For example, imagine you 
have to decide whether you want to donate blood. If you are like most people, you are likely 
to have both positive associations (good for society) and negative associations (needles are 
scary) about this topic. While making this decision, the conflicting evaluations associated 
with blood donation can be seen as in competition with each other until one comes to a final 
evaluative judgment. Therefore, the conflict must somehow be controlled in order to enable a 
decision. In the present research, we were interested in the predictive value of differential 
components of cognitive control on the regulation of decision conflict. 
Cognitive control and decision making 
Cognitive control comprises a set of cognitive processes in the service of goal‐directed 
behavior (e.g., Miller & Cohen, 2001; cf. Posner & Snyder, 1975). Three main processes have 
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been identified as the cognitive control system’s core functions, namely inhibition, updating, 
and shifting (Miyake et al., 2000). Inhibition refers to processes involved in suppressing 
dominant or prepotent responses. Updating refers to processes involved in adding or 
deleting information in working memory. Shifting refers to processes involved in shifting 
between different tasks, actions, or mental states. Important evidence for a link between 
decision making and cognitive control comes from observations that brain regions involved 
in the regulation of affective states, including areas of the anterior prefrontal cortex 
(Cunningham, Johnson, et al., 2004; Ochsner, Bunge, Gross, & Gabrieli, 2002), are similar to 
those involved in cognitive control more generally (Cohen, Botvinick, & Carter, 2000; 
Johnson et al., 2005). The functional role of more controlled evaluative processes may be to 
resolve evaluative conflict by, for instance, withholding responses until more information is 
available, or by integrating multiple sources of information. That is, decision making 
involves monitoring, inhibiting, or differentially weighting information to reach a judgment 
(Cunningham, Johnson, et al., 2004; Cunningham, Raye, & Johnson, 2004).  
Previous research has related components of cognitive control to performance on a 
number of decision tasks. For instance, Rondeel (2013) observed in a series of studies a 
relationship between updating capabilities and goal‐directed decision making. In one of their 
studies they investigated the decision strategies and outcomes in a “Beads‐in‐a‐Jar” task. In 
this task, participants had to decide from which of two jars a series of colored beads was 
drawn and they could request additional beads until ready to decide. When participants 
were instructed to perform the task with an efficiency goal in mind, they observed that, 
specifically, participants high in updating ability requested fewer beads resulting in 
completing more decision tasks (comprising a higher number of correct decisions). When an 
accuracy goal was emphasized, participants high in updating ability requested more beads 
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resulting in a lower number of incorrect decisions (Rondeel, 2013). Note that the research of 
Rondeel (2013) focused on a task comprising a series of smaller decisions (e.g., request 
another bead or not) in the service of an overarching goal (e.g., accuracy of efficiency). 
Arguably, in such tasks it is important to update goal‐relevant information during an 
extended period of task performance. 
Del Missier, Mäntylä, and Bruine de Bruin (2012) explicitly addressed how the three 
different cognitive control components (i.e., inhibition, updating, and shifting) were related 
to performance on a number of decision tasks. They observed that resistance to framing 
effects, the ability to apply decision rules, and successful engagement in cognitive reflection 
were associated with inhibitory control and updating capabilities. The ability to provide 
consistent judgments in risk perception was related to the shifting component. They also 
noted that some aspects of decision making seem unrelated to cognitive control, such as the 
ability to recognize social norms and resistance to sunk costs. 
Decision conflict 
In cases of decision conflict, it is necessary to engage in control processes to reduce 
the cognitive or affective inconsistency that conflict brings about (cf. Festinger, 1954). 
Through various control processes, competing information can be brought into line with a 
person’s personal goals and intentions so that a decision can be made. Consider a scenario in 
which people have to decide if they want to eat some chocolate that is presented to them. 
Upon perception of the chocolate, the immediate impulse to indulge might be in conflict 
with more long term dieting goals. During this process, cognitive control plays its part. 
People monitor if there is conflict between the immediate impulse and long term goals, and 
if there is, the impulse is inhibited (Gawronski & Bodenhausen, 2006). Corroborating 
evidence can be found in studies that showed a lack of influence of implicit preferences for 
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candy consumption for individuals high in inhibitory control, whereas implicit preferences 
strongly influenced candy consumption for individuals low in inhibitory control (Hofmann, 
Friese, & Roefs, 2009; cf. Houben & Wiers, 2009). 
In the present paper we reasoned that, especially in the case of choosing between two 
competing options, inhibition plays a central role. People high in inhibitory control might be 
better able to regulate the competition between opposing response alternatives, for instance 
by restraining prepotent responses from immediately influencing the decision process, or by 
suppressing some information in order to prevent further elaboration relative to other 
information (cf. Chiappe, Hasher, & Siegel, 2000; Hasher, Zacks, & May, 1999). However, to 
be sure that it really is an inhibitory process that influences these types of decisions, it is 
important to take into account the two other dominant cognitive control processes, updating 
and shifting, and compare the predictive quality of each of these components of cognitive 
control. Still, although updating and shifting are relevant for decision making as well, the 
type of decisions inspected in the present paper (i.e., choosing between two competing 
response options), are not expected to benefit (or suffer) from high levels of updating or 
shifting. In sum, we propose that inhibitory control plays a pivotal role when decision 
making involves conflict between response options. 
Measuring the dynamics of decision making 
A second advancement we would like to make in the present research is to 
understand how the processes involved in resolving decision conflict develop over time. It is 
generally assumed that when people experience decision conflict (e.g., when evaluating 
ambivalent attitude objects) opposing response options are simultaneously activated. Some 
researchers have suggested that this activation of opposing response options induces 
cognitive competition (e.g., Bargh, Chaiken, Govender, & Pratto, 1992; van Harreveld, van 
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der Pligt, de Vries, Wenneker, & Verhue, 2004). So far, this idea of competition has been 
based primarily on interpretations of response times in research into the automatic activation 
of attitudes, that is, it takes longer to respond to decisions involving conflict than to decisions 
not involving conflict. However, response times provide only little insight into what is 
happening during the time it takes to reach a decision. Interestingly, there are measurement 
techniques from which we may derive – or reconstruct – relevant aspects of this decision 
process. During mental processing, information from high‐level associations can flow to pre‐
motor cortices (Cisek & Kalaska, 2010). Therefore, as a proxy for mental processing one can 
inspect simple motor responses during decision making (i.e., mousetracking, e.g., Dale, 
Kehoe, & Spivey, 2007; Dshemuchadse, Scherbaum, & Goschke, 2013; Freeman & Ambady, 
2009; Freeman, Ambady, Rule, & Johnson, 2008). The advantage of using mouse trajectories 
instead of more standard outcome‐based measures, such as reaction times (RTs) or error 
rates, is that mouse trajectories provide insight in the decision process over time. 
During decision making in conflicting choice situations, an initial period of indecision 
– “what shall I choose?” – at some stage becomes resolved. In the present research, we were 
interested in the measurement of the strength of the pull of the competing response option 
relative to the chosen response option by using mousetracking. When participants have to 
make choices by directing the mouse cursor from bottom center of the screen to one of two 
conflicting choice options that are displayed at the upper corners of the screen, their 
response trajectories may be informative of crucial aspects of the decision process. In terms 
of response trajectory, the initial period of indecision in conflicting choice situations is 
characterized by mouse movements towards a position somewhere in‐between the two 
choice options. After the decision process has come to a resolution, participants probably 
move the mouse quite straightforward to the chosen option. When the decision does not 
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candy consumption for individuals high in inhibitory control, whereas implicit preferences 
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shifting. In sum, we propose that inhibitory control plays a pivotal role when decision 
making involves conflict between response options. 
Measuring the dynamics of decision making 
A second advancement we would like to make in the present research is to 
understand how the processes involved in resolving decision conflict develop over time. It is 
generally assumed that when people experience decision conflict (e.g., when evaluating 
ambivalent attitude objects) opposing response options are simultaneously activated. Some 
researchers have suggested that this activation of opposing response options induces 
cognitive competition (e.g., Bargh, Chaiken, Govender, & Pratto, 1992; van Harreveld, van 
 
159 
der Pligt, de Vries, Wenneker, & Verhue, 2004). So far, this idea of competition has been 
based primarily on interpretations of response times in research into the automatic activation 
of attitudes, that is, it takes longer to respond to decisions involving conflict than to decisions 
not involving conflict. However, response times provide only little insight into what is 
happening during the time it takes to reach a decision. Interestingly, there are measurement 
techniques from which we may derive – or reconstruct – relevant aspects of this decision 
process. During mental processing, information from high‐level associations can flow to pre‐
motor cortices (Cisek & Kalaska, 2010). Therefore, as a proxy for mental processing one can 
inspect simple motor responses during decision making (i.e., mousetracking, e.g., Dale, 
Kehoe, & Spivey, 2007; Dshemuchadse, Scherbaum, & Goschke, 2013; Freeman & Ambady, 
2009; Freeman, Ambady, Rule, & Johnson, 2008). The advantage of using mouse trajectories 
instead of more standard outcome‐based measures, such as reaction times (RTs) or error 
rates, is that mouse trajectories provide insight in the decision process over time. 
During decision making in conflicting choice situations, an initial period of indecision 
– “what shall I choose?” – at some stage becomes resolved. In the present research, we were 
interested in the measurement of the strength of the pull of the competing response option 
relative to the chosen response option by using mousetracking. When participants have to 
make choices by directing the mouse cursor from bottom center of the screen to one of two 
conflicting choice options that are displayed at the upper corners of the screen, their 
response trajectories may be informative of crucial aspects of the decision process. In terms 
of response trajectory, the initial period of indecision in conflicting choice situations is 
characterized by mouse movements towards a position somewhere in‐between the two 
choice options. After the decision process has come to a resolution, participants probably 
move the mouse quite straightforward to the chosen option. When the decision does not 
SOLVING DECISION CONFLICT
 
160 
involve any conflict, the mouse presumably moves from the start more directly to the chosen 
option. On the basis of the differentially curved mouse trajectories of decisions involving 
conflict and decisions not involving conflict, a contrast can be calculated that is indicative of 
the “pull” of the non‐chosen option on the trajectory by subtracting the non‐conflict 
trajectory curve from the conflict trajectory curve (i.e., trajectoryconflict – trajectorynon‐conflict). The 
stronger the alternative’s pull, the larger this contrast score will be. In the present paper 
analyses of AUC will be contrasted to analyses of RT. 
Schneider and colleagues (2015) assessed mouse trajectories while participants made 
evaluative decisions regarding ambivalent and univalent attitude objects. They observed that 
ambivalent attitude objects evoked more competition than univalent attitude objects, as 
indicated by a more curved trajectory in the former than in the latter. In other words, a more 
curved trajectory reflects more attraction from the competing response alternative. 
In sum, mousetracking techniques can be informative about attractor‐related 
processes when evaluating stimuli containing conflicting information, that is, they may be 
informative about ongoing competition between response alternatives until a final judgment 
has been made. 
Present research 
It seems that the cognitive control system plays a central role in the process of 
decision making. In the present paper we wanted to contribute to previous research in this 
domain in two ways: (1) Apart from showing the possibly critical role of inhibition, it also 
seems important to contrast the predictive quality of inhibition to the predictive quality of 
updating and shifting processes, and (2) by examining the decision process over time we 
may derive – or reconstruct – relevant aspects of this decision process. In the present paper 
we focused on the decision making process when choosing between conflicting response 
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alternatives. We hypothesized that individual differences in inhibitory control may regulate 
such decision conflict by modifying the strength of the pull of the conflicting decision 
alternative. 
In two studies, we examined the predictive role of the three components of cognitive 
control on tasks that required deciding on either conflicting or non‐conflicting information. 
In Study 6.1, decision conflict originated from evaluating ambivalent attitude objects 
compared to univalent attitude objects (cf. Schneider et al., 2015). In Study 6.2, we examined 
the functional role of cognitive control in the area of stereotypical bias (cf. Correll, Park, 
Judd, & Wittenbrink, 2002; Payne, 2005). In both cases, we expected the inhibition 
component of cognitive control to reduce the competition between conflicting response 
alternatives, resulting in a smaller difference between conflicting and non‐conflicting 
response trajectories. 
Moreover, we explored the possible occurrence of conflict‐driven adaptation effects. 
Besides stable individual differences in cognitive control, the control system is also 
susceptible to momentary influences. There is ample evidence for a conflict monitoring unit 
resulting in compensatory adjustments in cognitive control in response to conflict detection. 
Conflicting information is more efficiently dealt with following conflict than following non‐
conflict (Botvinick et al., 2001; for reviews see, Duthoo, Abrahamse, et al., 2014b; Egner et al., 
2007). It thus could be the case that when people make a series of decisions, in which some 
decision are easy (e.g., evaluating non‐conflicting, univalent attitude objects or stereotype‐
congruent information) and some are difficult (e.g., evaluating conflicting, ambivalent 
attitude objects or stereotype‐incongruent information), the process of making these 
decisions might be a function of the difficulty of the preceding decision. In other words, the 
amount of competition between response alternatives of the current decision might be 
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modulated by the presence (or absence) of conflict in the previous decision. Therefore, we 
also explored the difference in curvature of conflicting versus non‐conflicting decisions as a 
function of conflict in the previous decision. 
Study 6.1 
Methods 
Participants and design. A total of 105 participants (82 females; Mage = 22.1) were 
allocated to a mixed design with Decision conflict (univalent vs. ambivalent) as within‐
subjects factor and Inhibition, Updating, and Shifting as continuous between‐subjects factors. 
In an exploratory fashion, we also conducted analyses including Previous attitude object 
(univalent vs. ambivalent). Participants were recruited via the online research participation 
system at Radboud University. None of the participants had reading problems and they all 
had Dutch as their mother tongue. The participants received either course credits or a gift 
certificate for participating. 
Materials and procedure. The experiment was programmed in Inquisit. In the first 
hour of the study, participants completed six tasks presumed to tap into one of the three 
target cognitive control functions of Inhibition, Updating, or Shifting. These six tasks were 
run in a fixed order. Specifically, the anti‐saccade task (inhibition) was run first, the number‐
letter task (shifting) was run second, the 2‐back task (updating) was run third, the stop‐signal 
task (inhibition) was run fourth, the local‐global task (shifting) was run fifth, and the letter‐
memory task (updating) was run last. The majority of these tasks were similar to those 
studied by Miyake and colleagues (2000), with some of the tasks from that study modified or 
replaced. The six tasks lasted for about 45 to 50 minutes in total. Participants then had a short 
break, until an hour has passed since the start of the experiment. After the break, participants 
completed a mousetracking task. 
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Cognitive control tasks. We employed six cognitive control tasks. These will be 
described per underlying component below. 
Inhibition tasks. The inhibition tasks required suppressing dominant or prepotent 
responses (all dependent variables, or DVs, concern the proportion of correct responses). 
In the anti‐saccade task (cf. Roberts, Hager, & Heron, 1994), a fixation point was first 
presented in the middle of the computer screen for a variable amount of time (one of nine 
times between 1500 and 3500 ms in 250 ms intervals). A visual cue was then presented on 
one side of the screen (e.g., left) for 225 ms, followed by the presentation of a target stimulus 
on the opposite side (e.g., right) for 150 ms before being masked by a gray square. The visual 
cue was a black square, and the target stimulus consisted of a white arrow inside a black 
square. The participants’ task was to indicate the direction of the arrow (left, up, or right) 
with a button press response. Given that the arrow appeared for only 150 ms before being 
masked, participants were required to inhibit the reflexive response of looking at the initial 
cue (a small black square) because doing so would make it difficult to correctly identify the 
direction of the arrow. The participants practiced on 22 trials and then received 90 target 
trials. 
The stop‐signal task (cf. Verbruggen, Logan, & Stevens, 2008) consisted of two 
phases: A practice phase of 32 trials and an experimental phase of three blocks of 64 trials. In 
both phases, the signal/no‐signal ratio was 25%. Each trial started with the presentation of 
the fixation sign, which was replaced by an arrow stimulus after 250 ms. Participants 
responded with the arrow keys on the keyboard. The arrow stimuli remained on the screen 
until participants responded, or until 1250 ms have elapsed. The interstimulus interval was 
2000 ms, independent of RT. On stop‐signal trials, a stop signal is presented after a variable 
stop‐signal‐delay (SSD). SSD is initially set at 250 ms and is adjusted continuously with the 
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on the opposite side (e.g., right) for 150 ms before being masked by a gray square. The visual 
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stop‐signal‐delay (SSD). SSD is initially set at 250 ms and is adjusted continuously with the 
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staircase tracking procedure: When inhibition was successful, SSD increased by 50 ms; when 
inhibition was unsuccessful, SSD decreased by 50 ms. 
Updating tasks. The updating tasks required adding or deleting information in 
working memory (all DVs concern the proportion of correct responses). 
In the 2‐Back task (cf. Jonides & Smith, 1997) participants were shown letters on the 
screen, presented consecutively. For each letter, participants had to indicate whether the 
letter on the screen matched the letter that was presented two trials before by pressing one of 
two designated keys. Participants first performed a practice block of 10 trials. After this, 
participants performed a total of 45 experimental trials. The response‐to‐stimulus interval 
was 1500 ms. 
In each trial of the letter‐memory task (cf. Morris & Jones, 1990), several letters from a 
list were presented serially for 2000 ms per letter. The task was simply to recall the last 4 
letters presented in the list. To ensure that the task required continuous updating, the 
instructions required the participants to rehearse out loud the last 4 letters by mentally 
adding the most recent letter and dropping the 5th letter back and then saying the new string 
of 4 letters out loud. For example, if the letters presented were “T, H, G, B, S” the participants 
should have said, “T . . . TH . . . THG . . . THGB . . . HGBS” and then recalled “HGBS” at the 
end of the trial. The number of letters presented (5, 7, 9, or 11) was varied randomly across 
trials to ensure that participants would follow the instructed strategy and continuously 
update their working memory representations until the end of each trial. After practicing on 
two trials with 5 and 7 letters, respectively, the participants performed 12 trials (each level 
was repeated three times in a random order) for a total of 48 letters recalled. 
 
165 
Shifting tasks. The shifting tasks required participants to switch between subtasks (the 
DV is the difference between reaction times on switch trials and reaction times on no‐switch 
trials). 
In the number‐letter task (cf. Rogers & Monsell, 1995), a number‐letter pair (e.g., 7G) 
was presented in one of four quadrants on the computer screen. The participants were 
instructed to indicate whether the number was odd or even (2, 4, 6, and 8 for even; 3, 5, 7, 
and 9 for odd) when the number‐letter pair was presented in either of the top two quadrants 
and to indicate whether the letter was a consonant or a vowel (G, K, M, and R for consonant; 
A, E, I, and U for vowel) when the number‐letter pair was presented in either of the bottom 
two quadrants. The number‐letter pair was presented only in the top two quadrants for the 
first experimental block of 32 target trials, only in the bottom two quadrants for the second 
experimental block of 32 target trials, and in a clockwise rotation around all four quadrants 
for the third experimental block of 128 target trials. Thus, the trials within the first two blocks 
required no task switching, whereas half of the trials in the third block required participants 
to shift between these two types of categorization operations. In all trials (plus 10–12 practice 
trials in each block), the participants responded by button press, and the next stimulus was 
presented 150 ms after the response. 
In the local‐global task, a geometric figure often called a Navon figure (Navon, 1977), 
in which a “global” figure (a triangle or a square) was composed of smaller, “local” figures 
(triangles or squares), was presented on the computer screen. Depending on the color of the 
figure (either blue or black), participants were instructed to report by pressing one of two 
designated keys the figure in the global, overall figure (blue) or the local, smaller figures 
(black). Thus, when the colors of the stimuli changed across successive trials, the participants 
had to shift from examining the local features to the global features or vice versa. After 36 
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staircase tracking procedure: When inhibition was successful, SSD increased by 50 ms; when 
inhibition was unsuccessful, SSD decreased by 50 ms. 
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practice trials participants performed one block of 96 target trials, each separated by a 500 ms 
response‐to‐stimulus interval. The target trials were pre‐randomized, with the constraint that 
half of the trials require a switch from local to global features or from global to local features. 
Mousetracking task. We used attitude objects previously employed by Schneider and 
colleagues (2015). The ambivalent attitude objects were: Abortion, organ donation, 
euthanasia, alcohol, hamburger, chocolate, and French fries with sauce. The univalent 
attitude objects were: Depression, abuse, unhappy, sadness, molestation, happy, warmth, 
holidays, vegetables, apple, bread, orange juice, and sun. We also added some filler objects: 
Slope, sand, water, lock, wind, stairs, and gas. 
Participants were asked to evaluate words. At the start of the mousetracking task, 
participants completed seven practice trials (neutral objects) to familiarize themselves with 
the task. They were instructed to respond as fast and accurately as possible, within a 
timeframe of two seconds. At the start of each trial, a start button appeared at the bottom 
center of the screen and the response options appeared in the top left and top right corner of 
the screen (negative and positive, respectively). When participants clicked the start button 
the attitude object appeared. They then moved the mouse cursor to either one of the two 
response options. After this, the attitude object disappeared and a new trial started. If 
participants did not start moving within 500 ms or the total response time exceeded two 
seconds, they were given feedback to speed up responding on the next trial. During each 
trial, streaming x‐ and y‐coordinates of the computer mouse were recorded (sampling rate of 
50 Hz). 
Data preparation 
Cognitive control tasks. The scores on the six cognitive control tasks were first 
inspected for between‐ and within‐subjects outliers (means +/‐3 SD). The data of three 
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subjects were excluded from the analyses because their cognitive control scores deviated 
more than 3 SDs from the sample’s mean.1 Second, the distributions of the RT and 
proportion correct measures for the six cognitive control tasks were skewed and/or kurtotic, 
requiring transformations to achieve normality (for RTs we used a log‐transformation and 
for error rates we used an arcsine transformation). After this data preparation, factor analysis 
was used to identify and compute a score for the factors underlying the cognitive control 
tasks that were administered. First, we observed that the scores for each predicted 
component of cognitive control correlated at least .2 with each other, suggesting reasonable 
factorability. Secondly, Bartlett’s test of sphericity was significant [χ2(15) = 28.87, p = .02]. 
Finally, the communalities were all above .3, further confirming that each item shared some 
common variance with the other items. Given these overall indicators, factor analysis was 
deemed to be suitable with all six cognitive control scores. Principal components analysis 
with list‐wise deletion and varimax rotation revealed a three‐factor solution, explaining 63% 
of the variance (see Table 6.1 for correlations and factor loadings). The predicted components 
of cognitive control were found; the inhibition tasks loaded on one factor, the updating tasks 
on another, and the shifting tasks loaded on the third factor. We computed factor scores for 
each participant for these three factors and added those to the data file. Higher scores on 
these factors indicate a better functioning component of cognitive control (e.g., a high score 
on the inhibition factor reflects good inhibitory control). 
   
                                                     
1 The pattern of significant and non‐significant results did not change when these subjects remained 
included in the analyses. 
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Table 6.1 
Correlations and factor loadings based on a Principal Components Analysis with varimax rotation for 
the six cognitive control tasks in Study 6.1. 
 
Correlation Matrix 
 2_back letter-memory anti-saccade stop-signal local-global number-letter
2_back       
letter-memory 0.24      
anti-saccade 0.13 0.03     
stop-signal 0.13 0.06 0.27    
local-global -0.17 -0.08 -0.06 -0.05   
number-letter -0.11 -0.08 -0.20 -0.02 0.20  
       
Factor loadings 
  Component     
 Inhibition Updating Shifting    
2_back  0.72     
letter-memory  0.82     
anti-saccade 0.77      
stop-signal 0.79      
local-global   0.70    
number-letter   0.80    
Note. Factor loadings < .30 are suppressed 
 
Mousetracking task. Trials in which the RT exceeded two seconds were removed 
(1.5%). We then aggregated the response trajectories, by first recoding all x‐coordinates to 
map every response to the same side irrespective of the actual choice. Each trial produced a 
different number of measurements based on individual response times. For ease of direct 
comparison, we time‐normalized the complete trajectory for each trial of each participant 
into a series of 101 ordered (x,y) pairs. These were calculated by including the initial and 
terminal x,y‐coordinates, followed by linear interpolation of the positional data stream at 99 
equally‐spaced time intervals. The time‐normalized coordinates were then used to calculate 
the Area Under the Curve (AUC). The AUC of a trajectory is calculated as the surface of the 
geometric area between the actual trajectory and a straight line between each trajectory’s 
start‐ and endpoints, incorporating all time steps (see Freeman & Ambady, 2010). The AUC 
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is assumed to be a better index of the overall attraction toward the unselected alternative 
compared to the maximum deviation of a trajectory (MD, the largest perpendicular deviation 
between the actual trajectory and its straight line out of all time steps), although previous 
research showed that using the MD versus the AUC for the same data does not substantially 
change the results (e.g., Freeman & Ambady, 2010; Freeman et al., 2008). The AUC results 
will be reported next to the RT results. 
Results 
The RTs and AUCs were subjected to a mixed design with Decision conflict 
(univalent vs. ambivalent) as within‐subjects factor and Inhibition, Updating, and Shifting as 
continuous between‐subjects factors. 
Analyses of reaction times. There was a main effect of Decision conflict, F(1, 98) = 
18.54, p < .001, η2 = .16, entailing that RTs for univalent objects (736 ms) were faster compared 
to RTs for ambivalent objects (802 ms). This effect was, unexpectedly, moderated by 
Updating only, F(1, 98) = 5.27, p = .02, η2 = .05, all other ps > .11. The pattern of this interaction 
remained stable when we partialed out the AUCs from the RTs (to examine the unique effect 
of RT controlling for AUC), F(1, 98) = 4.96, p = .03, η2 = .05. This interaction effect shows that 
the difference in RTs between ambivalent and univalent objects became larger when 
participants had a higher score on the Updating factor, β = .22. This effect seemed driven by 
faster reaction times on univalent objects the higher the score on the Updating factor, βunivalent 
= ‐.16, t(101) = ‐1.61, p = .11 and βambivalent = .05, t(101) = 0.51, p = .61. Pairwise comparisons on 
the difference between univalent and ambivalent RTs on ‐1 SD and +1 SD of the updating 
factor showed that on low levels of Updating, univalent RTs (762 ms) did not differ 
significantly from ambivalent RTs (792 ms), p = .18, 95% CI [‐13.70, 72.09]. On high levels of 
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Table 6.1 
Correlations and factor loadings based on a Principal Components Analysis with varimax rotation for 
the six cognitive control tasks in Study 6.1. 
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participants had a higher score on the Updating factor, β = .22. This effect seemed driven by 
faster reaction times on univalent objects the higher the score on the Updating factor, βunivalent 
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factor showed that on low levels of Updating, univalent RTs (762 ms) did not differ 
significantly from ambivalent RTs (792 ms), p = .18, 95% CI [‐13.70, 72.09]. On high levels of 
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Updating, univalent RTs (711 ms) did differ significantly from ambivalent RTs (809 ms), p < 
.001, 95% CI [57.44, 139.94]. No other effects were observed. 
Analyses of curvature. There was a main effect of Decision conflict, F(1, 98) = 4.33, p = 
.04, η2 = .04, meaning that AUCs for univalent objects (M = .24) showed less curvature 
compared to ambivalent objects (M = .27). This effect was moderated by Inhibition, F(1, 98) = 
7.37, p = .01, η2 = .07 (see Figure 6.1), but not by the factors Switching and Updating, all Fs < 1. 
The pattern of this interaction remained stable when we partialed out the RTs from the 
AUCs (to examine the unique effect of AUC controlling for RT), F(1, 98) = 5.29, p = .02, η2 = 
.05. The interaction indicates that the difference in AUCs between ambivalent and univalent 
objects became smaller when participants had a higher score on the Inhibition factor, β = ‐.26. 
This effect seemed driven by less curvature on ambivalent objects the higher the score on the 
Inhibition factor, βunivalent = .07, t(101) = 0.72, p = .47 and βambivalent = ‐.15, t(101) = ‐1.54, p = .13.2 
Pairwise comparisons on the difference between univalent and ambivalent AUCs on ‐1 SD 
and +1 SD of the inhibition factor showed that at low levels of Inhibition, univalent AUCs (M 
= .23) differed significantly from ambivalent AUCs (M = .30), p = .001, 95% CI [.03, .11]. At 
high levels of Inhibition, univalent AUCs (M = .26) did not differ significantly from 
ambivalent AUCs (M = .25), p = .64, 95% CI [‐.05, .03]. No other effects were observed. 
   
                                                     
2 Inhibition was not related to reduced AUCs on the filler trials, p > .32. However, higher levels of 
inhibitory control were associated with faster RTs to these filler trials, β = ‐.20, t(101) = ‐2.01, p = .05. 
Note that in these filler trials there is still conflict in response. Perhaps it is the case that when there is 
no attractor (i.e., a neutral attitude object), inhibition merely fosters faster decision making. In contrast, 
when both response options are in competition, inhibition acts by inhibiting one of these options in 
favor of the eventual decision. 
 
171 
 
 
Figure 6.1. Averaged mouse trajectories of responses to univalent and ambivalent attitude 
objects for low (panel A) and high (panel B) levels of inhibition (+/‐ 1 SD) in Study 6.1. 
 
Conflict adaptation. In an exploratory fashion, we also ran analyses including the 
previous attitude object (univalent vs. ambivalent). Because the task initially was not 
designed to perform analyses including the factor Previous decision conflict (univalent vs. 
ambivalent), this analysis suffered from several missing values for some participants (5.9%). 
In order to increase the number of observations that could be included in the analyses, 
A Low level of inhibition
B High level of inhibition
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missing values on each of the relevant trial‐types were replaced by the trial‐type mean 
(which is a conservative procedure, i.e., favoring the null‐hypothesis). On AUC, there was a 
clearly non‐significant interaction pattern between Previous decision conflict and Current 
decision conflict, F(1, 104) = 1.47, p = .23, η2 = .01 (see Figure 6.2). Due to our specific 
hypothesis, we nevertheless conducted more specific follow‐up tests. The difference in AUCs 
between ambivalent and univalent objects was not significantly larger than 0 after 
ambivalent attitude objects but was significantly different after univalent attitude objects, 
t(104) = .25, p = .80, 95% CI [‐.04, .05] and t(104) = 2.24, p = .03, 95% CI [.01, .09], respectively. 
No other effects were observed. 
 
 
 
Figure 6.2. Averaged mouse trajectories for sequential decisions in Study 6.1. 
u = previous univalent attitude object, a = previous ambivalent attitude object, 
U = current univalent attitude object, A = current ambivalent attitude object. 
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Discussion 
In Study 6.1, we were able to replicate previous research by finding a difference in 
mouse trajectories between univalent and ambivalent attitude objects (Schneider et al., 2015). 
More importantly, we showed that individual differences in inhibition ability significantly 
moderated this effect. People high in inhibitory control showed less curvature when 
confronted with ambivalent (conflicting) versus univalent (non‐conflicting) attitude objects 
compared to people low in inhibitory control. Moreover, this effect remained stable when the 
RTs were partialed out from the AUCs, indicating a unique effect of inhibitory control on the 
conflict that has to be resolved when asked to evaluate an ambivalent attitude object 
compared to a univalent attitude object.  
Note that we also observed a moderation of updating capability of the congruency 
effect when inspecting RTs. Higher updating capabilities were associated with larger 
congruency effects, which seemed driven by faster responses to univalent attitude objects. 
The underlying process for this effect is not fully clear. We will return to this finding in the 
general discussion. 
Finally, we also explored the modulating role of previous conflict on current 
evaluations (acknowledging that we had relatively few observations for each of the four 
relevant trial‐types). A noteworthy finding, however, is that after participants have 
evaluated an ambivalent (conflicting) attitude object, the difference in AUCs between 
ambivalent and univalent objects on subsequent trials became smaller (and non‐significant) 
compared to when they previously evaluated a non‐conflicting, univalent attitude object 
(although the overall interaction failed to reach significance). This pattern is similar to the 
one observed in the domain of conflict adaptation research, where a reduction in congruency 
effects is found following a conflict trial compared to following a non‐conflict trial (see e.g., 
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Botvinick et al., 2001; Gratton et al., 1992). It seems that when participants have evaluated an 
attitude object that evoked conflict (i.e., an ambivalent attitude object), this resulted in 
enhanced regulation of competition in subsequent decisions. At the same time, although the 
pattern was as expected, the effects were statistically unreliable, probably due to the lack of 
power in the study. The design of Study 6.2 enabled a more powerful test of conflict 
adaptation within a decision making paradigm involving conflict. 
Study 6.2 
In Study 6.2, we aimed to replicate the findings from Study 6.1 in another area in 
which decision conflict is common: Stereotypical bias. Imagine that you are a police officer 
and you have to identify whether targets are holding a gun or a harmless object. These 
targets can either be black or white individuals. A well‐known finding is that participants 
tend to associate black people with guns rather than with other (harmless) objects, and the 
reverse holds for white people (Weapon Identification Task (WIT), Payne, 2001; cf. Correll et 
al., 2002). Thus, information from stereotypes (e.g., a black person is probably associated 
with a gun) and the actual stimulus (e.g., a black person is holding a phone) can be in 
conflict. We hypothesized a similar influence of inhibition on this type of decision conflict as 
in the case of ambivalent stimuli (Study 6.1). Higher levels of inhibitory control might be 
helpful in inhibiting the impulsive, stereotype‐driven action relative to the required action in 
the actual stimulus situation. 
In Study 6.2 we again included multiple tasks to tap into the three underlying 
components of cognitive control, and inspected possible associations of the scores on these 
components with the level of stereotypical bias. Study 6.2 comprised a larger number of 
trials, such that a possible interaction between previous and current decision, i.e., conflict 
adaptation, could be inspected with more confidence. 
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Methods 
Participants and design. A total of 91 participants (73 females; Mage = 22.2) were 
allocated to a mixed design with Decision conflict (stereotype‐congruent target vs. 
stereotype‐incongruent target) as within‐subjects factor and Inhibition, Updating, and 
Shifting as continuous between‐subjects factors. Participants were recruited via the online 
research participation system at Radboud University. None of the participants had reading 
problems and they all had Dutch as their mother tongue. The participants received either 
course credits or a gift certificate for participating. 
Materials and procedure. The experiment was programmed in Inquisit. In the first 
hour of the study, participants completed the same six tasks hypothesized to tap one of the 
three target cognitive control functions of Inhibition, Updating, or Shifting as in Study 6.1. 
Participants then had a short break, until an hour has passed since the start of the 
experiment. After the break, participants completed a mousetracking task in which they 
were asked to indicate if presented targets were holding a gun or another object (e.g., phone, 
tin can). These targets could either be black or white (cf. Correll et al., 2002; Payne, 2001). 
Half of the 80 pictures depicted white targets, the other half depicted black targets. Half of 
the targets was holding a gun, while the other half of the targets was holding another object 
(e.g., phone, tin can). Thus, there were 40 pictures depicting a stereotype‐congruent image 
(i.e., blacks holding a gun, whites holding an object), and 40 pictures depicting a stereotype‐
incongruent image (i.e., blacks holding an object, whites holding a gun), presented in a 
random order. 
At the start of the experiment, participants completed eight practice trials to 
familiarize themselves with the task. They were instructed to respond as fast and accurately 
as possible, within a timeframe of two seconds. At the start of each trial, a start button 
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Botvinick et al., 2001; Gratton et al., 1992). It seems that when participants have evaluated an 
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appeared at the bottom center of the screen and the response options appeared in the top left 
and top right corner of the screen (gun and object, respectively). When participants clicked 
the start button the target appeared. They then moved the mouse to either one of the 
response options. After this, the target disappeared and a new trial started. If participants 
did not start moving within 500 ms or the total response time exceeded two seconds, they 
were given feedback to speed up responding on the next trial. Also, upon error, participants 
were given feedback by displaying “wrong” on the screen. During each trial, streaming x‐ 
and y‐coordinates of the computer mouse were recorded (sampling rate of 50 Hz). 
Data preparation 
Cognitive control tasks. Using the same data preparation techniques as in Study 6.1, 
the data of four subjects were excluded from the analyses because their cognitive control 
scores deviated more than 3 SDs from the sample’s mean.3 Next, factor analysis was used to 
identify and compute a score for the factors underlying the cognitive control tasks that were 
administered. We observed that the scores for the predicted inhibition and shifting 
components of cognitive control correlated at least .2 with each other, suggesting reasonable 
factorability. We observed a low correlation between the scores for the predicted updating 
component of cognitive control, r(87) = .15. Bartlett’s test of sphericity was marginally 
significant [χ2(15) = 24.07, p = .06], and the communalities were all above .3, further 
confirming that each item shared some common variance with the other items.  
Given these overall indicators, factor analysis was deemed to be suitable with all six 
cognitive control scores. Principal components analysis with list‐wise deletion and varimax 
rotation revealed a three‐factor solution, explaining 64% of the variance (see Table 6.2 for 
                                                     
3 The pattern of significant and non‐significant results did not change when these subjects remained 
included in the analyses. 
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correlations and factor loadings). The predicted components of cognitive control were found; 
the inhibition tasks loaded on one factor, the updating tasks on another, and the shifting 
tasks loaded on the third factor. We computed factor scores for each participant for these 
three factors and added those to the data file. Higher scores on these factors indicate a better 
functioning component of cognitive control (e.g., a high score on the inhibition factor reflects 
good inhibitory control). 
 
Table 6.2 
Correlations and factor loadings based on a Principal Components Analysis with varimax rotation for 
the six cognitive control tasks in Study 6.2. 
 
Correlation Matrix 
 2_back letter-memory anti-saccade stop-signal local-global number-letter 
2_back       
letter-memory 0.15      
anti-saccade 0.17 0.09     
stop-signal 0.11 0.07 0.25    
local-global -0.09 -0.05 -0.05 0.19   
number-letter 0.11 0.15 0.06 0.07 0.24  
       
Factor loadings 
  Component     
 Shifting Inhibition Updating    
2_back   0.62    
letter-memory   0.76    
anti-saccade  0.75     
stop-signal  0.79     
local-global 0.83      
number-letter 0.69  0.45       
Note. Factor loadings < .30 are suppressed 
 
Mousetracking task. Trials in which an incorrect response was given were removed 
(13.9%).4 We calculated the AUC in the same manner as in Study 6.1. The AUC results will be 
reported next to the RT results. 
                                                     
4 We also conducted an analysis on the error rates. Besides a main effect of Decision conflict (p = .03) 
no interactions with any of the cognitive control components were observed, ps > .18. 
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Results 
The RTs and AUCs were subjected to a mixed design with Decision conflict 
(stereotype‐congruent target vs. stereotype‐incongruent target) as within‐subjects factor and 
with Inhibition, Updating, and Shifting as continuous between‐subjects factors. 
Analyses of reaction times. There was no main effect of Decision conflict, F(1, 83) < 1. 
However, we did observe a marginally significant interaction between Decision conflict and 
Shifting, F(1, 83) = 3.62, p = .06, η2 = .04, whereas none of the other components interacted 
with Decision conflict, ps > .69. The pattern of this interaction remained marginally 
significant when we partialed out the AUCs from the RTs, F(1, 83) = 3.59, p = .06, η2 = .04. The 
interaction effect shows that the difference in RTs between stereotype‐congruent and 
stereotype‐incongruent targets became smaller when participants had a higher score on the 
Shifting factor, β = ‐.20. This effect seemed driven by slower reaction times on congruent 
objects the higher the score on the Shifting factor, βcongruent = .17, t(86) = 1.55, p = .13 and 
βincongruent = .08, t(83) = 0.75, p = .45. Pairwise comparisons on the difference between 
stereotype‐congruent and stereotype‐incongruent RTs on ‐1 SD and +1 SD of the shifting 
factor showed that on low levels of Shifting, stereotype‐congruent RTs (847 ms) did not 
differ significantly from stereotype‐incongruent RTs (867 ms), p = .18, 95% CI [‐9.27, 49.89]. 
On high levels of Shifting, stereotype‐congruent RTs (909 ms) also did not differ significantly 
from stereotype‐incongruent RTs (889 ms), p = .19, 95% CI [‐49.37, 9.79]. No other effects 
were observed. 
Analyses of curvature. There was a main effect of Decision conflict, F(1, 83) = 7.24, p = 
.01, η2 = .08, reflecting that AUCs for stereotype‐congruent targets (M = .23) showed less 
curvature compared to stereotype‐incongruent targets (M = .26). This effect was marginally 
significantly moderated by Inhibition only, F(1, 83) = 3.32, p = .07, η2 = .04 (see Figure 6.3), all 
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other ps > .21. The pattern of this interaction remained marginally significant when we 
partialed out the RTs from the AUCs, F(1, 83) = 3.39, p = .07, η2 = .04. The interaction reflects 
that the difference in AUCs between stereotype‐congruent and stereotype‐incongruent 
targets became smaller when participants had a higher score on the Inhibition factor 
(indicating a higher level of inhibitory control), β = ‐.19. This effect seemed driven by less 
curvature on incongruent targets the higher the score on the Inhibition factor, βcongruent = ‐.13, 
t(86) = ‐1.21, p = .23 and βincongruent = ‐.25, t(86) = ‐2.31, p = .02. Pairwise comparisons on the 
difference between stereotype‐congruent and stereotype‐incongruent AUCs on ‐1 SD and +1 
SD of the inhibition factor showed that on low levels of Inhibition, stereotype‐congruent 
AUCs (M = .25) differed significantly from stereotype‐incongruent AUCs (M = .29), p = .002, 
95% CI [.01, .06]. On high levels of Inhibition, stereotype‐congruent AUCs (M = .21) did not 
differ significantly from stereotype‐incongruent AUCs (M = .22), p = .54, 95% CI [‐.02, .03]. No 
other effects were observed. 
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Figure 6.3. Averaged mouse trajectories of responses to stereotype‐congruent and stereotype‐
incongruent targets for low (panel A) and high (panel B) levels of inhibition (+/‐ 1 SD) in 
Study 6.2. 
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decision conflict, F(1, 90) = 3.30, p = .07, η2 = .04 (see Figure 6.4). Follow‐up analyses testing 
whether stereotypical bias after stereotype‐congruent and after stereotype‐incongruent 
targets was significantly larger than 0, revealed that stereotypical bias was absent following 
stereotype‐incongruent targets but not after stereotype‐congruent targets, t(91) = .71, p = .48, 
95% CI [‐.01, .03] and t(91) = 3.02, p = .003, 95% CI [.01, .06], respectively. See the Appendix 
for additional analyses not directly related to the present research. 
 
 
 
Figure 6.4. Averaged mouse trajectories for sequential decisions in Study 6.2. 
c = previous stereotype‐congruent target, i = previous stereotype‐incongruent target, 
C = current stereotype‐congruent target, I = current stereotype‐incongruent target. 
 
Discussion 
To our knowledge, we are the first to show that stereotypical bias observed in the 
standard WIT is related to conflict between response alternatives. Previous research has 
already shown differences in RTs and error rates (Correll et al., 2002; Mitchell & Flin, 2007; 
Payne, 2001, 2005; Payne, Lambert, & Jacoby, 2002). However, by using mousetracking 
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techniques we were able to reconstruct potentially critical aspects of this decision process. 
Furthermore, we showed that this effect is modulated by both individual differences in 
inhibitory control and preceding stereotype (in)congruency. More specifically, a reduction in 
stereotypical bias (i.e., the difference in AUCs between stereotype‐incongruent and ‐
congruent targets) was associated with higher levels of inhibitory control. 
As in Study 6.1, we observed that one of the components of cognitive control was 
related to the stereotype‐congruency effect on RTs. However, in contrast to Study 6.1 the 
component related to this contrast was not the Updating component but the Shifting 
component. Moreover, higher scores on the Shifting component were associated with slower 
RTs on congruent trials, compared to faster RTs on congruent trials with higher scores on the 
Updating component in Study 6.1. We will return to this finding in the general discussion. 
We also again explored the modulating role of previous conflict on current 
evaluations, this time with more power due to a higher number of trials in the 
mousetracking task. Similar to Study 6.1, we found that after participants have decided upon 
a stereotype‐incongruent target (i.e., a decision involving conflict), the difference in AUCs 
between stereotype‐incongruent and ‐congruent targets on subsequent trials became smaller 
(and non‐significant) compared to when they previously decided upon a non‐conflicting, 
stereotype‐congruent target (although the overall interaction was only marginally 
significant). This pattern of results shows resemblance to the conflict adaptation effect, a 
reduction in congruency effects following a conflict trial compared to following a non‐
conflict trial (Botvinick et al., 2001; Gratton et al., 1992). It seems that when participants have 
been confronted with a decision involving some kind of conflict (i.e., a stereotype‐
incongruent target), this resulted in enhanced regulation of competition in subsequent 
decisions. 
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General discussion 
In the present research, we examined the role of individual differences in cognitive 
control on resolving conflict in decision making. A reduction of decision conflict on the 
current decision was modulated by the inhibitory component of cognitive control. The 
results of two studies showed that higher levels of inhibition were associated with smaller 
decision conflict, as indicated by a smaller difference between the mouse trajectories of 
conflicting and non‐conflicting stimuli. 
In the present research, we went beyond measuring differences in RTs. We employed 
mouse‐tracking techniques to reconstruct relevant aspects of the decision process. More 
specifically, we were interested in the “pull” of the alternative response option relative to the 
chosen option. Furthermore, we conducted analyses on both the AUCs and the RTs while 
partialing out their respective counterparts, to examine the unique effects on both of these 
measures more precisely. By partialing out the RTs from the AUCs, we observed the specific 
function of inhibitory control components when making decisions between competing 
response options. It seems that inhibition specifically reduces the pull of the non‐chosen 
response option in favor of the chosen response option. In the context of making decisions 
with two competing response options, the role of inhibition is on suppressing one of these 
options in order to prevent further elaboration relative to the other option (cf. Chiappe et al., 
2000; Hasher et al., 1999). 
Furthermore, we obtained preliminary evidence that within a series of decisions, in 
which some are conflicting and some are not, when the preceding decision involved conflict, 
the subsequent decision revealed less competition between the two response options. Even 
though the overall interaction was only marginally significant (a meta‐analysis over the two 
reported studies resulted in p = .09), the specific reduction of congruency following decision 
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conflict compared to following no decision conflict is noteworthy. The present findings are in 
line with the idea that there is a conflict monitoring unit resulting in compensatory 
adjustments in cognitive control in response to conflict detection. Conflicting information is 
more efficiently dealt with following conflict than following non‐conflict (Botvinick et al., 
2001). In other words, when confronted with a situation in which a decision has to be made 
that involves conflict in information processing, the cognitive system up‐regulates resource 
recruitment so that possible future difficult decisions can be dealt with more efficiently. 
Specifically, the recruited resources might be used to reduce the competition between 
conflicting response options in favor of the one option eventually chosen. 
Note that we also observed some unique effects of RTs. Specifically, in Study 6.1 the 
main effect of congruency (i.e., faster RTs for univalent attitude objects compared to 
ambivalent attitude objects) was related to the updating component of cognitive control. 
Higher levels of updating were associated with a larger congruency effect. In Study 6.2, 
higher levels of shifting were associated with a smaller congruency effect. These effects 
seemed driven by a change in the speed of responding to congruent items (i.e., univalent 
attitude objects and stereotype‐congruent targets, respectively). That is, higher levels of 
updating were associated with faster RTs on univalent attitude objects, and higher levels of 
shifting were associated with slower RTs on stereotype‐congruent targets. A possibly 
important difference between the two mousetracking tasks employed in the current research 
was that in Study 6.1 there was no objectively correct answer (i.e., participants were asked to 
evaluate attitude objects), whereas in Study 6.2 there was an objectively correct answer (i.e., 
the target either did or did not hold a gun). Thus, higher levels of updating might be related 
to facilitating the ease with which univalent (easy) attitude objects can be evaluated, as an 
explanation for the faster RTs on such objects in Study 6.1. Participants with higher levels of 
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shifting might, especially in the case of possibly making an incorrect decision, prepare for 
making difficult decisions (which is in line with their higher score on the shifting 
component). However, when they are then confronted with an easy (stereotype‐congruent) 
target, they are – ironically – somewhat slower to react to these types of targets. Future 
research might want to examine the role of evaluative versus confirmatory decision making, 
and possibly modulations by the differential components of cognitive control, in more detail. 
In the present studies we made an initial effort to examine the unique modulations of 
speed of responding (i.e., effects on RTs) and the attractor‐related pull of alternative response 
options (i.e., effects on AUCs). We observed that inhibition was related exclusively to 
decision conflict on AUCs, whereas the updating and shifting components were related to 
decision conflict on RTs. Thus, a potentially interesting idea to pursue in future studies is to 
examine the role of each component of cognitive control on separate features of a decision 
process (see Hehman, Stolier, & Freeman, 2014). Even though inhibition was unrelated to 
RT‐effects using the present mousetracking paradigm, it is still conceivable that within the 
classical two‐button (positive vs. negative) RT paradigm, a similar inhibition × decision 
conflict interaction can be observed. 
In sum, evaluating ambivalent attitude objects or trying to avoid a biased judgment, 
even though the stereotype is very salient, seem very different from identifying the direction 
of a central arrow in the presence of flanking distractors. Still, they are all examples of 
diverse situations in which adaptive cognitive control is required. The present research 
revealed the differential impact of various components of cognitive control in the regulation 
of difficult decisions. We observed a clear role of the inhibition component with regard to 
reducing the competition between two response options. Furthermore, we obtained 
preliminary evidence that in a series of decisions, the presence of conflict in the preceding 
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preliminary evidence that in a series of decisions, the presence of conflict in the preceding 
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decision enhanced the decision process in subsequent decisions. Besides stable individual 
differences in cognitive control, the control system seems susceptible to momentary 
influences, resulting in adaptation of control to meet current demands. 
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Chapter 6 ‐ Appendix 
The analyses including previous decision conflict and current decision conflict in 
Study 6.2 further revealed that the conflict adaptation contrast was moderated by the 
Shifting component only F(1, 83) = 7.91, p = .01, η2 = .09, all other ps > .17. The interaction 
indicates that the level of conflict adaptation became smaller when participants had a higher 
score on the Shifting factor, β = ‐.29. This effect seemed driven by a reduction of stereotypical 
bias after stereotype‐congruent targets (β = ‐.21, t(86) = ‐2.07, p = .04) compared to after 
stereotype‐incongruent targets (β = .18, t(86) = 1.65, p = .10. 
A feature that characterizes participants with good shifting abilities might explain 
this observation. To be able to perform well on a shifting task, participants should be 
relatively less affected by previous events before a shift‐trial. If participants are less affected 
by pre‐shift trials, the shift‐costs are reduced yielding a better performance. However, if 
participants with good shifting abilities are indeed less affected by previous events, this 
might consequently dampen conflict‐driven adaptation, since this effect is essentially driven 
by previous events. 
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In the present dissertation I set out to investigate the role of resource mobilization in 
explaining the Congruency Sequence Effect (CSE). What are the boundary conditions in 
which resource mobilization driven CSEs are expected to be observed? I aimed to explicate 
several preconditions under which such effects should occur. The goal of this general 
discussion is to put the observed results from the empirical chapters in perspective, and 
discuss the implications of conflict‐driven resource mobilization in light of the relevant 
theoretical accounts already described in the literature. In this chapter, I will first provide an 
overview of the key findings in this dissertation, followed by a discussion of how the effects 
reported in the empirical chapters relate to other accounts and empirical work in the field. 
Subsequently, the discussion will advance to the question of how resource mobilization can 
be triggered. Finally, an outlook for future research will be presented, generating new 
research questions that can be derived from a resource mobilization perspective. 
Overview of key findings 
Cross‐domain CSEs 
One of the implications of a conflict‐driven resource mobilization perspective would 
be that resources recruited upon detecting a conflict signal may be allocated to any type of 
event that could benefit from them. For instance, a conflict signal in one task domain should 
enhance performance in a subsequent different task domain. A resource mobilization 
perspective would predict that as long as a preceding conflict is strong enough to elicit 
resource recruitment, these mobilized resources can be allocated to any type of subsequent 
conflict. This idea was supported in Chapters 2 and 3 of the present dissertation. In the 
studies described in these chapters, participants showed a reduced congruency effect on 
flanker trials following the mere perception of misspelled positive words (i.e., conflict 
signals) compared to following correctly spelled neutral words (i.e., non‐conflict signals). In 
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other words, CSEs were observed spreading from the detection of conflict in a linguistic 
domain (word spelling) to resolving conflict in a symbolic domain (flanker task). By 
investigating the influence of such linguistic conflict cues on flanker task performance, we 
showed that CSEs can be observed across domains (cf. Freitas et al., 2007; Kan et al., 2013; 
Kleiman et al., 2014). These findings demonstrate that, in line with a resource mobilization 
account, performance in one cognitive domain can benefit from resources raised in another, 
decisively different domain. 
The importance of conflict strength 
So far, evidence for cross‐domain adaptation has been mixed (for an overview, see 
Braem, Abrahamse, et al., 2014). Some studies showed adaptation from one task to another, 
while others did not. One of the reasons for these discrepant findings might be differences in 
conflict strength of the initiating conflict signal. As described earlier, cognitive control should 
be dynamically adjusted as a function of perceived demand (Kahneman, 1973), implicating a 
role for conflict signal strength. Only conflict signals that are strong enough will elicit 
adaptation in subsequent trials in another task domain. Conflict signals that are too weak are 
unlikely to trigger sufficient resources to benefit performance on subsequent trials.  
In Chapter 2, we obtained cross‐domain CSEs only when the initiating conflict signal 
was sufficiently strong. On theoretical grounds, we reasoned that misspelled positive words 
in the context of correctly spelled neutral words would constitute strong conflict signals. 
Both misspelled neutral words, and misspelled positive words in the context of correctly 
spelled positive words, would represent weaker conflict signals. In the pilot study of Chapter 
2, we assessed differences in conflict strength in terms of key characteristics of conflict 
signals. First, stimuli containing a strong conflict signal are assumed to elicit more attentive 
processing than stimuli containing a weak conflict signal (see e.g., Pratto & John, 1991). A 
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second key element of conflict is the negative tag that is associated with it (Botvinick, 2007; 
Dreisbach & Fischer, 2012; Fritz & Dreisbach, 2013). Results of the pilot study of Chapter 2 
indeed revealed that strong conflict signals (i.e., positive misspelled words in the context of 
correctly spelled neutral words) were more attention‐grabbing and were implicitly more 
negatively evaluated than weak conflict signals.  
Then, across several studies, we consistently found that presenting these strong 
conflict signals on the preceding trial reduced the congruency effect in the subsequent 
flanker trial while weaker conflict signals failed to do so. Although previous research 
showed that individual differences in perceived conflict co‐varied with cross‐domain CSEs 
(e.g., Kan et al., 2013), the causal role of conflict strength was not yet clearly established, thus 
leaving room for alternative interpretations. By experimentally manipulating conflict 
strength, we showed that a sufficiently strong conflict signal is necessary to find cross‐domain 
CSEs.  
Time between consecutive conflict events moderates adaptation effects 
In Chapter 3 we examined the temporal profile of the CSE in a cross‐domain context. 
Several top‐down attentional control accounts have postulated that CSEs can be explained by 
the modulation of attentional control as a function of conflict cues. The underlying idea is 
that individuals up‐regulate their cognitive resources upon perceiving conflict cues. From a 
resource mobilization perspective it may be argued that there is an optimal time window in 
which CSEs may occur. First, it takes time to reconfigure the attentional system and allocate 
resources (cf. Posner, 1980), and secondly, once mobilized, cognitive resources will in due 
time have to become down‐regulated again. Attentional control is a limited resource and 
maintaining high levels of control eventually leads to cognitive depletion (e.g., Baumeister et 
al., 1998; Inzlicht & Schmeichel, 2012). We therefore hypothesized that the time between 
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conflict signal onset and subsequent performance is of critical importance for CSEs to be 
obtained. That is, the time between conflict signal and subsequent conflict events should be 
long enough to ensure fully mobilized resources, and short enough to precede the eventual 
down‐regulation of these resources. In the studies of Chapter 3 we employed the same 
paradigm as in Chapter 2, but in Chapter 3 we also varied the time between subsequent 
conflict events at multiple levels ranging from 600 ms to 2700 ms. The choice for this specific 
paradigm circumvents important limitations of earlier studies on examining CSEs using 
different time intervals (e.g., Egner et al., 2010; Notebaert et al., 2006). The most serious 
limitation of those studies was that the conflict signal always required a response. Therefore, 
the precise establishment of the effect of timing of signal onset on conflict adaptation was 
compromised in these earlier studies. By using a paradigm suitable for the unbiased 
assessment of the effect of signal‐to‐task timing, we revealed a temporal profile of cross‐
domain CSEs across the full range of critical time intervals (between 600 ms and 2700 ms). 
Results showed that CSEs were only significantly obtained at intermediate levels of SOA (at 
1300 ms and 1650 ms). When the critical task followed a conflict signal relatively soon (below 
1300 ms) or relatively late (above 1650 ms), no CSE was observed. The results are in line with 
a resource mobilization model that entails discrete temporal intervals for up‐regulation, 
maximal availability, and down‐regulation of resources across time. 
Resource mobilization versus attentional focus  
In Chapter 4 we ruled out an alternative explanation for conflict adaptation effects. 
That is, the studies reported in this chapter provide a strong test for the resource 
mobilization perspective compared to the possible role of attentional focus on the CSE. In the 
experimental paradigms typically used in CSE research, performance on incongruent trials 
arguably might benefit from a narrowed – or detail‐oriented – focus of attention (as opposed 
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to a wider, more global focus of attention), while congruent trials would not benefit, or 
maybe even suffer from it. For example in a flanker task, in which the task consists of 
indicating the direction of the central arrow while ignoring – if incongruent – the direction of 
the peripheral arrows, a narrowed visual focus on the central arrow would obviously 
facilitate fast and correct responding. Instead, from a conflict‐driven resource mobilization 
perspective the occurrence of any conflict signal (to the extent that it is strong enough) 
instigates resource mobilization, which benefits performance on any subsequent task 
irrespective of whether it requires a narrow or wide focus of attention. In order to examine 
the differential predictions of conflict‐driven attention narrowing compared to conflict‐
driven mobilization of resources, we employed a modified flanker task, which required 
either a response to a local (narrow focus) or global (wider focus) stimulus. We were the first 
to show that CSEs are observed in both local and global focus response conditions, rendering 
a narrowed focus‐of‐attention account unlikely. Thus, the occurrence of a conflict signal 
instigates resource mobilization and these mobilized resources can be allocated to any type 
of processes (whether local or global) adequately equipped to resolve current demands. 
Motivational orientation modulates conflict adaptation 
In Chapter 5 we examined the influence of the two fundamental motivational states 
on cognitive control: Approach and avoidance motivation. Previous work has shown that 
avoidance motivation is associated with a bias to conflicting (aversive) cues, whereas 
approach motivated individuals are less concerned with conflict and focus more on positive 
outcomes (e.g., Higgins & Tykocinski, 1992; Scholer et al., 2008). The observed bias to 
conflicting cues in an avoidant state might result in allocating more resources in response to 
conflicting signals—that is, a phasic, conflict‐driven adaptation of cognitive control. 
Conversely, if in an approach state conflict processing diminishes, this should consequently 
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conflict signal onset and subsequent performance is of critical importance for CSEs to be 
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weaken conflict adaptation. Indeed, the results described in Chapter 5 suggest a differential 
effect of these states on conflict‐driven adaptation. As compared to an approach state, an 
avoidance state elicited increased CSEs. Although previous research has shown differential 
effects of rewards, mood states, and arousal (see e.g., van Steenbergen et al., 2009, 2010), the 
studies in Chapter 5 are the first to indicate that approach and avoidance motivational states 
constitute an important modulator of conflict adaptation. 
Conflict regulation in everyday decision making 
In most of the empirical chapters in this dissertation, CSEs were investigated using 
(several different versions of) a flanker task. Although these tasks varied considerably (e.g., a 
standard two‐choice flanker task in Chapter 5 versus a four‐choice global‐local flanker task 
in Chapter 4), conflict‐driven allocation should transcend beyond specific tasks and influence 
performance on a diverse set of tasks that ultimately depend on the availability of resources. 
In Chapter 6, we examined conflict regulation in quite different domains, and thereby 
extended the range of applicability of CSEs. More specifically, conflict in these studies 
originated from evaluating ambivalent (versus univalent) attitude objects or from deciding 
on stereotype‐incongruent (versus stereotype‐congruent) information. Furthermore, we 
employed mousetracking techniques to reconstruct relevant aspects of the conflicting 
decision process. Particularly, using two‐options choice paradigms, we were interested in the 
ease of overcoming the “pull” of the alternative response option by investigating the motor 
movements of the participant while making decisions. Although the overall conflict 
adaptation contrast was only marginally significant1, the results described in Chapter 6 
                                                     
1 A meta‐analysis across the two studies showed a marginally significant CSE, p = .09. However, the 
pattern was fully in line with the prediction of conflict adaptation. The specific congruency effects 
following no decision conflict versus following decision conflict did reveal that congruency effects 
remained visible after no decision conflict but were absent following decision conflict. 
 
197 
revealed preliminary evidence that within a series of decisions the presence or absence of 
conflict in the preceding decision modulated the decision process in subsequent decisions. 
Preceding decisions involving conflict nullified the level of competition (indicated by the 
pull of the alternative response option) between response options on subsequent decisions.  
Ruling out bottom‐up associative accounts 
As we explained in the introduction and in various empirical chapters of the current 
dissertation, some findings concerning conflict adaptation could actually be partially 
explained by bottom‐up associative processes. Two prominent bottom‐up accounts are 
related to feature integration (e.g., Hommel, Proctor, et al., 2004) and contingency learning 
(e.g., Schmidt, 2013, see the introduction section for an elaborate explanations of these 
accounts). 
Clearly, if one aims to examine the unique role of resource mobilization processes 
regarding CSEs, one should control for bottom‐up associative effects. In Study 4.3 we 
therefor employed a 4‐choice flanker task in which we constrained the number of different 
incongruent stimuli to be equal to the number of possible congruent stimuli, that is, four of 
each, so that contingency learning effects were controlled for. Furthermore, we only 
presented complete alternations for all sequential trial‐types to control for feature binding 
effects (cf. Duthoo, Abrahamse, et al., 2014a). In Study 5.2 we employed a 4‐choice global‐
local flanker task. To avoid feature integration effects as well as contingency learning effects 
in that study, arrow‐flanker stimulus combinations constructed using left‐ and upward (vs. 
right‐ and upward, vs. down‐ and upward) pointing arrows were presented in odd‐
numbered trials while arrow‐flanker stimulus combinations made of right‐ and downward 
(vs. left‐ and downward, vs. right‐ and leftward) pointing arrows were presented in even‐
numbered trials (cf. Schmidt & Weissman, 2014). In both these studies we observed robust 
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standard two‐choice flanker task in Chapter 5 versus a four‐choice global‐local flanker task 
in Chapter 4), conflict‐driven allocation should transcend beyond specific tasks and influence 
performance on a diverse set of tasks that ultimately depend on the availability of resources. 
In Chapter 6, we examined conflict regulation in quite different domains, and thereby 
extended the range of applicability of CSEs. More specifically, conflict in these studies 
originated from evaluating ambivalent (versus univalent) attitude objects or from deciding 
on stereotype‐incongruent (versus stereotype‐congruent) information. Furthermore, we 
employed mousetracking techniques to reconstruct relevant aspects of the conflicting 
decision process. Particularly, using two‐options choice paradigms, we were interested in the 
ease of overcoming the “pull” of the alternative response option by investigating the motor 
movements of the participant while making decisions. Although the overall conflict 
adaptation contrast was only marginally significant1, the results described in Chapter 6 
                                                     
1 A meta‐analysis across the two studies showed a marginally significant CSE, p = .09. However, the 
pattern was fully in line with the prediction of conflict adaptation. The specific congruency effects 
following no decision conflict versus following decision conflict did reveal that congruency effects 
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revealed preliminary evidence that within a series of decisions the presence or absence of 
conflict in the preceding decision modulated the decision process in subsequent decisions. 
Preceding decisions involving conflict nullified the level of competition (indicated by the 
pull of the alternative response option) between response options on subsequent decisions.  
Ruling out bottom‐up associative accounts 
As we explained in the introduction and in various empirical chapters of the current 
dissertation, some findings concerning conflict adaptation could actually be partially 
explained by bottom‐up associative processes. Two prominent bottom‐up accounts are 
related to feature integration (e.g., Hommel, Proctor, et al., 2004) and contingency learning 
(e.g., Schmidt, 2013, see the introduction section for an elaborate explanations of these 
accounts). 
Clearly, if one aims to examine the unique role of resource mobilization processes 
regarding CSEs, one should control for bottom‐up associative effects. In Study 4.3 we 
therefor employed a 4‐choice flanker task in which we constrained the number of different 
incongruent stimuli to be equal to the number of possible congruent stimuli, that is, four of 
each, so that contingency learning effects were controlled for. Furthermore, we only 
presented complete alternations for all sequential trial‐types to control for feature binding 
effects (cf. Duthoo, Abrahamse, et al., 2014a). In Study 5.2 we employed a 4‐choice global‐
local flanker task. To avoid feature integration effects as well as contingency learning effects 
in that study, arrow‐flanker stimulus combinations constructed using left‐ and upward (vs. 
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numbered trials (cf. Schmidt & Weissman, 2014). In both these studies we observed robust 
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CSEs, similar to the observations in the other studies included in these chapters. Moreover, 
in all studies of Chapters 2 and 3, in which we studied domain‐general CSEs, both feature 
integration effects and contingency learning effects were excluded by design.  
In sum, the results reported in the present dissertation contribute to the 
understanding of how conflict detection elicits behavioral adaptation. Specifically, results of 
all studies in this dissertation suggest that behavioral adjustments are driven by resource 
mobilization in response to conflict cues. Importantly, our data suggest that bottom‐up 
associative theories do not constitute viable theoretical alternatives to conflict‐driven top‐
down accounts (see also Braem, Abrahamse, et al., 2014; cf. Egner, 2014). However, although 
CSEs have still been observed in designs excluding associative effects, one cannot conclude 
that feature integration and/or contingency learning play(s) no part in producing CSEs in 
designs that do not control for them. In fact, we have not investigated associative, bottom‐up 
mechanisms in their own right. Therefore, we cannot draw any conclusions concerning their 
existence or magnitude. 
A process model of conflict‐driven resource allocation 
In sum, in this dissertation various preconditions were investigated with the aim to 
test the idea that cognitive control adaptation is driven by conflict‐induced resource 
mobilization. The studies described in this dissertation indicate that, controlling for bottom‐
up associative effects, adaptation effects can be observed when the initiating conflict signal is 
strong enough, and the recruited resources can be allocated to a task before their eventual 
down‐regulation. Although previous research generated several theoretical accounts 
regarding conflict‐driven adaptation, the present research is the first to show this 
phenomenon is probably driven by a resource mobilization process. The results described in 
this dissertation indicate the relevance of taking conflict signal strength and timing between 
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subsequent conflict events into account when investigating the CSE. The findings also 
suggest that the CSE cannot solely be described to conflict‐driven changes in attentional 
focus, since we observed CSEs in both global and local response modes. Furthermore, the 
findings show that control is not only regulated as a function of the presence or absence of 
preceding conflict, but also as a function of higher‐order motivational states. 
Based on the empirical findings in this dissertation, a process model of conflict‐driven 
resource mobilization can be constructed (see Figure 7.1). Performance on a task is affected 
by the strength on the initiating conflict signal. When a conflict signal is strong enough (cf. 
Chapter 2), resource mobilization is initiated. Timing between subsequent conflict events 
(i.e., SOA) subsequently determines how many resources can be devoted to performance on 
the task (cf. Chapter 3). Furthermore, motivational states modulate the processing of conflict 
signals. That is, because in avoidance orientation individuals have more attention to conflict 
signals compared to approach oriented individuals, conflict signal strength is expected to 
differ, which results in differential allocation of resources in response to these conflict cues 
(cf. Chapter 5). The results of Chapter 4 indicated that such a conflict‐driven process model is 
indeed related to resource mobilization, and not to merely focusing of attention. Finally, the 
results of Chapter 6 suggest that conflict‐driven resource mobilization is not only applicable 
to cognitive tasks such as the flanker task, but it also transcends to conflict in decision 
making. 
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CSEs, similar to the observations in the other studies included in these chapters. Moreover, 
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Chapter 2), resource mobilization is initiated. Timing between subsequent conflict events 
(i.e., SOA) subsequently determines how many resources can be devoted to performance on 
the task (cf. Chapter 3). Furthermore, motivational states modulate the processing of conflict 
signals. That is, because in avoidance orientation individuals have more attention to conflict 
signals compared to approach oriented individuals, conflict signal strength is expected to 
differ, which results in differential allocation of resources in response to these conflict cues 
(cf. Chapter 5). The results of Chapter 4 indicated that such a conflict‐driven process model is 
indeed related to resource mobilization, and not to merely focusing of attention. Finally, the 
results of Chapter 6 suggest that conflict‐driven resource mobilization is not only applicable 
to cognitive tasks such as the flanker task, but it also transcends to conflict in decision 
making. 
   
GENERAL DISCUSSION
 
200 
 
 
Figure 7.1. A process model of conflict‐driven resource mobilization. Higher‐order 
motivational states result in the regulation of resources by affecting conflict signal strength. 
Conflict signals drive performance on tasks via resource mobilization when they are 
sufficiently strong. Timing between consecutive conflict events (i.e., SOA) determines how 
many resources can be devoted to performance on the task as a function of temporal up‐ and 
down‐regulation. 
 
Additional findings of the present research 
Besides the findings regarding the CSE, the studies presented in this dissertation also 
yielded some additional findings worth discussing. In Chapter 5 we found evidence that an 
avoidant motivational orientation seemingly independently influenced both sustained 
cognitive control (i.e., the congruency effect) and dynamic cognitive control (i.e., the CSE). 
More specifically, avoidance reduced the congruency effect while at the same time it 
increased the CSE, and each of these effects remained significant even when partialing out 
the other effect in an analysis of covariance. This gave rise to the assumption that these 
effects may be driven by two independent sources (cf. Kuhbandner & Zehetleitner, 2011). 
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nature of conflict (e.g., Gomez & Gomez, 2002). Secondly, sustained control might be driven 
by the motivational requirements of the situation, in which avoidance movements generate 
more mobilized cognitive resources, in general (e.g., Friedman & Förster, 2000; cf. Koch, 
2008). However, note that when we experimentally controlled for bottom‐up associative 
effects in Study 5.3, we observed a significant negative correlation between the congruency 
effect and the CSE, indicating that a lower congruency effect was associated with a higher 
CSE. Importantly, both of these effects indicate better performance. Moreover, a common 
factor (i.e., avoidance motivation) modulated both the congruency effect and the CSE. 
Another interpretation might thus be that both the reduction of the congruency effect and 
the increase of the CSE in the avoidance condition was driven, at least partially, by a single 
source, that is as a function of increased resource mobilization in the avoidance condition. 
Perhaps it is the case that avoidance movements themselves can also be seen as a conflict 
signal, which indicate the need to recruit more resources (I will return to this issue later in 
this chapter). 
In Chapter 6, in addition to the congruency sequence effects central to the topic of the 
current dissertation, we also examined the predictive role of individual differences in terms 
of the three components of cognitive control (i.e., inhibition, updating, and shifting) on the 
decision making process. The results revealed that higher levels of inhibition were associated 
with smaller decision conflict, indicated by a smaller difference between mouse trajectories 
of conflicting and non‐conflicting stimuli. It seems that higher levels of inhibitory control are 
specifically associated with a reduction of the pull of the non‐chosen response option in 
favor of the chosen response option. In other words, individuals with high levels of 
inhibitory control may allocate more resources to resolve decision conflict (or, alternatively, 
experience less conflict), in general. In the context of making decisions with two competing 
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response options, the role of inhibition seems to be suppressing one of the response options 
in order to prevent further elaboration relative to the other response option. In this way, 
besides momentary influences, the control system is also susceptible to stable individual 
differences in cognitive control, resulting in control adaptation to improve the decision 
process. 
Single versus multiple conflict‐control loops 
In this section I will elaborate on how the effects observed in the empirical chapters 
(and the presumed resource mobilization model) relate to other conflict‐driven accounts and 
empirical work in the field. 
As discussed in the introduction, in the last decade several refinements and 
extensions of the original conflict monitoring theory have been postulated. Egner and 
colleagues (2007; see also Egner, 2008) introduced the concept of multiple conflict‐control 
loops that work in parallel. For example, some control units respond to stimulus‐based 
conflict (e.g., Stroop conflict), while other units are involved in response‐based conflict (e.g., 
Simon conflict). According to the multiple conflict‐control loops account the detection of one 
conflict type will and can only lead to the enhanced performance on that specific type of 
conflict. How do the findings in the present dissertation regarding domain‐general CSEs 
relate to the multiple conflict‐control loops account? 
The results described in Chapter 2 and 3 suggest the CSEs can be observed across 
domains. CSEs were observed spreading from the detection of conflict in a linguistic domain 
(word spelling) to resolving conflict in a symbolic domain (flanker task). In other words, the 
resources recruited as a function of linguistic conflict could be allocated to improve 
performance on a symbolic task. Crucially, in this paradigm, only one task is salient for 
participants, namely responding to flanker trials. Within this paradigm, confusions between 
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potentially different control processes are excluded, because there is only one sort of 
incongruency to resolve. In those cases, resources mobilized by whatever type of conflict 
signal can be deployed without risk of interference to resolving this task’s specific 
incongruency problem. In other words, domain‐general CSEs can then be observed because 
only one conflict‐control loop is necessary. In contrast, in factorial task‐crossing designs, two 
distinct control tasks are intermixed, each requiring its own specific control mechanism. In 
terms of task set, it is functional to keep these control mechanisms as separate loops because 
they involve specific adaptation processes that should not mutually interfere. Therefore, 
CSEs are then domain‐specific. 
Thus, there seems to be another moderator that determines the domain‐generality of 
CSEs (provided a strong enough conflict signal), that is, the number of conflict subtasks (i.e., 
tasks that actually require responding to) that can be distinguished within a certain task. In 
Chapters 2 and 3 of this dissertation, domain‐general CSEs probably have been observed 
because the task only required a single conflict‐control loop (i.e., a flanker task). Nonetheless, 
this loop was influenced by task‐irrelevant conflict signals (i.e., misspelled positive words). 
In a recent review, Braem and colleagues proposed a U‐shaped function between 
context similarity and cross‐domain CSEs, with a central role of task sets and whether or not 
these sets can be simultaneously activated in working memory (Braem, Abrahamse, et al., 
2014). Whenever both task sets can be simultaneously updated because they are either highly 
similar (i.e., at the left side of the U‐shape) or distinctively different and non‐interfering (i.e., 
at the right side of the U‐shape), cross‐domain CSEs can be observed. However, when these 
task sets are interfering (e.g., in a factorial design, i.e., at the center of the U‐shape), CSEs are 
domain‐specific. In the studies of Chapters 2 and 3 of the present dissertation, the type of 
conflict in the preceding signal and the task participants had to respond to were completely 
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unrelated. Thus, the paradigm we used would be situated at the right side of the U‐shape 
proposed by Braem and colleagues (2014). 
Interestingly however, the U‐shaped function proposed by Braem and colleagues 
(2014) perhaps has its particular shape primarily because the reason for not obtaining 
domain‐general CSEs seems to be that the conflict sources of the subtasks involved are 
mutually interfering. From a resource mobilization perspective, resource allocation is 
problematic when there are interfering conflict types. However, when there is only a single 
salient task where conflict‐induced mobilized resources can be allocated to, domain‐general 
CSEs should be observed even in paradigms that comprise interfering conflict types (or, in 
other words, tasks with intermediate level differences, in Braem et al.’s, 2014, terms). One 
crucial aspect of a paradigm to examine this proposition would then be, in our view, to limit 
responses (i.e., performance) to one of the two stimulus domains only, but otherwise keep 
the paradigm intact (i.e., present trial sequences with ‘mutually interfering’ conflict types). 
More specifically, for this purpose one could adopt a “look‐to‐do” design (cf. Tang, Hu, Li, et 
al., 2013). In such a design, a first trial (i.e., a look‐trial) does not require a response, while a 
second trial (i.e., a do‐trial) does require a response. I would hypothesize that, in case only 
one of the two types of stimuli requires responding (e.g., a Simon task), while the other type 
of stimulus is merely watched (e.g., a Stroop stimulus), cross‐domain CSEs would be 
obtained even when conflict signal and task stimulus originate from so‐called ‘interfering’ 
task domains. The outcome of such a study would be of importance to the specific 
predictions that can be derived from the previously discussed conflict‐driven control 
accounts. 
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Antecedents of resource mobilization 
Given the necessity to regulate cognitive control in order to optimize performance in 
various situations, the question arises as to which signals prompt individuals to mobilize 
resources. Generally, it is assumed that individuals mobilize resources to meet the 
requirements of the current situation, or to resolve current demands (Kahneman, 1973; 
Schwarz, 2002; Schwarz & Clore, 1983). In most of the studies reported in this dissertation, 
conflict originated from peripheral environmental cues (e.g., incongruent flanker trials). 
However, are conflict signals from the peripheral environment the only instigator of resource 
mobilization?  Which factors, in more general terms, are potential triggers of resource 
mobilization? Are there other signals besides incidental conflict cues that modulate resource 
mobilization? 
External versus internal conflict cues 
Besides so‐called exteroceptive cues (i.e., cues from the environment), proprioceptive 
feedback from our own motor behavior (such as facial expressions, postures and arm 
movements) is also likely to be an important source of information for tuning our behavior 
(e.g., Neumann & Strack, 2000). Within the conflict monitoring framework, signals that are 
monitored may include internal states that signal “a need to intensify or redirect attention or 
control” (Botvinick, Cohen, & Carter, 2004, p. 539). As such, information from bodily states 
(e.g., arm movements) might have a regulatory function in cognitive control processes. 
Specifically, being in an avoidant motivational state (triggered by avoidant arm movements) 
was related to increased performance, both on a general, tonic level (i.e., the congruency 
effect) and on a dynamic, phasic level (i.e., the CSE). 
This up‐regulation of resources in an avoidance state might be explained by 
interpreting the avoidance arm movement as a proprioceptive warning signal. Since 
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unrelated. Thus, the paradigm we used would be situated at the right side of the U‐shape 
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task domains. The outcome of such a study would be of importance to the specific 
predictions that can be derived from the previously discussed conflict‐driven control 
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Antecedents of resource mobilization 
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was related to increased performance, both on a general, tonic level (i.e., the congruency 
effect) and on a dynamic, phasic level (i.e., the CSE). 
This up‐regulation of resources in an avoidance state might be explained by 
interpreting the avoidance arm movement as a proprioceptive warning signal. Since 
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avoidant bodily actions are habitually performed in situations that call for vigilance and 
controlled action, the mere execution of an avoidant motor action may function as a subtle 
alert for difficult conditions, which leads to an overall greater recruitment of resources that 
are usually required in this specific context. Interestingly, research by Koch and colleagues 
underscores this interpretation. They observed better performance in conditions indicative of 
threatening situations (e.g., avoidant arm movements, or avoidant body locomotion), 
presumably because of higher resource availability (Koch et al., 2009; Koch et al., 2008). In 
other words, avoidance‐related body feedback might serve as an internal conflict signal in 
the cognitive system, instigating resource mobilization. Thus, what drives up‐regulation of 
resources is still the occurrence and detection of conflict signals, either originating from the 
environment or originating from within the individual. 
Analogous to the previous notion, one might expect similar resource mobilization 
processes to occur if individuals would merely think about conflicting events. In cases of 
ambivalence, for instance, it is necessary to engage in control processes to reduce the 
cognitive or affective inconsistency that ambivalence brings about (cf. Festinger, 1954). 
Ambivalence is the experience of having an attitude towards someone or something that 
contains both positively and negatively valenced components. This state can lead to attempts 
to resolve the ambivalence (van Harreveld, van der Pligt, & de Liver, 2009). Conflict‐induced 
mobilized resources might consequently benefit subsequent difficult decisions (cf. Chapter 
6). 
Conflict cues versus reward cues 
There may still be other cues that trigger resource mobilization. Comparable 
performance improvements have been found in paradigms where resource allocations were 
triggered by reward signals. Cues for relatively high monetary rewards were shown to 
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enhance focus and performance on subsequent cognitive control tasks (e.g., Bijleveld et al., 
2011; Pessiglione et al., 2007; Zedelius et al., 2011a, 2011b). These analogous effects of conflict 
and reward cues are intriguing. In terms of the process model described earlier, “conflict 
signal strength” may be substituted easily by “reward signal strength”. Up‐regulation of 
resources in response to a reward signal is also likely to be influenced by the strength of this 
signal (cf. Zedelius et al., 2011a, 2011b). Furthermore, reward‐driven resource mobilization 
may be characterized by a temporal profile, although this profile might be different 
compared to the temporal profile of conflict‐driven resource mobilization. It will be 
interesting to investigate the differences and similarities between temporal resource 
mobilization profiles triggered by the punishment system (e.g., conflict signals) and the 
reward system (e.g., reward signals). 
Limitations and outlook 
The conflict monitoring model by Botvinick and colleagues (2001) was a significant 
step forward in understanding cognitive control because it proposed an account of how the 
control system knows when to intervene. However, although the model specifies when the 
control system should intervene, there is no clear account in the model of how the control 
system should know where to intervene. Other accounts (e.g., Egner, 2008, 2014; Verguts & 
Notebaert, 2008, 2009) have proposed refinements of the original conflict monitoring model 
aimed to explicate the mechanisms by which this process occurs. The present dissertation 
seems to pertain to the middle of this discussion. Assuming that the cognitive system knows 
when to intervene (for example when conflict is detected), the present dissertation provides 
more insight into the apparent dependency of control adaptation on attentional resources 
and the preconditions under which resource mobilization occurs. For instance, we showed 
that CSEs can be observed in both global and local response conditions, entailing that 
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resources can apparently be allocated to processes adequately equipped to resolve either 
type of conflict signal. Furthermore, successful adaptation seems to rely on both a strong 
enough conflict signal to instigate resource mobilization and also on allocating those 
recruited resources before their eventual down‐regulation. But the process model of resource 
mobilization does not provide insight into the mechanisms responsible for guiding the 
recruited resources towards the relevant cognitive processes aimed to resolve current 
demands (i.e., where to intervene). The strength of the present dissertation therefore is not on 
providing an integrative model of the when and where of cognitive control, but on 
demonstrating the involvement of resources that were previously assumed, but were not 
(convincingly) empirically tested. Our present process model (Figure 7.1) is not exhaustive, 
but does describe important boundary conditions under which (conflict‐driven) resource 
mobilization should occur. 
There may be other ways to test the resource mobilization model. For example, if 
resource mobilization is indeed at the core of producing CSEs, one obvious hypothesis might 
be that CSEs should not be observed (or at least to much weaker extent) in conditions of 
cognitive load or cognitive depletion. Cognitive load refers to the total amount of resources 
being used in working memory (Sweller, 1988). When under cognitive load (usually under 
conditions of dual‐task performance), performance on the focal task is usually diminished. 
That is, the interfering task causing cognitive load consumes resources that could otherwise 
be allocated to the focal task. In such cases, performance drops which may result in reduced 
(or absent) CSEs. A related issue concerns cognitive depletion. Cognitive depletion refers to 
the idea that cognitive control draws upon a limited pool of mental resources that can be 
used up (Baumeister et al., 1998; cf. Inzlicht & Schmeichel, 2012). When individuals are in a 
state of cognitive depletion, resources are running empty. When resources are relatively 
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scarce, controlled processing is typically impaired (Inzlicht & Gutsell, 2007), which would be 
illustrated by reduced (or absent) CSEs. Indeed, recent research suggests that high (vs. low) 
working memory demands led to a suppression of conflict‐triggered cognitive control 
(Soutschek, Strobach, & Schubert, 2013). Working memory processes consumed some of the 
available resources and thus interfered with conflict‐triggered cognitive control, harming the 
efficiency of these control processes. The currently proposed process model of conflict‐driven 
resource mobilization provides a clear framework for future studies that can be targeted at 
refinement and extension of this model. 
Future research might want to examine psychophysiological indicators relevant for a 
resource mobilization perspective regarding CSEs, for instance pupil dilation. Although 
pupil dilation is likely to reflect more than one process at the same time (cf. Cohen et al., 
2000), recent findings suggest that pupil dilation may be used as an indirect marker of 
conflict processing (van Steenbergen & Band, 2013). As such, pupil dilation might indicate 
conflict signal strength, meaning that increased pupil dilation might indicate stronger 
conflict, which should be negatively correlated with the behavioral congruency effect in 
subsequent trials. Pupillometry might also be indicative of the temporal dynamics 
underlying CSEs. A difference in pupil dilation between incongruent and congruent targets 
is usually only obtained within a certain temporal region and is illustrated by a period of 
increasing dilation, maximal dilation, and decreasing dilation (see e.g., van Steenbergen & 
Band, 2013). This would suggest that there is a temporal relationship between the dynamics 
of conflict detection and the dynamics of resource mobilization. 
For future studies concerning CSEs, it might be interesting to adopt a broader 
perspective of what constitutes a conflict signal, and the scale of events inspected. For 
instance, does the occurrence of a work‐related conflict modulate a subsequent conflict with 
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a spouse, and vice versa? Is it possible to optimize decision making for people in managerial 
positions, for instance by cuing conflict before possibly difficult decisions (see Chapters 2 
and 3)? Furthermore, can the impact of stressors in daily life be predicted by individual 
differences in conflict‐driven adaptation observed in the lab (cf. Compton et al., 2011)? 
Another potentially interesting idea for future research is to examine conflict‐driven 
adaptation in sports. In a number of sports, performance indices as a function of the presence 
or absence of previous conflict could be inspected. For example, one could examine the 
point‐by‐point dynamics in a game of tennis or table tennis. Moreover, these sports do not 
only allow for a fine‐grained analyses of performance within a set, but also over sets of a full 
game, and perhaps also over games by the same player. These types of analyses might 
contribute to the understanding of conflict‐driven resource mobilization over longer periods 
of time. 
Imagine again the game of table tennis from the introduction in this dissertation. 
Your performance in that game might very well not only be affected by your own abilities, 
but also by the rather subtle dynamic changes in demands. This dissertation shows that the 
presence or absence of conflict signals modulate subsequent performance on a range of tasks, 
and highlighted some of the preconditions of such a process. Even if you don’t play table 
tennis, a clever and adaptive system of regulating cognitive control may be extremely 
beneficial to whatever you aim to achieve in life. 
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Stel je een wedstrijd tafeltennis voor. Je tegenstander slaat relatief gemakkelijk op, 
zonder veel effect op de bal. Daarom is het vrij gemakkelijk om deze opslag terug te spelen. 
Op een gegeven moment speelt je tegenstander een moeilijke opslag. Omdat je niet 
voorbereid was op een moeilijke opslag lukt het terugspelen van deze bal minder goed. 
Direct na deze moeilijke opslag ben je echter klaar voor een nieuwe moeilijke opslag. Je bent 
geconcentreerd. Ironisch genoeg, als de volgende opslag echter weer makkelijk is, kan het 
zijn dat jouw verhoogde concentratie in dit geval niet leidt tot een betere terugspeelbal. In dit 
geval had je wellicht beter gespeeld als je meer relaxt was. Op een meer abstract niveau kan 
dit als volgt geïnterpreteerd worden: na het ervaren van een moeilijke situatie (bijvoorbeeld 
een moeilijke opslag) past het controlesysteem zich zodanig aan dat een volgende moeilijke 
situatie adequaat opgelost kan worden, ten koste van het iets minder optimaal afhandelen 
van een relatief gemakkelijke situatie. 
Het hierboven beschreven voorbeeld illustreert de werking van een controlesysteem. 
Een belangrijk deel van ons gedrag vereist controle: van het maken van keuzes en 
beslissingen tot het maken van plannen en uitvoeren van die plannen. Natuurlijk is bewuste 
controle niet nodig voor alle aspecten van ons alledaags gedrag. Echter, gedurende de dag 
zijn er momenten waarop ons functioneren wel degelijk afhankelijk is van cognitieve 
controleprocessen, en deze momenten kunnen van onevenredig belang zijn voor onze 
gezondheid op de langere termijn, ons geluk, en ons succes. De set van cognitieve functies 
die bestudeerd wordt onder de noemer ‘cognitieve controle’ stelt ons in staat ons te gedragen 
in lijn met onze doelen en intenties. Zonder deze controlemechanismen zou ons gedrag 
inefficiënt en foutgevoelig zijn. Wij zouden meer afgaan op onze impulsen, en de doelen die 
we proberen na te streven uit het oog verliezen. 
 
233 
Stel je een wedstrijd tafeltennis voor. Je tegenstander slaat relatief gemakkelijk op, 
zonder veel effect op de bal. Daarom is het vrij gemakkelijk om deze opslag terug te spelen. 
Op een gegeven moment speelt je tegenstander een moeilijke opslag. Omdat je niet 
voorbereid was op een moeilijke opslag lukt het terugspelen van deze bal minder goed. 
Direct na deze moeilijke opslag ben je echter klaar voor een nieuwe moeilijke opslag. Je bent 
geconcentreerd. Ironisch genoeg, als de volgende opslag echter weer makkelijk is, kan het 
zijn dat jouw verhoogde concentratie in dit geval niet leidt tot een betere terugspeelbal. In dit 
geval had je wellicht beter gespeeld als je meer relaxt was. Op een meer abstract niveau kan 
dit als volgt geïnterpreteerd worden: na het ervaren van een moeilijke situatie (bijvoorbeeld 
een moeilijke opslag) past het controlesysteem zich zodanig aan dat een volgende moeilijke 
situatie adequaat opgelost kan worden, ten koste van het iets minder optimaal afhandelen 
van een relatief gemakkelijke situatie. 
Het hierboven beschreven voorbeeld illustreert de werking van een controlesysteem. 
Een belangrijk deel van ons gedrag vereist controle: van het maken van keuzes en 
beslissingen tot het maken van plannen en uitvoeren van die plannen. Natuurlijk is bewuste 
controle niet nodig voor alle aspecten van ons alledaags gedrag. Echter, gedurende de dag 
zijn er momenten waarop ons functioneren wel degelijk afhankelijk is van cognitieve 
controleprocessen, en deze momenten kunnen van onevenredig belang zijn voor onze 
gezondheid op de langere termijn, ons geluk, en ons succes. De set van cognitieve functies 
die bestudeerd wordt onder de noemer ‘cognitieve controle’ stelt ons in staat ons te gedragen 
in lijn met onze doelen en intenties. Zonder deze controlemechanismen zou ons gedrag 
inefficiënt en foutgevoelig zijn. Wij zouden meer afgaan op onze impulsen, en de doelen die 
we proberen na te streven uit het oog verliezen. 
NEDERLANDSE SAMENVATTING
 
234 
Cognitieve controle kost energie. En die energie is niet onbeperkt voorradig. Hoewel 
een hogere mate van cognitieve controle zou helpen bij het maken van betere beslissingen 
ten opzichte van een lage mate van controle, kan een hoge mate van controle vanwege 
beperkingen in energie‐capaciteit simpelweg niet de standaard zijn. Als we altijd veel 
controle zouden uitoefenen, dan zouden we snel uitgeput raken. Een individu moet daarom 
alleen wanneer situaties daar aanleiding toe geven cognitieve controle mobiliseren. Een 
logische vraag is dan: op basis waarvan zet een situatie aan tot het verhogen of mobiliseren 
van cognitieve controle? 
Verschillende signalen kunnen duiden op de noodzaak om cognitieve controle te 
mobiliseren. Mensen hebben bijvoorbeeld de neiging om hun inspanning te verhogen 
wanneer een taak moeilijker wordt, of wanneer er mogelijk gevaar dreigt. Een taak die vaak 
gebruikt wordt in dit domein van onderzoek is de flankertaak. In deze taak worden rijen van 
pijlen getoond. Proefpersonen moeten reageren op de richting van de middelste pijl in een rij 
van vijf pijlen. Deze rijen van pijlen hebben omringende pijlen (flankers) die ofwel in 
dezelfde richting als de middelste pijl wijzen (congruente stimuli, bijvoorbeeld < < < < <), 
ofwel in de tegenovergestelde richting wijzen (incongruente stimuli, bijvoorbeeld < < > < <). 
Een algemene bevinding in taken als deze, is dat het meer tijd kost om te antwoorden op 
moeilijke, incongruente stimuli dan op makkelijke, congruente stimuli. Dit wordt het 
congruentie‐effect genoemd. Bovendien is in de laatste twintig jaar de invloed van de 
volgorde van dergelijke stimuli bestudeerd. Het blijkt dat het congruentie‐effect kleiner is na 
moeilijke, incongruente stimuli dan na makkelijke, congruente stimuli. Dit wordt het 
Congruentie Sequentie Effect (CSE) genoemd. Met andere woorden, na het ervaren van een 
moeilijke taak past het controlesysteem zich zodanig aan dat een volgende moeilijke taak 
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beter afgehandeld kan worden, ten koste van het iets minder optimaal afhandelen van 
relatief makkelijke taken. 
In de afgelopen jaren zijn er verschillende theoretische modellen ontwikkeld om CSEs 
te verklaren. Sinds de eerste studies door Gratton en collega’s, die CSEs verklaarden via 
controle mobilisatie op basis van verwachtingen (als men een moeilijke taak verwacht dan 
mobiliseert men controle, en wanneer men een makkelijke taak verwacht dan gaat men meer 
af op de eerste reactie), is er veel bewijs gevonden in lijn met misschien wel de bekendste 
theorie over CSEs: monitoren van conflict. Deze theorie veronderstelt dat het waarnemen 
van conflict (bijvoorbeeld een incongruente stimulus) leidt tot het mobiliseren van controle 
zodat een volgend conflict beter afgehandeld wordt. Echter, deze (energie‐afhankelijke) 
interpretaties van CSEs zijn controversieel, omdat ander onderzoek aantoont dat de aan‐ of 
afwezigheid van gelijkenissen tussen opeenvolgende stimuli eenzelfde CSE‐patroon laat 
zien. Met andere woorden, als de ene moeilijke stimulus qua kenmerken gelijk is aan de 
volgende moeilijke stimulus, dan kan men deze beter afhandelen zonder dat daar controle 
voor nodig is. Recent onderzoek laat daarentegen zien dat wanneer in het experiment 
gecontroleerd wordt voor gelijkende kenmerken, er toch nog CSEs worden waargenomen.  
Op basis van eerdere studies is het duidelijk dat er verschillende processen van 
invloed zijn op het CSE zonder de interventie van controleprocessen. Tegelijkertijd is er ook 
bewijs voor CSEs wanneer gecontroleerd wordt voor gelijkenissen tussen opeenvolgende 
stimuli. Dit suggereert dat ten minste een deel van het CSE afhankelijk is van de mobilisatie 
van cognitieve energie. 
Dit was het startpunt voor dit proefschrift. Als energiemobilisatie inderdaad (in ieder 
geval ten dele) ten grondslag ligt aan het CSE, onder welke omstandigheden wordt dit effect 
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Cognitieve controle kost energie. En die energie is niet onbeperkt voorradig. Hoewel 
een hogere mate van cognitieve controle zou helpen bij het maken van betere beslissingen 
ten opzichte van een lage mate van controle, kan een hoge mate van controle vanwege 
beperkingen in energie‐capaciteit simpelweg niet de standaard zijn. Als we altijd veel 
controle zouden uitoefenen, dan zouden we snel uitgeput raken. Een individu moet daarom 
alleen wanneer situaties daar aanleiding toe geven cognitieve controle mobiliseren. Een 
logische vraag is dan: op basis waarvan zet een situatie aan tot het verhogen of mobiliseren 
van cognitieve controle? 
Verschillende signalen kunnen duiden op de noodzaak om cognitieve controle te 
mobiliseren. Mensen hebben bijvoorbeeld de neiging om hun inspanning te verhogen 
wanneer een taak moeilijker wordt, of wanneer er mogelijk gevaar dreigt. Een taak die vaak 
gebruikt wordt in dit domein van onderzoek is de flankertaak. In deze taak worden rijen van 
pijlen getoond. Proefpersonen moeten reageren op de richting van de middelste pijl in een rij 
van vijf pijlen. Deze rijen van pijlen hebben omringende pijlen (flankers) die ofwel in 
dezelfde richting als de middelste pijl wijzen (congruente stimuli, bijvoorbeeld < < < < <), 
ofwel in de tegenovergestelde richting wijzen (incongruente stimuli, bijvoorbeeld < < > < <). 
Een algemene bevinding in taken als deze, is dat het meer tijd kost om te antwoorden op 
moeilijke, incongruente stimuli dan op makkelijke, congruente stimuli. Dit wordt het 
congruentie‐effect genoemd. Bovendien is in de laatste twintig jaar de invloed van de 
volgorde van dergelijke stimuli bestudeerd. Het blijkt dat het congruentie‐effect kleiner is na 
moeilijke, incongruente stimuli dan na makkelijke, congruente stimuli. Dit wordt het 
Congruentie Sequentie Effect (CSE) genoemd. Met andere woorden, na het ervaren van een 
moeilijke taak past het controlesysteem zich zodanig aan dat een volgende moeilijke taak 
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beter afgehandeld kan worden, ten koste van het iets minder optimaal afhandelen van 
relatief makkelijke taken. 
In de afgelopen jaren zijn er verschillende theoretische modellen ontwikkeld om CSEs 
te verklaren. Sinds de eerste studies door Gratton en collega’s, die CSEs verklaarden via 
controle mobilisatie op basis van verwachtingen (als men een moeilijke taak verwacht dan 
mobiliseert men controle, en wanneer men een makkelijke taak verwacht dan gaat men meer 
af op de eerste reactie), is er veel bewijs gevonden in lijn met misschien wel de bekendste 
theorie over CSEs: monitoren van conflict. Deze theorie veronderstelt dat het waarnemen 
van conflict (bijvoorbeeld een incongruente stimulus) leidt tot het mobiliseren van controle 
zodat een volgend conflict beter afgehandeld wordt. Echter, deze (energie‐afhankelijke) 
interpretaties van CSEs zijn controversieel, omdat ander onderzoek aantoont dat de aan‐ of 
afwezigheid van gelijkenissen tussen opeenvolgende stimuli eenzelfde CSE‐patroon laat 
zien. Met andere woorden, als de ene moeilijke stimulus qua kenmerken gelijk is aan de 
volgende moeilijke stimulus, dan kan men deze beter afhandelen zonder dat daar controle 
voor nodig is. Recent onderzoek laat daarentegen zien dat wanneer in het experiment 
gecontroleerd wordt voor gelijkende kenmerken, er toch nog CSEs worden waargenomen.  
Op basis van eerdere studies is het duidelijk dat er verschillende processen van 
invloed zijn op het CSE zonder de interventie van controleprocessen. Tegelijkertijd is er ook 
bewijs voor CSEs wanneer gecontroleerd wordt voor gelijkenissen tussen opeenvolgende 
stimuli. Dit suggereert dat ten minste een deel van het CSE afhankelijk is van de mobilisatie 
van cognitieve energie. 
Dit was het startpunt voor dit proefschrift. Als energiemobilisatie inderdaad (in ieder 
geval ten dele) ten grondslag ligt aan het CSE, onder welke omstandigheden wordt dit effect 
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dan versterkt of verzwakt? In dit proefschrift heb ik enkele kritische randvoorwaarden getest 
die zouden moeten gelden als CSEs energie‐afhankelijk zouden zijn. 
Overdracht van CSEs tussen verschillende domeinen 
Een van de implicaties van door conflict gedreven energiemobilisatie zou zijn, dat de 
toegenomen beschikbaarheid van energie na waarneming van een conflictsignaal, ingezet 
zou moeten kunnen worden voor elke volgende situatie die van deze energie kan profiteren. 
Een conflictsignaal in het ene (cognitieve) domein zou dus moeten leiden tot verbeterde 
reactie op conflict in een daarop volgend ander (cognitief) domein, zolang het voorafgaande 
conflict signaal sterk genoeg is om energie te mobiliseren. Dit idee werd ondersteund in de 
Hoofdstukken 2 en 3 van dit proefschrift. Uit de resultaten beschreven in deze hoofdstukken 
is gebleken dat proefpersonen een verminderd congruentie‐effect lieten zien op 
flankerstimuli wanneer deze volgden op het waarnemen van verkeerd gespelde positieve 
woorden (d.w.z., een conflict signaal) in vergelijking tot het waarnemen van correct gespelde 
neutrale woorden (d.w.z., geen conflict signaal). Met andere woorden, een overdracht van 
CSEs werd gevonden van conflict in een taalkundig domein (spelling) naar conflict in een 
symbolisch domein (flankertaak). Deze bevindingen tonen aan dat, in lijn met het idee van 
energiemobilisatie, verworven energie in het ene domein helpt bij het verbeteren van 
prestatie in een duidelijk ander domein. 
Het belang van conflictsterkte 
Tot nu toe is het bewijs voor overdracht van CSEs tussen domeinen echter niet 
eenduidig. Sommige studies laten overdracht van CSEs zien, en andere niet. Een van de 
redenen voor deze ogenschijnlijk verschillende uitkomsten zou mogelijk een verschil in 
sterkte van het initiërende conflict signaal kunnen zijn. Het idee was dat alleen 
conflictsignalen die sterk genoeg zijn, zullen leiden tot overdracht van CSEs tussen 
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domeinen. Zwakke conflictsignalen zullen waarschijnlijk onvoldoende controle mobiliseren 
om prestaties in volgende situaties te verbeteren. In Hoofdstuk 2 vonden wij inderdaad 
alleen overdracht van CSEs, wanneer het initiërende conflictsignaal sterk genoeg was. Uit de 
resultaten bleek dat proefpersonen een verminderd congruentie‐effect lieten zien op 
flankerstimuli wanneer deze volgden op het waarnemen van een sterk conflictsignaal, maar 
niet wanneer het conflict signaal zwak was. Hoewel eerder onderzoek liet zien dat 
individuele verschillen in waargenomen conflict samenhing met overdracht van CSEs tussen 
domeinen, was de causale rol van conflictsterkte nog niet duidelijk vastgesteld. Door het 
experimenteel manipuleren van de conflictsterkte, konden wij laten zien dat een voldoende 
sterk conflictsignaal noodzakelijk is om overdracht van CSEs tussen domeinen te vinden. 
Tijd tussen opeenvolgende conflictsituaties beïnvloedt het CSE 
In Hoofdstuk 3 hebben wij het temporele profiel van overdracht van CSEs tussen 
domeinen onderzocht. Verschillende theoretische modellen veronderstellen dat individuen 
meer controle mobiliseren wanneer conflict is waargenomen. Vanuit het oogpunt van 
energiemobilisatie zou men verwachten dat er een optimaal tijdsinterval is waarin CSEs 
kunnen voorkomen. Ten eerste kost het tijd om het controlesysteem aan te passen en 
verworven energie in te zetten, en ten tweede zal verworven energie te zijner tijd weer 
moeten afnemen. De capaciteit van controleprocessen is namelijk gelimiteerd en het 
handhaven van een hoge mate van controle leidt uiteindelijk tot cognitieve uitputting. Wij 
hadden daarom de hypothese dat de tijd tussen het initiërende conflictsignaal en de 
daaropvolgende prestatie van cruciaal belang is om overdracht van CSEs tussen domeinen 
waar te nemen. Meer specifiek zou de tijd tussen een conflictsignaal en een daarop volgende 
conflictsituatie lang genoeg moeten zijn om te komen tot volledig gemobiliseerde energie, en 
kort genoeg om de uiteindelijke afname voor te blijven. Kortom, er is een discreet tijdvenster 
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dan versterkt of verzwakt? In dit proefschrift heb ik enkele kritische randvoorwaarden getest 
die zouden moeten gelden als CSEs energie‐afhankelijk zouden zijn. 
Overdracht van CSEs tussen verschillende domeinen 
Een van de implicaties van door conflict gedreven energiemobilisatie zou zijn, dat de 
toegenomen beschikbaarheid van energie na waarneming van een conflictsignaal, ingezet 
zou moeten kunnen worden voor elke volgende situatie die van deze energie kan profiteren. 
Een conflictsignaal in het ene (cognitieve) domein zou dus moeten leiden tot verbeterde 
reactie op conflict in een daarop volgend ander (cognitief) domein, zolang het voorafgaande 
conflict signaal sterk genoeg is om energie te mobiliseren. Dit idee werd ondersteund in de 
Hoofdstukken 2 en 3 van dit proefschrift. Uit de resultaten beschreven in deze hoofdstukken 
is gebleken dat proefpersonen een verminderd congruentie‐effect lieten zien op 
flankerstimuli wanneer deze volgden op het waarnemen van verkeerd gespelde positieve 
woorden (d.w.z., een conflict signaal) in vergelijking tot het waarnemen van correct gespelde 
neutrale woorden (d.w.z., geen conflict signaal). Met andere woorden, een overdracht van 
CSEs werd gevonden van conflict in een taalkundig domein (spelling) naar conflict in een 
symbolisch domein (flankertaak). Deze bevindingen tonen aan dat, in lijn met het idee van 
energiemobilisatie, verworven energie in het ene domein helpt bij het verbeteren van 
prestatie in een duidelijk ander domein. 
Het belang van conflictsterkte 
Tot nu toe is het bewijs voor overdracht van CSEs tussen domeinen echter niet 
eenduidig. Sommige studies laten overdracht van CSEs zien, en andere niet. Een van de 
redenen voor deze ogenschijnlijk verschillende uitkomsten zou mogelijk een verschil in 
sterkte van het initiërende conflict signaal kunnen zijn. Het idee was dat alleen 
conflictsignalen die sterk genoeg zijn, zullen leiden tot overdracht van CSEs tussen 
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domeinen. Zwakke conflictsignalen zullen waarschijnlijk onvoldoende controle mobiliseren 
om prestaties in volgende situaties te verbeteren. In Hoofdstuk 2 vonden wij inderdaad 
alleen overdracht van CSEs, wanneer het initiërende conflictsignaal sterk genoeg was. Uit de 
resultaten bleek dat proefpersonen een verminderd congruentie‐effect lieten zien op 
flankerstimuli wanneer deze volgden op het waarnemen van een sterk conflictsignaal, maar 
niet wanneer het conflict signaal zwak was. Hoewel eerder onderzoek liet zien dat 
individuele verschillen in waargenomen conflict samenhing met overdracht van CSEs tussen 
domeinen, was de causale rol van conflictsterkte nog niet duidelijk vastgesteld. Door het 
experimenteel manipuleren van de conflictsterkte, konden wij laten zien dat een voldoende 
sterk conflictsignaal noodzakelijk is om overdracht van CSEs tussen domeinen te vinden. 
Tijd tussen opeenvolgende conflictsituaties beïnvloedt het CSE 
In Hoofdstuk 3 hebben wij het temporele profiel van overdracht van CSEs tussen 
domeinen onderzocht. Verschillende theoretische modellen veronderstellen dat individuen 
meer controle mobiliseren wanneer conflict is waargenomen. Vanuit het oogpunt van 
energiemobilisatie zou men verwachten dat er een optimaal tijdsinterval is waarin CSEs 
kunnen voorkomen. Ten eerste kost het tijd om het controlesysteem aan te passen en 
verworven energie in te zetten, en ten tweede zal verworven energie te zijner tijd weer 
moeten afnemen. De capaciteit van controleprocessen is namelijk gelimiteerd en het 
handhaven van een hoge mate van controle leidt uiteindelijk tot cognitieve uitputting. Wij 
hadden daarom de hypothese dat de tijd tussen het initiërende conflictsignaal en de 
daaropvolgende prestatie van cruciaal belang is om overdracht van CSEs tussen domeinen 
waar te nemen. Meer specifiek zou de tijd tussen een conflictsignaal en een daarop volgende 
conflictsituatie lang genoeg moeten zijn om te komen tot volledig gemobiliseerde energie, en 
kort genoeg om de uiteindelijke afname voor te blijven. Kortom, er is een discreet tijdvenster 
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waarbinnen energie‐gebaseerde CSEs kunnen optreden. In Hoofdstuk 3 gebruikten we 
dezelfde onderzoeksopzet als in Hoofdstuk 2, maar daarnaast varieerden we ook de tijd 
tussen opeenvolgende conflictsituaties. Wij konden zo het temporele profiel van overdracht 
van CSEs tussen domeinen bestuderen (tussen de 600 ms en 2700 ms). De resultaten lieten 
zien dat CSEs alleen zichtbaar waren in een bepaald tijdsinterval (van 1300 ms tot 1650 ms). 
Wanneer de taak relatief snel (onder de 1300 ms) of langzaam (boven de 1650 ms) volgde op 
een conflictsignaal, dan werd er geen CSE waargenomen. Deze resultaten zijn in lijn met het 
model van energiemobilisatie dat discrete tijdsintervallen impliceert voor de mobilisatie, 
maximale beschikbaarheid, en uiteindelijke afname van energie in het tijdsverloop. 
Energiemobilisatie versus aandachtsfocus 
In Hoofdstuk 4 sloten wij een alternatieve verklaring voor CSEs uit. In de studies 
gerapporteerd in dat hoofdstuk werd getoetst of variatie in de focus van de aandacht 
mogelijk een alternatieve verklaring vormde voor de energiemobilisatie‐verklaring van 
CSEs. Met focus van de aandacht wordt bedoeld dat onze aandacht meer gefocust kan zijn 
op globale objecten (bijvoorbeeld het bos in plaats van de bomen) of juist gefocust op details 
(de bomen in plaats van het bos). In de onderzoeksopzet die normaliter gebruikt wordt bij 
CSE‐onderzoek is prestatie op moeilijke, incongruente taken duidelijk gebaat bij een nauwe – 
of detail‐gerichte – aandacht (in plaats van een bredere, meer globale aandacht). Dit, terwijl 
de makkelijke congruente taken hier niet van zouden profiteren, of er wellicht zelfs last van 
zouden hebben. Bijvoorbeeld in een flankertaak zal een nauwe, detail‐gerichte aandacht op 
de middelste pijl de invloed van misleidende omringende pijlen verminderen, en daardoor 
snel en nauwkeurig antwoorden makkelijker maken. Vanuit de verklaring gebaseerd op 
energiemobilisatie zou het echter niet moeten uitmaken welke vorm van aandacht vereist is. 
Als een conflictsignaal sterk genoeg is om energie te mobiliseren, dan zou die energie ingezet 
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kunnen worden op elk soort daarop volgende conflict, ongeacht of een meer globale 
aandacht noodzakelijk is. Om de voorspellingen op basis van conflict‐gedreven 
aandachtsvernauwing te vergelijken met conflict‐gedreven energiemobilisatie maakten wij 
gebruik van een aangepaste flankertaak. Deze aangepaste flankertaak bevatte grote pijlen die 
waren opgebouwd uit kleine pijlen. De grote en kleine pijlen konden ofwel dezelfde richting 
op wijzen (congruent, bijvoorbeeld alle pijlen naar boven) ofwel een andere richting op 
wijzen (incongruent, bijvoorbeeld de grote pijl naar rechts, terwijl de kleine pijlen naar 
beneden wijzen). Wij vroegen proefpersonen te reageren op ofwel de kleine pijlen (detail‐
gerichte focus) ofwel de grote pijlen (bredere focus). Als aandachtsvernauwing de drijvende 
kracht achter CSEs is, dan zou er naar verwachting geen CSE zijn in de conditie waar men 
moest reageren op de grote pijlen. Dit omdat aandachtsvernauwing ten gevolgde van 
conflict in deze situatie contraproductief is. Als energiemobilisatie de drijvende kracht is, 
dan zou een CSE verwacht worden in beide condities. De resultaten lieten zien dat CSEs 
waarneembaar zijn in zowel lokale als globale responscondities, waardoor een cruciale rol 
van aandachtsvernauwing onwaarschijnlijk is. In plaats daarvan lijkt het waarschijnlijker dat 
een conflictsignaal leidt tot het mobiliseren van energie, die vervolgens ingezet kan worden 
ongeacht welke vorm van aandacht (lokaal of globaal) vereist is. 
Motivationele oriëntatie beïnvloedt conflictadaptatie 
In Hoofdstuk 5 onderzochten wij de invloed van de twee fundamentele motivationele 
oriëntaties op cognitieve controle: toenaderings‐ en vermijdingsoriëntatie. Een 
toenaderingsoriëntatie helpt belangrijke zaken te verkrijgen, waaronder eten en drinken, 
maar bijvoorbeeld ook een partner. Aan de andere kant stelt een vermijdingsoriëntatie ons in 
staat gevaar en negatieve situaties te vermijden. Eerder onderzoek heeft laten zien dat een 
vermijdingsoriëntatie gepaard gaat met een vertekening om meer op conflicterende 
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waarbinnen energie‐gebaseerde CSEs kunnen optreden. In Hoofdstuk 3 gebruikten we 
dezelfde onderzoeksopzet als in Hoofdstuk 2, maar daarnaast varieerden we ook de tijd 
tussen opeenvolgende conflictsituaties. Wij konden zo het temporele profiel van overdracht 
van CSEs tussen domeinen bestuderen (tussen de 600 ms en 2700 ms). De resultaten lieten 
zien dat CSEs alleen zichtbaar waren in een bepaald tijdsinterval (van 1300 ms tot 1650 ms). 
Wanneer de taak relatief snel (onder de 1300 ms) of langzaam (boven de 1650 ms) volgde op 
een conflictsignaal, dan werd er geen CSE waargenomen. Deze resultaten zijn in lijn met het 
model van energiemobilisatie dat discrete tijdsintervallen impliceert voor de mobilisatie, 
maximale beschikbaarheid, en uiteindelijke afname van energie in het tijdsverloop. 
Energiemobilisatie versus aandachtsfocus 
In Hoofdstuk 4 sloten wij een alternatieve verklaring voor CSEs uit. In de studies 
gerapporteerd in dat hoofdstuk werd getoetst of variatie in de focus van de aandacht 
mogelijk een alternatieve verklaring vormde voor de energiemobilisatie‐verklaring van 
CSEs. Met focus van de aandacht wordt bedoeld dat onze aandacht meer gefocust kan zijn 
op globale objecten (bijvoorbeeld het bos in plaats van de bomen) of juist gefocust op details 
(de bomen in plaats van het bos). In de onderzoeksopzet die normaliter gebruikt wordt bij 
CSE‐onderzoek is prestatie op moeilijke, incongruente taken duidelijk gebaat bij een nauwe – 
of detail‐gerichte – aandacht (in plaats van een bredere, meer globale aandacht). Dit, terwijl 
de makkelijke congruente taken hier niet van zouden profiteren, of er wellicht zelfs last van 
zouden hebben. Bijvoorbeeld in een flankertaak zal een nauwe, detail‐gerichte aandacht op 
de middelste pijl de invloed van misleidende omringende pijlen verminderen, en daardoor 
snel en nauwkeurig antwoorden makkelijker maken. Vanuit de verklaring gebaseerd op 
energiemobilisatie zou het echter niet moeten uitmaken welke vorm van aandacht vereist is. 
Als een conflictsignaal sterk genoeg is om energie te mobiliseren, dan zou die energie ingezet 
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kunnen worden op elk soort daarop volgende conflict, ongeacht of een meer globale 
aandacht noodzakelijk is. Om de voorspellingen op basis van conflict‐gedreven 
aandachtsvernauwing te vergelijken met conflict‐gedreven energiemobilisatie maakten wij 
gebruik van een aangepaste flankertaak. Deze aangepaste flankertaak bevatte grote pijlen die 
waren opgebouwd uit kleine pijlen. De grote en kleine pijlen konden ofwel dezelfde richting 
op wijzen (congruent, bijvoorbeeld alle pijlen naar boven) ofwel een andere richting op 
wijzen (incongruent, bijvoorbeeld de grote pijl naar rechts, terwijl de kleine pijlen naar 
beneden wijzen). Wij vroegen proefpersonen te reageren op ofwel de kleine pijlen (detail‐
gerichte focus) ofwel de grote pijlen (bredere focus). Als aandachtsvernauwing de drijvende 
kracht achter CSEs is, dan zou er naar verwachting geen CSE zijn in de conditie waar men 
moest reageren op de grote pijlen. Dit omdat aandachtsvernauwing ten gevolgde van 
conflict in deze situatie contraproductief is. Als energiemobilisatie de drijvende kracht is, 
dan zou een CSE verwacht worden in beide condities. De resultaten lieten zien dat CSEs 
waarneembaar zijn in zowel lokale als globale responscondities, waardoor een cruciale rol 
van aandachtsvernauwing onwaarschijnlijk is. In plaats daarvan lijkt het waarschijnlijker dat 
een conflictsignaal leidt tot het mobiliseren van energie, die vervolgens ingezet kan worden 
ongeacht welke vorm van aandacht (lokaal of globaal) vereist is. 
Motivationele oriëntatie beïnvloedt conflictadaptatie 
In Hoofdstuk 5 onderzochten wij de invloed van de twee fundamentele motivationele 
oriëntaties op cognitieve controle: toenaderings‐ en vermijdingsoriëntatie. Een 
toenaderingsoriëntatie helpt belangrijke zaken te verkrijgen, waaronder eten en drinken, 
maar bijvoorbeeld ook een partner. Aan de andere kant stelt een vermijdingsoriëntatie ons in 
staat gevaar en negatieve situaties te vermijden. Eerder onderzoek heeft laten zien dat een 
vermijdingsoriëntatie gepaard gaat met een vertekening om meer op conflicterende 
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(negatieve) signalen te letten, terwijl men in een toenaderingsoriëntatie juist minder bezig is 
met conflict en zich meer richt op positieve signalen. De vertekening om in een 
vermijdingsoriëntatie meer op conflicterende signalen te letten, zou kunnen leiden tot het 
inzetten van meer energie in reactie op een waargenomen conflict, oftwel een verhoogde 
CSE. Omgekeerd, als de verwerking van conflict in een toenaderingsoriëntatie juist 
vermindert, dan zou dat dus ook het CSE verminderen. De resultaten van Hoofdstuk 5 laten 
inderdaad de differentiële effecten van motivationele oriëntaties op CSEs zien. In 
vergelijking met een toenaderingsoriëntatie leidt een vermijdingsoriëntatie tot verhoogde 
CSEs. Hoewel eerder onderzoek de effecten van beloningen, gemoedstoestanden en 
opwinding heeft laten zien, laten de studies in Hoofdstuk 5 voor het eerst zien dat de 
motivationele oriëntaties van toenadering en vermijding eveneens van invloed zijn op CSEs. 
Conflictregulatie in alledaagse beslissingen 
In vrijwel alle empirische hoofdstukken in dit proefschrift werden CSEs onderzocht 
met (verschillende versies van) een flankertaak. Hoewel deze taken wezenlijk verschilden 
(bijvoorbeeld een standaard twee‐keuzen flankertaak in Hoofdstuk 5 versus een vier‐keuzen 
globale‐lokale flankertaak in Hoofdstuk 4), zou conflict‐gedreven mobilisatie van energie 
deze specifieke taken moeten overstijgen, en invloed moeten hebben op een breed spectrum 
van taken en gedragingen die afhangen van de beschikbaarheid van energie. Daarom 
onderzochten wij, zoals beschreven in Hoofdstuk 6, conflictregulatie in twee andere 
domeinen. Meer specifiek zat het conflict in deze studies in (1) het evalueren van 
ambivalente attitude‐objecten (bijvoorbeeld bloeddonatie, waar men over het algemeen 
zowel positieve als negatieve gevoelens over heeft) versus univalente attitude‐objecten 
(bijvoorbeeld vakantie, waar men over het algemeen positief over denkt), en (2) het reageren 
op stimulussituaties met sterke stereotypen die in conflict zijn – stereotype‐incongruente 
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situaties – versus stereotype‐congruente stimulussituaties. In deze studies maakten wij 
gebruik van een recente meettechniek om responsen van proefpersonen te registreren 
gebaseerd op het traject dat de computermuis volgt bij het reageren op een stimulussituatie. 
Proefpersonen reageren hierbij op stimulussituaties door met behulp van de muis de cursor 
te verplaatsen vanaf een startpunt midden‐onder op het scherm naar een van de twee keuze 
alternatieven aangegeven in hokjes links‐ en rechtsboven op het scherm. De kromming in de 
weg die de cursor aflegt van startpunt naar keuze is een aanwijzing voor de sterkte van de 
aantrekkingskracht van het niet‐gekozen alternatief. Met deze techniek konden wij 
bestuderen in hoeverre de aantrekkingskracht van de alternatieve keuze optie onderdrukt 
kon worden terwijl proefpersonen beslissingen namen. De resultaten beschreven in 
Hoofdstuk 6 laten voorzichtig bewijs zien voor de invloed van voorafgaand conflict in een 
serie van beslissingen. Wanneer de vorige beslissing conflictueuze informatie bevatte 
(bijvoorbeeld een ambivalent attitude‐object), verminderde de aantrekkingskracht van de 
alternatieve keuze‐optie bij de volgende beslissing. 
Conclusie 
De theorie over het monitoren van conflict was een grote stap vooruit in het begrijpen 
van cognitieve controle omdat het beschreef hoe het controlesysteem weet wanneer actie 
nodig is (bijvoorbeeld wanneer conflict is waargenomen). Ervan uitgaande dat het cognitieve 
systeem weet wanneer actie nodig is, heb ik in dit proefschrift gefocust op het aantonen van 
de afhankelijkheid van cognitieve energie in dit proces, en welke randvoorwaarden gelden 
voor dit proces van energiemobilisatie. 
De studies beschreven in dit proefschrift laten zien dat overdracht van CSEs tussen 
domeinen mogelijk is zolang het initiërende conflictsignaal sterk genoeg is, en de als gevolg 
daarvan verworven energie ingezet wordt voordat deze weer afneemt. De bevindingen 
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(negatieve) signalen te letten, terwijl men in een toenaderingsoriëntatie juist minder bezig is 
met conflict en zich meer richt op positieve signalen. De vertekening om in een 
vermijdingsoriëntatie meer op conflicterende signalen te letten, zou kunnen leiden tot het 
inzetten van meer energie in reactie op een waargenomen conflict, oftwel een verhoogde 
CSE. Omgekeerd, als de verwerking van conflict in een toenaderingsoriëntatie juist 
vermindert, dan zou dat dus ook het CSE verminderen. De resultaten van Hoofdstuk 5 laten 
inderdaad de differentiële effecten van motivationele oriëntaties op CSEs zien. In 
vergelijking met een toenaderingsoriëntatie leidt een vermijdingsoriëntatie tot verhoogde 
CSEs. Hoewel eerder onderzoek de effecten van beloningen, gemoedstoestanden en 
opwinding heeft laten zien, laten de studies in Hoofdstuk 5 voor het eerst zien dat de 
motivationele oriëntaties van toenadering en vermijding eveneens van invloed zijn op CSEs. 
Conflictregulatie in alledaagse beslissingen 
In vrijwel alle empirische hoofdstukken in dit proefschrift werden CSEs onderzocht 
met (verschillende versies van) een flankertaak. Hoewel deze taken wezenlijk verschilden 
(bijvoorbeeld een standaard twee‐keuzen flankertaak in Hoofdstuk 5 versus een vier‐keuzen 
globale‐lokale flankertaak in Hoofdstuk 4), zou conflict‐gedreven mobilisatie van energie 
deze specifieke taken moeten overstijgen, en invloed moeten hebben op een breed spectrum 
van taken en gedragingen die afhangen van de beschikbaarheid van energie. Daarom 
onderzochten wij, zoals beschreven in Hoofdstuk 6, conflictregulatie in twee andere 
domeinen. Meer specifiek zat het conflict in deze studies in (1) het evalueren van 
ambivalente attitude‐objecten (bijvoorbeeld bloeddonatie, waar men over het algemeen 
zowel positieve als negatieve gevoelens over heeft) versus univalente attitude‐objecten 
(bijvoorbeeld vakantie, waar men over het algemeen positief over denkt), en (2) het reageren 
op stimulussituaties met sterke stereotypen die in conflict zijn – stereotype‐incongruente 
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situaties – versus stereotype‐congruente stimulussituaties. In deze studies maakten wij 
gebruik van een recente meettechniek om responsen van proefpersonen te registreren 
gebaseerd op het traject dat de computermuis volgt bij het reageren op een stimulussituatie. 
Proefpersonen reageren hierbij op stimulussituaties door met behulp van de muis de cursor 
te verplaatsen vanaf een startpunt midden‐onder op het scherm naar een van de twee keuze 
alternatieven aangegeven in hokjes links‐ en rechtsboven op het scherm. De kromming in de 
weg die de cursor aflegt van startpunt naar keuze is een aanwijzing voor de sterkte van de 
aantrekkingskracht van het niet‐gekozen alternatief. Met deze techniek konden wij 
bestuderen in hoeverre de aantrekkingskracht van de alternatieve keuze optie onderdrukt 
kon worden terwijl proefpersonen beslissingen namen. De resultaten beschreven in 
Hoofdstuk 6 laten voorzichtig bewijs zien voor de invloed van voorafgaand conflict in een 
serie van beslissingen. Wanneer de vorige beslissing conflictueuze informatie bevatte 
(bijvoorbeeld een ambivalent attitude‐object), verminderde de aantrekkingskracht van de 
alternatieve keuze‐optie bij de volgende beslissing. 
Conclusie 
De theorie over het monitoren van conflict was een grote stap vooruit in het begrijpen 
van cognitieve controle omdat het beschreef hoe het controlesysteem weet wanneer actie 
nodig is (bijvoorbeeld wanneer conflict is waargenomen). Ervan uitgaande dat het cognitieve 
systeem weet wanneer actie nodig is, heb ik in dit proefschrift gefocust op het aantonen van 
de afhankelijkheid van cognitieve energie in dit proces, en welke randvoorwaarden gelden 
voor dit proces van energiemobilisatie. 
De studies beschreven in dit proefschrift laten zien dat overdracht van CSEs tussen 
domeinen mogelijk is zolang het initiërende conflictsignaal sterk genoeg is, en de als gevolg 
daarvan verworven energie ingezet wordt voordat deze weer afneemt. De bevindingen 
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suggereren ook dat CSEs niet verklaard kunnen worden door conflict‐gedreven 
aandachtsvernauwing, aangezien CSEs gevonden werden in zowel lokale als globale 
responscondities. Ten slotte blijkt dat cognitieve controle niet alleen gereguleerd wordt door 
de aan‐ of afwezigheid van een voorafgaand conflict, maar ook dat motivationele oriëntaties 
dat regulatieproces beïnvloeden. 
Het energiemobilisatie model verschaft echter geen inzicht in de mechanismen 
verantwoordelijk voor het selecteren van de juiste actie om van deze gemobiliseerde energie 
gebruik te maken. De kracht van dit proefschrift ligt dan ook niet in het presenteren van een 
geïntegreerd model van het wanneer en hoe van cognitieve controle, maar in het 
demonstreren van de afhankelijkheid van energie, wat in eerder onderzoek alleen 
aangenomen werd. Het model is niet volledig, maar beschrijft wel belangrijke 
randvoorwaarden waaronder (conflict‐gedreven) energiemobilisatie plaatsvindt. 
Voor toekomstige studies naar CSEs is het wellicht interessant om met een breder 
perspectief te kijken naar wat een conflictsignaal inhoudt, en de schaal waarop het effect 
bestudeerd wordt. Is het mogelijk om het beslisproces voor managers te optimaliseren, 
bijvoorbeeld door het tonen van een conflictsignaal voordat een moeilijke beslissing moet 
worden genomen? Een ander mogelijk interessant idee is het bestuderen van conflict‐
gedreven energiemobilisatie in sport. In verschillende sporten zou de invloed van de aan‐ of 
afwezigheid van voorafgaande moeilijke situaties op de huidige prestatie kunnen worden 
gemeten. Men zou bijvoorbeeld kunnen kijken naar het puntverloop in een set van tennis of 
tafeltennis. Bovendien kan binnen deze sporten niet alleen gekeken worden naar prestatie 
binnen een set, maar ook over verschillende sets van een wedstrijd, en wellicht zelfs over 
wedstijden van een sporter. Dit soort analyses maken het mogelijk energiemobilisatie over 
langere tijd te begrijpen. 
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Stel je opnieuw de wedstrijd tafeltennis voor die ik beschreef aan het begin van deze 
samenvatting. De prestatie in deze wedstrijd wordt wellicht niet alleen beïnvloedt door jouw 
eigen kunnen, maar ook door de relatief subtiele dynamische veranderingen in vereiste 
controle. Dit proefschrift laat zien dat de aan‐ of afwezigheid van conflictsignalen de 
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Laat ik beginnen door te zeggen dat het dankwoord, in tegenstelling tot vrijwel alle 
voorgaande hoofdstukken, niet over conflict zal gaan. Verder zal het ook vooral gaan over 
affectieve reacties in plaats van gecontroleerde, cognitieve processen. En omdat ik een aardig 
tijdje op ‘de negende’ heb rondgelopen (sinds de bachelor sociale psychologie in 2007) zijn er 
genoeg mensen te bedanken. 
Rob, jij stond aan de basis van mijn carrière als onderzoeker. Vanaf 2007 heb ik 
vrijwel al mijn onderzoek samen met jou gedaan; als student bij verschillende projecten 
evenals de bachelor‐ en masterthese, als student‐assistent, en de laatste jaren als 
promovendus. Ik weet nog dat je bij mijn sollicitatie voor de promotieplek aan mij vroeg: 
“Maikel, weet je zeker dat je nog eens vier jaar onderzoek met mij wil doen?” Een volmondig 
“ja” was mijn antwoord, en daar heb ik geen seconde (zelfs geen milliseconde) spijt van 
gehad. Ik ben erg blij dat je mij de kans hebt gegeven zoveel onderzoek te kunnen doen. 
Ik heb jou leren kennen als iemand met een haast onuitputtelijk enthousiasme voor 
onderzoek, wat met passie wordt overgebracht op iedereen met wie je samenwerkt. 
Ad, wijze Ad. Onze samenwerking begon al in de tijd dat je promotor was van 
Severine, maar nam pas een grotere vorm aan toen ik aan mijn promotietraject begon. Wat 
was het een genot om samen met jou onderzoek te mogen doen. Fantastisch om te zien hoe jij 
nadenkt. Je laat informatie op je afkomen, en terwijl anderen vervolgens direct de discussie 
gaan voeren, lijk jij afgezonderd te zijn van de discussie. Om dan vervolgens met een briljant 
antwoord te komen dat alleen uit jouw brein ontsproten kan zijn. Onze gezamenlijke 
voorliefde voor details en cijfertjes (en tafeltennis natuurlijk!) heeft er vast aan bijgedragen 
dat we het goed met elkaar kunnen vinden. Vele malen dank ook voor de gedetailleerde 
feedback op de papers, en het feit dat mijn vocabulaire nu veel infrequente woorden telt. 
Ad en Rob, ik had me geen betere begeleiders kunnen wensen. Bedankt voor alles! 
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De dankbetuigingen gaan nu verder in de richting van de ‘Behavior Regulation 
Labgroup’. Door de wisselende samenstelling van de labgroep in de afgelopen jaren heb ik 
met het grootste gedeelte van de afdeling deze wekelijkse bijeenkomst gedeeld. Het was 
enorm prettig om in deze omgeving ideeën te delen en feedback te krijgen op onderzoek. 
Om dezelfde reden wil ik graag ook de rest van de afdeling bedanken voor hun bijdrage 
tijdens de altijd interessante Brown Bag Lunches. Verder wil ik graag wat mensen van de 
organisatorische kant bedanken. Marijke, Marjo, Madelon, Meta, en natuurlijk ook Ronny. 
Dank voor jullie hulp bij alle praktische zaken en Ronny bovendien bedankt voor de goede 
vakantietips! Mijn dank gaat ook uit naar de studenten die hebben geholpen met het 
onderzoek. In het bijzonder wil ik Stijn de Laat bedanken, co‐auteur van Hoofdstuk 2 in dit 
proefschrift. 
Hoewel ik alle collega’s op de negende dankbaar ben, zijn er een aantal personen die 
ik in het bijzonder wil noemen. Allereerst Kai Qin Chan. Kai Qin, je was een geweldige 
kamergenoot. Onze ontelbare discussies over onderzoek hebben veel bijgedragen aan de 
kwaliteit van mijn werk. Jouw theoretische kennis is fenomenaal, je bent haast een 
wandelende bibliotheek! Ook naast het werk zijn wij vrienden geworden, en hebben we 
regelmatig mogen genieten van elkaars kookkunsten. Ik ben erg blij dat je een nieuwe baan 
hebt gevonden in het exotische India, en ik ben ervan overtuigd dat je een grandioze carrière 
tegemoet gaat. Ten tweede Bernice, in relatief korte tijd een goede vriendin geworden. Dank 
voor de gezelligheid die je brengt zowel op het werk als naast het werk. Ik wens je veel 
succes met het afronden van je proefschrift! Ten slotte wil ik nog bedanken (in willekeurige 
volgorde): Maitta, Zhang, Yuxi, André, Barbara, Asteria, Lin, Gesa, Peter, Diamantis, en 
Jeroen. De onlangs gestarte ‘PhD dinners’ zijn een groot succes, en ik hoop dat ik nog vaker 
van jullie recepten mag genieten. 
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Henk van Steenbergen, dank voor jouw inbreng voor het onderzoek beschreven in 
Hoofdstuk 2 en Hoofdstuk 5 van dit proefschrift. Jouw colloquium over conflictadaptatie 
was een grote inspiratie voor mijn onderzoek, en ik ben dan ook blij dat we ook samen aan 
dit fascinerende onderwerp hebben kunnen werken. 
Naast alle hulp die ik heb gekregen van de mensen die tot nu toe staan beschreven, 
wil ik nu een speciaal woord richten tot een bijzonder persoon: Hylco Nijp. Wij leerden 
elkaar kennen tijdens de bachelor sociale psychologie en zijn sindsdien goede vrienden 
geworden wiens levens merkwaardig gelijklopen. Wij kunnen ons niet alleen vermaken met 
diepgaande discussies over de wetenschap en uiterst interessante studies die we (nog!) nooit 
hebben uitgevoerd, maar ook door elkaars tactische inzicht in (computer)spellen op de proef 
te stellen. Ik hoop dat we in de toekomst nog regelmatig bij elkaar komen voor een 
ouderwets spelletje Heroes, ondersteund met prachtige soundtracks van de grote Hans 
Zimmer, chips, en natuurlijk wodka. Ik ben ontzettend dankbaar dat jij één van de 
paranimfen bent. 
Buiten de wetenschap heb ik eveneens veel te danken aan familie en vrienden. 
Onderzoek doen is geweldig, maar het is ook verstandig om regelmatig even te ontsnappen 
aan de theorieën en cijfertjes. Daarom wil ik bij deze iedereen van ‘Groep V’ bedanken voor 
hun gezelligheid en gesprekken tijdens de vele verjaardagsfeestjes en jaarlijkse 
Sinterklaasviering. Het is altijd weer leuk om jullie nieuwe belevenissen te horen of juist 
oude koeien uit de sloot te halen. 
Kevin, broertje van me. Ik ben ook jou zeer dankbaar dat jij mijn paranimf wilde zijn. 
Weet dat ik erg trots op je ben, en ik hoop dat ook jij binnenkort van jouw (echte) doctorstitel 
zal genieten. Lieve papa en mama, dank voor jullie warmte en betrokkenheid die jullie mij 
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altijd hebben geboden. In zowel goede als slechte tijden boden jullie altijd een luisterend oor, 
ik ben erg blij dat ik altijd op jullie heb kunnen rekenen! 
Tenslotte, lieve Dorine, bedankt voor de onvoorwaardelijke steun en liefde die jij mij 
geeft. Ik ben ontzettend trots op je, en ik hoop dat je eigen bedrijfje een glorieuze toekomst 
tegemoet gaat. Daarnaast verheug ik mij ontzettend op onze toekomst samen en alle 
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