Abstract-We propose a kind of centrality, the odd cycle centrality which has strong relationship with solving minimum vertex-cover. The formal definition of the odd cycle centrality with its comparison to other centralities is given. Besides, as a variant of MAX-2-XORSAT, it is analyzed in the viewpoint of solving linear equations set. To calculate this centrality and view its effect on different graph structures, a random-walk based method is built to realize the centrality of each node on random graphs and scale-free networks. Using the importance order such as centrality provides one way to understand the topological structure or functions of a network, and it also offers a new viewpoint to solve the constraint satisfaction problems and recognize their complexity.
I. INTRODUCTION
Minimum vertex cover problem is one of the six basic NP-complete problems [1] , it can't get the optimal solution in polynomial time, unless P = NP, and is acknowledged as the classic problems of theoretical computer science. After Krap proved the NP completeness of minimum vertex cover problem [2] , it becomes a hot topic attracting many attentions from studies, such as mathematicians, physicists and computer scientists. Research on the problem not only has important theoretical significance since it could be converted to minimum independent set problem and group problem [3] , but also it has been widely used in immunization strategies in networks [4] and monitoring of internet traffic [5] . The study of the problem comes in several varieties: improving the efficiency of existing algorithms, studying the algorithms of particular graph, research for the restrictive variant problem and the solution space [6] . For the algorithms of the problem, there are heuristic algorithms, greedy algorithms, DNA genetic algorithms, fixed parameter algorithms, and so on.
As introduced in [7] , nodes on a graph for vertex-cover have different status which performs as the importance of different nodes, such as backbone nodes and long-range frustration nodes [8] . But as the NP-completeness of vertexcover, to identify the nodes' importance is not an easy job. How to probe the importance of the node in a complex network environment have become a basic problem of complex network research, and a fundamental problem in the field of graph theory [9] . With the complex network research, especially a lot of the actual network abstraction of complex systems in recent years, it is shown that different structural and statistical characteristics are studied for different aims. Important nodes in complex networks refer to some special nodes that affect the network structure and function in a larger extent, when comparing to other nodes in networks. Over the years, network researchers have introduced a large number of centrality indices [10] , which measure the varying importance of the nodes in a network according to one criterion or many. These indices has been proven to be a valuable research in the social network by actors, as well as in other networks, including the citation network, computer network and biological network [11] .
In [6, 7] , the odd cycles on a graph perform great difficulties on finding the optimal solutions and solution space of minimum vertex-cover, and how to delete the fewest nodes to break all the odd cycles on a graph is the kernel problem of recognizing the complexity of minimum vertex-cover. This fact inspires us to detect the most important nodes which involve in the oddest cycles. In this paper, we will define a new centrality -odd cycle centrality, provide some strict formulation of it and build a random-walk method [12] to calculate it. And, the odd cycle centrality is calculated on two kinds of networks -the random graph and the scale-free network.
II. DEFINITION OF THE ODD CYCLE CENTRALITY
A vertex-cover of an undirected graph
The minimum vertex cover of G is to find the minimum subset V' can cover G.
The existence of odd cycle is the biggest difficulty in minimum vertex-cover problem, especially when there is no leaf-removal core [7, 13] . The odd cycle is a cycle with odd nodes, and for minimum vertex cover, in an odd cycle with 2k+1 nodes there should be k+1 covered nodes, the distribution of which can be of many choices [7] . Using the relationship between maximum matching and vertex cover [6] , the old cycles make the maximum matching group in the solution diagram are not enough to fulfill the coverage.
Complex odd cycle structure makes algorithm face great obstacles to choose covered nodes efficiently and produces high complexity. On an odd cycle, we can choose any node covered and achieve coverage of the rest using the Konig theory [14] (odd cycle breaking operation), but unsuitable choice of the covered node in the odd cycle breaking operation after several such iterations may cause the increase of energy unnecessarily, so as to make the solution diagram collapse to the subspace of solutions. For many odd cycles couple together, we can choose some certain nodes to cover with the rest part of bipartite graph, and suitable choice of covered nodes to break all the odd cycles will lead to minimum vertex covers. But in order to get the exact solution/solution diagram in the end, we hope that with the least amount of such chosen covered nodes to break the odd cycles, by which the minimum vertex cover problem can be transformed into MAX-CUT problem [15] . By the conclusion of the MAX-CUT, after removing the edges not belonging to the MAX-CUT, we get compatible cycle. However, MAX-CUT is another one of the NP -complete problems and still can't be easily solved.
In Fig. 1 , there are three odd cycles (2-3-4, 2-4-5 and 6-7-8), the black nodes (node 4 and 7) are chosen to be covered and break all the odd cycles, the rest is a bipartite graph ({2, 6}∈M and {1,3,5,8}∈N). Since the importance of odd cycles, the odd cycle centrality of a node v is given by the expression:
where C o (v) is the odd cycle centrality of node v, σ o (v) is the total number of odd cycles containing node v, σ(v) is the total number of cycles containing node v. Note that the odd cycle centrality of a node scales with the number of cycles of the node as implied by the denominator, so that
III. COMPARISON WITH OTHER CENTRALITY
In order to compare with odd cycle centrality we defined, we choose four kinds of the most commonly used centralities (Degree centrality, Closeness centrality, Betweeness centrality and Eigenvector centrality). The four central principles are not completely the same, and except the degree centrality using node relevance principle, the rest of the three kinds of centralities are adopting the principle of the shortest path. Frist, we will make brief introduction of four centralities, and then give one simple example to calculate all these five centralities.
Degree centrality [16] refers to the degree of a node, i.e., the number of edges connected to one node. Degree centrality is the most simple and intuitive way to examine the importance of nodes, which is based on the node nearest neighbors. But the degree centrality only considers partial information nodes, not depth discussion of surrounding environment, thus it is not accurate enough in many cases.
Closeness centrality [17] was defined by Bavelas as the reciprocal of the sum of shortest distance from one node to others on the graph. From the perspective of the shortest path, closeness centrality can be regarded as a measure of how long it will take information to spread from a given node to others in the network. Larger closeness centrality means the more center position of the node, and vice versa.
Betweeness centrality [18] is defined as the ratio of the shortest paths containing some node v and all shortest paths between all the nodes' pairs of the graph. Betweenness centrality portrays the control to network flow of node along the shortest path, and the more number of the shortest path through a node, the more important of this node will be. But the high time complexity makes betweeness centrality limited in practical applications.
Eigenvector centrality [19] is defined as the largest eigenvector of the adjacency matrix eigenvalues correspondingly (we can calculate the normalized vector). Eigenvector centrality considers not only the importance of the number of its neighbor nodes (that is, the node degree), but also the importance of each neighbor node on the graph.
As an example, comparison of the five kinds of centralities in Fig. 1 (a) is shown in the following table. 
IV. THE CORRELATION WITH 2-XORSAT PROBLEM
SAT problem is the first problem proved NP-complete in the history and the XORSAT problem is a variant of SAT. For 2-XOR satisfiability problem (2-XORSAT) [20] , each instance is a formula with a conjunction of Boolean equations in the form x+y=0 or x+y=1. MAX-2-XORSAT [21] is an optimization problem, which asks for the maximum number of Boolean equations can be satisfied by any assignment of the variables in a 2-XORSAT formula. MAX-2-XORSAT and minimum vertex-cover problem are closely linked, and the odd cycle centrality can be transformed to some variant of MAX-2-XORSAT. For a given graph to calculate its odd cycle centrality, let each node i having a Boolean variable x i ∈ {0, 1}, if x i connects with x j , than we get equation x i + x j =1. If the graph has odd cycle, then the corresponding equations set have conflict equations and no solution. The sum of equations on one odd cycle is 1 and the sum on an even cycle is 0. If the equations for the whole graph have no solution satisfying all, it means the existence of odd cycle on the graph. The MAX-2-XORSAT problem can be converted to delete some equations (edges) and make it has solution. For the calculation of odd cycle centrality, what we aim is to delete some variables and make it has solution. MAX-2-XORSAT is to solve the values of (x 1 , x 2, …, x n ) that can satisfy the most equations, i.e., deleting the least number of equations to make it has solution. In this paper we consider such nodes having higher odd cycle centrality, the deletion of which breaks more odd cycles. If we delete node x i (it means covered node x i in the vertex-cover problem), all the edges connected to the node x i have been deleted. For the equations, all equations associated with x i are also removed. However, if we delete one edge of the graph, we only need to remove this corresponding equation. For example, Fig.2 (a) is the original graph, (b) is the graph which deletes node x 2 , and (c) is the graph which removes the edge connecting x 2 and x 6 . Fig. 2 (a-c) can be converted to the corresponding equations set (a-c) as:
where (a) is the primitive equation set which corresponds to the full graph. The equations set (b) removes the first, second and third equations of set (a) which all constrain x 2 . The equations set (c) removes the third equation of set (a) which contains x 2 and x 6 .
V. CALCULATION OF ODD CYCLE CENTRALITY
As the analysis in the above section, directly calculating the odd cycle centrality is very hard, and in this chapter we will give method to calculate the odd cycle centrality of the graph by numerical experiments. Besides, we will compare the odd cycle centrality difference between the random graph and the scale-free network.
In mathematics, random graph [22] is the general term to refer to generating graphs over some probability distributions. A random graph is obtained by starting with a set of n-isolated vertices and adding successive edges between them at random. The average degree of is given by c = m / n, where m is the number of edges and n is the number of nodes in the graph. When generating a graph of average degree c, we first set n nodes, and then randomly generate cn edges among the nodes.
The Barabá si-Albert (BA) model [23] is an algorithmic model for generating random scale-free networks. BA model has two features, one is the growth, which refers to the size of network constantly increasing in the research of network; the other is the preferential attachment mechanism, which means that the new network node has more tend to be connected with the nodes having larger degrees. A scale-free network [24] is a network whose degree distribution follows a power law, at least asymptotically. That is, P(k), the fraction of nodes having k connections to other nodes in the network goes for large values of k as P(k)～k -r where r is a parameter whose value is typically in the range 2 ≤ r ≤ 3. Scale-free network widely exists in the information exchange network, social networks and biological networks [25] .
Based on the strategy of random walk, we could calculate the odd cycle centrality of each node of a given graph. Through the following steps, we can get the odd circle centrality of node i.
Step1: mark the state of node i to +1; Step2: Randomly select the neighbor node j of node i, the state of node j is -1, and the current node is j.
Step3: Consider the current node is l, randomly choose a neighbor l' of it, and the state of l' is the opposite number of that of l. This is called a jump, and for every jump, the node state is multiplied by -1.
Step4: After some jumps, there is a chance to jump back to the original node i. When it jumps back to node i, we will record recycle times by increasing 1 from R to R+1. When it jumps back to node i and the state of node i changes to -1, we will record state changes by increasing 1 from S to S+1.
Step5: Finally, define the ratio of state change times and recycle times (S/R) as the odd cycle centrality of node i.
By the above steps, we can obtain an approximated odd cycle centrality for each node i after a large number of jumps. As the numerical results in Fig.3 , for the random graphs, the odd cycle centrality increases as the increase of average degree which reflects the more difficulty in solving VertexCover instances. But for the scale-free graph by BA model, there is quite different effect on the distribution of odd cycle centrality: about one third nodes have very low odd cycle centrality and the rest nodes distribute relatively evenly in a large interval, which implicates that solving Vertex-Cover instances on scale-free graphs should be less complicated than on random graphs. Fig. 3 . Numerical results of the odd cycle centrality for random graphs with average degrees c=3,5,8 and scale-free graphs (BA model) with degree distribution P(k) ～ k -r (r=3). All the experiments are performed for 1000 instances with node number n=500 and 10 6 jumps.
The achieving of the odd cycle centrality can help us solve the minimum vertex-covers. For the nodes with higher odd cycle centrality, there is more possibility that it is a covered backbone in the solution space of minimum vertex-covers; and after breaking the odd cycles with lowest cost, finding the minimum vertex-covers is relatively easy under a bipartite graph [6] . Though the proposed random-walk method may not be quite strict, it should be an asymptotic one as the jumps number goes to infinity.
VI. CONCLUSION
A kind of centrality named odd cycle centrality is proposed to identify the node which is involved in the most number of odd cycles of a graph. This centrality has direct correspondence with solving the minimum vertex-covers and can be obtained by a random-walk method. Indeed, the centralities provide a new viewpoint to detect the node's importance in constraint satisfaction problems. By properly assigning an importance order, the nodes having high centrality have high priority to be considered to satisfy the constraints.
