A three-dimensional, transient, heat transfer, and fluid flow model is developed for the laser assisted multilayer additive manufacturing process with coaxially fed austenitic stainless steel powder. Heat transfer between the laser beam and the powder particles is considered both during their flight between the nozzle and the growth surface and after they deposit on the surface. The geometry of the build layer obtained from independent experiments is compared with that obtained from the model. The spatial variation of melt geometry, cooling rate, and peak temperatures is examined in various layers. The computed cooling rates and solidification parameters are used to estimate the cell spacings and hardness in various layers of the structure. Good agreement is achieved between the computed geometry, cell spacings, and hardness with the corresponding independent experimental results. V C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Laser assisted additive manufacturing is a potentially attractive process for the manufacture of near net shape parts from a stream of alloy powder in aerospace, automotive, medical, and other industries. 1 However, the process requires careful control of laser power, power density, scanning speed, powder feed rate, size distribution, and other variables in order to achieve an acceptable quality of the parts. [2] [3] [4] Furthermore, the scale and morphology of the solidification structure, microstructure, mechanical properties, and defects also are affected by the process variables. 5 Selection of variables by trial and error is time consuming and expensive and limits wider industrial usage of the additive manufacturing process. What is necessary and not currently available is a reliable, well-tested, phenomenological process model that can serve as a basis for the selection of important process variables to produce defect free, structurally sound, and reliable parts made by the additive manufacturing process based on scientific principles.
Many simultaneously occurring physical processes [6] [7] [8] affect the structure and properties of the parts in the laser assisted additive manufacturing process. A stream of powder interacts with the laser beam prior to their deposition on the substrate. The deposited particles rapidly form a molten pool on the surface of the growing layer and the solidification of the molten region forms the structure when the laser beam moves forward. 9 A significant spatial gradient of temperature drives a strong convective flow of liquid metal due to Marangoni effect and facilitates convective heat transfer within the molten pool. [6] [7] [8] 10 The solidified material undergoes multiple heating and cooling cycles as layers of new alloys are deposited on the previously deposited layers. [11] [12] [13] [14] These thermal cycles affect the evolution of microstructure and mechanical properties of the deposited layers. [15] [16] [17] An understanding of the details of heat transfer, liquid metal flow, cooling rates, and other solidification parameters is essential for the control of microstructure and properties of the deposited layer based on scientific principles.
Numerical models of heat and mass transfer and fluid flow have provided unique insight into the complex laser welding processes. However, these models cannot be used for understanding the additive manufacturing process because there are several important differences between the two processes. Interaction of the powder with the laser beam, progressive build-up of the layers, multiple thermal cycles at any specific location as new layers are added on the previously deposited layers, transient changes in the geometry of the part are some of the differences that preclude the use of existing models of welding to understand the additive manufacturing process.
Here, we report the development of a comprehensive, three-dimensional, transient, heat transfer, and fluid flow model for the laser assisted additive manufacturing of parts from a stream of alloy powders. The model solves the equations of conservation of mass, momentum, and energy with appropriate boundary conditions and temperature dependent properties of materials in different regions of the system. The interaction between the laser beam and the powder particles during their flight and subsequently when they are added to the build surface is considered in the calculations. The outputs from the model are the temperature and velocity fields, cooling rates, and solidification parameters. The model is validated by comparing several experimentally determined parameters with the corresponding theoretically calculated results. For example, the geometry of the deposited structure is compared with that computed from the model for the deposition of a multi-layered structure of an austenitic stainless steel. Furthermore, the experimentally determined scale of the solidification structure and hardness data are compared with the corresponding theoretically determined values from the modeling results. After validation, the model is used to investigate the spatial variations of peak temperatures, cooling rates, and solidification parameters during build-up of a multilayer austenitic stainless steel structure.
II. PROGRESS MADE IN PREVIOUS RESEARCH
Several useful previous works serve as a foundation for the work reported in this paper. For example, the work by Grujicic et al. 18 shows the importance of laser-material interaction during flight of the particles between the nozzle and the growth surface. He and Mazumder 6 estimated temperature rise of the powders during laser-powder interaction using heat balance. After the particles impinge on the depositing layer, their absorption of the laser beam is affected by the particle size, the depth of the particle layer, and their chemical composition. 9 The addition of powder particles during deposition results in the transient growth of the depositing layer along both the scanning and vertical directions. Previous research has shown that the addition of mass could be simulated by progressive activation of elements in the computational domain. Similarly, the addition of heat both due to the impinging preheated powder particles and the direct absorption of the laser beam by the growing layer could be represented by an appropriate Gaussian energy density distribution over a surface or volume or both. 6, 7, [12] [13] [14] 17, 19, 20 Transient temperature fields, residual stresses, and distortions have been the focus of most of the previous modeling works, including those by Neela and De, 12 Manvatkar et al. 13 and Wang and Felicelli. 14 They used commercial finite element software for the analysis of heat conduction and stresses to examine the role of various variables. These calculations do not consider convective heat transfer in the liquid region which is often the main mechanism of heat transfer. Consequently, the computed peak temperatures and temperature gradients are significantly overestimated, since the mixing of the hot and cold fluids is not considered. Cooling rate which is the product of temperature gradient and the scanning velocity is also significantly overestimated.
Comprehensive calculations of transient heat transfer and fluid flow during additive manufacturing are just beginning. The initial two-dimensional calculations 21, 22 of heat transfer and fluid flow were followed by adaptation of transient, three-dimensional models of laser cladding, 6, 7, 19, 20 and welding 23 to additive manufacturing. Tracking of the free surface was also simulated by the level set method 6, 7, 19, 20, 22 which is computationally highly intensive. Furthermore, the quality of the calculations remains to be tested by comparison with any transient experimental tracking of the topology of the free surface.
In summary, the previous studies have established the benefits of numerical simulation of heat transfer and fluid flow during additive manufacturing and demonstrated the need to develop transient three dimensional models incorporating additions of heat and mass in a manner that is computationally tractable. At the same time, the calculations have to be verified by comparison with measurements of build geometry and metallurgical parameters.
III. HEAT TRANSFER AND FLUID FLOW MODEL
The model calculates transient, three-dimensional, temperature, and velocity fields from process variables, such as the laser power, power density distribution, scanning speed, and powder feeding variables, such as the chemical composition, particle size, feed rate, and velocity of the powder particles. The physical processes considered in the calculations are described below.
A. Assumptions
Several simplifying assumptions are made to make the complex, three-dimensional, transient calculations tractable. The densities of the solid and liquid metals are assumed to be constant. The surface of the growing layer is assumed to be flat. The loss of alloying elements due to vaporization and its effects on both the heat loss and composition change are not considered in the calculations.
B. Particle/laser beam interaction
After emerging from the powder feeding nozzle, the particles are heated during flight prior to their transfer to the depositing surface. The heat absorbed by the particles during flight depends on the residence time of the particles, particle size, gas velocity, material properties, and laser power density. The following approximate heat balance is conducted to estimate the temperature rise of the particles during their flight assuming that the particles are spherical in shape
where DT is the average in-flight temperature rise of the powder particles, P is the laser power, r b and r p are the laser beam radius and the average radius of the particles, respectively, C P is the specific heat, g m is an interference factor to account for shielding of some particles from the laser beam by other particles, g s is the fraction of available laser power absorbed by the solid particles, s is the time of flight which depends on the velocity of particles and the distance between the nozzle and the depositing surface, i.e., the length of flight, and q P is the density of the particles. The upper hemisphere of the spherical particle surface is directly exposed to the laser beam. As a result, the absorption of the laser beam occurs on half of the total surface area (2pr 2 P ) which appears in the numerator of Eq. (1). After the particles are deposited on the depositing surface they continue to absorb laser beam energy efficiently. The rate of absorption of laser beam energy by the powder bed is calculated based on previous work on the absorption of laser beam energy by the powder bed. 9 The amount of laser power absorbed by the depositing surface, P s , is given by
where g p is the fraction of the laser power absorbed by the powder in-flight and g l is the fraction of available laser power absorbed by the growing layer. Its value is high when the powder is still solid, but a short time (a few milliseconds) after the heated particles arrive on the growing layer, they melt and then the liquid surface absorbs energy by Fresnel absorption. 13 So, the value of g l is high initially when the liquid layer is forming but reduces once the surface melts. When the material is in powder form, the laser beam undergoes multiple reflections within the powder layers. As a result, the coefficient of laser beam absorption by the powder bed is higher than the absorption coefficient of the liquid.
The energy absorbed by the powder and the growing layer is used as a source term in the energy conservation equation as follows:
g p is fraction of laser energy absorbed by the powder during flight, P is laser power, d is laser energy distribution factor, t is layer thickness, and r is radial distance from laser beam axis. The layer thickness, t, is determined experimentally. The two terms within the square bracket represent the fraction of laser energy transferred to the particles during their flight through the beam and the irradiation of beam on the depositing surface, respectively. The exponential term accounts for the Gaussian distribution of laser energy as a function of distance from the axis of the beam.
C. Governing equations
The model solves the conservation equations for mass, momentum, and energy in transient three-dimensional form. These equations are available in standard text books 24 and in many of our previous publications 25, 26 and are not repeated here. The specific discretization scheme and the solution methodology for transient three dimensional form are also discussed in details in the literature. 24, 26 Only the special features of the calculations are discussed here. The process parameters and material properties used for numerical calculations are presented in Tables I and II , respectively.
D. Computational domain and the boundary conditions
The transient heat transfer and fluid flow calculations are performed for a rectangular solution domain representing the substrate, deposited layers, and the surrounding gas shown in Fig. 1 . In order to expedite calculations, advantage is taken of the geometrical symmetry of the deposited layers along the mid-width longitudinal plane and calculations are done only in one half of each layer. The deposition is simulated through discrete time steps. At the beginning of the simulation, all the cells above the substrate are assigned properties of an inert gas and the initial temperature of the domain is taken as the room temperature (298 K). The moving heat source is simulated by progressively shifting of the laser beam axis by a very short predetermined distance, X s , in the direction of deposition equal to a small fraction of the laser beam diameter. The corresponding time step, Dt, is calculated from the scanning velocity, v
During each shift, the properties of the computational cells representing the volume of the deposited material are changed from the properties of the gas to that of the deposit material. At the end of each layer, an idle time is provided to allow the laser beam to move to the initial location prior to the deposition of the next layer. The idle time is the time gap necessary for the laser beam to travel between the end of one layer and the beginning of the next upper layer. The laser beam is switched off and no material is deposited during this time. The aforementioned procedure is repeated till the deposition of all the layers. The variation of all variables across the mid-section longitudinal symmetry plane is set to zero. In the remaining surfaces, heat loss by radiation and convection is applied as boundary conditions for the solution of the enthalpy equation. For the solution of the momentum equations, the longitudinal and transverse velocities at the melt pool surface boundary were related to the corresponding velocities in locations just below the surface through Marangoni boundary conditions. 25 
E. Grid spacing, time steps and convergence of the solution
Spatially non-uniform grids, with finer grid spacing near the axis of the laser beam were used for efficient calculation of variables. A computational domain, 10 mm in length, 3.1 mm wide, and 5.5 mm in height, was considered and divided into 160 Â 29 Â 37 or 171 680 grid points. The duration of the time step is decided using Eq. (4).
The governing equations were discretized by following a control volume method. 24 The velocity components and the scalar variables were stored at different locations to enhance the convergence and stability of the computational scheme. At each time step, the three components of velocities and the enthalpy were iterated following a sequence known as the SIMPLE algorithm. 24 The implicit computational scheme adapted is unconditionally stable. The discretized linear equations were solved using a Gaussian elimination technique known as the tri-diagonal matrix algorithm. 24 At any given time step, the iterations were terminated when two convergence criteria were satisfied. The magnitudes of the residuals of enthalpy and the three components of velocities, and the overall heat balance were checked after every iteration. The largest imbalance of any variable on the two sides of a discretization equation for all interior grid points had to be less than 0.1%. In addition, the overall heat balance criterion required that the sum of the total heat loss from the domain and the heat accumulation had to be almost equal to the heat input into the calculation domain. Their difference had to be less than 0.5% of the heat input for this convergence criterion to be satisfied. The criteria were selected so that the final results were not adversely affected while maintaining computational speed. Typically a total of 26 000 iterations were necessary per layer and a total of 13.5 billion linear equations were solved cumulatively for all time steps for a three layer structure.
F. Cell spacing and hardness calculations
Cooling rate in the solidification temperature range (1733 K-1693 K) is calculated from the computed temperature at several locations for every layer. The layer wise variation of the secondary dendrite arm spacing is calculated considering the average cooling rate in every layer using the following expression:
where k 2 is secondary dendritic arm spacing (SDAS) in lm, CR is cooling rate in K/s, and A and n are material specific constants having values of 80 and 0.33, respectively. SDAS is the smallest dimension in a typical columnar dendritic microstructure. Experimental observations revealed very fine cellular microstructure in the range of 3-10 lm, in such layer wise deposited structure. 13, 30 Manvatkar et al. 13 showed that Eq. (5) fits well for predicting cell spacing in very fine cellular structure. Further layer wise yield strength is estimated using a Hall-Petch like relationship presented in Eq. (6) and replacing the grain size by cell spacings as suggested by Manvatkar et al.
where r y is yield strength, r 0 is lattice resistance, k y is grain boundary resistance, and d g is grain size replaced by cell spacing. The values of r 0 and k y used for calculations are 150 MPa and 575 MPa (lm) 0.5 . The layer wise hardness (H V ) from yield strength (r y ) is estimated as
where H V is in kg mm À2 and m is Mayer exponent with value 2.25 for steels. 13, [31] [32] [33] [34] IV. RESULTS AND DISCUSSION Figure 2 shows the computed melt pool geometry in the first, second, and third layers deposited for the experimental conditions presented in Table I the vectors shown in the plots reveals the magnitudes of the computed velocities. The velocities are larger at the surface than in the interior because the motion of the liquid metal in the molten region originates at the surface owing to the Marangoni convection. The Marangoni stress results from the spatial gradient of surface tension because of the temperature variation. The computed surface velocities are somewhat higher than 500 mm/s which is comparable with what is reported for laser welding. At these velocities, the computed Pe for heat transfer which represents the ratio of heat transported by convection to that by conduction is much higher than 1 indicating convective heat transfer to be the main mechanism of heat transfer. Consequently, many of the conclusions made by heat conduction calculations need to be revised.
The transverse sections of the computed melt pool profiles in the first three layers are shown in Fig. 3 to examine the geometry of the build. This figure also shows a comparison between the numerically simulated and the corresponding experimentally observed transverse sections for the three layer structure. The good agreement between the two geometries indicates that the model is capable of predicting the correct geometry of the build layers. Figure 4 shows the computed thermal cycles at three monitoring locations, each at mid-length and mid-height within the first, second, and third layers. Each thermal cycle shows the expected recurrent spikes. The first spike in the thermal cycle for a particular layer shows the peak temperature corresponding to the laser beam positioned above the monitoring location. The subsequent peaks correspond to the positioning of laser above the monitoring location in subsequent passes of the laser as the upper layers are deposited. Thus, the thermal cycles are indicative of the progress of deposition during the process. The peak temperatures experienced by the first, second, and the third layers are 1946 K, 1998 K and 2035 K, respectively. The rise in the peak temperature from the first layer to the second layer is 52 K. However, this rise is reduced to 37 K from the second to the third layer. The first layer can efficiently transfer heat into the substrate because the substrate is cold initially and close to the deposited layer. Thus, the substrate can effectively act as an efficient heat sink. During the deposition of the subsequent top layers, the peak temperature rises as the distance between the substrate and the build layer increases and the new layers are deposited on the previously deposited hot layers. However, the increase slows down with the progressive deposition of subsequent layers, since the heat loss also increases with higher temperatures in the deposited layers.
The computed peak temperatures in various layers are plotted in Fig. 5 . The increase in peak temperate in the upper layers owing to the progressively diminished heat extraction by the substrate is clearly observed in the figure. The computed peak temperatures are also compared with those obtained from an independent heat conduction calculations 13 in the figure. As expected, the rise in the peak temperature is more pronounced in the conduction model because the heat transfer by convection is ignored and the diminished heat transfer rate leads to rapid increase in temperature. Fig. 6 shows that the computed cooling rates diminish from 6548 K/s in the first layer to 4245 K/s in the second layer and further to 2779 K/s in the third layer. The average cooling rates independently estimated using a heat conduction model were approximately 12 000 K/s and 6000 K/s in the first and third layers, respectively. These values are unrealistically high because mixing of the hot and the cold liquids that reduce the temperature gradients in the melt pool is ignored in the heat conduction calculations. Since the cooling rate is the product of temperature gradient and the scanning velocity, the cooling rate decreases when the temperature gradient is reduced owing to mixing.
The ratio of the temperature gradient G and the solidification growth rate R affects the solidification morphology. The constitutional supercooling criterion for plane front solidification is given by the following: where DT E is the equilibrium solidification temperature range and D L is the solute diffusion coefficient. For a given alloy, G/R defines the stability of the solidification front. Figure 7 shows that the computed value of G/R decreases along the build height since the temperature gradient reduces in the upper layers because of heat buildup. The computed value of G/R decreases from 49. 4 (K s)/mm 2 is much higher than the computed values of G/R in all the layers. Thus, a plane solidification front is unstable and the variation of G/R shows that solidification will occur with progressively lower stability of plane front in the upper layers. The solidification structure will be either cellular or dendritic. Figure 8 shows the computed variation of the average cell spacing in different layers. The cell spacing increases towards the upper layers from 4.5 lm in the first layer to 6 lm in the third layer due to the reduction in the cooling rate at the solidification front. The cell spacings computed using the cooling rates obtained from the conduction based models are much lower than the experimentally observed values 13 and varied from 3.5 lm to 4.5 lm from the first to the third layer. Thus, the convective heat transfer calculations provide much more realistic cell spacings than the heat conduction model. Figure 9 shows the decrease in the computed hardness value towards the top layer owing to an increase in the cell spacing. The computed hardness decreases from 230 MPa in the first layer to 209 MPa in the third layer. These values are lower than the values computed from an independent investigation using a heat conduction model 13 and agree much more closely with the independent experimental results. 13 
V. CONCLUSIONS
A three-dimensional, transient, heat transfer, and fluid flow model is developed and tested for the laser assisted deposition of a multilayer structure from coaxially fed austenitic stainless steel powder. The layer wise evolution of temperature and velocity fields and melt pool geometry is examined for a three layered structure.
The computed melt pool geometry agreed well with the corresponding independent experimentally measured results. Both the computed results and the experimentally determined built geometry showed a slight increase in the melt pool size towards the upper layers.
The computed cooling rates decreased progressively with the addition of new layers. The cooling rates decreased from about 6550 K/s in the first layer to about 2780 K/s in the third layer. These results are in agreement with the independently observed changes in the solidification structure. Both the independently observed coarsening of the cell structure and the consequent decrease in the hardness of the deposited material in the upper layers agree well with the computed variation of cooling rates in different layers.
The computed cell spacings from the computed cooling rates and empirical equations available in the literature were in the range of 4-6 lm. These values agreed well with independent experimentally determined results. The hardness values computed using the computed cooling rates agreed fairly well with the independent experimentally determined results.
The results show that ignoring convection in the liquid pool results in unrealistically high cooling rates and the use of heat transfer and fluid flow model provides much more reliable results of cooling rates, cell spacings, and hardness than those obtained using a heat conduction model. 
