Generalized linear models (GLMs) have a wide range of applications in systems neuroscience 7 describing the encoding of stimulus and behavioral variables as well as the dynamics of single 8 neurons. However, in any given experiment, many variables that directly impact neural activity are 9 not observed or not modeled. Here we demonstrate, in both theory and practice, how these 10 omitted variables can result in biased parameter estimates for the effects that are included. In 11 three case studies, we estimate tuning functions for common experiments in motor cortex, 12 hippocampus, and visual cortex. We find that including traditionally omitted variables changes 13 estimates of the original parameters and that modulation originally attributed to one variable is 14 reduced after new variables are included. In GLMs describing single-neuron dynamics, we then 15 demonstrate how post-spike history effects can also be biased by omitted variables. Here we find 16 that omitted variable bias can lead to mistaken conclusions about the stability of single neuron 17 firing. Omitted variable bias can appear in any model where omitted variables modulate neural 18 activity and the effects of the omitted variables covary with the included effects. Understanding 19
Introduction

22
Regression models have been widely used in systems neuroscience to explain how external 23 stimulus and task variables as well as internal state variables may relate to observed neural activity 24 (Brown et al., 2003; Kass et al., 2005) . However, in many cases, the full set of variables that explain 25 the activity of the observed neurons is not observed or is not even known. It is important to 26 recognize that, in these cases, omitted variables can cause the parameter estimates for the effects 27 that are included in a regression model to be biased. That is, parameter estimates for the modeled 28 effects would be different if other, omitted variables were to be included in the model. In 29 experiments from behaving animals (Niell and Stryker, 2010; Reimer et al., 2014) , but also in more 30 controlled sensory tasks (Kelly et al., 2010; Arandia-Romero et al., 2016) , there is growing evidence 31 that neural activity is affected by many more variables than are typically considered relevant 32 (Kandler et al., 2017; Stringer et al., 2018) . At the same time, although it has received some 33 attention in other fields (Greenland, 1989; Clarke, 2005) , omitted variable bias, as a general 34 problem, appears underappreciated in systems neuroscience. Here we demonstrate why 35
systematically considering omitted variable bias may be important and examine how omitted 36 variable bias can affect one popular framework for describing neural spiking activity -the 37 generalized linear model (GLM) with Poisson observations. 38
In modeling neural activity, omitted variable bias can appear in any situation where neurons are 39 modulated by omitted variables and the omitted variables are not independent from the variables 40 included in the model -the ones whose effects we are trying to estimate. To give a concrete 41 example, imagine an idealized neuron in primary motor cortex (M1) whose firing, unlike typical M1 42
neurons (Georgopoulos et al., 1982) , is not at all modulated by reach direction but, instead, is 43 modulated by reach speed (Fig 1) . If the average speed differs across reach directions, such a 44 neuron will appear to be tuned to reach direction, despite not being directly affected by direction. 45 First, fitting a typical tuning curve for reach direction, we would infer that such a neuron has a clear 46 preferred direction and non-zero modulation depth. On the other hand, if we then fit a second 47 model that included both reach direction and speed, we would infer that the neuron is modulated 48 by speed alone, and it would be apparent that the original preferred direction and modulation 49 depth estimates were biased due to the omitted variables. 50
In adding additional variables, previous studies have largely focused on the fact that including 51
previously omitted variables improves model accuracy or the fact that neural activity is often 52
influenced by a host of task variables. In M1, for instance, including speed improves model 53
accuracy (Moran and Schwartz, 1999) , but the presence of many correlated motor variables (e.g. 54 kinematics, end-point forces, muscle activity) makes it difficult to interpret how neurons represent 55 movement overall (Humphrey et al., 1970; Omrani et al., 2017) . Here, instead of focusing on the 56 advantages and complexities of models with many variables, we focus on the fact that the 57 parameters describing the original effects change as additional variables are included. The 58 hypothetical M1 neuron above points to a more general set of questions about regression models 59 of neural activity. How do we decide what variables to include? and What happens when we cannot 60 or do not include variables that are relevant to the process that we are modeling? 61
Here we first evaluate the statistical problem of omitted variable bias in the canonical generalized 62 linear model with Poisson observations. Then, as a case study, we examine how speed affects 63 estimates of direction tuning of neurons in primary motor cortex, as well as, two other case studies 64
where the spike counts are modeled as a function of external variables: orientation tuning in 65 primary visual cortex (V1) and place tuning in the hippocampus (HC). In each of these case studies 66
we find that commonly omitted variables (speed in M1, population activity in V1, and speed and 67 heading in HC) can bias the estimated effects of commonly included variables (reach direction in 68 M1, stimulus orientation/direction in V1, and place in HC). Across all three case studies, including 69 the omitted variables reduces the estimated modulation due to typical tuning effects. We also 70 illustrate how omitted variable bias can affect generalized linear models of spike dynamics where 71 a post-spike history filter aims to describe refractoriness and bursting (Truccolo et al., 2005) . The 72 goal of these models is typically to differentiate aspects of spike dynamics that are due to the 73 neurons own properties (e.g. membrane time constant, resting potential, after-hyper-polarization 74 currents) from those due to input to the neuron from other sources (Brillinger and Segundo, 1979; 75 Paninski, 2004) . In this setting, the input to the neuron is typically not directly observed, but is 76 approximated by stimulus or behavioral covariates, local field potential, or the activity of other 77
neurons. Here we show that omitting the input can lead to large biases in post-spike history filters, 78 and that including omitted variables describing the input can change the interpretation and 79 stability of the estimated history effects. 80
GLMs have been used in many settings to disentangle the effects of multiple, possibly correlated, 81 stimulus or task variables (Fernandes et al., 2014; Park et al., 2014; Runyan et al., 2017) and also 82
to model neural mechanisms such as post-spike dynamics, interactions between neurons, and 83 coupling to local fields (Harris et al., 2003; Truccolo et al., 2005; Pillow et al., 2008) . It is often argued 84 that GLMs are advantageous because they have unique maximum likelihood estimates and can 85 be more robust to non-spherical covariate distributions than other methods, such as spike-86 triggered averaging (Paninski, 2004; Pillow, 2007) . Although, these advantages shouldn't be 87 dismissed, it is important to realize that GLMs are not immune to bias. Here we show how the 88 possibility of omitted variable bias, in particular, should encourage researchers to be cautious in 89 their interpretation of model parameters, even in cases where a GLM achieves high predictive 90
accuracy. 91
Results
92
Here we introduce the problem of omitted variable bias and examine differences between omitted 93 variable bias in linear models and the canonical Poisson GLM. We then consider three tuning curve 94 estimation problems: estimating direction tuning in primary motor cortex, place tuning in 95 hippocampus, and orientation tuning in primary visual cortex and show how omitted variables in 96 each of these three cases can alter parameter estimates. Finally, we consider a GLM that aims to 97 describe the dynamics of post-spike history and show how omitted inputs can bias the estimated 98 history effects and qualitatively change model stability. 99
Omitted Variable Bias in Linear Regression and canonical Poisson GLMs 100
When relevant variables are not included in a regression model, the estimated effects for the 101 variables that are included can be biased (Box, 1966) . Omitted variable biases can cause the 102 parameters describing the effects of the original variables to be over-or under-estimated, and 103 model fits can change qualitatively when omitted variables are included (Fig 1) . 104
To understand the problem of omitted variable bias it will be helpful to briefly review the case of 105 multiple linear regression, where the bias can be described analytically. In the linear setting, 106 consider the generative model 107
where observations are a linear combination of observed and omitted ℎ variables plus 109 normally-distributed i.i.d. noise ~(0, ). For simplicity, we ignore the intercept term, but in the 110 analysis that follows it may also be considered as part of . If we then fit the (mis-specified) model 111 without the hidden variables using ordinary least squares (OLS) the estimated parameters will be 112
where ( ) denotes the effect of noise. Although the noise term will disappear as more data is 115 added lim →∞ ( ) = 0 , the bias ( ) −1 ℎ ℎ will, generally, be non-zero. There will be no bias only 116 in the cases where the omitted variables do not affect the observations ( ℎ = 0) or when the 117 omitted variables and observed variables are uncorrelated ( ℎ = 0). Note that ( ) −1 ℎ is 118 the matrix of regression coefficients from using OLS to predict each of the omitted variables using 119 the observed variables as predictors. For linear regression, the omitted variable bias thus depends 120 on both the extent to which the omitted variables affect the observations ℎ and the extent to 121 which the omitted variables can be (linearly) predicted from the observed variables. 122
Although there is a closed-form solution for the omitted variable bias for linear regression, the 123 generalized linear setting is not as tractable (Clogg et al., 1992) . We will consider the case of a 124
canonical Poisson GLM, in particular, where 125
In the more general case, GLMs have 128
where −1 (⋅) is the inverse link function, and is distributed following an exponential family 130 distribution. For a canonical GLM the log-likelihood takes the form 131
where the nonlinear function (⋅) depends on both the link function and the noise model. For 133 canonical GLMs, this log-likelihood is concave and the maximum likelihood estimate ̂ satisfies 134 ℒ |̂= 0 . The exact form of (⋅) will depend on the model, but for linear regression ( ) is 135 proportional to 2 2 , and for canonical (log-link) Poisson regression (⋅) = exp(⋅). 136 Now, with omitted variables, instead of maximizing the correct log-likelihood, we maximize instead 137 maximize 138
For the omitted variable bias in ̂ to be 0, we need both ℒ |̂= 0 and ℒ |̂= 0 at the same value 140 of . Although, neither MLE has a closed form solution, this condition implies that, if there is no 141 bias due to the omitted variables, 142
where ′ (⋅) is the derivative of (⋅). For linear regression this equality reduces to the OLS form 144 derived above, and for canonical Poisson regression we have 145
This equality is satisfied when observations are not modulated by the hidden variables ℎ ℎ =0 or, 147 more generally, when the effect of the hidden variables δλ = exp( + ℎ ℎ ) − exp ( ) is 148 orthogonal to the included variables . Note that with linear regression, ℎ = 0 implies that the 149 estimates will not be biased, but here this is not the case unless = 0 as well. 150
These conditions are unlikely to be met, in practice, and the maximum likelihood estimate ̂ will 151 typically be biased under the mis-specified model. However, this mis-specification does not just 152 affect the maxima, but also the entire likelihood. Optimization methods, such as Newton's method, 153
will typically contain omitted variable bias in each parameter updates. For canonical Poisson 154 regression, for instance, the updates take the form 155
at iteration where the weight matrix is diagonal with entries = and ( ) −1 is the 157
Fisher scoring matrix (inverse Hessian of the log-likelihood) at the current estimate ̂. Since the 158 mis-specified model will use = exp ( ) instead of the exp( + ℎ ℎ ), both the weight matrix 159 and derivatives ( − ) will be biased at each step of the optimization (except when | = 160 0 
186
Omitted Variable Bias in Tuning Curve Estimation 187
To illustrate how omitted variable bias affects GLMs of neural spiking, not just in theory, but in 188 practice, we consider three case studies where we fit typical tuning curve models that omit 189 potentially relevant variables along with augmented models that include these additional 190
variables. We first consider modeling spike counts across trials and on slow (>100ms) timescales. 191
Here we assess 1) the tuning of neurons in motor cortex to reach direction, with speed as a 192 potential omitted variable, 2) the tuning of neurons in hippocampus to position, with both speed 193 and head-direction as potential omitted variables, and 3) the tuning of neurons in visual cortex to 194 the direction of motion of a sine-wave grating, with population activity as a potential omitted 195
variable. In each of these cases studies, we show how the omitted variables are not independent 196 from the commonly included variables and how neural responses are modulated by the omitted 197
variables. These two properties, together, can lead to omitted variable biases. 198
In our first case study, we model data recorded from primary motor cortex (M1) of a macaque 199 monkey performing a center-out, planar reaching task. In this task, speed differs systematically 200 across reach directions (Fig 2A) , with average speed differing by as much as 35±3% (for the targets 201 at 45 and 225 deg relative to right, Fig 2B) . To model neural responses, we first fit a traditional 202 tuning curve model (Georgopoulos et al., 1982; Amirikian and Georgopulos, 2000) , where the 203 predicted responses depend only on target direction. Here we use a circular, cubic B-spline basis 204
(5 equally spaced knots) to allow for deviations from sinusoidal firing, but, in most cases, the 205 responses of the n=81 neurons in this experiment are well described by cosine-like tuning curves 206 with clear modulation for reach direction. We then fit a second model that includes effects from 207 movement speed. Here we use covariates based on ( to interact ( Fig 2C, bottom) . Together, the fact that direction and speed are not independent along 212
with the fact that neural responses appear to be modulated by speed could lead to biased 213
parameters estimates for the model where speed is omitted. 214
Comparing the models with and without omitted variables we find that, averaged across the 215 population, there are only minimal shifts in the preferred direction (3±2 deg) when speed is 216 included in the traditional tuning curve model, and there do not appear to large, systematic shifts 217 in the population distribution of PDs (Kuiper's test, p>0.1). At the same time, there is substantial 218 variability between neurons in the size of the PD-shift (circular SD 32±5 deg). Across the 219 population, modulation depth (measured using the standard deviation of the tuning curve) 220 decreases slightly on average (3±2%), and the size of the modulation change also varies 221 substantially between individual neurons (SD of changes 18±3%). An example neuron in Fig 1C  222 (bottom), for instance, has a modulation decrease of 9±5% and the preferred direction changes 223 4±9 deg when speed is included in the model (standard error from bootstrapping and for the model with speed 0.24±.01 ( Fig 5) . However, it seems likely that in other experimental 232 contexts the effects of omitting speed would be more pronounced. Here, the relatively small 233 number of trials (290) and reach directions (8) limits the complexity of the models that can be used 234 before over-fitting occurs. Additionally, since all targets were the same size and distance from the 235 initial position, the distribution of speeds is likely less variable than for reaches between more 236 varied targets (Fitts, 1954) . By requiring the animal to make reaches to the same targets at different 237 speeds, previous studies have more clearly demonstrated that responses in M1 are modulated by 238
speed (Churchland et al., 2006) . Here we demonstrate how this type of modulation can lead to 239 omitted variable biases in the estimated parameters of typical tuning curve models without speed. In our second case study we examine the activity of neurons in the dorsal hippocampus of a rat 266
foraging in an open field. Here we consider to what extent the practice of omitting speed and head 267 direction from a place field model biases estimates of a neuron's position tuning. As in the first 268 case study, omitted variable bias can occur if neural activity is modulated by omitted variables and 269 the omitted variables covary with the included variables. In the case of the hippocampus, neural 270
activity is known to be modulated by both movement speed and head direction (McNaughton et 271 al., 1983) , in addition to an animal's position (O'Keefe and Dostrovsky, 1971 with position and the fact that neurons appears to be modulated by the omitted variables, suggest 275 that there may be omitted variable bias. 276
Here, in one recording during an open field foraging task we find that the average speed (Fig 2A) 277
and heading ( Fig 2B) differ extensively as a function of position. Within a given neuron's place field, 278 the distributions of speed and heading may be very different from their marginal distributions. 279
Across the population of n=68 place cells (selected from 117 simultaneously recorded neurons, 280
see Methods), average in-field speed was between 80-135% of the average overall speed (5.5cm/s), 281
and the animal's heading can be either more or less variable in-field (circular SD 57-80 deg) 282 compared to overall (75 deg). 283
As previous studies have shown, we also find that neural responses are modulated by speed and 284 head direction. Responses due to place, speed, and heading are shown for one example neuron 285
in Fig 3. This neuron shows a stereotypical place-dependent response ( Fig 2B) , but splitting the 286 observations by speed ( Fig 3C, top) or heading (Fig 3B, bottom) by quartiles/quadrants reveals that 287 there is also tuning to these variables. The neuron appears to increase its firing with increasing 288 speed and responds most strongly when the rat is facing the left. These dependencies are well fit 289 by the full model where the firing rate depends, not just on position, but also on the (log-290 transformed) speed and the heading (Fig 3D, bottom) . For the example place cell shown here, the 291 location of the place-field does not change substantially when the omitted variables are included 292 ( Fig 3E) . However, the modulation (SD of the rate map) decreases by 27%. That is, 27% of the 293 apparent modulation due to position when it is modeled alone, can be explained by speed and 294 heading effects. 295
Across the population of place cells, there were no clear, systematic difference in the place field 296 locations, but the modulation (SD of the rate map ( )) decreases by 9±1% on average when speed 297 and heading are included. Individual neurons showed substantial variability in their modulation 298 differences (population SD 10±1%). As in M1, including the omitted variables increased spike 299 prediction accuracy -the average cross-validated (10-fold) pseudo-R 2 was .29±.02 for the original 300 model and .31±.02 for the model including speed and heading activity. This difference seems small, 301 since there is large variability in pseudo-R 2 values across the population, but the average increase 302 in pseudo-R 2 was 11±3% ( Fig 5) . Given that neurons appear to be modulated by speed and heading, 303
it is unsurprising that including these variables improves model fit. However, as before, it is 304 important to note that this modulation can lead to biases in the place field estimates for the model 305 with only position. 306 307 308 
312
Heading is split into quadrants, subplots include all speeds. D) The distributions of speed and heading within 313 the place field differ from the overall distributions, and the neuron is tuned to these variables. Blue curve 314 shows model fit. E) After modeling the effect of speed and heading within the place field, the location of the 315 place field does not change but the apparent modulation due to position is reduced.
316
In our third case study, we examine the activity of neurons in a more controlled sensory 317 experiment. Here we use data recorded from primary visual cortex (V1) of an anesthetized monkey 318 viewing oriented sine-wave gratings moving in on of 12 different directions (see Methods). In this 319 experiment, variability in the animal's behavior is purposefully minimized, and, instead of 320 considering the effect of omitting a behavioral variable, here we consider the effect of omitting a 321 variable relating to the animal's internal state -the total population activity. Several studies have 322 previously shown that population activity alters neural responses in V1 (Arieli et al., 1996; Kelly et 323 al., 2010; Okun et al., 2015; Arandia-Romero et al., 2016) . If the distribution of population activity 324 also varies with stimulus direction, then there is the potential for omitted variable bias. 325
Here we assess neural activity from n=90 simultaneously recorded neurons across many (2400) 326
repeated trials with 12 different movement directions. We find that there is high trial-to-trial 327 variability in the population rate ( Fig 4A) , and the average firing across all neurons does differs 328 across stimulus directions, up to ~50%. For this recording, the most extreme differences were 329 between the 180 deg stimulus where the average rate across the population was 3.4±0.1Hz and 330 the 60 deg stimulus where the average rate was 6.3±0.1Hz ( Fig 4B) . By adding the (log-331 transformed) population rate as a covariate to a more typical model of direction tuning, we find 332 that population activity may lead to omitted variable bias in models of direction tuning alone. 333
As in the case studies above, there do not appear to be any consistent or systematic effects on the 334 preferred stimulus direction at the population level (Kuiper's test, p=0.1). However, the modulation 335 depth (measured using SD of the tuning curve) decreases substantially 15±2% when population 336 rate is included in the model, and there is again high variability across neurons (SD 20±2%). In this 337 case, model accuracy increases substantially when the omitted variable is included. The cross-338 validated (10-fold) pseudo-R 2 is .26±.02 for the original model and .43±.02 for the model including 339 population activity, with an average increase of 164±31% ( Fig 5) . Unlike in M1 where the effect of speed was highly diverse for different neurons, in this case study 368 the effect of the population rate is largely consistent. Higher population rates are associated with 369 higher firing rates, and, for most neurons, the effect of the population rate is stronger in the 370 preferred direction(s), consistent with a multiplicative effect. Note that here, we do not include the 371 neuron whose rate we are modeling in the calculation of the population rate. However, using the 372 population rate as an omitted variable requires some interpretation. The population rate will 373 certainly be affected by the tuning of the, relatively small, sample of neurons that we observe. If 374
we have a disproportionate number of neurons tuned to a specific preferred direction, the 375 population rate in those directions will be higher. This suggests that in a different recording, the 376 covariation between the stimulus and the population rate could very likely be different. However, 377
it appears that the omitted variable biases in this case are mostly driven by noise correlations, 378
where neural activity is correlated on single trials even within the same stimulus condition, rather 379 than stimulus correlations, where neural activity is correlated due to similar tuning. When we 380
shuffle the data within each stimulus condition (removing noise correlations) the average change 381
in the modulation depth is -1±2% (SD 18±3%), and the effect of the omitted variable becomes 382 negligible. effects in the generative model, a GLM with history effects that is missing the correct input covariate will use 409 the history terms to capture the structure in the autocorrelation (C). Traces denote the estimated rate for 410 the 20 trials shown above. When the history term is included in the model, but the input is not, the GLM can 411 still reconstruct PSTH responses using the post-spike history alone. B) Post-spike filters for the models in (A) 412 with 95% confidence bands. Note that when input is included in the model the filters correctly reconstruct 413 the true (lack of) filter, and that there is higher uncertainty around the regions where the ISI distribution 414 does not constrain the model.
416
Omitted Variable Bias in the Estimation of Post-Spike History Effects 417
In addition to modeling spike counts over trials or on relatively slow (>100ms) behavioral 418 timescales, GLMs are also often used to describe detailed, single-trial spike dynamics on fast 419 (<10ms) timescales. One common covariate used in these types of models is a post-spike history 420 effect where the probably of spiking at a given time depends on the recent history of spiking. 421
Modeling these effects allows us to describe refractoriness, bursting (Paninski, 2004; Truccolo et 422 al., 2005) , and a whole host of other dynamics (Weber and Pillow, 2017) . Conceptually, the goal of 423 these models is to disentangle the sources of rate variation based only on observations of a 424 neuron's spiking, with history effects, ideally, reflecting intrinsic biophysics. However, since the full 425 synaptic input is typically not known with extracellular spike recordings there is potential for 426 omitted variable biases. 427
To illustrate the potential pitfalls of omitting the input to a neuron, consider using the GLM to 428 capture single neuron dynamics in the complete absence of external covariates 429
where the rate is determined by a baseline parameter along with a filtered version of the 431 neuron's past spiking with ℎ ( ) = ∑ ( ) ( − ) >0 . This is a perfectly acceptable model of intrinsic 432 dynamics, but for most spike data that we observe this isolated neuron model may not provide a 433 realistic description of a neuron receiving thousands of time-varying synaptic inputs. If we fit this 434 model to data where the input to the neuron did vary over time, 435 ( ) = exp ( + ℎ( ) + ℎ ℎ ( )) 436 then the history filter in the first model will attempt to capture variation in spiking due to the time-437 varying input, in addition to any intrinsic dynamics. For example, when ℎ is periodic, the 438 estimated history filters of the original model will attempt to capture this periodic structure ( Fig  439  6A-B) . Just as in the tuning curve examples above, the fact that history effects covary with the input 440 and the fact that the input modulates the neuron's firing leads to omitted variable bias. When the 441 input is omitted from the model, the biased history effects simply provide the best (maximum 442 likelihood) explanation of the observed spiking ( Fig 6C) . 443 These examples with strong, periodic input are not necessarily biologically realistic, but they make 444 it apparent how the post-spike history can be biased by omitted input variables. In vivo, neurons 445 instead appear to be in a high-conductance state, where membrane potential fluctuations have 446 approximately 1/ power spectra (Destexhe et al., 2001 (Destexhe et al., , 2003 . When these naturalistic input 447
statistics are used to drive the GLM, omitted variable bias can occur, as well. Here we simulate a 448 GLM receiving 1/ noise input with = 0 (white noise) 1 and 2 (Fig 7) . For white noise input, the 449 MLE accurately recovers the simulated post-spike history filter when the input is omitted from the 450 model, but when = 1 or 2 the estimates become increasingly biased (Fig 7A,C) . With the full 451 model, where the input is included as a covariate, the history is recovered accurately no matter 452
what the input statistics are. Just as in the periodic case, however, these different input statistics 453 alter the auto-correlation, and, when the input is omitted from the model, the maximum likelihood 454 history filter simply aims to capture these patterns. 455 In GLMs for single-neuron dynamics, one effect of omitted variable bias is that it may lead us to 474 misinterpret how stable a neuron's dynamics are. Even if the true history filter only reduces the 475 neuron's firing rate following a spike (as in Fig 7C) , the estimated filter can be biased upwards when 476 the input is omitted. If we were to simulate the activity of this neuron based on the biased filter, 477
the bias could cause the neuron's rate to diverge if the rate becomes high enough. To assess the 478 stability of the estimated post-spike history effects quantitatively, here we make use of an quasi-479 renewal approximation analysis introduced in (Gerhard et al., 2017) . Given a history filter, this 480 approach finds an approximate transfer function describing the neuron's future firing rate (output) 481
given its recent (input) firing rate (see Methods). For all estimated models, the transfer function 482 has a stable fixed point near the neuron's baseline firing rate. When the true input is omitted and 483 > 0, the estimated history filters also have an unstable fixed point where the neuron's firing rate 484
will diverge if the rate exceeds this point (Gerhard et al., 2017) . Here we find that omitted variable 485 bias leads to apparent fragility (Fig 7B,D) . The stable region shrinks as increases, and even when 486 the true dynamics are strictly stable (as in Fig 7C,D) , omitted variable bias can lead us to mistakenly 487 conclude that the neuron has fragile dynamics. 488
With most extracellular spike recordings, the synaptic input that the neuron receives is unknown. 489
However, there may also be omitted variable bias when history effects are estimated from real 490
data. In this case, the input to a neuron can be approximated by stimulus or behavioral variables, 491 local field potentials, or the activity of simultaneously recorded neurons (Harris et al., 2003; 492 Truccolo et al., 2005 492 Truccolo et al., , 2010 Pillow et al., 2008; Kelly et al., 2010; Gerhard et al., 2013; Volgushev et 493 al., 2015) . Just as in the simulations above, including or omitting these variables can then alter the 494 estimated history effects, even though they are not as directly related to spiking as the synaptic 495 input itself. Here we consider total population spiking activity as a proxy for synaptic input and 496 consider how including population activity alters the history filters when compared to a model of 497 history alone. 498
We examine two datasets: spontaneous activity from primary visual cortex of an anesthetized 499 monkey with n=62 simultaneously recorded neurons and activity from dorsal hippocampus of a 500 sleeping rate with n=39 simultaneously recorded neurons. To model population covariates we 501 sum the spiking of all neurons, excepting the one whose spiking we aim to predict, and low-pass 502 filter the signal (see Methods). Similar to previous results (Okun et al., 2015) , we find that, since 503 neurons often have correlated fluctuations in their spiking (Fig 8A,D) , the population rate is a good 504 predictor for single neuron activity. Moreover, when we add population covariates to a GLM with 505 post-spike history effects the history filter changes. 506
In the V1 dataset, the post-spike gain decreases by 7.8±0.5% on average when population 507 covariates are included, and 14.9±0.8% when considering only the first 50ms after a spike (Fig 8B) . 508
The effects of adding population covariates are less pronounced in the hippocampal dataset. The 509 post-spike gain decreases by 2.5±0.3% on average, and 9.5±1.2% when considering only the first 510 50ms after the spike (Fig 8E) . Based on the quasi-renewal approximation, all neurons in both the 511 V1 and hippocampal datasets have fragile transfer functions where there is a stable fixed point 512
(near the neuron's average firing rate) and an unstable fixed point where the neuron's rate 513 diverges if the input becomes too strong. For V1, the average upper-limit of the stable region is 514 80±3Hz for the models with history only and 143±7Hz for the models with population covariates 515 ( Fig 8C) . In the hippocampal data, the average upper-limit of the stable region is 38±6Hz for the 516 models with history only and 75±13Hz for the models with population covariates (Fig 8F) . Each 517 neuron is, thus, apparently, more stable after the population covariates are included. 518
As in the case studies using tuning curves, adding covariates also improves spike prediction 519 accuracy. In the V1 dataset, the average log likelihood ratio relative to a homogeneous Poisson 520 model is 2.2±0.3 bits/s for the history model and 3.3±0.3 bits/s for the model with population 521
covariates. In hippocampus, the log likelihood ratio is 0.9±0.3 bits/s for the history model and 522 2.0±0.5 bits/s for the model with population covariates. The larger effects in V1 are likely explained 523 by the fact that the population rate is predictive for many more neurons here than for the 524 hippocampal data. In the hippocampus, only 26% of the neurons have an increase of over 0.5 525 bits/s when the population covariates are included, compared to 85% of neurons in V1. Altogether 526 these results demonstrate how omitted variable bias could affect estimates of post-spike history 527 filters in vivo. In both datasets we find that when population covariates are included in the GLM 528 spike prediction accuracy increases, post-spike gain decreases, and apparent stability increases. 529 Here we have illustrated the potential for omitted variable bias in two types of commonly used 541
GLMs for neural spiking activity: tuning curve models using spike counts across trials and models 542 that capture single-neuron dynamics with a post-spike history filter. In each model, adding a 543 previously omitted variable, as expected, improved spike prediction accuracy. However, what we 544 emphasize here is that, when omitted variables were included, the estimates of the original 545 parameters changed. For three case studies using tuning curves we found that by adding a 546 traditionally omitted variable tuning curves showed less modulation due to the originally included 547
variables. In models of single neuron dynamics, adding omitted variables led to decreased post-548 spike gain and greater apparent stability. Importantly, omitted variables can arise in GLMs in any 549 situation where an omitted variable affects neural activity and the effect of the omitted variable is 550 not independent of the included variables. 551
The case studies here are not unique, and many studies have described how adding additional 552 variables to a tuning curve or single neuron model can improve prediction accuracy. In M1, in 553 addition to movement speed, joint angles, muscle activity, end-point force, and many other 554
variables also appear to modulate neural responses (Fetz, 1992; Kalaska, 2009 ). In addition to 555 speed and head direction in the hippocampus, theta-band LFP, sharp-wave ripples, and 556 environmental features, such as borders, appear to modulate neural activity (Hartley et al., 2014) . 557
And in V1, there is growing evidence that population activity (Lin et al., 2015) and non-visual 558
information (Ghazanfar and Schroeder, 2006) modulates neural responses. In each of these 559 systems, neural responses are affected by many, many factors. Responding to many task variables 560 may even be functional, allowing downstream neurons to more effectively discriminate inputs 561 (Fusi et al., 2016) . In any case, it seems clear that our models do not yet capture the full complexity 562 of neural responses (Carandini et al., 2005) . By omitting relevant variables, current models are 563 likely to be not just less accurate but also biased. 564
Parameter bias may be problematic in and of itself. However, omitted variable bias may also have 565 an important effect on generalization performance. As noted in (Box, 1966) , in a new context, the 566 effect of the omitted variables and the relationship between the omitted and included variables 567 may be different. Since the parameters of the included variables are biased, this change can 568 reduce generalization accuracy. This phenomena may explain, to some extent, why tuning models 569 fit in one condition often do not generalize to others (Graf et al., 2011; Oby et al., 2013) . For models 570 of single-neuron dynamics, omitted variable bias can also have a negative effect on the accuracy 571 of simulations. Previous work has shown that simulating a GLM with post-spike filters estimated 572 from data often results in unstable, diverging simulations. Although several methods for stabilizing 573 these simulations have recently been developed (Gerhard et al., 2017; Hocker and Park, 2017) , 574 one, perhaps primary, reason for this instability may be that the post-spike filters are biased due 575
to omitted synaptic input. Since estimated post-spike filters may reflect not just intrinsic neuron 576
properties but also the statistics of the input, interpreting and comparing post-spike filters may be 577
difficult. Different history parameters may be different due to intrinsic biophysics (Tripathy et al., 578 2013) or due to differing input, and resolving this ambiguity will likely involve more accurately 579 accounting for the input itself (Kim and Shinomoto, 2012) . 580
The possibility of omitted variable bias does not mean that estimated parameters, predictions, 581
and simulations from simplified model are useless, but it may mean that we need to be cautious 582 in interpreting these models and their outputs. Previous studies have already identified several 583 specific cases of omitted variable bias where careful interpretation is necessary. For instance, 584 omitted common input can bias estimates of interactions between neurons (Brody, 1999) , and 585 omitted history effects can bias receptive field estimates (Pillow and Simoncelli, 2003) . In 586 estimating peri-stimulus time histograms, omitting variables that account for trial-to-trial variation 587 may cause biases (Czanner et al., 2008) There is a well-known aphorism from George EP Box that, "All models are wrong, but some are 614
useful." The lengthier version of this quip is, "All models are approximations. Essentially, all models 615 are wrong, but some are useful. However, the approximate nature of the model must always be 616 borne in mind." GLMs are certainly useful descriptions of neural activity. They are computationally 617 gratings (Monkey 1) both from an anesthetized (Sufentanil -4-18 microg/kg/hr) adult monkey 656 (Macaca fascicularis). Recordings were made in parafoveal V1 (RFs within 5 degrees of the fovea) 657 using a 96-channel multi-electrode array (Blackrock Microsystems), 400 mm electrode spacing, 658 1mm depth. After automatic spike sorting and manual cluster adjustment, 87 and 106 units were 659
recorded during spontaneous activity and grating presentation, respectively. Only neurons with 660 waveform SNR>2 and firing rates >1Hz were analyzed, n=62 for spontaneous and n=90 for grating 661 data. For the spontaneous activity we bin spike counts at 1ms and the recording length was 20min. 662
For the drifting grating data, we analyzed spike counts from 200ms to 1.2s after stimulus onset on 663 each trial -12 directions, 2400 trials total. Gratings had a spatial frequency of 1.3 cyc/deg, temporal 664 frequency of 6.25Hz, size of 8-10 deg (to cover receptive fields of all recorded neurons) and were 665 presented for 1.25s with a 1.5s inter-trial interval between stimuli. For surgical, stimulus, and 666
preprocessing details see (Smith and Kohn, 2008; Kelly et al., 2010) . 667
Tuning Curve Models 668
For the M1 data we use a circular, cubic B-spline basis with 5 equally spaced knots 669 ( ) = exp ( + ∑ ( )) 670
where (⋅) are the splines that depend on the reach direction , weighted by parameters and 671 the parameter defines a baseline firing rate. To include the effect of speed, we then add three 672 covariates 673 ( , ) = exp ( + ∑ ( ) + 1 + 2 cos( ) + 3 sin ( )) 674 where indicates the speed, and the parameters allow for a multiplicative speed effect as well 675
as possible cosine-tuned speed x direction interactions as in (Moran and Schwartz, 1999) . 676
For place fields in hippocampus we use isotropic Gaussian radial basis functions (⋅) equally 677 spaced (30cm) on an 6x6 square lattice with a standard deviation of 30cm 678 ( ) = exp ( + ∑ ( )) 679
We find that the effect of speed is well modeled using the log-transformed speed , and to model 680 head direction-dependence we use circular, cubic B-splines (⋅) with 6 equally spaced knots 681 ( , , ) = exp ( + ∑ ( ) + γlog + ∑ ( )) 682
For the V1 data we again use a circular, cubic B-spline basis for the direction of the sine-wave 683 grating (7 equally spaced knots). 684 ( ) = exp ( + ∑ ( )) 685 where ( − ′) = ( − ′) and represents the history of spiking. By assuming that is 716 generated from a homogeneous Poisson process with firing rate 0 , the second term can be 717 approximated by 718 〈exp( * )〉 ( < ′ ) ≈ exp ( 0 ∫ ( ( ) − 1) ∞ − ′ ) 719
Given this approximation, we can then estimate the inter-spike interval distribution as we would 720 for a true renewal process and the steady-state distribution of inter-spike intervals is given by 721 ( ) = (− ∫ 0 ( ) 0 ) 0 ( ) 722 and the predicted steady-state firing rate is ( 0 ) = 1/ ( ) [ ]. 723
To assess stability, we can then examine how the predicted steady-state firing rate depends on 724 the assumed rate of the homogeneous Poisson process 0 . In particular, when ( 0 ) = 0 the 725 quasi-renewal model has a fixed-point. To allow for external input, we incorporate the average 726 effect of the covariates into the conditional intensity approximation 727 0 ( , ′ ) = exp( + ℎ( − ′ ) + 〈 〉) 〈exp(ℎ * )〉 ( < ′ ) 728 0 ( , ′ ) = exp( + ℎ( − ′ ))〈exp( )〉 〈exp(ℎ * )〉 ( < ′ ) 729
Note that, in general, adding inputs will only change the stability of the model to the extent that 730 these covariates change the estimate of ℎ. 731 732
