Overconvergent global analytic geometry by Paugam, Frédéric
ar
X
iv
:1
41
0.
79
71
v2
  [
ma
th.
AG
]  
6 F
eb
 20
15
Overconvergent global analytic geometry
Frédéric Paugam
February 9, 2015
“The rain has stopped, the clouds have drifted away,
and the weather is clear again.”
– Ryo¯kan, One robe, one bowl
Abstract
We define a notion of global analytic space with overconvergent structure sheaf.
This gives an analog on a general base Banach ring of Große-Klönne’s overconver-
gent p-adic spaces and of Bambozzi’s generalized affinoid varieties over R. This
also gives an affinoid version of Berkovich’s and Poineau’s global analytic spaces.
This affinoid approach allows the introduction of a notion of strict global analytic
space, that has some relations with the ideas of Arakelov geometry, since the base
extension along the identity morphism on Z (from the archimedean norm to the
trivial norm) sends a strict global analytic space to a usual scheme over Z, that we
interpret here as a strict analytic space over Z equipped with its trivial norm. One
may also interpret some particular analytification functors as mere base extensions.
We use our categories to define overconvergent motives and an overconvergent sta-
ble homotopy theory of global analytic spaces. These have natural Betti, de Rham
and pro-étale realizations. Motivated by problems in global Hodge theory and in-
tegrality questions in the theory of special values of arithmetic L-functions, we also
define derived overconvergent global analytic spaces and their (derived) de Rham
cohomology. Finally, we use Toen and Vezzosi’s derived geometric methods to define
a natural (integral) Chern character on analytic Waldhausen’s K-theory with values
in analytic cyclic homology. The compatibility of our constructions with Banach
base extensions gives new perspectives both on global analytic spaces and on the
various realizations of the corresponding motives.
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1 Introduction
Berkovich defined analytic spaces over a general Banach ring (R, | · |R) in [Ber90], and
Poineau studied them in a refined way in [Poi10] and [Poi13]. Their local models are
given by coherent sheaves of ideals in the ring of analytic functions on an open subset of
the analytic affine space An(R,|·|R). This affine space is given by the space of multiplicative
seminorms
| · | : R[X1, . . . , Xn]→ R+
on the polynomial ring whose restriction to R is bounded by | · |R, and equipped with its
natural sheaf of analytic functions, defined as local uniform limits of rational functions
without poles.
On a p-adic field, it is convenient to work with a refined notion of analytic space, that
was also defined by Berkovich in [Ber93], using building blocs similar to those of Tate’s
rigid analytic geometry [Tat71]: affinoid algebras. These are given by quotients of rings of
power series Qp{ρ−1T} that converge (in a p-adic sense) on a given polydisc of arbitrary
positive real radius ρ (Tate’s theory reduces to ρ = 1, but this is not so well adapted to
trivially valued fields, or to more general Banach rings, like the Banach ring Z = (Z, | · |∞)
of integers with its archimedean absolute value).
The natural question that we answer in this paper is to give a setting for global
analytic geometry that allows to change the base Banach ring along a bounded morphism
ϕ : (A, | · |A)→ (B, | · |B), and also to work with a notion of affinoid algebra over a general
base Banach ring, in a way that is compatible to Berkovich’s original constructions when
the base Banach ring is Qp = (Qp, | · |p).
If we want to get back Berkovich’s analytic spaces over Qp, we have to work with uni-
form base Banach rings, given by Banach rings whose seminorm is power-multiplicative.
Indeed, in this setting, we will have
Qp{ρ−1T} ∼= Z{ρ−1T} ⊗Z Qp,
where ⊗ denotes the coproduct of uniform Banach rings, and we do the base change along
the bounded morphism Z = (Z, | · |∞)→ (Qp, | · |p) = Qp.
It was already quite clear in Berkovich’s original work [Ber90] that, if the base Banach
ring is C = (C, |·|∞), the naive definition of affinoid spaces overC would lead to important
difficulties: the uniform ring of convergent power series on the unit disc identifies with
the ring of continuous functions on the disc that are holomorphic in its interior. A simple
quotient of such a ring will give the ring of all continuous functions on the unit circle,
that is not something we would like to call an affinoid algebra over C. As shown by
Bambozzi in his thesis [Bam14], rings of overconvergent power series on closed polydiscs
over an archimedean field are better behaved than usual rings of convergent power series,
and allow the definition of a complete archimedean analog of Berkovich’s p-adic analytic
spaces. They will also allow us, in the p-adic setting, to circumvent in a very natural way
all the boundary-related difficulties that appear in Berkovich’s theory.
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It is known since the work of Monsky and Washnitzer [MW68] that the de Rham
cohomology of non-proper p-adic analytic spaces does not work well with convergent
power series, because the Poincaré Lemma fails in this setting. Its correct formulation
must be done in terms of rings of overconvergent power series (Große-Klönne subsequently
developed the overconvergent analogs of rigid analytic varieties in [GK00], and studied
their de Rham cohomology in [GK02] and [GK04]).
The ring R{ρ−1T}† of overconvergent power series of radius ρ is a formal filtered
colimit of the uniform Banach rings R{ν−1T} of convergent power series of radii ν > ρ.
The natural setting to study such formal filtered colimits is the setting of uniform ind-
Banach rings. We will thus define overconvergent power series rings as particular kinds
of uniform ind-Banach rings.
However, a uniform Banach ring is necessarily reduced. This prevents us from using
nilpotent elements in uniform ind-Banach rings to formulate differential calculus alge-
braically, as one does in scheme theory and in complex analytic geometry.
We thus need to define a category of overconvergent analytic rings over a given Banach
ring (R, | · |R) that contains the rings of overconvergent power series, but that also allows
us to use nilpotent elements. The construction of this “completion” of the category of
overconvergent power series rings is done in a way similar to the one used by Lawvere in
synthetic differential geometry [Law79], by Dubuc and Zilber in synthetic analytic geom-
etry [DZ94] and by Lurie in derived geometry in [Lur09a], using “functors of functions”.
The advantage of this categorical approach to analytic rings is that it generalizes directly
to the derived setting, and allows a natural (i.e., functorial in the ∞-categorical sense)
definition of (derived) de Rham cohomology for non-smooth spaces. Remark that there
is also in [BK13] an approach to non-archimedean analytic geometry using a geometry
relative to the symmetric monoidal category of Banach spaces.
Once a convenient category of overconvergent rings is defined, it is easy to use the
“functor of point” approach to define a natural notion of overconvergent analytic space
over a given Banach ring.
The great interest of this affinoid approach to global analytic geometry is that it
allows the definition of strict global analytic spaces that is stable by base extension along
a bounded morphism of Banach ring. For example, strict dagger analytic spaces over over
(Z, | · |∞) have a base extension to (Z, | · |0) given by usual schemes. Such strict global
analytic models for schemes over Z may be considered as “Arakelov type” models. This
will be discussed further in Section 5.
Using this new setting for global analytic geometry, we will define in Section 6 various
cohomological invariants, as étale, analytic motivic cohomology, and global analytic K-
theory. We will explain the relation of these invariants to the ones that were already
developed before in the theory of schemes, that is given in our theory by a mere base
extension along a bounded morphism of Banach rings, in the case of schemes that admit
“Arakelov type” models in our sense.
Finally, motivated by applications to global comparison isomorphisms between étale
cohomology and de Rham cohomology, and by integrality questions in the theory of special
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values of L-functions, we will define global analytic derived analytic spaces, their derived
de Rham cohomology, and their cyclic Chern character.
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2 Seminormed algebraic objects
2.1 R+-graded sets and seminorms
Let R+ := R≥0 be the set of positive real numbers. We will now define various categories
of R+-graded sets that give the natural setting for the theory of seminormed algebraic
objects.
Definition 2.1.1. An R+-graded set is a pair (X, | · |X) composed of a set X and a map
| · |X : X → R+. A graded map (resp. contracting map, resp. bounded map) of R+-graded
set is a map f : X → Y such that
|f(x)|Y = |x|X
(resp. |f(x)|Y ≤ |x|X for all x ∈ X,
resp. there exists C > 0 such that |f(x)|Y ≤ C · |x|X for all x ∈ X).
The category of R+-graded sets with graded (resp. contracting, resp. bounded) maps is
denoted RSets+ (resp. R
Sets
+≤1 , resp. R
Sets
+≤ ).
Lemma 2.1.2. The category RSets+ has arbitrary limits and colimits and has internal
homomorphisms for the product monoidal structure. The category RSets+≤1 has arbitrary
colimits, and in particular, the degree zero set {00} as terminal object. The category
RSets+≤ has finite colimits and in particular {00} as a terminal object. More generally,
RSets+≤ has uniformly bounded colimits, meaning that if X : I → RSets+≤ is a uniformly
bounded diagram (i.e., a diagram such that there exists C such that for all ϕ : i → j in
I, |X(ϕ)(x)|Xj ≤ C · |x|Xi for all x ∈ Xi) and f : X → Z is a uniformly bounded cocone
(meaning that there exists D > 0 such that for every i ∈ I, f(i) : Xi → Z is D-bounded),
then colimi∈I fi : colimi∈I Xi → Z exists. The categories RSets+≤1 and RSets+≤ have finite limits
and internal homorphisms for the product monoidal structure.
Proof. The category RSets+ = HomCat(R+,disc,Sets), being the functor category of Sets-
valued functors on the discrete category with set of objects R+, has arbitrary limits and
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colimits. The set R+, graded by the identity, is its final object. The disjoint union
∐
iXi
of the underlying sets of a family (Xi, | · |i) of R+-graded sets, equipped with the grading∐ | · |Xi is always a graded and a contracting coproduct. If the family is finite, it is a
bounded coproduct. If we have an N-indexed family {Xn} of non-empty sets of degree 1,
we may define a family of bounded maps to Y = R+ by sending Xn to n. There is no
bounded map that extends this family to the coproduct set. From this counter-example,
we see that the obstruction to having a colimit (i.e., a coproduct) for a cocone f : X → Z,
with X : I → RSets+≤ a discrete diagram, disappears if the cocone is uniformly bounded. If
f, g : (X, | · |X)→ (Y, | · |Y ) are two parallel bounded maps, and π : Y → Z = coker(f, g)
is the coequalizer of the underlying sets, one may equip it with the grading (the infimum
is that of a constant if both maps are graded)
|z|Z = inf
y∈π−1(z)
|y|Y .
This gives a coequalizer in the categories RSets+≤ and R
Sets
+≤1 . This proves all the desired
results about colimits. The product
∏n
i=1Xi of the underlying sets of a finite family
(Xi, | · |i)i=1,...,n of R+-graded sets, equipped with the grading
|(x1, . . . , xn)| := max
i
|xi|
is a product in the categories RSets+≤1 and R
Sets
+≤ . Given a parallel pair f, g : (X, | · |X) →
(Y, | · |Y ) of bounded (resp. contracting) maps, the kernel of the pair (f, g) of set maps
equipped with the grading induced by that of X is a kernel for the pair (f, g) in the
category RSets+≤ (resp. R
Sets
+≤1 ). Indeed, if h : (Z, | · |Z) → (X, | · |X) is a bounded (resp.
contracting) map such that f ◦ h = g ◦ h, then h factors set theoretically in a unique way
through the kernel, and this factorization is bounded (resp. contracting). The internal
homomorphisms between two objects X and Y of RSets+≤ (resp. R
Sets
+≤1 ) are given by the set
Hom(X, Y ) of bounded (resp. contracting) maps with the grading given by
|f |Hom(X,Y ) := inf {C > 0, |f(x)|Y ≤ C · |x|X for all x ∈ X} .
The set R+ has a natural family of commutative monoid structures indexed by p ∈
]0,+∞] given by (+p, 0), where
r +p s :=
p
√
rp + sp
for p < +∞ and
r +∞ s := max(r, s).
Remark that we have x +p s ≤ r +p′ s if p′ ≤ p. One also has the multiplicative monoid
structure (×, 1), given by r× s := r.s. We now define the associated symmetric monoidal
structures on R+-graded sets.
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Definition 2.1.3. The multiplicative (resp. p-additive, resp. maximum) tensor product
of two R+-graded sets (X, | · |X) and (Y, | · |Y ) is the product X × Y equipped with the
grading
|(x, y)|X⊗mY := |x|X · |y|Y
(resp. |(x, y)|X⊗pY := |x|X +p |y|Y ,
resp. |(x, y)|X⊗∞Y := max(|x|X , |y|Y )).
The three tensor products give monoidal structures on the categories RSets+ , R
Sets
+≤
and RSets+≤1 . The unit object of the multiplicative monoidal structures is the one element
set {11}. The unit object of the p-additive and maximum monoidal structure is the one
element set {00}.
Remark that the maximal tensor product ⊗∞ is equal to the product × in the cate-
gories RSets+≤ and R
Sets
+≤1 .
Definition 2.1.4. 1. A weakly seminormed additive monoid (resp. abelian group) is
a commutative monoid (resp. an abelian group) object in the symmetric monoidal
category (RSets+≤ ,⊗∞, {00}). More concretely, this is a monoid (resp. an abelian
group) (M,+, 0) equipped with a grading | · |M with |0|M = 0, and such that there
exists C > 0 with
|m+ n| ≤ C ·max(|m|, |n|) (resp. |m− n| ≤ C ·max(|m|, |n|)).
2. A seminormed monoid (resp. abelian group) is a commutative monoid (resp. an
abelian group) object in the symmetric monoidal category (RSets+≤1 ,⊗1, {00}). More
concretely, this is a monoid (resp. an abelian group) (M,+, 0) equipped with a
grading | · |M such that |0|M = 0 and
|m+ n| ≤ |m|+ |n| (resp. |m− n| ≤ |m|+ |n|).
3. A weakly seminormed multiplicative monoid is a commutative monoid object in the
symmetric monoidal category (RSets+≤ ,⊗m, {11}). More concretely, this is a monoid
(M,×, 1) equipped with a grading | · |M such that there exists C > 0 with
|m · n|M ≤ C · |m|M · |n|M .
4. A seminormed multiplicative monoid is a commutative monoid object in the sym-
metric monoidal category (RSets+≤1 ,⊗m, {11}). More concretely, this is a monoid
(M,×, 1) equipped with a grading | · |M such that |1|M ≤ 1 and
|m · n|M ≤ |m|M · |n|M .
If (C,⊗) is one of the above symmetric monoidal categories, we will denote Mon(C,⊗)
the category of (commutative) monoids in C. There is a natural forgetful functor
Mon(C,⊗)→ C.
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Remark that if (M, | · |M) is a weakly seminormed abelian group (resp. a weakly
seminormed multiplicative monoid) then (M, | · |tM) is also a weakly seminormed abelian
group (resp. multiplicative monoid) for every t > 0.
Definition 2.1.5. A weakly seminormed ring (resp. seminormed ring) is a tuple (R, | ·
|R,×,+) composed of a weakly seminormed (resp. seminormed) abelian group (R, |·|R,+)
and a weakly seminormed (resp. seminormed) multiplicative monoid (R, | · |R,×) such
that (R,+,×) is a ring in the classical sense. More concretely, an R+-graded set (R, | · |R)
equipped with a ring structure (R,×,+) such that |0|R = 0 is a weakly seminormed ring
if there exists C > 0 and D > 0 such that
|a− b|R ≤ C ·max(|a|R, |b|R) and |a · b|R ≤ D · |a|R · |b|R.
It is a seminormed ring if we can choose C = 2, D = 1, we have |1|R ≤ 1, and we further
have
|a− b|R ≤ |a|R + |b|R.
By definition, a weakly seminormed ring has an underlying R+-graded set in RSets+≤ ,
whereas a seminormed ring has an underlying R+-graded set in RSets+≤1 .
A seminormed ring is called complete (or a Banach ring) if it is complete for the
topology induced by its seminorm. We will denote SNRings (resp. BanRings) the
category of seminormed (resp. complete seminormed) rings.
2.2 Seminormed modules
Definition 2.2.1. Let (R, |·|R) be a seminormed ring. A seminormed module over (R, |·|R)
is a module over (R, |·|R) in (RSets+≤1 ,⊗1,⊗m). More concretely, this is a seminormed abelian
group (M,+, | · |M) together with a multiplication map · : R×M →M that makes M an
R-module in the usual sense and such that
|a ·m|M ≤ |a|A · |m|M .
We will denote SNMod(R, | · |R) the category of modules over (R, | · |R)
Let (R, | · |R,+,×) be a seminormed ring, and let X be an object in RSets+≤1 . One may
equip the set
R(X) := HomSets−fs(X,R)
of all finitely supported maps from X to R with the ℓ1-grading given by∥∥∥∥∥∑
X
ax{x}
∥∥∥∥∥
1
:=
∑ |ax|R · |x|X .
This gives a seminormed R-module structure (R(X), ‖ · ‖1) called the free seminormed
module on R. If f : X → Y is a morphism in RSets+≤1 , and
f∗ : R
(X) → R(Y )
8
is the associated module map, given by
(f∗a)y :=
∑
x∈X, f(x)=y
ax,
then we have
‖f∗a‖1 :=
∥∥∥∥∥∥
∑
y∈Y
 ∑
f(x)=y
ax
 {y}
∥∥∥∥∥∥
1
=
∑
y∈Y
∣∣∣∣∣∣
∑
f(x)=y
ax
∣∣∣∣∣∣
R
· |y|Y ≤
∑
y∈Y
∑
f(x)=y
(|ax|R · |f(x)|Y )
so that
‖f∗a‖1 ≤
∑
y∈Y
∑
f(x)=y
(|ax|R · |x|X) =
∑
x∈X
|ax|R · |x|X = ‖a‖1,
which implies that f∗ is a morphism in RSets+≤1 , so that X 7→ R(X) gives a functor
R(·) : RSets+≤1 −→ SNMod(R, | · |R).
The free seminormed module R(X) on an R+-graded set X has the following universal
property: if f : X → M is a contracting morphism from X to a seminormed R-module,
there exists a unique extension of f to a morphism of seminormed R-modules
[f ] : R(X) →M.
The extension is given by [f ](a) =
∑
x ax · f(x). It is a contracting map since
|f(a)|M = |
∑
x
axf(x)|M ≤
∑
x
|ax|R · |f(x)|M ≤
∑
x
|ax|R · |x|X = ‖a‖1.
Composition with the forgetful functor SNMod(R, | · |R)→ RSets+≤1 thus gives an endofunc-
tor
ΣmR : R
Sets
+≤1 → RSets+≤1
which is monadic (using the usual composition of linear combinations). One may recover
R from ΣmR by setting R = ΣR({11}). This gives an embedding R 7→ ΣmR of seminormed
rings into monads in RSets+≤1 , similar to the embedding of usual rings in monads in Sets,
used by Durov [Dur07] in his theory of generalized rings.
If R is a Banach ring, a seminormed module over R is called a Banach module if the
underlying abelian group is complete for the topology induced by its group seminorm.
We denote BanMod(R, | · |R) the category of Banach modules over R. There is a natural
completion functor
−ˆ : SNMod(R, | · |R)→ BanMod(R, | · |R),
and the composition of the free seminormed module functor R(·) with −ˆ gives an endo-
functor
Σ̂mR : R
Sets
+≤1 → RSets+≤1
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that is monadic. One may still recover R from Σ̂mR by setting R = Σ̂
m
R ({11}).
One may wonder what happens to these monadic embeddings if we work in the cat-
egory RSets+≤ of R+-graded sets with bounded maps, and with a weakly seminormed ring
(R, | · |R,+,×). We will denote C the norm of the map (x, y) 7→ x + y and D the norm
of the multiplication map (x, y) 7→ x · y on R. In this setting, the free R-module R(X)
on an R+-graded set X, defined as the set of finitely supported maps a : X → R, gives a
functor
R(·) : RSets+≤ → Mod(R)
with values in (non-graded) R-modules. One may define the ℓ∞ grading on R(X) by setting∣∣∣∣∣∑
x∈X
ax{x}
∣∣∣∣∣
∞
:= max
x∈X
(|ax|R · |x|X).
The problem is that for f : X → Y a bounded map, the associated map
f∗ : R
(X) → R(Y )
given by
f∗ay :=
∑
x∈X, f(x)=y
ax
is not anymore bounded in general. Similarly, the composition of linear combinations
µ : R(R
(X)) → R(X)
is often not bounded. This shows that X 7→ R(X) induces only a monad ΣmR : RSets+ →
RSets+ in the category R
Sets
+ of R+-graded sets with unbounded (i.e., arbitrary) maps, not
in the category RSets+≤ . If f : R → S is a bounded morphism of weakly seminormed rings
with norm Cf , and X is an R+-graded set, we get a natural map
[f ] : R(X) → S(X)
that is R+-bounded for the ℓ∞-gradings. Indeed, we have
|[f ](a)|∞ = |
∑
x
f(ax){x}|∞ := max
x
(|f(ax)|S · |x|X) ≤ Cf ·max
x
(|ax|R · |x|X) = Cf · |a|∞.
We thus have a natural embedding R 7→ ΣmR of the category of weakly seminormed
rings into the category of monads on RSets+ with morphisms given by monad morphisms
f : Σ→ Σ′ such that for all R+-graded set, fX : Σ(X)→ Σ′(X) is bounded.
Even if ΣmR is not a monad in R
Sets
+≤ , it has a complete R+-filtration by a natural family
of monads on RSets+≤ , defined in the following way: for ρ ≥ 0, let R(X)≤ρ ⊂ R(X) be the subset
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of finitely supported maps a : X → R such that for every partition ∐i Zi = Z of a subset
Z of X, we have ∣∣∣∣∣∑
z∈Z
az
∣∣∣∣∣
R
≤ ρ ·max
i
∣∣∣∣∣∑
z∈Zi
az
∣∣∣∣∣
R
 ,
together with the grading induced by the ℓ∞ grading on R(X). If ν ≤ ρ, we will have
R
(X)
≤ν ⊂ R(X)≤ρ .
Moreover, the free module R(X) may be described as the union
R(X) = ∪ρ→∞R(X)≤ρ .
If t > 0 and ρ > 0, we will have
(R, | · |R)(X)≤ρ = (R, | · |tR)(X)≤ρt .
Remark that by definition, the natural embedding R(X)≤ρ →֒ R(X) is a bijection if ρ ≥ C
and X has a cardinal in {0, 1, 2}. Remark also that R(X)≤ρ is not an R-module in general.
For example, if (R, | · |R) = (Z, | · |∞), ρ = C = 2, and X = {1, 2, 3}, we get that Z(X)≤2 ⊂ Z3
is the set of triples (n1, n2, n3) of integers such that
|n1|∞ + |n2|∞ + |n3|∞ ≤ 2 ·max
i
(|ni|∞),
and this is not stable by addition, because (1, 1, 2) and (0, 0,−1) are in it, but not (1, 1, 1).
We will see that in spite of these defects, the RSets+ -monad structure on X 7→ R(X) given
by the composition of linear combinations extends to an RSets+≤ monad structure on each
R
(X)
≤ρ . If f : (X, | · |X)→ (Y, | · |Y ) is a bounded map of norm ‖f‖ = Cf , then the map
f∗ : R
(X)
≤ρ → R(Y )≤ρ
given by
(f∗a)y :=
∑
x∈X, f(x)=y
ax
is well defined. Indeed, a partition
∐
iZ
′
i of a subset Z
′ of Y gives a partition of the subset
Z = f−1(Z ′) of X by Zi = f−1(Z ′i), so that∣∣∣∣∣∑
z′∈Z′
(f∗a)z′
∣∣∣∣∣
R
:=
∣∣∣∣∣∣
∑
z∈Z′
∑
f(z)=z′
az
∣∣∣∣∣∣
R
=
∣∣∣∣∣∑
a∈Z
az
∣∣∣∣∣
R
≤ ρ·max
i
∣∣∣∣∣∑
z∈Zi
az
∣∣∣∣∣
R
 = ρ·max
i
∣∣∣∣∣∣
∑
z′∈Z′i
f∗az′
∣∣∣∣∣∣
R
 .
It is also bounded since
‖f∗a‖∞ :=
∥∥∥∥∥∥
∑
y∈Y
 ∑
f(x)=y
ax
 {y}
∥∥∥∥∥∥
∞
= max
y∈Y
∣∣∣∣∣∣
∑
f(x)=y
ax
∣∣∣∣∣∣
R
· |y|Y
 ≤ ρ ·max
y∈Y
f(x)=y
(|ax|R · |f(x)|Y )
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so that
‖f∗a‖∞ ≤ ρ · Cf · max
y∈Y
f(x)=y
(|ax|R · |x|X) = ρ · Cf ·max
x∈X
(|ax|R · |x|X) = ρ · Cf · ‖a‖∞,
which implies that f∗ is a morphism in RSets+≤ of norm smaller than ρ ·Cf . The endofunctor
R
(·)
≤ρ, : R
Sets
+≤ → RSets+≤
is also monadic since the composition map for linear combinations
µ : R
(
R
(X)
≤ρ
)
≤ρ → R(X)≤ρ
is bounded. Indeed, if a ∈ R
(
R
(X)
≤ρ
)
≤ρ is given by
a =
∑
b∈R
(X)
≤ρ
a∑
x bx{x}
{∑x bx{x}} ,
then we have
|a|∞ = max
b∈R
(X)
≤ρ
(|a∑
x b(x){x}
|R · |
∑
bx{x}|∞
)
= max
b∈R
(X)
≤ρ
(|a∑
x b(x){x}
|R ·maxx(|bx|R · |x|X)
)
= max
b∈R
(X)
≤ρ
x∈X
(|a∑
x bx{x}
|R · |bx|R · |x|X
)
and also
|µ(a)|∞ =
∣∣∣∣∣∣∣∣∣
∑
x∈X
 ∑
b∈R
(X)
≤ρ
bx 6=0
a∑
x bx{x}
· bx
 {x}
∣∣∣∣∣∣∣∣∣
∞
= max
x∈X

∣∣∣∣∣∣∣∣∣
∑
b∈R
(X)
≤ρ
bx 6=0
a∑
x bx{x}
· bx
∣∣∣∣∣∣∣∣∣
R
· |x|X

≤ ρ ·D ·max
x∈X
 max
b∈R
(X)
≤ρ
bx 6=0
(|a∑
x bx{x}
|R · |bx|R
) · |x|X

= ρ ·D · max
b∈R
(X)
≤ρ
x∈X
(|a∑
x bx{x}
|R · |bx|R · |x|X
)
so that
|µ(a)|∞ ≤ ρ ·D · |a|∞.
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One may recover (R,+,×, | · |R) as R = R({11})≤C (where C denotes, as before, the norm of
the addition map + on R). The addition and multiplication maps can be found back by
composition of the monadic multiplication
µ : R
(
R
({11})
≤C
)
≤C → R({11})≤C
with the (bounded) embeddings
[+] : R2 → R
(
R
({11})
≤C
)
≤C
(a, b) 7→ 1 · {a}+ 1 · {b}
and
[×] : R2 → R
(
R
({11})
≤C
)
≤C
(a, b) 7→ a · {b}
Recall however that a bounded morphism f : R → S of weakly seminormed rings only
induces a morphism R(·) → S(·) of monads in RSets+ , and not any morphism R(·)≤ρ → S(·)≤ρ
in general. This makes the theory of weakly seminormed rings algebraically much more
complicated than the theory of seminormed rings, and explains why we will mostly work
with seminormed structures and the category RSets+≤1 from now on.
Remark 2.2.2. We may think of
R◦ρ : X 7→ R(X)≤ρ
as a kind of ring of ρ-integers in R, analogous to Durov’s archimedean ring of integers
Z∞ ⊂ R from [Dur07]. It is possible to define an ideal
R◦◦ρ : X 7→ R(X)<ρ
in this monad, with quotient given denoted by R˜ρ := R◦ρ/R
◦◦
ρ . The R
∗
+-graded monad
Gr(R, | · |R) := ⊕r∈|R|R\0R˜ρ
then gives a natural archimedean analog of Temkin’s reduction from [Tem04], Section 3,
that may be useful to describe the archimedean points of the dagger analytic topoi, if we
start from a usual seminormed ring R.
2.3 Seminormed polynomials and convergent power series
Let (X, | · |X) be an object of RSets+≤1 and (N,+, 0) be the additive monoid of non-negative
integers. Let
(X)N := HomSets−fs(X,N)
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be the monoid of monomials on X, given by the set of finitely supported maps from X to
N, seen as a multiplicative monoid whose generic element is of the formXα for α : X → N.
The multiplicative grading on (X)N is given by
‖Xα‖m :=
∏
x∈X, α(x)6=0
|x|α(x)X ,
with the convention that the empty product is equal to 1. This is a multiplicative monoid
map ‖ · ‖m : (X)N → R+. Indeed, if α, β : X → N are two finitely supported maps, then
we have
‖Xα ·Xβ‖m := ‖Xα+β‖m
:=
∏
x∈X,(α+β)(x)6=0 |x|(α+β)(x)X
=

∏
x∈X
α(x) 6=0
β(x)=0
|x|α(x)X
 ·

∏
x∈X
α(x) 6=0
β(x) 6=0
|x|(α+β)(x)X
 ·

∏
x∈X
β(x) 6=0
α(x)=0
|x|β(x)X

and also
‖Xα‖m · ‖Xβ‖m :=
(∏
x∈X,α(x)6=0 |x|α(x)X
)
·
(∏
x∈X,β(x)6=0 |x|β(x)X
)
=

∏
x∈X
α(x) 6=0
β(x)=0
|x|α(x)X
 ·

∏
x∈X
α(x) 6=0
β(x) 6=0
|x|α(x)X
 ·

∏
x∈X
β(x) 6=0
α(x) 6=0
|x|β(x)X
 ·

∏
x∈X
β(x) 6=0
α(x)=0
|x|β(x)X

so that
‖Xα ·Xβ‖m = ‖Xα‖m · ‖Xβ‖m.
Now suppose given a contracting map f : X → Y and α ∈ (X)N. As before, we define
f∗α(y) =
∑
x∈f−1(y)
α(x).
Suppose given a fixed y ∈ Y such that f∗α(y) :=
∑
x∈f−1(y) α(x) 6= 0. Then
|y|f∗α(y)Y = |y|
∑
x∈f−1(y) α(x)
Y =
∏
x∈f−1(y),α(x)6=0
|f(x)|α(x)Y .
This implies that
‖f∗α‖m :=
∏
y∈Y,f∗α(y)6=0
|y|f∗α(y)Y =
∏
x∈f−1(Y ),α(x)6=0
|f(x)|α(x)Y ,
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and since f : X → Y is contracting, we get
‖f∗α‖m ≤
∏
x∈f−1(Y ),α(x)6=0
|x|α(x)X =
∏
x∈X,α(x)6=0
|x|α(x)X = ‖α‖m.
This shows that X 7→ (X)N gives a functor
(·)N : RSets+≤1 −→ Mon(RSets+≤1 ,⊗m).
This free multiplicatively seminormed monoid has the following universal property: if
f : X → N is a contracting map from an R+-graded set to a (commutative) multiplica-
tively seminormed monoid, there is a unique extension
[f ] : (X)N → N
of f to a morphism of multiplicatively seminormed monoids, given by
[f ](α) :=
∏
x∈X,α(x)6=0
f(x)α(x).
Now we may combine the above two constructions: if (X, | · |X) is an R+-graded set
and (R, | · |R,+,×) is a seminormed ring, we may define the seminormed polynomial ring
R[X ] by setting R[X ] := R((X)
N), together with the ℓ1-seminorm ‖ · ‖1 associated to the
multiplicative seminorm ‖ · ‖m on (X)N. By construction, this is a seminormed R-module
together with a multiplication given by the usual polynomial multiplication
(
∑
aαX
α) · (
∑
bαX
α) :=
∑
γ
( ∑
α+β=γ
aα · bβ
)
Xγ.
We also have∣∣∣(∑ aαXα) · (∑ bαXα)∣∣∣ ≤∑
γ
( ∑
α+β=γ
|aα|R · |bβ|R
)
|Xα|.|Xγ| =
∣∣∣∑ aαXα∣∣∣·∣∣∣∑ bαXα∣∣∣ .
Combined with our previous results, this shows that we have defined a functor
R[·]1 : RSets+≤1 → SNRings.
The polynomial R-algebra has the following universal property: if X is an R+-graded set,
R→ S is a (contracting) morphism of seminormed rings, and f : X → S is a contracting
map, then f extends uniquely to a morphism of seminormed R-algebras
[f ] : R[X ]1 → S.
Composition with the forgetful functor SNRings → RSets+≤1 gives an endofunctor
ΣrR : R
Sets
+≤1 → RSets+≤1
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which is monadic, since it is constructed as the composition of two monadic functors. One
may recover R from ΣrR by setting R = Σ
r
R({∅}).
There is a natural completion functor
−ˆ : SNRings → BanRings
that sends a seminormed ring to its completion. If R is a Banach ring, we will denote by
R〈·〉 : RSets+≤1 → BanRings
the composition of the completion functor with R[·]1, that sends X to R〈X〉 := R̂[X ]. It
still induces a monadic functor on RSets+≤ .
Definition 2.3.1. A weakly seminormed ring (A, | · |A) is called uniform if its seminorm
is power-multiplicative, meaning that
|an|A = |a|nA for all a ∈ A and n ∈ N.
We denote SNRingsu (resp. BanRingsu) the category of uniform (resp. complete uni-
form) seminormed rings.
We will now show that, if we work with the category of uniform weakly seminormed
rings, which are the basic building blocs of global analytic geometry, we may restrict to
the category of uniform seminormed rings without loosing any information.
Lemma 2.3.2. The natural functor
SNRingsu → SNRingsw,u
from uniform seminormed rings to uniform weakly seminormed rings is fully faithful and
every weakly seminormed ring is of the form (R, | · |tR) for some t > 0 and (R, | · |R) a
seminormed ring.
Proof. Let (R, | · |R,+,×) be a uniform weakly seminormed ring. Then by [Art67], The-
orem 3, there exists t > 0 such that | · |tR fulfills the triangle inequality
|a+ b|tR ≤ |a|tR + |b|tR.
Moreover, if we have |a ·b|R ≤ C|a|R · |b|R, then taking n-th powers of the arguments, n-th
roots of the terms in the inequality, and passing to the limit n → ∞, we get |a · b|R ≤
|a|R · |b|R. This shows the last statement. Similarly, if f : R→ S is a bounded morphism
of uniform weakly seminormed rings, the above “n-th roots of unity argument” shows that
f is contracting. This shows that the inclusion functor is full. It is clearly faithful, which
finishes the proof that it is an equivalence of categories.
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There is a natural “uniformization” functor
U : SNRings → SNRingsu
that sends (R, | · |R) to R equipped with the seminorm given on a ∈ A by
|a|R,u := lim
n→+∞
n
√
|an|.
We will denote by
R{·} : RSets+≤1 → BanRingsu
the composition of U with R〈·〉. This still induces a monadic functor on RSets+≤1 .
If X = ρ = (ρ1, . . . , ρn) ∈ Rn+, we denote ρ−1T the set of variables {ρ−1T1, . . . , ρ−1n Tn}
equipped with the R+-grading given by |ρ−1i Ti| = ρi. We will denote
R〈ρ−1T 〉 := R〈X〉 and R{ρ−1T} := R{X}.
Proposition 2.3.3. If (R, | · |R) is a seminormed ring, the category Mod(R, | · |R) has
arbitrary colimits, finite limits and internal homomorphisms. It also has a natural sym-
metric monoidal structure called the projective tensor product. Seminormed rings (resp.
uniform seminormed rings) have finite colimits and finite limits.
Proof. The fact that seminormed modules have arbitrary colimits, finite limits and inter-
nal homorphisms follows from the fact that the category RSets+≤1 has these properties. For
example, if (M, | · |M) is a seminormed abelian group and R ⊂ M be a submodule, the
map M/R→ R+ defined by
|x| = inf
m∈π−1(x)
|m|M
is a group seminorm on M/R called the residue seminorm. If R is a seminormed ring
and I ⊂ R is an ideal, then the residue seminorm on R/I is a ring seminorm that makes
A/I the quotient seminormed ring. Similarly, if f, g : (R, | · |R) → (S, | · |S) are two
parallel morphisms of seminormed rings, then the coequalizer coker(f, g) is given by the
ring S/I, where I is the ideal generated by elements of the form f(x) − g(x) for x ∈ R,
equipped with the residue seminorm. Let (R, | · |R) be a seminormed ring and (M, | · |M)
and (N, | · |N) be two seminormed modules over (R, | · |R). The seminorm on M ⊗R N
given by the residue seminorm of the ℓ1 module seminorm
‖ · ‖1 : R(M×N) → R+∑
a(m,n)(m,n) 7→
∑ |a(m,n)|R · |m|M · |n|N
along the quotient map R(M×N) → M ⊗A N is called the projective tensor product semi-
norm and denoted ‖·‖p :M⊗AN → R+. This gives a symmetric monoidal structure ⊗R,1
on Mod(R). The initial seminormed ring (resp. uniform seminormed ring) is given by the
ring of integers Z together with its archimedean seminorm | · |∞. Indeed, Z is the initial
ring, and the maximal ring seminorm on Z must fulfill |1| = 1 and |1 + 1| = |1|+ |1| = 2,
17
so that all ring seminorms on Z are bounded by this one. If (Ri, | · |i)i∈I is a finite family
of seminormed rings, the projective tensor product seminorm on ⊗(Z,|·|∞)(Ri, | · |i) is a ring
seminorm that gives the coproduct of the family. We already showed that seminormed
rings have coequalizers. The same is true for uniform seminormed rings using the uni-
formization functor U . This shows the statement about finite colimits of seminormed
rings. Now the non-empty finite limits of the underlying R+-graded sets in RSets+≤1 give
limits in seminormed rings and uniform seminormed rings.
3 Dagger algebras
We will start this section by explaining the motivations underlying the introduction of
the category of dagger algebras.
An important drawback of Banach rings like R〈ρ−1T 〉 or R{ρ−1T} is that they are
often non-noetherian (for example, if ρ = 1 and R = C, one gets the ring of continuous
functions on the complex unit disc that are analytic on its interior). Moreover, Banach
rings of convergent power series don’t have a nice differential calculus, at least over Qp,
since the Poincaré lemma fails for them. These two facts are our main motivations for
the introduction of rings of overconvergent power series.
A power series f ∈ R[[T ]] in one variable over a Banach ring R is overconvergent on
a disc of radius ρ if it converges on a disc of radius ν > ρ. We would like to define the
ring of overconvergent power series as the filtered colimit of the rings R〈ν−1T 〉. However,
this filtered colimit in the category of Banach rings is simply R〈ρ−1T 〉. So we need to
work in a category that contains Banach rings and that allows us to keep track of the
overconvergence properties. This will be the category of ind-Banach rings, that is already
discussed (in the complex situation) in Bambozzi’s thesis [Bam14], Section 3.3. We will
thus define the ring R〈ρ−1T 〉† of ℓ1-overconvergent power series on a given polydisc of
radius ρ as the uniform ind-Banach ring given by the filtered colimit of the Banach rings
R〈ν−1T 〉 for ν > ρ. One may then define ℓ1-dagger affinoid algebras as ind-Banach rings
that are isomorphic to algebras of the form R〈ρ−1T 〉†/I for I a finitely presented ideal.
Since we want to get back p-adic analytic spaces in the sense of Berkovich when we
work over the Banach ring Qp = (Qp, | · |p), we will not work with general Banach rings,
but with uniform Banach rings. If we denote ⊗ the coproduct in the category BanRingsu
of uniform Banach rings, we get for example for Z = (Z, | · |∞), natural isomorphisms
Qp{ρ−1T} ∼= Z{ρ−1T} ⊗Z Qp
and
C{T} ∼= Z{ρ−1T} ⊗Z C,
where we use the two contracting morphisms Z = (Z, | · |∞) → (C, | · |C) = C and
Z = (Z, | · |∞)→ (Qp, | · |p) = Qp to extend the scalars. The coproduct of uniform Banach
rings thus exactly gives, by scalar extension, the rings of analytic functions on a disc that
we would like to use both in the p-adic and in the complex case.
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We will thus define the ring R{ρ−1T}† of ℓ∞-overconvergent power series on a given
polydisc of radius ρ as the uniform ind-Banach ring given by the filtered colimit of the
uniform Banach rings R{ν−1T} for ν > ρ.
An important drawback of the category of uniform Banach rings is that they are
reduced, so that they exclude the use of nilpotent elements, that has proved (since Weil)
to be so useful to do differential calculus in a geometric setting. This will lead us to the
definition of the category of ℓ∞-dagger algebras over a given Banach ring, that is inspired
by the work of Dubuc-Zilber [DZ94] on analytic models for synthetic analytic geometry, of
Lurie [Lur09a] on general geometries and of Porta on complex derived geometry [Por14].
A dagger rational domain in an overconvergent polydisc D†(0, ρ) (given by the Berkovich
spectrum of the ind-Banach ring R{ρ−1T}†, to be defined in this section) is a subspace
defined by finitely many inequalities of the form
D(f0, ρ0|f1, ρ1, . . . , fn, ρn) = {x ∈ D†(0, ρ), ρ0|fi(x)| ≤ ρi|f0(x)|},
for (fi) generating the underlying ring of R{ρ−1T}† as an ideal and ρi > 0. One may
define the ring of overconvergent functions on D as the quotient
R{(ρi/ρ0)−1Ti}†/(f0T1 − f1, . . . , f0Tn − fn)
in the category of uniform ind-Banach rings, and morphisms of dagger rational domains
will be defined as morphisms of the corresponding uniform ind-Banach algebras over R.
A dagger algebra A over a Banach ring R will be a “functor of functions”
A : Rat†(R,|·|R) → Sets
on the category Rat†(R,|·|R) of dagger rational domains in finitely generated overconvergent
power series rings R{ρ−1T}† for varying ρ and T , that commutes with finite products and
sends pullback diagrams of the form
D1

 //

D2

D3

 i // D4
with i an embedding of a sub-rational domain, to pullbacks. There is a natural fully
faithful embedding
RatAlg
†
(R,|·|R)
:= Rat†,op(R,|·|R) → Alg
†
(R,|·|R)
of the category of rational domain algebras to the category of dagger algebras.
3.1 Overconvergent power series
We will first use the indization of the category of Banach and uniform Banach rings to
get a convenient category of overconvergent algebras over a general Banach ring. We will
use [KS06], Chapter 6, as a general reference on indization of categories.
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There is a natural Yoneda embedding
BanRings → BanRings∨ = Hom(BanRingsop,Sets)
(A, | · |A) 7→ (B, | · |B) 7→ HomBanRings ((B, | · |B), (A, | · |A))
and a natural Yoneda embedding
BanRingsu → BanRings∨u = Hom(BanRingsopu ,Sets)
(A, | · |A) 7→ (B, | · |B) 7→ HomBanRingsu ((B, | · |B), (A, | · |A)) .
Definition 3.1.1. The categories ind-BanRings (resp. ind-BanRingsu) of ind-Banach
(resp. uniform ind-Banach) rings is the full subcategory ofBanRings∨ (resp. BanRings∨u)
whose objects are isomorphic to filtered colimits of Banach rings (resp. uniform Banach
rings).
Recall that the natural uniformization functor
BanRings → BanRingsu
commutes with finite colimits, but that this is not the case of the natural embedding
BanRingsu → BanRings.
For example, the uniform tensor product is not isomorphic to the projective tensor prod-
uct.
Recall some basic facts about ind-objects in a given category C. If α : I → C and
β : J → C are two filtrant systems in C, we may compute the morphisms between the
corresponding ind-objects by setting
Homind-C(colim
i
α(i), colim
j
β(j)) := lim
i
colim
j
HomC(α(i), β(j)).
If f : A→ B is a morphism between two ind-objects in C, there exists a filtrant category
I, two functors α : I → C and β : I → C and a morphism of functors ϕ : α→ β such that
colimI ϕ = f in ind-C. More generally, if f, g : A → B is a pair of parallel morphisms
between two ind-objects in C, there exists a filtrant category I, two functors α : I → C
and β : I → C and two morphisms of functors ϕ, ψ : α → β such that f = colimI ϕ and
g = colimI ψ. This implies that the cokernel in ind-C of f and g may be computed as the
colimit of the objectwise cokernels
coker (f, g : A→ B) = colim
I
(coker (ϕ(i), ψ(i) : α(i)→ β(i))) .
We have more generally the following result (see [KS06], Proposition 6.1.18):
Proposition 3.1.2. Let C be a category that admits cokernels (resp. finite coproducts,
resp. finite colimits). Then ind-C admits cokernels (resp. small coproducts, resp. small
colimits) and the natural embedding C → ind-C commutes with cokernels (resp. finite
coproducts, resp. finite colimits).
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Since BanRings andBanRingsu have finite colimits, ind-BanRings and ind-BanRingsu
have small colimits and the natural embeddings
BanRings → ind-BanRings and BanRingsu → ind-BanRingsu
send finite colimits to finite colimits, so that the coproduct of a diagram of (uniform)
Banach rings seen as a (uniform) ind-Banach ring is simply given by their (uniform)
projective tensor product, and the cokernel of a pair of morphisms of (uniform) Banach
rings is given by the quotient (uniform) Banach ring. More generally, the colimit of a
finite diagram of (uniform) ind-Banach rings may be computed by using filtered colimits of
(uniform) projective tensor products and (uniform) quotients of the component (uniform)
Banach rings of the given diagram.
In particular, the Banach ring Z = (Z, |·|∞) is both the initial ind-Banach and uniform
ind-Banach ring.
Example 3.1.3. Here is an interesting example of a non-trivial ind-Banach algebra. For
every finite étale extension K of Q, we denote OK = (OK , ‖ · ‖∞) its ring of integers
equipped with the norm
‖f‖∞ := max
σ:K→C
|σ(f)|∞.
Then the ring of integers Z¯ of Q¯ may be equipped with an ind-Banach ring structure Z¯
given by the fact that it is the union of all OK for K finite étale over Q. There is a natural
action of Gal(Q¯/Q) on Z¯.
The forgetful functor Ring : BanRings → Rings giving the underlying ring of a
Banach ring extends to two “underlying ring” functors
Ring : ind-BanRings → Rings and Ring : ind-BanRingsu → Rings,
which is given by taking the filtered colimit of the underlying rings of a given diagram of
(uniform) Banach rings.
Definition 3.1.4. The Berkovich spectrum M(A) of an ind-Banach ring A is the set of
equivalence classes of morphisms χ : A → (K, | · |) where (K, | · |) is a multiplicatively
normed Banach field. If A is a Banach ring, we equip M(A) with the coarsest topology
that makes all evaluation maps
|a(·)| : M(A) → R+
| · (x)| 7→ |a(x)|
for a ∈ A continuous. If A is an ind-Banach ring, we equip M(A) with the projective
limit topology
M(A) = limM(Ai)
for a description A = colimAi of A as a colimit of Banach rings. If x is a point of M(A),
the minimal Banach field (K(x), | · |x) in the corresponding equivalence class is called the
residue field at x.
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The Berkovich spectrum is clearly functorial.
We now define overconvergent power series over a given Banach ring.
Definition 3.1.5. Let (X, | · |X) be an R+-graded set. A grading | · |1 on X is called an
over-grading if
|x|X < |x|1 for all x ∈ X.
If (R, | · |R) is a (uniform) seminormed ring, an over-grading of | · |R that is also a (uniform)
seminorm will be called a (uniform) over-seminorm. Let R be a Banach ring and X be
an R+-graded set. The ind-Banach ring of ℓ1-overconvergent power series on R is defined
as the (formal) filtered colimit, i.e., ind-Banach ring given by
R〈X〉† := colim
|·|1:X→R+ over-seminorms
R〈(X, | · |1)〉.
If R is unifom, the uniform ind-Banach ring of overconvergent power series on R is defined
as the (formal) filtered colimit, i.e., ind-uniform Banach ring given by
R{X}† := colim
|·|1:X→R+ over-seminorms
R{(X, | · |1)}.
In particular, if ρ = (ρ1, . . . , ρn) ∈ Rn>0 is a polyradius, the ind-Banach ring R〈ρ−11 T1, . . . , ρ−1n Tn〉†
of ℓ1-overconvergent power series of radius ρ is given by the colimit
R〈ρ−11 T1, . . . , ρ−1n Tn〉† := colim
ν>ρ
k〈ν−11 T1, . . . , ν−1n Tn〉,
and the uniform ind-Banach ring R{ρ−11 T1, . . . , ρ−1n Tn}† of overconvergent power series of
radius ρ is given by the colimit
R{ρ−11 T1, . . . , ρ−1n Tn}† := colim
ν>ρ
k{ν−11 T1, . . . , ν−1n Tn}.
We will now recall basic properties of uniform Banach rings of overconvergent power
series. Similar properties also hold for their ℓ1 versions. Recall that the Banach ring
R{ρ−1T} has the following universal property: for every bounded morphism of uniform
Banach rings R→ R′ and every element f ∈ R′ such that |f |R′ ≤ ρ, there exists a unique
commutative diagram:
R{ρ−1T} // R′
R
OO ::✉✉✉✉✉✉✉✉✉✉✉
The uniform ind-Banach ring R{ρ−1T}† has the following universal property: there is an
isomorphism natural in R′ = colimR′i:
HomR(R{ρ−1T}†, colim
i
R′i)
∼= Hom(R,R′)× lim
ρ′>ρ
colim
i
{f ∈ R′i, |f |R′i ≤ ρ′}.
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There is a natural coproduct on the category of overconvergent power series algebras
which is given by
R{ρ−1T}† ⊗R R{ν−1S}† ∼= R{ρ−1T, ν−1S}†
More generally, this formula also works for quotients by finitely generated ideals
R{ρ−1T}†/I ⊗R R{ν−1S}†/J ∼= R{ρ−1T, ν−1S}†/(I, J)
because the indization functor commutes with finite colimits.
The formation of overconvergent power series also commutes with extensions of the
base Banach ring, meaning that for f : R→ S a bounded morphism, we have
S{X}† ∼= R{X}† ⊗R S.
This allows us to define overconvergent power series over general ind-Banach rings.
Definition 3.1.6. Let R be an ind-Banach (resp. a uniform ind-Banach) ring and (X, | ·
|X) be an R+-graded set. Let Z = (Z, | · |∞) → R be the canonical morphism. The
ind-Banach (resp. uniform ind-Banach) ring of overconvergent power series on R with
variables in X is defined by
R〈X〉† := Z〈X〉† ⊗Z R
(resp. R{X}† := Z{X}† ⊗Z R).
3.2 Rational domains and dagger algebras
In this subsection, we will denote R a fixed ind-Banach ring. We want to describe rational
domains in the overconvergent polydisc D†R(0, ν) := M(R{ν−1T}†) defined by finitely
many inequalities of the form
D(f0, ρ0|ρ1, f1, . . . , ρn, fn) = {x ∈ D†(0, ν), ρ0|fi(x)| ≤ ρi|f0(x)|},
for (fi) generating Ring(R{ν−1T}†) as an ideal and ρi > 0. This will be done by defining
directly the associated ind-Banach algebras.
Definition 3.2.1. Let A be an ind-Banach ring and let (f0, . . . , fn) ∈ Ring(A)n+1 be a
finite family of elements of the underlying ring of A that generate Ring(A) as an ideal,
and ρ = (ρ0, . . . , ρn) ∈ Rn+1>0 .
1. The rational domain (resp. uniform rational domain) algebra A〈ρ0, f0|ρ1, f1, . . . , ρn, fn〉
(resp. A{ρ0, f0|ρ1, f1, . . . , ρn, fn}) is the Banach (resp. uniform Banach) algebra over
A given by the quotient
A〈(ρ1/ρ0)−1T1, . . . , (ρn/ρ0)−1Tn〉/(f0T1 − f1, . . . , f0Tn − fn)
(resp. A{(ρ1/ρ0)−1T1, . . . , (ρn/ρ0)−1Tn}/(f0T1 − f1, . . . , f0Tn − fn)) .
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2. The overconvergent rational domain (resp. uniform overconvergent rational do-
main) algebra A〈ρ0, f0|ρ1, f1, . . . , ρn, fn〉† (resp. A{ρ0, f0|ρ1, f1, . . . , ρn, fn}†) is the
ind-Banach (resp. uniform ind-Banach) algebra over A given by the quotient
A〈(ρ1/ρ0)−1T1, . . . , (ρn/ρ0)−1Tn〉†/(f0T1 − f1, . . . , f0Tn − fn)(
resp. A{(ρ1/ρ0)−1T1, . . . , (ρn/ρ0)−1Tn}†/(f0T1 − f1, . . . , f0Tn − fn)
)
.
3. The associated rational domain (resp. dagger rational domain) is the morphism
D(ρ0, f0|ρ1, f1, . . . , ρn, fn) :=M(A{ρ0, f0|ρ1, f1, . . . , ρn, fn}) −→M(A)(
resp. D†(ρ0, f0|ρ1, f1, . . . , ρn, fn) :=M(A{ρ0, f0|ρ1, f1, . . . , ρn, fn}†) −→M(A)
)
.
4. The family of morphisms{
D(fi, ρi|f0, ρ0 . . . , f̂i, ρi, . . . , fn, ρn) −→M(A)
}
i(
resp.
{
D†(fi, ρi|f0, ρ0 . . . , f̂i, ρi, . . . , fn, ρn) −→M(A)
}
i
)
is called the standard covering associated to the family {(fi, ρi)}i=0,...,n.
5. A dagger rational domain algebra (resp. rational domain covering) is called strict
if the polyradius ρ = (ρ0, . . . , ρn) has all components equal to 1.
It is clear from the definition and properties of the coproduct of ind-Banach and
uniform ind-Banach rings that the pushout of a rational domain (resp. uniform rational
domain) algebra along an arbitrary morphism of ind-Banach (resp. uniform ind-Banach)
rings is again a rational domain (resp. uniform rational domain) algebra, and that a
rational domain (resp. uniform rational domain) algebra on a rational domain (resp.
uniform rational domain) algebra over R is a rational domain (resp. uniform rational
domain) algebra over R. The same results are also true in the overconvergent setting.
We will denote RatAlganR (resp. RatAlg
†
R) the category of uniform ind-Banach alge-
bras that are isomorphic to uniform rational domain algebras over power series algebras
R{ν−1T} (resp. uniform overconvergent rational domain algebras over overconvergent
power series algebras R{ν−1T}†) for various multiradii ν. We will denote RatAlgan,sR
(resp. RatAlg†,sR ) the subcategory of strict rational domain algebras (resp. strict dagger
rational domain algebras) over power series (resp. overconvergent power series) algebras
of polyradii (1, . . . , 1). We will also denote RatAlg†
1
R the category of ind-Banach algebras
that are isomorphic to dagger rational domain algebras over overconvergent power series
algebras R〈ν−1T 〉† for various multiradii ν and RatAlg†1,sR the subcategory of strict al-
gebras. To treat all these categories in a unified formalism, we introduce the following
notation.
Definition 3.2.2. A type of analytic spaces is an element t of the set
{an, {an, s}, †, {†, s}, {†1}, {†1, s}}.
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The category of rational domain t-algebras is denoted RatAlgtR. If t is a type of analytic
spaces and A is an ind-Banach ring, we denote A(ρ−1T )t the algebra of t-convergent power
series over A and A(ρ0, f0|ρ1, f1, . . . , ρn, fn)t the standard t-rational domain algebra.
For example, we will have
A(T )an := A{T},
A(ρ−1T )† := A{ρ−1T}†,
A(ρ0, f0|ρ1, f1, . . . , ρn, fn)†1 := A〈ρ0, f0|ρ1, f1, . . . , ρn, fn〉†,
and the notation A(ρ−1T )an,s means that ρ = 1 and that we work with A{T}.
Proposition 3.2.3. The uniformization and Banach completion functors give a natural
diagram
RatAlg
†1,s
R

u // RatAlg
†,s
R

// RatAlg
an,s
R

RatAlg
†1
R
u // RatAlg
†
R
// RatAlganR
whose arrows commute with finite coproducts and pushouts along rational domain embed-
dings and whose vertical arrows are fully faithful. If R is a uniform ind-Banach ring, the
uniformization arrows u are equivalences.
Proof. The only non-formal point is the isomorphism statement. It follows from Poineau’s
article [Poi13], Corollary 1.8 (see also Bambozzi and Ben-Bassat [BB15], Theorem 8.2 in
the case R = Z). The basic idea is to show that for ρ < ν < µ, there is a restriction
morphism
R〈µ−1T 〉 → R{ν−1T},
which will induce the inverse morphism of the canonical morphism
R{ρ−1T}† → R〈ρ−1T 〉†.
Example 3.2.4. Let (R, | · |) be a uniform Banach ring.
1. If R is an integral ring equipped with the trivial seminorm | · |0, the strictly con-
vergent or overconvergent power series are given by polynomials, and we will see in
Proposition 3.2.9 that strict rational domain algebras are given by localizations.
2. One may look at Zp and Qp as (non-strict) rational domain algebras over the base
Banach ring R = Z0 := (Z, | · |0), by using the formulas
Zp = O({2 · |p| ≤ |1|}) := Z0{2T}/(T − p)
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and
Qp = O({2 · |p| ≤ |1|, |1| ≤ 3 · |p|}) := Z0{2T, (1/3)S}/(T − p, pS − 1).
This will play an essential role in the analytic derived de Rham cohomology approach
to p-adic period rings, that we will discuss in Section 7.
3. Over R = Qp = (Qp, | · |p), the above notions of rational domains give back the usual
rational domains of Berkovich’s geometry [Ber90], and the strict rational domains of
Tate’s rigid analytic geometry [Tat71]. Their overconvergent analogs were already
used by Große-Klönne [GK00].
4. Over R = C = (C, | · |∞), we find back essentially the same strict overconvergent
affinoid rational domains as those used by Bambozzi in his thesis [Bam14].
Example 3.2.5. Let Z := (Z, | · |∞) be the Banach ring of integers with its archimedean
absolute value.
1. The strict convergent (resp. overconvergent) power series are given by polynomials,
equipped with the sup norm (resp. over-seminorms of the sup norm) on the unit
polydisc. Non strict rational domain algebras over them include ind-Banach rings
like Zp and Qp (isomorphic to the ind-Banach rings Zp and Qp described in Example
3.2.4), but also the ind-Banach ring
R = O({2 · |1| ≤ |2|}) := Z{2T}/(2T − 1).
2. Strict rational domains over the polynomial ring Z[X ] (equipped with its sup norm
on the global unit disc D(0, 1)Z), will be for example given by
{|nX| ≤ |1|}, and more generally {|qsX − ps| ≤ |r|},
with (n, p, q, r, s) ∈ N5 such that qsX − ps and r are relatively prime in Z[X ]. The
archimedean fiber of these two examples give the disc D(0, 1/n) and (when s and
q are non-zero) the discs D(p/q, r/s) with arbitrary rational center and arbitrary
rational radius, intersected with the unit disc. Remark that this intersection may
be empty.
3. The natural map Z{X0, 1/X0}† → Z{X1, 1/X1}† given by X0 7→ 1/X1 gives a well
defined isomorphism between the rational domains {1 ≤ |X0| ≤ 1} and {1 ≤ |X1| ≤
1}, with underlying algebras of functions the Zariski domain algebras Z[X0, 1/X0]
and Z[X1, 1/X1] on the polynomial algebras Z[X0] and Z[X1]. We will see in Proposi-
tion 5.1.2 that this allows us to put on the algebraic projective space Proj(Z[X1, X1])
the structure of a strict dagger analytic space over the Banach ring Z, giving a kind
of additional “Arakelov structure” on it.
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4. The natural “multiplicative” comultiplication ∆m on Z[X0, 1/X0] naturally extends
to a comultiplication ∆†m on Z{X0, 1/X0}†. We will call the corresponding analytic
group over Z simply U(1). Over the non-archimedean base Z0 = (Z, | · |0), one has
U(1) = Gm, but over R, we get U(1)R and over Qp, we also get U(1)Qp . This may
be quite disturbing to an algebraic geometer that the natural base extension (i.e.,
analytification) of the algebraic multiplicative group Gm to K = R or Qp is not
Ganm,K , but U(1)K .
Proposition 3.2.6. The opposite category to RatAlgtR for t ∈ {an, {an, s}, †, {†, s}, †1, {†1, s}}
a type of analytic spaces, equipped with the admissible subcategories of rational domain
embeddings and the Grothendieck topology generated by rational domain coverings is a
pre-geometry in the sense of Lurie [Lur09a], Definition 3.1.1.
Proof. To simplify notations, we will write the proof for the case t = an, and it applies
directly to other cases by replacing analytic power series R{ρ−1T} by t-convergent power
series R(ρ−1T )t. We already know that there are finite coproducts and pushout diagrams
along rational domain embeddings. Let us show that if a triangle
Y
g
❅
❅❅
❅❅
❅❅
❅
X
f
>>⑦⑦⑦⑦⑦⑦⑦⑦
h // Z
of rational domains is such that g and h are rational domain embeddings, then f is also
a rational domain embedding. Indeed, suppose we have a commutative diagram (multi-
index notation)
R{ρ−1T}/(sT − r)
f
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
R
g
77♦♦♦♦♦♦♦♦♦♦♦♦♦ h // R{ν−1S}/(uS − v)
Then we get a natural morphism(
R{ρ−1T}/(sT − r)) {ν−1S}/(uS − v) −→ R{ν−1S}/(uS − v)
that induces a natural morphism
R{ρ−1T}/(sT − r){ν−1S}/(uS − v, T − f(T )) −→ R{ν−1S}/(uS − v).
This last map is an isomorphism, so that f is indeed a rational domain embedding. This
argument extends to the overconvergent setting. Let us now show that every retract of a
rational domain embedding is a rational domain embedding. Suppose given a retraction
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diagram
A
i //

id
))
R
r //

A

B
i //
id
55R{ρ−1T}/(gT − f) r // B
By construction, there is a canonical retraction
B
i1
//
id
))
A{ρ−1T}/(r(g)T − r(f)) r1 // B
where the map i1 is given by the composition
B
i−→ R{ρ−1T}/(gT − f) r−→ A{ρ−1T}/(r(g)T − r(f))
and the map r1 is given by the universal property of the quotient. It remains to show that
i1 ◦ r1 = id to get that i1 and r1 are inverse isomorphisms, which will finish the proof.
For t ∈ {an, {an, s}, †, {†, s}, †1, {†1, s}} a type of analytic spaces, the “underlying
ring” functor
Ring : ind-BanRings → Rings
restricts naturally to an “underlying R-algebra” functor
Alg : RatAlgtR → AlgR.
If f : R → S is a morphism of ind-Banach algebras, there are natural base extension
functor
-⊗R S : RatAlgtR → RatAlgtS.
For u ∈ {an, †}, there is also a natural fully faithful embedding
RatAlg
u,s
R → RatAlguR.
We will now introduce the categories of analytic and dagger algebras, that will allow
the use of nilpotent elements, which is not possible with uniform ind-Banach rings. We
carefully inform the reader that the category Sets used in this definition is a category of
small enough sets.
Definition 3.2.7. For t ∈ {an, †, †1} a non-strict type of analytic spaces, a t-algebra
(resp. a very strict t-algebra) will be a functor
A : (RatAlgtR)
op → Sets (resp. A : (RatAlgt,sR )op → Sets)
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that sends finite coproducts of algebras to products, and pushout diagrams of the form
A1
i //

A2

A3 // A4
where i : A1 → A2 corresponds to the embedding of a rational sub-domain, to pullbacks.
We denote AlgtR the category of t-algebras and Alg
t,vs
R the category of very strict t-
algebras. Objects of AlganR (resp. Alg
†
R, resp. Alg
†1
R ) will be called analytic (resp.
uniform dagger, resp. dagger) algebras over R.
We have thus introduced three new (very strict) types of analytic spaces {an, vs},
{†, vs} and {†1, vs}.
For t ∈ {an, †, †1} a non-strict type of analytic spaces, there is are natural Yoneda
embeddings
RatAlgtR → AlgtR and RatAlgt,sR → Algt,vsR
that commutes by definition with finite coproducts and pushout diagrams of the form
A1
i //

A2

A3 // A4
where i corresponds to an embedding of a rational sub-domain.
Proposition 3.2.8. Let t ∈ {an, {an, vs}, †, {†, vs}, †1, {†1, vs}} be a type of analytic
spaces. If f : R → S is a morphism of ind-Banach algebras, there is a natural base
extension functor
-⊗R S : AlgtR → AlgtS.
Proof. The base extension functor is given by the following construction: every A in AlgtR
may be presented as a colimit of representable functors
A = colim
i
HomRatAlgtR(−, Ai) = colimi Homind-BanRingsR\(−, Ai),
with Ai ∈ RatAlgtR. One then defines A⊗R S by
A⊗R S := colim
i
Homind-BanRingsS\(−, Ai ⊗R S),
where the colimit is taken in the category AlgtS.
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By construction, the diagram
RatAlgtR
−⊗RS //

RatAlgtS

AlgtR
−⊗RS // AlgtS
commutes.
The following lemma will imply that strict analytic geometry on a trivially seminormed
ring is essentially equivalent to scheme theory.
Proposition 3.2.9. If R is an integral ring with its trivial seminorm, then the categories
of very strict dagger and of very strict analytic algebras are equivalent to the category of
usual R-algebras, and rational domains are given by localizations.
Proof. This follows from the fact that rational domain algebras correspond to localization
of polynomial algebras, and that a functor that sends coproducts to products and local-
ization pushouts to pullbacks on them is equivalent to a functor on polynomial algebras
that sends coproduct to products, which is well known (since Lawvere [Law04]) to be
the same thing as an arbitrary algebra. So let us prove that rational domain algebras in
polynomial rings over a trivially normed integral ring correspond to their localizations.
First remark that the spectral seminorm on the unit polydisc for the polynomial algebra
on R is given by the trivial seminorm. Indeed, it is the uniform seminorm associated to
the canonical Banach norm, given by∣∣∣∑ aαXα∣∣∣ :=∑ |aα|0,
which gives ∣∣∣∑ aαXα∣∣∣
0
= max (|aα|0) .
If A = R[X1, . . . , Xn] is a polynomial algebra and f0, . . . , fn are elements in A such that
there exist ai ∈ A with 1 =
∑
i∈I aifi then for every point in M(A) = M(A, | · |0), we
have |ai(x)| ≤ |ai|0 ≤ 1 and
1 = |1| ≤ max
i∈I
|fi(x)| ≤ max
i∈I
|fi|0 ≤ 1
so that
{x, |fi(x)| ≤ |f0(x)| for all i > 0} = {x, 1 ≤ |f0(x)|}.
If we look at the corresponding rational domain algebra, this gives the quotient
R[X1, . . . , Xn]{f0, 1|1, 1} = R[X1, . . . , Xn, T ]/(f0T − 1),
equipped with the quotient seminorm of the trivial norm on the polynomial ring, that is
also the trivial norm in this case, so that we get
{x, 1 ≤ |f0(x)|} = {x, f0(x) 6= 0}.
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so that
A{f0, 1|f1, 1, . . . , fn, 1} = A{f0, 1|1, 1} = A[1/f0].
The same argument applies also to the overconvergent setting, since the Berkovich spec-
trum does not change.
For t ∈ {an, †, †1} a non-strict type of analytic spaces, the underlying R-algebra
functor Alg : RatAlgtR → AlgR extends naturally to a functor Alg : AlgtR → AlgR
given by
Alg(A) := colim
ρ→∞
A(R(ρ−1T )t)
with T a variable.
Definition 3.2.10. If A is an ind-Banach R-algebra and t ∈ {an, †, †1} is a type of
analytic spaces, the t-completion of A is the t-algebra defined by setting its values on a
rational domain t-algebra B in RatAlgtR to be
At(B) := Homind-BanRingsR\(B,A).
By definition, the t-completion At of A naturally commutes with all pushout diagrams,
and in particular with those needed to be a t-algebra over R. This construction thus gives
a t-completion functor
(·)t : ind-BanRingsR → AlgtR
A 7→ At
Example 3.2.11. We may apply the dagger completion to the ind-Banach ring Z¯ over
(Z, | · |∞), to get a dagger algebra Z¯† equipped with a natural Gal(Q¯/Q)-action.
We may apply the t-completion to morphisms R → (K, | · |) to a multiplicatively
normed Banach field (K, | · |), to define the Berkovich spectrum of a t-algebra.
Definition 3.2.12. Let A be a t-algebra over R for t ∈ {an, †, †1} a non-strict type of
analytic spaces. The berkovich spectrum of A is the set M(A) of equivalence classes of
morphisms
χ : A→ (K, | · |)t
for the family of morphisms R→ (K, | · |) from R to a multiplicatively seminormed field,
together with the coarsest topology that makes the maps
M(A)→ R+
given by x 7→ |a(x)| for a ∈ Alg(A) continuous.
The following proposition shows that using spectra of dagger algebras does not give
more general Berkovich spectra. As we said before, the interest is to allow the introduction
of nilpotent elements, which will be useful for the development of differential calculus.
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Proposition 3.2.13. Let A be a t-algebra over R for t ∈ {an, †, †1} a non-strict type of
analytic spaces. There exists an ind-Banach ring (that is uniform if A is uniform) ib(A)
that is initial with the property that there exists a morphism
A→ ib(A)t.
The natural morphism
M(ib(A))→M(A)
is an isomorphism.
Proof. By abstract nonsense, the t-algebra A is a canonical colimit of (representable)
rational domain algebras Ai. Setting ib(A) to be the colimit of these rational domain
algebras Ai in the category of uniform ind-Banach rings, we find that ib(A) has the
desired universal property. The map M(ib(A)) → M(A) is a bijection by the universal
property of ib(A) and it is clearly bicontinuous.
Definition 3.2.14. We will say that A is a uniform t-algebra if the canonical morphism
A→ ib(A)t
is an isomorphism.
Proposition 3.2.15. The diagram described in Proposition 3.2.3 induces the following
diagram of categories of algebras:
Alg
†1,vs
R Alg
†,vs
R
uoo Alg
an,vs
R
oo
Alg
†1
R
OO
Alg
†
R
uoo
OO
AlganR
OO
oo
The arrows u are equivalences if R is uniform.
Proof. This follows from the fact that all the functors of loc. cit. commute with coprod-
ucts and pushouts along rational domain immersions.
Remark 3.2.16. Let (R, | · |R) be a uniform Banach ring. Proposition 3.2.15 allows us
to relate dagger algebras to usual analytic algebras, that are usually used on a non-
archimedean Banach field, e.g., by Berkovich [Ber90] and Tate [Tat71]. The problem with
the approach to analytic geometry using convergent power series and analytic algebras is
that convergent power series on polydiscs are not well behaved in the archimedean setting
(e.g., not Noetherian), and that it may lead to looking at the unit circle S1 with its
algebra of continuous complex valued functions as an analytic space (see [Ber90], Remark
1.5.5). As explained by Bambozzi in his thesis, the overconvergent setting solves this
problem with S1 (see [Bam14], Example 6.4.38). It is also well known that p-adic de
Rham cohomology behaves better in the overconvergent setting [GK00].
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3.3 Affinoid algebras
We will now introduce the basic building blocks in our approach to analytic geometries,
that will be finitely generated, in some sense. A first natural idea is to use the (0-
truncated) envelopping geometries of the rational pre-geometries described in Proposition
3.2.6, in the sense of Lurie [Lur09a], Definition 3.4.9. In the strict case, this will give a very
restrictive notion of affinoid algebra over Z, that one may think of as a notion of affinoid
algebra over the analytic field with one element F{±1} (its algebraic version if described
by Durov in [Dur07]). Since general projective varieties over Z may not have a model
over this deeper base, we will also introduce another notion of strict affinoid algebra, that
is better suited to our purpose of studying projective schemes as strict global analytic
spaces.
Definition 3.3.1. Let t ∈ {an, †, †1} be a non-strict type of analytic spaces. A t-algebra
A over R that is (isomorphic to) a coequalizer
C
f //
g
// B // A
of two morphisms in RatAlgtR (i.e., that is finitely presented) is called a t-affinoid R-
algebras. We denote AfftR the category of t-affinoid R-algebras. A t-affinoid R-algebra
is called a strict t-affinoid R-algebra if B above can be chosen to be a strict t-algebra. It
is called a very strict t-affinoid R-algebra if the above diagram comes from a diagram of
strict rational t-algebras. We will denote Afft,sR the category of strict affinoid t-algebras
and Afft,vsR the category of very strict t-affinoid R-algebras.
By definition, for t ∈ {an, †, †1}, there is a natural sequence of fully faithful functors
RatAlgtR → AfftR → AlgtR.
We also have a natural sequence of fully faithful functors
RatAlgt,s → Afft,vsR → Afft,sR → AfftR → AlgtR
and a fully faithful functor
Aff
t,vs
R → Algt,vsR .
For all t ∈ {an, †, †1} the forgetful functor on AlgtR restricts to a natural forgetful
functor
Alg : AfftR → AlgR
that induces forgetful functors
Alg : Afft,sR → AlgR and Alg : Afft,vsR → AlgR.
33
Definition 3.3.2. Let t ∈ {an, †, †1} be a non-strict type of analytic spaces. The category
of strict t-algebras is the category
Alg
t,s
R := ind-Aff
t,s
R .
We now show that the difference between strict and very strict algebras vanishes if we
work on non-trivially valued fields. Of course, on Banach rings such as Z = (Z, | · |∞),
they give two distinct notions.
Proposition 3.3.3. Let (R, | · |R) be a non-trivially seminormed field and t ∈ {an, †, †1}
be a non-strict type of analytic spaces. Then the natural functors
Aff
t,vs
R → Afft,sR and Algt,vsR → Algt,sR
are equivalences.
Proof. We only have to prove the essential surjectivity for affinoid algebras. It follows
from the fact that |R|R has arbitrarily large elements, so that the coequalizer defining a
strict affinoid algebra may be chosen to be between two very strict rational algebras.
Proposition 3.3.4. Let t ∈ {an, †, †1} be a non-strict type of analytic spaces. If R =
(R, | · |0) is an integral ring equipped with its trivial seminorm, then the natural functors
Aff
t,vs
R → Afft,sR and Algt,vsR → Algt,sR
are equivalences that identify strict affinoid t-algebras to finitely presented R-algebras and
strict R-algebras to arbitrary R-algebras.
Proof. Every strict affinoid t-algebra A may be written as a coequalizer
C
f //
g
// B // A
with C = R(ρ−11 Y1, . . . , ρ
−1
n )
t, and, by Proposition 3.2.9, we may also suppose that
B = R(X1, . . . , Xn, h
−1)t (with underlying ring the localized polynomial algebra). The
pair of morphisms (f, g) thus correspond to a family {fi, gi} of elements in the local-
ized polynomial algebra, that may also be seen as a pair of morphisms (f, g) as above
with C = R(Y1, . . . , Yn)t. This shows that A is a very strict t-algebra. The rest of the
proposition follows from Proposition 3.2.9.
Proposition 3.3.5. Let t ∈ {an, †, †1} be a non-strict type of analytic spaces. The cat-
egory (opposite to) AfftR (resp. Aff
t,vs
R ) is the 0-truncated geometric envelope of the
pre-geometry defined by RatAlgtR (resp. RatAlg
t,s
R ) in the sense of Lurie, [Lur09a],
Definition 3.4.9. The natural functor
ind-AfftR → AlgtR (resp. ind-Afft,vsR → Algt,vsR )
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is an equivalence of categories and the functor
Alg
t,s
R = ind-Aff
t,s
R → AlgtR
is a fully faithful embedding. The category Afft,sR is the (opposite) underlying category of
a geometry in the sense of Lurie, [Lur09a], Definition 1.2.5.
Proof. The two first statements essentially follows from our definition of affinoid and
very strict affinoid algebras. It remains to show that strict affinoid t-algebras form a
geometry, with strict rational domain embeddings as admissible morphisms. We know
that affinoid t-algebras form the geometric envelope of the pre-geometry given by rational
t-algebras (this follows from the construction of the geometric envelope, that uses the
colimit completion process of [Lur09c], Proposition 5.3.6.2). It remains to show that
strict affinoid t-algebras form a sub-geometry of this geometry. They are clearly stable
by pushouts, retractions and have the two out of three property (following the proof of
Proposition 3.2.6). Strict rational domain algebras over strict affinoid t-algebras are also
stable by pushouts. This shows that they indeed form a sub-geometry of the geometry
given by affinoid t-algebras, so that Afft,sR ⊂ AfftR is a fully faithful embedding. The
last statement follows by passing to categories of ind-objects.
3.4 Perfectoid dagger algebras
We discuss shortly the perfectoid analogs (see [Sch12b] for an introduction to perfectoid
spaces) of the constructions of the previous subsections, that may be useful for non-
archimedean applications.
Definition 3.4.1. A perfectoid field is a non-archimedean Banach field K of residue
characteristic p whose seminorm is non-discrete and whose Frobenius map is surjective
on the quotient ring K◦/p.
Definition 3.4.2. Let t = {an, †, †1} be a non-strict type of analytic algebras. Let K be
a perfectoid field with uniformizer ω ∈ K◦. Let ρ ∈ Rn>0 be a multiradius. The non-strict
t-perfectoid K-algebra of power series of multiradius ρ is the ind-Banach algebra
K((ρ−1T )1/p
∞
)t :=
(
colim
n→∞
K◦(ρ−1T, ρ−1/p
n
S)t/(Sp
n − T )
)
[ω−1].
Scholze [Sch12b] defines a tilt operation on convergent power series that sendsK{T 1/p∞}
to K♭{T 1/p∞}. Diekert’s master thesis [Die12] describes the Tilt operation on overcon-
vergent power series of radius 1. This can actually be extended to non-strict t-convergent
power series, by using the formula
K((ρ−1T )1/p
∞
)t 7→ K♭((ρ−1T )1/p∞)t.
We may define perfectoid rational domain t-algebras and t-perfectoid algebras in a way
similar to the one used in the previous section, by replacing everywhere the rings of t-
convergent power series by those of t-convergent perfectoidK-algebra of power series. This
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will give rise to categories RatAlgt,perfK and Alg
t,perf
K of t-perfectoid rational algebras
and t-perfectoid algebras over K that may be used to define a perfectoid version of t-
geometry, that gives back Scholze’s perfectoid spaces [Sch12b] in the strict setting for
t = an. As pointed out by Scholze, this category only contains reduced rings, so that
it is not adapted to the infinitesimal definition of differential notions. The tilt operation
extends directly to rational domain algebras giving a natural tilting functor
RatAlg
t,perf
K → RatAlgt,perfK♭
that extends, since it is compatible with coproducts and pushforwards along rational
domain immersions, to a tilting functor
Alg
t,perf
K → Algt,perfK♭ .
This will also give an equivalence between the corresponding étale and pro-étale topoi, to
be define in 4.3.
Since a t-rational domain algebra over a perfectoid algebra is still perfectoid (see
[Sch12b], Theorem 6.3 for the strictly analytic situation), we may define t-perfectoid
rational domain algebras by using rational domain algebras in t-perfectoid algebras of
power series. This gives a natural fully faithful functor
RatAlg
t,perf
K → AlgtK .
This functor sends pushouts along rational domain immersions to pushouts, so that it
extends to a functor
Alg
t,perf
K → AlgtK .
This allows us to do infinitesimal calculus on perfectoid dagger algebras by using infinites-
imal extensions in the category of all dagger algebras.
Remark 3.4.3. One may use the above viewpoint to propose a global notion of perfectoid
algebras. Let Z0 := (Z, | · |0) be the non-archimedean Banach ring of integers and Q its
fraction field. One may easily define as above the global perfectoid t-convergent power
series of multiradius ρ by setting
Q{(ρ−1T )1/N∞}t :=
(
colim
n→∞
Z0(ν
−1T, ν−1/nS)t/(Sn − T )
)
⊗Z0 Q.
The fields K = (Q(µ∞), | · |0) or K = (Q¯, | · |0) may play the role of the perfectoid
base field. One may then easily define the category RatAlgt,perfK and Alg
t,perf
K as before.
Remark that there is no clear analog of the tilt operation in this situation, but Witt vector
constructions with rings of integers in the spirit of those done by Davis and Kedlaya in
[DK14] may be enough to define interesting period rings and period sheaves. It is also
possible to use Zˆ-completed derived de Rham cohomology of Z¯/Z as proposed by Bhatt
in [Bha12b], Remark 10.22.
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4 Overconvergent geometry
In all this section, R will denote an ind-Banach ring. We will now define dagger analytic
spaces over R, that are essentially given by pasting dagger algebras along their natural
coverings by rational domains. This pasting operation can be done using Sets-valued
sheaves on the category of dagger algebras. To ease comparisons with other kinds of
analytic spaces, we will also define convergent and ℓ1-dagger analogs of dagger spaces.
4.1 Dagger analytic spaces
We first extend to affinoid t-algebras the notion of rational domain, and also define rational
coverings. Let u ∈ {an, †, †1} be a non-strict type of analytic spaces and t be one of the
types t = u or t = {u, s} or t = {u, vs}.
Definition 4.1.1. Let A be an affinoid t-algebra over R. Let (f0, . . . , fn) ∈ Ring(A)n+1
be a finite family of elements of A that generate Alg(A) as an ideal, and ρ = (ρ0, . . . , ρn) ∈
Rn+1>0 .
1. The rational domain t-algebra A(ρ0, f0|ρ1, f1, . . . , ρn, fn)t is the affinoid t-algebra
over A given by the quotient
A((ρ1/ρ0)
−1T1, . . . , (ρn/ρ0)
−1Tn)
t/(f0T1 − f1, . . . , f0Tn − fn).
2. The associated rational domain is the morphism
Dt(ρ0, f0|ρ1, f1, . . . , ρn, fn) :=M(A(ρ0, f0|ρ1, f1, . . . , ρn, fn)t) −→M(A).
3. The family {
Dt(fi, ρi|f0, ρ0 . . . , f̂i, ρi, . . . , fn, ρn) −→M(A)
}
i
is called the standard covering associated to the family {(fi, ρi)}i=0,...,n.
4. A rational domain algebra (resp. rational domain) is called strict (resp. very strict)
if A is strict (resp. very strict) and the polyradius ρ = (ρ0, . . . , ρn) has all compo-
nents equal to 1.
By definition of the category AfftR of affinoid t-algebras, the natural functor
i : RatAlgtR → AfftR
sends rational domain algebras on a rational domain algebra R to rational domain algebras
over the associated affinoid t-algebra Rt, so that the notation of the above definition for
rational domain algebras remains consistent with the previous one.
Let (AlgtR, τRat) be the category of t-algebras over R equipped with the topology
given by standard coverings by rational domains (naturally induced from the topology on
AfftR and the equivalence Alg
t
R
∼= ind-AfftR, as in [Lur09a], Definition 2.4.3).
37
Definition 4.1.2. We now work in the category Shv
Ŝets
(AlgtR, τRat) of sheaves on t-
algebras over R with values in a category Ŝets of big sets. We denote M(A) the sheaf
associated to the representable presheaf given by A.
1. A morphism D → X of sheaves is called a rational domain if its pullback along any
morphism M(A)→ Y is a rational domain.
2. A finite family of rational domains {Di → X}i∈I is called a standard rational
covering if its pullback along any morphism x : M(A) → X is a standard rational
covering.
3. A morphism D → X is called a quasi-compact domain if it is a union (colimit) of
finitely many rational domains.
4. A morphism U → X is called a pre-domain if it is the colimit of an arbitrary family
of rational domains.
5. A pre-domain U → X is called a domain (or an admissible domain) if for all points
x : M(A) → X that factorize through U , there exists a quasi-compact domain
D → U with a factorization x :M(A)→ D.
6. If U → X is a domain, a family of domains {Ui → U} is called an admissible
covering if for all rational domain D → U , the pullback of the family {Ui → U} to
D can be refined by a standard rational covering.
We then define a t-analytic space to be a sheaf X in Sh(AlgtR, τRat) that can be written
as the colimit
X = colim
M(A)→X
M(A)
along the system of all representable domains M(A) → X. The category of t-analytic
spaces is denoted AntR.
Remark 4.1.3. As explained by Temkin in [Tem10], it is difficult to describe a general open
affine subscheme but one can easily characterize it by a universal property. For example,
the Zariski open A2 − {0} of the affine plane A2 is not described by a localization of the
polynomial ring, but as the union of the two subspaces given by taking out the axis, with
coordinate rings Z[x, y, 1/x] and Z[x, y, 1/y]. The analytic analog of general Zariski open
subsets are given by (admissible) domains.
We may now define the notion of finitely presented analytic space, which is neces-
sary to explain the relation of t-analytic spaces with complex analytic or p-adic analytic
geometries.
Definition 4.1.4. A morphism f : X → Y of t-analytic spaces is called:
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1. affine and finitely presented if for every affinoid t-algebra point M(A) → Y , the
pullback is an affinoid t-algebra point M(B) → X such that B is an affinoid t-
algebra over A;
2. locally finitely presented if it is locally affine and finitely presented for the G-
topology.
An analytic space is locally finitely presented if the morphism X → M(R) is locally
finitely presented.
For u ∈ {an, †}, the natural functors Affu,vsR → Affu,sR → AffuR are compatible
with the rational domain topologies, so that they induces functors between categories of
sheaves, which gives “destrictification” functors
An
u,vs
R → Anu,sR → AnuR.
Remark 4.1.5. To illustrate the difference between strict and very strict analytic spaces,
we may look at them over the base Banach ring Z = (Z, | · |∞). A very strict analytic
space over Z is something that one may think of as an analytic space over the field with
one element F{±1} (in analogy with what Durov does in the algebraic setting in [Dur07]).
It is thus a very rigid object, and the category of very strict analytic spaces over Z looks
like being quite poor. A strict analytic space over Z is something more similar in nature
to what one usually uses to call an Archimedean compactification in Arakelov geometry.
We will discuss this further in Section 5.
Remark 4.1.6. It is likely that the above destrictification functors are fully faithful at least
in the non-archimedean case, following arguments similar to the ones used by Temkin
[Tem04]. In the global case over Z = (Z, | · |∞), Temkin’s graded approach to the de-
scription of the points of the G-topology can’t be directly adapted because of the lack of
archimedean rings of integers (see however Remark 2.2.2 for a possible replacement), but
one may try (following a suggestion of Temkin) to start from loc. cit., Proposition 2.5 to
show that the fibers of the corresponding morphism of G-topoi are connected.
Remark 4.1.7. The destrification functor sometimes plays the role of the analytification
functor: if we work on a trivially seminormed integral ring (R, | · |0), we have shown in
Proposition 3.3.4 that strict dagger algebras are simply usual R-algebras, and rational
domains are given by localizations. Then domains correspond to Zariski open subsets,
and strict analytic spaces to usual schemes. The associated non-strict analytic spaces
give their non-archimedean analytification over (R, | · |0). One may probably identify
the points of the G-topology on the non-strict analytic spectrum of (R, | · |0) with the
valuation spectrum of R. This gives a relation between non-strict analytic geometry in
the trivially valued case and Krull and Zariski’s valuative approach to algebraic geometry.
This relation of course extend to Huber’s approach to non-archimedean geometry, since
the Huber space of an affinoid ring over a p-adic field may be identified with the space of
points of the G-topology on the corresponding strict analytic (i.e., rigid) space.
39
Remark 4.1.8. Let u ∈ {an, †, †1} be a non-strict type of analytic spaces. We must warn
the reader here about the interpretation of algebraic geometry as strict analytic geometry
over a trivially valued ring: looking at a scheme X over a ring R as a strict u-analytic
space Xu,s over (R, | · |0) with u ∈ {an, †}, is not a completely harmless operation: for
example, the base extension of the strict u-unit disc over Z0 := (Z, | · |0), with function
algebra (Z[X ], | · |0) along Z0 → Qp := (Qp, | · |p), will give the p-adic unit disc. If we
want to really get back the (non-strict) analytic affine line A1,uQp, we need to start from the
affine line A1,uZ0 , that is a the non-strict analytic space given by the union
A1Z0 = colimρ>0
Du,s(0, ρ)
of all discs with arbitrary radius and center 0. There are thus two very different ways
of looking at a scheme over Z: as a non-strict analytic space, which gives its global
analytification over Z0 and as a strict analytic space, which really gives the corresponding
algebraic analytic space (that may be used in a GAGA theorem, for example). We will
discuss the relation of this problem with Arakelov geometry in Section 5. In particular,
we will see that in the case of projective varieties, the above two kinds of analytifications
are identified.
We may also apply the “destrictification process” to the situation over the initial ind-
Banach ring Z := (Z, | · |∞): the base extension functor
An
†,s
Z → An†,s(Z,|·|0)
sends a strict analytic space over Z to the underlying scheme, and the functor
An
†,s
Z → An†Z
sends it to the associated global dagger space.
Proposition 4.1.9. If C = (C, | · |∞), the functor
RatAlg
†,s
C → RatAlg†C
is an equivalence of pre-geometries, meaning that it induces a sequence of equivalences
An
†,vs
C
∼−→ An†,sC ∼−→ An†C.
Proof. This comes from the fact that the value set of | · |∞ is R+. Indeed, we have for
ρ < 1, the isomorphism
C{ρ−1T} = C{T}{S}/(ρS − T )
and for ρ > 1, one may cover admissibly the disc of radius ρ by the strict rational domain
{|T | ≤ 1} (which is the spectrum of C{T}) and the rational domain {1 ≤ |T | ≤ ρ} (which
identifies with the strict rational domain {ρ−1 ≤ |S| ≤ 1} in the unit disc, with rational
domain algebra C{S}{T}/(TS−ρ−1)). One shows in a similar way that a rational domain
over C may be admissibly covered by a strict rational covering.
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The base extension functor corresponding to the bounded map Z → C thus gives a
kind of “associated complex analytic space”
An
†,s
Z → An†,sC .
We will see in Proposition 5.1.2 that this operation works well in the case of projective
varieties. However, in the p-adic case, we get two distinct functors on An†,sZ with values
in strict (i.e., rigid analytic) and non-strict p-adic dagger spaces over Qp, because discs
with radius not in ∞
√
pZ ⊂ R∗+ may not be covered admissibly by strict rational domain
algebras.
Definition 4.1.10. Let t ∈ {an, †, †1} be a non-strict type of analytic spaces and X be
a t-analytic space. The set of points |Xtop| of the underlying topological space Xtop is
defined to be the set of equivalence classes of morphisms
M((K, | · |K)t)→ X
for R→ (K, | · |K) a morphism of uniform ind-Banach rings from R to a complete multi-
plicatively seminormed field. A morphism of this form that is minimal in a given equiva-
lence class x ∈ Xtop is denoted K(x) and called the residue field at x. If f : X → Y is a
morphism of t-analytic spaces, then there is a canonical map
|ftop| : |Xtop| → |Ytop|.
Let X be a t-analytic space. A subset U ⊂ |Xtop| is called a Berkovich open subset if for
every morphism f :M(B)→ X, with induced set map
|f | :M(B) ∼= |M(B)top| → Xtop,
the inverse image set |f |−1(U) is open in M(B). The Berkovich topology τB is defined to
be the set of Berkovich open subset of |Xtop|. We call Xtop := (|Xtop|, τB) the underlying
topological space of X.
The underlying topological space is indeed a topological space (clear) and it is functo-
rial in morphisms of t-analytic spaces. Indeed, if f : X → Y is a morphism of t-analytic
spaces, U ⊂ |Xtop| is open, and g : M(B) → X is a morphism, then |g|−1(|f |−1(U)) =
|f ◦ g|−1(U) is also open, so that |f | : |Xtop| → |Ytop| is continuous.
We have thus showed that every t-analytic space gives rise to two natural topologies:
the G-topology, and the Berkovich topology. There is natural condition to impose on
them to get nicely behaved underlying topological spaces.
If U = Utop ⊂ Xtop is an open subset, we will still denote U ⊂ X the sub-functor
defined by the condition that every point x : M(A) → X such that xtop : M(A) → Xtop
factorizes through Utop is in U(A).
Definition 4.1.11. A t-analytic spaceX is called a t-Berkovich space if it is locally finitely
presented and every open subset U ⊂ Xtop may be covered by admissible domains. We
will denote BertR the category of t-Berkovich spaces.
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Remark that in a t-Berkovich space, every point x ∈ |Xtop| has a neighborhood given
by a finite union ∪iM(Ai) for M(Ai)→ X some rational domains.
The interest of imposing the above conditions is given by the following: there is a
natural continuous morphism of sites
π : (X, τG)→ (Xtop, τB).
Remark that if K = (K, | · |K)→ (L, | · |L) = L is a Banach field extension, and X is
a t-Berkovich space over K, then XL is a t-Berkovich space over L, but we may also take
the base extension
X˜L := X ×M(K)M(L)
of X inside the category of t-analytic spaces over K, which will be a K-dagger analytic
space but not aK-dagger Berkovich space anymore, since it is not locally finitely presented
in general (i.e., not locally modeled on t-affinoid algebras).
Definition 4.1.12. Let u ∈ {an, †, †1} be the underlying non-strict type of a type t ∈
{an, {an, s}, †, {†, s}, †1, {†1, s}} of analytic spaces. The u-affine line over R is the (non-
strict) u-space over R defined by the colimit of discs in one variable over R:
A1,uR := colimρ
DuR(0, ρ).
The structural sheaf Ot of t-algebras on a t-analytic space (X, τG) is given on a domain
D → X by
OtXG(D) := HomAnuR(D,A1,uR ).
If X is a t-Berkovich space, the structural sheaf on Xtop is given by
OtXtop(U) = π∗OtXG := colimD⊂U (O
t
XG
(D)),
where the colimit is taken in the category AlgtR and over all domains (or even rational
domains) contained in U .
Remark that one needs to pass to the non-strict category to define the affine line,
even if we work in the strict case, because when we work with strict analytic spaces on
a trivially valued integral ring (R, | · |0), i.e., with schemes, there are no elements in R of
arbitrary big seminorm, so that one would need to give another definition for the affine
line in this case (for example, as the unit disc, that is the usual algebraic affine line in
this strict trivially valued situation).
Example 4.1.13. We now explain how the notion of weak formal scheme from Meredith
[Mer72] is naturally related to dagger analytic spaces over a p-adic ring of integers. Let
K be a complete non trivially valued non-archimedean field, with ring of integers OK
and residue field k. Let π ∈ OK be a uniformizer. A weak formal scheme is a strict
dagger analytic space over (OK , | · |K). The generic fiber of a weak formal scheme X is the
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extension of scalars of X along the bounded morphism (OK , | · |K)→ (K, | · |K). Its special
fiber is the scheme given by the extension of scalars of X along the bounded morphism
(OK , | · |K) → (k, | · |0). The case of formal schemes can be treated similarly using strict
analytic spaces over (OK , | · |K). It is easy to find weak formal schemes that gives dagger
models over OK of finitely presented affine schemes over k. Indeed, a natural dagger model
for the affine space Ank is of course given by the unit polydisc D
n,†(0, 1) over OK , and given
finitely many equations and inequations fi = 0 and gj 6= 0 in k[X1, . . . , Xn], one may
extend them to Dn,†(0, 1) by taking pre-images in OK [X1, . . . , Xn] of the corresponding
polynomials, and using the strict domain D defined by |fi| ≤ |π| and |gj| ≥ 1, for example.
A similar argument applies to the projective space: the strict projective dagger space over
OK may be obtained by pasting various polydiscs (instead of various affine spaces). There
is also a general theorem due to Arabia [Ara01]: every smooth scheme X¯ over k can be
extended to a smooth weak formal scheme X over OK . In the general case, one can
always extend a quasi-projective scheme over k to a weak formal scheme over OK , that
is not smooth anymore in general. One may however see it as a derived dagger space
over OK in the sense of Section 7, and the (Hodge-completed) de Rham cohomology of
its generic fiber, that is a derived dagger space over K, will give us a nice cohomology
theory. It is also quite sure that the (Hodge completed) derived de Rham cohomology
of the dagger model X¯ over OK is an interesting invariant, because it also contains an
important p-torsion information, similar to the one used in p-adic cohomology theories.
Remark 4.1.14. Let X be an analytic space over a Banach ring R = (R, | · |R) in the sense
of Berkovich (see [Ber90] and [Poi13]). To every dagger rational domain algebra A over R
we associate the corresponding germ of global analytic subspace DA in the corresponding
analytic affine space An(R,|·|R). This correspondence is actually an equivalence, since we
can find back that algebra using global sections on the germ. The presheaf X† on rational
domain dagger algebras defined by setting X†(A) to be given by the set of morphisms of
germs (pro-global analytic spaces) DA → X is a sheaf on the category of rational domain
algebras for the standard rational coverings, and this extends naturally to a sheaf on the
category Alg†R by writing a dagger algebra as a colimit of rational dagger algebras. This
gives a natural functor
(−)† : BerglobR → An†R
from global analytic spaces over R in the sense of Berkovich [Ber90] to dagger analytic
spaces over R. This will allow us to define the de Rham cohomology of a global analytic
space, and to relate dagger analytic motives over C to Ayoub’s analytic motives.
Remark 4.1.15. The functor that sends a dagger algebra to the associated analytic algebra,
being compatible with rational domains and standard rational coverings, induces a natural
functor between the corresponding category of sheaves, which in turn induces a natural
functor
An
†
R → AnanR
from dagger analytic spaces to the category of convergent analytic spaces. This reduces
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naturally to a functor
Ber†R → BeranR .
If (R, | · |R) = (K, | · |K) is a non-archimedean valued field, this functor is close to being an
equivalence, as already shown in a similar (strict) situation by Große-Klönne in [GK00].
The category BeranK is very close to the category of Berkovich’s non-archimedean analytic
spaces from [Ber93]. If we denote BerK Berkovich’s original category, there is a natural
functor
BerK → BeranK
that sends X to the sheaf HomBerK (−, X). We defined our notion of dagger Berkovich
spaces so that this functor is likely to be an equivalence of categories, with the aim
of making the comparison with Berkovich’s theory easier. Remark that, as shown by
Bambozzi in his thesis [Bam14], the theory of dagger spaces seems better adapted to the
archimedean situation.
4.2 Tate’s acyclicity theorem
We now follow closely the approach of Tate [Tat71] (see also [BGR84], Chap. 7), by
adapting its archimedean version given by Bambozzi in [Bam14], Chapter 4. The argu-
ment are almost the same, but we write them for the reader’s convenience. In this section,
we denote (R, | · |R) a given base Banach ring, and t = {an, {an, s}, †, {†, s}} be a uniform
type of analytic spaces. Let X = M(A) be an affinoid t-analytic space over R. Recall
that we have defined the presheaf OX on the rational domain topology by setting
OX(U) := HomAnuR(U,A1,uR ),
where u ∈ {an, †, †1} is the non-strict type analytic space associated to the type t. One
may compute this explicitly on rational domain algebras, and this gives simply the functor
B 7→ Alg(B)
that sends a t-rational domain algebra B = A(f0, ρ0|f1, ρ1, . . . , fn, ρn)t to the underlying
algebra. We will now check that this presheaf is actually a sheaf.
Lemma 4.2.1. Let X = M(A) be an affinoid t-analytic space over R and X = ∪iUi be
an affinoid t-covering. Then
OX(X)→
∏
i
OX(Ui)
is injective.
Proof. This comes from the definition of OX as morphisms with values in the (non-
strict) space given by affine line, and that analytic functions (overconvergent or not) are
determined by their germs at every point of the Berkovich space.
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Lemma 4.2.2. Let A be a t-affinoid R-algebra. For any f ∈ Alg(A), there exists a point
x0 ∈M(A) such that
|f(x0)| = sup
x∈M(A)
|f(x)|.
Proof. The dagger analytic situation restricts to the strict situation by using the fact that
the Berkovich spectrum of a dagger affinoid algebra may be identified with the Berkovich
spectrum of the associated analytic affinoid algebra. One may then use the fact that we
work with uniform Banach rings, so that the given norm is equal to the spectral norm
‖f‖∞ := sup
x∈M(A)
|f(x)|.
Since x 7→ |f(x)| is continuous for the Berkovich topology (by definition) on the compact
topological space M(A), there exists x0 ∈ M(A) such that ‖f‖∞ = |f(x0)|.
Lemma 4.2.3. Let X = M(A) with A t-affinoid R-algebra and f1, . . . , fn ∈ Alg(A),
ρ1, . . . , ρn ∈ R>0, then the function
α(x) := max
i=1,...,n
ρ−1i |fi(x)|
assume it’s minimum in X.
Proof. If the fi’s have a common zero, there is nothing to show. Otherwise, they generate
the unit ideal in A, and one may consider the rational covering of X given by
Xi = D(fi, ρi|f1, ρ1, . . . , f̂i, ρi, . . . , fn, ρn) = {x ∈ X,α(x) = ρ−1i |fi(x)|}.
By Lemma 4.2.2, ρ−1i |fi(x)| assume its minimum on Xi (because ρi|f−1i (x)| has a maxi-
mum), and so α has assumes its minimum in X, which is the least of the minimum of the
ρ−1i |fi(x)| over Xi.
Definition 4.2.4. Let A be a t-affinoid algebra, f1, . . . , fn ∈ Alg(A), ρ1, . . . , ρn ∈ R>0
and X =M(A). Then each
Ui = {Dt(1, 1|fi, ρi), Dt(1, 1|f−1i , ρ−1i )}
is a t-rational covering of X. We denote by U1 × · · · × Un the covering consisting of all
intersections of the form U1 ∩ · · · ∩ Un where Ui ∈ Ui and call this the t-Laurent covering
of X generated by {(fi, ρi)}i=1,...,n.
More explicitly, the elements of the Laurent covering generated by {(fi, ρi)} are ratio-
nal domains of the form
D(1, 1|fµ11 , ρµ11 , . . . , fµnn , ρµnn )
with µi = ±1.
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Lemma 4.2.5. Suppose that t = {an, †} is a non-strict uniform type of analytic spaces.
Let U be a t-rational covering of X = M(A). There exists a t-Laurent covering V of X
such that for any V ∈ V, the covering U|V is a t-rational covering of V , which is generated
by units in OX(V ).
Proof. Let f1, . . . , fn ∈ Alg(A), ρ1, . . . , ρn ∈ R>0 be the datum of definition of the t-
rational covering U . We may chose a constant c ∈ R>0 such that
c−1 < inf
x∈X
( max
i=1,...,n
ρ−1i |fi(x)|),
which is well defined by Lemma 4.2.3. Let V be the t-Laurent covering generated by
{(fi, c−1ρi)}i=1,...,n. Consider the set
V = D(1, 1|fµ11 , (c−1ρ1)µ1 , . . . , fµnn , (c−1ρn)µn) ∈ V,
where µi = ±1. We can assume that there exists an s ∈ {0, . . . , n} such that α1 = · · · =
αs = 1, and αs+1 = · · · = αn = −1. Then
D(fi, ρi|f1, ρ1, . . . f̂i, ρi, . . . , fn, ρn) ∩ V = ∅
for i = 1, . . . , s, since
max
i=1,...,s
ρ−1i |fi(x)| ≤ c−1 < max
i=1,...,n
ρ−1i |fi(x)|
for all x ∈ V . In particular, for all x ∈ V , we have
max
i=1,...,n
ρ−1i |fi(x)| = max
i=s+1,...,n
ρ−1i |fi(x)|,
hence U|V is the rational covering of V gee rated by {(fi|V , ρi)} for s + 1 ≤ i ≤ n, which
are units in V if t = an since their spectral norm is positive. They are also units in V if
t = †.
Lemma 4.2.6. Let U be a t-rational covering of X which is generated by units f1, . . . , fn ∈
OX(X), then there exists a t-Laurent covering V of X which is a refinement of U .
Proof. Let V be the Laurent covering generated by the family {(fif−1j , ρiρ−1j }, with 1 ≤
i < j ≤ n. Consider V ∈ V. Defining I = {(i, j) ∈ N2, 1 ≤ i < j ≤ n}, we can find a
partition I = I1
∐
I2 such that
V = ∩(i,j)∈I1
(
D(1, 1|fif−1j , ρiρ−1j )
) ∩ ∩(i,j)∈I2 (D(1, 1|fjf−1i , ρjρ−1i )) .
One defines a partial order on {1, . . . , n} requiring that if (i, j) ∈ I1, then i ∼ <j of
if (i, j) ∈ I2 then j ∼ <i. For each i, j ∈ {1, . . . , n} with i 6= j, then i ∼ <j or
j ∼ <i. Consider a maximal chain (which always exists) i1 ∼ < · · · ∼ <ir of elements
of {1, . . . , n}. Since ir is maximal, we have that for any i ∈ {1, . . . , n}, i ∼ <ir, which
implies ρi|fi(x)| ≤ ρj |fj(x)| for all x ∈ V , i.e.,
V ⊂ D(fir , ρir |f1, ρ1, . . . , f̂ir , ρir , . . . , fn, ρn).
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Theorem 4.2.7 (Tate’s acyclicity theorem). Suppose either that the base Banach ring is
non-archimedean, or that t ∈ {†, {†, s}} is an overconvergent type of analytic spaces. The
presheaf OX is acyclic for the G-topology on M(A).
Proof. Since the G-topology is generated by rational coverings, we may reduce to them.
Using Lemma 4.2.5 and 4.2.6, we can refine a given rational covering by a (non-strict) Lau-
rent covering, and then by induction to the case of the covering U = {D(1, 1|f, ρ), D(1, 1|f−1, ρ−1)}.
The proof now follows closely the Tate’s one, adapted by Bambozzi to the archimedean
setting in [Bam14], Theorem 4.0.18: one has to check that the sequence
0→ A→ A(ρ−1X}t/(X − f)×A{ρY )t/(Y f − 1)→ A(ρ−1X, ρY )t/(X − f,Xf − 1)→ 0
is exact, which is done by Tate’s tricks of the trade, as explained in loc. cit.
4.3 The étale, Nisnevich and pro-étale topology
Let R be a uniform ind-Banach ring and t ∈ {an, {an, s}, †, {†, s}}.
We will now define general notions of differential calculus in a way that is similar to
the method used in scheme theory. We carefully inform the reader that these notions will
be interesting mostly for dagger analytic spaces, but the general definitions will be useful
for comparison purposes.
Definition 4.3.1. Let f : A→ B be a morphism of t-algebras over R.
1. The morphism f is called formally étale (resp. formally unramified, resp. formally
smooth) if for every commutative square
A
f //

B
}}
C // C/I
of t-algebras, with I a nilpotent ideal, the dotted arrow exists and is unique (resp.
is unique if it exists, resp. exists).
2. It is called flat (resp. finite) if the underlying morphism Alg(f) : Alg(A)→ Alg(B)
is flat (resp. finite).
3. A morphism f : X → Y of t-analytic spaces is called quasi-étale (resp. quasi-
unramified, resp. quasi-smooth) if it is locally finitely presented and it is locally
formally étale (resp. formally unramified, resp. formally smooth) for theG-topology.
4. A quasi-étale morphism f : X → Y of non-strict Berkovich spaces is said to have the
Nisnevich property if every point y ∈ Ytop has a domain neighborhood U = M(A)
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such that f has a section on U , meaning that there is a commutative diagram
X
f

U
77
// Y
Definition 4.3.2. Let X be a t-analytic space over R. A family R = {Yi → X}i∈I of
étale morphisms is called an étale covering if, for all morphism M(A) → X with A a
t-algebra over R, the family R ×X U := {Yi ×X M(A) → M(A)}i∈I can be refined by
a finite family {M(Bj) → M(A)}j∈J of étale morphisms. If we further suppose that X
and Y are Berkovich spaces, we will say that it is a Nisnevich covering if the morphism∐
j∈JM(Bj)→M(A) has the Nisnevich property.
We now define the pro-étale topology following closely Scholze’s approach from [Sch13],
Section 3. This topology gives a better take at completed étale cohomology. Let X be a
t-analytic space and Xfet be the category of finite étale morphisms f : Y → X.
Definition 4.3.3. The pro-finite étate site is defined to be the category pro-Xet of pro-
objects of the category Xfet. A morphism U → V of objects of pro-Xet is called étale
(resp. finite étale) if it is induced by an étale (resp. finite étale) morphism U0 → V0
of objects in Xet by base extension along a morphism V → V0. A morphism U → V
of objects of pro-Xet is called pro-étale if it can be written as a cofiltered inverse limit
U = limUi of objects Ui → V étale over V , such that Ui → Uj is finite étale and surjective
for large i > j. Such a presentation U = limUi → V is called a pro-étale presentation.
The pro-étale site Xproet has as underlying category the full subcategory of pro-Xet of
objects that are pro-étale over X. Finally, a covering in Xproet is given by a family of
pro-étale morphisms {fi : Ui → U} such that
∐
fi :
∐
Ui → U is an épimorphism.
There is a natural projection
η : Xproet → Xet.
We will denote Zℓ the limit of the constant pro-étale sheaves Z/ℓnZ, and Zˆ the limit of
the constant pro-étale sheaves Z/nZ. We will also denoteQℓ := Zℓ⊗ZQ andAf := Zˆ⊗ZQ.
Definition 4.3.4. Let X be a t-analytic space. The ℓ-adic (resp. complete integral) étale
cohomology of X is defined by
H∗et(X,Zℓ) := H
∗(Xproet,Zℓ)
(resp. H∗et(X, Zˆ) := H
∗(Xproet, Zˆ)).
Example 4.3.5. Let X be a proper non-strict analytic space over Z0 = (Z, | · |0) and denote
Q = (Q, | · |0). It may be interesting to try to extend Scholze’s result on p-adic Hodge
theory in [Sch13] to give a comparison theorem between the pro-étale cohomology of XQ¯
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with coefficients in Zˆ and the derived de Rham cohomology of X/Z0. Such an extension
has already been discussed in the semistable algebraic setting (which is a strict analytic
situation over Z0) by Bhatt in [Bha12b], Remark 10.22, but the use of analytic methods
may allow for a treatment of the question based only on Faltings’ almost mathematical
methods (like in Scholze’s approach), avoiding the semistable reduction hypothesis. This
will be further discussed in Subsection 7.1.
A notion of overconvergent sub-analytic subset will be necessary for the study of
direct images of analytically constructible sheaves in the pro-étale topology. We refer
to Martin’s paper [Mar12] for the notion of overconvergent sub-analytic subsets in strict
p-adic geometry. We give here an adaptation of his definition to our general setting.
Definition 4.3.6. Let R be a uniform ind-Banach algebra and Xtop be the underlying
topological space of a dagger (resp. a strict dagger) space X over R. A semi-analytic
subset of X is a subspace in the boolean algebra generated by its rational (resp. strictly
rational) subsets (by finite union, finite intersections and complements). A sub-analytic
subset in X is a subset given by the projection of a semi-analytic subset in X×RD†n(0, ρ)
(resp. in X ×R D†n(0, 1)) for some n ≥ 0 along the natural projection map to X.
It is not clear that subanalytic subsets defined as above form a boolean algebra, as it
is the case in the strict p-adic setting thanks to the result of Martin, loc. cit., Proposition
1.39, but this may be an interesting question to ask to model theoretists.
5 Dagger analytic geometry and Archimedean compact-
ifications
Let Z := (Z, | · |∞) be the global analytic basis and Z0 := (Z, | · |0) be its non-archimedean
counterpart. It is quite clear that any scheme locally of finite type over Z may be equipped
with a structure of non-strict dagger space over Z. Indeed, closed affine subschemes of
AnZ may be described as closed analytic subspaces of the overconvergent analytic affine
space An,†Z , and since algebraic maps are overconvergent, they can be used to define dagger
spaces over Z from schemes locally of finite type over Z. We thus get a (not very natural)
“base restriction functor”
An
†,s
Z0
∼= SchZ −→ An†Z
from the category of schemes over Z (i.e., strict dagger spaces over Z0) to the category of
dagger spaces over Z. All this shows that the category of non-strict global analytic spaces
is a natural recipient both for algebraic geometry and analytic geometry over various
bases like R, Qp or Zp.
Definition 5.0.7. The above defined functor
An† : SchZ −→ An†Z
will be called the non-strict (dagger) analytification functor.
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We now ask the natural question of describing which schemes over Z may be seen as
strict dagger spaces over Z, i.e., are isomorphic to schemes in the image of the functor
An
†,s
Z −→ An†Z.
This will lead us to the idea that an extension of a scheme structure over Z to a strict dag-
ger analytic space structure over Z may be naturally thought of as a kind of Archimedean
compactification, in the sense that is usually meant in Arakelov geometry.
Definition 5.0.8. Let X be a scheme over Z. An Archimedean compactification of X is
a strict dagger analytic space An†,s(X) over Z together with an isomorphism
An†,s(X)
∼−→ An†(X)
of non-strict analytic spaces over Z.
Example 5.0.9. The unit disc D†(0, 1)Z is a (very) strict dagger space with the affine line
as base extension to Z0, but it is not an Archimedean compactification of the algebraic
affine line A1Z because there is no isomorphism
D†(0, 1)Z
∼−→ A1,†Z .
Indeed, such an isomorphism would identify the associated topological spaces, but one of
them is compact and the other is non-compact.
5.1 Archimedean compactifications of projective schemes
To illustrate the notion of Archimedean compactification, we will describe it for the pro-
jective space P1Z. Recall from Example 3.2.5 that the natural isomorphism
Z[X0, 1/X0] −→ Z[X1, 1/X1]
given by X0 7→ 1/X1 is the underlying ring map of an isomorphism
Z{X0, 1/X0}† −→ Z{X1, 1/X1}†
of overconvergent rational domain algebras over Z. One may paste the overconvergent
global analytic discs
D1,†Z :=M(Z{X0}†) and D1,†Z :=M(Z{X1}†)
(with functions given by the polynomial algebras over Z with their sup norms on all discs
containing the global unit disc) to get a global analytic version P1,†Z of the projective line,
that will be the Archimedean compactification that we were looking for. It is even a
very strict Archimedean compactification, that one may think of as a kind of analytic
projective space Pn,†F{±1} . Adding the polydisc seminorm structures on the polynomial
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rings gives an important additional information that may be thought as some kind of
“Arakelov compactification”. Remark that one may see the (overconvergent analytic)
complex projective space P1,†C either as the pasting of two copies of A
1,†
C along G
†
m,C (which
gives also an algebraic model for it over C), or as the pasting of two (overconvergent) discs
D1,†C along D
1,†
C −{0}. Using the disc viewpoint “breaks the Gm-symmetry” of the algebraic
situation. It is quite stricking that such a “breaking of the Gm” symmetry can be also
done in the global analytic setting.
Lemma 5.1.1. If X is a scheme over Z that admits an archimedean compactification
An†,s(X)
∼−→ An†(X),
then any closed subscheme Z of X also has an archimedean compactification and the
inclusion Z → X may be extended to An†,s(Z) ⊂ An†,s(X).
Proof. Let Z ⊂ X be a closed subscheme, and let An†,s(X) = ∪iM(Ai) be a covering of
the archimedean compactification of X by strict representable domains over Z. Then one
may write the equations of Z in these charts and they are compatible by construction
with the pasting maps, so that Z also has an archimedean compactification.
Not every affine variety over Z, written in explicit coordinates, can be easily seen as
an affine overconvergent analytic variety over Z, because the solutions of an equation in
the affine line are not always contained in the unit disc. However, the case of projective
varieties is different, as we will see from the following proposition.
Proposition 5.1.2. If X is a projective variety over Z, then it has a natural Archimedean
compactification
An†,s(X)
∼−→ An†(X).
Proof. The case of the projective space PnZ is obtained by generalizing directly the above
example: the natural morphism
Z[t0, . . . , tn, 1/ti] → Z[t0, . . . , tn, 1/tj]
tk 7→ tk/tj si k 6= i
ti 7→ 1/tj
is bounded enough, so that it induces a morphism of overconvergent rational domain
algebras
Z{t0, . . . , tn, 1/ti}† −→ Z{t0, . . . , tn, 1/tj}†
over the base Banach ring Z = (Z, | · |∞) (these are just localizations of polynomial
algebras, but equipped with a family of norms induced by the over-seminorms of the
sup norm on the global unit polydisc). In this way, we get a very strict model for the
projective space Pn. If Z ⊂ PnZ is a closed sub-scheme, then we may apply Lemma 5.1.1
to get an Archimedean compactification of Z.
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Remark 5.1.3. It is clear from what we explained in Example 5.0.9 that general schemes
usually don’t have Arithmetic compactifications. Indeed, the affine line A1Z is not repre-
sentable in strict dagger spaces.
Remark 5.1.4. Another approach to finding strict dagger models over Z of projective
schemes over Z may be given by the isomorphism
P1Z ∼= A2Z − {(0, 0)}/Gm,Z.
One may define a strict dagger model of P1Z on Z by using the quotient analytic space
D2,†(0, 1)Z − {(0, 0)}/U(1)Z, where U(1)Z :=M(Z{X, 1/X}†). The analytic space
D2,†(0, 1)Z − {(0, 0)}
may be defined by pasting D†(0, 1)Z × U(1)Z and U(1)Z × D†(0, 1)Z along their common
rational domain U(1)Z × U(1)Z. This gives another way of presenting the strict dagger
projective space, as the quotient analytic sheaf (i.e., set-valued sheaf with values in sets
on the rational domain topology on strict dagger algebras)
P1,†Z := D
2,†(0, 1)Z − {(0, 0)}/U(1)Z.
Proposition 5.1.5. The following diagram of functors
ProjAn
†,s
Z

∼ // ProjAn
†,s
Z0
∼= ProjZ

An
†,s
Z
// An
†
Z
is (2)-commutative, with vertical arrows fully faithful and the upper horizontal arrow an
equivalence.
Proof. The vertical arrows are fully faithful by definition. The fact that the upper hor-
izontal arrow is essentially surjective follows from proposition 5.1.2. The fact that it is
faithful is clear. The fact that it is full is less clear. If f : X → Y is a morphism of
projective varieties, then its graph Γf , defined as the pullback
Γf //

X × Y
f×id

Y
∆Y // Y × Y
is projective. By proposition 5.1.2, this graph has an Arithmetic compactification. Since
f : X → Y may be written as the pullback of the projection Γf → Y along the identity
map, it also has an Archimedean compactification, so that the upper horizontal arrow of
the diagram in the statement of the proposition is an equivalence.
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5.2 Logarithmic Archimedean compactifications of quasi-projective
schemes
We would like to have a way to associate to a quasi-projective variety over Z some kind
of strict global dagger space over Z with generic fiber the given variety, that will give an
Arakelov model of the given variety. For example, if we start fromX = A1Z, this wish can’t
be fulfilled stricto sensu. A way to overcome this problem with non-projective schemes,
at least at the cohomological level, was paved by Deligne in [Del71], and then formalized
geometrically by Fontaine-Illusie and Hyodo-Kato, by the use of logarithmic analytic
spaces. In the above example, one replaces the affine line over Z by the logarithmic
analytic space over Z given by the projective line over Z, together with the sheaf of
monoids M := j∗O∗A1 ∩ OP1 ⊂ OP1, where j : A1 → P1 is the natural embedding. The
definition of this monoid of course uses some non-strict dagger geometry, since even A1
and the structural sheaf can’t be defined in the strict setting in general, but the analytic
space in play (here P1) is really a strict analytic space. So strict logarithmic geometry
gives an intermediary setting between strict analytic geometry and non-strict analytic
geometry.
Definition 5.2.1. Let t ∈ {an, {an, s}, †, {†, s}} be a type of analytic spaces. Let X be
a t-analytic space over an ind-Banach ring R. A pre-logarithmic structure on X is given
by a sheaf of monoids M on Xet, together with a morphism of multiplicative monoids
α :M→ OX .
The pre-log structure is called a log structure if α induces an isomorphism
α−1(O∗X) ∼−→ O∗X .
It is easy to generalize the notion of Archimedean compactification to the logarithmic
setting.
Definition 5.2.2. Let (X,M) be a log scheme over Z, and An†(X,M) be the associated
non-strict logarithmic dagger space over Z. An Archimedean compactification of (X,M)
is a strict logarithmic dagger space An†,s(X,M) over Z together with an isomorphism
An†,s(X,M) ∼−→ An†(X,M)
of non-strict dagger logarithmic spaces over Z.
We now may now extend Proposition 5.1.2 to the case of semistably compactifiable
schemes.
Proposition 5.2.3. Let X be a smooth scheme over Z that admits a projective compact-
ification X¯ over Z such that D := X¯\D is a divisor with normal crossings. Then the
associated log-scheme (X¯,MD), where MD := j∗O∗X ∩ OX¯ , and where j : X → X¯ is the
natural embedding, has a canonical Archimedean compactification An†,s(X¯,M).
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Proof. The closed inclusion D → X¯ is a morphism of projective schemes over Z that
has an Archimedean compactification An†,s(D) → An†,s(X¯) by Proposition 5.1.5. The
associated logarithmic strict dagger space An†,s(X,MD) will do the job.
Remark 5.2.4. We can still say something in the non-semistable case, using de Jong’s
resolution of singularities, as explained by Beilinson in [Bei11]. Let X be a smooth quasi-
projective scheme over Q¯. De Jong’s theorem implies that a basis for the h-topology
on X is given by arithmetic semistable pairs (U, U¯)/Z¯ (a smooth compactification of a
smooth variety with boundary a normal crossing divisor). To each such pair, one may
associate a logarithmic scheme over Z¯ that has an Archimedean compactification over Z¯†.
So we may say that in some sense, every scheme over Q¯ may be h-locally logarithmically
Arithmetically compactified. This construction may give a natural setting to explain
geometrically Arakelov-motivic cohomology [HS10] in a way that avoids the direct use of
Deligne cohomology. This point will be further discussed in Remark 6.2.8. This may also
give a natural setting to define global period rings by derived periods à la Beilinson-Bhatt.
This point will be further discussed in Subsection 7.1.
5.3 A dagger arithmetic Riemann-Roch problem
It is quite tempting to generalize Riou’s homotopy theoretic approach to the Riemann-
Roch theorem from [Rio10] by looking at it as written in the setting of homotopy theory
of strict analytic spaces over the base Z0 = (Z, | · |0) (in a sense to be explained in Section
6), and trying to extend it to strict analytic spaces over Z = (Z, | · |∞). We will call the
question of this extension the dagger arithmetic Riemann-Roch problem.
One may define the dagger general linear group as the sheaf on dagger algebras over
Z given by
GLn : A 7→ GLn(Alg(A)).
Since A1 : A 7→ Alg(A) is not representable in the category of strict dagger spaces
over Z0, it is quite reasonable to imagine that the same applies to the general linear
group for n > 1. It is quite easy, however, to define the strict global dagger analog of the
classifying spaceBGL used by Riou: in A1-homotopy theory, this space is described as the
infinite Grassmannian Gr∞ given by the colimit of the systems (Grd,n)(d,n)∈N2 where the
transition morphisms are of the form Grd,r → Gr1+d,r and Grd,r → Grd,r+1. We thus only
have to show that these varieties and maps have a dagger Archimedean compactification,
i.e., a strict model over Z, which is true since they are projective, so that we can apply
Proposition 5.1.2.
Another approach to this problem, that is followed by Karoubi and Villamayor in
[KV73], and more recently by Tamme [Tam11], is to replace the group GLn by the sim-
plicial group GL•n given by
GL•n : A 7→ GLn(Alg(A{∆•}†)),
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where the simplicial ring A{∆•}† is defined by
A{∆n}† := A{T0, . . . , Tn}†/(
∑
Ti − 1).
The classifying space may then be defined as the total ∞-stack associated to the functor
BGL : A 7→ Z× B•GL(A{∆•}†)
with values in bisimplicial sets. One then defines the (overconvergent) Karoubi-Villamayor
K-theory of A as
KVi(A) = πi(BGL).
Following [Tam11], 2.4, this gives back algebraicK-theory for i ≥ 1 in the case of a trivially
normed integral ring R that is supposed to be regular. Remark that both approaches
may be related by working in the setting of global analytic homotopy theory described in
Section 6.
Once given the correct Archimedean dagger compactification of BGL, and using the
notion of rational motivic cohomology proposed in Section 6, one may ask the following
question: if f : X → S is a projective smooth morphism of strict dagger analytic spaces
over Z, does the following diagram
Rf∗BGLQ
Rf∗(ch.Td(Tf )) //
f∗

∏
i∈ZRf∗HQ(i)[2i]
f∗

BGLQ
ch //
∏
i∈ZHQ(i)[2i]
commute in the strict rational stable homotopy theory SH†,s(S)? The same question
may apply in the quasi-projective case by replacing f∗ by the proper direct image f! and
motivic cohomology H by its version with proper support Hc.
Remark 5.3.1. As a corollary of this homotopy theoretic Riemann-Roch theorem, one
would get a Riemann-Roch theorem relating the direct image of higher Artin-Verdier K-
theory classes to the direct image of their Chern classes in higher Artin-Verdier motivic
cohomology (to be defined as motivic cohomology of strict analytic spaces over Z in the
sense of Section 6). This would give a kind of higher arithmetic Riemann-Roch for Artin-
Verdier motivic étale cohomology, that is quite different in nature from the Riemann-Roch
statements proved on Arakelov-motivic cohomology in [Sch12a], since the Hodge filtration
is not included in our approach.
Remark 5.3.2. To get a global analytic interpretation of Arakelov-motivic cohomology,
one really needs to combine the global analytic information given by strict global motivic
cohomology with the differential information given by Hodge-filtered de Rham cohomol-
ogy. This problem may be approached by trying to globalize the period isomorphism of
p-adic Hodge theory (see Subsection 7.1).
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Remark 5.3.3. A global analytic interpretation of Arakelov-motivic cohomology may also
be attained by taking inspiration in the work of Karoubi on multiplicative K-theory
[Kar86]. As explained to the author by Gregory Ginot, the use of the cyclic Chern char-
acter has the great advantage on the usual geometric approach to avoid the introduction
of denominators of the form 1
n!
in the definition of the Chern character map
ch : K∗(X) −→ HC−(X).
In any case (i.e., even in the Karoubi approach), to get the right p-torsion information,
one needs to work with a version of (maybe Hodge-completed) derived Hodge-filtered de
Rham cohomology (or, in the cyclic setting, simply cyclic homology) relative to the global
analytic base Z, to be defined in Subsection 7.3. A global analytic version of the Chern
character will be discussed in Section 8.
6 Global analytic motives
The aim of this section is to give a formalism for analytic motives à la Morel-Voevodsky
[MV99], that gives back usual motives in the strict case over a trivially valued integral ring,
and that also gives back good categories of rigid and complex analytic motives, similar to
those defined by Ayoub in [Ayo10] and [Ayo11]. We will define étale, Nisnevich and pro-
étale motives, with a preference to étale motives, since they seem to have better properties
than Nisnevich motives with respect to the integral Hodge and Tate conjectures (see
[RS14]), and they also allow a direct definition of the étale realization functor with finite
coefficients (remark however that over a characteristic p-basis, they are with coefficients
in Z[1/p], so that they don’t give a good information on the p-part of the cohomology).
We will also use the pro-étale topology that gives a better take at the completed étale
realization functor.
We refer to Ayoub’s thesis [Ayo07a] and [Ayo07b] for a systematic treatment of the
homotopy theory of schemes and to Cisinski and Deglise for a refined treatment of the
theory of motives with rational coefficients [CD09]. We will use the language of ∞-
categories (for which we refer to Lurie’s books [Lur09c] and [Lur09b]) to get a shorter
presentation, but the language of model categories and symmetric spectra in presheaves,
developed by Ayoub in [Ayo07b] has the advantage of allowing more explicit computations.
We will give a presentation of our theory that is a neat combination of the viewpoint used
by Roballo in his thesis [Rob12] and of Ayoub in his works on motives and analytic
motives.
6.1 Stable homotopy theory of sheaves
The analog in global analytic geometry of the affine line used in algebraic homotopy
theory (and of the unit interval used in classical homotopy theory) will be the unit disc.
It indeed gives back the algebraic affine line in the strict situation over a trivially valued
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integral ring. The stable homotopy theory of analytic spaces will be constructed by using
∞-sheaves (aka ∞-stacks) on the étale (resp. Nisnevich, resp. pro-étale) site of analytic
spaces with values in a stable presentable symmetric monoidal ∞-category (M,⊗), that
will be the stable∞-category (Sp,∧) of spectra, the stable∞-category (Sp(Mods(A)),⊗)
of simplicial module spectra on a sheaf A of rings (that will often be Z, Z/nZ of Q), or
(in the caracteristic zero situation) the stable ∞-category (Moddg(A),⊗) of differential
graded modules over A. The main difference between the simplicial and the differential
graded setting is that commutative differential graded algebras give correct strictifications
of homotopy commutative algebras only over Q. If we work with modules, we will get
categories of motives, and if we work with spectra, we will get stable homotopy categories.
We refer to Robalo [Rob12] (see also [Rob14]) for a short introduction to the ∞-
categorical tools used in this subsection, and to Lurie’s book [Lur09b] for a complete
reference on homotopical algebraic tools. We start by recalling from Robalo’s [Rob12]
important facts about the stabilization of symmetric monoidal ∞-categories.
Theorem 6.1.1. Let (C,⊗) be a presentable symmetric monoidal ∞-category and T ∈
(C,⊗) be an object. There exists a natural monoidal functor (C,⊗)→ (C[T⊗−1],⊗) from C
to a presentable symmetric monoidal∞-category such that for every symmetric monoidal
category D, the natural morphism
Map((C[T⊗−1],⊗), (D,⊗)) −→ MapT⊗−1((C,⊗), (D,⊗)),
from symmetric monoidal functors to symmetric monoidal functors that make T invertible,
is an equivalence. If the object T is further symmetric, meaning that there is a natural
2-equivalence in C between the cyclic permutation σ(123) on T ⊗ T ⊗ T and the identity
map, given by a 2-morphism:
then the underlying ∞-category of C[T⊗−1] is identified with the stabilization
StabT (C) := colim(· · · T⊗−−→ C T⊗−−→ C T⊗−−→ · · · ).
We denote (S,×) the symmetric monoidal ∞-category of spaces, obtained as the ∞-
localization of the monoidal category (SSets,×) of simplicial sets by weak equivalences.
The symmetric monoidal∞-category of pointed spaces with the wedge product is denoted
(S∗,∧). The symmetric monoidal ∞-category of spectra is obtained by
(Sp,∧) := ((S∗,∧)[(S1)⊗−1],⊗).
Since S1 is symmetric in S∗, the underlying ∞-category of Sp may be described as the
stabilization of S∗ with respect to the wedge product by S1.
Definition 6.1.2. An object X of a stable∞-categoryM is called homotopically compact
if for all n, the functor Homh(M)(X,−[n]) commutes to small filtered colimits.
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We essentially give here an ∞-categorical analog of Ayoub’s notion of coefficient cat-
egory from [Ayo07b], Definition 4.4.23.
Definition 6.1.3. Let (M,⊗) be a symmetric monoidal∞-category. We say that (M,⊗)
is a category of coefficients if
1. M is stable and presentable,
2. there exists a set E of homotopically compact objects of M that generate the trian-
gulated category with infinite sums h(M).
By definition, a symmetric monoidal model category (M,⊗) that is a category of
coefficients in the sense of Ayoub loc. cit. will give a symmetric monoidal ∞-category
(M,⊗) that is a coefficient category in the above sense. The model category setting gives
a better take at explicit computations, but we chose the ∞-category setting because it
sometimes allows easier universal constructions.
Proposition 6.1.4. Let (X, τ) be a small ∞-site and (M,⊗) be an ∞-category of coef-
ficients. Then the categories
PreShv(X, τ,M) and Shv(X, τ,M)
of presheaves and sheaves on (X, τ) with values in M are stable presentable symmetric
monoidal ∞-categories.
Proof. See [Rob12] for a closely related result. This follows from the fact (explained to
us by Brad Drew) that one may write
PreShv(X, τ,M) = PreShv(X, τ,Sp)⊗Sp M
and similarly for sheaves. The fact that PreShv(X, τ,Sp) is stable presentable and sym-
metric monoidal is already known, because it may be obtained by stabilizing presheaves
with values in SSets, that are presentable.
We refer to Robalo [Rob12], Section 5 for the following.
Definition 6.1.5. Let (X, τ) be a small ∞-site, (M,⊗) be a coefficient ∞-category, and
I = {Is}s∈S ∈ Shv(X, τ,M) be a family of objects.
1. The associated unstable homotopy category is the ∞-localization
H(X, τ, I,M) = LI(Shv(X, τ,M))
of the ∞-category of sheaves with respect to the class of morphisms X × Is → X.
2. The pointed unstable homotopy category is the associated pointed symmetric monoidal
∞-category H(X, τ, I,M)∗.
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3. If T is a symmetric object inH(X, τ, I,M)∗, we define the associated stable homotopy
category as the universal presentable symmetric monoidal ∞-category in which T
becomes ⊗-invertible:
SH(X, τ, I, T,M) := H(X, τ, I,M)∗[T
⊗−1].
The underlying ∞-category of SH(X, τ, I,M) is equivalent to the T -stabilization of
H(X, I,M)∗, which is given by the ∞-categorical colimit of the sequence
· · · T⊗−−→ H(X, I,M)∗ T⊗−−→ H(X, I,M)∗ T⊗−−→ · · ·
6.2 Analytic motives and spectra
Let t ∈ {an, {an, vs}, {an, s}, †, {†, vs}, {†, s}} be a type of analytic spaces. We now apply
the constructions of the previous section to the category of smooth t-analytic spaces with
its étale, Nisnevich and pro-étale topologies. We follow quite closely the approach of
Ayoub in the complex [Ayo10] and p-adic analytic [Ayo11] situations. We introduce two
types of non-strict motives: those obtained by contracting the unit disc D1, and those
obtained by contracting the family of all discs {D(0, ρ)}ρ∈R>0.
Let R be an ind-Banach ring andX be a t-analytic space over R. The category AnSmtX
of smooth t-spaces over X is small. It will be equipped with a topology τ that is either
the étale topology τet, the Nisnevich topology τNis or the pro-étale topology τproet. We fix
an∞-category (M,⊗) of coefficients. We will denote T the object in Shv(AnSmtX , τ,M)
given by
T = cof(Gm,X ⊗ 1→ A1X ⊗ 1).
The proof of Ayoub that T is symmetric in the algebraic setting in [Ayo07b], Lemme
4.5.65, being based on elementary integer valued matrix computations, extends directly
to the strict and non-strict overconvergent setting.
Definition 6.2.1. The τ -stable homotopy category SHt
M
(X, τ) with coefficients in M is
defined by
SHt
M
(X, τ) := SH(AnSmtX , τ, D
t
X(0, 1)⊗ 1, T,M).
If t ∈ {an, †} is a non-strict type of analytic spaces, we also define the τ -stable non-strict
homotopy category SHt,ns
M
(X, τ) with coefficients in M by
SH
t,ns
M
(X, τ) := SH(AnSmtX , τ, {Dt(0, ρ)⊗ 1}ρ∈R>0, T,M).
If (M,⊗) = (Sp,∧) is the symmetric monoidal ∞-category of spectra, we will denote
SHt
M
(X, τ) (resp. SHt,ns
M
(X, τ)) simply by SHt(X, τ) (resp. SHt,ns(X, τ)). If Λ is a
commutative ring and (M,⊗) = (Moddg(Λ),⊗), the ∞-category
DAtτ (X,Λ) = SH
t
M
(X, τ)
(resp. DAt,nsτ (X,Λ) = SH
t,ns
M
(X, τ))
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is called the category of τ -motivic (resp. non-strict τ -motivic) sheaves with coefficients
in Λ. More generally, if Λ is a sheaf of rings for the given topology τ , we will still denote
DAtτ (X,Λ) := DA
t
τ (X,Z)⊗Shv(X,τ,Moddg(ZX )) Shv(X, τ,Moddg(Λ))
the associated category of τ -motivic sheaves with coefficients in Λ (and similarly for
DAt,nsτ (X,Λ)).
The notation of the above definition are consistent, because if ΛX is a constant sheaf
of rings with values Λ, we will have a canonical equivalence
SHt
Moddg(Λ)
(X, τ) ∼= SHtModdg(Z)(X, τ)⊗Shv(X,τ,Moddg(ZX )) Shv(X, τ,Moddg(ΛX)).
It is natural, following what we said in Remark 4.1.6, to ask if the natural functor
SH
†,s
M
(X, τ)→ SH†
M
(X, τ)
is fully faithful. This question seems to have a positive answer over C (where it is even
an equivalence), and may also have a positive answer on a non-archimedean field K, if
one can adapt the work of Temkin [Tem04]. If we work over (Z, | · |∞), this adaptation
does not seem to be so easy, but the question remains interesting: this would relate usual
algebraic motives to global analytic motives, which are still quite rigid objects.
Remark 6.2.2. Let R be a Banach ring, M be a category of coefficients and t ∈ {an, †} be
a non-strict type of analytic spaces and X be a t-analytic space. The multiplication map
D(0, 1)×D(0, ρ)→ D(0, ρ)
shows that D(0, ρ) is D(0, 1)-contractible, so that there is a natural functor
SH
t,ns
M
(X, τ)→ SHt
M
(X, τ).
There is also of course a natural localization functor
SHt
M
(X, τ)→ SHt,ns
M
(X, τ).
Remark 6.2.3. It is quite natural to try to extend Ayoub’s formulation of the six opera-
tion formalism from [Ayo07b] (partially extended to the ∞-categorical setting by Robalo
[Rob14]) to our more general setting. Ayoub’s papers [Ayo11] and [Ayo10] show us that
there is no essential obstructions to this possibility. We will use this idea in some of our
discussions.
Example 6.2.4. Let X be a scheme, seen as a strict analytic space over Z0 := (Z, | · |0).
Then the stable homotopy categories SHM(X, τ) for τ = τet and τ = τNis give back the
usual étale and Nisnevich stable homotopy categories. This will be useful to get various
strict non-archimedean analytifications over Qp and Zp for (say) projective schemes by a
mere base change. One must not forget however, that the base extension of A1Z, seen as
the strict analytic space over Z0 given by the unit disc, only give the unit disc on Qp and
Zp, and not the affine line.
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Example 6.2.5. If the base Banach ring Qp = (Qp, | · |p) is seen as a strict analytic algebra
over itself, the category SHs
M
(Qp, τNis) gives back Ayoub’s category RigSHM(Qp) of rigid
analytic motives over Qp with coefficients in M. We will use the overconvergent analog,
because it carries a natural de Rham realization functor (because of homotopy invariance
of de Rham cohomology, that is only valid in the overconvergent setting). We may also
work with smooth perfectoid spaces over the completion of Qp(p1/p
∞
), seen as analytic
spaces over this field. Using Nisnevich coverings, we find a perfectoid version of Ayoub’s
rigid analytic motives (see Vezzani’s article [Vez14] for a description of the tilt operation in
the setting of rigid analytic motives). If we work over the Banach ring Zp = (Zp, | · |p) and
X is a strict dagger analytic space over Zp, we find a homotopy category SH
†,s
M
(X, τNis)
that is an overconvergent (sometimes called “weakly convergent” in the litterature) analog
of Ayoub’s homotopy category RigSH
M
(Y ) over a Zp-rigid scheme Y (see [Ayo11]). It may
(or may not) be possible to represent syntomic cohomology in this new category following
closely the approach of Deglise and Mazzari [DM12].
Example 6.2.6. Let X be a complex analytic space. This is also a global analytic space
over C in the sense of Berkovich (see [Poi13]), which has, by Remark 4.1.14, a naturally
associated dagger analytic space X† over C. There is a natural functor
SH
Ayoub
M
(X, τusu)→ SH†M(X†, τet)
from the complex analytic stable homotopy category over X with the usual topology and
with coefficients in M (in the sense of Ayoub [Ayo10]) to the stable homotopy category
over X† with coefficients in M. It is likely a fully faithful functor. It may even be
an equivalence. In any case, the same methods as those of Ayoub in loc. cit. should
allow to prove that a convenient version of SH†
M
(X†, τet) is equivalent to the ∞-category
Shv(X, τusu,M) of sheaves on X for the usual topology with values in M. In particular,
if X is a point, we should get back the usual homotopy theory given by M. If the base
for X is R := (R, | · |∞), then we should get an identification of SH†M(X†, τet) with the
∞-category Shv([X(C)/σ], τusu,M) where σ is complex conjugation. Indeed, the analytic
etale ∞-topos of X is identified with the quotient topos [X(C)/σ].
Example 6.2.7. Suppose that a given scheme over Z may be seen as a the extension of a
strict dagger analytic space over Z = (Z, |·|∞). The associated stable homotopy categories
SH
†,s
M
(X, τNis) give a category of (strict) motives over Z that has a natural analytification
by base change to C = (C, | · |C) that is very close to usual homotopy theory of M-valued
sheaves (by Example 6.2.6), and also natural non-archimedean analytifications over Qp
and Zp that are close to Ayoub’s rigid analytic motives. It is likely that the Artin-Verdier
étale cohomology theory can be represented as the étale cohomology spectrum in the
stable homotopy category SHs,†(Z, τet) or SH
†(Z, τet). Remark that the base extension
along Z→ Z0 := (Z, | · |0) gives a pullback functor
DA†,set (Z,Z)→ DA†,set (Z0,Z) = DAalget (Z,Z)
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that sends a strict global analytic motive to the associated algebraic motive. The base
extension along Z→ C = (C, | · |∞) gives a functor
DA†,set (Z,Z)→ DA†,set (C,Z)
that is a strict version of the Betti realization functor. It seems clear from the previous
examples that the complex base extension looses a lot of information, since motivic co-
homology in this setting is essentially Betti cohomology. However, this is less clear in the
global analytic setting, because the global motive contains information about all places,
and even the underlying algebraic motive, obtained by base extension to (Z, | · |0). This
global analytic strict étale motivic cohomology may thus be an interesting new invariant,
that we will call the Artin-Verdier motivic cohomology. We denote Havet,Z the associated
spectrum, constructed by using Ayoub’s theory of six operations in our setting.
Remark 6.2.8. It is quite tempting to define (an étale Artin-Verdier version of) Arakelov
motivic cohomology (defined by Holmstrom and Scholbach in [HS10]) with coefficients in
R by using the various Grothendieck operations that may be available on the motivic cat-
egories. By definition, real Beilinson-Deligne cohomology is representable by a spectrum
HBD in
SH
†,s
et (Z0,Z) = SH
alg
et (Z,Z),
where Z0 = (Z, | · |0). The same is true for the étale motivic cohomology spectrum
Hmot,et,Z. Remark that one can’t hope to represent Beilinson-Deligne cohomology in the
non-strict analytic category because its construction is based on smooth compactifications
with boundary given by a normal crossing divisor, which are not available in general in
the analytic setting. The Beilinson-Deligne component HBD should however be more
naturally explained by a nice spectrum in the category of strict global analytic motives
SH
†,s
et (Z,Z) with Z = (Z, | · |∞). Indeed, it is related to the Betti realization which is
naturally available only over the global base Z. We may work with the global Artin-
Verdier analog HavZ over Z of Hmot,et,Z. There is a natural morphism
Hmot,R
id∧1HBD //Hmot,R ∧HBD
and Holmstrom and Scholbach define the Arakelov-motivic cohomology spectrum Hˆ as the
homotopy fiber of this morphism (recall the motivic étale cohomology with coefficients in
Q identifies with usual motivic cohomology). One may try to extend, The interpretation of
special values of L-functions as proposed by Scholbach in his thesis [Sch10] (with probably
some additional truncational cares) to the study of special values up to a factor in Z×:
the determinant of the pairing
Hmot,et∗ (X,Z)× Hˆ∗(X,R)→ R
between real motivic Arakelov cohomology and integral motivic homology with values in
R (in the case X/Z smooth projective) may give the special value up to a factor in {±1}
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(an argument against this idea, explained to the author by Baptiste Morin, is that the use
of étale motives destroys the p-torsion information in characteristic p). This comes from
the fact, explained to the author by Jakob Scholbach, that there are natural isomorphisms:
det(Hˆ∗(X,R)) = det(H∗(X,R))⊗R det(H∗BD(X,R))
= det(H∗mot,et(X,Z))⊗Z R
⊗R
det(H∗B(XR,Z))⊗Z R
⊗R
det−1(H∗dR,fil(X/Z))⊗Z R
where H∗B(X,Z) is the usual Betti cohomology. Working with a smooth log-scheme over
Z would treat the semistable case. Remark that the integral structure on the Deligne
cohomology determinant is —not— given by integral Deligne cohomology (that is a lo-
cally compact group; this may have relations to Morin’s global arithmetic cohomology,
however), but by a combination of Betti cohomology with filtered absolute de Rham co-
homology. To give a global analytic interpretation of Scholbach’s constructions, here is
how we proceed: We interpret the factor
det(H∗mot,et(X,Z))⊗Z det(H∗B(XR,Z))
in his determinant as the determinant of the Artin-Verdier étale motivic cohomology
H∗et,av(X,Z) (which contains both integral étale motivic information and Betti informa-
tion; maybe a p-part information should be added following Milne and Ramachandran
[MR13]; the Weil-étale motivic cohomology would even be better) and the factor
det−1(H∗dR,fil(X/Z))
as the determinant of filtered de Rham cohomology over (Z, | · |0). We conjecture that the
base extension
(Z, | · |∞)→ (Z, | · |0)
of an algebraic motive does not change its filtered de Rham cohomology, so that we may
interpret H∗dR,fil(X/Z) as the de Rham cohomology of X over (Z, | · |∞). We refer to
subsection 5.2 for a discussion of the problem of finding a model over (Z, | · |∞) of a
scheme over Z, seen as a strict dagger space over (Z, | · |0). This allows us to seek for
the definition of a regulator from Artin-Verdier motivic cohomology to filtered de Rham
cohomology over (Z, | · |∞), given by a filtered de Rham realization functor over this
global analytic base. The fiber of this map of spectra gives back the integral structure on
Arakelov motivic cohomology, and the pairing between motivic homology over
U = {|2| ≤ |1|} ⊂ X =M(Z, | · |∞)
and Arakelov motivic cohomology may be defined in a natural way. See Remark 8.2.1 for
a possible construction of a global version of Arakelov-motivic cohomology.
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6.3 Realizations
Let t ∈ {an, {an, s}, †, {†, s}} be a type of analytic spaces. Let Λ be a sheaf of rings for
the pro-étale topology on AnSmtX . As before, we denote
η : AnSm†X,proet → AnSm†X,et.
Definition 6.3.1. The étale realization of integral motives with coefficients in Λ is given
by the composition
DA†et(X,Z)
η∗−→ DA†proet(X,Z)→ DA†proet(X,Λ).
In some particular torsion cases like for example Λ = Z/nZ, it is possible to show that
DAet(X,Λ) is equivalent to the∞-category of sheaves of Λ-modules Shv(X, τet,Moddg(Λ)).
This is the approach used by Ayoub in [Ayo14] to define the étale realization. This may
extend nicely to the pro-étale situation with coefficients in pro-étale sheaves like Zℓ or Zˆ.
Recall that any scheme over Z may be seen as a non-strict dagger space over (Z, | · |∞).
We will now define a Betti realization for these objects.
Definition 6.3.2. Let X be a non-strict dagger analytic space over Z = (Z, | · |∞). The
Betti realization with coefficients in a coefficient categoryM is given by the base extension
SH
†
M
(X, τ)→ SH†
M
(XR, τ).
The fact that the above definition is reasonable follows from what we said in Remark
6.2.6: Ayoub’s methods allow us to show that there is a natural equivalence
Shv(XberR , τusu,M)
∼−→ SH†
M
(XR, τ),
where XberR is the Berkovich space associated to XR.
Remark 6.3.3. If X is a strict dagger analytic space over Z, then the diagram
SH
†,s
M
(X, τ) //

SH
†
M
(X, τ)

SH
†,s
M
(XR, τ)
∼ // SH
†
M
(XR, τ)
is commutative and the down horizontal arrow is an equivalence (this last fact follows
from Proposition 4.1.9). This means that we may see the Betti realization of a strict
dagger motive over X as a strict dagger motive over XR.
The main interest of the theory of overconvergent analytic spaces is that they have
a nice de Rham cohomology theory, as was already shown by Große-Klönne in [GK02].
The main point here is that the Poincaré Lemma is valid with overconvergent functions
if we work over a base that contains Q.
We will now define the de Rham realization of dagger motives over a given base by
using the associated sheaves on the de Rham space.
Let R be a base ind-Banach ring and X be a dagger analytic space over R.
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Definition 6.3.4. The de Rham space of X is the presheaf on Alg†R given by
X(A) := X(A/I)
where I ⊂ Alg(A) is the nilradical. A sheaf of quasi-coherent modules on XdR is called
a cristal on X.
The de Rham space is functorial in presheaves, so that it is in particular functorial in
morphisms f : Y → X of analytic spaces.
Let X be a dagger analytic space that is flat over M(Z, | · |∞). The category of de
Rham coefficients on X is the category Shv(XdR,Moddg(OXdR ⊗Z Q)).
Theorem 6.3.5. There are natural realization functors
SH†(X, τ)→ Shv(XdR,Moddg(OXdR ⊗Z Q))
and for Λ ⊂ Q,
DA†τ (X,Λ)→ Shv(XdR,Moddg(OXdR ⊗Z Q)).
Proof. The realization functor will extend the natural relative de Rham cohomology func-
tor
AnSm
†
X,τ → Shv(XdR,Moddg(OXdR ⊗Z Q))
[Y → X ] 7→ (f∗OYdR)⊗Q
We have to show that if Y → X is a smooth morphism, then there is a natural homotopy
equivalence
(f∗OdRY×D†(0,1)X )⊗Q ∼= (f∗OdRY )⊗Q.
Using the compatibility of the Kunneth formula with direct image, this will follow from
the computation of the de Rham cohomology of the disc (which works only in the
overconvergent setting), that may be done over the initial base (Z, | · |∞). Using the
fact that we work with Q-coefficients, we get the Poincaré Lemma for overconvergent
power series on the disc. We also need to show that (f∗OdRT ) ⊗ Q is ⊗-invertible in
Shv(XdR,Moddg(OXdR ⊗Z Q)). This follows from the formula
f∗OdRT ∼= cof(f∗OdRGm,X → f∗OdRA1X ),
that gives that f∗OdRT is locally free on X of rank 1, and thus dualizable over OX . The
dual will give the tensor inverse.
7 Derived dagger analytic geometry
We have defined dagger analytic spaces, by following the usual method of synthetic ge-
ometry, explained in the introduction of the book [Pau14]: we started by improving the
category of rational domain dagger algebras by adding natural solution spaces for ideals.
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This was done using a “functor of function” viewpoint. We then used “functors of points”
to define spaces. These ideas are close to the ones used by Lawvere [Law79] in synthetic
differential geometry and Dubuc and Taubin [DT83] in synthetic analytic geometry. Our
main motivation for using this “synthetic” approach, as opposed to the usual approach to
classical analytic geometry using locally ringed spaces, is that it generalizes directly to
the derived setting. We are very much inspired by Lurie’s approach to derived analytic
geometry from [Lur09a] and [Lur11] and by the related work in progress of Mauro Porta
on complex analytic derived geometry [Por14]. We refer to this last work for a complete
and neat description of the complex analytic derived theory, including a good theory of
modules. We will now extend the above categories of analytic spaces to ∞-categories of
derived analytic spaces. This can be done by using homotopical functors of functions on
categories RatAlgtR of rational t-algebras, that will give derived analytic algebras, and
homotopical functors of points on them.
Before diving into the abstract theory, we will give some motivations for its develop-
ment.
7.1 Motivation: global periods
One of our main motivations for developing overconvergent global derived analytic geom-
etry comes from the work of Beilinson and Bhatt (see [Bei11] and [Bha12b]) on p-adic
Hodge theory: they define a ring of p-adic periods by the formula
Acris := DR(Z¯p/Zp)⊗ˆZp,
where DR denotes algebraic de Rham cohomology and the completed tensor product
means the homotopy colimit
Acris := hocolim
n
DR(Z¯p/Zp)
L⊗Z Z/pnZ.
Using Hodge-completed derived de Rham cohomology instead of derived de Rham coho-
mology, one gets
AdR := D̂R(Z¯p/Zp)⊗ˆZp
and also
B+dR := D̂R(Z¯p/Zp)⊗ˆQp.
Seeking for a geometric interpretation of these derived completed tensor product, we may
interpret Acris as the analytic derived de Rham cohomology of a natural morphism of
strict analytic spaces over Z0 := (Z, | · |0), given by
Acris ∼= DRan(Z¯p
L⊗Z Zp/Zp),
where Zp denotes here the strict derived analytic ring over Z0 given by holimn Z/pnZ.
It is natural to ask if this cohomology can be compared to the derived overconvergent
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analytic de Rham cohomology
DRan(Z¯p
L⊗Z0 Zp/Zp)
where Zp denotes the Banach ring (Zp, | · |p) and Z¯p
L⊗Z0 Zp denotes the derived analytic
ring over Zp obtained by extension of scalars of the non-strict analytic algebra Z¯p over
(Z, | · |0) along the bounded morphism Z0 = (Z, | · |0)→ (Zp, | · |p) = Zp of Banach rings.
Similarly, one would have
B+dR
∼= D̂Ran(Z¯p
L⊗Z0 Qp/Qp).
This interpretation may help to sheafify the construction in the spirit of Scholze’s work
[Sch13] and to globalize it in the spirit of Bhatt’s paper loc. cit., Remark 11.10: one gets
global analogs
Accris ∼= DRan(Z¯
L⊗Z Zˆ/Zˆ)
and
B+ddR
∼= D̂Ran(Z¯ L⊗Z Af/Af),
given by the extension of scalar of derived de Rham cohomology of Z¯/Z to the ring Af of
finite adeles, seen as an analytic ring over (Z, | · |0). In our global analytic viewpoint, one
may even define naturally, using the base Z = (Z, | · |∞), a new period ring
B+g,ddR := D̂R
an
(Z¯
L⊗Z A/A)
that also takes care of the archimedean component
B+∞,ddR := D̂R
an
(Z¯
L⊗Z R/R).
In the archimedean situation of Hodge theory, one usually only uses the Galois group of
C over R, but knowing that a variety is defined over Z may be an important information
to be used in archimedean Hodge theory. One may even study the groupoid derived stack
RHomA1
Z
(D∗,A1Z¯)⇒ A
1
Z
(where D∗ is the cosimplicial scheme that is given in degree n by the union of the n + 1
coordinate axis in An+1 and the face and degeneracies on [n 7→ An+1] are given by addition
of coordinates and insertion of zeroes) that encodes (when derived pullbacked to A and
completed along the unit section) the derived Hodge filtration on B+g,ddR. Its pullback at
the archimedean place gives back the archimedean Hodge filtration of Z¯, and its pullback
on Zˆ gives back the Hodge filtration on the global period ring.
Now, if we want to adapt Beilinson’s strategy from [Bei11] in this global case, we can
proceed in the following way: define the sheaf B+dR of filtered dg-algebras on the h-topology
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on the category VarQ¯ of quasi-projective varieties by sheafifying for the h-topology the
presheaf that sends a semistable pair (U, U¯) over Z¯ (with U¯ projective over Z¯) to the
Hodge completed analytic derived de Rham cohomology
B+dR(U, U¯) := D̂R
an
((U¯ ,MU)
L⊗Z A/A)
of the corresponding strict dagger logarithmic space over Z (defined in Subsection 5.2),
extended to A. One then defines the global Arithmetic de Rham complex of X as
RΓ+dR(X) := RΓ(Xh,B+dR).
There is a natural diagram
H∗dR(X)
α−→ H∗(RΓ+dR(X))
β←− H∗proet(X,A)⊗A B+g,ddR.
Now the global analog of the Poincaré Lemma would be that the natural morphism of
sheaves on the h-topology
B+g,ddR
∼−→ B+dR
is a filtered quasi-isomorphism. This would imply that β is an isomorphism, and the base
extension to Bg,ddR of the corresponding morphism
H∗dR(X)→ H∗proet(X,A)⊗A B+g,ddR
would then be the global period isomorphism.
We may also try to follow Scholze’s approach from [Sch13] to propose a strategy to
prove a global version of his p-adic comparison theorem. Let X/Z be a flat scheme over
an open subset of Spec(Z), and whose generic fiber XQ/Q is proper and smooth. One
may define a period sheaf B+dR on the pro-étale site of XQ by
B+dR(U) := D̂R
an
(UAf/Af).
This induces a period sheaf B+dR on the pro-étale site of XQ¯ by
B+dR(U) := D̂R
an
(UAf/Af).
One should have an isomorphism
H∗proet(XQ¯,Af )⊗Af B+ddR ∼−→ H∗proet(XQ¯,B+dR),
and an isomorphism
H∗dR(XQ/Q)⊗Q BddR ∼−→ H∗proet(XQ¯,B+dR)⊗B+ddR BddR
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given by a Poincaré Lemma similar to the one proved by Scholze in the local setting,
that identifies the global sheaf of constants B+dR to the horizontal sections of the natural
connection on OB+dR. All this would imply that there exists a natural isomorphism
H∗proet(XQ¯,Af)⊗Af BddR ∼−→ H∗dR(XQ,Q)⊗Q BddR
compatible with the filtration and the Galois action on Both sides. Adding the archimedean
information to the above reasoning is a quite tempting task, if one uses the global period
sheaf
B+g,ddR(U) := D̂R
an
(UA/A)
and the global period ring
B+g,ddR := D̂R
an
(Z¯⊗Z A/A).
For this naive idea to work, one needs to think of Q not as a Banach ring but as a non-
strict analytic ring Q over Z := (Z, | · |∞) given by germs of functions around the trivial
norm | · |0 ∈ M(Z). One then defines Q¯ := Z¯ ⊗Z Q. This way, it is meaningful to study
the pro-étale cohomology of XQ¯ with coefficients in the full ring of adèles, and one may
still have a comparison isomorphism
H∗proet(XQ¯,A)⊗A Bg,ddR ∼−→ H∗dR(X/Q)⊗Q Bg,ddR.
Remark 7.1.1. Since Betti cohomology may be nicely computed as analytic motivic co-
homology, and the classical comparison isomorphism is between Betti cohomology and
de Rham cohomology, one may try to generalize this isomorphism in the motivic direc-
tion, by trying to relate (étale) motivic cohomology to a kind of global derived analog of
Deligne cohomology (i.e., a motivically graded version of global multiplicative K-theory,
that combines global analytic K-theory with the Hodge filtration). This question will be
studied later.
7.2 Derived dagger algebras
Let R be a uniform ind-Banach ring. We denote S the ∞-category of spaces, obtained
by the ∞-localization of the category SSets of simplicial sets by weak equivalences.
Definition 7.2.1. Let t ∈ {an, †} be a type of analytic space. A derived t-algebra (resp.
very strict derived t-algebra) over R is a functor
A : (RatAlgtR)
op → S
(resp. A : (RatAlgt,sR )
op → S))
that commutes to finite products and sends pullbacks along rational domain immersions
to pullbacks. A derived (resp. very strict derived) t-algebra over R is called an affi-
noid t-algebra (resp. a very strict affinoid t-algebra) if it is finitely presented, i.e., the
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finite colimit of a diagram of rational domain t-algebras (resp. strict rational domain
t-algebras). We will denote DAlgtR (resp. DAlg
t,vs
R , resp. DAff
t
R, resp. DAff
t,vs
R )
the ∞-category of derived t-algebras (resp. very strict derived t-algebras, resp. derived
affinoid t-algebras, resp. derived very strict affinoid t-algebras). The∞-category DAfft,sR
of strict affinoid t-algebras is defined as the smallest subcategory of DAfftR that contains
(derived) coequalizers
C
f //
g
// B // A
of two morphisms in RatAlgtR, with B strict, and that is stable by pushouts and retrac-
tions. We denote DAlgt,sR := ind-DAff
t,s
R the associated ∞-category of algebras.
Proposition 7.2.2. Let t ∈ {an, †} be a non-strict type of analytic spaces. The ∞-
category opposite to DAfftR (resp. DAff
t,vs
R , resp DAff
t,s
R ), equipped with the Grothendieck
topology generated by standard rational domain coverings is a geometry in the sense of
Lurie [Lur09a], Definition 1.2.5. For u ∈ {t, {t, vs}, {t, s}}, one has
DAlguR = ind-DAff
u
R.
The geometry given by DAfftR (resp. DAff
t,vs
R ) is the geometric envelope of the pre-
geometry given by RatAlgtR (resp. RatAlg
t,s
R ).
Proof. The construction of DAfftR from RatAlg
t
R and of DAff
t,vs
R from RatAlg
t,s
R
shows that they are given by geometric envelopes, as described by Lurie in [Lur09a],
Lemma 3.4.3 (see also [Lur09c], 5.3.6.2). The statement about ind-objects follows from
the fact that the category of small derived u-algebras is generated under the combination
of finite colimits and filtered colimits by rational domain algebras. It remains to check
that DAfft,sR is indeed a geometry. By definition, it is stable by pushouts and retractions.
Admissible morphisms are given by strict rational domain algebras, and they indeed form
an admissibility structure, as shown in Proposition 3.2.6.
Definition 7.2.3. A derived t-analytic scheme is a scheme for the geometry DAfftR in
the sense of Lurie [Lur09a], Definition 2.3.9. More precisely, it is a DAfftR-structured
∞-topos (X ,OX ) that is covered by affine DAfftR-schemes (representable ones). By
[Lur09a], Theorem 2.4.1, a scheme corresponds to an ∞-stack X ∈ Shv(DAlgtR, τRat,S)
that is locally isomorphic to a representable stack M(A) := MapDAlgtR(A,_).
By replacing the analytic topology by the etale topology on DAfftR, one may also
define Deligne-Mumfor derived t-analytic stacks.
7.3 The dagger cotangent complex and derived de Rham coho-
mology
Let t ∈ {†, {†, s}} be an overconvergent type of analytic spaces.
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One uses the tangent ∞-category approach (stabilization of the overcategory) of
[Lur07] and [Lur09b], 7.3, to define quasi-coherent modules on derived analytic algebras
and derived analytic spaces. This also gives a definition of the cotangent complex and of
the de Rham space XdR associated to a derived dagger analytic space.
Definition 7.3.1. If A ∈ DAlgtR, we denote DAlgtA\ the pointed∞-category with finite
colimits whose objects are morphisms A→ B. The∞-category Mod(A) of modules over
A is defined as the tangent ∞-category of DAlgtR at A, given by the stabilization
Mod(A) = TADAlgt := Stab(DAlg
t
A\).
Definition 7.3.2. The right adjoint L to the natural forgetful functor
Mod(A)→ DAlgtA\
is called the dagger cotangent complex, and we denote L(B) by LB/A.
Proposition 7.3.3. The∞-category Mod(A) is equipped with a natural symmetric monoidal
structure ⊗ with unit object 1A that makes it a symmetric monoidal∞-category (Mod(A),⊗,1A).
Proof. The tensor product of two modules M and N with corresponding spectral A-
algebras BM and BN is defined as the cofiber
BM⊗N := cof(BM ⊕ BN → BM ⊗A BN).
If A is a t-rational R-algebra, we will denote 1A the module over A given by the t-affinoid
R-algebra
1A := A{Alg(A)}t/(({a, a ∈ Alg(A)})2, (a([b]+[c])−[a(b+c)], a ∈ Alg(A), b ∈ Alg(A))),
where the set Alg(A) is equipped with the grading given by the uniform norm onM(A),
which is well defined since M(A) is compact. If A is a derived t-analytic R-algebra, we
may write it as a colimit
A = colim
i
Ai
of t-rational R-algebras Ai, and we define 1A as the colimit of the corresponding mod-
ules 1Ai. The above binary tensor product operation extends naturally to a symmetric
monoidal ∞-category structure with unit object 1A (model of the Lawvere theory of
commutative monoids in the ∞-category ∞Catpr of ∞-categories).
Definition 7.3.4. Let A be a derived t-analytic algebra. The symmetric monoidal ∞-
category (Perf(A),⊗,1A) of perfect complexes over A is the symmetric monoidal stable
sub-∞-category of Mod(A) generated by 1A.
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One must be careful in extending the definition of the cotangent complex of a morphism
of dagger algebras to the geometric situation of a morphism of derived dagger analytic
spaces f : X → Y . Actually, even for the spectrum f : X = M(A) → M(R) = Y of an
R-affinoid t-analytic algebra, one needs to define the category of quasi-coherent modules
on X in a local way for the G-topology, as was pointed out to the author, on a p-adic
example due to Gabber by Brian Conrad (see [Con06], Remark 2.1.5 and Example 2.1.6).
Definition 7.3.5. Let X be a t-analytic space over R. The category QCoh(X) of quasi-
coherent modules over X is defined as the (opposite) tangent category
QCoh(X)op := TX(An
t)op
to the category of analytic spaces at X, defined as the category of abelian co-group objects
in the category of morphisms f : Y → X. Similarly, if X is a derived t-analytic space
over R, the derived category DQCoh(X) of quasi-coherent modules over X is defined as
the (opposite) ∞-tangent category
DQCoh(X)op := TX(DAn
t)op
to the category of derived analytic spaces at X, defined as the stabilization of the category
of morphisms f : Y → X. The cotangent complex functor L is given by the adjoint of
the forgetful functor
DQCoh(X)→ DAnt.
We denote the module L(Y ) by LY/X .
We may still define the symmetric monoidal ∞-category of perfect complexes in this
geometric situation.
Proposition 7.3.6. The ∞-category DQCoh(X) is equipped with a natural symmetric
monoidal structure ⊗ with unit object denoted 1X . The symmetric monoidal stable ∞-
category generated by 1X is denoted (Perf(X),⊗,1X). Every object of Perf(X) is
strongly dualizable for the monoidal structure.
Proof. The same constructions work as in the situation of analytic algebras. The fact
that every perfect complex is strongly dualizable follows from the fact that 1X is the unit
object for the stable monoidal structure.
Example 7.3.7. If (R, | · |0) is a trivially seminormed integral ring and if we work with
strict analytic spaces, then we get back the usual cotangent complex of algebraic geometry
defined originally by Illusie in his thesis [Ill71], and the usual notion of perfect complexes
on an R-scheme.
One may also define derived de Rham cohomology of dagger analytic spaces.
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Definition 7.3.8. Let f : X → Y be a morphism of derived analytic spaces and LX/Y be
the corresponding cotangent complex. The derived de Rham complex (resp. completed
derived de Rham complex) is defined by
Ω∗X/Y :=
∣∣∧∗ LX/Y ∣∣(
resp. Ω̂∗X/Y :=
∣∣∧∗ LX/Y ∣∣∗) ,
where the exterior product is meant as the derived exterior product in the derived category
of OX -modules and the sign | · | (resp. | · |∗) means the totalization (resp. the product
totalization) of the bicomplex. The derived de Rham (resp. Hodge completed derived de
Rham) cohomology of X over Y is given by
DR∗(X/Y ) := RΓ(X,Ω∗X/Y )(
resp. D̂R
∗
(X/Y ) := RΓ(X, Ω̂∗X/Y )
)
.
The derived and completed derived de Rham complexes are equipped with natural
commutative algebra structures.
Remark 7.3.9. In characteristic 0, it is explained by Bhatt in [Bha12b], Remark 2.6, that
derived de Rham cohomology is trivial in the algebraic setting, and that one really needs
to pass to the Hodge completed setting to get back usual de Rham cohomology in the
case of schemes (this is another important result due to Bhatt [Bha12a]). However, the
non-completed version plays a central role in the definition of refined period rings, such
as Acris, so that one really needs to use it.
8 Chern characters and global regulators
We will now use the formalism of Toen and Vezzosi [TV09] for the cyclic Chern character,
and adapt it to higher K-theory by getting inspiration from Blanc’s thesis [Bla13]. The
fact that the Chern character in cyclic homology is integral (explained to the author by
Gregory Ginot) is our main motivation for working on its adaptation to our global analytic
setting, with the aim of defining various local and global “regulator type” maps.
8.1 Analytic Waldhausen K-theory and cyclic homology
For the following constructions to work with integral coefficients, we need a notion of
analytic K-theory that is not necessarily homotopy invariant, so that neither the usual
Karoubi-Villamayor approach [KV73], neither the dagger D1-homotopical approach de-
scribed in Section 6 will give us what we need. We will thus use the Waldhausen approach
explained on the nlab contributive website (following [TV02]; see also [Lur09b], Remark
11.4).
First recall that from a stable∞-category, one may define the associated Waldhausen
K-theory by the following definition.
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Definition 8.1.1. Let C be an∞-category. The core of C is the maximal sub-∞-groupoid
Core(C) of C. The n-gap of C is the full sub-∞-category Gap(C∆n) of Func(Arr(∆n), C)
on those objects F for which
• the diagonal F (n, n) is inhabited by zero objects, for all n;
• all diagrams of the form
F (i, j)

// F (i, k)

F (j, j) // F (j, k)
is an ∞-pushout.
The (connective) K-theory spectrum of an ∞-category C with pushouts is defined by
K(C) := colimCore(Gap(C∆n)).
The universal completion of the functor
K : ∞Catst → Sp
from stable ∞-categories to spectra that sends homotopy cofibers of stable ∞-category
to homotopy cofibers of spectra is the corresponding unconnective K-functor
Knc : ∞Catst → Sp.
If we have a geometric derived analytic stack X, we will be interested by the asso-
ciated monoidal ∞-category (Perf(X),⊗) of perfect complexes, and the corresponding
K-theory spectrum
K(X) := K(Perf(X)).
Remark 8.1.2. In our global analytic setting, it may be necessary to give a refined def-
inition of K-theory, e.g., using simplicial methods à la Karoubi-Villamayor [KV73], or
motivic analytic methods like in our paper, to get the following property: if X is a nice
strict analytic space over Z = (Z, | · |∞) (e.g. the one associated to a projective smooth
scheme), and we denote Z0 = (Z, | · |0), then the double inclusion
U = {|2| ≤ |1|} ⊂ X ⊃ {|2| > 1} = Z
induces an exact triangle
K(XR)→ K(XZ)→ K(XZ0),
that relates global analytic K-theory of X to algebraic K-theory of the underlying scheme
and to topological K-theory of the associated analytic space over R. It is also possible
that working only with perfect modules will not be enough, since the above decomposition
is sub-analytic.
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Let ∞Mon be the ∞-category of ∞-monoids, given by models of the Lawvere theory
(TMon,×) of commutative monoids (category with finite products opposite to that of free
finitely generated commutative monoids) with values in the ∞-category ∞Grpd of ∞-
groupoids (i.e., simplicial sets up to weak equivalences). Let t ∈ {an, {an, s}, †, {†, s}} be
a type of analytic spaces.
Definition 8.1.3. The Hochshild homology pre-stack
HHpr : DAn
t
R → ∞Mon
is defined on the ∞-category of derived t-analytic spaces over R by sending an analytic
space X to the ∞-monoid End
Perf(XS1 )(1) of endomorphisms of the unit object in the
∞-symmetric monoidal category of perfect complexes on the derived loop space XS1 of
X. The associated stack is called the Hochshild homology stack and denoted
HH : DAntR → ∞Mon.
The Hochshild homology pre-stack
HHpr : DAn
t
R → ∞Mon
has actually a natural lifting
H˜Hpr : DAn
t
R → RHom(BS1,∞Mon) =: S1 − ∞Mon
to the ∞-category of S1-equivariant ∞-monoids. The associated stack also gives
H˜H : DAntR → S1 − ∞Mon.
Definition 8.1.4. The functors obtained by composing the above lifting of the Hochshild
homology functors with the functor of homotopy fixed point
(·)hS1 := lim
BS1
: S1 − ∞Mon → ∞Mon,
defines two ∞-functors
HCnegpr : DAn
t
R → ∞Mon
HCneg : DAntR → ∞Mon
called respectively the negative cyclic pre-stack and negative cyclic stack. Similarly, com-
posing with the ∞-functor of homotopy coinvariants
(·)hS1 := colim
BS1
: S1 − ∞Mon → ∞Mon,
defines two new ∞-functors
HCpr : DAn
t
R → ∞Mon
HC : DAntR → ∞Mon
called the cyclic homology pre-stack and the cyclic homology stack.
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There is actually an equivalence (see [Bla13], Section 2.1) of ∞-categories
∞Mon
∼→ Spcon
between the ∞-category of ∞-monoids and the ∞-category Spcon of connective spectra,
that we may use to define the cyclic homology spectra of an analytic space,
Definition 8.1.5. Let X be a t-analytic space. The cyclic homology spectra of X are
defined as the spectra HCneg(X) and HC(X) associated to the ∞-monoids HCneg(X)
and HC(X).
8.2 The cyclic Chern character
We want to adapt Toen-Vezzosi’s construction of the Chern character from [TV09] to get
morphisms of spectra
ch : K(X)→ HCneg(X)
and
ch : K(X)→ HC(X).
that induce the usual Chern character (for the negative one) if we work over a regular
Banach ring of characteristic 0.
This may be easily extended to logarithmic analytic spaces if one uses the tangent
category definition for their category of perfect complexes, as we did for classical analytic
spaces.
To show that Toen and Vezzosi’s work extends to a Chern character
ch : K(X)→ HCneg(X)
we need to show that the trace morphism may be extended to every Gap(C∆n) in a
compatible way with the simplicial maps. This should follow from the derived additivity
of traces alluded to in the introduction of loc. cit., Subsection 2.4: one has to show that
the cyclic trace TrS
1
restricted to a stable symmetric monoidal ∞-category is compatible
with exact triangles.
We leave the details of these constructions for a later publication. We will finish by
discussing in a somewhat imprecise way a possible application of our formalism to the
definition of an integral version of rational Arakelov motivic cohomology [HS10].
Remark 8.2.1. Recall that we denoted Z0 := (Z, | · |0), Z := (Z, | · |∞) and R = (R, | · |∞).
In this remark, we will work with the analytic etale topology, and in particular, etale K-
theory, and we will only consider projective schemes (logarithmic methods are necessary
for more general ones). We suppose given a good notion of analytic K-theory, such as
the one proposed in Remark 8.1.2. We may now continue the discussion of Remark 6.2.8
on a possible global analytic version of Arakelov motivic cohomology. The existence of
an integral Chern character with values in cyclic homology allows us to define an analog
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of Deligne cohomology for a proper smooth analytic space X over any base Banach ring
R = (R, | · |R), defined as the homotopy fiber
KD(X) −→ K(X) ch−→ HC(X).
One has natural λ-operations on KD(X) and a natural K(X)-module structure
K(X)×KD(X)→ KD(X)
that comes from the fact that K(X) → HC(X) is a ring morphism. We may try to use
constructions of this kind to define an integral Arakelov motivic K-theory K̂(XZ) fulfilling
the following conditions:
1. there is a module structure
K(XZ0)× K̂(XZ)→ K̂(XZ)
under algebraic K-theory
2. that induces by composition with the natural projection K̂(XZ) → K̂(Z) an inte-
grally defined Λ-filtered pairing
K(XZ0)× K̂(XZ)→ K̂(Z).
3. The determinant of the associated Λ-graded group grΛK̂(XZ) tensored with Q would
be isomorphic to
det
Q
(H∗mot(X,Q))⊗ detQ (H
∗(XR,Q))⊗ det
Q
−1(H∗dR,fil(XQ/Q)).
The main interest of our new methods is that they would allow us to avoid the introduction
of denominators in the definition of the fundamental pairing used by Scholbach in his
approach [Sch10] to special L-values, so that one may hope the above pairing or the
associated graded integral pairing
grΛK(XZ0)× grΛK̂(XZ)→ grΛK̂(XZ)
to be related to the special values of the L-function of X up to Z× = {±1}. This picture
may be too optimistic, but the idea of using a derived global analytic and cyclic version
of the Chern character to avoid the introduction of denominators in the theory of special
L-values certainly deserves further attention.
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