Introduction
Let L = (R ni i ) i∈I be a countable relational language and X L = i∈I 2 ω n i be the corresponding topological space under the product topology. We consider X L as the space of all L-structures on ω (see Section 2.5 in [3] or Section 2.D of [1] for details). If F is a countable fragment 1 of L ω1ω , then the family of all sets M od(φ,s) = {M ∈ X L : M |= φ(s)}, where φ ∈ F ands is a tuple from ω, forms a basis of a topology on X L which will be denoted by t F (it is easy to see that the fragment of quantifier-free first-order formulas defines the original product topology). The group S ∞ of all permutations of ω has the natural action on X L and the action is continuous with respect to t F . It is called the logic action of S ∞ on (X L , t F ). For M ∈ X L we define the characteristic function τ M distinguishing in the above basis of the topology t F , clopen sets containing M . Using the standard coding of terms and formulas we see that computable complexity of τ M corresponds to complexity of M studied in computability theory. The aim of our paper is to show that this idea extends the approach of computability theory to Polish group actions and nice topologies (introduced in [2] ). In particular we show that decidable theories can be considered as so called decidable pieces of the canonical partition.
Identifying such pieces with appropriate computable functions we now consider complexity of some natural properties of pieces, for example counterparts of ω-categoricity. In particular we develope and generalize some material from [12] concerning complexity of the family of ω-categorical theories.
We illustrate our approach by some adaptations of examples of non-G-compact theories from [10] and [15] . We have found that they also provide some new theories having (having no) degree. This material is also given in the general form of Polish G-spaces. The final part of the paper contains new examples of groups with and without degrees. These groups are ω-categorical.
To present our approach in more detail we should remind the reader some definitions. In particular we must explain what a nice topology is.
Preliminaries. A Polish space (group) is a separable, completely metrizable topological space (group). If a Polish group G continuously acts on a Polish space
X, then we say that X is a Polish G-space. We usually assume that G is considered under a left-invariant metric. We simply say that a subset of X is invariant if it is G-invariant.
We consider the group S ∞ of all permutations of the set ω of natural numbers under the usual left invariant metric d defined by d(f, g) = 2 − min{k:f (k) =g(k)} , whenever f = g.
For a finie set D of natural numbers let id D be the identity map D → D and V D be the group of all permutations stabilizing D pointwise, i.e., V D = {f ∈ S ∞ : f (k) = k for every k ∈ D}. Writing id n or V n we treat n as the set of all natural numbers less than n.
Let S <∞ denote the set of all bijections between finite substes of ω. We shall use small greek letters δ, σ, τ to denote elements of S <∞ . For any σ ∈ S <∞ let dom[σ], rng [σ] denote the domain and the range of σ respectively.
For every σ ∈ S <∞ let V σ = {f ∈ S ∞ : f ⊇ σ}. Then for any f ∈ V σ we have In our paper we concentrate on Polish G-spaces, where G is a closed subgroup of S ∞ . For such a group we shall use the relativized version of the above, i.e., All basic facts concerning Polish G-spaces can be found in [3] , [8] and [11] .
Since we will use Vaught transforms, recall the corresponding definitions. The Vaught * -transform of a set B ⊆ X with respect to an open H ⊆ G is the set B * H = {x ∈ X : {g ∈ H : gx ∈ B} is comeagre in H}. We will also use another
Vaught transform B ∆H = {x ∈ X : {g ∈ H : gx ∈ B} is not meagre in H}. Indeed, by continuity of the action for any x ∈ KB and g ∈ K with gx ∈ B there are open neighbourhoods K 1 ⊆ K and B 1 ⊆ KB of g and x respectively so that
Other basic properties of Vaught transforms can be found in [3] .
1.2. Nice bases. We now define nice topologies. Let G be a closed subgroup of S ∞ and let ( X, τ , G) be a Polish G-space with a countable basis A. Along with the topology τ we shall consider another topology on X. The following definition comes from [2] . (ii) for all B 1 , B 2 ∈ B, B 1 ∩ B 2 ∈ B;
(iii) for all B ∈ B, X \ B ∈ B;
(iv) for all B ∈ B and u ∈ N G , B * u ∈ B; In this definition B * u denotes the Vaught * -transform of B. It is noticed in [2] that any nice basis also satisfies property (b)(iv) of the definition above for ∆-transforms. As we have already mentioned above, for any B ∈ B and any open
From now on t will always stand for a nice topology on X and B will be its nice basis. Observe that any nice basis is invariant in the sense that for every g ∈ G and B ∈ B we have gB ∈ B. Indeed, by (v), there is u ∈ N G such that B is u-invariant. Using properties of Vaught transforms, we obtain the equalities gB = gB * u = B * ug −1 . Then we are done by (iv).
By Theorem 1.11 from [2] for any G-space (X, τ ) as in Definition 1.1 a nice topology t always exists. In our paper we will be interested in nice topologies t such that B t is effectively coded.
Nice bases naturally arise when we consider the situation described in the beginning of our introduction. Let L be a countable relational language and X L be the corresponding S ∞ -space under the product topology τ and the corresponding logic action of S ∞ . Let t F be the topology on X L corresponding to some countable fragment of L ω1ω -formulas as it was described above. Theorem 1.10 of [2] states that if F is closed with respect to quantifiers, then t F is nice. In this case usually the basis defining t F is effectively coded.
2. Polish group actions and decidable relations 2.1. Approach. Our circumstances are standard and in particular, arise when one studies S ∞ -spaces of logic actions. Let G be a closed subgroup of S ∞ and (X, τ ) be a Polish G-space. Let A be a countable basis of (X, τ ) closed with respect to ∩.
We assume that each A of A is H-invariant with respect to some basic subgroup H ∈ V G . We will also assume that the subfamily of A consisting of clopen sets generates the same topology.
We assume that the bases N G and A are computably 1-1-enumerated so that the relations of inclusion ⊆ together with the corresponding operations ∩ (as well as the predicates Clopen for the set of clopen subsets of A and V G for the set of all basic subgroups from N G respectively) are presented by decidable relations on ω.
Moreover we assume that there is an algorithm deciding the problem if for a basic clopen set U (of N G or A) and a natural number i the diametr of U is less than
We also assume that the following relations are decidable:
Definition 2.1. We say that an element x ∈ X is computable if the relation
is decidable.
In the case of the logic action, when x is a structure on ω, this notion is obviously equivalent to the notion of a computable structure. We will denote by Sat x (A) the set {C ∈ A : Sat x (C) holds }. It is straightforward that for a computable x there is a computable function κ : ω → A such that for all natural numbers n, x ∈ κ(n) and κ(n) is clopen with
It is also worth noting that when A consists of clopen sets, the existence of such a computable function κ already implies that the relation Sat x is decidable. Indeed, since A is clopen, in order to decide Sat x (A) we have to check if (∃l)(κ(l) ⊂ A) or
We also say that an element g ∈ G is computable if the relation ( (2) The corresponding definition can be described as follows:
("e is a characteristic function of a subset of A")∧
in any element U ′ of the finite subset of A with the canonical index
It is clear that by Cantor's theorem the last part of the conjunction ensures the existence of the corresponding x.
(3) is similar to (2) .
We now describe how decidability of elementary theories appears in our approach.
By Proposition 2.C.2 of [1] there exists a unique partition of
called the canonical partition of the G-space X. To construct this partition take {A j }, a countable basis of X, and for any t ∈ 2 ω define
and take T = {t ∈ 2 ω : Y t = ∅}.
We say that a piece Y t is decidable if the corresponding function µ t : ω → 2 characterizing all A j with Y t ⊆ GA j , is computable.
In the case of the logic action of S ∞ on the space X L of countable L-structures under the topology t F (corresponding to a fragment F ; see Introduction), each piece of the canonical partition is an equivalence class with respect to the F -elementary equivalence ≡ F [1] . Thus a computable piece is a decidable complete F -elementary theory.
We apply this idea to nice topologies corresponding to (X, τ ). Using the same definition as above we can define decidable pieces of the canonical partition corresponding to B. On the other hand since for every A ∈ A the element GA = A ∆G belongs to B, each τ -canonical piece is an intersection of an appropriate subset of B. Now τ -canonical pieces become more tractable.
Proposition 2.4. Let B be a computable nice basis corresponding to a nice topology
t of (X, τ ).
(1) The following relation belongs to Π . Since τ is generated by clopen members of A, to express that x belongs to the intersection of A and the canonical piece defined by ϕ e ′′ it suffices to state:
(b) for any l and elements B 1 , ..., B k of A the intersection
is non-empty and (c) (∀B ∈ A)( "ϕ e ′′ (B) = 1 is equivalent to (∃l)(ϕ e ′ (l) ⊂ GB)").
As in the proof of Lemma 2.2 it is easy to verify that these conditions belong to Π 0 2 . We also use that B is a nice basis and the fact that GB = B ∆G .
(2) We express the property of (2) as the statement that for any two pairs (e 1 , e (1) or there is a number e 0 such that ϕ e0 maps ω to a decreasing sequence from N G such that for all l, k, k ′ we have
2.2.
Compact topologies and G-orbits which are canonical pieces. In fact Proposition 2.4 concentrates on "effective parts" of pieces of the canonical partition.
In this section we make an easy general observation (without any neglect of noncomputable elements) concerning complexity of pieces of the canonical partition under the assumption that the basic topology τ is compact. The motivation for this assumption is the paper [12] , where it is shown that the complexity of ω-categorical first-order theores is Π 0 3 . So we concentrate on pieces which are G-orbits. Following the tradition of computable model theory we will restrict ourselves by computable pieces of the canonical partition. Then each piece can be identified with the corresponding computable function (see the previous section). Since we do not have some natural logical tools, we cannot preserve the statement of [12] in our context. On the other hand we will show that under some natural assumptions the level of complexity is very close to that of [12] .
We start with the following observation.
Let t be a nice topology with respect to (X, τ, G) and X 0 be a τ -canonical piece. If X 0 is a G-orbit of some x ∈ X 0 , then both topologies τ and t are equal on X 0 (Proposition 1.4 of [13] ).
On the other hand Theorem 3.4 from [13] (which is a version of Ryll-Nardzewski's theorem) states that a t-canonical piece Y is a G-orbit if and only if for any basic clopen H < G any H-type of Y is principal (the corresponding terms are defined in [13] ). Then a standard logic argument shows that when X 0 is as above and the induced space (X 0 , τ ) is compact, for any H ∈ V G the set of all intersections of X 0 with H-invariant members of the nice basis B is finite. This allows us to find some counterpart of the result from [12] mentioned above. To formulate it we need the following relation.
We say that e ∈ ω and B ∈ B satisfy the relation Con Proof. Let O be the set of all e satisfying Con(e, X) such that for any B ∈ B one of the conditions Con(e, GB) or Con(e, X \ GB) does not hold (i.e. e codes a t-canonical piece) and for every H ∈ V G there is a number k such that for any
..,C k+1 ∈ B one of the conditions Con(e, C i ∆C j ) does not hold. It is easy to see that O belongs to Π 0 3 with respect to complexity of Con(z, U ). As we have already mentioned above by Theorem 3.4 of [13] the set O contains all codes of computable closed τ -canonical pieces which are G-orbits. To see the proposition it remains to notice that if e ∈ O, then the corresponding canonical piece X 0 has the property that for any H ∈ V G , any H-type X 0 is principal. Since there is only finitely many possibilities for intersections of X 0 with H-invariant members of B this claim is obvious.
Remark. The case when the nice topology t is compact is not interesting. It does not differ from the case of the logic topology (i.e. logic S ∞ -space) of the first-order logic. In Proposition 2.5 the equality τ = t corresponds to the latter case.
3. The automorphism group of a countably categorical structure
In this section we illustrate the material of Section 2 in the case when the group G is the automorphism group of an ω-categorical structure with decidable theory.
This slightly extends the corresponding material from [12] (where G is S ∞ and the topology is nice). We have found that the main construction of Section 2 of [12] is not presented in [12] in detail. Our Theorem 3.2 remedies this. Moreover it slightly generalizes the corresponding theorem of [12] .
3.1. Space. We fix a countable structure M 0 in a language L 0 . We assume that M 0 is ω-categorical and the theory T h(M 0 ) is decidable. Let T be an extension of T h(M 0 ) in a computable language L with additional relational and functional symbols r 1 , ..., r t , ... (possibly infintely many). We assume that T is axiomatizable by first-order sentences of the following form:
where φ i is a quantifier-free first-order formula in the language L = L 0 ∪ {r i } i∈ω , and ψ i is a first-order formula of the language L 0 . Consider the set X M0 of all possible expansions of M 0 to models of T .
For any tupler of r i -s and a tupleā ⊂ M 0 we define as in [9] a diagram φ(ā) ofr onā. To every functional symbol fromr we associate a partial function from a toā. Choose a formula from every pair 
It is easily seen that any M odD(ā) is clopen. We denote this basis by A. The topology is metrizable: fix an enumeration (ā 0 ,r 1 ), (
there is a symbol r ∈r n such that its interpretations onā n in the structures (M 0 , r
It is easily seen that the metric d defines the topology determined by the sets of the form M odD(ā). This topology will be denoted by t M0 . It is worth noting that by the assumptions on T (T is axiomatizable by ∀-sentences with respect to symbols from r i ) the space X M0 forms a closed subset of the space X L of all L-structures on ω. Thus X M0 is a Polish space. Note that by ω-categoricity of M 0 , the first part of the implication above can be written by a first-order L 0 -formula without parameters. To see that
note that for any expansion (M 0 , r To check that the G-space X M0 satisfies the computability conditions above, note that M 0 has a presentation on ω so that all relations first-order definable in M 0 , are decidable. This follows from ω-categoricity and decidability of T h(M 0 ) together with the standard fact that a decidable theory has a strongly constuctivizable model. We fix such a presentation. Then we can define a computable presentation of the following sorts and relations: the elements of V We can also consider elements of V G as finite identity functions. The relation of inclusion ⊂ on N G is defined by g 1 ⊆ g 2 ⇔ "g 2 is a restriction of g 1 ". When we consider elements of V G as finite identity functions, this inclusion corresponds to the standard one on V G .
Since we interpret elements of B by L-formulas with parameters from M 0 and without free variables, it is obvious that B can be coded in ω so that the operations of the Boolean algebra B are defined by decidable predicates. For example the operations ¬, ∧ and ∨ play the role of ′ , ∩ and ∪. The operation of taking * -transform is coded according the construction of the proof of Lemma 3.1. Since the basis A is interpreted by quantifier-free formulas, it is a decidable subset of B.
Then ∩ and ∪ define the ordering of A. The remaining basic relations are defined as follows.
Inv(V, U ) ⇔ "the parameners of U are uniquely defined in M 0 over the set V " (i.e. if U is a basic subset defined by an L-formula φ with parametersā and V is the G-stabiliser of a tuplec, then there is an L 0 -formula ψ(x,c) overc such that
there is an M 0 -elementary bijection g between the set of all elements arising as stabilized points of V 1 , ..., V m and/or as parameters of the formulas U 1 , ..., U n and the corresponding set arising in V m+1 , ..., V 2m and the formulas U n+1 , ..., U 2n such that g extends the map defining N and maps each V i (the code of each U i ) to V i+m , i ≤ m (to the code of U n+i , i ≤ n)".
By ω-categoricity and decidability of the chosen presentation of M 0 , these relations are also decidable. Let φ(s) be a quantifier-free formula defining an element A ∈ A. To compute diam(A) consider the definition of the metric d above. Using decidability of the elementary diagram of M 0 find the greatest n such that for all i ≤ n the interpretation ofr i onā i is uniquely determined by φ(s). Then 2
The case of basic clopen sets of N G is similar.
3.2.
Examples. In the case of X M0 we can use the argument of Section 2 of [12] to show that the class Π 0 3 contains the set of all numbers of t M0 -canonical pieces, which are G-orbits. To see this note that each canonical piece is defined by sentences of the form ∃xD(x) and ¬∃xD(x), where D(x) is a basic formula. If the corresponding theory of such sentences together with T h(M 0 ) axiomatizes an ω-categorical Ltheory, then the canonical piece is a G-orbit. When the corresponding theory is not ω-categorical then by ω-categoricity of T h(M 0 ) we can find two L-expansions of M 0 of our canonical piece which are not isomorphic, i.e. are not in the same
G-orbit.
We now see that to state that a canonical piece of X M0 is a G-orbit it is enough to express that the corresponding L-theory (together with T h(M 0 )) satisfies the conditions of the Ryll-Nardzewski theorem (i.e. we have finitely many n-types for all n). It is shown in [12] that this can be written as a Π Proof. The proof is based on two constructions: * the idea of Section 2 of [12] of the proof for the case when M 0 is a pure set; * the construction of ω-categorical expansions from [15] .
We start with the presentation of the latter one. Let L E consist of 2n-ary relational symbols E n , n ∈ ω \ {0}, and T E be the ∀∃-theory of the universal homogeneous structure of the universal theory saying that each E n is an equivalence relation on the set of n-tuples such that all n-tuples with at least one repeated coordinate lie in one isolated E n -class.
Let T ′ be a many-sorted ω-categorical theory in a relational language L ′ with countably many sorts S n , n ∈ ω, such that elements of S 0 may appear only in =. Let M be a countable model of T E and MS be the expansion of M to the language L E ∪ {S 1 , ..., S n , ...} ∪ {π 1 , ..., π n , ...}, where each S n is interpreted by the non-diagonal elements of M n /E n and π n by the corresponding projection. By (MS) ′ we denote a T ′ -expansion of MS to the language L ′ , where S 0 is identified with the basic sort of M . Theorem 4.2.6 of [15] states that all such expansions have the same theory and this theory is ω-categorical.
We now build an expansion M * of M (in the 1-sorted language). For each relational symbol R i ∈ L ′ of the sort S n1 × S n2 × ... × S n k we add a new relational symbol R * i on M n1·...·n k interpreted in the following way:
It is clear that M * and (MS) ′ are bi-interpretable. Thus T h(M * ) is ω-categorical.
We now prove the main statement of the theorem. Let N be an ω-categorical structure. Let L 0 be L E together with the language of N (where the basic sort is denoted by S 0 as above). To define L 1 , for every natural n ≥ 2 we extend
.., π n , ...} by an ω-sequence of unary relations P n,i , i ∈ ω, defined on S n . We also put all relations of N onto the sort S 1 . Let T 1 be the For every sequence of finite sets of natural numbers θ = (D 2 , D 3 , ..., D n , ...) we define the many-sorted L 1 -theory T θ ⊃ T 1 saying that for each n, all P n,j with j ∈ D n , are empty, and the family P n,j , j ∈ D n freely generates a Boolean algebra of infinite subsets of S n (denote the n-th part of T θ by T n,Dn ). Again by Theorem 4.2.6 of [15] each T θ is ω-categorical. Moreover it is obtained from T 1 by adding some axioms which are just ∀-or ∃-sentences concerning P n,j .
Let M be a countable L 0 -model of T h(M 0 ). By M θ we denote an expansion of M to T θ . As we already know, by Theorem 4.2.6 of [15] , all these expansions are ω-categorical and isomorphic. Since they are axiomatized by T E , T h(N ) (on S 1 ) and all T n,Dn , n ∈ ω, we see that for any two sequences
n , n ∈ ω} are isomorphic. For every natural e let us fix a computable enumeration ρ e (as a function defined on ω) of the set of all pairs n, x with x ∈ W ϕe(n) . For every natural l we define a sequence θ l = (D 2 , D 3 , ...) of finite sets such that
Let T e be the L 1 -theory such that for every natural l the reduct of T e to L 0 ∪ {S 1 , ..., S n , ...} ∪ {π 1 , ..., π n , ...} ∪ {P n,i , i ≤ l and 2 ≤ n} coincides with the corresponding reduct of T θ l . It is obvious that T e is axiomatizable by a computable set of axioms (uniformly in e). Since for each l the reduct of T e as above is ω-categorical, the theory T e is complete. Thus T e is decidable uniformly in e. By Ryll-Nardzewski's theorem the theory T e is ω-categorical if and only if all W ϕe(k) are finite (i.e. the set of 1-types of each S k is finite). If we consider models of T e in the 1-sorted * -form defined as above, then these properties remain true.
Let M 0 be as above. As we have already mentioned M 0 is ω-categorical, the theory T h(M 0 ) is decidable and the theory T is an L-extension of T h(M 0 ) which is axiomatizable by first-order sentences of the following form:
where φ i is a quantifier-free first-order formula in the language L and ψ i is a firstorder formula of the language L 0 . Consider the space X M0 of all possible expansions of M 0 to models of T . The group G = Aut(M 0 ) makes it a Polish G-space.
Since the * -form of each T e is a decidable complete theory axiomatized by T h(M 0 ) and universal/existentional sentences concerning all P * n,i , all the structures of X M0 corresponding to T e form a computable piece of the canonical partition on X M0 . Since any algorithm computing ϕ e effectively provides an algorithm deciding the * -version of T e with respect to existential/universal P * n,i -sentences, we easily see that the Π 0 3 -set {e : ∀n(W ϕe(n) is finite)} is reducible to {e : T e is ω-categorical}. Since the former one is Π 0 3 -complete (see [12] and [19] , p.68) we have the theorem.
Remark. Analysing examples of [9] and [15] one can prove that the statement of the theorem holds for the class Π 0 2 and the relation "φ e codes a piece of the canonical partition which is an Aut(M 0 )-orbit of a G-compact structure".
The definition of G-compacness can be also found in [9] and [15] . Since this notion is not so natural outside model theory, we do not develop this further.
4. Degree spectrum of canonical pieces 4.1. The space X M0 . In this section we preserve the assumptions of Section 2.
Let G be a closed subgroup of S ∞ and (X, τ ) be a Polish G-space. Let A be a countable basis of (X, τ ) closed with respect to ∩. Each A ∈ A is H-invariant with respect to some basic subgroup H ∈ N G . The subfamily of A consisting of clopen sets generates the same topology. The bases N G and A are computably 1-1-enumerated so that the relations ⊆, ∩, Clopen, Inv(V, U ) and
are presented by decidable relations on ω. There is an algorithm deciding the problem if for a basic clopen set U (of N G or A) and a natural number i the diametr of U is less than 2 −i .
Definition 4.1. We say that an element x ∈ X represents degree unsolvability d if the relation
In the case of the logic action, when x is a structure on ω, this notion is obviously equivalent to the notion of a structure of degree d. As before it is straightforward that for an x of degree d there is a d-comutable function κ : ω → A such that for all n, x ∈ κ(n) and κ(n) is clopen with diam(κ(n)) < 2 −n . It is also worth noting that when A consists of clopen sets the existence of such d-computable κ already implies that the set Sat x (A) is of degree d.
We say that the orbit Gx is of degree d if d is the least degree of the members of
Gx. In the case when such a degree does not exist we say that Gx has no degree.
Following [16] we now introduce combination methods for A. We say that a 
Then for every degree d there is an element x ∈ X such that the orbit Gx is of degree d.
Proof.
A straightforward adaptation of the proof of Theorem 2.1 from [16] .
We now consider the case when Gx has no degree. 
Then there is a set S such that the orbit Gx S has no degree.
Proof. A straightforward adaptation of the proof of Theorem 2.3 from [16] . We just remind the reader that it is based on the fact that there exists a set S ⊂ ω such that the mass problem {f : range(f ) = S} has no Turing-least element. Having such an S it is straightforward to show that the mass problem E S = {f : range(f ) = S} is Medvedev-equivalent to the problem Ch GxS of all characteristic functions of all sets Sat x (A), x ∈ Gx S . This means that there are partial computable operators Φ and Ψ such that Φ maps E S to Ch GxS and Ψ maps Ch GxS to E S . Since for total functions Turing-reducibility coincides with the enumeration reducibility (see Chapter 9 of [17] ) the existence of the least Turing degree of Gx S (i.e. of Ch GxS ) implies the same property for E S , a contradiction.
We can now present the main results of this section.
2 there is an effective procedure whose outputs enumerate Satx S (A) when any enumeration of S is supplied for the inputs Proof. We now apply the construction of the proof of Theorem 3.
and L be as in that proof. We also repeat the definition of T E , T 1 and T (the theory of all M * with M |= T 1 ). As above M 0 is the L 0 -reduct of a countable M * |= T .
Fix any computable enumeration of T .
In the proof of Theorem 3.2 for every sequence of finite sets of natural numbers
..) we have defined the many-sorted ω-categorical theory T θ ⊃ T 1 saying that for each n, all P n,j with j ∈ D n , are empty, and the family P n,j , j ∈ D n , freely generates a Boolean algebra of infinite subsets of S n (where the n-th part of T θ is denoted by T n,Dn ).
For a subset S ⊆ ω by M S we denote the expansion M θ |= T θ , where θ = (D 2 , ..., D n , ...) with D i+2 = {1} for i ∈ S, and D i+2 = ∅ for i ∈ S. It is clear that
is ∀∃-axiomatizable and thus model complete too. Since its axioms are computable in S, it is decidable in S. In particular (M S ) * has a presentation such that its elementary diagram is computable in S.
Any enumeration of S provides an enumeration of an infinite substructure of (M S ) * as follows. Assume that at step n − 1 we have already enumerated a subset Sometimes it is interesting to verify if examples of this kind can be found in natural algebraic classes: see [5] and [7] . In this section we consider ω-categorical 2-step nilpotent groups with quantifier elimination. Using [4] we give a construction of new examples.
We start with a description of a QE-group of nilpotency class 2 given in [4] .
Since the group is built as the Fraïssé limit of a class of finite groups, we give some standard preliminaries (see for example [6] ).
Let K be a non-empty class of finite structures of some finite language L. We The structure M is called the Fraïssé limit of K. It admits elemination of quantifiers.
To define a 2-step nilpotent, ω-categorical homogeneous groups we assume that K is the class of all finite groups of exponent four in which all involutions are central.
By [4] K satisfies the HP, the JEP and the AP. Let G be the Fraïssé limit of this class. Then G is nilpotent of class two.
We need the notions of free amalgamation and a-indecomposability in K. Following [4] we define them through the associated category of quadratic structures.
A quadratic structure is a structure (U, V ; Q) where U and V are vector spaces over the field F 2 and Q is a nondegenerate quadratic map from U to V , i.e. Q(x) = 0 for all x = 0 and the function γ(x, y) = Q(x) + Q(y) + Q(x + y) is an alternating bilinear map. By Q we denote the category of all quadratic structures with
, the subgroup of all involutions of G, and
Then QS(G) = (U (G), V (G); Q G ) is a quadratic structure and the associated map γ(x, y) is the one induced by the commutation from
It is shown in Lemma 1 of [4] that this gives a 1-1-correspondence between K and Q up to the equivalence of central extensions 1
We now consider the amalgamation process in K. To any amalgamation dia-
of the corresponding quadratic structures and (straightforward) morphisms. Let
in the category of vector spaces. We define the free amalgam of QS(G 1 ) and QS(G 2 ) over QS(G 0 ) as a quadratic structure (U, V ; Q) with U = U * and V = V * (U 1 /U 0 ) ⊗ (U 2 /U 0 ) (see [4] ). The corresponding quadratic map Q : U → V is defined by first choosing splittings of
Note that Q| Ui = Q i and the corresponding γ(u
only when one of the factors is zero, the nondegeneracy is immediate. It is shown in [4] that (V, U ; Q) is a pushout of the natural maps QS(
agreeing on QS(G 0 ). We call the quadratic structure (V, U ; Q) the free amalgam of QS(G 1 ), QS(G 2 ) over QS(G 0 ). Let G be the group associated with (V, U ; Q) in K. By Lemma 3 of [4] there are embeddings G 1 , G 2 → G with respect to which G becomes an amalgam of G 1 , G 2 over G 0 in K. We call G the free amalgam of
We call a group H ∈ K a-indecomposable if whenever H embeds into the free amalgam of two structures over a third, the image of the embedding is contained in one of the two factors. It is proved in Section 3 of [4] that there is a sequence nilpotent groups G n , n ∈ ω, corresponding to the quadratic structuresF pn , n ∈ ω,
gives an appropriate antichain.
It is worth noting that the construction is effective in the following sense. Since K consists of finite structures, we find an effective enumeration of K by natural numbers. Then the set of all groups G n forms a computable subset of the class K. Proof.
(1) We apply Theorem 2.1 from [16] to the effective antichain G n , n ∈ ω.
According to this theorem for every subset S ⊂ ω we must find an ω-categorical 2-step nilpotent QE-group G S of exponent four such that G S is computable in S, and G d is embeddable into G S if and only if d ∈ S. For this purpose take the class K S of all groups from K which do not embed all G d with d ∈ S. One easily sees that K S is computable in S. On the other hand it is obvious that subgroups of groups from K S belong to K S , and the free amalgamation defined for K guarantees the amalgamation (and the joint embedding) property for K S . Let G S be the Fraïssé limit of the class K S . Consider axioms of T h(G S ). As we already know we must formalize the following properties:
(a) K S coincides with the class of all finite substructures which can be embedded into G S and (b) Every isomorphism between finite substructures of G S extends to an automorphism of G S .
The first one is obviously formalized by ∀-and ∃-formulas and the set of these formulas is computable with respect to S. It is well-known that to formalize (b)
we should express that for any two groups H 1 < H 2 from K S any embedding of H 1 into G S extends to an embedding of H 2 into G S . These sentences are ∀∃ and obviously form a set computable in S (in fact we may additionally assume that H 2 is 1-generated over H 1 ). As a result the theory T h(G S ) is decidable in S. Thus it has a model computable in S. Since the theory is ω-categorical we may assume that G S is computable in S.
(2) We apply Theorem 2.3 from [16] to the effective antichain G n , n ∈ ω. According to this theorem for every subset S ⊂ ω we must find an ω-categorical 2-step nilpotent QE-group G S of exponent four such that G S is enumeration reducible to S, and G d is embeddable into G S if and only if d ∈ S. For this purpose take the class K S of all groups from K which do not embed all G d with d ∈ S and repeat the construction of G S above.
We now must additionally check that there is an effective procedure whose outputs enumerate G S when any enumeration of S is supplied for the inputs. At the n-th step of an enumeration of S we have a sequence S n = {s 0 , ..., s n } ⊂ S. If Q ⊂ G S is the already enumerated part of G S let us consider all 1-types of T h(G S ) over Q. By quantifier elimination they are quantifier free and the number of them depends on the isomorphism type of Q. At this step we choose (in turn) realizations of those types so that the subgroup generated by them together with Q can be embedded into G Sn . Since S n is finite, T h(G Sn ) is decidable. Thus this step can be done effectively.
As a result we will obtain an enumeration of an elementary substructure of G S .
By model completeness and ω-categoricity we see that it can be treated as an enumeration of G S .
