Abstract. This paper deals with concealment of motion blur in image sequences. The approach is different from traditional methods, which attempt to deblur the image. Our approach utilizes the information in consecutive frames, replacing blurred areas of the images with corresponding sharp areas from the previous frames. Blurred but otherwise unchanged areas of the images are recognized using blur invariant features. A statistical approach for calculating the weights for the blur invariant features in frequency and spatial domains is also proposed, and compared to the unweighted invariants in an ideal setting. Finally, the performance of the method is tested using a real blurred image sequence. The results support the use of our approach with the weighting scheme.
Introduction
In many applications, the quality of video is degraded by blurring. One important class of blurring is caused by camera motion during exposure. A typical situation which generates such blur is recording using a handheld camera. The blur becomes even more noticeable after video stabilization as the random motion no longer hides the blur. In this paper, we consider the concealment of this kind of global blur in stabilized video sequences.
Image deblurring is a difficult problem. Traditional solutions include the estimation of the point spread function (PSF) of the blur and deconvolution of the image using that PSF. When the PSF is known, the latter ill-posed problem can be solved using approaches which use regularization [1] . In practice, the PSF is unknown and very hard to estimate accurately. In this case, blind image restoration algorithms are used. Such algorithms are presented in [2] .
In the case of an image sequence, it is natural to utilize multiple frames for restoration. This is the case in multichannel or multi-frame models which use sequential frames which are degraded differently. A survey of these approaches, as well as a method that does not need any information on the PSF or perfect registration of the frames are given in [3] .
Our approach is also a multi-frame method in the sense that it utilizes the information in multiple frames. However, the approach is relatively simple and many obstacles of the above mentioned methods are avoided. The basic idea is to replace the scene which is detected to be blurred using the same areas from a registered previous sharp frame. If the image is heavily blurred it is difficult to classify the image regions into unchanged scene and moving objects. We have divided the image into blocks and used blur invariant features invented by Flusser et al. [4] to classify the blocks as changed or unchanged for detection of motion. A partly similar deblurring method was presented in [5] but it uses the sum of absolute differences (SAD) of images as a classification criterion. Blur invariant features seem to work much better than SAD which is error prone in the case of heavy blur.
Previously, no weighting scheme of the Flusser's blur invariants has been presented. Our statistical approach weights the invariants according to the image noise characteristics. The weights are derived both for spatial and frequency domain blur invariants. The experiments confirmed that the invariants perform much better when the noise is taken into account. However, the border effect of the blur still remains a problem.
The rest of this paper is organized as follows. In Sect. 2, after an introduction of the blur invariant features, the method for estimation of the weight factors is proposed. Then in Sect. 3, the framework for concealment of motion blur in image sequences is presented. In Sect. 4, the performance of the statistical weighting of the blur invariants is compared to the unweighted use of the invariants [4] in an ideal setting. Finally, the results with our motion blur concealment framework are presented and compared to a reference method in a practical case.
Blur Invariants for Noisy Images
In this section, the invariants in the spatial and frequency domain are given and then the noise covariances in both cases are derived.
Blur Invariant Features
The blur invariant features of Flusser et al. [4] are invariant to blur that has centrally symmetric PSF, as is the case with ideal linear motion blur. If f (x, y) is an image function, the blur invariants based on image moments in the spatial domain are the following:
when order r = p + q is even and I S (p, q) = 0 otherwise, and where
is the approximation of the image moment of order p + q and N × N is the image size.
Let F (u, v) be the 2-D Fourier transform of the image f (x, y). Then the blur invariants in the frequency domain are given by
The space and frequency domain invariants are equivalent from the theoretical point of view, as shown in [4] , but may differ in numerical behavior, noise robustness etc. In a practical case, these invariant features are not fully invariant because of the boundary effect of convolution by the blur PSF. This is due to the fact that information flows across the borders of the observed image, as is shown mathematically in [6] for the invariants in the spatial domain. To be fully invariant, the whole convolution result would have to be known, which is impossible in practice.
Estimation of the Noise of the Blur Invariants
Image noise degrades the classification results obtained using the invariants. It is known that in the spatial domain case, the higher order moments suffer more from noise [7] . Previously any noise modeling has not been incorporated into these blur invariants [4, 8] . We have derived a statistical approach which calculates weights for the invariants according to their estimated noise.
Let's assume the following model for an observed image:
where f(x,y) is the original, possibly blurred image and n(x,y) is zero-mean independent and identically distributed noise with variance σ 2 . We will consider first the spatial invariants. If the image moments which are used to build invariants are calculated according to (2) for the observed images (4), the noisy moments arê
It is easy to show that the covariances of the noisy moments are
where p, q and r, s are the orders of the two moments for which the noise covariance is being calculated. The covariance matrix for the spatial invariants cannot be calculated directly as the equations for the invariants are non-linear. However, the covariance matrix can still be approximated using linearization according to the equation
where C m is the N m × N m covariance matrix build using covariances of equation (6) and J is N r × N m Jacobian matrix containing partial derivatives
where N r is the number of invariants up to order r and N m is the number of moments needed in calculation of those invariants. The N r × N r noise covariance matrix C r is used to weight the differences of the invariants by calculating the Mahalanobis distance between invariants
where
The use of the covariance matrix C r effectively weights each invariant according to its estimated signal-to-noise ratio. Notice that σ 2 is not needed if only relative distances are considered.
For the frequency domain invariants, the derivation of the noise covariance matrix is quite similar. The real and imaginary parts F im (u, v) and F re (u, v) of the Fourier domain invariants (3) are obtained as real and imaginary parts of the equationF
which describes the discrete Fourier transform of a noisy image (4). The corresponding noise covariance between image frequencies (u 1 , v 1 ) and (u 2 , v 2 ) becomes
It can be shown that the covariance is zero if (u 1 , v 1 ) and (u 2 , v 2 ) are different. Hence, only variances need to be calculated, leading to the simplification of (13), namely
The resulting 2N r × 2N r diagonal noise covariance matrix C m for F im (u, v) and
. N r is the number of Fourier domain invariants used.
The noise covariance matrix C r for the invariants (3) is calculated using linearization similar to (7) in the spatial domain. In this case, J is a N r × 2N r matrix containing the partial derivatives of the invariants I F (u, v) with respect to F im (u, v) and F re (u, v) . The distance between images is calculated similarly to the spatial case using equation (9) .
Framework for Motion Blur Concealment
Typically not all the images in a sequence recorded with a handheld camera are severely blurred. Our idea is that after the blurred images are detected, the blurred but otherwise unchanged scene in these images is replaced using the same scene from previous sharp frames which are first registered. To replace only the unchanged parts of the scene, each image block is classified as changed (e.g. moving objects) or unchanged using the blur invariant features presented in Sect. 2 for motion detection.
Our framework for motion blur concealment is presented in Fig. 1(a) . As can be seen, it consists of four steps preceded by stabilization, which is not considered here. However, the motion parameters that are needed for registration can be taken directly from the stabilization step. Otherwise they need to be estimated separately.
Detection of blurred frames is performed using gradient information. The sum of absolute gradients was approximated for each image f t (x, y) in a sequence to get the measure for its sharpness, namely
where d x and d y are derivative filters along the x-and y-directions. Measure s t does not give an absolute evaluation of the image sharpness but if the scene is relatively unvarying this measure can be compared to the same measure for surrounding frames. A frame f t (x, y) is classified as blurred if
where T is a threshold and K is the number of previous images used as a reference. This approach is robust if the scene does not vary too quickly and some of the previous K frames are sharp. In our tests T = 0.75 and K = 5. The classification of the scene into changed and unchanged blocks using blur invariant features is the main contribution of this research. The principle is as follows: The last image classified as sharp in the blur detection step is kept until the next one is encountered. This image is registered with the subsequent blurred frames. After this, the sharp and blurred frames are divided into blocks of size B × B as in Fig. 1(b) and 1(c) , and the distance (10) using the blur invariant features is calculated between each sharp vs. blurred block pair. If this distance between corresponding blocks in sharp and blurred frames deviates enough, the blocks are considered to be different. In the last step, the unchanged blocks in blurred frame are replaced using the blocks from the sharp frame. We have used either spatial or frequency domain invariants, as discussed in Sect. 4. Fig. 1(b) shows an example of the classification of the blocks of a blurred image. The blocks with lighter borders are classified to be changed i.e. they are different in this and the preceding sharp image. Fig. 1(c) shows the classification result if SAD measure, which is not invariant to blur, is used.
The unchanged scene blocks are replaced using a method resembling that used in overlapped block motion estimation (OBME) [9] i.e. the overlapping blocks are larger than B × B and are windowed so that the total weight for each pixel is one. This makes the transition at the borders smooth. Fig. 2(a) illustrates a typical blurred input frame and Fig. 2(b) the corresponding output frame generated using our method to conceal the blur. As can be seen, all other blocks 
Experiments
The evaluation of deblurring methods in general is difficult as the correct unblurred video sequence is not known in a practical case for comparison. In our case, it is quite clear that the final quality of the video depends on the robustness of finding the unchanged blocks from each blurred frame. For this purpose, we have tested the classification performance of the unweighted and weighted blur invariant features in two experiments using an ideal and real setting.
In the experiments, we used a QVGA resolution test sequence of length 200 frames. The sequence was recorded using a vibrating handheld camera resulting in blurred frames like that shown in Fig. 2(a) . The sequence was stabilized before the tests. The images of the sequence were divided into 6 × 8 blocks of size 32 × 32 pixels discarding the excess edge pixels. In both tests, we used 12 invariants in either the spatial or Fourier domain. This corresponds to spatial invariants of orders r = 1, 3 and 5. In the Fourier domain, this yields to the invariants
, where u and v may also be negative, and when invariants corresponding to zero frequency and redundant mirror frequencies are discarded. In the unweighted case, the frequency domain invariants are taken as such and the spatial domain invariants are normalized by (N/2) p+q , as proposed in [4] , because the numerical range of the higher order spatial invariants is larger.
In the first experiment, we compared the classification results of the unweighted and weighted invariants in a theoretical setting in which we used artificially created blur. Before blurring, the image blocks of the test sequence were padded with zeros to cancel the border effect. In this way, the only factor deteriorating the results was the noise that was added after blurring. As the weighting of the invariants is based on the estimated noise in them, this was an ideal experiment to demonstrate the performance difference of the weighted and unweighted invariants.
Two classes of block pairs were created, based on the image blocks of the gray scale version of the test sequence: "unchanged" i.e. original vs. blurred blocks and "changed" i.e. original vs. shifted and blurred blocks as shown in Fig. 3 . The class original vs. shifted blocks mimics the situation of a changing scene in the real video. The shift length was one pixel and the blur length 10 pixels. The noise standard deviation was either σ = 2 or σ = 5. Notice that the length of the blur does not have much effect in this ideal case.
In Fig. 4(a) and Fig. 4(b) the classification results are presented as receiver operating characteristics (ROC) curves for spatial and frequency domain invariants, respectively. The vertical axes show the probability of being correctly classified as "unchanged" and horizontal axis the probability of being incorrectly classified as "unchanged". The results were calculated using either weighted or unweighted blur invariants and noise standard deviations σ = 2 or σ = 5. It can be seen that the weighting improves the results significantly. Particularly the frequency domain invariants seem to be performing unsatisfactorily for our purpose without weighting. Also in the case of spatial domain invariants the improvement in the classification accuracy is clear.
In the second experiment, the real test sequence containing only the original blur was used. 67 frames from the total of 200 were detected as blurred. The blocks of the test sequence were labeled subjectively into "changed" and "unchanged". The classification result obtained using blur invariant features was compared to this ground truth classification to obtain similar ROC curves to those in the first experiment. True positive, i.e. correctly classified as unchanged scene, versus false positive, i.e. incorrectly classified as unchanged scene probabilities for different decision boundaries are shown in Fig. 5 . Notice that for finer detail only the upper left quadrant of the full ROC diagram is shown. The curves represent the results using spatial or frequency domain invariants either weighted or unweighted. The classification results were compared to a simple change detection method based on the SAD of the image blocks. We calculated the blur invariants and SAD of blocks separately for each RGB-channel, and used their mean value as the final distance. Furthermore, the classification results were calculated only for the blurred frames of the sequence, as this is the interesting situation.
To get acceptable video quality the false positive rate has to be quite low. Otherwise the blocks containing moving objects may be replaced, contaminating the image content of the sequence. So one should concentrate on the results where the false positive rate is relatively low. First of all the results show the positive effect of weighting the invariants. The improvement of the true positive rate at a given false positive rate using weighted invariants in the spatial or frequency domain is not as large as in the ideal case, probably because of the boundary effect which now causes the results to deteriorate. The improvement is still significant in the case of spatial invariants, and again very large in the case of frequency domain invariants. Clearly, without weighting, the frequency domain invariants could not be used for our purpose. Except in the unweighted frequency domain case, all the invariant approaches performed better than SAD. This can be explained by the fact that SAD is not invariant to blur, and it separates blurred and unblurred blocks. According to tests in [4] the error of the boundary effect is significant when the ratio blurlength/B is greater than 0.15. This corresponds to a blurring length of 4.8 pixels when B = 32. It was noticed also in our experiments that the blur invariants fail when the blur becomes too large.
The performance of the weighted frequency domain invariants seemed to be lower compared to the spatial case. On the other hand, the frequency domain invariants are much faster to calculate using FFT. Also the calculation of the weights is faster as the matrix C m is diagonal and the matrix J block diagonal. For this reason we tried to improve the results. It was noticed that by using slightly larger and overlapping image blocks and by windowing those blocks before calculation of the invariants, the results were improved as shown in Fig.  5 by curve "freq weighted win". Here, the block size was 48 × 48, overlapping 8 pixels, and the window was W = k T · k, where k is a 1-D Kaiser filter, with length 48 and parameter β = 2. In the case of spatial domain invariants, the windowing did not help noticeable. When the false positive rate is less than 0.1 the weighted frequency domain invariant method using windowing seems to be the best alternative.
Conclusions
The method proposed in this paper can be used to conceal the motion blur of the unchanging scene of the video by replacing the blurred areas from the previous frames. The blur invariant features, which are used for recognition of this unchanged scene, perform significantly better when our weighting scheme is used. It is noticeable that the frequency domain invariants, which are much faster to calculate, would be unsuitable for our purpose without weighting. When windowing is combined with weighting of the frequency domain invariants they become the best alternative. The invariants outperform also the SAD measure used as a reference. In practice, better classification of the blocks results in more complete concealment of the blur.
A downside of our method is that it cannot deblur the moving objects and other changing parts of the video. However, inclusion of a desirable deblurring method for moving objects is possible. The use of our method for as large region as possible is advantageous, as nuisances like ringing and noise amplification of the traditional deblurring methods are avoided.
Future improvements to the method might include calculation of the invariants for hierarchical and/or overlapping blocks. The invariants would first be calculated for larger blocks and blocks that seem to be changing would be investigated in greater detail. This is likely to reduce the border effect in the results and will make the calculation faster.
