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Abstract
Based on K-means and a two-layer pyramid 
structure, a fast algorithm is proposed for color image 
segmentation. The algorithm employs two strategies. 
Firstly, a two-layer structure of a color image is 
established. Then, an improved K-means with integer 
based lookup table implementation is applied to each 
layer.  The clustering result on the upper layer (lower 
resolution) is used to guide the clustering in the lower 
layer (higher resolution). Experiments have shown that 
the proposed algorithm is significantly faster than the 
original K-means algorithm while producing 
comparable segmentation results.  
1. Introduction 
The K-means algorithm has been widely used in the 
segmentation of color images for many applications, 
such as color blood corpuscle accounting [1], natural 
image segmentation [2], face detection of fruit 
accounting [3], detection of oil overflow [4], and 
biology micrograph processing [5]. For large images, 
however, the algorithm takes a considerably large 
amount of computation time. This paper proposes a 
fast algorithm by combining effectively a two-layer 
pyramid structure of an image with an improved K-
means with integer look up table implementation. 
Experiments have shown that the new method is 
substantially more efficient compared with the original 
K-means algorithm, whereas both produced 
comparable segmentation results.  
The rest of this paper is organized as follows. A 
brief description of the K-means algorithm is given in 
Section 2. The proposed method is presented in 
Section 3. The experimental results are shown in 
Section 4. Finally, Section 5 concludes this paper. 
2. The K-Means algorithm[6] 
Let pN RX },,{ 21 xxx  be a finite data set 
where N  is the number of data items and pR is the p-
dimensional Euclidean space. Let KNV  be the set of 
NK matrices with K , NK2 , being the 














where 1iku denotes kx belongs to cluster i and
0jku denotes kx is not in cluster j The objective 








where },,,{ 21 KV vvv , KiR
p
i 1,v ,
denotes the set of the K cluster centers and 
ikikd vx represents the distance 
between kx and iv . The minimization of 
),( VUJ K produces an optimal K partition of X . The 
iterative optimization algorithm is given as follows. 
1. Set the number of clusters K , NK2 .
    Initialize KMU
)0( , and Kii 1,
)0( 0v .
2.  Set initial iteration step 0b .
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)()1( vv , i stop; otherwise, set 
1bb ,
    and go to step 3. 
For color image segmentation, we have 3p
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representing the three components of a color space, e.g. 
RGB space, in which the colors of pixels are specified. 
The segmentation result can be obtained from 
iku directly. For example, 13ku  denotes that the k
pixel belongs to cluster 3. 
3. The Proposed method
The algorithm employs two strategies. Firstly, a 
two-layer structure of a color image is established. 
Then, an improved K-means with integer based lookup 
table implementation is applied to each layer. A typical 
size of the upper layer is 1/16 of the size of its lower 
layer. Therefore, the clustering in the upper layer can 
be completed quickly, and the approximate cluster 
centers can be obtained. These approximate centers 
serve as the initial centers for the clustering in the 
lower layer, reducing the number of iterations of the 
clustering significantly. 
3.1. Two-layer pyramid data structure 
Fig.1 shows the two-layer pyramid data structure of 
a color image. The value of a pixel in the upper layer is 
the average value of a block of connected pixels in the 
lower layer. The lower layer has a higher resolution 
than the upper layer. 
Let ),( jixR , ),( jixG , and ),( jixB  be the three 
RGB components of a pixel 
)),(),,(),,((),( jixjixjixji BGRx in the lower layer. 
Also let ),(' jixR , ),(' jixG , and ),(' jixB  be the three 
RGB components of a pixel in the upper layer,  the 
size of the lower layer be 21 MM , and the size of the 
upper layer be '' 21 MM . Without loss of generality, 








































Fig. 1. Two-layer pyramid data structure. 
We apply an improved version of K-means (as 
described below) to the upper layer. Because the 
number of pixels at this layer is only a small 
proportion of the pixels in the original images the 
algorithm will converge quickly. The obtained cluster 
centers are then used to guide the further clustering in 
the lower layer in an attention to reduce significantly 
the number of iterations. 
3.2. An improved K-means with integer lookup 
tables
The conventional K-means algorithm described in 
Section 2, usually has many repetitive operations in 
computing the distances, djk, for the pixels with the 
same color or RGB values. The repetition becomes 
prominent for large size images, Here, we design an 
integer lookup table, LUT, to eliminate the repetition. 
LUT  is three-dimensional and defined as follows: 
))(0.100(Round]][][[ 2ipvxxpiLUT ,          (8) 
where Ki1 , 31 p , and 2550 x .
Establishing such a lookup table takes 2563K
times of computation. If 4K , then 
30722563K , which is much less than the 
number of pixels in a large image. The maximum value 
of LUT is 6502500)0255(100 2 , which is within 
the range of a 4-byte integer.  In (8), the real number 
2)( ipvx  is multiplied by 100.0 and rounded, which is 
equivalent to using the real number ipv  for the 
computation with a precision of one decimal place. 
3.3. The new algorithm 
With the two-layer pyramid structure and the 
improved K-means, the proposed algorithm for 
segmenting a color image is described as follows. 
1. Set the number of clusters K
''2 21 MMNK . Initialize KMU
)0( , and 
Kii 1,
)0( 0v .
2. Set initial iteration step 0b .
3. Calculate K cluster centers Kibi 1,
)1(v , with 
)(bU and  (3). 
4. Establish lookup table with Kibi 1,
)1(v , and (8). 
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5. Update )(bU to )1(bU :






















)()1( vv , i go to step 7;
    otherwise, set 1bb , and go to step 3. 
7. Let 21 MMN . Denote the centers obtained from 
the clustering in the upper layer by Kii 1,
)0(v .
Set initial iteration step 0b .
8. Establish  lookup table with Kibi 1,
)1(v , and (8). 
9. Update )(bU to )1(bU :
from 1k  to N
            a. Calculate ikD  with the lookup table as in (9). 
            b. Update iku as in (10). 
1kk
10. Calculate K  centers Kibi 1,
)1(v , with 




)()1( vv , i go to step 12; otherwise,
      set 1bb , and go to step 8. 
12. Segment the original image by iku  of the matrix 
U ,
Ki1 , 211 MMk .
In the above algorithm, steps 1 6 are performed 
upon the upper layer and the rest steps are performed 
on the lower layer. In steps 5(a) and 9(a) the relative 
distances from a pixel to the cluster centers are 
obtained directly from the lookup tables, therefore, 
eliminating the repetitive operations. By relative 
distance it is meant that the integral part of the scaled 
real distance. Steps 5(b) and 9(b) are also simplified 
due to the use of the integers.
In the algorithm, cluster centers obtained from the 
upper layer clustering serve as the initial centers 
Kii 1,
)0(v , in the lower layer clustering. This 
allows an efficient reduction in the number of 
iterations in the lower layer clustering where there are 
a large number of pixels involved. In steps 1 6, the kx
denotes the pixels in the upper layer, and  in steps 
7 12, the kx  denotes the pixels in the lower layer. 
4. Experimental results 
In the experiments, over 30 large color images 
obtained from two web sites [7,8] were used to 
compare the proposed algorithm and the conventional 
K-means algorithm. The algorithms are implemented 
with Visual C++ running on a Pentium 4 PC. The 
terminating condition  was set to 0.1 for both 
algorithms.
Due to the limitation of space, here we only give 
two representative examples. Fig. 2(a) is a 
30002000 color image, in which the white, blue and 
other regions represent cloud, water, and mountain, 
respectively. Fig. 2(b) gives the identical segmentation 
results obtained by the two algorithms.  
(a)                                     (b) 
Fig. 2. (a) A color remote sensing image. (b) Three-
cluster segmentation result by the K-means algorithm 
or the proposed algorithm. The three clusters are 
represented with three gray levels 0, 127, and 255.
Table 1 summarizes the results of the two 
algorithms on the clustering of the image shown in Fig. 
2(a), where v , b , t , and  denote the cluster centers, 
number of iterations, time used (in second), and rate of 







Table 1. Summary of the results on the image 
shown in Fig. 2(a) 







(211.99,216.86,225.72) Lower layer: (151.04,148.33,157.57)
(44.09,78.78,122.91)
(211.95,216.81,225.67)
b 9 Upper layer: 10 Lower layer: 3 
t 58s 5s 
100%
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where 21 MM  is the number of pixels of the original 
image, and 3M  is the number of the pixels classified 
differently by the two algorithms. 
  Fig. 3 shows another example. Fig. 3(a) is the 
original color image of size 26004000 . The 
segmentations obtained by the two algorithms are 
given in Figs. 3(b) and (c). Table 2 summarizes the 
results. In this example, although  is not 100% (but 
very close to 100%), there is no perceptual difference 
between the two segmented images shown in Figs. 3(b) 
and (c). 
  From all our experiments, the new algorithm is 
significantly faster than the conventional K-means 
algorithm, and the two algorithms  produce almost 
identical results. 
5. Conclusion 
The K-means clustering algorithm has been widely 
used in the segmentation of color images. There is an 
increasing desire for a fast version of the K-means 
algorithm for newly developed imaging devices with 
high resolution. In this paper, a fast algorithm is 
proposed by effectively combining a two-layer 
pyramid structure and an improved implementation of 
the K-means algorithm. The proposed algorithm 
performs significantly faster without noticeable 
degradation of the results in comparison to 
conventional the K-means algorithm. 
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Fig. 3. (a) A volcano eruption image. (b) Four-cluster 
segmentation result by the K-means algorithm. (c) 
Four-cluster segmentation result by the proposed 
algorithm. The four clusters are represented with gray 
levels 0, 85, 170, and 255. 
Table 2. Summary of the results on the image shown in 
Fig. 3(a). 















b 16 Upper layer: 11lower layer: 1 
t 144s 7s 
99.99%
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