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1. Wprowadzenie 
 
Nowoczesne półprzewodnikowe przekształtniki częstotliwości, stosowane m.in. do 
zasilania silników asynchronicznych, charakteryzują się zniekształconymi przebiegami napięć 
wyjściowych. Ze względu na regulację prędkości obrotowej silników, przebiegi tych napięć 
mogą mieć, w długich przedziałach czasu, charakter niestacjonarny. Wyznaczanie 
częstotliwości podstawowej składowej napięć wyjściowych przekształtników ma istotne 
znaczenie dla układów regulacji. Niestacjonarność przebiegów powoduje, że okno 
próbkowania cyfrowych metod nie może być zbyt długie. Przy stosowaniu krótko-czasowej 
transformacji Fouriera (STFT), dokładne wyniki otrzymuje się tylko wówczas, gdy okno 
próbkowania ma długość równą całkowitej wielokrotności okresu badanej składowej. 
Długość tego okresu jest na ogół nieznana. 
Opracowano szereg metod cyfrowej estymacji parametrów składowej podstawowej w 
czasie rzeczywistym. Najbardziej znane wykorzystują analizę widmową [ 1,2,3 ], stosują 
filtrację Kalmana [ 2,4 ] lub sztuczne sieci neuronowe [ 5, ]. Większość z nich ma 
akceptowalną dokładność w przypadku przebiegów niezniekształconych. Metodę bazującą na 
filtracji cyfrowej i modelu estymacyjnym Prony’ego, przeznaczoną do szybkiej analizy 
sygnałów zniekształconych, przedstawiono w [6].  
W pracy przedstawiono nową metodę wyznaczania częstotliwości, opracowaną w 
oparciu o model Prony'ego. Metoda została wyprowadzona dla tych przypadków, w których 
przebieg zawiera dwie dominujące składowe harmoniczne oraz szum. Dodatkowo, w celu 
poprawy dokładności metody zastosowano filtrację medianową. Przeprowadzono szerokie 
badania symulacyjne proponowanego algorytmu. Wykorzystując metody próbkowania 
sygnałów pasmowych [ 7 ] obniżono częstotliwość próbkowania oraz stosowano krótkie okna 
pomiarowe. Wyniki badań potwierdzają dokładność metody dla zniekształconych 
przebiegów, w warunkach dynamicznych zmian częstotliwości składowej podstawowej. 
 
2. Opis metody 
 
Mając dane N wartości badanego sygnału nx , przyjmuje się aproksymację przebiegu 
jako sumę dwóch składowych sinusoidalnych: 
 
   1 1 1 2 2 2cos 2 cos 2n p px A f nT A f nT           (1) 
gdzie: 1 2,A A  amplitudy składowych sinusoidalnych 
 1 2,f f  częstotliwości składowych sinusoidalnych 
 1 2,   fazy początkowe składowych sinusoidalnych 
 pT  okres próbkowania 
 
Funkcję (1) można przedstawić w postaci sumy zespolonych funkcji wykładniczych 
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Zakłada się, że wartości kz  są pierwiastkami wielomianu w postaci: 
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Ponieważ 
 1 1 12cos 2 pf T  z z        (7) 
 2 2 22cos 2 pf T  z z        (8) 
 
otrzymuje się zależności 1 2,f f  od wartości współczynników 0 1,a a : 
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Z drugiej strony współczynniki 0 1,a a  w zależności od próbek sygnału nx , wyznacza się 
minimalizując błąd średniokwadratowy:  
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Trudny nieliniowy problem estymacyjny rozwiązuje się przy wykorzystaniu metody 
Prony’ego [ 8, 9 ], która błąd aproksymacji (14) sprowadza do równania: 
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Minimalizacja błędu (13) względem współczynników 0 1,a a : 
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prowadzi do równań: 
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których rozwiązaniem są wyrażenia opisujące współczynniki 0 1,a a : 
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Wykorzystując (10) i (11)otrzymuje się zależności na częstotliwości 1 2,f f  składowych 
sygnału: 
 
1
1
0
1
arccos
2 4 2p
a
f
T a
 
   
 
      (22) 
1
2
0
1
arccos
2 4 2p
a
f
T a
 
   
 
      (23) 
 
 
3. Próbkowanie sygnałów 
 
Do dyskretyzacji sygnałów zawierających dwie znaczące składowe częstotliwościowe, 
można zastosować technikę próbkowania pasmowego, z częstotliwością próbkowania poniżej 
częstotliwości Nyquista [7]. Próbkowanie pasmowe zmniejsza wymagania dotyczące 
szybkości oraz pojemności pamięci przetwornika A/C. Technika ta polega na takim wyborze 
częstotliwości próbkowania, aby podczas powielania widma sygnału analogowego w wyniku 
próbkowania, nie zniekształcać widma składowej użytecznej. 
Przyjmując, że częstotliwość f2 jest częstotliwością składowej nośnej, o wysokiej 
częstotliwości, a szerokość pasma sygnału użytecznego wynosi 2f1, to częstotliwość 
próbkowania fp należy wybrać z zakresu obliczonego według zależności: 
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gdzie:   m = jest dowolną parzystą liczbą całkowitą taką, że 14pf f  
 
Optymalną częstotliwość próbkowania fpo, w środku akceptowanych pasm tej częstotliwości, 
wyznacza zależność: 
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Tabela 1. Próbkowanie pasmowe: dozwolone pasma częstotliwości próbkowania oraz 
optymalne częstotliwości próbkowania dla wybranych parametrów; Tp -okres próbkowania 
 
m fpmax fpmin fpo fp Tp 
46 430,4348 429,7872 430,111 430 0,002326 
42 471,4286 469,7674 470,598 470 0,002128 
38 521,0526 517,9487 519,5007 520 0,001923 
34 582,3529 577,1429 579,7479 580 0,001724 
28 707,1429 696,5517 701,8473 700 0,001429 
26 761,5385 748,1481 754,8433 750 0,001333 
22 900 878,2609 889,1304 890 0,001124 
18 1100 1063,158 1081,579 1080 0,000926 
 
 
Rys. A. Wykorzystanie metody próbkowania pasmowego dla sygnałów zawierających dwie 
składowe sinusoidalne. 
  
 
4. Badania symulacyjne 
 
W celu zbadania możliwości metody wykonano szereg symulacji dla przebiegu 
składającego się z dwóch składowych sinusoidalnych oraz szumu gaussowskiego. 
 
     1 1 1 2 2 2cos 2 cos 2n p px A f nT A f nT e n           (26) 
 
gdzie e(t) = szum o rozkładzie Gaussa (wartość średnia zerowa). 
 
W pracy przedstawiono wyniki obliczeń przyjmując częstotliwość składowej 
podstawowej f1 zmienną w czasie w zakresie od 10Hz do 100Hz  w sposób skokowy oraz 
ciągły. Składowa o częstotliwości wysokiej ma wartość 2 10f kHz . Podczas symulacji 
zmieniano poziom szumu w sygnale, oraz parametry metody, tj. szerokość okna pomiarowego 
N, szerokość filtru medianowego. Częstotliwość próbkowania wybierano na podstawie 
zależności (25). Wybrane wartości częstotliwości próbkowania fp dla różnych wartości 
parametru m oraz dozwolone pasma częstotliwości próbkowania ( fpmax - fpmin )przedstawia 
tabela: 
Wyniki symulacji przedstawiono w postaci wykresów. Rys.1 przedstawia fragment 
badanego przebiegu. Częstotliwość składowej podstawowej zmienia się skokowo w czasie i 
przyjmuje kolejno wartości , f1= 10; 30; 50; 70 i 90 Hz. Częstotliwość drugiej składowej jest 
stała i wynosi f2= 10kHz. Sygnał próbkowano zgodnie z techniką próbkowania pasmowego z 
częstotliwością fp=470 Hz. Amplitudy składowych wynoszą odpowiednio A1=1, A2=0.3. 
Generowany szum o rozkładzie Gaussa ma wartość średnią równą zero oraz wariancję 0.01. 
 
 
 Rys. 1. Fragment badanego przebiegu napięcia. f1= 10; 30; 50; 70 i 90 Hz, f2= 10kHz, 
fp=470 Hz. 
 
Rys.2 przedstawia wyniki pomiaru częstotliwości składowej podstawowej. Przyjęto 
szerokość okna pomiarowego N=16 próbek oraz filtr medianowy o szerokości 3N. Kolejne 
pomiary częstotliwości są wykonywane poprzez przesunięcia okna pomiarowego o każdą 
kolejną próbkę. 
 
Rys.2. Wyniki pomiaru częstotliwości składowej podstawowej, N=16, filtr - 3N. 
 
Rys.3 jest powiększeniem fragmentu przebiegu z rys.2 w celu pokazania dokładności 
wyznaczania częstotliwości proponowaną metodą. W całym badanym zakresie zmian 
częstotliwości składowej podstawowej dokładność jest porównywalna. Dokładność zależy w 
dużym stopniu od poziomu szumu oraz szerokości okna pomiarowego. 
 Rys.3. Wyniki pomiaru częstotliwości składowej podstawowej – powiększony fragment rys.2, 
N=16, filtr-3N. 
 
Rys.4 przedstawia badany przebieg gdzie częstotliwość składowej podstawowej 
zmienia się liniowo w czasie i przyjmuje kolejno wartości , f1 od 10 do 90 Hz. Częstotliwość 
drugiej składowej jest stała i wynosi f2= 10kHz. Sygnał próbkowano zgodnie z techniką 
próbkowania pasmowego z częstotliwością fp=470 Hz. Amplitudy składowych wynoszą 
odpowiednio A1=1, A2=0.3. Generowany szum o rozkładzie Gaussa ma wartość średnią równą 
zero oraz wariancję 0.01 
 
 
Rys.4. Badany przebieg napięcia, f1= 10-90 Hz zmienia się liniowo w czasie, f2= 10kHz, 
fp=470 Hz. 
 
Rys.5 przedstawia wyniki pomiaru częstotliwości składowej podstawowej, która 
zmienia się liniowo w czasie. Przyjęto szerokość okna pomiarowego N=16 próbek oraz filtr 
medianowy o szerokości 3N. 
 
Rys.5. Wyniki pomiaru częstotliwości składowej podstawowej przebiegu z rys. 4, N=16, filtr-
3N. 
Rys.6 jest powiększeniem fragmentu przebiegu z rys.5 w celu pokazania dokładności 
wyznaczania częstotliwości. W całym badanym zakresie zmian częstotliwości składowej 
 podstawowej dokładność jest porównywalna.  
 
Rys.6. Wyniki pomiaru częstotliwości składowej podstawowej – powiększony fragment rys. 
5, N=16, filtr=3N. 
 
Oba przedstawione przykłady wyznaczania częstotliwości przebiegu, ze względu na 
próbkowanie pasmowe, poprawnie obliczają tylko częstotliwość składowej podstawowej, 
której znajomość ma podstawowe znaczenie dla układu regulacji. Przyjmując jednak technikę 
próbkowania sygnałów dolnopasmowych, czyli częstotliwość próbkowania powyżej 
częstotliwości 2f2, metoda poprawnie wyznacza obie składowe sygnału. 
Sygnał na rysunku 7 o zmiennej skokowo częstotliwości składowej podstawowej, f1= 
10; 30; 50; 70 i 90 Hz. oraz dodatkowej składowej o stałej częstotliwości f2= 1kHz, 
próbkowano z częstotliwością fp=2400 Hz, zgodnie z techniką próbkowania 
dolnopasmowego. Amplitudy składowych wynoszą odpowiednio A1=1, A2=0.3. Generowany 
szum o rozkładzie Gaussa ma wartość średnią równą zero oraz wariancję 0.001. 
 
Rys.7 Fragment badanego przebiegu napięcia. f1= 10, 30,50,70 i 90 Hz, f2= 1kHz, fp=2400 Hz. 
Rys.8 przedstawia wyniki pomiaru częstotliwości składowej podstawowej. Przyjęto 
szerokość okna pomiarowego N=30 próbek oraz filtr medianowy o szerokości 3N. Rys.9 jest 
powiększeniem fragmentu przebiegu z rys.8 w celu pokazania dokładności wyznaczania 
częstotliwości. Na rys. 10 pokazano wynik wyznaczania drugiej składowej sygnału. 
 
 
Rys.8. Wyniki pomiaru częstotliwości składowej podstawowej, N=30, filtr=3N. 
 
 Rys.9. Wyniki pomiaru częstotliwości składowej podstawowej, N=30, filtr=3N. 
 
5. Wnioski 
W pracy przedstawiono nową metodę wyznaczania zmiennych w czasie częstotliwości 
sygnału zniekształconego. Przeprowadzono obszerne badania proponowanej nowej metody 
mające potwierdzić jej poprawność oraz wyznaczyć obszar możliwych zastosowań. Badano 
sygnały zniekształcone, składające się głownie z dwóch dominujących składowych 
harmonicznych. Sygnał dodatkowo zawierał szum modelujący zniekształcenia sygnału i błędy 
przetwarzania cyfrowego. W wyniku tych badań stwierdzono, że przy odpowiednim doborze 
parametrów metody, pozwala ona na dokładne wyznaczenie częstotliwości składowej 
podstawowej. 
 
 
Rys.10. Wyniki pomiaru częstotliwości drugiej składowej, N=13, filtr=3N. 
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