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Abstract
We present an effective theory describing the low-energy properties of an in-
teracting 2D electron gas at large non-integer filling factors ν ≫ 1. Assuming
that the interaction is sufficiently weak, rs < 1, we integrate out all the fast
degrees of freedom, and derive the effective Hamiltonian acting in the Fock
space of the partially filled Landau level only. This theory enables us to find
two energy scales controlling the electron dynamics at energies less than h¯ωc.
The first energy scale, (h¯ωc/ν) ln (νrs), appears in the one electron spectral
density as the width of a pseudogap. The second scale, rsh¯ωc, is paramet-
rically larger; it characterizes the exchange-enhanced spin splitting and the
thermodynamic density of states.
PACS numbers: 73.20.Dx, 73.40.Hm, 73.40.Gk
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I. INTRODUCTION
Since the discovery of the fractional quantum Hall effect1, the properties of two-
dimensional (2D) interacting electron systems in a strong magnetic field have attracted
persistent attention. Historically, almost all the efforts were directed toward the study of
the strong magnetic field case when only the lowest Landau level is occupied. Some attempts
were undertaken2 to extend the analysis to a larger filling factor ν > 1. However, they were
all limited to the case when the energy of the electron-electron interaction is much smaller
than the inter-Landau level spacing, h¯ωc ≫ e2/(κℓ), with ℓ and κ being the magnetic length
and the background dielectric constant respectively. Under this condition, one can describe
the system in terms of one Landau level only; the effect of mixing of the other Landau levels
was either neglected or taken into account by perturbation theory3.
In a weak magnetic field, the typical Coulomb energy exceeds the cyclotron energy h¯ωc.
In this case, one can start from the Fermi liquid theory in zero magnetic field. The concept
of Fermi liquid usually enables one to neglect the interactions between quasiparticles when
determining their energy spectrum in the vicinity of the Fermi level. This concept is based,
first, on the screening of Coulomb interaction, and, second, on the constraint on the phase
space allowed for a scattering event4. Landau quantization of the non-interacting quasipar-
ticles in two dimensions creates a system of discrete levels. The existence of energy gaps
between the levels affects adversely the screening, which involves the low-energy excitations
of the electron system. In addition, if the Fermi level coincides with a Landau level, the
system of non-interacting quasiparticles becomes infinitely degenerate, and even a weak in-
teraction lifts this degeneracy. This may result in a non-trivial fine structure of the partially
filled Landau level (PFLL).
In this paper, we study the low-energy properties of the system with a partially filled high
Landau level5 (the level index N ≫ 1 equals to the integer part of [ν/2]). By integrating out
all the other degrees of freedom, we derive the effective interaction between the electrons
occupying this level. This procedure is valid for a weakly interacting electron gas rs <∼ 1,
and at sufficiently large filling factors, Nrs ≫ 1. (Here rs ≡
√
2e2/κh¯vF is the conventional
parameter characterizing the interaction strength.)
The effective Hamiltonian enables us to develop a microscopic theory of the thermody-
namic and tunnelling densities of states, and a description of spin excitations. In the tun-
nelling density of states, we find a pseudo-gap with a characteristic width (h¯ωc/2N) ln(Nrs),
which confirms the result of the hydrodynamic approach6. The thermodynamic density of
states and spin excitations are characterized by the energy scale rsh¯ωc. Both energies are
smaller than h¯ωc. It makes our theory complementary to the conventional Fermi liquid
picture7 which is valid in the energy range E >∼ h¯ωc.
The paper is arranged as follows. Sec. II is a qualitative discussion of the energy scales
relevant for the problem, and the summary of our main results. Sec. III is devoted to
the rigorous derivation of the effective Hamiltonian describing the low-energy physics. In
Secs. IV and V we apply the effective Hamiltonian to study the thermodynamic and the
tunnelling density of states. The spin excitations are discussed in Sec. VI.
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II. QUALITATIVE DISCUSSION AND RESULTS
Let us first consider an incompressible electron liquid with an integer filling factor ν =
2N . Because of the gap h¯ωc in the spectrum, an external in-plane electric field E can not
be screened by the 2D electron system. Instead, it causes only a finite polarization per
unit area, P = χE . The polarizability of the incompressible 2D electron liquid reduces the
interaction U(r) between two point charges embedded into it,
U(r) =
∫ d2q
(2π)2
2πe2
κq
1
ε(q)
eiqr, (2.1)
where the two-dimensional dielectric function ε(q) is related to the polarizability χ by8
ε(q) = 1 +
2πq
κ
χ(q). (2.2)
At small wave vectors, the matrix elements of the dipolar moment between adjacent
Landau levels, dN,N−1, give the main contribution to the polarizability, χ ∼ nL|dN,N−1|2/h¯ωc;
here nL = 1/2πℓ
2 is the electron density on a Landau level. The characteristic spreading of
the electron wave function on a high Landau level is equal to the cyclotron radius Rc ≡ vF/ωc,
and the estimate of the dipolar moment is dN,N−1 ∼ eRc. Substituting χ into Eq. (2.2), we
find:
ε(q) = 1 +
R2c
aB
q, (2.3)
where aB = h¯
2κ/me2 is the Bohr radius. Eq. (2.3) is valid only at small wave vectors,
qRc ≪ 1. In the opposite limit, qRc ≫ 1, a large number of Landau levels participate
in polarization of the 2D electron liquid. Therefore, the standard Thomas-Fermi screening
holds:
ε(q) = 1 +
2
aBq
. (2.4)
Formulas (2.3) and (2.4) match at qRc ∼ 1; the corresponding value of the dielectric constant,
ε(q ∼ 1/Rc) ∼ Rc/aB, is large in the weak magnetic field limit, where Rc ≫ aB. The
dielectric function for arbitrary q is given by Eq. (3.26), see Sec. III.
As it follows from Eq. (2.3), polarization is irrelevant only for interactions on a very large
length scale, r ≫ R2c/aB, where U(r) is given by the unscreened Coulomb interaction, see
Fig. 1. At a smaller scale, Rc ≪ r ≪ R2c/aB, polarization is important, and Eqs. (2.1) and
(2.3) yield:
U(r) ≃ h¯ωc
2N
ln
(
R2c
aBr
)
. (2.5)
A t aB ≪ r ≪ Rc, according to Eq. (2.4), Thomas-Fermi screening takes placer, and the
potential has the form
U(r) ≃ e
2a2B
r3
. (2.6)
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The renormalized potential Eq. (2.1) is significantly smaller than h¯ωc. Therefore, unlike
the bare Coulomb potential, the renormalized interaction does not mix Landau levels. This
observation enables us to construct an effective theory of the low energy properties of the
electron system. Similar to the strong magnetic field case, ν < 1, the corresponding Hamil-
tonian is just the energy of interaction between the electrons restricted to a single, partially
filled Landau level. The main difference is that in our case the interaction potential (2.1)
is much smaller than bare Coulomb potential, and the PFLL has a high index N ≫ 1. Al-
though still unsolvable, this low-energy theory is much simpler than the original one, where
all the Landau levels were relevant.
Armed with the effective theory, we are able to estimate the characteristic energy scales
which control the low-energy dynamics. In order to make these estimates, we employ the
Hartree-Fock trial function, based on the one-electron wave functions of the N -th Landau
level. (See Secs. IV and V for more details.) At small electron concentration on the PFLL,
nNe
<∼ 1/R2c , the separation between electrons on this level exceeds the size of the wave
function, Rc. In this case the system under consideration is equivalent to a classical crystal
of point charges interacting via potential (2.1). In the extremely dilute limit, nNe ≪ a2B/R4c ,
the polarization is not important, and the usual Coulomb repulsion between the electrons
of the PFLL is not modified. In this limit the electron system of the PFLL does not differ
from a Wigner crystal of electrons of the lowest Landau level in the strong magnetic field
regime. However, due to the polarization effect, there is a wide region of electron densities
in the weak field regime, a2B/R
4
c
<∼ nNe <∼ 1/R2c , where the Coulomb repulsion in the crystal is
replaced by the logarithmic potential (2.5). In this case, the static properties of the electron
crystal are equivalent to those of the vortex lattice in a thin superconducting film9.
We apply the developed picture to study of the energy dependence of the tunnelling
density of states. We find a suppression of the tunnelling density of states (one-electron
spectral density) at energies close to the Fermi level EF , which is similar to the known
results10–12 for a small filling factor, ν <∼ 1. In the latter case, despite rather different
approaches, all the authors10–12 find a “gap” region of width ∆g ≃ e2n1/2e /κ (here ne ≡ nN=0e
is the total electron density at ν < 1). Such a gap can be easily understood: ∆g equals
the Coulomb interaction energy of an extra electron with a “frozen” 2D electron system. If
there were no relaxation of the system at all, the density of states would vanish at energies
|E − EF | <∼ ∆g. The relaxation processes smear out the threshold in the density of states;
however, the suppression is still strong at these energies, because the characteristic relaxation
time exceeds h¯/∆g in a strong magnetic field. For a weak magnetic field, there are two
stages in the evolution of the system after an electron tunnelled in. On the short time
scale, t ∼ ω−1c , the polarization of the medium is formed, and the potential induced by the
additional electron acquires the form (2.1). At larger time scales, only the electrons of the
PFLL can be re-distributed. The latter processes are slow, which causes the suppression of
the tunnelling density of states. The corresponding gap is determined by the interaction of
the tunneled electron with its nearest neighbors, ∆g ≃ U(r ≃ 1/
√
nNe ). For a broad range
of the filling factors of the PFLL, a2B/R
4
c ≪ nNe ≪ 1/R2c , the width of the gap is:
∆g ≃ h¯ωc
4N
ln
(
R4cn
N
e
a2B
)
. (2.7)
It is worth noticing that ∆g depends on the interaction strength and on the electron density
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on the PFLL only logarithmically.
At larger concentrations, nNe
>∼ R−2c , the single electron wave functions are still orthogo-
nal to each other, but the densities corresponding to these wave functions have a significant
spatial overlap. Because of the strong repulsion between electrons at short distances, one
could naively expect that the interaction on these distances gives the main contribution to
the energy of the many-electron state. However, for the fully spin polarized electron system
of the PFLL, the orbital part of the many-electron wave function is antisymmetric, and
vanishes whenever two electrons have the same coordinates. This suppression of the wave
function amplitude compensates the large value of the interaction potential at r <∼ aB. At
larger distances, aB <∼ r <∼ Rc, the interaction (2.6) decays rapidly, and the corresponding
contribution to the Hartree-Fock energy turns out to be smaller than the contribution of
the long-range interaction (2.5), see Secs. IV and V. This results in the saturation of the
logarithmic growth of the gap ∆g with the electron density: at n
N
e
>∼ R−2c the gap in the
tunnelling density of states is
∆g ≃ h¯ωc
2N
ln (rsN) . (2.8)
This estimate was obtained previously in the framework of the hydrodynamic approach6.
We turn now to the discussion of the spin-flip excitations. The orbital part of the many-
electron wave function of such an excited state is no longer antisymmetric. Therefore, the
energy of such an excitation, ∆s, is determined not only by the bare Zeeman energy but also
by the extra interaction energy associated with the change in the structure of the orbital wave
function. Because the orbital part of the wave function is not antisymmetric, the interaction
on a short range (r <∼ aB) now does contribute to the energy of the state. This corresponds
to the well known exchange enhancement of the g-factor13. Following Ref. 14 we analyze
the exactly solvable case of a PFLL which has a completely filled spin-polarized sublevel.
Flipping the spin of a single electron affects the exchange interaction of this electron with all
the other electrons of the same Landau level. All the lower Landau levels carry equal number
of electrons of both spin polarizations, and do not contribute to the energy associated with
the spin flip. Therefore, only 1/2N -th fraction of the total electron density participates
in the exchange enhancement, and the corresponding contribution to ∆s is approximately
N times smaller than the exchange energy per electron at zero magnetic field. For a 2D
electron gas with Fermi wave vector kF , the latter energy is of the order e
2kF/κ, and the
contribution to ∆s is of the order e
2kF/κN . The rigorous result obtained in Sec. VI differs
from this estimate only by a logarithmic factor. For the effective g-factor defined by the
relation
geff ≡ ∆s
h¯ωc
, (2.9)
we obtain
geff = g0 +
rs√
2π
ln
(
23/2
rs
)
, (2.10)
if the filling factor ν is odd. Here g0 is determined by the Zeeman splitting in the absence
of the interaction, and it is usually small (in GaAs the value of g0 is only 0.029). For the
even filling factors, the value of ∆s is determined solely by g0
13.
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We see that in the weak magnetic field, the energy scale of charge excitations h¯ωc/N is
parametrically smaller than the energy scale for spin excitations rsh¯ωc. This is qualitatively
different from the situation at low filling factor, ν <∼ 1, where both these excitations are
characterized by the same energy scale e2/κℓ.
III. EFFECTIVE HAMILTONIAN
We start from the full Hamiltonian of the system
Hˆ = Hˆ0 + Hˆint, (3.1)
where the Hamiltonian for non-interacting electrons, Hˆ0, is given by
Hˆ0 =
∑
n,k
[nh¯ωc − µ]ψ†n,kψn,k. (3.2)
Here n and k are the Landau level index and the guiding center coordinate respectively (we
adopt the Landau gauge). The fermionic field operators in Eq. (3.2) satisfy the standard
anticommutation relations {ψn,k, ψm,q} = 0,
{
ψ†n,k, ψm,q
}
= δmnδkq, and µ is the chemical
potential (we include the energy h¯ωc/2 into µ). To simplify the notation, we omit the spin
indices. We will also neglect the Zeeman term g0σh¯ωc/2 in all the intermediate calculations.
This is legitimate because g0 ≪ 1 and therefore all the effects associated with the small
Zeeman energy can be included in the effective Hamiltonian after the fast degrees of freedom
are integrated out.
Electron-electron interaction is described by
Hˆint =
e2
2κ
∫ ∫
d2r1d
2r2
|r1 − r2| : (ρˆ(r1)− ne) (ρˆ(r2)− ne) : , (3.3)
where : . . . : stands for the normal ordering, ρˆ is the electron density operator, ρˆ(r) =
Ψ†(r)Ψ(r), and ne is the average electron density. The electron annihilation operator Ψ
is related to the operators ψn,k by Ψ(r) =
∑
n,k ψn,kϕn,k(r), where ϕn,k(r) are the single
electron wave functions in a magnetic field.
In order to develop the effective low-energy theory, we notice that the expression for the
partition function, Z = Tr exp(−βHˆ), can be written as
Z = TrN
(
Tr′N exp(−βHˆ)
)
, (3.4)
where TrN is the trace over the Fock space of the PFLL (N is the index of the PFLL, β
is the inverse temperature) and Tr′N means trace over all the other Landau levels. At low
temperatures, βh¯ωc ≫ 1, Eq. (3.4) acquires the form
Z = TrN exp(−βHˆeff), (3.5)
where the effective Hamiltonian Hˆeff is defined as
Hˆeff = − lim
β0→∞
1
β0
ln Λˆ(β0), Λˆ(β0) = Tr
′
N
{
e−β0Hˆ
}
. (3.6)
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Let us emphasize that, in general, the low frequency properties can be described only
by means of the effective action which includes a retarded interaction. The description by
an effective Hamiltonian with instantaneous interaction is possible only if the characteristic
time of the retardation is much smaller than h¯/Ec, where Ec is the maximal energy scale
which is considered within the effective theory. This condition is met for the problem under
consideration. Indeed, the summation in Eq. (3.6) involves inter-Landau level transitions
only. These transitions are associated with the energy gaps not smaller than h¯ωc. Corre-
spondingly, the characteristic time of the retardation related to such a transition is t <∼ ω−1c .
On the other hand, we saw at the Sec. II that the largest characteristic energy Ec = ∆s is
still parametrically smaller than h¯ωc, which enables us to neglect the retardation.
We now turn to the calculation of the effective Hamiltonian (3.6). The simplest way
to proceed is to use the Hubbard-Stratonovich transformation: first, we introduce auxiliary
scalar field φ(τ, r) to decouple quartic in Ψ interaction part of the Hamiltonian; second, we
perform the summation over all the fermionic degrees of freedom not belonging to PFLL.
After that, we integrate out auxiliary fields by means of the saddle point approximation and
thus obtain the effective Hamiltonian Heff .
Below we implement this procedure. Performing the first step of the Hubbard-
Stratonovich transformation, we find for Λ from Eq. (3.6)
Λˆ(β0)=
∫
Dφ exp
(
1
2
∫
d3ξ
∫
d3ξ′φ(ξ)φ(ξ′)K(ξ−ξ′)
)
×
Tr′N
{
e−β0Hˆ0Tτ exp
(
−
∫
d3ξφ(ξ) (ρˆ(ξ)−ne)
)}
, (3.7)
where Tτ is the imaginary time ordering, and 3D vector ξ represents time and space coor-
dinates, ξ = (τ, r). The domain of integration over ξ is: τ ∈ [0, β0], x ∈ [0, Lx], y ∈ [0, Ly],
where Lx × Ly is the geometrical size of the 2D system. We will omit the Planck constant
in all the intermediate calculations.
The measure of the functional integral in Eq. (3.7) is determined by the condition
∫
Dφ exp
(
1
2
∫
d3ξ1
∫
d3ξ2φ(ξ1)φ(ξ2)K(ξ1 − ξ2)
)
=1, (3.8)
and the function K is defined by the equation
∫
d3ξ3K(ξ1−ξ3)
e2δ(τ3−τ2)
κ|r3−r2| = δ( ξ1−ξ2). (3.9)
The density operator is
ρˆ(r, τ) = Ψ¯(r, τ + ǫ)Ψ(r, τ), ǫ→ +0, (3.10)
where the fermionic operators in Matsubara representation are Ψ(τ) = eτHˆ0Ψe−τHˆ0 , and
Ψ¯(τ) = Ψ†(−τ). By introducing the infinitesimal positive time shift ǫ into definition (3.10)
we preserve the normal ordering of the fermionic operators in the interaction Hamiltonian,
see Eq. (3.3).
After the decoupling is performed, the fermionic part of the Hamiltonian in Eq. (3.7)
becomes quadratic, which enables us to make the second step of the Hubbard-Stratonovich
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transformation, i.e. to carry out the trace Tr′N over the “fast” fermionic degrees of freedom.
The result depends solely on the variables belonging to the PFLL:
Λˆ(β0) = e
−β0HˆN0
∫
Dφ e−F0{φ}Tτ
{
e−Fˆ1{φ,ρˆN}e−Fˆ2{φ,ΨN ,Ψ¯N}
}
, (3.11a)
F0{φ} =
∫
d3ξfφ(ξ, ξ)− N
πℓ2
∫
d3ξφ(ξ)
−1
2
∫
d3ξ1
∫
d3ξ2φ(ξ1)φ(ξ2)
(
K(ξ1−ξ2)− 4GN(ξ2, ξ1)G˜φ(ξ1, ξ2)
)
, (3.11b)
Fˆ1 {φ, ρˆN} =
∫
d3ξφ(ξ)
(
ρˆN(ξ)− nNe
)
, (3.11c)
Fˆ2
{
φ,ΨN , Ψ¯N
}
=
∫
d3ξ1
∫
d3ξ2
[
Ψ¯N(ξ
+
1
)ΨN(ξ2)− 2GN(ξ2, ξ1)
]
φ(ξ1)G˜φ(ξ1, ξ2)φ(ξ2), (3.11d)
GN(ξ1, ξ2) = −PN (r1, r2)e(τ2−τ1)(Nωc−µ)θ(τ1 − τ2 − ǫ), (3.11e)
where the 3D vector ξ+ is (τ + ǫ, r). In Eqs. (3.11) ΨN is the projection of the fermionic
operator (in Matsubara representation) on the PFLL, ΨN(ξ) = e
τ(µ−Nωc)∑
k ψN,kϕN,k(r),
operator Ψ¯N(τ) is defined as Ψ¯N(τ) = Ψ
†
N(−τ). Projections of the density operator ρˆ and
of the Hamiltonian Hˆ0 on the PFLL are given by ρˆN(ξ) = Ψ¯N(ξ
+)ΨN(ξ) and by Hˆ
N
0 =
(Nωc − µ)
∫
d2rρˆN(r) respectively. In Eq. (3.11e), PN(r2, r1) is the projection operator
onto the PFLL15; nNe = ne − N/πℓ2 is the average electron concentration on the PFLL.
Operator Fˆ2 in Eq. (3.11d) is defined in such a way Tτ Fˆ2 = Fˆ2. This follows from the
anticommutation relation for the fermionic operators
{
ΨN(r1),Ψ
†
N(r2)
}
= PN(r1, r2).
The Green’s function G˜φ(ξ1, ξ2) is the kernel of the integral operator:
Gˆφ = Pˆ
⊥
N
[
− ∂
∂τ
+ µ+
ωc
2
− Pˆ⊥N HˆφPˆ⊥N
]−1
Pˆ⊥N , (3.12)
Here Pˆ⊥N is the projection operator onto the space of functions orthogonal to the states of the
PFLL15, and Hˆφ is the Hamiltonian of an electron in the magnetic field and in the external
potential φ:
Hˆφ =
(
−i∇+ e
c
A
)2
2m
+ φ(r, τ). (3.13)
The function G˜φ describes the evolution in the external field φ of electron states constrained
to the Landau levels n 6= N . This constraint is implemented by the introduction of the
projection operators Pˆ⊥N into Eq. (3.12). At τ1 = τ2 the function G˜φ is defined as
G˜φ(τ1, τ1)→ G˜φ(τ1, τ1 + ǫ) (3.14)
in accordance with Eq. (3.10).
The first term in Eq. (3.11b) results from the summation over the fermionic states with
n 6= N , and represents the “thermodynamic potential” of electrons in these states in the
field φ. The function fφ(ξ1, ξ2) is defined as the kernel of the operator
fˆφ = 2 ln Gˆφ, (3.15)
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with Gˆφ from Eq. (3.12). Here, the factor 2 comes from the spin degeneracy.
In order to perform the integration over the auxiliary field in Eq. (3.11a), we employ
the saddle point approximation. It means that one has to expand the functional F0{φ}, see
Eq. (3.11b), and the operator Fˆ2
{
φ,ΨN , Ψ¯N
}
, see Eq. (3.11d), up to the second order in φ.
We start from the expansion of the operator Fˆ2
{
φ,ΨN , Ψ¯N
}
. It contains explicitly a
factor, which is bilinear in φ, and therefore we can replace G˜φ in Eq. (3.11d) by the Green’s
function G˜0 of an electron in the absence of an external field, φ = 0. Then, Eq. (3.12)
enables us to find the explicit form of G˜0:
G˜0(r1, τ1; r2, τ2) =
∑
k,n 6=N
ϕ∗n,k(r2)ϕn,k(r1)e
(τ2−τ1)(nωc−µ)
× [θ(τ2 − τ1)θ(N − n)− θ(τ1 − τ2)θ(n−N)]. (3.16)
When expanding the first term in F0{φ}, we use definition (3.15) and the solution of
Eqs. (3.12), (3.13) up to the second order in φ, and we obtain:
∫
d3ξfφ(ξ, ξ) ≈ β0Ω0 + N
πℓ2
∫
d3ξφ(ξ)+
+
∫
d3ξ1
∫
d3ξ2φ(ξ1)φ(ξ2)G˜0(ξ2, ξ1)G˜0(ξ1, ξ2), (3.17)
where Ω0 = [(N − 1)h¯ωc/2− µ]NLxLy/πℓ2 is the thermodynamic potential of the system
of noninteracting electrons on the completely filled Landau levels. The third term in the
functional F0{φ}, see Eq. (3.11b), is already bilinear in φ.
Substitution of Eq. (3.17) into Eq. (3.11b) yields
F0{φ} = β0Ω0 − 1
2
∫ ∫
d3ξ1d
3ξ2φ(ξ1)S (ξ1 − ξ2)φ(ξ2), (3.18)
where the second term describes fluctuations of the field φ which are renormalized due to
the integrated out degrees of freedom. The kernel S equals to
S(r, τ) =
∫
dωd2q
(2π)3
κq
2πe2
ε(q, ω)eiqr−iωτ , (3.19)
where ε(q, ω) coincides with the dielectric function calculated in the random phase
approximation16:
ε(q, ω) = 1− 2πe
2
κq
Π(q, ω). (3.20)
Here, the polarization operator Π(q, ω) in Eq. (3.20) is given by
Π(q, ω) = 2
∫
d2rdτe−iqr+iωτ
[
G˜0(r, τ ; 0, 0)+
GN (r, τ ; 0, 0)
] [
G˜0(0, 0; r, τ) +GN(0, 0; r, τ ]
]
, (3.21)
where the functions G˜0 and GN are defined by Eqs. (3.16) and (3.11e) respectively. The
explicit form and the asymptotic behavior of Π(q, ω) are presented in Appendix A.
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Within the approximations made, we can transform Eq. (3.11a) to the form of a Gaussian
integral over the auxiliary field φ. The result is
Λˆ(β0)=e
−β0(Ω0+HˆN0 )
∫
Dφ Tτ
[
e−Fˆ1{φ,ρˆN}−Fˆ
0
2 {φ,ΨN ,Ψ¯N}
]
× exp
(
1
2
∫
d3ξ1
∫
d3ξ2φ(ξ1)φ(ξ2)S(ξ1−ξ2)
)
, (3.22)
where Fˆ 02 is obtained from operator Fˆ2, see Eq. (3.11d), by replacing G˜φ with G˜0.
Before we proceed further, let us emphasize that the saddle point approximation can be
justified only if the characteristic value of the fluctuations of the auxiliary field φ is small
enough. The estimate which will be presented later in this section shows that the expansion
quadratic in φ is parametrically valid for the weakly interacting electron system at large
filling factors.
Now, we are in the position to perform the actual integration in Eq. (3.22). Operator Fˆ1,
see Eq. (3.11c), is a linear functional of φ, whereas operator Fˆ 02 , see Eq. (3.11d), is quadratic
in φ; because the fluctuations of field φ are small, the typical value of Fˆ2 is much smaller
than that of Fˆ1. If we neglect the term Fˆ
0
2 at all, the functional integration in Eq. (3.22)
can be easily performed. The calculation is further simplified if we approximate S(τ) ≃
δ(τ)
∫ S(τ)dτ . It is valid approximation for the description of the low-energy dynamics of
electrons belonging to PFLL: S is rapidly decaying function of time: S(τ) ∝ exp(−ωc|τ |) at
τ >∼ ω−1c , as it follows from Eqs. (3.19) - (3.21). The integration over field φ then results in
an exponential exp
(
−β0Hˆeffint
)
, with the Hamiltonian of density-density interaction,
Hˆeffint =
1
2
∫ ∫
d2r1d
2r2U(r1 − r2) (3.23)
× :
(
ρˆN (r1)− nNe
) (
ρˆN (r2)− nNe
)
: .
The operator (3.23) acts within the Fock space of PFLL, and the renormalized pair inter-
action U(r) is related to S(ξ) by
∫
d3ξ3S(ξ1−ξ3)U(|r3−r2|) = δ( r1−r2). (3.24)
Substitution of Eq. (3.19) into Eq. (3.24) yields:
U(r) =
∫
d2q
(2π)2
2πe2
κq
1
ε(q)
eiqr. (3.25)
Here the static dielectric function ε(q) ≡ ε(q, ω = 0) describes the renormalization of the
bare Coulomb potential due to the integrated out degrees of freedom. This function can be
easily found with the help of Eqs. (3.20) and (A7a), and it has the form
ε(q) = 1 +
2
qaB
[
1− J 20 (qRc)
]
(3.26)
for the large filling factor N ≫ 1 and for values of wave vector q much smaller than Fermi
wave vector, kF . In Eq. (3.26), aB = h¯
2κ/me2 is the Bohr radius and J0(x) is the zeroth
10
order Bessel function. Asymptotic behavior of the renormalized potential U(r) was discussed
in Sec. II, see also Fig. 1.
The term Fˆ 02 from Eq. (3.22) can be taken into consideration by means of the perturbation
theory using the small parameters rs and 1/N . We show in Appendix B that this operator
generates term of the effective Hamiltonian which is linear in density. This linear term
can be trivially included into the free electron Hamiltonian Hˆ0N by a shift of the chemical
potential.
Finally, substituting the resulting expression for Λ in Eq. (3.6) and restoring the Zeeman
energy term, we obtain the expression for the effective Hamiltonian:
Hˆeff = Ω− µ∗
∫
d2rρˆN(r) + Hˆ
eff
int + (3.27)
1
2
g0h¯ωc
∫
d2r
(
Ψ†N,↓(r),ΨN,↓(r)−Ψ†N,↑(r),ΨN,↑(r)
)
,
where Hˆeffint is defined by Eq. (3.23), the explicit expression for the shifted chemical potential
µ∗ is presented in Appendix B, see Eq. (B30), and the thermodynamic potential Ω of the
electrons on the filled Landau levels is given by Eq. (B26). We will not need concrete values
of µ∗ and Ω in the further calculations.
Hamiltonian (3.27) is the main result of this section. The physical meaning of this
Hamiltonian is that the low-frequency dynamics of the system is described by the electrons
belonging to the upper Landau level. Interaction between these electrons is renormalized
due to the large polarizability of all the other Landau levels.
Let us now discuss the condition of the validity of the approximations we made. As we
mentioned earlier, the saddle point approximation can be justified only if the characteristic
value of the fluctuations of the auxiliary field φ is small enough. Below we show that the
fluctuations at all the spatial and time scales are parametrically small for a weakly interacting
electron system at large filling factors.
The magnitude of the fluctuations localized within the spatial range r and within the
time interval τ can be estimated from Eqs. (3.22) and (3.19) as
〈
φ2
〉
τ,r
≃ h¯
τ
(
e2
κrε(r−1, τ−1)
)
. (3.28)
Further estimates depend on the relation between the scale r and the cyclotron radius Rc.
If this spatial scale is large, r ≫ Rc, only the dipole transitions between the nearest Lan-
dau levels are induced. The corresponding off-diagonal matrix elements of the Hamiltonian
are of the order of (Rc/r)|φ|. The mixing of the Landau levels by the field φ is small if
〈φ2〉τ,r
(h¯ωc + h¯/τ)
2
(
Rc
r
)2
≪ 1. (3.29)
Combining Eq. (3.28) with Eq. (3.29) and using the results (3.20) and (A7c) for the dielectric
function, we find the condition of small fluctuations
rsN ≫ 1. (3.30a)
Therefore, the long-range fluctuations are not “dangerous” in the weak magnetic field regime.
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Let us now analyze the short range fluctuations, r ≪ Rc. In this case transitions between
distant Landau levels are possible, and the requirement of the smallness of fluctuations
coincides with the standard one for the validity of the random phase approximation at zero
magnetic field,
rs ≪ 1. (3.30b)
Thus, the saddle point approximation is valid for the weakly interacting electrons in a weak
magnetic field.
In the following sections, we will apply the effective Hamiltonian (3.27) to describe various
physical effects associated with the PFLL.
IV. GROUND STATE ENERGY AND THERMODYNAMIC DENSITY OF
STATES
In this section, we evaluate the ground state energy and thermodynamic density of states
∂ne/∂µ as a function of the filling factor of the partially filled Landau level ∆ν = ν − 2N .
We consider explicitly the case ∆ν ≤ 1. System at the filling factors 1 < ∆ν ≤ 2 can be
analyzed with the help of the electron-hole symmetry, and the the thermodynamic density
of states for this case can be obtained from the results for ∆ν ≤ 1 by the replacement
∆ν → 2−∆ν.
We assume that the ground state is spin polarized at ∆ν ≤ 1, and thus omit the irrelevant
Zeeman term17. The chemical potential µ∗ for the given electron concentration on the PFLL
nNe = M/LxLy is found by differentiating the ground state energy of Hamiltonian (3.27) with
respect to the number of electrons M :
µ∗ =
∂E0(M)
∂M
, E0(M) =
〈
0|Hˆeffint |0
〉
M
〈0|0〉M
, (4.1)
where |0〉M is the wave function of the ground state of the system with M electrons on the
PFLL.
Evidently, it is sufficient to consider only the filling factors ∆ν ≤ 1/2. At larger filling
factors, 1/2 < ∆ν ≤ 1, one can use the electron-hole transformation within the spin sublevel,
ΨhN = Ψ
†
N , and study the system of holes with the filling factor 1 − ∆ν described by the
Hamiltonian
Hˆeff = Ω− µ∗
∫
d2r
(
1
2πℓ2
− ρˆhN(r)
)
+ Hˆeffint , (4.2)
Hˆeffint = −∆ex
∫
d2r
(
1
4πℓ2
− ρˆhN (r)
)
+
1
2
∫∫
d2r1d
2r2U(r1−r2) :
[
ρˆhN (r1)− nNh
][
ρˆhN(r2)− nNh
]
: .
Here ρˆhN =
(
ΨhN
)†
ΨhN is the hole density operator ρˆ
h
N and n
N
h = 1/(2πℓ
2)−nNe is the average
density of holes at the PFLL. The first term in Hˆeffint corresponds to the shift of the chemical
potential of the completely filled Landau level due to the exchange interaction13,14:
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∆ex = 2πℓ
2
∫
d2rU(r)PN(r, 0)PN(0, r). (4.3)
Here PN(r1, r2) is the projector operator on the PFLL
15. The integration in Eq. (4.3) can
be performed with the help of the explicit form (B21) for PN(r1, r2). Under the conditions
(3.30), the calculation yields
∆ex = h¯ωc
rs√
2π
ln
(
23/2
rs
)
. (4.4)
It follows from Eq. (4.2) that filling of one spin sublevel results in the shift −∆ex of the
chemical potential. This enables us to find the average thermodynamic density of states
which is defined by the relation
(
∂ne
∂µ
)
=
1/2πℓ2
µ(∆ν = 1− δ)− µ(∆ν = δ) , δ → +0. (4.5)
With the help of Eq. (4.4), we obtain
(
∂ne
∂µ
)
= −m
h¯2
[√
2rs ln
(
23/2
rs
)]−1
. (4.6)
It is worth noticing, that the thermodynamic density of states (4.6) does not depend on
magnetic field at all. We will see below that for a broad range of filling factors of the PFLL
∆ν, the actual value of the thermodynamic density of states is close to the average one given
by Eq. (4.6).
The true ground state of the Hamiltonian (3.27) for non-integer filling factors is not
known. In order to estimate the ground state energy, we use the Hartree-Fock trial function
analogous to that used by Maki and Zotos18 for the lowest Landau level
|0〉M =
M∏
j=1
ψˆ†Rj |0〉0 , (4.7)
ψˆ†R =
∫
d2rΦR(r)Ψ
†
N (r), (4.8)
where ΦR(r) is the normalized one-electron wave function of a coherent state
19 on the PFLL
with the guiding center localized about point R. In the Landau gauge, Ay = −Bx, Ax = 0,
this function has the form
ΦR(r) =
1√
2πℓ2
e−i[r×R]z/2ℓ
2+ixy/2ℓ2g (r −R) ,
g (r) = 1√
N !
(
x−iy√
2ℓ
)N
e−r
2/4ℓ2 . (4.9)
The overlap between two functions (4.9) rapidly decreases with the distance between
their guiding centers:
∫
d2rΦ∗R1(r)ΦR2(r) = e
−i[R1×R2]z/2ℓ2e−(R1−R2)
2/4ℓ2 . (4.10)
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Equation (4.10) shows that the overlap is exponentially small even when the distance between
the guiding centers is smaller than Rc and the electrons are not separated in space.
For small filling factors ∆ν < 1/2, we can choose the guiding centers Ri separated by
the distance much larger than the magnetic length ℓ which enables us to neglect the non-
orthogonality of the coherent states. Then, the expression for the energy E0(M) given by
Eq. (4.1) acquires a simple form
E0(M) =
1
2
M∑
i 6=j
VHF (|Ri −Rj|)− Mn
N
e
2
∫
d2rU(r),
VHF (R) = VH(R)− VF (R), (4.11)
where Hartree VH and Fock VF potentials are given by
VH(R)=
∫∫
d2r d2r′ U(r−r′) |Φ0(r)|2 |ΦR(r′)|2
=
∫
d2q
(2π)2
2πe2
κq
1
ε(q)
[
LN
(
q2ℓ2
2
)]2
e−q
2ℓ2+iqR (4.12)
and
VF (R)=
∫∫
d2r d2r′U(r−r′)Φ∗0(r)Φ∗R(r′)Φ0(r′)ΦR(r)
=
∫ d2q
(2π)2
2πe2
κq
1
ε(q)
[
LN
(
q2ℓ2
2
)]2
e−q
2ℓ2−qR−R2/2ℓ2 ,
(4.13)
respectively. Here LN (x) is the Laguerre polynomial
20. We used Eqs. (3.25) and (4.9), when
deriving Eqs. (4.12) and (4.13). Small corrections appearing due to the non-orthogonality
of the functions (4.9) were discussed in Ref. 18.
Now, the energy given by Eq. (4.11) should be minimized with respect to the positions of
the guiding centers Rj . The best configuration corresponds to the guiding centers arranged
in a triangular lattice18. Below we present analytical results for the energy of the variational
ground state (4.7) in different domains of filling factor ∆ν.
Dilute system, ∆ν ≪ N−1 – In this case, the lattice constant a =
(√
3nNe /2
)−1/2
is
large, a≫ Rc, so that the Fock potential (4.13) is exponentially small and the Hartree term
VH(R) coincides with the interaction potential U(R). In this limit, two situations may be
distinguished.
For an extremely dilute system, ∆ν ≪ N−3r−2s , the lattice constant is larger than R2c/aB,
and therefore the Coulomb potential is not renormalized. In this case, the ground state
energy coincides with that of the Wigner crystal on a neutralizing background,
E0(M) = −α e
2
κℓ
M3/2
M
1/2
Φ
(4.14)
where α = 0.782 . . . is a numerical constant21, and MΦ = LxLy/2πℓ
2 is the number of states
on a Landau level. The use of Eq. (4.1) immediately yields for the thermodynamic density
of states in this regime
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∂ne
∂µ
= −0.542
rs
m
h¯2
(
∆ν
N
)1/2
. (4.15)
The negative thermodynamic density of states for an analogous system was considered earlier
in Ref. 22.
For a moderately dilute system N−3r−2s ≪ ∆ν ≪ N−1, the typical distance between
electrons on the PFLL is much smaller than R2c/aB. At such distances the potential of
interaction is strongly renormalized by the screening and it is given by Eq. (2.5). With the
logarithmic accuracy the energy of the system is given by
E0(M) ≃ −M h¯ωc
8N
ln
[
N3r2s
M
MΦ
]
(4.16)
and, correspondingly, the thermodynamic density of states for moderately dilute system
takes the form:
∂ne
∂µ
= −4
π
m
h¯2
(∆νN) . (4.17)
“Dense” limit, N−1 ≪ ∆ν ≪ 1/2 – In this case the distance between the nearest guiding
centers is smaller than Rc. The asymptotic behavior of the Hartree and Fock potentials
depends on the relation between the magnetic length ℓ and the Bohr radius aB. We restrict
ourselves to the case ℓ≫ aB, or
Nr2s ≫ 1, (4.18)
which enables us to simplify Eqs. (4.12) and (4.13),
VH(R) =
e2aB
2πRcR
+
3e2aB
4π2R2c
ln
(
Rc
R
)
+
e2aB
R2c
ln
(
Rc
aB
)
,
VF (R) =
e2aB
2πRcR (1 +RaB/2ℓ2)
(4.19)
for the range of distances ℓ≪ R≪ Rc.
The resulting potential VHF (R) = VH(R) − VF (R) is a smooth function of R at
R ≪ ℓ2/aB. This enables us to find the analytical expression for the ground state en-
ergy (4.11) in the region N−1r−2s ≪ ∆ν ≪ 1/2. First, we can approximate
∑
j 6=0 VHF (Rj) ≈
nNe
∫
d2RVHF (R)− VHF (a), as the potential varies only logarithmically over the lattice cell.
Second, we notice that the spatial average of the Hartree potential is exactly equal to the
average of the bare potential U(r), and these two terms cancel each other in Eq. (4.11) for
E0(M). Finally, the integral of the Fock potential is proportional to the exchange shift, ∆ex,
see Eq. (4.4). The resulting energy of the system is
E0(M) = − M
2
2MΦ
∆ex− (4.20)
M
h¯ωc
4N
[
3
8π2
ln
(
M
MΦ
N
)
+ ln (Nrs) +
1√
2πrs
]
,
which yields the thermodynamic density of states of the form
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∂ne
∂µ
= −m
h¯2
[√
2rs ln
(
23/2
rs
)]−1
×
[
1− 3
√
2
32πrs ln (r−1s )
(∆νN)−1
]
. (4.21)
The leading term in Eq. (4.21) coincides with Eq. (4.6).
The filling factors ∆ν > 1/2 can be considered similarly by using the electron-hole
symmetry, see Eq. (4.2), and the trial function of type (4.7). The overall dependence of the
thermodynamic density of states on the filling factor is shown in Fig. 2.
V. SPECTRAL DENSITY
The value of the one electron spectral density A(ǫ) can be measured in the tunnelling
experiments23,24. For the electron states on the PFLL, A(ǫ) is defined by relations:
A(ǫ) = A+(ǫ) + A−(ǫ), (5.1)
A+(ǫ) =
1
MΦ
∑
k,m˜
∣∣∣〈m˜ ∣∣∣ψ†k,N
∣∣∣ 0〉∣∣∣2 δ(E˜m˜ − E˜0 − ǫ),
A−(ǫ) =
1
MΦ
∑
k,m˜
|〈m˜ |ψk,N | 0〉|2 δ(E˜0 − E˜m˜ − ǫ).
Here, |m˜〉 is an eigenstate of the full Hamiltonian (3.1), E˜m˜ is the corresponding eigenvalue
and m˜ = 0 stands for the ground state of the system. Functions A+(ǫ) and A−(ǫ) describe
the introduction of an extra electron or an extra hole onto the PFLL respectively.
We are interested in the spectral density at energies |ǫ| ≪ h¯ωc. All the behavior of the
system at such low energies can be described by the effective Hamiltonian (3.27). Following
the method of Sec. III, we can express the spectral density (5.1) in terms of the eigenstates
of the effective Hamiltonian as
A+(ǫ) =
Z
MΦ
∑
k,m
∣∣∣〈m ∣∣∣ψ†k,N
∣∣∣ 0〉∣∣∣2 δ(Em −E0 − ǫ),
A−(ǫ) =
Z
MΦ
∑
k,m
|〈m |ψk,N | 0〉|2 δ(E0 −Em − ǫ), (5.2)
where m denotes the eigenstates of the effective Hamiltonian (3.27) and Em is the corre-
sponding eigenvalue, m = 0 is the ground state. The Z-factor in Eq. (5.2) describes the
overlap between the low-energy eigenstates of the full Hamiltonian and the eigenstates of
the effective Hamiltonian. The value of Z-factor coincides with the quasiparticle weight for
a 2D degenerate plasma in the absence of the magnetic field,
Z = 1 − 3rs
π
√
2
.
Now we use Eq. (5.2) to evaluate the spectral density. Our analysis is based on the trial
function (4.7). Even though we are not able to find the details of the energy dependence of
the spectral density, this approach provides a reliable estimate for the energy scales involved.
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Because the trial function (4.7) is constructed from the coherent states (4.9), it is con-
venient to rewrite Eq. (5.2) in terms of the operators ψR, ψ
†
R, see Eq. (4.8), creating or
annihilating an electron in the coherent state:
A±(ǫ) =
Z
2π
∫
dte−iǫt
∫ d2R
LxLy
G±(R, t), (5.3a)
G+(R, t) =
〈
0
∣∣∣e−itHˆeffψReitHˆeffψ†R∣∣∣ 0〉 , (5.3b)
G−(R, t) =
〈
0
∣∣∣ψ†Re−itHˆeffψReitHˆeff ∣∣∣ 0〉 . (5.3c)
Here we used the representation of the projection operator in terms of the coherent states
(4.9):
PN(r1, r2) =
∫
d2R
2πℓ2
Φ∗R(r2)ΦR(r1).
Let us concentrate below on the calculation of the spectral density for the hole excitations
A−(ǫ). (The calculation procedure for A+(ǫ) is similar and will be briefly outlined later.)
At small time t, expression (5.3c) can be approximated by the formula
G−(R, t) ≈ G−(R, 0) exp
(
itE−(R)− 1
2
[tD(R)]2
)
(5.4)
with parameters
E−(R) =
〈
0
∣∣∣ψ†R, [ψR, Hˆeff]∣∣∣ 0〉〈
0
∣∣∣ψ†RψR
∣∣∣ 0〉 ; (5.5)
[D(R)]2 =
〈
0
∣∣∣ψ†R [Hˆeff , [Hˆeff , ψR]]∣∣∣ 0〉〈
0
∣∣∣ψ†RψR∣∣∣ 0〉 −
[
E−(R)
]2
.
Substitution of Eq. (5.4) into Eq. (5.3a) gives the result
A−(ǫ)=
Z√
2π
∫
d2R
LxLy
G−(R, 0)
D(R)
exp
{
−(E
−(R)−ǫ)2
2 [D(R)]2
}
(5.6)
for the spectral density.
Now we use Maki-Zotos trial state (4.7) to find the functions in the integrand in Eq. (5.6).
At a small filling of the PFLL, ∆ν ≪ 1, we obtain with the help of Eq. (4.10)
G−(R, 0) =∑
Ri
e−(R−Ri)
2/2ℓ2 , (5.7)
which describes the “density of the centers of orbits” in the Wigner crystal. Energy E−(R)
defined in Eq. (5.5) turns out to be independent on the position R because all the electrons
in the Wigner crystal have the same energy:
E− =
∑
Ri 6=0
VHF (|Ri|)− nNe
∫
d2rU(r)− µ∗. (5.8)
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Here the Hartree - Fock energy VHF is defined by Eq. (4.11), and the second term describes
the neutralizing background. The parameter D(R) is also independent of R and it is given
by
D2 = ℓ2
∑
Ri 6=0
[∇VHF (|Ri|)]2 . (5.9)
Because none of the parameters in the exponent in Eq. (5.6) depend on R, the integration
can be easily performed, and it yields:
A−(ǫ)= ∆ν
Z√
2πD
exp
{
−(E
−−ǫ)2
2D2
}
. (5.10)
Let us now discuss the physical meaning of the energies E−, D. After an electron is
removed from the PFLL, the system acquires extra energy equal to −E−(R) due to the
interaction between the hole and all the electrons of the PFLL. If all the other electrons of
the PFLL were “frozen”, this state would give a contribution ∝ δ(ǫ−E−(R)) to the spectral
density. (Classical model of the frozen electrons was used in Ref. 11 for the electrons on
the lowest Landau level.) However, the state formed right after the tunnelling is not an
eigenfunction. The decay of this initial state leads to the finite quantum width D of the
spectral density, see Fig. 3 a.
To find the region of applicability of expression (5.10) we notice that the expansion in t we
used in Eq. (5.4) is valid for |t| ≪ |E−/D2|. The characteristic time determining the value of
the integral in Eq. (5.3a) can be estimated as t ≃ |ǫ−E−|/D2. Combining these two condi-
tions, we find that Eq. (5.10) is applicable for |ǫ−E−| ≪ |E−|. At the boundary of applica-
bility, the spectral density (5.10) is proportional to exp [−(E−/D)2], and therefore Eq. (5.10)
describes the main contribution to the spectral density only if |E−| ≫ D. Substituting the
explicit expression for Hartree-Fock potential (4.11) into Eqs. (5.8) and (5.9), we see that
the ratio D/|E−| is maximal at ∆ν ≃ 1/2, where its value is D/|E−| ≃ 0.1(lnN)−1/2 ≪ 1.
Furthermore, we believe that the use of the Hartree-Fock function sets the upper limit for D.
This is because trial function (4.7) does not take into account the correlations in the motion
of centers of orbits, and thus overestimates zero-point fluctuations of the electron density.
The use of a more sophisticated25 trial function, or of a phenomenological model that has
the correct spectrum of excitations of the Wigner crystal12 would restrict the summation in
Eq. (5.9) to the nearest neighbors only, and further reduce the value of D.
The spectral density of holes has a sharp peak, because a hole corresponds to a vacancy
in the Wigner crystal. In contrast, the tunnelling electron may create an interstitial at an
arbitrary position in the elementary cell. This gives rise to a finite width of the spectral
density A+(ǫ), even for the “frozen”, D = 0, crystal. The energy band for an interstitial is
given by
E+(R) =
∑
Ri
[
VHF (|Ri −R|)
1−e−(R−Ri)2/2ℓ2
]
−nNe
∫
d2rU(r)−µ∗. (5.11)
The leading term in the quantum width D for electrons does not depend on R, and it is
still given by Eq. (5.9).
To calculate the spectral density A+(ǫ), one can use Eq. (5.6) with E−(R) and G−(R, 0)
replaced by E+(R) and 1−G−(R, 0) respectively. The width of the electron spectral density
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is determined by the energy band (5.11). The abrupt edge of the spectral density at ǫ =
minR {E+(R)} is smeared only by a small quantum width D, see Fig. 3 a.
The minimal energy necessary to create an interstitial, min {E+(R)}, is of the order of
energy |E−| needed to create a vacancy. Therefore the difference ∆g = min {E+(R)} −E−
exceeds significantly D and thus determines the pseudogap in the spectral density (5.1).
Using Eqs. (5.8), (5.11), and the asymptotic behavior of the Hartree-Fock potential VHF (R),
see Sec. IV, we obtain the width of the pseudogap for different filling factors:
∆g =


≃ e
2
κℓ
√
∆ν, ∆ν ≪ N−3r−2s
h¯ωc
4N
ln
[
N3r2s∆ν
]
, N−3r−2s ≪ ∆ν ≪ N−1
h¯ωc
2N
ln (Nrs), N
−1 ≪ ∆ν ≪ 1/2,
. (5.12)
The leading term in the width of the gap agrees with the result of Ref. 6 for the broad range
of filling factors ∆ν >∼ 1/N . The overall dependence of the characteristic energy scales on
the filling factor ∆ν is shown in Fig. 3 b.
It is important to notice that in the dominant region of filling factors, ∆ν > 1/N , the
width of the gap ∆g is determined by the renormalized interaction (2.5) at distances r ≃ Rc,
which are large compared to the characteristic distance between the electrons of PFLL. The
gap is insensitive to the short range correlations in the wave function of the ground state.
Therefore, we anticipate that the value of ∆g we found is robust: it is not an artifact of the
Maki-Zotos trial function, but it should be the same (with logarithmic accuracy) for any
state homogeneous on the macroscopic scale r >∼ Rc.
VI. SPIN EXCITATIONS
In this section we analyze the simplest excitations of the PFLL at ∆ν = 1. This problem
is similar to the one studied in Ref. 14. The only difference is that the interaction potential
is renormalized due to the polarizability of the other Landau levels. Our goal is to study
how this renormalization affects the spin excitations.
The energy of the fully spin polarized ground state17 |M = MΦ, Sz = MΦ/2〉 at ∆ν = 1
is
Ep = Ω−MΦ
(
µ∗ +
∆ex + g0h¯ωc
2
)
, (6.1)
where ∆ex is defined by Eq. (4.4). The eigenstates of the Hamiltonian with an extra electron
or hole
|e〉 = ψ†N,k,↓
∣∣∣∣MΦ, MΦ2
〉
, |h〉 = ψN,k,↑
∣∣∣∣MΦ, MΦ2
〉
have the energies
E↓ = Ep − µ∗ + 12g0h¯ωc,
E↑ = Ep + µ∗ +∆ex + 12g0h¯ωc (6.2)
19
respectively. Equations (6.2) enable us to relate the width of the spin gap ∆s = E↓+E↑−2Ep
to the value of ∆ex, i.e. ∆s = ∆ex+ g0h¯ωc. Substituting ∆s in Eq. (2.9) and using Eq. (4.4),
we obtain the result (2.10) for the effective g-factor.
It is worth noticing that the effective g-factor is independent on N in the limit of a weak
magnetic field due to the Thomas-Fermi screening26. (Without screening, this factor would
logarithmically diverge with N →∞.)
The exchange enhancement is maximal if the filling factor is odd. When the both spin
sublevels are either empty or completely filled (ν is even), the spin splitting is determined
by the bare g - factor13.
Let us turn to the consideration of neutral excitations – spin waves14,27 which at ∆ν = 1
are described by the wave functions:
|SW,k〉 =∑
k1
eikxk1ℓ
2
ψ†N,k1,↓ψN,k1−ky,↑
∣∣∣∣MΦ, MΦ2
〉
. (6.3)
Wave functions (6.3) are eigenstates of the Hamiltonian (3.27) with the energies Ep+ESW (k)
where the energy of the spin wave ESW (k) is given by
ESW (k) = geff h¯ωc− (6.4)∫ d2q
(2π)2
2πe2
κq
1
ε(q)
[
LN
(
q2ℓ2
2
)]2
e−q
2ℓ2/2+ikqℓ2 .
For small wave vectors, kRc ≪ 1, the spin wave has a quadratic dispersion relation which is
typical for ferromagnets:
ESW (k) = g0h¯ωc +
e2Rc
πκ
k2. (6.5)
At k → 0 the energy of the spin wave is determined by the bare g-factor in agreement with
Larmor’s theorem. It is worth mentioning that the long-wavelength domain of the spin wave
spectrum is controlled by the bare Coulomb interaction. This is because the spatial scale
kℓ2 important for the spectrum, see Eq. (6.4), is much smaller than the screening radius aB.
In the region R−1c ≪ k ≪ kF the energy of the spin wave reveals oscillatory behavior
ESW (k) = geffh¯ωc +
e2
πκRc
[
C
(
kℓ2
aB
)
− sin(2kRc)
2kRc
]
. (6.6)
Here C(x) is a smooth function with asymptotes
C(x) =
{
ln x, x≪ 1
− 1
2x
, x≫ 1 .
Spin waves with extremely large wave vectors, k ≫ kF , correspond to almost independent
electron and hole, see Eq. (6.2). In this limit, the energy ESW approaches ∆s:
∆s − ESW (k) = U(kℓ2) <∼
h¯ωc
2N
lnNrs. (6.7)
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VII. CONCLUSION
In this paper we constructed a theory describing low-energy excitations in a 2D electron
liquid in a weak magnetic field. We have shown that all the excitations with energy smaller
than cyclotron energy h¯ωc can be described by the effective Hamiltonian acting in the Fock
space of the partially filled Landau level only. Starting from first principles, we obtained
the explicit form of this Hamiltonian by integrating out all the other degrees of freedom.
Armed with this effective theory, we have been able to make important predictions:
1) We found that the thermodynamic density of states is negative for non-integer filling
factors. For a broad range of filling factors, the value of the thermodynamic density of
states was found to be independent on the value of magnetic field, see Eq. (4.6). This effect
may be revealed in magnetocapacitance measurements28 in the weak magnetic field regime.
2) The tunnelling density of states was shown to have a gap at the Fermi level. For a broad
range of filling factors, the width of the gap, see Eq. (2.8), was shown to be consistent with
that predicted by hydrodynamic approach of Ref. 6. The gap can be observed in tunnelling
experiments23 in a weak magnetic field. Evidence of suppression of the tunnelling density of
states for the filling factors ν <∼ 9 was reported recently by Turner et. al.24. This suppression
may be associated with the gap predicted by our theory. However, the observed width of
the gap is twice larger than that given by Eq. (2.8).
3) The exchange enhancement of the effective g-factor remains strong in the weak field
regime, and at all odd filling factors it takes a universal value, see Eq. (2.10). We found
that the energy scale of charge excitations is parametrically smaller than the energy scale
for spin excitations. This is qualitatively different from the situation at low filling factors,
ν <∼ 1, where both these excitations are characterized by the same energy scale e2/κℓ.
None of the aforementioned effects could be obtained in the framework of the Landau
quantization of the spectra of quasiparticles in the conventional Fermi liquid theory. This
theory describes adequately the excitations with energies larger than h¯ωc. Thus, our de-
scription of the low-energy properties of interacting 2D electron gas is complementary to
the Fermi liquid picture.
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APPENDIX A: EVALUATION OF Π(ω,Q).
Integration in Eq. (3.21) immediately yields
Π(q, ω) = −2m
π
N−1∑
n1=0
∞∑
n2=N
[
(−1)(n2−n1)(n2 − n1)
(ω/ωc)2 + (n2 − n1)2×
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Ln2−n1n1
(
q2ℓ2
2
)
Ln1−n2n2
(
q2ℓ2
2
)
e−q
2ℓ2/2
]
, (A1)
where Lnm(x) is the Laguerre polynomial
20.
Further simplification is possible for q ≪ kF . Under this condition, we can use the
asymptotic expression for the Laguerre polynomial20
Lmn (x) ≃
(n+m)!ex/2Jm
(√
2x(2n+m+ 1)
)
n! [x(n +m/2 + 1/2)]m/2
, (A2)
where Jm(x) is the Bessel function. This expression is applicable if x≪ n. Using Eq. (A2)
and introducing a new index j = n2 − n1 we approximate expression (A1) as:
Π(q, ω) = −2m
π
∞∑
j=1
[
j
(ω/ωc)2 + j2
×
N−1∑
n1=max(N−j,0)
[
Jj
(
qℓ
√
2n1 + j + 1
)]2 . (A3)
The terms giving the main contribution to the sum in Eq. (A3) are characterized by value
j ∼ qℓ√N ≪ N . This enables us to approximate 2n + j + 1 ≈ 2N and perform the
summation over n1. This yields
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Π(q, ω) = −2m
π
∞∑
j=1
j2
(ω/ωc)2 + j2
[Jj (qRc)]2 . (A4)
Equation (A3) can be transformed into an integral form: substituting the identity
[Jn(x)]2 =
∫ π
0
dy
π
cosny J0
(
2x sin
y
2
)
(A5)
into Eq. (A3) and performing the summation over j, one easily obtains:
Π(q, ω)=−m
π
[
1−
∫ π
0
dyJ0
(
2qRc cos
y
2
) ω
ωc
cosh ω
ωc
y
sinh π ω
ωc
]
. (A6)
Equation (A6) enables one to obtain the asymptotic form of the polarization operator in
different regimes. In the static limit, ω ≪ ωc, one finds from Eqs. (A6) and (A5):
Π(q, ω) = −m
π
[
1−J 20 (qRc) +O
(
ω2
ω2c
)]
. (A7a)
For the high-frequency domain, ω ≫ ωc, only a small vicinity of the point y = π contributes
to the integral in Eq. (A6), and Π(q, ω) coincides with the result for 2D electron gas in the
absence of the magnetic field:30
Π(q, ω) = −m
π

1− |ω|√
ω2 + q2v2F
+O
(
ω2c
ω2
) . (A7b)
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In the hydrodynamic limit, qRc ≪ 1, one can expand the Bessel function in Eq. (A6) in a
Taylor series, which yields
Π(q, ω) = −m
2π
[
q2v2F
ω2 + ω2c
+O(q4R4c)
]
. (A7c)
In the opposite limit, R−1c ≪ q ≪ kF , the main contribution to the integral in Eq. (A6)
comes from the vicinities of points y = 0 and y = π. The calculation gives
Π(q, ω) ≈ −m
π

1− B(q, ω)ω coth
(
π ω
ωc
)
√
ω2 + q2v2F
−
(
ω
qvF
)
sin 2qRc
sinh π ω
ωc
]
,
B(q, ω) = 1 +
q2v2Fω
2
c (4ω
2 − q2v2F )
8 (ω2 + q2v2F )
3 . (A7d)
APPENDIX B: PARAMETERS OF THE EFFECTIVE HAMILTONIAN
In this Appendix we present the details of the derivation of the effective Hamiltonian
(3.27).
We start from Eq. (3.22). We notice that operators Fˆ1 and Fˆ
0
2 , see Eqs. (3.11c) and
(3.11d), are integrals of the Matsubara operators over the time interval [0, β0]. Let us divide
this time interval into M small intervals [τm−1, τm] , m = 1, 2 . . .M − 1, where τm = m∆τ
and ∆τ = β0/M . We imply that ∆τ must be smaller than the characteristic time of the low-
energy dynamics, but much larger than ω−1c . Then, the chronologically ordered exponent in
Eq. (3.22) can be factorized as
Tτ
{
e−Fˆ1−Fˆ
0
2
}
=
M∏
m=1
Tτ
{
e−Fˆ
(m)
1 −Fˆ
(m)
2
}
, (B1)
where operators Fˆ
(m)
1 and Fˆ
(m)
2 have the form
Fˆ
(m)
1 =
∫
d3ξφ(ξ)
(
ρˆN (ξ)− nNe
)
θ
(
[ξ0 − τm−1][τm − ξ0]
)
,
Fˆ
(m)
2 =
∫
d3ξ1
∫
d3ξ2
[
Ψ¯N(ξ
+
1
)ΨN(ξ2)− 2GN(ξ2, ξ1)
]
×
φ(ξ1)G˜0(ξ1, ξ2)φ(ξ2)θ
(
[ξ01 − τm−1][τm − ξ01 ]
)
. (B2)
Definitions (B2) differ from the corresponding definitions (3.11c) and (3.11d) by the con-
straint on the time domain of integration. We do not need to impose an additional con-
straint on the time component of ξ2 in the second of Eqs. (B2) because G˜0 decays rapidly
at |ξ01 − ξ02| > 1/ωc, see Eq. (3.16).
Now, we substitute Eq. (B1) into Eq. (3.22) and perform the integration over the field
φ. It yields
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Λˆ(β0) = e
−β0(Ω0+∆Ω+HˆN0 )
M∏
m=1
〈
Tτ
{
e−Fˆ
(m)
1 −Fˆ
(m)
2
}〉
, (B3)
where average 〈F〉 of an arbitrary functional F {φ} over the field φ is defined as
〈F〉 = eβ0∆Ω
∫
Dφ F {φ}×
exp
(
1
2
∫
d3ξ1
∫
d3ξ2φ(ξ1)φ(ξ2)S(ξ1−ξ2)
)
. (B4)
The normalization factor eβ0∆Ω describes the fluctuations of field φ around the saddle point:
e−β0∆Ω=
∫
Dφ exp
(
1
2
∫
d3ξ
∫
d3ξ′φ(ξ)φ(ξ′)S(ξ−ξ′)
)
. (B5)
An explicit expression for ∆Ω is presented in Subsection B1.
Because ∆τ is small, we can expand every factor in Eq. (B3) up to the first order in ∆τ :〈
Tτ
{
e−Fˆ
(n)
1 −Fˆ
(n)
2
}〉
≈ 1−∆τHˆI
{
Ψ¯N(τn),ΨN(τn)
}
. (B6)
This relation defines the operator HˆI . Let us notice that this operator actually does not
depend on τn because it contains the same number of creation and annihilation operators
taken at the same moment of time. Having this in mind, we substitute Eq. (B6) into Eq. (B3)
and obtain
Λˆ(β0) = e
−β0(Ω0+∆Ω+HˆN0 )
(
1− β0
M
HˆI
)M
. (B7)
Finally, we take the limit M → ∞ in Eq. (B7) and substitute the result in Eq. (3.6). It
yields
Hˆeff = Ω0 +∆Ω + Hˆ
N
0 + HˆI . (B8)
Now, one has to perform the actual calculation of the average in the left hand side of
Eq. (B6) in order to find the operator HˆI . It can be done by using perturbation theory. The
leading terms in the small parameters rs and 1/N are〈
Tτ
{
e−Fˆ
(n)
1 −Fˆ
(n)
2
}〉
≈ 1−
〈
Fˆ
(n)
1 + Fˆ
(n)
2
〉
+
1
2
〈
Tτ
(
Fˆ
(n)
1 + Fˆ
(n)
2
)2〉
. (B9)
To find the operator HˆI , only terms linear in ∆τ should be retained.
Calculation of the right-hand side of Eq. (B9) is carried out with the help of Eqs. (B2)
and of the correlation functions of the field φ:
〈φ〉 = 0, (B10)
〈φ(r, τ)φ(0, 0)〉 = − e
2
κ|r|δ(τ)−∫ dωd2q
(2π)3
(
2πe2
κq
)2
Π(q, ω)
ε(q, ω)
eiqr−iωτ .
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The latter expression follows from Eq. (B4) and (3.19). In the second of Eqs. (B10), we
explicitly separated a term which is singular at τ = 0.
The averages that give the leading contribution to the effective Hamiltonian are
〈
Fˆ
(n)
2
〉
= ∆τ (µex + µc)
∫
d2rρˆN (r), (B11)
1
2
〈
Tτ
(
Fˆ
(n)
1
)2〉
= −∆τ
(
Hˆeffint + µp
∫
d2rρˆN(r)
)
,
where the operator Hˆeffint is defined by Eq. (3.23).
In Eqs. (B11), µex coincides with the well-known exchange correction to the chemical
potential:
µex = −2πℓ2
∫
d2r
e2
κr
G˜0 (r, 0; 0, ǫ→ +0)PN (0, r) , (B12)
where G˜0 is defined by Eq. (3.16), and µc, µp are the correlation corrections to the chemical
potential found in the random phase approximation:
µc = −
∫
dωd2q
(2π)3
(
2πe2
κq
)2
Π(q, ω)
ε(q, ω)
∑
n 6=N
ωc(N − n)
ω2 + ω2c (N − n)2
×(−1)(N−n)LN−nn
(
q2ℓ2
2
)
Ln−NN
(
q2ℓ2
2
)
e−q
2ℓ2/2, (B13)
µp = πℓ
2
∫
d2rPN (0, r)PN (r, 0)
(
U(r)− e
2
κr
)
. (B14)
When deriving Eqs. (B12), (B13), we use Eqs. (3.14) and (3.16).
Finally, substitution of Eq. (B11) into Eq. (B9) enables us to find the operator HˆI .
Comparing Eq. (B8) and Eq. (3.27), we obtain the expressions for the parameters of the
Hamiltonian Heff :
Ω = Ω0 +∆Ω, (B15)
µ∗ = µ−Nh¯ωc − µex − µc − µp. (B16)
The following subsections are devoted to the explicit calculation of the parameters of the
effective Hamiltonian in terms of the filling factor and interaction strength. We will assume
that condition (4.18) is met.
1. Calculation of ∆Ω.
Equations (B5), (3.8) and (3.19) yield
∆Ω
LxLy
=
1
2
∫
dωd2q
(2π)3
ln (ε(q, ω)) . (B17)
With the help of Eqs. (3.20), (3.21) and (3.14), one can transform Eq. (B17) into a more
convenient form:
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∆Ω = ∆Ωex +∆Ωc, (B18)
∆Ωex
LxLy
= −
∫
d2r
e2
κr
G˜0 (r, 0; 0, ǫ) G˜0 (0, 0; r, ǫ) , (B19)
∆Ωc
LxLy
= −1
2
∫ 1
0
dα
∫ dωd2q
(2π)3
(
2πe2
κq
)2
αΠ2(q, ω)
1− α 2πe2
κq
Π(q, ω)
.
(B20)
Expression (B19) corresponds to the first order exchange correction to the ground state
energy, and ǫ → +0. Equation (B20) is the correlation correction to the ground state
energy equivalent to the sum of ring diagrams31.
First, we evaluate the exchange energy (B19). Using the explicit expression for the
Green’s function (3.16), the property of the Landau level wave functions,
Pn(r1, r2) =
∑
k
ϕ∗n,k(r2)ϕn,k(r1) = (B21)
1
2πℓ2
ei(y1−y2)(x1+x2)/2ℓ
2−|r2−r1|2/4ℓ2Ln
( |r2 − r1|2
2ℓ2
)
,
and the identity for the Laguerre polynomials,
n∑
i=0
Li(x) = L
1
n(x), (B22)
we obtain
∆Ωex
LxLy
= − e
2
κℓ (2πℓ2)
∫ ∞
0
dxe−x
2/2
[
L1N−1
(
x2
2
)]2
. (B23)
Integration in Eq. (B23) can be easily performed, which yields for N ≫ 1:
∆Ωex
LxLy
= − e
2
κπ2ℓ3
[
2
3
(2N)3/2+
lnN
16(2N)1/2
+O
(
1
N1/2
)]
. (B24)
The first term in brackets coincides with the exchange energy of 2D electron gas at zero
magnetic field, and the second term appears due to the confinement of the electron wave
functions by the magnetic field. The logarithmical factor lnN ∼ ln (kFRc) arises due to
the integration over relatively large spatial scales k−1F ≪ r <∼ Rc in Eq. (B19). On these
scales, the screened interaction potential is significantly smaller than the bare potential
appearing in Eq. (B19). Therefore, it is plausible to anticipate that the correlation term
of the thermodynamic potential, which accounts for the screening effect, should partially
compensate the large logarithmic factor in Eq. (B24), and lead to the replacement Rc → aB
in the argument of the logarithm. The calculation of the correlation energy (B20) explicitly
demonstrates this.
In zero magnetic field the contribution of the correlation energy31 is only of the order
of O(r2s). The situation changes in the magnetic field, where a contribution proportional
to rs ln(Nrs) appears. This term arises mainly from integration over the domain of wave
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vectors R−1c ≪ q ≪ a−1B in Eq. (B20), where we can use the asymptotic expression (A7d)
for Π(q, ω). It yields with the logarithmic accuracy
∆Ωc
LxLy
=
e2
κℓ
√
2N (16πℓ2)
ln (Nrs) +O(r2s). (B25)
Finally, with the help of Eqs. (B24) and (B25), we obtain for the thermodynamic poten-
tial (B15),
Ω =
LxLy
πℓ2
{
h¯ωc
N(N − 1)
2
− µN−
e2
πκℓ
[
2
3
(2N)3/2 +
1
16(2N)1/2
ln
(
r−1s
)]}
. (B26)
This result contradicts Ref. 32 where the contributions (B19) and (B20) were evaluated and
a correction ∝ r3/4s was obtained instead of rs| ln rs|.
2. Calculation of µ∗.
We start from the calculation of the exchange correction to the chemical potential. With
the help of Eqs. (3.16), (B21) and (B22) we transform Eq. (B12) to the form
µex = − e
2
κℓ
∫ ∞
0
dxe−x
2/2L1N−1
(
x2
2
)
LN
(
x2
2
)
. (B27)
After integration in Eq. (B27) we obtain for N ≫ 1 with logarithmic accuracy:
µex = − e
2
κℓ
(
2
π
(2N)1/2 − 1
2π(2N)1/2
lnN
)
. (B28)
The correlation shift of the chemical potential, Eq. (B14), is calculated with the help of
Eqs. (B21) and (3.25). With the logarithmic accuracy, the calculation gives
µp = − e
2
κℓ
1
2π(2N)1/2
ln (Nrs) . (B29)
It can be checked by an explicit calculation that the other correlation correction to the
chemical potential, µc, see Eq. (B13), contains an additional small factor in comparison with
Eq. (B29): µc ≃ µp/N , and, therefore, it can be neglected. Finally, with the logarithmic
accuracy, we have for µ∗ appearing in Eq. (B16) the result:
µ∗ = µ−Nh¯ωc + e
2
κℓ
(
2
π
(2N)1/2 − ln (r
−1
s )
2π(2N)1/2
)
. (B30)
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FIGURES
FIG. 1. The renormalized pair interaction U(r) given by Eq. (3.25) as the function of the
inter-electron distance (solid line). Dashed line is the bare Coulomb potential. The asymptotic
behavior of the renormalized potential is given by Eqs. (2.5) and (2.6)
FIG. 2. The thermodynamic density of states as a function of the filling factor of the partially
filled Landau level in the domain 0 ≤ ν ≤ 1. The asymptotic behavior of the thermodynamic
density of states is given by Eqs. (4.15), (4.17), and (4.21)
.
FIG. 3. (a): The spectral density as a function of energy. (b): The dependence of the
characteristic energy scales on filling factor of the partially filled Landau level ∆ν. The asymptotic
behavior of the width of the pseudogap, ∆g is given by Eq. (5.12). The width of the peak in the
one-electron spectral density ∆p is determined by the variation of the interstitial energy and it is
smaller than h¯ωc/2N at all filling factors.
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