We consider a general multivariate affine stochastic recursion and the associated Markov chain on R d . We assume a natural geometric condition which implies existence of an unbounded stationary solution and we show that the large values of the associated stationary process follow extreme value properties of classical type, with a non trivial extremal index. The proof is based on a spectral gap property for the action of the corresponding Markov operator on spaces of regular functions with slow growth, and on the clustering properties of large values in the recursion.
Introduction
Let V = R d be the d-dimensional Euclidean space and let λ be a probability on the affine group A of V . Let (A n , B n ) be a sequence of A-valued i.i.d. random variables distributed according to λ and let us consider the affine stochastic recursion on V defined by X n = A n X n−1 + B n for n ∈ N. We denote by P the corresponding Markov kernel on V and by P the product measure λ ⊗N on A N . Our geometric hypothesis (H) on λ implies that P has a unique invariant probability ρ on V and the support of ρ is unbounded. In our situation (see [13] ), the quantity ρ{|v| > t} is asymptotic (t → ∞) to α −1 c t −α with α > 0, c > 0. Furthermore, the measure ρ is multivariate regularly varying, a basic property for the development of extreme value theory i.e for the study of exceptionally large values of X k (1 ≤ k ≤ n) for n large (see [28] ). In such a situation of weak dependence, spectral gap properties of operators associated to P play also an important role via a multiple mixing condition described in [7] for the case of step functions. We observe that the same idea was used in the proofs of limit theorems for the largest coefficient in the continued fraction expansion of a real number uniformly distributed in the interval [0, 1] (see [25] , [31] ), as well as in the proofs of limit theorems for n Σ k=1 X k (see [15] ). In the context of geometric ergodicity, assuming a density condition on the law of B n , partial results were obtained in [21] . Here we go further in this direction replacing geometric ergodicity by condition (H). We observe that, if λ is singular with respect to Haar measure on A, then the operator P on V is not v-geometrically ergodic in general, hence the classical framework of [22] for asymptotics of Markov chains is not convenient in our setting. However condition (H) implies that the operator P has a spectral gap property in the spaces of Hölder functions with polynomial growth considered below, a fact which allow us to deduce convergence with exponential speed on Hölder functions. A typical example of this situation occurs if the support of λ is finite and generates a dense subsemigroup of the affine group A. If Z + is the set of non negative integers, we denote by P ρ the Markov probability on V Z + defined by the kernel P and the initial probability ρ. In this paper we establish spectral gap properties for the action of P on Hölder functions and we deduce fundamental extreme value statements for the point processes defined by the P ρ -stationary sequence (X k ) k≥0 . Our results are based on the fact that the general conditions of multiple mixing and anticlustering used in extreme value theory of stationary processes (see [7] ) are valid for affine stochastic recursions, under condition (H). We observe that, in the context of Lipchitz functions, the above mixing property is a consequence of the spectral gap properties studied below ; it turns out that the use of advanced point process theory allows us to extend this mixing property to the classical context of continuous functions. We note that, if d > 1, the set of probabilities λ on the affine group A, which satisfy condition (H) , is open in a natural weak topology ; hence in this sense, hypothesis (H) is generic. Then, our framework allow us to develop extreme value theory for a large class of natural examples, including the so-called GARCH process as a very special case (see [10] ). In order to sketch our results, we recall that Fréchet's law Φ a α with positive parameters α, a is the probability on R + defined by the distribution function Φ a α ([0, t]) = exp − at −α . We denote by µ the projection of λ on the linear group G = GL (V ) . Also, we consider the associated stochastic linear recursion Y n = A n Y n−1 , we denote by Q the corresponding Markov kernel on V \ {0} and by Q = µ ⊗N the product measure on G N ; we write S n = A n · · · A 1 for the product of random matrices A k (1 ≤ k ≤ n). Extending previous work of H. Kesten (see [19] ), a basic result proved in [13] under condition (H) is that for some α > 0, the probability ρ is α-homogeneous at infinity, hence ρ has an asymptotic tail measure Λ = 0 which is a α-homogeneous Q-invariant Radon measure on V \ {0}. The multivariate regular variation of ρ is a direct consequence of this fact. Also, it follows that, if B t ⊂ V is the ball of radius t > 0 centered at 0 ∈ V and B ′ t = V \ B t , then we have Λ(B ′ t ) = α −1 ct −α with c > 0. In particular, Λ(B ′ t ) is finite and the projection of ρ on R + , given by the norm map v → |v| has the same asymptotic tail as Φ c α . If u n = (cn) 1/α , it follows that the mean number of exceedances of u n by |X k | (1 ≤ k ≤ n) converges to one. It will appear below that u n is an estimate of sup{|X k | ; 1 ≤ k ≤ n}. Then, one of our main results is the convergence in law of the normalized maximum of the sequence |X 1 |, |X 2 |, . . . , |X n | towards Fréchet's law Φ θ α with θ ∈]0, 1[. A closely related point process result is the weak convergence (see [28] ) of the time exceedances process
towards a compound Poisson process with intensity θ and cluster probabilities depending on the renewal point process π ω v = ∞ Σ i=0 ε S i (ω)v and on the Q-invariant measure Λ. The significance of the relation θ < 1 is that, in our situation, values of the sequence (|X k |) 0≤k≤n larger than u n , appear in localized clusters with asymptotic expected cardinality θ −1 > 1. This reflects the local dependence of large values in the sequence (X k ) k≥0 and is in contrast with the well known situation of positive i.i.d. random variables with tail also given by Φ c α , where the property θ = 1 is satisfied. If Euclidean norm is replaced by another norm, the value of θ in the new setting is changed but the condition θ ∈]0, 1[ remains valid. For affine stochastic recursions in dimension one, if A n , B n are positive and condition (H) is satisfied, convergence to Fréchet's law and θ ∈]0, 1[ was proved in [17] . We observe that our result is the natural multivariate extension of this fact. Also, if d ≥ 1, assuming technical conditions on the random walk X n and density for the law of B n with respect to Lebesgue measure, the two above convergences were shown in [21] . Here our proofs use the tools of point processes theory and a remarkable formula (see [2] ) for the Laplace functional of a cluster process C = Σ j>0 ε Z j on V \ {0}, depending only on µ, Λ, which describes locally the large values of (X n ) n≥0 . As a consequence of Fréchet's law and in the spirit of [26] , we obtain a logarithm law for affine random walk. To go further, we consider the linear random walk Y v n = S n (ω)v on V \ {0}, we observe that condition (H) implies lim n→∞ S n (ω)v = 0, Q − a.e and we denote by Q Λ the Markov measure on (V \ {0}) Z + defined by the kernel Q and the Q-invariant initial measure Λ. We show below the weak convergence to a limit process N of the sequence of space-time exceedances processes
. In restriction to [0, 1] × B ′ δ , with δ > 0, N can be expressed in terms of C and of a Poisson component on [0, 1] with intensity θδ −α ; the expression of C involves the renewal point process π ω v and Q Λ . Using the framework and the results of ( [2] , [3] , [7] ), we describe a few consequences of this convergence. In particular we consider also, as in ( [7] , [8] ), the convergence of the normalized partial sums n Σ i=1 X i towards stable laws, if 0 < α < 2, in the framework of extreme value theory. Also, as observed in [7] , this convergence is closely connected to the convergence of the sequence of space exceedances point processes on V N
, towards a certain infinitely divisible point process N s . Here the Laplace functional of N s can be expressed in terms of Λ and π ω v . In these studies we follow closely the approaches previously developed in ( [2] , [3] , [7] ) in the context of extreme value theory for general stationary processes, in particular we make use of the concepts of tail and cluster processes introduced in [2] . This allow us to prove explicit extreme values properties for affine random walks, under condition (H), and to recover, in a natural setting, the characteristic functions of the above α-stable laws, as described in [15] if d = 1 and in ( [5] , [11] ) if d > 1, completing thereby the results of ( [1] , [2] , [7] ). For self containment reasons we have developed anew a few arguments of ( [2] , [3] ) in our situation. We refer to [4] for information on products of random matrices and to ( [14] , [16] ) for short surveys of the above results.
2
The tail process and the cluster process
In this paper, we will always assume that λ satisfies condition (H) explained below.
Homogeneity at infinity of the stationary measure
We recall condition (H) from [13] , for the probability λ on the affine group of V . A semigroup T of GL(V ) = G is said to satisfy i-p if a) T has no invariant finite family of subspaces b) T contains an element with a dominant eigenvalue which is real and unique. Condition i-p implies that the action of T on the projective space of V is proximal ; heuristically speaking this means that, T contracts asymptotically two arbitrary given directions to a single one, hence the situation could be compared to a 1-dimensional one. Condition i-p for T is valid if and only if it is valid for the group which is the Zariski closure of T . Hence it is valid in particular if T is Zariski dense in G (see [27] ) ; also it is valid for T if and only if it is valid for T −1 . Below we will denote by T the closed subsemigroup generated by supp(µ), the support of µ. For g ∈ G we write γ(g) = sup(|g|, |g −1 |) and we assume logγ(g)dµ(g) < ∞. For s ≥ 0 we write logk(s) = lim n→∞ 1 n log |g| s dµ n (g) where µ n denotes the n th convolution power of µ and we write L(µ) for the dominant Lyapunov exponent of the product
. We denote by r(g) the spectral radius of g ∈ G. We say that T is non arithmetic if r(T ) contains two elements with irrational ratio. Condition (H) is the following : 1) supp(λ) has no fixed point in V .
2) There exists α > 0 such that
3) There exists ε > 0 with
T is non arithmetic. The above conditions imply in particular that L(µ) < 0, k(s) is analytic, k(s) < 1 for s ∈]0, α[ and there exists a unique stationary probability ρ for λ acting by convolution on V ; the support of ρ is unbounded. Property 1 guarantees that ρ has no atom and says that the action of supp(λ) is not conjugate to a linear action. Property 2 is responsible for the α-homogeneity at infinity of ρ described below ; if k(s) is finite on [0, ∞[ and there exists g ∈ T with r(g) > 1, then Property 2 is satisfied. Also if d > 1, condition i-p is basic for renewal theory of the random walk S n (ω)v and it implies that T is non arithmetic. In the appendix we will show that condition (H) is open in the weak topology of probabilities on the affine group, defined by convergence of moments and of values on continuous compactly supported functions. Below, we use the decomposition of V \ {0} = S d−1 × R >0 in polar coordinates, where S d−1 is the unit sphere of V . We consider also the Radon measure ℓ α on R >0 (α > 0) given by ℓ α (dt) = t −α−1 dt. We recall (see [19] ) that, if (A n , B n ) n∈N is an i.i.d sequence of A-valued random variables with law λ and L µ < 0, then ρ is the law of the P − a.e convergent series
. We observe that a family h t (t ∈ R * ) of automorphisms of the group A is given by h t (a, b) = (a, tb). Then it follows that the stationary probability for h t (λ) is t.ρ, where t.ρ denotes the push forward of ρ under the dilation v → tv.
Theorem 2.1 ( see [13] , Theorem C) Assume that λ satisfies condition (H). Then the operator P has a unique stationary probability ρ, the support of ρ is unbounded and we have the following vague convergence on V \ {0} : lim
where c > 0 and σ α is a probability on
We observe that, for d > 1, if supp(λ) is compact, generates a Zariski dense subgroup of A (see [24] ), L(µ) < 0, and T is unbounded, then condition (H) is satisfied. For d = 1, if supp(λ) is compact, the hypothesis of ( [17] , Theorem 1.1) is equivalent to condition (H). The existence of Λ stated in the theorem implies multivariate regular variation of ρ. If the convergence stated in the theorem is valid we say that ρ is homogeneous at infinity ; below we will make essential use of this property. Under condition (H), Λ gives zero mass to any submanifold and σ α has positive dimension. We observe that, if the sequence (A n , B n ) n∈N is replaced by (A n , tB n ) n∈N with t ∈ R * , then the asymptotic tail measure is replaced by t.Λ, in particular the constant c is replaced by |t| α c. We observe that, as shown in [13] , the Q-invariant Radon measure Λ is extremal or can be decomposed in two extremal measures. Hence, if the action of T on S d−1 has a unique minimal subset, then Λ is symmetric and the shift invariant measure Q Λ on (V \ {0}) Z + is ergodic. Otherwise Q Λ decomposes into two ergodic measures. Hence Λ depends only of µ, up to one or two coefficients.
The following is a classical consequence of vague convergence.
Corollary 2.2 Let f be a non negative Λ-integrable Borel function on V \ {0} which has a Λ-negligible discontinuity set. Then we have lim
The tail process
We denote Ω = G N , Ω = G Z , and we endow Ω (resp Ω) with the product probability Q = µ ⊗N (resp Q = µ ⊗Z ). We define the G-valued cocycle S n (ω) where ω = (A k ) k∈Z ∈ Ω, n ∈ Z by :
−1 for n < 0, S 0 (ω) = Id We consider also the random walk Y v n = S n (ω)v on V \ {0}, starting from v = 0 and we denote by Q Λ (resp Q Λ the Markov measure on (V \ {0}) Z + (resp (V \ {0}) Z ) for the random walk Y v n with initial measure Λ. These measures are invariant under the shift τ on (V \ {0}) Z + (resp (V \ {0}) Z ). If we denote by σ the shift on Ω and by σ the extended
where π denotes the projection on V \ {0}. We note that the probability Q Λ 1 (resp Q Λ 1 ) extends to V Z + (resp V Z ) and its extension will be still denoted Q Λ 1 (resp Q Λ 1 ). We consider the probability ρ, the shift τ on V Z + (resp V Z ) the shift-invariant Markov measure P ρ (resp P ρ ) on V Z + (resp V Z ), where ρ is the law of X 0 and P ρ is the projection of P ρ on V Z + . Since ρ({0}) = 0, we can replace V by V \ {0} when working under P ρ . For 0 < j ≤ i we write S i j = A i · · · A j and S i i+1 = I. Expectation with respect to P or Q, Q will be simply denoted by the symbol E. If expectation is taken with respect to a Markov measure with initial measure ν we will write E ν . For a family Y j (j ∈ Z) of V -valued random variables and k, ℓ ∈ Z U {−∞, ∞} we denote M ℓ k (Y ) = sup{|Y j | ; k ≤ j ≤ ℓ}. We observe that, if t > 0, condition (H) implies ρ{|x| > t} > 0, hence as in [2] , we can consider the new process (Y t i ) i∈Z deduced from t −1 (X i ) i∈Z by conditioning on the set {|X 0 | > t}, for t large, under P ρ . We recall (see [28] ) that a sequence of point processes is said to converge weakly to another point process if there is weak convergence of the corresponding finite dimensional distributions. The following is the detailed form in our case of the general result for multivariate jointly regularly varying stationary processes in [2] . Proposition 2.3 a) The family of point process (Y t i ) i∈Z converges weakly (t → ∞) to the point process
In particular we have lim
Proof : a) We observe that, since for any i ≥ 0
e, the random vectors (t −1 X i ) 0≤i≤p+q and (t −1 S i X 0 ) 0≤i≤p+q have the same asymptotic behaviour in P ρ -law, conditionally on |X 0 | > t. Also by stationarity of P ρ , for f continuous and bounded on V p+q+1 we have
From above, using Corollary 2.2, Λ{|x| = 1} = 0, and the formula Λ{|x| > 1} = α −1 c we see that the right hand side converges to : αc −1 E{f (x, S 1 x, · · · , S p+q x)1 {|Sqx|>1 }dΛ(x), Hence, using the definition of Q Λ , we get the weak convergence of the process (Y t i ) i∈Z to (Y i ) i∈Z as stated in a). Since for any x ∈ V we have lim i→∞ S i x = 0 Q − a.e, the formula 
Using stationarity of Q Λ , the definition of Q Λ 1 and a) we get
This would contradict the fact that suppΛ 1 is unbounded, hence we have θ < 1. The inequality θ > 0 is obtained in Proposition 2.5 below. For a direct proof using standard arguments in ergodic theory see [6] and appendix. We note that the process (Y j ) j∈Z is not stationary. However this process can be viewed as a simplified version of the stationary process (X j ) j∈Z ; for example the property lim |j|→∞ |Y j | = 0
e is an analogue of the weak convergence of X j (|j| → ∞) to the probability ρ.
Anticlustering property
We are going to show that the set of large values of X k (1 ≤ k ≤ n) consists of localized elementary clusters with a few values. An important sufficient condition for localization (see [7] ) is proved in Proposition 2.4 below and will allow us to show the existence of a cluster process as defined in [2] . It is called anticlustering and is used in section 4 to decompose the set of values of
Let r n be any sequence of integers with r n = o(n), lim
hence the homogeneity of ρ at infinity gives lim
The condition r n = o(n) allows us to localize the influence of one large value of X k (1 ≤ k ≤ n). It follows that the event {M rn 1 > u n } can be considered as "rare". On the other hand, the last part of Proposition 2.4 below shows that values of |X k |(1 ≤ k ≤ r n ) conditionally larger than u n are taken with finite asymptotic average multiplicity. The homogeneity at infinity of ρ and the arbitrariness of r n allow us to restrict the study to the sequence u n instead of tu n (t > 0). The following is based on the homogeneity at infinity of ρ, the inequality 0 < k(s) < 1 if 0 < s < α, and it will imply the finiteness of such expectations, in the limit. 
θ n > 0, and θ n ≤ 1.
Proof : We observe that :
where we have used stationarity of X k in the last equality. Hence it suffices to show
We are going to show lim
We apply Chebyshev's inequality to the χ-moments of X n with χ ∈]0, α[. We have :
, where independence of S i and X 0 have been used in the last formula. Since the law of X 0 is α-homogeneous at infinity we have : lim
Also, using independence of X 0 and
It follows lim sup
From [13] we know that, since 0 < χ < α, we have k(χ) < 1, hence E(|S i | χ ) decreases exponentially fast to zero ; hence the series E(
From above we know that
Chebyshev's inequality : For the last assertion we follow below a general argument in [2] . From above we have using stationarity : lim
hence using stationarity :
By definition of θ n this can be rewritten as :
Then for n and m large, since from above the right hand side is close to m −1 , we have
The cluster process
In general, for a stationary V -valued point process the properties of anticlustering and positivity of the extremal index θ for a sequence r n = o(n) with lim n→∞ r n = ∞, stated in Proposition 2.4, imply the existence of the cluster process (see [2] ). For self containment reasons we give in Proposition 2.5 below a proof of this fact, using arguments of [2] ; this gives us also the convergence of θ n defined in Proposition 2.4 to θ. For later use we include also in the statement the formula of ( [2] , Theorem 4.3) giving the Laplace functional for the cluster process restricted to B ′ 1 . We recall that the Laplace functional of a random measure ν = (ν x ) x∈E on a locally compact separable metric space E endowed with a probability m is given by
where f is continuous and compactly supported. We recall that weak convergence of a sequence of point processes is equivalent to convergence of their Laplace functionals. We denote by r n a sequence as above and we consider the sequence of point processes
Using the tail process (Y n ) n∈Z defined in Proposition 2.3 above, we show that C n converges weakly to the point process C ; C is a basic quantity for the asymptotics of X n and is called the cluster process of X n . As shown in Proposition 2.5 below, the law of C depends only of µ, Λ. We denote by π ω v the renewal point process of the random walk
For v fixed, the mean measure of the point process π ω v is the potential
Radon measure are described in [13] . The formula below for the Laplace functional of C involves the renewal point process π ω v of the linear random walk S n (ω)v.
Proposition 2.5 Under P ρ , the sequence of point processes C n converges weakly to a point
The law of the point process C is equal to the Q Λ 1 − law of the point
In particular we have
Furthermore the sequence θ n defined in Proposition 2.4 converges to the positive number
Proof : We recall that convergence of Laplace functionals implies weak convergence of the corresponding point processes. Let f be a non negative and continuous function on V \ {0} which is compactly supported, hence f (x) = 0 if |x| ≤ δ with δ > 0.
and we observe that
We fix m > 0 and we take n so large that the sequence r n of the above proposition satisfies r n > 2m + 1. When convenient we write r n = r, hence
Using stationarity of X n and the above observation we have
n (r n − 2m) = 1 since lim n→∞ r n = ∞. We observe that by definition of θ n and C r 1 ≤ 1 we have 
exists and is equal to I. In particular with f = 0 and using Proposition 2.3 we get lim
hence the first assertion, using Proposition 2.3. The expression of (Z j ) j∈N in terms of (Y n ) n∈Z and the relation lim |n|→∞ Y n = 0, Q Λ 1 − a.e stated in Proposition 2.3 gives
Since the discontinuity set of 1 B ′ 1 is Λ 1 -negligible, using the weak convergence of C n to C, the continuous mapping theorem (see [28] ) and the convergence of θ −1 n to θ −1 , we get the formula
The last formula is proved in ( [2] , Theorem 4.1).
3
A spectral gap property and multiple mixing
We denote X x k (k ∈ N) the affine random walk on V governed by λ, starting from x ∈ V and we write P ϕ(x) = ϕ(hx)dλ(h) = E(ϕ(X x 1 )). In this section we use a spectral gap property for a family of operators associated to the process X k (1 ≤ k ≤ n), in order to show the quasi-independence of its successive blocks of length r n , where r n is defined in subsection 2.3.
Spectral gap property
It was proved in ( [11] , Theorem 1) that, given a probability λ on A which satisfies condition (H), the corresponding convolution operator P on V satisfies a "Doeblin-Fortet" inequality (see [18] ) for suitable Banach spaces C χ and H χ,ε,κ defined below. In particular, it will be essential here to use that the operator P on H χ,ε,κ is the direct sum of a 1-dimensional projection π and a contraction U where π and U commute, hence we give also a short proof of this fact below. In order to obtain the relevant multiple mixing property, we show a global Doeblin-Fortet inequality for a family of operators closely related to P . For χ, κ ≥ 0, we consider the weights ω, η on V defined by ω(x) = (1+|x|) −χ , η(x) = (1+|x|) −κ . The space C χ is the space of continuous function ϕ on V such that ϕ(x)ω(x) is bounded and we write |ϕ| χ = sup x∈V |ϕ(x)|ω(x).
For ε ∈]0, 1] we write :
[ϕ] ε,κ = sup
and we denote by H χ,ε,κ the space of functions ϕ on V such that ϕ < ∞. We observe that C χ and H χ,ε,κ are Banach spaces with respect to the norms |.| χ and . defined above. Also H χ,ε,κ ⊂ C χ with compact injection if κ + ε < χ. We observe that the operator P acts continuously on C χ and H χ,ε,κ . For a Lipchitz function f on V with non negative real part we define the Fourier-Laplace operator P f by P f ϕ(x) = P (ϕexp(−f )). In [11] , spectral gap properties for Fourier operators were studied for
Here the calculations are analogous but f will be Lipchitz and bounded. We observe that for functions f k (1 ≤ k ≤ n) and ϕ as above we have :
Also we note that, for f bounded, with k(f ) = sup
For u, v with non negative real parts we have |exp(−u) − exp(−v)| ≤ |u − v|. In particular, for f as above,
It follows that multiplication by exp(−f ) acts continuously on C χ , H χ,ε,κ , hence P f is a bounded operator on C χ and H χ,ε,κ . For m, γ > 0 we denote by O(m, γ) the set of operators
We will endow O(m, γ) with the natural norm from End(H χ,ε,κ ). Then we have the Theorem 3.1 With the above notations and 0 ≤ χ < 2κ < 2κ + ε < α, there exists
In particular O(m, γ) is a bounded subset of End(H χ,ε,κ ) and C(m, γ), r, D depend only of m, γ.
The proof depends on the two lemmas given below, and of calculations analogous to those of [11] for Fourier operators. Proof : Since Re(f ) ≥ 0 we have for Q ∈ O ℓ (m, γ) with ℓ ∈ N , ϕ ∈ C χ : |Qϕ| χ ≤ |P ℓ |ϕ|| χ , hence it suffices to show that the set {P ℓ ; ℓ ∈ N} is bounded in End(C χ ). We have for ϕ ≥ 0, with A = P ℓ :
Since χ < α, we have lim
If χ > 1, we use Minkowski inequality in L χ and write :
If β > 1, we use Minkowski's inequality in L β as in the proof of Lemma 1. b) Using Hölder's inequality we have
, hence the result follows from a) and the fact that lim
c) The assertions follows from easy estimations as in b) and the conditions χ + ε < α, 2κ + ε < α.
Proof of Theorem 3.1 We start with a basic observation. For n > 0 we have
We have using Markov property, Aϕ(x) − Aϕ(y) = I n (x, y) + J n (x, y) with
The basic observation gives :
Using Lemma 3.2 we see that there exists C χ ≥ 1 such that |Aϕ| χ ≤ C χ |ϕ| χ for A ∈ O(m, γ), ϕ ∈ C χ . Then for A ∈ O p (m, γ), ϕ ∈ H χ,ε,κ and p as above :
Aϕ ≤ r ϕ + (C χ + 2m + γ) C p |ϕ| χ = r ϕ + D|ϕ| χ with D > 0. For the last assertion, assume A ∈ O n (m, γ) and write n = pn 1 + n 0 with n 1 ∈ N, 0 ≤ n 0 < p. We have
, which gives the result.
For χ ∈]0, α[ we consider the function W χ on V defined by W χ (x) = |x| χ . In Proposition 3.4 below we show that, due to the inequality 0 < k(χ) < 1 for χ ∈]0, α[, P satisfies a drift condition (see [22] ) with respect to W χ . The same inequality implies also a spectral gap property in the Banach space H χ,ε,κ considered in Proposition 3.4 below. For reader's convenience we recall the Doeblin-Fortet spectral gap theorem (see [18] ). Let (B, |.|) be a Banach space, (L, . ) another Banach space with a continuous injection L → B. Let P be a bounded operator on B, which preserves L and satisfies the following conditions 1) The sequence of operator norms |P n | in is bounded.
2) The injection L → B is compact.
3) There exists an integer k and r
If v n ∈ L is a sequence and v ∈ B are such that v n ≤ 1 and lim
there v ∈ L and v ≤ 1 Then in restriction to L, P is the commuting direct sum of a finite dimensional operator π with unimodular spectral values and a bounded operator U with spectral radius r(U ) < 1. We observe that, frequently the norm . on L is given as a sum of a semi-norm [.] and the norm |.| ; then the inequality in condition 3 can be replaced by
+ D|v| such an inequality is called Doeblin-Fortet's inequality. Our substitute for the strong mixing property (see [29] ) uses regularity of functions and is the following. 
In particular the sequence of norms |P n | χ is bounded. Furthermore, if 0 < κ + ε < χ < 2κ < 2κ + ε < α, the injection of H χ,ε,κ into C χ is compact and on H χ,ǫ,κ , the Markov operator P satisfies the direct sum decomposition P = ρ ⊗ 1 + U where r(U ) < 1 and U (ρ ⊗ 1) = (ρ ⊗ 1)U = 0
If α = 1 and 0 < ε < χ < 1, κ = 0, the same result is valid.
Proof : We verify successively the four above conditions. First we observe that for any
On the other hand we have lim
We take β = β ′ or β ′′ depending on χ ≤ 1 or χ > 1. This allow us now to show that |P n | χ is bounded. We observe that |ϕ(x)| ≤ (1 + W (x)) χ |ϕ| χ , hence the positivity of P and P 1 = 1 implies for n ∈ N,
From above we get
Then the definition of |P n | χ gives |P n | χ ≤ 2 χ (1 + b + β), hence the boundedness of |P n | χ .
In order to show that if κ + ε < χ, the injection of B 0 = H κ,ε,χ in B = C χ is compact, we use Ascoli argument and consider a large ball B t with t > 0. We consider ϕ n ∈ H κ,ε,χ with ϕ n || < 1. The definition on ϕ n implies for any x, y ∈ B t |ϕ n (x)| ≤ (1 + t) χ , |ϕ n (x) − ϕ n (y)| ≤ (1 + t) 2κ |x − y| ε Hence, the restrictions of ϕ n to B t are equicontinuous and we can find a convergent subsequence ϕ n k . Using the diagonal procedure and a sequence t i with lim i→∞ |t i | = ∞, we get a convergent subsequence ϕ n j ∈ H κ,ε,χ with limit a continuous function ϕ on V . From above we have |ϕ n j (x) − ϕ n j (0)| ≤ (1 + |x|) κ |x| ε . hence for some A, B > 0, since κ + ε < χ
It follows that ϕ ∈ C χ . The above inequalities for ϕ n j imply
Then the convergence of ϕ n j to ϕ, implies with ε n j = |ϕ n j (0) − ϕ(0)|,
with lim j→∞ ε n j = 0. Also for t sufficiently large, and |x| ≥ t, since κ + ε < χ we have
(1 + |x|) κ+ε−χ ≤ ε n j . Furthermore, the uniform convergence of ϕ n j to, ϕ on B t implies lim j→∞ (sup{|ϕ n j (x) − ϕ(x)| ; |x| ≤ t}) = 0. The convergence of |ϕ n j − ϕ| χ to zero follows.
The convergence of ϕ n j (x) to ϕ(x) for any x ∈ V and the defintion of ϕ n j , implies ϕ ≤ lim j→∞ ϕ n j ≤ 1, hece ϕ ∈ L, hence condition 4 is satisfied.
With f = 0 in Theorem 3.1 we have P f = P . In particular there exists k > 0 such that P k ϕ ≤ r ϕ + D|ϕ| χ if ϕ ∈ H χ,ε,κ . Hence from [18] , we know that the above conditions imply that P is the direct sum of a finite rank operator and a bounded operator U which satisfies r(U ) < 1. Now it suffices to show that the equation P ϕ = zϕ with |z| = 1, ϕ ∈ H χ,ε,κ implies that ϕ is constant and z = 1. From the convergence in law of X x n to ρ we know that for any x ∈ V , the sequence of measures P n (x, .) converges weakly to ρ. Also we have |ϕ| ∈ H χ,ε,κ and the sequence n −1
Since |ϕ(x)| = |z n ϕ(x)| ≤ P n (x, |ϕ|) we get |ϕ(x)| ≤ ρ(|ϕ|), hence |ϕ| is bounded. Since z n ϕ(x) = E(ϕ(X x n )) and X x n converges in law to ρ, we get lim n→∞ z n ϕ(x) = ρ(ϕ). This implies
For the last assertion, in view of the above, we have only to verify the contraction condition. We write [ϕ] ε = sup
Since ε < α, we have 0 < k(ε) < r < 1 for some r, hence [P n ϕ] ε ≤ r[ϕ] ε for n large.
3.2 A mixing property with speed for the system (V Z + , τ, P ρ ).
In general, if the law of B n has no density with respect to Lebesgue measure, the operator P on L 2 (ρ) don't satisfy spectral gap properties hence the stationary process is not strongly mixing in the sense of [29] , but Proposition 3.4 above shows that it is still ergodic. Then, using Theorem 3.1 and Proposition 3.4, it is shown below that the system (V Z + , τ, P ρ ) satisfies a multiple mixing condition with respect to Lipchitz functions. For a very general framework covering mixing conditions with respect to regular functions, see [9] . For a study of extreme value properties for random walks on some classes of homogeneous spaces, using L 2 -spectral gap methods, we refer to [20] . Since, using Proposition 2.4, the stationary process (X n ) n∈N satisfies also anticlustering, we see below that extreme value theory can be developed for (X n ) n∈N following the arguments of ( [2] , [3] ) which were developed under conditions A(u n ), A ′ (u n ), using continuous functions. However it turns out that the mixing property A(u n ) of [2] for continuous functions can be proved, as a consequence of the corresponding convergences involving Lipchitz functions and point process theory. Let f be a bounded continuous function with non negative real part on [0, 1] × (V \ {0}). Let r n be an integer valued sequence with lim n→∞ r n = ∞, r n = o(n) and
. In view of heavy notations, in some formulae we will write r n = r, k n = k, ℓ n = ℓ. 
Then, with the above notations there exists C(δ, m, γ) < ∞ such that,
In particular with r n = [n 1/2 ] we get sup(n −1 r n , r −1
Proof : We write [0, n] = [0, k n r n ]∪]k n r n , n], we decompose the interval [0, k n r n ] into k n intervals J j = [jr n , (j + 1)r n [ and we distinguish in J j the subinterval of length ℓ n J ′ j = [(j + 1)r n − ℓ n , (j + 1)r n [ ; the large integer ℓ n will be specified below. We write for f fixed,
f jr i,n |. Then the triangular inequality gives I(n) ≤ I 1 (n) + I 2 (n) + I 3 (n) + I 4 (n) with
where stationarity of P ρ has been used in the expressions of I 3 (n), I 4 (n). The quantities I 1 , I 2 , I 4 are boundary terms ; their estimation below is based only on the fact that r n (resp ℓ n ) is small with respect to n (resp r n ), the form of u n , and f has non negative real part. On the other hand estimation of I 3 depends on Theorem 3.1 and Proposition 3.4.
Using the inequality |exp(−x) − exp(−y)| ≤ |x − y| for x, y with non negative real parts we
. Let δ > 0 be as above such that f (t, x) = 0 for t ∈ [0, 1], |x| < δ, and observe that n − kr < r. Then the above bound for I 1 (n) gives :
−1 r n = 0, the definition of u n and Theorem 2.1 gives lim n→∞ I 1 (n) = 0. Also I 1 (n) is bounded by n −1 r n , up to a coefficient depending only on m, δ. For I 2 (n), a similar argument involving each interval J j and the subinterval J ′ j gives :
n ℓ n = 0. Also we can bound I 2 (n) by r −1 n ℓ n , up to a coefficient depending only on m, δ. For I 4 (n), we use the inequality | Hence :
n ℓ n = 0, and a bound for I 4 (n) of the same form as for I 2 (n). The estimation of I 3 (n) is more delicate and depends on Lemma 3.6 below. We begin with the inequality :
Using as above the inequality |exp(−x) − exp(−y)| ≤ |x − y|, and Re(f ) ≥ 0 we get :
n with a constant C depending on k(f ) and δ.
In order to estimate D(n) we consider the family of operators P i,n on the space H χ,ε,κ with χ, ε, κ as in Proposition 3.4, defined by P i,n ϕ(x) = E((exp − f i,n (ω))ϕ(X x i )) and the
Since, u n ≥ 1, for n large with m = |f | ∞ , γ = k(f ), the functions f i,n satisfy |f i,n | ∞ ≤ m, k(f i,n ) ≤ γ, hence the operators P i,n belong to O(m, γ) ⊂ EndH χ,ε,κ . With the above notations, the products of operators P i,n belong to O(m, γ). Also, using Proposition 3.4 we know that on H χ,ε,κ we can write P = ρ ⊗ 1 + U where U has spectral radius r(U ) less then 1 and U commutes with the projection ρ ⊗ 1. We note also that for f as above and ψ ∈ H χ,ε,κ we have : |ρ(P f ψ)| ≤ ρ(P |ψ|) = ρ(|ψ|) ≤ ψ Then Lemma 3.6 below implies the convergence of D(n) to zero with speed. Now, in order to prove the proposition, we are left to show lim n→∞ I 3 (n) = 0. We iterate k n times the inequality : I 3 (n) ≤ D(n) + I 5 (n) + I 3 (n − r n ). We get, using Lemma 3.6 : One can take ℓ n < r n with (logn) −1 ℓ n = ∞. The above estimations of I 1 , I 2 , I 3 , I 4 , I 5 give bounds by sup(n −1 r n , r −1 n ), up to a coefficient depending on δ, m, γ only.
Lemma 3.6
There exists positive numbers C 1 (U ), r 1 (U ) ∈]r(U ), 1[ and C(f ) depending only of m, γ such that, for n ∈ N and ℓ n < r n , D(n), as above :
Proof : We observe that Markov's property implies E(e −f (X x 1 ) g(ω)) = P f (E(g(ω))) where f is as above, g(ω) is a function depending only of ω throught the random variables X x k (k ≥ 2) and E(g(ω)) is a function of x. We apply this property to H χ,ε,κ with f = f i,n (1 ≤ i ≤ r − ℓ) or f = 0, g = ψ n as above, hence writing P ℓ = ρ ⊗ 1 + U ℓ and D(n) = |ρ(P 1,n · · · P r−ℓ,n P ℓ ψ n | − ρ(P 1,n · · · P r−ℓ,n 1)ρ(ψ n )| = |ρ(P 1,n · · · P r−ℓ,n U ℓ ψ n )|, Proposition 3.4 implies the existence of C 1 (U ) < ∞, r 1 (U ) ∈]r(U ), 1[ with U ℓ ψ n ≤ C 1 (U )r ℓ 1 (U ) ψ n . On the other hand, since ψ n is of the form ψ n = A1 with A ∈ O(m, γ), we have, using Theorem 3.1, ψ n ≤ C(f ) with C(f ) depending on m, γ. It follows D(n) ≤ C 1 (U )C(f )(r 1 (U )) ℓn .
Asymptotics of exceedances processes 4.1 Statements of results
Let E be a complete separable metric space which is locally compact, M + (E) the space of positive Radon measures on E, M p (E) its subspace of point measures, C c + (E) (resp L c + (E)) the space of non negative and compactly supported continuous (resp Lipchitz) functions. Then it is well known that the vague topology on M + (E) is given by a metric and then M + (E) becomes a complete separable metric space. Furthermore this metric is constructed (see [28] Lemma 3.11, Proposition 3.17) using a countable family (h i ) i∈I of functions in L c + (E) and M p (E) is a closed subset of M + (E). It follows that, in various situations with respect to weak convergence of random measures, C c + (E) can be replaced by L c + (E). Below, assuming condition (H), we describe the asymptotics of the space-time exceedances
n X i ) under the probability P ρ and we state a few corollaries. The results are formally analogous to results for stationary processes proved in ( [2] , [3] ) under general conditions. Here however, corresponding conditions have been proved in sections 2, 3 for the affine random walk X n ; hence the results described below are new for affine random walks. It is convenient to express the Laplace formula below in terms of the renewal point process
We denote by Σ . Since we have |X x n − X y n | ≤ |S n ||x − y| and lim n→∞ |S n | = 0, P − a.e it is possible to replace P ρ by P and X n by X x n with x fixed, in the statements. We give the corresponding proof for the logarithm law only. 
If η denotes the law of N and f ∈ C c
Assuming the mixing and anticlustering conditions for continuous functions, this statement was proved in [3] . Here we will use Propositions 2.5, 3.4 and point process theory. Now as a consequence of Theorem 4.1, the mixing property stated in Proposition 3.5 for Lipchitz functions can be extended to compactly supported continuous functions. Then, in particular, the mixing condition A(u n ) of [2] is valid here and the basic conditions of extreme value theory (see [8] ) are satisfied in our context. 
where T δ is a Poisson random variable with mean p(δ) = θδ −α . The Laplace functional of N s is given by
Assuming the mixing and anticlustering conditions for continuous functions, this statement was proved in [2] , using the formula for Laplace functionals in Proposition 2.5.
We consider the N-valued random variable ζ = π ω v (B ′ 1 ) and we write θ k = Q Λ 1 {ζ = k} for k ≥ 1 ; in particular we have θ 1 = θ, θ k ≥ θ k+1 .
Corollary 4.4 The sequence of normalized time exceedances process
converges weakly (n → ∞) to the homogeneous compound Poisson process N t on [0, 1] with intensity θ, and cluster probabilities ν k (k ≥ 1) where
Under special hypotheses, including density of the law of B n with respect to Lebesgue measure, this statement was proved in [21] .
Fréchet's law for M x n = sup{|X x k |; 1 ≤ k ≤ n} is a simple consequence of Corollary 4.4 as follows.
Corollary 4.5 For any x ∈ V and t > 0 we have the convergence in law of It was observed in [26] that Sullivan's logarithm law for excursions of geodesics around the cusps of hyperbolic manifolds (see [30] ), in the case of the modular surface, is a consequence of Fréchet's law for the continuous fraction expansion of a real number uniformly distributed in [0, 1](see [25] ). For more detailed extreme value properties in the context of pointwise convergence, we refer to ( [10] , p 168-179). Here, in this vein, we have the following logarithm law.
Corollary 4.6 For any x ∈ V , we have the P − a.e convergence lim sup
We observe that a logarithm law and a modified Fréchet law have been obtained in [20] for random walks on some homogeneous spaces of arithmetic character, using L 2 -spectral gap methods.
Proofs of point process convergences
The proof of Theorem 4.1 will follow of three lemmas. We denote by (X k,j ) k∈N an i.i.d sequence of copies of the process (X j ) j∈N and we write
where r n , k n are as in section 2. For k n > 0 we denote by E (kn) ρ the expectation corresponding to the product probability of k n copies of P ρ . If f is a non negative and compactly supported Lipchitz function on [0, 1] × V \ {0}, we have, using independence :
). This relation and the multiple mixing property in Proposition 3.5 show that, on functions f as above, the asymptotic behaviour of the Laplace functionals of N n under E ρ , and N n under E (kn) ρ , are the same. We begin by considering the convergence of E (kn) ρ (exp − N n (f )). Lemma 4.7 below is a general statement giving the weak convergence of a sequence of random measures, using only the convergence of the values of the Laplace functionals on Lipchitz functions. Lemmas 4.8, 4.9 are reformulations of part of the proof of Theorem 2.3 in [3] , which was considered in a general setting. Lemma 4.7 Let E be a separable metric space endowed with a probability m and assume E to be locally compact. Let ν n be a sequence of random measures on E and, for f non negative Lipchitz and compactly supported, assume that the sequence of Laplace functionals ψ νn (f ) converges to ψ(f ) and ψ(sf ) is continuous at s = 0, then the sequence ν n converges weakly. A random measure ν = (ν x ) x∈E on (E, m) is well defined by the values of its Laplace functionals ψ ν (f ) = exp − ν x (f )dm(x) with f as above.
Proof : We begin by the last assertion and we use the family of Lipchitz functions (h i ) i∈I considered in the above subsection. If the random measures ν, ν ′ satisfy ψ ν (f ) = ψ ν ′ (f ) for any f ∈ L c + (E) and λ 1 , λ 2 , · · · , λ p are non negative numbers then we have
have the same Laplace transforms, hence the same laws. Furthermore, for rational numbers r j < r ′ j the finite intersections of sets of the form {µ ∈ M + (E), µ(h i ) ∈]r j , r ′ j [)} form a countable basic B of open subsets in M + (E) stable under finite intersection, hence a π-system (see [28] ). Then from above, ν, ν ′ are equal on B ; since the σ-field generated by B coincide with the Borel field, one has ν = ν ′ . We observe that, if a sequence of random measures ν n is such that for any f ∈ L + (E) the sequence of real random variables ν n (f ) is tight, then the sequence ν n itself is tight. This follows for a corresponding result in [28] for f ∈ C c + (E) since any such f is dominated by an element of L c + (E). Assuming the convergence of ψ νn (f ) to ψ ν (f ) for any f ∈ L c + (E) and the continuity at s = 0 of ψ ν (sf ), we get that ψ ν (sf ) is the Laplace transform of the real random variable ν(f ), and the convergence of the sequence ν n (f ) to ν(f ) for any f ∈ L c + (E). From above and the continuity hypothesis of ψ(sf ) at s = 0, we get that the sequence ν n is tight. If ν n i is a subsequence converging weakly to the random measure ν we have lim
+ (E). Since such a limit is independent of the subsequence, we get from above that two possible weak limits of random measures are equal. Hence the sequence ν n converges weakly to ν. ε Z j be the cluster process for the affine random walk (X k ) k∈N . Then :
which is independent of the sequence of cluster processes
Then for any non negative and compactly supported continuous function f on [0, 1] × B ′ δ , the Laplace functional of the point process
δ is equal to :
Proof of Theorem 4.1 Let f be a compactly supported Lipchitz function on [0, 1] × B ′ δ . Using Proposition 3.5, lemmas 4.8 implies that, on non-negative compactly supported Lipchitz functions on [0, 1] × B ′ δ , the Laplace functionals of N n and N n have the same limit, namely
We observe that, for fixed f as above, the function s → ψ δ (sf ) is continuous at s = 0. Since the function s → ψ n (sf ) = E ρ (exp − sN n (f )) is the Laplace transform of the non negative random variable N n (f ), the continuity theorem for Laplace transforms implies that the sequence N n (f ) converges in law to some random variable. Since this is valid for any f as above, Lemma 4.7 implies that the sequence of point processes N n itself is tight. Since moreover the sequence of Laplace functionals ψ n (f ) converges to ψ δ (f ), Lemma 4.7 implies that there exists a unique point process N on [0, 1] × (V \ {0}) such that the sequence N n converges weakly to N . As stated in Lemmas 4.8, 4.9 the restriction of N to [0, 1] × B ′ δ is given by the point process formula in the theorem. Lemma 4.9 implies that the Laplace functional of N on the function f ∈ C c
The first part of the formula giving the Laplace functional of N on f follows. The second part is a consequence of the last formula in Proposition 2.5 applied to the function v → f (t, δv) and of the α-homogeneity of Λ.
Proof of Theorem 4.2 The first term
is the value of the Laplace functional of N n on the continuous function f . Hence Theorem 4.1 implies its convergence to the Laplace functional of N on f . The same remark is valid for the second term in I n (f ), if N n is replaced by N n ; the limit of N n is also N , using Lemma 4.7 and Proposition 3.5. Then for any f in C c
Proof of Corollary 4.3 The point process N s n is the projection of N n on V \ {0}. Since [0, 1] is compact and the projection is continuous, the continuous mapping theorem implies the required convergence, using the first part of Theorem 4.1. The formula for the Laplace functional of N s is a direct consequence of the second part in Theorem 4.1 applied to a function independent of t. Since P ρ {N t n,δ (1) = 0} = P ρ {M n ≤ u n δ}, the convergence of u −1 n M n to Fréchet's law follows. If M n is replaced by M x n (x ∈ V ), the same proof as the one given below for the logarithm law remains valid. The last assertion in the corollary is a direct consequence of Fréchet's law.
Proofs of logarithm's law
The proof of the logarithm's law is based on Fréchet's law and depends on two lemmas as follows.
Lemma 4.10 We have P ρ − a.e :
Then we deduce that P ρ − a.e : lim sup
Since ε is arbitrary we get :
Lemma 4.11 We have P ρ − a.e : lim sup
The sequence B n (ε) is increasing and B(ε) ⊂ ∞ ∪ 2 B n (ε). We are going to show P ρ {B n (ε)} = 0. 
Since the function p → B n,p (ε) is decreasing and B n (ε) = ∩ p≥2 B n,p (ε) we have for n ≥ 2 :
We see that P ρ − a.e, lim sup n→∞ log|X n | logn ≥ 1 α − ε, and, since ε is arbitrary we conclude :
Proof of Corollary 4.6 From Lemmas 4.10, 4.11 we have P ρ − a.e, lim sup
Hence the definition of M n implies lim
Hence, for a set of ρ ⊗ P-probability 1 in V × A N we have
hence for a subsequence n k (ω),
On the other hand we have for any x ∈ V : |X n − X x n | ≤ |S n ||X 0 − x| and P − a.e : lim n→∞ |S n | = 0.
A similar argument shows that P − a.e, lim sup
Furthermore, for any n ≥ 1, x ∈ V :
where the sequence on the right is P − a.e bounded. Then, an argument as above shows that, P − a.e : lim n→∞ logM n logn = 1 α .
Convergence to stable laws
The convergence to stable laws of the normalized sums
shown in ( [11] , [15] ) where explicit formulae for the corresponding characteristic functions were given. It was observed there that these formulae involved the asymptotic tail Λ of ρ, as well as the renewal point process
A similar situation ocurred in the dynamical context of [12] , where the limiting law was expressed in terms of an induced transformation. We observe that the connection between stable laws for
(X i ) i∈N is a stationary process, and point process theory had been already developed in [7] in the context of sample autocorrelation functions. For a recent analysis of the involved properties in this setting see [23] . Here we give new proofs of the results given in ( [11] , [15] ), following the point process approach. In particular we get also a direct proof of the convergence for the related space point process
, via the analysis of Laplace functionals.
On the space exceedances process
We give here a direct proof of the convergence of N s n and we deduce the convergence of the characteristic function for the random variable N s n (f ), for f compactly supported.
Theorem 5.1 Let f be a complex valued compactly supported Lipchitz function on V \ {0} which satisfies Re(f ) ≥ 0. Then we have
The proof depends on two lemmas where notations explained above are used. For i ≤ j we
n X k ) − 1, and we note the equality
where C n (r n + 1, r n ) = 0 and r n is a sequence as in Proposition 2.5. We note also that
We are going to compare C n (1, r n ) to C n,k (1, r n ) where
we write ∆ n,k for their difference, ε n = r n P ρ {|X| > u n } and supp(f ) ⊂ B ′ δ with δ > 0.
Then we have the
Proof : We can assume that r n > k. We observe that
Hence we have
with ∆ ′ n,k (resp ∆ ′′ n,k ) is the above sum with index i restricted to [1, r n −k] (resp ]r n −k, r n ]). As observed above the expression under Σ is bounded by 4 and vanishes unless |X i | > δu n for some i ∈ [1, r n − k] and M rn k+i+1 > δu n . Then we get using stationary,
Since ρ is homogeneous at infinity and lim 
1) For any
Proof : 1) Using stationarity we have
The function f (k) on (V \ {0}) k+1 given by
is bounded, uniformly continuous on (B ′ δ ) k+1 and lim n→∞ n −1 k n r n = 1. Hence, the homogeneity at infinity of ρ, the conditional convergence of u −1 n X j to S j X 0 and the definition of Λ imply
2) We have the equality, k n E ρ (|∆ n,k |) = k n r n P ρ {|X| > u n }ε −1 n E ρ (|∆ n,k |). Then, using Lemma 5.2, the relation lim n→∞ n −1 k n r n = 1 and the homogeneity at infinity of ρ, assertion 2 follows.
Proof of Theorem 5.1 With r n as in Proposition 5.3 above, the multiple mixing property gives lim
hence it suffices to study the sequence
The last inequality implies the L 1 -convergence to zero of
n X i ). Then the first in equality gives lim
It follows that the behaviour of the sequence [1 + E ρ (C n (1, r n ))] kn for n large is determined by the behaviour of k n E ρ (C n (1, r n )). We have for k ≥ 1,
Since supp(f ) ⊂ B ′ δ and lim j→∞ |S j v| = 0 Q − a.e, the series 
This equality and the second assertion in Lemma 5.3 give the result. 
Proof : We consider the random variable Y n = N s n (f ). For a ≥ 1, let θ a be the function from V \ {0} to [0, 1] defined by θ a (v) = 1 for |v| ≤ a, θ a (v) = a + 1 − |v| for |v| ∈ [a, a + 1], θ a (v) = 0 for |v| ≥ a + 1.
Then θ a is Lipchitz, hence f θ a is Lipchitz and compactly supported. Then the theorem gives, lim
is continuous on R m . It follows that the sequence of random variables Y a n = N s n (f θ a ) converges in law to the random variable Y a ∞ which has characteristic function Φ a . On the other hand we have lim a→∞ θ a = 1, hence by dominated convergence we get,
We recall that, for v fixed, the series 
Using Corollary 2.2, with W (x) = |x| it follows lim sup
Since 0 < βγ < α, we get lim a→∞ lim sup n→∞ P ρ {|Y a n − Y n | > ε} = 0 Since ε > 0 is arbitrary, the convergence in law of Y n to the random variable Y follows, hence the corollary. In order to prepare the study of limits for the sums T n = n Σ j=1 X j if 0 < α < 2, we write for 
Convergence to stable laws for
In this subsection we write ψ(v) = v and we study the convergence of N s n (ψ) = u −1 n T n towards a stable law, extending the weak convergence of N n studied in the above subsection. We need here the last part of the spectral gap result in Proposition 3.4 for the operator P .
We have the Theorem 5.6 Let 0 < α < 2. Then there exists a sequence d n in V such that the sequence of random variables n −1/α (T n − d n ) converges in law to a non degenerate stable law. If 0 < α < 1, we have d n = 0.
Explicit expressions for the characteristic functions of the limits are given in the proofs. Non degeneracy of the limit laws are proved in [11] and [15] . For the proofs, we follow the approach of [7] and we need two lemmas corresponding to the cases 0 < α < 1 and 1 ≤ α < 2.
In the proofs below we use the normalization u n = (cn) 1/α instead of n 1/α as in the theorem.
Lemma 5.7 Assume 0 < α < 1. Then for any u ∈ V and with the notation of Corollary 5.5, T a = N s (ψ a ) converges in law (a → 0) to T with characteristic function given by
Also, for any δ > 0 we have
Proof : Using dominated convergence, the first part follows from Corollary 5.5. On the other hand, Markov inequality gives
The homogeneity at infinity of ρ and Karamata's lemma (see [28] p.26) gives that the right hand side is equivalent to δ −1 n 1−α −1 α(1 − α) −1 (2au n )P ρ {|X| > 2au n }, i.e to δ −1 a 1−α up to a coefficient independent of n. Hence the result since 1 − α > 0. We write f a,n (v) = ψ a (u −1 n v), ψ a,n = f a,n − ρ(f a,n ). Hence |f a,n (v)| ≤ u −1 n |v|1 {|v|≤2un} , [f a,n ] ≤ 3u −1 n . We have the equality E ρ (| < u, N n (ψ a ) > −E ρ (< u, N n (ψ a ) >)| 2 ) = A n,a + 2B n,a with A n,a = nE ρ (| < u, ψ a,n (X 0 ) >)| 2 ), B n,a = n Σ j=1 (n − j)E ρ (< u, ψ a,n (X 0 ) >< u, ψ a,n (X j )).
Now the proof splits into two parts a) and b) corresponding to the studies of A n,a , B n,a . a) We have, using the above estimation of f a,n , nE ρ (| < u, ψ a,n (X 0 ) > | 2 ) ≤ nE ρ (|f a,n (X 0 )| 2 ) ≤ nE ρ (u −2 n |X 0 | 2 1 {|X 0 |<2aun} ).
Then Karamata's lemma implies that, for n large, the right hand side is equivalent to n 1−2α −1 (2au n ) 2 ((2a) α n) −1 , i.e to a 2−α . Hence, since α ∈]0, 2[, we get lim b) Markov property for the process (X i ) i≥0 implies for i ≥ 1, E ρ (< u, ψ a,n (X 0 ) >< u, ψ a,n (X i ) >) = E ρ (< u, ψ a,n (X 0 ) >< u, P i ψ a,n (X 0 ) >). First we consider the case α ∈]1, 2[ and we apply Proposition 3.4 to P acting on the Banach space H = H χ,ε,κ with χ ∈]1, α[, ε = 1 and κ choosen according to Proposition 3.4. We observe that for h ∈ H we have |h(v)| ≤ h (1 + |v|). Since ψ a,n ∈ H, we have E ρ (< u, ψ a,n (X 0 ) >< u, P i ψ a,n (X 0 ) >) = E ρ (< u, f a,n (X 0 ) >< u, U i f a,n (X 0 ) >), where we have used the decomposition P i = ρ⊗1+U i . Schwarz inequality allow us to bound the right hand side by the square root of E ρ (|f a,n (X 0 )| 2 )E ρ (|U i f a,n (X 0 )| 2 1 {|X 0 |<2an} ). Since |U i f a,n (v)| ≤ (1+|v|) U i f a,n , the quantity E ρ (< u, f a,n (X 0 ) >< u, U i f a,n (X 0 ) >) is bounded by U i f a,n [u −2 n E ρ (|X 0 | 2 1 {|X 0 |<2aun} )] 1/2 [E ρ (1 + |X 0 |) 2 1 {|X 0 |<2aun} )] 1/2 . Then Karamata's lemma implies that, up to a coefficient independent of n, the above expression is bounded by U i f a,n [n −1/2 a 1−α/2 ] [1 + n α −1 −1/2 a 1−α/2 ]. Since f a,n ≤ nu −1 n , it follows that B n,a , uniformly in u ∈ S d−1 and up to a coefficient, is bounded by n(
Since r(U ) < 1 we have ∞ Σ i=0 U i < ∞, hence lim sup n→∞ B n,a is bounded by a 2−α , up to a coefficient independent of n. Since 1 < α < 2, the lemma follows of the two above convergences.
If α = 1, we need to use the Banach space H ′ = H χ,ε,κ with 0 < ε < χ < 1, κ = 0, considered in Proposition 3.4. We use also the inequality f a,n ≤ c 1 a 1−χ n −ε with c 1 > 0, shown below. We note that for h ∈ H ′ , we have |h(v)| ≤ h (1 + |v| ε ) in particular and up to a constant independent of n, a we have
Hence we can bound E ρ (< u, f a,n (X 0 ) >< u, U i f a,n (X 0 ) >) by 2c 1 U i (a 1−χ n −ε )[n −2 E ρ (|X 0 | 2 )1 {|X 0 |<2na} ] 1/2 [E ρ (1 + |X 0 | 2ε )1 {|X 0 |<2na} ] 1/2 , which, if ε > 1/2, can be estimated using Karamata's lemma by 2c 1 U i (a 1−χ n −ε )(an −1 ) 1/2 (na) ε−1/2 = c 2 a 1−χ+ε n −1 .
It follows that B n,a can be estimated by 2c 2 ( ∞ Σ i=0 U i )a 1−χ+ε . Since, using Proposition 3.4
we have r 1 (U ) < 1, it follows if 1/2 < ε < χ < 1, lim a→0 lim sup n→∞ B n,a = 0.
Proof of Theorem 5.6 For α ∈]0, 1[ the proof follows of Lemma 5.7. We observe that dominated convergence implies the continuity of Φ at zero, hence Φ is a characteristic function. From Lemma 5.7 we know that if Y n = N s n (1), Y a n = N s n (1 − ϕ a ), 1) For any a > 0, Y a n converges in law (n → ∞) to T a 2) T a converges in law (a → 0) to T 3) For any ε > 0, we have lim As in ( [11] , [15] ), the stability of the limiting laws follow from the formula for Φ(u). If 0 < α < 2, α = 1 the formula for Φ(u) shows that for any n ∈ N we have Φ n (u) = Φ(n 1/α u), hence T has a stable law of index α.
If α = 1, we have with γ n = c E Λ [v(ϕ 1 (n −1 v) − ϕ 1 (v)], Φ n (u) = Φ(n u) exp − in < u, γ n > . This implies that T follows a stable law with index 1.
