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Abstract
Cell motility, cell proliferation and cell-cell adhesion play an important role in collective
cell spreading, which is critical to many key biological processes, including skin can-
cer growth and wound healing. The main function of many medical treatments is to
influence the biology underpinning these processes. In order to measure the e cacy
of such treatments, it is important that estimates of the parameters governing these cell
spreading processes can be obtained along with some characterisation of their uncertainty.
Agent-based computational models are frequently used to interpret these cell biology pro-
cesses since they can produce discrete image-based and movie-based information which
is ideally suited to collaborative investigations involving mathematical scientists and ex-
perimental cell biologists. Standard statistical inference methods require a likelihood
function, a function of the known data values and unknown parameter values, but for
these models the likelihood functions are unfortunately computationally intractable. The
research of this thesis overcomes this disadvantage. In this thesis, we utilise and develop
novel approximate Bayesian computation (ABC) techniques to estimate the parameters
in agent-based models using real data from mouse fibroblast cells (3T3 cells) and human
malignant melanoma cells (MM127). This thesis makes significant contributions in the
fields of mathematical biology and Bayesian statistical computation.
Previous approaches for estimating unknown parameters in cell spreading experiments
are mostly deterministic, such as models utilising partial di↵erential equations. These
approaches are limited in that they provide point estimates, and the uncertainty in the
estimate is not quantified. This thesis addresses these limitations by providing compu-
tational strategies to obtain approximate posterior distributions for the key parameters.
i
ii
The associated uncertainty in the parameter values is quantified and interpreted in terms
of the coe cient of variation and probability intervals of the posterior distribution. Find-
ings from this thesis indicate that the cell di↵usivity and the cell-cell adhesion appear to
depend on the experimental elapsed time and the initial number of cells. These trends
of dependency in cell di↵usivity are consistent for both cell types, 3T3 and MM127 cells.
However, these features have been previously overlooked in the mathematical biology
literature. In contrast, the cell proliferation rate is estimated to be similar over elapsed
time. The ABC approach also enables information from the di↵erent experiments to be
combined, resulting in greater precision for all estimates of the parameters.
While e↵ective and powerful in inferring the parameters of complex models, current ABC
approaches often require a large number of model simulations to obtain a reasonable ap-
proximation to the posterior distribution. In terms of methodological development, this
thesis proposes two new ABC algorithms to the Bayesian statistical computation lit-
erature. The first new ABC algorithm is based on a sequential Monte Carlo (SMC)
approach. This algorithm shows favourable performance relative to state-of-the-art al-
gorithms in terms of the number of model simulations required and the accuracy. This
thesis also provides a computational strategy to obtain a Bayesian parametric boot-
strap distribution for models with intractable likelihoods. The likelihood-free parametric
bootstrap approach requires very few model simulations to produce an approximate pos-
terior, which can be a useful approximation in its own right. Alternatively, the parametric
bootstrap approximation can also be used to form a proposal distribution in other ABC
algorithms, which can lead to substantial computational savings.
KEYWORDS: Approximate Bayesian computation; Sequential Monte Carlo; Bayesian
parametric bootstrap; Importance sampling; Quantile distribution; Cell di↵usivity; Cell
proliferation; Cell-to-cell adhesion; Random walk model; Collective cell spreading; Melan-
oma cells.
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CHAPTER 1
Thesis Aims, Contributions and Outline
1.1 Description of research problem
Collective cell spreading is essential for many biological processes including wound healing
(Cai et al., 2007; Dale et al., 1994; Maini et al., 2004b; Martin, 1997), cancer progression
(Hawkins-Daarud et al., 2013; Neal et al., 2013; Swanson, 2008; Swanson et al., 2003;
Weinberg, 2006) and developmental biology (Young et al., 2014). During these processes,
individual cells may migrate, proliferate and/or adhere to other cells, resulting in the
spatial spread of the cell population (Cai et al., 2007; Khain et al., 2007; Martin, 1997).
Several types of assays, including scratch assays (Ashby and Zijlstra, 2012; Jin et al.,
2016; Johnston et al., 2014; Kramer et al., 2013) and circular barrier assays (Sengers et al.,
2007; Simpson et al., 2013; Treloar et al., 2013) have been studied to evaluate the impact
of biochemical compounds on cell migration and proliferation. Recently, mathematical
models describing collective cell spreading have also been of great interest since they have
the potential to provide insights into the key biological mechanisms driving collective cell
spreading (Maini et al., 2004b; Sherratt and Murray, 1990; Swanson et al., 2003).
Modelling approaches that describe collective cell spreading can be grouped into two
main categories: (i) continuum models, and (ii) discrete models (Murray, 2002). The
first approach describes the spread of the entire cell population at the population–level
using a continuum description, such as a partial di↵erential equation (PDE) (Cai et al.,
2007; Maini et al., 2004a,b; Sengers et al., 2007). One of the advantages of PDE models
2
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is that the model equations provide insight into the relationship among the components
in the system (Maini et al., 2004b) and they can be relatively straightforward to solve
numerically. However, the continuum models are deterministic and they do not capture
the discrete nature of multi-cellular biological systems consisting of individual cells, and
become cumbersome when modelling complex processes involving many variables.
The second modelling approach to describe collective cell spreading involves simulating
the behaviour of individual cells in a population using a discrete, or individual–based,
modelling framework (Codling et al., 2008; Middleton et al., 2014; Plank and Simpson,
2012a; Yates, 2014). There are several discrete tools that can be used to simulate the
cell behaviours including lattice–based random walk models, cellular Potts models and
o↵–lattice cell–based models (Middleton et al., 2014; Murray, 2002; Plank and Simpson,
2012a). Each discrete model tracks and updates individual cells according to some kind
of stochastic process. These models have several advantages: first, they are able to
incorporate important biological factors such as cell heterogeneity (Simpson et al., 2014)
and fluctuations (Murray et al., 2011); second, they produce image-based and movie-
based information, that gives a one-to-one correspondence to the experimental images
and experimental time-lapse data describing collective cell spreading (Simpson et al.,
2010a). However, the likelihoods, the functions that describe the probability of the
data given parameters, for these models are not available in an analytical form and
are also computationally intractable, so standard statistical inferential frameworks for
these models are not applicable.
Although much progress has been made in terms of developing and analysing math-
ematical models of expanding cell colonies, far less progress has been made in terms of
understanding how to estimate model parameters including the cell di↵usivity, D, the cell
proliferation rate,  , and the cell-to-cell adhesion, q, from experimental in vitro image-
based data. Previous approaches for estimating unknown parameters in cell spreading
experiments include methods such as trial and error to find a best fit (Takamizawa et al.,
1997) and non-linear least squares estimation (Maini et al., 2004b; Savla et al., 2004).
These approaches are limited in that they provide point estimates, and the uncertainty
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in the estimate is not always quantified. To address these limitations, we develop novel
Approximate Bayesian computation (ABC) approaches to jointly infer the values of D,
q and   from a discrete stochastic model describing the expansion of cell colonies.
ABC is a well established method that has been successfully applied in a wide range
of areas such as population genetics (Beaumont et al., 2002; Marjoram et al., 2003;
Pritchard et al., 1999; Tavare´ et al., 1997), evolutionary biology and ecology (Toni et al.,
2009), environmental modelling (Rasmussen and Hamilton, 2012), infectious diseases
(Drovandi and Pettitt, 2011c; Sisson et al., 2007; Tanaka et al., 2006) and astronomical
model analysis (Cameron and Pettitt, 2012). Generally, ABC approximates the likelihood
function by model simulations, the outcomes of which are compared with the observed
data (Beaumont et al., 2002; Drovandi and Pettitt, 2011b). However, a major obstacle in
implementing ABC approaches is their computational cost. To ensure reliability of the
methods, ABC approaches require a large number (hundreds of thousands or millions) of
model simulations. This motivates us to develop new approaches to ABC to reduce the
required number of model simulations.
1.2 Thesis aims and objectives
The overall aim of this research is to advance ABC methodology and their applications
in cell biology, particularly for models describing collective cell spreading. This aim will
be achieved by undertaking the following research objectives.
(a) To develop a general and principled Bayesian technique to infer the values of the
parameters governing cell spreading experiments and to quantify the uncertainty
associated with these estimates.
(b) To find e cient methods to summarise the experimental data (images of cell popu-
lations) and find an appropriate data reduction approach for the precise estimation
of the parameters.
(c) To obtain approximate joint posterior distributions of the model parameters describ-
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ing cell motility, cell proliferation and cell-cell adhesion for di↵erent experimental
conditions, so that a comprehensive comparison can be made.
(d) To develop novel ABC algorithms that aim to minimise the number of model simu-
lations.
1.3 Research outcomes and significance
This is a thesis by published and submitted papers. Aside from this introductory Chapter,
a background in Chapter 2 and a summary in Chapter 6, the core chapters of this thesis
consist of published or submitted peer-reviewed articles written primarily by the author
that contribute towards solving Bayesian inferential problems for collective cell spreading
models. These articles include three full research manuscripts (two published and one
submitted) with their details are as follows:
(a) Vo B.N., Drovandi C.C, Pettitt A.N. and Simpson M.J. (2015). Quantifying un-
certainty in parameter estimates for stochastic models of collective cell spreading
using approximate Bayesian computation. Mathematical Biosciences, 263:133–142.
(Chapter 3).
(b) Vo B.N., Drovandi C.C., Pettitt A.N and Pettet G.J. (2015). Melanoma cell colony
expansion parameters revealed by approximate Bayesian computation. PLoS Com-
putational Biology 11(12): e1004635. (Chapter 4).
(c) Vo B.N., Drovandi C.C. and Pettitt A.N. Bayesian parametric bootstrap for models
with intractable likelihoods. To be submitted to Bayesian Analysis. (Chapter 5).
This paper has also been presented as an invited talk at the joint IMS-ISBA meeting
2016 (MCMSki V).
Chapters 3, 4 and 5 of this thesis each constitute a paper, meaning that each of these
chapters can either be read individually or alternatively the chapters can be read as a
whole with the additional background provided in Chapter 2. While the style and layout
of each paper has been standardised throughout, the contents of each chapter in this
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thesis are exactly as they are published or submitted. Consequently, this means that
there is a cross–over in ideas and there is some overlap between chapters in the details of
the experiments and methodology. For example, Chapter 5 makes use of the experimental
data introduced in Chapter 4 to demonstrate our new suite of methods.
This thesis makes significant contributions in the fields of mathematical biology and
Bayesian statistical computation.
• Mathematical biology
(a) ABC approaches permit Bayesian inference in challenging models of collective
cell spreading which would otherwise not be considered by applied mathemat-
ical scientists and cell biologists. This research is significant in that it delivers
more accurate information about the key parameters, which will contribute
toward the development in advancing medical research including investigating
the e cacy of putative drug treatments.
(b) The use of the Bayesian paradigm also enables information from the two ex-
periments to be combined, resulting in greater precision for all estimates of
parameters.
(c) This research is the first attempt to make inferences for comparisons of the
parameter values of cell di↵usivity, cell proliferation and cell-cell adhesion for
di↵erent experimental conditions, in two scenarios, with and without a chem-
ical treatment to suppress cell proliferation.
(d) Findings from this thesis indicate that the values of cell di↵usivity and the cell-
cell adhesion appear to depend on the experimental elapsed time and the initial
number of cells. These trends of dependency for cell di↵usivity are consistent
for both cell types, fibroblast cells (3T3) and human malignant melanoma
cells (MM127). In contrast, the cell proliferation parameter is found similar
over elapsed time. These features have been previously overlooked in the
mathematical biology literature.
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(e) The results of this thesis have motivated the need for more realistic modelling
of cell spreading processes. The ABC framework developed in this thesis will
be critical in accommodating such complex models.
• Bayesian statistical computation
The advancement of ABC algorithms developed by this thesis will provide statisticians
and applied scientists with a robust and e cient methodology to conduct cost e↵ective
Bayesian inference for their complex simulation models with intractable likelihoods.
1.4 Thesis outline
The structure of the thesis is as follows. In Chapter 2 we provide background of the
experimental data, image analysis and the ABC approach. The first application of ABC
approach for 3T3 cells is presented in Chapter 3. This chapter addresses objectives (a)–
(c). Chapter 4 presents a new ABC algorithm and a collection of methods to extract
information from di↵erent types of images from the experimental data of melanoma cells.
This chapter addresses objectives (a)–(d). In Chapter 5, we develop a new likelihood-
free method based on the Bayesian parametric bootstrap for models with intractable
likelihoods and also propose new ABC algorithms that utilise the parametric bootstrap
approximation. Chapter 5 addresses objective (d). Finally, a summary of the methods
and results with suggestions for future research is given in Chapter 6.
CHAPTER 2
Background
The purpose of this chapter is to provide additional background of the stochastic models
for collective cell spreading, experimental data and the image analysis procedure that
will be used throughout the thesis. In this chapter, ABC methods are also discussed in
more detail together with an overview of ABC algorithms, the associated errors with the
ABC approximation and methods of choosing summary statistics that are relevant to this
thesis.
2.1 Stochastic models of collective cell spreading
Random walk theory is commonly used to explain the observed behaviours of many
stochastic processes in system biology (Codling et al., 2008) and pathophysiology (Hughes,
1996). Discrete random walk models have been increasingly used to model cell beha-
viours in various contexts, for example wound healing (Callaghan et al., 2006; Khain
et al., 2007), tissue growth (Alarco´n et al., 2003; Middleton et al., 2014; Yates, 2014)
and muscle satellite cells (Garijo et al., 2012). These models are attractive in the sense
that: (i) they are able to incorporate several important biological factors such as cell
heterogeneity (Simpson et al., 2014) and fluctuations (Murray et al., 2011); and (ii) they
produce image-based and movie-based information, that gives a one-to-one correspond-
ence to the experimental images and experimental time-lapse data describing collective
cell spreading (Simpson et al., 2010a). There are two main classes of random walk models
in the literature, which are lattice-based and lattice-free models (Codling et al., 2008).
8
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In this thesis, to represent the spatial and temporal evolution of a cell population over
time, we employ a random walk model on a two-dimensional square lattice, with lattice
spacing  . The value of   is set as the average cell diameter (Simpson et al., 2013).
In our model, a biological cell is considered as a so-called “agent”, which can undergo
motility and proliferation events according to some probabilistic processes. Thus, this
model is also referred to as an agent-based model. For the rest of this chapter, the term
“agent” is used in discrete models and “cell” is used in contexts related to experimental
data and protocols.
This thesis performs inferences for a stochastic model describing collective cell spread-
ing using two di↵erent types of cell experiments: (i) murine fibroblast cells (3T3 cells)
(Chapter 3), and (ii) human malignant melanoma cells (MM127 cells) (Chapter 4). The
models in the two applications are slightly di↵erent in terms of the parameters involved.
In particular, the model for melanoma cells takes cell-cell adhesion into account, whereas
the model for 3T3 cells does not. Cell-cell adhesion is considered as the interaction of a
cell with its neighbouring cells via specialized multi-protein adhesive structures (Painter
et al., 2010). For melanoma cell experiments, the preliminary analysis confirmed that a
cell–cell adhesion protein namely N-cadherin was present (Treloar et al., 2013), suggesting
that cell–cell adhesion plays an important role in these experiments. Such evidence was
not found in 3T3 cell experiments (Johnston et al., 2014; Simpson et al., 2013; Tremel
et al., 2009).
The e↵ect of the strength of cell-cell adhesion, which is represented by q 2 [0, 1], on cell
motility has been studied in several works including Khain et al. (2007, 2009); Painter
et al. (2010); Simpson et al. (2010b). The cell-cell adhesion, in turn, is a↵ected by the
number of neighbouring cells. Thus, in our discrete model for melanoma cells, we are
interested in whether an agent is isolated (if all of its nearest neighbour sites (north,
south, east and west) are unoccupied), or it is surrounded by one, two, three or four
other agents.
Experimental observations from both cell types also suggest that cells form a two-dimensional
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monolayer and they do not pile up on top of other cells in the vertical direction. Thus, our
model takes crowding e↵ects into account by permitting each lattice site to be occupied
by at most one agent (Deroulers et al., 2009). Any attempted motility or proliferation
event that would place an agent on an occupied site is aborted. The model does not
incorporate any death mechanism since there was no experimental evidence of cell death
(Simpson et al., 2013; Treloar et al., 2013).
We note that the model can be simulated using the exact continuous time Gillespie
algorithm (Gillespie, 1977). However, this computation is too expensive due to the large
number of agents in the system. Thus, to perform the simulations, we use an approximate
random sequential update (RSU) algorithm (Chowdhury et al., 2005; Wilkinson, 2011),
which is an approximation of the exact continuous time Gillespie algorithm. The RSU
algorithm involves dividing time into small uniform intervals, each of duration ⌧ . The
value of the time duration ⌧ is a trade-o↵ between the accuracy of the approximation
and the computational time to simulate the experiments.
We denote Pm 2 [0, 1] as the probability that an isolated agent will attempt to step a
distance   within a time step of duration ⌧ and Pp 2 [0, 1] as the probability that an
agent will attempt to proliferate within a time step of duration ⌧ . To step from time t to
time t+ ⌧ , C(t) agents are sampled, with replacement, and each given the opportunity to
move with probability Pm⇥ (1  q)n, where 0  n  4 is the number of occupied nearest
neighbour sites. The higher the value of q, the more di cult it is for an agent to move
away from its neighbours. Both the motility and proliferation mechanisms are unbiased,
which means that if an agent is at position (x, y) and has an opportunity to move, it
will attempt to step to either (x ±  , y) or (x, y ±  ), with each target site chosen
with equal probability. A similar mechanism is employed for proliferation events. A
proliferative agent at position (x, y) will attempt to deposit a daughter agent at (x± , y)
or (x, y ±  ), with each target site chosen with equal probability. We also checked that
our approximate RSU algorithm produced simulations that were indistinguishable from
the more sophisticated, exact Gillespie algorithm.
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In mathematical biology, the cell motility and proliferation are often reported in terms of
the cell di↵usion coe cient, D, and the cell proliferation rate  , which are the parameters
in a reaction-di↵usion equation, a continuum description of the collective cell expansion
(Maini et al., 2004a; Sengers et al., 2007). Simpson et al. (2010a) developed a connection
between the stochastic random walk model and the continuum modelling approach, and
suggested that D = Pm 2/4⌧ and   = Pp/⌧ , with   and ⌧ set fixed.
In this thesis, we apply new methods to make inferences about (Pm, Pp) for 3T3 cells and
(Pm, q, Pp) for MM127 cells, then use these relationships and the values of   and ⌧ , to
make inferences about D and  .
2.2 Experimental data
As mentioned above, in this thesis, we analyse two separate suites of barrier assays de-
scribing the collective cell spreading of 3T3 cells (Chapter 3), and MM127 cells (Chapter
4). The details of the experimental protocol such as cell culture and barrier assay set up
were previously described in Simpson et al. (2013) (3T3 cells) and Treloar et al. (2013)
(MM127 cells). Briefly, for both types of cells, monolayers of cells were cultured in 24-well
tissue culture plates, where each well had a diameter of 15.6mm. Metal-silicone barriers,
each with a diameter of 6mm, were placed in the centre of each well (Simpson et al.,
2013). For both cell types, experiments were performed in two di↵erent experimental
scenarios: (1) with Mitomycin-C pre-treatment to suppress cell proliferation, and (2)
without Mitomycin-C pre-treatment. Mitomycin-C, an alkylating antibiotic, is used to
block DNA and RNA replication and protein synthesis. Thus, given an appropriate con-
centration, Mitomycin-C inhibits mitosis and proliferation of several cell types (Sadeghi
et al., 1998). For both cell types, 10µgmL 1 Mitomycin-C was added to the cells for
one hour (for MM127 cells) or for four hours (for 3T3 cells) prior to transfer to the wells
(Simpson et al., 2013; Treloar et al., 2013). In all of the experiments, the number of cells
were determined using a trypan blue exclusion test and a haemocytometer, which is a
microscope slide designed to count the number of cells in a specific volume of fluid. The
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cell density was then given as the number of cells per 100mL.
3T3 cells
To initiate each 3T3 cell experiment, either 5,000, 10,000 or 30,000 cells/100mL were
approximately evenly distributed within the circular barrier. After allowing the cells to
attach to the substrate for 1 hour the barrier was lifted, the tissue culture plates were
placed in an incubator at 37  C and 5% CO2 and 95% air atmosphere, for three di↵erent
periods of time: 24, 48 or 72 hours (Simpson et al., 2013). For all experiments, population-
scale images that showed the entire cell spreading population were recorded. To obtain
these images, cells were stained with crystal violet and other chemicals (Simpson et al.,
2013), hence, the cells were killed. So the experiments at 24, 48 and 72 hours are in-
dependent. Furthermore, each experiment was repeated three times for each initial cell
density, and each termination time. Thus, a 2 ⇥ 3 ⇥ 3 balanced experimental design
was conducted with three independent replicates, producing a total of 54 experimental
images.
Images in Fig 2.1 show the entire spreading population of 3T3 cells for the experiments
initialised with 10,000 cells, at time 0 hour and 48 hours in Scenario 1 (with Mitomycin-C
pre-treatment) and 48 hours in Scenario 2 (without the treatment), respectively. In sub-
figures (B) and (C), we first detected the position of the leading edges which is discussed
later in this chapter. The dashed and solid curves in Fig 2.1(B) and (C) correspond to
the circular areas enclosed by the spreading cell population for the experiment with and
without the treatment, respectively.
MM127 cells
To initiate each MM127 melanoma cell experiment, either 20,000 or 30,000 cells/100mL
were approximately evenly placed into the circular barrier. After allowing the cells to
attach for 4 hours, the barriers were lifted and population-scale images (Fig 2.4A–C) were
recorded at either 24 or 48 hours, independently, using a similar procedure as described
for the 3T3 cell experiments.
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Figure 2.1: Experimental data for 3T3 fibroblast cells. Subfigures (A–C) correspond to experimental
images of entire cell populations for experiments initialised with 10,000 cells, at time 0 hour, 48 hours
in Scenario 1 (with Mitomycin-C pre-treatment) and 48 hours in Scenario 2, respectively. The black
(solid) curve in (A) represents the circular barrier. The dashed and solid curves in (B) and (C) indicate
the (circular) areas enclosed by the leading edge for the experiments with and without the treatment,
respectively.
To extract detailed information about the number and location of the cells in the pop-
ulation, we also obtained individual-scale images (Fig 2.2). For visualisation and iden-
tification purposes, another cell staining technique was applied, using Propidium Iodide
(PI) (Treloar et al., 2013), in order to make all the cell nuclei visible. Individual-scale
images were captured using a Nikon digital camera (DXM1200C), and taken at a 100⇥
magnification, which means that the image being viewed will appear to be 100 times its
actual size. The sizes of each individual-scale image are quite small, approximately 670⇥
854 µm. Thus, to capture the entire transect across the centre of the well, it requires
around 10 partly overlapping images.
Figure 2.2: Example of three individual-scale images (out of 10 images for the entire transect) of a
melanoma cell experiment. In this experiment, the initial cell density is 20,000 cells, termination time
at 24 hours and the cells were pre-treated with Mitomycin-C. The size of each image is 670⇥ 854 µm. In
these images, the red dots represent the cell nuclei.
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Furthermore, each experimental scenario, for each initial cell density and each termination
time, was repeated three times (Treloar et al., 2013). Thus, a 2⇥ 2⇥ 2 balanced experi-
mental design was conducted with three replicates, producing a total of 24 independent
experimental images of expanding cell populations and the corresponding transect images.
2.3 Image analysis
All images were analysed using the Matlab Image Processing Toolbox (MathWorks, 2012).
For the population–scale images, edge detection and segmentation algorithms were ap-
plied to detect the position of the leading edge, and to compute the area enclosed by the
leading edge. The algorithm is described as follows:
Step 1. Read and display image: by function “imread” and “imshow” (Fig. 2.3(A)).
Step 2. Detect the segmented edge:
This step enhances the contrast between the area occupied by the spreading
population from the background area. First, the image was converted from violet
to grayscale, “rgb2gray”. A threshold value was calculated by “edge” and the
Sobel operator ([⇠, threshold]=edge (image, ‘sobel’)), then tuned and passed to
“edge” again to obtain the binary gradient mask containing the segmented cell
spreading area (f = edge (image,‘sobel’,threshold⇥0.5)) (Fig. 2.3(B)).
Step 3. Dilate the image: The binary gradient image was dilated using linear structur-
ing elements, functions “strel” and “imdilate”, to trace the outline of the cell
population (Fig. 2.3(C)).
Step 4. Fill holes and remove unconnected objects: The dilated gradient image showed
the outline quite clearly, so the function “imfill” was used to fill any remaining
holes inside the image (Fig. 2.3(D)).
Step 5. Smooth and filter the object: All objects not connected to the edge were removed
by “imclearborder”. The image was then eroded twice with a diamond structur-
ing element to make the segmented object look smooth and natural. In these
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steps, only the cell spreading area is needed, that is the largest object, other
small objects were removed by “bwareopen” (Fig. 2.3(E)).
Step 6. Place an outline over the original image: by using “bwperim” (Fig. 2.3(F)).
A B C
D E F
Figure 2.3: Six steps in the leading edge detection algorithm for an experimental image corresponding
to an experiment initialised with 30,000 cells and terminated after T = 72 hours. Here, cell spreading
is driven by combined motility and proliferation. Images show: (A) the original image, (B) the binary
gradient mask, (C) the dilated gradient mask, (D) the binary image with fill holes, (E) the smoothed
segmented image, (F) the original image with outline. The scale bar in (a) represents 2 mm.
All images of the cell spreading process show that the population maintains an approx-
imately circular shape for all times considered. Therefore, to quantify the degree of
spreading, we converted the area enclosed by the leading edge into an equivalent circu-
lar diameter. This information is then used to construct summary statistics for a new
inferential procedure.
Although the edge detection algorithm is an automatic procedure, its results are sensitive
to the choice of the threshold (Step 2) used in the edge detection technique. The sens-
itivity of automated image analysis was also discussed in Treloar and Simpson (2013).
Therefore, for all applications, we always ensured that we applied the exact same edge
detection algorithm to both our experimental data and the images produced by the dis-
crete random walk model. Figure 2.4(A–C) and (D–F) demonstrated the edge detection
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algorithm for both experimental data (A–C) and images from discrete model simulations
(D–F).
For the application in Chapter 3, using 3T3 cell experimental data, we planed to make our
method as practical as possible. All parameter estimation is based solely on three diamet-
ers of the expanding cell population (from three replicates) since the image acquisition
and analysis is simple and inexpensive. However, we found that the diameter statistic is
only informative for cell motility D. The cell proliferation rate   cannot be identified by
leading edge data solely, unless prior information about D (obtained from the experiment
with the treatment applied) is incorporated via a sequential Bayesian learning approach.
This motivates us to consider individual-scale images for the melanoma cell application
in Chapter 4.
For individual-scale images in each melanoma experiment, we analyse six sub-regions
along a transect image. The locations of these sub-regions are shown in Fig. 2.4(G),
where each sub-region has size 700⇥ 500 µm. To count the number of cells in each sub-
region, we use a similar segmentation algorithm to automatically identify the locations
and the number of the nuclei. For some images, where cells are close to each other,
manual identification and counting of cells was required.
To measure cell clustering, we mapped the position of the cell nuclei to a square lattice
with spacing   = 18 µm (Fig. 2.4(I)), which corresponds to an average diameter of the
melanoma cell nucleus (Treloar et al., 2013). Each sub-region has approximately 39⇥ 28
lattice sites. A schematic representation of cell mapping is given in Fig. 2.4(H) and (I).
Here, we are interested in the proportion of isolated cells in each sub-region. A cell is
identified as isolated (blue dots in Fig. 2.4(I)) if all of its nearest neighbour sites (north,
south, east and west) are unoccupied.
Thus, for each melanoma cell experiment, we obtain 15 statistics, including three radii of
the expanding colony (from three replicates), six cell counts for six sub-regions (average
over three replicates) and six proportions of isolated cells (average over three replicates).
The procedure to reduce the dimension of the summary statistic for the melanoma cell
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experiment is given in Chapter 4.
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Figure 2.4: Experimental data for MM127 cells, discrete model simulations and image analysis. Subfig-
ures A-C correspond to experimental images of entire melanoma cell colonies for experiments initialised
with 30,000 cells, at time 0 hour, 48 hours in Scenario 1 (with Mitomycin-C pre-treatment) and 48 hours
in Scenario 2, respectively, with the detected leading edges superimposed (red curve). The scale bar in
A represents 2mm. Subfigures D–F are the snapshots of the discrete models with the same experimental
condition as A–C. Subfigure G shows the positions of six sub-regions (red rectangles) in a simulated
experiment, each red rectangle contains 39 ⇥ 28 lattice sites. An experimental snapshot which shows
positions of individual cells, is presented in subfigure H. This image is from a 30,000 cell experiment,
terminated at 48 hours, in Scenario 1. The scale bar in H corresponds to 50 µm. The cell positions are
then mapped to a square lattice in subfigure I with blue dots identifying the isolated cells.
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2.4 Approximate Bayesian computation
Let yobs be the observed data which is assumed to arise from a statistical model with
unknown parameters ✓. In the Bayesian framework, the model parameters are considered
as random variables and the uncertainty about them is updated using observed data.
Before the data is collected, information about the model parameters is encoded within
the prior distribution, p(✓), which is often based on expert knowledge or on previous
studies, or both. After observing the data, the information from the prior is updated by
the likelihood, p(yobs|✓), to produce the posterior distribution of the parameters. Using
Bayes’ Theorem, the posterior, p(✓|yobs), is proportional to the likelihood multiplied by
the prior:
p(✓|yobs) / p(yobs|✓)p(✓),
where p(✓|yobs) is interpreted as the probability or density of ✓ given the data yobs. All
inferences about the model parameters such as point estimates, probability intervals and
tests of hypotheses are made from the posterior distributions.
Popularised by Gelfand and Smith (1990), Markov chain Monte Carlo (MCMC) methods
vitalised Bayesian statistics in the early 1990s and have become a widely used approach
since then (Gelman, 2004; Green et al., 2015). Despite their versatile nature, MCMC
methods cannot be applied to certain classes of models, for example coalescent models
(Tavare´ et al., 1997) and agent-based models (Sottoriva and Tavare´, 2010; Vo et al.,
2015b), such as the one detailed earlier in Section 2.1. Computing the likelihood function
of these models is not feasible for a given parameter value and a data set. To expand
further the boundaries of the class of problems that can be fully addressed in the Bayesian
framework, approximate Bayesian computation (ABC) (Beaumont et al., 2002), which
belongs to a family of likelihood-free Bayesian techniques, has emerged.
ABC methods were designed to perform Bayesian inference for models with intractable
likelihoods since they avoid direct evaluation of the likelihood through repeated simulation
of data from the model. The goal of ABC methods is to search for parameter values
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that produce simulated data close to the observed data, usually on the basis of a set
of summary statistics. In this way, ABC provides great flexibility in the sense that it
can be applied to any problem as long as simulation from the model for a range of
parameter values is feasible. As such, ABC techniques provide a general and principled
Bayesian method for inferences on parameters of statistical models that previously had
been analysed in an ad-hoc fashion. This has in turn allowed scientists to consider and
develop more realistic models.
An advantage of ABC is that it allows inference to be performed directly from sum-
maries of the data (Green et al., 2015). In our collective cell spreading applications,
the full data is unattainable since we cannot track all the cells’ locations in the exper-
iment, instead we only obtain a statistic describing the overall spreading of the entire
population (population-scale images) and the positions of a small proportion of the cells
(transect images). Thus, combining ABC and the stochastic model describing collective
cell spreading is a promising approach.
Originating in the context of population genetics (Pritchard et al., 1999; Tavare´ et al.,
1997), ABC has been successfully applied in a wide range of problems such as evolution-
ary biology and ecology (Toni et al., 2009), environmental modelling (Rasmussen and
Hamilton, 2012), infectious disease modelling (Drovandi and Pettitt, 2011c; Sisson et al.,
2007; Tanaka et al., 2006), astronomical model analysis (Cameron and Pettitt, 2012),
psychological models (Turner et al., 2013) and cell biology (Vo et al., 2015a,b) among
many others.
For the rest of this chapter, we discuss the ABC framework, the errors associated with
the ABC approximation, di↵erent ABC algorithms and methods for choosing summary
statistics in ABC.
ABC framework
Generally, ABC methods consist of the following steps: sampling a proposed para-
meter ✓?, simulating data ysim as per the observed data structure from the model,
ysim ⇠ p(·|✓?), comparing ysim with yobs by computing a distance function ⇢(ysim,yobs),
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and accepting the proposed ✓? if ⇢(ysim,yobs)  ✏, where ✏   0 is a tolerance value. The
accepted sample of parameter values forms the approximation of the posterior distribu-
tion of the model parameters. However, in practice, comparing the closeness between
ysim and yobs is often performed via a set of summary statistics, s(·) = {s1(·), . . . , sd(·)},
which has smaller dimension than the entire data set. The function ⇢(·, ·) usually takes
the form of a Euclidean or a Mahalanobis distance, though any form can be used. Dif-
ferent ABC algorithms have di↵erent approaches to sample the value of ✓?. The hard
accept/reject step can be replaced by a softer weighting step. We review di↵erent ABC
algorithms later in this chapter.
For simplicity, we denote sobs = s(yobs) and s = s(ysim). The ABC posterior is defined
as
p✏(✓|sobs) / p(✓)p✏(sobs|✓), (2.1)
with
p✏(sobs|✓) =
Z
K✏(⇢(sobs, s))p(s|✓)ds, (2.2)
where, K✏(⇢(sobs, s)) is a kernel weighting function, and is often chosen as an indicator
function, 1{⇢(sobs,s)✏}, that is unity if the condition involving the discrepancy is satisfied
and is zero otherwise. Throughout this chapter, ✏ is also considered as a bandwith in the
kernel weighting function.
ABC typically makes two approximations. The first approximation relates to the choice
of summary statistics s(·). The posterior p(✓|yobs) is approximated by p(✓|sobs). If s(·)
is su cient for ✓ then no information is lost and p(✓|sobs) = p(✓|yobs). However, low
dimensional su cient statistics are generally not available for models with an intractable
likelihood. Therefore, the choice of summary statistics is crucial to control the first source
of ABC error. The second approximation is due to the ABC tolerance ✏. Approximating
the target p(✓|sobs) by p✏(✓|sobs) can be shown to be a good approximation if ✏ is small
enough (Blum, 2010). The choice of ✏ represents a trade-o↵ between accuracy and com-
putational e↵ort. The smaller the value of ✏ the closer p✏(✓|sobs) is to p(✓|sobs) but more
model simulations are required to generate an adequate approximation with a reasonable
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e↵ective sample size.
ABC Rejection Sampling
The first ABC algorithm, based on a rejection sampling scheme, was introduced by
Pritchard et al. (1999) to perform inference for a coalescent model in population genetics.
In this ABC algorithm, parameter values are simulated from the prior distribution and
are accepted if ⇢(sobs, s)  ✏. This basic ABC algorithm was popularized by Beaumont
et al. (2002) and is described in Algorithm 2.1.
1 Given N , sobs, ✏ and the prior distribution p(✓)
2 Draw ✓? ⇠ p(✓)
3 Simulate ysim ⇠ p(·|✓?)
4 Compute s = s(ysim)
5 If ⇢(s, sobs)  ✏, then accept ✓?
6 Repeat steps 2–5 until N samples are obtained
Algorithm 2.1: ABC rejection sampling
In practice, the tolerance ✏ is often computed as a small, lower quantile of the calculated
discrepancies ⇢(s, sobs). Thus, for convenience, Algorithm 2.1 can be implemented in
two stages: first, performing steps 3, 4 and 5 for a very large number N 0, then computing
the discrepancies and retaining a small proportion of ✓? associated with the smallest
distances (Green et al., 2015; Sottoriva and Tavare´, 2010; Vo et al., 2015b).
Fearnhead and Prangle (2012) provided a general version of ABC rejection sampling,
namely an importance and rejection sampling implementation of ABC, in which the out-
put is a weighted sample of values from the ABC posterior distribution (Algorithm 2.2).
In this algorithm, proposed parameters are generated from an arbitrary distribution g(✓)
that is not necessarily the prior, and then re-weighted to form a properly weighted sample
from the ABC posterior.
Although the ABC rejection algorithm is easy to implement and is embarrassingly paral-
lel, its acceptance rate is generally low, especially for models where the prior distribution
is substantially di↵erent from the posterior. This is demonstrated in Chapter 3, where
the ABC rejection algorithm is employed to estimate D and   in the stochastic model
describing collective cell spreading, using the leading edge data of 3T3 fibroblast cells (Vo
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1 Given N , sobs, the prior distribution p(✓) and a proposal density g(✓), with g(✓) > 0
when prior p(✓) > 0, a density kernel K(·), with max{K(·)} = 1
2 for i = 1 to N do
3 Simulate ✓i ⇠ g(✓)
4 Simulate ysim ⇠ p(·|✓i), and calculate s = s(ysim)
5 With probability K{(s  sobs)/✏} set wi = p(✓i)/g(✓i); otherwise set wi = 0
6 end
7 Normalise the weights Wi = wi/
PN
j=1wj and discard particles with Wi = 0
Algorithm 2.2: ABC importance and rejection sampling
et al., 2015b). In this application, vague priors were used (Section 3.3) and we found that,
to obtain an accurate ABC approximation, the proportion of accepted proposals needed
to be very small, about 0.1% acceptance. In the ABC importance and rejection sampling
approach, it is very challenging to derive a suitable importance distribution g(✓) as the
location of the bulk of the posterior support is generally unknown.
To improve the computational e ciency, Beaumont et al. (2002) proposed a post-processing
strategy, which allows for a larger tolerance in ABC methods, and then correct the accep-
ted parameters to account for the discrepancy between the simulated and the observed
summary statistics. The correction rule is established by regressing the values of the
accepted parameters against the corresponding simulated summary statistics. Beaumont
et al. (2002) suggested a local linear regression for the determination of the correction
rule. Following this, adjustment with non-linear regression was also proposed in Blum
and Franc¸ois (2010).
Other improvements have focused on developing more e cient ABC algorithms based
on a more sophisticated sampling scheme such as a Markov chain Monte Carlo approach
to ABC (MCMC ABC) (Marjoram et al., 2003; Sisson and Fan, 2011) and a sequential
Monte Carlo approach to ABC (SMC ABC) (Drovandi and Pettitt, 2011a; Sisson et al.,
2007; Toni et al., 2009; Vo et al., 2015a). The basic idea in these methods is to make local
proposals in high (ABC) posterior support regions. MCMC sampling was first developed
by Marjoram et al. (2003) in the ABC framework and adapted by Baragatti et al. (2013);
Bortot et al. (2007); Wegmann et al. (2009). MCMC sampling generates parameter
values from an arbitrary proposal distribution, which is selected so that computation
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of the likelihood is avoided. In MCMC, the proposed parameter values generally have
reasonable posterior support, thus MCMC ABC is generally much more e cient than
ABC rejection. However, this approach has several disadvantages. For example, the
samples drawn from the posterior may be highly correlated and the algorithm can get
stuck in low-probability regions of the posterior (Sisson and Fan, 2011). In addition,
many pilot runs are often required to determine a suitable proposal distribution. Thus,
in this thesis, the central focus is on the third class of ABC, the SMC ABC algorithms.
Sequential Monte Carlo approach to ABC
The original SMC ABC algorithm was pioneered by Sisson et al. (2007) and later was
corrected by Beaumont et al. (2009) and Sisson et al. (2009). In this section, we discuss the
general framework of SMC ABC algorithms and present three main SMC ABC algorithms
in the literature and their limitations.
SMC ABC algorithms generally involve a sequential importance sampling technique. In-
stead of drawing a parameter value one at a time as in ABC rejection sampling, the
SMC ABC algorithms work with a large set of parameter values simultaneously and each
parameter vector is referred to as a “particle”. The particles are moved and filtered at
each stage of the algorithm.
Initially, a set of N particles, {✓i}Ni=1, is often sampled from the prior distribution and
is then propagated through a sequence of intermediate distributions, p✏t(✓|sobs), for t =
2, . . . , T   1, until it reaches the target distribution, p✏T (✓|sobs). Here, the sequence of
ABC posterior distributions is defined as:
p✏t(✓|sobs) / p(✓)
Z
p(s|✓)1(⇢(s, sobs)  ✏t)ds, for t = 1, . . . , T.
In SMC ABC algorithms, from iterations t = 2, . . . , T , the newly generated particles are
drawn from a specific probability density that depends on the selected particles at the
previous step and on a given transition kernel. Given a non-increasing set of tolerances
✏1   ✏2   · · ·   ✏T , the standard deviations of the set of particles tend to become
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smaller from iteration 1 to iteration T . Thus, this class of ABC algorithms aims to draw
proposed parameters in sequentially higher posterior support regions, rather than the
entire parameter space. The first (unbiased) version of SMC ABC (Beaumont et al.,
2009; Sisson et al., 2009; Toni et al., 2009) is presented in Algorithm 2.3.
1 Given N , T , sobs, the prior distribution p(✓) and ✏1   ✏2   · · ·   ✏T
2 At iteration t = 1
3 for i = 1 to N do
4 Simulate ✓(t)i ⇠ p(✓)
5 Generate simulated data ysim ⇠ p(·|✓(t)i ) and compute s = s(ysim)
6 If ⇢(s, sobs) > ✏1 then go back to Step 4
7 Set W (t)i =
1
N
8 end
9 At iteration t = 2, . . . , T
10 for i = 1 to N do
11 Resample ✓?i from {✓(t 1)j ,W (t 1)j }Nj=1
12 Draw ✓(t)i ⇠ Kt(·|✓?i ), simulate ysim ⇠ p(·|✓(t)i ) and compute s = s(ysim)
13 If ⇢(s, sobs) > ✏t then go back to Step 11
14 Compute new weight w(t)i =
p(✓
(t)
i )PN
j=1W
(t 1)
j Kt(✓
(t)
i |✓(t 1)j )
15 end
16 Normalise the weights W (t)i = w
(t)
i /
PN
j=1w
(t)
j , i = 1, . . . , N
Algorithm 2.3: SMC ABC of Beaumont et al. (2009); Sisson et al. (2009); Toni et al.
(2009)
In Algorithm 2.3, the initial iteration is just ABC rejection sampling (Algorithm 2.1);
however, instead of sampling from the prior, one can also employ the ABC importance
and rejection sampling (Algorithm 2.2) with an arbitrary proposal distribution, g(✓), and
an importance weight, w(t)i = p(✓
(t)
i )/g(✓
(t)
i ). In each subsequent iteration, t = 2, . . . , T ,
particles are chosen randomly from the previous target distribution (Step 11), that is the
distribution at time t  1, and the probability of any particle being sampled depends on
the weight assigned to that particle. Resampling of particles was always conducted with
replacement. The perturbation step (Step 12) is performed using a Markov transition
kernel to ensure diversity in the N particles. The performance of this algorithm is a↵ected
by two factors: the choice of Kt(·|·) and the schedule of the tolerances. For the former,
Beaumont et al. (2009) proposed a Gaussian Markov kernel with a covariance matrix
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equal to twice the empirical covariance matrix of the current set of particles.
In this algorithm, manually setting the tolerance schedule {✏t}Tt=1 can be challenging. If ✏t
is too low, a large number of proposals is required for Steps 11–12 due to a higher rejection
rate. If ✏t is too high, the algorithm will involve traversing many target distributions.
Furthermore, if ✏T is large, the final ABC posterior is a poor approximation.
To overcome this limitation, Drovandi and Pettitt (2011b) and Del Moral et al. (2012)
proposed an adaptive SMC algorithm that can determine a decreasing set of tolerances
dynamically. In the latter SMC algorithm, ✏t is chosen such that the e↵ective sample
size of the particles is reduced by a constant factor at each iteration (Del Moral et al.,
2012). In Drovandi and Pettitt (2011b), this can be achieved by sorting the particles by
their discrepancies and then dropping a proportion of the particles, ↵, with the highest
discrepancy. Given ↵ 2 [0, 1], to move from iteration t   1 to t, only N↵ = b↵Nc, the
integer part of ↵N , particles with a tolerance greater than ✏t are replaced through the
re-sampling and perturbing steps, the (N N↵) “good” particles are being kept, with the
recommended value ↵ = 0.5 (Drovandi and Pettitt, 2011b). The algorithm of Drovandi
and Pettitt (2011b), namely the SMC ABC replenishment algorithm, is presented in
Algorithm 2.4.
In practice, one can either use the final tolerance ✏T or a minimum acceptance rate as a
stopping criterion for Algorithm 2.4. Drovandi and Pettitt (2011b) suggest an MCMC
kernel to move the particles, reducing the complexity from O(N2) in Algorithm 2.3 to
O(N). However, the use of an MCMC kernel has a drawback of replications of particles,
since the MCMC kernel may reject proposals. To reduce this problem, Drovandi and
Pettitt (2011b) repeat the MCMC steps (steps 7–11) a number of times, Rt. Here, Rt is
chosen such that there is a probability of 1  c that the particle gets moved at least once,
here c = 0.01 and
Rt =
log(c)
log(1  pacct 1)
,
with pacct 1 equal to the MCMC acceptance rate at step t   1. This reduces the gain
in computational time since it can lead to a large number of unused acceptable model
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1 Given the prior distribution p(✓), at iteration t = 1, obtain a set of particles
{✓(t)i , ⇢(t)i }Ni=1 using Algorithms 2.1 or 2.2
2 Sort the particle set {✓(t)i , ⇢(t)i }Ni=1 by ⇢(t)i
3 If ⇢(t)N  ✏T , then finish, otherwise go to step 4
4 Update t = t+ 1
5 Set ✏t = ⇢
(t 1)
N N↵ and {✓(t)i , ⇢(t)i }N N↵i=1 = {✓(t 1)i , ⇢(t 1)i }N N↵i=1
6 Compute the parameter of the MCMC kernel Kt(·|·) using the particle set {✓(t)i }N N↵i=1
7 for j = N  N↵ + 1 to N do
8 Draw ✓(t)j randomly from {✓(t)i }N N↵i=1
9 for k = 1 to Rt do
10 Generate ✓?? ⇠ Kt(·|✓(t)j ), simulate ysim ⇠ p(·|✓??) and compute s = s(ysim)
11 Compute MH ratio r =
p(✓??)Kt(✓
(t)
j |✓??)
p(✓
(t)
j )Kt(✓
??|✓(t)j )
1(⇢(s, sobs)  ✏t)
12 if uniform (0,1) < r then
13 Set ✓(t)j = ✓
?? and ⇢j = ⇢(s, sobs)
14 end
15 end
16 end
17 Compute Rt based on the MCMC acceptance rate and sort the particle set {✓(t)i , ⇢(t)i }Ni=1
by ⇢(t)i
18 If ⇢(t)N > ✏T , repeat Steps 4–17
Algorithm 2.4: SMC ABC replenishment (Drovandi and Pettitt, 2011b)
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simulations. Thus, using the Gaussian Markov kernel with a rejection/acceptance step
as in Algorithm 2.3 is generally more e cient than the MCMC kernel in terms of the
number of model simulations required.
We take the advantage of fewer model simulations from SMC ABC algorithms of Beau-
mont et al. (2009); Sisson et al. (2007); Toni et al. (2009) and the advantage of automat-
ically determining tolerance values from Drovandi and Pettitt (2011b) and incorporate
these in one algorithm (Chapter 4), hereafter referred to as the ASMC algorithm. The
new approach is presented in Algorithm 2.5.
In practice, it is often challenging to choose an appropriate value for ✏T . Thus, we add
an additional stopping criterion, the proportion of accepted particles, pacc. In the ASMC
algorithm, if pacc is less than the pre-specified threshold paccmin then the algorithm stops
even if the final target ✏T has not been achieved. We note that for the application
in Chapter 4, the computational cost in computing the weights (Steps 19, 22 and 23
in Algorithm 2.5) is negligible compared to the cost to simulate data from the model.
Our new SMC algorithm is similar to that proposed in Lenormand et al. (2013) (the
adaptive population Monte Carlo (APMC) algorithm) who also determine the sequence of
tolerances adaptively and use the re-weighting scheme above. However, in each iteration,
the APMC algorithm (Lenormand et al., 2013) only performs steps 15–20 above once and
keeps all the particles, so the particle’s discrepancy value is not enforced to be below a
particular tolerance. A comparison of these SMC ABC algorithms (Algorithms 2.3, 2.4,
2.5 and APMC) is given in Chapter 4 using a synthetic dataset for the stochastic model
of collective cell spreading. We find that the ASMC algorithm outperforms the other
state-of-the-art SMC ABC algorithms for this application.
We note that all of the ABC algorithms above often start from the prior, which can
be ine cient and require a large number of model simulations to obtain a reasonable
approximation to the posterior distribution. Our suggestion is that the e ciency of ABC
algorithms can be improved if there is a good analytical approximation to the posterior
p(✓|sobs) that can be obtained quickly. Such an approximation can be used to form
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1 Given N , N↵, paccmin , ✏T , the prior distribution p(✓) and set pacc = 1.
2 At iteration t = 1
3 for i = 1 to N do
4 Generate ✓(t)i ⇠ p(✓), simulate ysim ⇠ p(·|✓(t)i ) and compute s = s(ysim)
5 Compute ⇢(t)i = ⇢(sobs, s) and w
(t)
i =
1
N
6 end
7 Sort the particle set {✓(t)i , ⇢(t)i }Ni=1 by ⇢(t)i
8 while {pacc > paccmin} and {⇢(t)N > ✏T} do
9 Set ✏t = ⇢
(t)
N↵
and the number of trials, Ntrials = 0
10 Normalise the weights W (t)i = w
(t)
i /
PN↵
j=1w
(t)
j for i = 1, . . . , N↵
11 Set ⌃(t) as twice the weighted empirical covariance of {✓(t)i ,W (t)i }N↵i=1
12 for i = N↵ + 1 to N do
13 while ⇢(t)i > ✏t do
14 Draw ✓?i from {✓(t)j ,W (t)j }N↵j=1
15 Generate ✓(t)i ⇠ N (✓?i , ⌃(t)) and simulate ysim ⇠ p(·|✓(t)i )
16 Compute s = s(ysim), ⇢
(t)
i = ⇢(sobs, s)
17 Set Ntrials = Ntrials + 1
18 end
19 Set w(t)i =
p(✓
(t)
i )PN↵
j=1W
(t)
j N (✓(t)i ;✓(t)j ,⌃(t))
20 end
21 Set pacc =
N N↵
Ntrials
22 Normalise the weights W (t)i = w
(t)
i /
PN
j=N↵+1
w(t)j for i = N↵ + 1, . . . , N .
23 Set {w(t+1)i }N↵i=1 = N↵N {W (t)i }N↵i=1 and {w(t+1)i }Ni=N↵+1 = N N↵N {W (t)i }Ni=N↵+1
24 Sort the particle set {✓(t)i , ⇢(t)i }Ni=1 by ⇢(t)i
25 Update t = t+ 1
26 end
Algorithm 2.5: SMC ABC algorithm of Vo et al. (2015a)
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importance distributions for Algorithm 2.2 or any SMC ABC algorithms. In Chapter 5,
we develop an adaptation of the Bayesian parametric bootstrap that can be used to form
this initial approximation.
The e↵ects of summary statistics
As mentioned above, ABC approaches compare the closeness between the observed and
the simulated data via a set of summary statistics s(·). In practice, choosing summary
statistics that are informative for the model parameters is challenging. For example, in
the stochastic model describing collective cell spreading, the radius of the expanding cell
population is useful for estimating cell di↵usivity D, but it provides little information for
the cell proliferation rate   (Chapter 3). In a toggle switch model in dynamic bionetworks
(Chapter 5), ABC is employed to infer the parameter values of a model which describes the
dynamic cellular networks based on measurements of gene expression. The 5% quantile
statistics are only informative for estimating four out of the seven parameters in the
model. Thus, the successful application of ABC depends critically on the selection of a
set of suitable summary statistics.
To overcome the limitation due to the lack of informative summary statistics in the col-
lective cell spreading model, we increase the number of summary statistics by adding
the cell counts and the proportion of isolated cells in six sub-regions across the transect
(Chapter 4). Increasing the dimension of the summary statistics can enhance the inform-
ation for model identifiability. However, matching a high dimensional set of summary
statistics requires more model simulations and a higher tolerance which then reduces the
accuracy of the inference (Fearnhead and Prangle, 2012). This problem is also referred to
as the curse of dimensionality (Blum, 2010), and so the dimension of the summary stat-
istics should be kept as small as possible to improve computational e ciency. Therefore,
the goal is to construct a set of summary statistics that has low dimension and contains
most of the information from the full data.
Several techniques have been proposed in the literature to choose a set of summary
statistics including partial least squares (Wegmann et al., 2009), non-linear feed forward
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neural networks (Blum and Franc¸ois, 2010), principal components analysis (Wilkinson,
2013), indirect inference (Drovandi et al., 2011) and semi-automatic ABC (Fearnhead
and Prangle, 2012), which is used in this thesis. Fearnhead and Prangle (2012) suggest
that the optimal choice of summary statistic, in terms of point estimation, is the posterior
mean, which Fearnhead and Prangle (2012) estimate via regression. Using this dimension
reduction approach, we only have one summary statistic per parameter.
The Fearnhead and Prangle (2012) procedure is as follows: (i) perform a pilot run of
ABC, using the pilot (possibly high dimension) summary statistics, to find the regions of
non-negligible posterior density, (ii) draw M values of {✓i}Mi=1 from the parameter space
resulting from the pilot run, each with a corresponding artificial dataset {yisim}Mi=1 and
(iii) fit a multiple linear regression model (Eq. 2.3) to each component of ✓ in turn:
✓i = ↵ +  
Tf(yisim) + ⇠i, i = 1, . . . ,M. (2.3)
In the regression model, the error terms, ⇠i, have mean zero and f(·) is a vector-valued
function, so that f(ysim) is a vector of transformations of the data. For example, in
Section 4.2.3 we use f(ysim) = (ysim,y
2
sim). For the application in our model, the full
data is not available, so f(·) is a function of the pilot summary statistics. Here, ↵ is the
intercept parameter and   is the vector of regression coe cients. The estimates of ↵ and
  are often di↵erent for di↵erent components in ✓. The observed summary statistic for
each parameter, that is the estimated posterior mean, ✓ˆ is then calculated by substituting
the estimated coe cients above and the observed data into Eq. 2.3. A similar process
is used to calculate a particular simulated summary statistic, using the corresponding
simulated data. This dimension reduction approach is demonstrated in both Chapters 4
and 5.
Furthermore, we found that the estimated ✓ˆ obtained from the semi-automatic approach
of Fearnhead and Prangle (2012) can also be used to construct a Bayesian parametric
bootstrap distribution. The likelihood-free version of the parametric bootstrap approach
requires very few model simulations to produce an approximate posterior, which can be
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a useful approximation in its own right. An alternative is to use this approximation
as a proposal distribution in any ABC algorithm to make it more e cient. This novel
approach is demonstrated in Chapter 5 with several examples and applications.
In practice, investigating the output from the regression model can help to identify which
parameters are poorly estimated and as such one could modify the explanatory variables
or the training region of model parameters to obtain more accurate results.

CHAPTER 3
Quantifying uncertainty in parameter estimates for stochastic
models of collective cell spreading using approximate Bayesian
computation
Abstract
Wound healing and tumour growth involve collective cell spreading processes, which are
driven by individual cell motility and cell proliferation events within a population of cells.
Mathematical models are often used to interpret biological experimental data and to es-
timate the parameters governing cell motility and cell proliferation so that predictions
about collective cell spreading can be made. Existing methods for parameter estimation
typically assume that these parameters are constant with time, and often ignore any un-
certainty in the estimated values. In this work, we use approximate Bayesian computation
(ABC) to estimate the cell di↵usivity, D, and the cell proliferation rate,  , from a discrete
two-dimensional stochastic model of collective cell spreading, and to quantify the uncer-
tainty associated with these parameter estimates, using Bayesian inference. We achieve
this using a detailed experimental data set describing the collective cell spreading of 3T3
fibroblast cells in a circular barrier assay. The ABC analysis is conducted for di↵erent
combinations of initial cell densities and experimental times in two separate scenarios: (i)
where collective cell spreading is driven by cell motility alone, and (ii) where collective
cell spreading is driven by combined cell motility and cell proliferation. In summary, we
find that D can be estimated precisely based on limited experimental data with a small
coe cient of variation of 2-5% in both experimental scenarios. Another finding is that
D appears to depend highly on the experimental time, which is a feature that has been
previously overlooked in similar experiments. Under the assumption that the values of
33
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D are the same in both experimental scenarios, we use the information about D from
the first experimental scenario to obtain precise estimates of  . These findings suggest
that we can obtain estimates of D and   that are consistent with previously reported
values; however, our method is based on a straightforward measurement of the position of
the leading edge of the spreading populations whereas previous approaches have involved
more complicated cell labelling and cell counting techniques. Although computationally
expensive, the additional insights gained in the fully Bayesian approach outweigh its cost,
especially in accommodating information from di↵erent experiments in a principled way.
3.1 Introduction
Cell motility and cell proliferation play an important role in collective cell spreading,
which is critical to many key biological processes, including wound healing (Cai et al.,
2007; Dale et al., 1994; Maini et al., 2004b; Pettet et al., 1996) and tumour growth
(Hawkins-Daarud et al., 2013; Neal et al., 2013; Swanson, 2008; Swanson et al., 2003).
To improve our understanding of, and our ability to predict these processes, mathematical
models have been formulated and calibrated using experimental data collected from vari-
ous types of cell biology experiments. Modelling approaches that describe collective cell
spreading can be grouped into two main categories: (i) continuum models, and (ii) dis-
crete models (Murray, 2002). Continuum models describe the behaviour of populations
of cells using reaction-di↵usion equations, such as the generalized Fisher-Kolmogorov
equation (Murray, 2002):
@C
@t
= Dr2C +  C
⇣
1  C
K
⌘
, (3.1)
where C is the cell density, D is the random di↵usion (motility) coe cient,   is the
intrinsic proliferation rate and K is the carrying capacity density. For this model, the
moving cell front, under certain conditions, takes the form of a travelling wave with a
constant shape and moves at a constant speed,
p
4D  (Maini et al., 2004b; Murray, 2002).
Continuum models have the advantage that they provide insight into the relationships
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among the model parameters (Maini et al., 2004b) and are relatively straightforward to
solve using appropriate numerical methods.
Discrete, or individual-based models have been used for modelling biological systems
in di↵erent contexts, including lattice-based and lattice-free frameworks (Codling et al.,
2008; Middleton et al., 2014; Plank and Simpson, 2012b; Yates, 2014). Discrete models
usually involve discretizing time and space, and they represent the behaviour of indi-
vidual cells by some kind of stochastic process. These models have some advantages:
first, they are able to incorporate several important biological factors such as cell het-
erogeneity (Simpson et al., 2014) and fluctuations (Murray et al., 2011); second, they
produce image-based and movie-based information, that gives a one-to-one correspond-
ence to the experimental images and experimental time-lapse data describing collective
cell spreading (Simpson et al., 2010a). However, the likelihood function for discrete mod-
els is not available in an analytical form, so a standard statistical inference for these
models is challenging.
Previous approaches for estimating D and   in Equation (1) include methods such as
trial and error to find a best fit (Takamizawa et al., 1997) and non-linear least squares
estimation (Maini et al., 2004b; Savla et al., 2004). These approaches are limited in that
they provide point estimates, and the uncertainty in the estimate is not always quantified.
Sengers et al. (2007) fitted solutions from the generalized Fisher-Kolmogorov equation to
experimental cell density profiles to provide estimates of D and  . Unfortunately, this
approach is both experimentally and computationally expensive since it requires a cell
labelling and cell counting technique to construct approximate cell density profiles.
Here, we propose an approximate Bayesian computation (ABC) approach to estimate
parameters governing the spreading of a population of fibroblast cells (3T3 cells) in a
circular barrier assay, using a discrete simulation-based model. ABC does not require the
specification of a likelihood function and the Bayesian approach generally allows one to
incorporate information from multiple experiments. The ABC approach has been success-
fully applied in a wide range of biological problems (Beaumont et al., 2002; Drovandi and
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Pettitt, 2011c; Pritchard et al., 1999; Sisson et al., 2007). It is possible that the Bayesian
version of the parametric bootstrap method (Efron, 2012) may be an alternative to ABC
for estimating posterior distributions but its properties are yet to be considered in the
context of intractable likelihoods.
The aim of the ABC analysis presented here is to obtain approximate posterior distribu-
tions for D and  , for three di↵erent levels of initial cell density in the barrier assays, and
at three di↵erent experimental time periods. Through the ABC technique, the associated
uncertainty in the parameter values is quantified and interpreted in terms of the coef-
ficient of variation and probability intervals of the posterior distribution. For all cases,
we choose the number of model simulations to be su ciently large such that the Monte
Carlo standard error (MCSE) of the target posterior distribution is at an acceptable
level, less than 1% of its associated posterior mean (Flegal et al., 2008).
The findings from this study emphasize the importance of considering the initial cell
density and the experimental time when estimating D and  . We are unaware of any
previous study that compares estimates of D and   for di↵erent experimental termination
times. Therefore, this study is the first attempt to demonstrate that the estimated values
of D may di↵er by a factor of two or more, depending on the experimental termination
time and the initial number of cells. These results suggest that a more complicated model
might be warranted, however this conclusion is not obvious without first exploring the
suitability of the standard model that we consider. Furthermore, in an attempt to make
our method as practical as possible, all parameter estimation is based solely on measuring
the position of the leading edge since this technique is simple, inexpensive and can be
applied retrospectively to previously published results (Johnston et al., 2014; Treloar and
Simpson, 2013).
This paper is organized as follows. Section 2.1 describes the data available for analysis
and the leading edge algorithm. The discrete model is described in Section 2.2, and
the ABC algorithm is given in Section 2.3. Results are presented in Section 3, and the
discussion is given in Section 4.
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3.2 Material and methods
3.2.1 Image analysis
The data for analysis consists of images showing the entire spreading populations at three
particular time points (Simpson et al., 2013). Two di↵erent experimental scenarios are
considered: (i) collective cell spreading driven by cell motility alone, where Mitomycin-
C was applied to inhibit cell proliferation, and (ii) collective cell spreading driven by
combined cell motility and cell proliferation (Simpson et al., 2013). For both scenarios,
experiments were performed for three di↵erent initial numbers of cells inside the barrier
(5,000, 10,000 and 30,000 cells). For each initial cell density, experiments were terminated
at three di↵erent times (24, 48 and 72 h). Furthermore, each experiment, for each initial
cell density, and each termination time, was repeated three times. Thus, a 2 ⇥ 3 ⇥ 3
balanced experimental design was conducted with three replicates, producing a total of
54 experimental images.
All experiments were performed in 24-well tissue culture plates, each with a diameter of
15.6 mm. To initiate each experiment, either 5,000, 10,000 or 30,000 cells were approx-
imately evenly distributed within a circular barrier, of diameter 6.0 mm, located at the
centre of the well. After the barrier was lifted, images of the spreading population were
recorded at 24, 48 or 72 h. All images were analysed using the Matlab Image Processing
Toolbox (MathWorks, 2012). The following steps were used to detect the position of the
leading edge, and to compute the area enclosed by the leading edge:
Step 1. Read and display image: by function “imread” and “imshow” (Fig. 3.1a).
Step 2. Detect the segmented edge:
This step enhances the contrast between the area occupied by the spreading
population from the background area. First, the image was converted from violet
to grayscale, “rgb2gray”. A threshold value was calculated by “edge” and the
Sobel operator ([⇠, threshold]=edge (image, ‘sobel’)), then tuned and passed to
“edge” again to obtain the binary gradient mask containing the segmented cell
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spreading area (f = edge (image,‘sobel’,threshold⇥0.5)) (Fig. 3.1b).
Step 3. Dilate the image: The binary gradient image was dilated using linear structur-
ing elements, functions “strel” and “imdilate”, to trace the outline of the cell
population (Fig. 3.1c).
Step 4. Fill holes and remove unconnected objects: The dilated gradient image showed
the outline quite clearly, so the function “imfill” was used to fill any remaining
holes inside the image (Fig. 3.1d).
Step 5. Smooth and filter the object: All objects not connected to the edge were removed
by “imclearborder”. The image was then eroded twice with a diamond structur-
ing element to make the segmented object look smooth and natural. In these
steps, only the cell spreading area is needed, that is the largest object, other
small objects were removed by “bwareopen” (Fig. 3.1e).
Step 6. Place an outline over the original image: by using “bwperim” (Fig. 3.1f).
All images of the cell spreading process show that the population maintains an approx-
imately circular shape for all times considered. Therefore, to quantify the degree of
spreading we convert the area enclosed by the leading edge, A, into an equivalent circular
diameter, d =
p
4A/⇡ (Appendix A). We always ensured that we applied the exact same
edge detection algorithm to both our experimental data and the images produced by the
discrete random walk model.
3.2.2 Discrete model of collective cell spreading
The discrete model is an unbiased random walk that explicitly incorporates cell-to-cell
crowding e↵ects (Simpson et al., 2010a). The experimental protocol was carefully de-
signed to ensure that all experiments involved a single monolayer of cells (Simpson et al.,
2013). Therefore, to model these experiments using a two-dimensional random walk on
a square lattice, with lattice spacing  . For all results we set   = 25 µm, which cor-
responds to the average cell diameter (Simpson et al., 2013). The parameter Pm 2 [0, 1]
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Figure 3.1: Six steps in the leading edge detection algorithm for an experimental image corresponding
to an experiment with C(0) = 30,000 and terminated after T = 72 h. Here, cell spreading is driven by
combined motility and proliferation. Images show: (a) the original image, (b) the binary gradient mask,
(c) the dilated gradient mask, (d) the binary image with fill holes, (e) the smoothed segmented image,
(f) the original image with outline. The scale bar in (a) represents 2 mm.
is the probability that an agent will attempt to step a distance   within a time step
of duration ⌧ , and Pp 2 [0, 1] is the probability that an agent will attempt to prolifer-
ate within a time step of duration ⌧ . Both the motility and proliferation mechanisms
are unbiased, which means that a motile agent at (x, y), will attempt to step to either
(x ±  , y) or (x, y ±  ), with each target site chosen with equal probability of 1/4. A
proliferative agent at (x, y) will attempt to deposit a daughter agent at (x ±  , y) or
(x, y ±  ), with each target site chosen with equal probability of 1/4. The random walk
model is an exclusion process, with at most one agent per lattice site. Any attempted
motility or proliferation event that would place an agent on an occupied site is aborted.
The model does not incorporate any death mechanism since there was no experimental
evidence of cell death (Simpson et al., 2013).
The discrete model has four parameters: Pm, Pp,   and ⌧ . These parameters are related
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to D and   (Eq. 1) using D = Pm 2/(4⌧) and   = Pp/⌧ (Simpson et al., 2010a). Given
that we have access to accurate estimates of   (Simpson et al., 2013), we apply our ABC
algorithm to obtain posterior distributions of ⌧ and  . We then convert the posterior
distribution of ⌧ into a posterior distribution of D.
t = 0 h
t = 72 ht = 48 ht = 24 ht = 0 h
(a) (b) (c) (d)
Figure 3.2: Four typical realizations of the discrete random walk model with C(0) = 30,000, Pm = 1,
Pp = 0,   = 25 µm and ⌧ = 0.06 h (or D = 2604 µm2h 1). Images show the distribution of agents
after: (a) T = 0 h, (b) T = 24 h, (c) T = 48 h, and (d) T = 72 h. The scale bar in (a) represents 2 mm.
To implement the random walk algorithm we let C(t) be the number of agents in the
model at time t and T be the termination time. Simulations are performed on a square
lattice of size 624 ⇥ 624, so that the width of the lattice corresponds to the diameter
of the experimental cell culture well, 15.6 mm (15 600 µm/25 µm = 624). To initialise
the simulations, C(0) agents are uniformly distributed inside a circle which has diameter
of 240 lattice sites, corresponding to the 6 mm diameter of the circular barrier (6 000
µm/25 µm = 240). For the first experimental scenario, where cell spreading is driven by
cell motility alone, C(t) remains constant with time. We use an approximate random se-
quential update (RSU) algorithm (Chowdhury et al., 2005) which involves dividing time
into small uniform intervals, each of duration ⌧ . To step from time t to time t+ ⌧ , C(t)
agents are sampled, at random, one at a time, with replacement, and given the oppor-
tunity to move with probability Pm. Given the termination time, T , the model requires
T/⌧ time steps. For the second experimental scenario, where cell spreading is driven
by cell motility and proliferation, C(t) is non-decreasing and to simulate proliferation
events we sample Pp⇥C(t) agents, at random, one at a time, with replacement, and give
each chosen agent the opportunity to proliferate with probability of one. If Pp ⇥ C(t)
is not an integer, an additional step is required (Appendix A). We also checked that
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our approximate RSU algorithm produced results that were indistinguishable from the
more sophisticated, but computationally demanding, exact Gillespie algorithm (Gillespie,
1977) (results not shown). Results in Fig. 3.2 show typical snapshots of the simulated
collective cell spreading together with the position of the leading edge.
3.2.3 Approximate Bayesian computation
In the Bayesian framework, the model parameters are considered as random variables
and the uncertainty about them is updated using observed data. Before the data is
collected, information about the model parameters is encoded within prior distributions,
which are often based on expert knowledge, previous studies, or both. After observing
the data, the information from the prior is updated by the likelihood, to produce the
posterior distribution of the parameters. All inferences about the model parameters
such as point estimates, probability intervals and tests of hypotheses are made from
the posterior distributions. Thus, in Bayesian inference, evaluation of the likelihood
function is one of the critical steps to computing or estimating the posterior distribution.
However, for numerous complex stochastic models arising from the ecological, medical
and biological sciences, the likelihood functions are computationally intractable. ABC
is a method of inference for such models (Beaumont et al., 2002; Drovandi and Pettitt,
2011b).
The focus of this work is to apply an ABC technique to estimate the posterior dis-
tribution for ⌧ , which can be used to estimate D, for the first experimental scenario.
We then approximate the joint posterior distribution for ⌧ and   for the second ex-
perimental scenario. We use the most straightforward ABC approach, ABC rejection
sampling (Beaumont et al., 2002). We could use a more e cient technique (Bortot et al.,
2007; Drovandi and Pettitt, 2011b; Marjoram et al., 2003; Sisson et al., 2007); however,
given that this is the first time that ABC has been used to infer the parameter values
for a model describing collective cell spreading using leading edge information, it is reas-
onable to implement the most straightforward ABC approach. ABC rejection sampling
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also allows simulations to be performed in parallel (Sottoriva and Tavare´, 2010), thus
reducing the required computational time.
Let Sobs and Ssim represent the summary statistics of the observed and the simulated data,
✓ = (⌧, ) represent the vector of unknown parameters, ⇡(✓) be the prior distribution and
⇢ denote the distance function that compares Sobs and Ssim, ⇢ = ⇢(Sobs, Ssim). The ABC
sampling algorithm is given by Algorithm 1.
1 Draw ✓i ⇠ ⇡(✓)
2 Simulate data as per observed data structure from the model with ✓i
3 Compute Ssimi
4 Compute ⇢i = ⇢(Sobs, Ssimi) and store samples (✓i, ⇢i)
5 Repeat steps 1, 2, 3, 4 until N samples are simulated
Algorithm 3.1: ABC sampling
When a su ciently large number, N , of samples (✓i, ⇢i) is obtained, the set (✓i, ⇢i)Ni=1 is
sorted via the computed discrepancy ⇢ such that ⇢1  ⇢2  ...  ⇢N . A set of tolerance
values (✏1 > ✏2 > ✏3 > ✏4) are then computed based on the 20%, 10%, 1% and 0.1%
quantiles of the calculated discrepancies, respectively. For each value of ✏j, j = 1, ..., 4,
the ABC posterior sample consists of the set (✓i|⇢i  ✏j)Ni=1. The selected sub-set forms
the posterior distribution for ✓. A small value of ✏j will force the simulated data to be
closer to the observed data, but will also lead to fewer samples being retained, and as
such increase the MCSE of estimation from the true ABC posterior (Fearnhead and
Prangle, 2012). To overcome this we always choose N = 106 to ensure that there are at
least 1000 samples in the target ABC posterior.
The ABC analysis was conducted to infer the key parameter values that govern cell
spreading experiments for each experimental time and initial cell density combination.
For each experiment, at each initial cell density, at a particular termination time, the
experimental data includes three diameters, d1, d2 and d3, which corresponds to three
identically prepared experimental replicates. We considered the mean statistics, S =
(1/3)
P3
i=1 di, and the distance function, ⇢(Sobs, Ssim) = |Sobs   Ssim|. We also repeated
all analysis using order statistics and found that this gave similar results (not shown).
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We now test the performance of our ABC algorithm using synthetically generated data
for which we know the true parameter values.
3.3 Results
3.3.1 Validation with synthetic data
We simulate four independent data sets with ⌧ = 0.05, 0.09, 0.13 and 0.17 h. All
synthetically generated experiments are initialised with C(0) = 5000 and are terminated
after T = 24 h, where cell spreading is driven by cell motility alone. Each simulated
experiment is repeated three times. We apply the ABC algorithm to each synthetic data
set separately and we choose a uniform prior for ⌧ , ⌧ ⇠ U(0.01, 0.3) h. Given values of
⌧ drawn from the prior distribution, we performed N = 106 discrete model simulations
with Pm = 1, Pp = 0 and   = 25 µm.
For the synthetic data set with ⌧ = 0.13 h, we compare the ABC posterior distribution of
⌧ based on four di↵erent choices of tolerance, ✏j, j = 1, ..., 4 in Fig. 3.3a. We observe that
posterior distributions for ✏3 and ✏4 are almost indistinguishable so we do not reduce the
tolerance any further. For other synthetically generated data sets we found that taking
the 0.1% quantile of the discrepancies resulted in a su ciently small tolerance value.
A comparison of the posterior distributions for all four synthetic data sets are shown in
Fig. 3.3b, indicating that all the ABC posterior distributions have a narrow spread. The
uncertainty of the parameter estimates is quantified in terms of the coe cient of vari-
ation, CV=  /E[⌧ ], where   is the ABC estimate of the posterior standard deviation.
For all four synthetically generated data sets, the CV is small, approximately 4–6%. Fur-
thermore, our posterior means are remarkably close to the true values. In summary, our
examination of the synthetic data suggests that our ABC algorithm with the informa-
tion from the leading edge as a summary statistic allows us to recover the parameters
precisely. We now apply the same approach to the experimental data.
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Figure 3.3: (a) ABC posterior distributions for ⌧ for di↵erent tolerance values, ✏j , j = 1, ...4, correspond-
ing to the 20%, 10%, 1% and 0.1% quantiles, respectively, using the synthetic data set with ⌧ = 0.13 h
and a uniform prior for ⌧ , ⌧ ⇠ U(0.01, 0.3) h. (b) Comparison of ABC posterior distribution estimates of
⌧ in four separate synthetic data sets with C(0) = 5000, T = 24 h and Pp = 0, so that the cell spreading
process is driven by cell motility without any cell proliferation. Each posterior distribution consists of
N = 1000 parameter samples and the posterior means are plotted as black vertical dashed lines. In the
four posterior distributions, the tolerances are ✏ = 0.004, 0.002, 0.001 and 0.0013, respectively. The true
parameter values are plotted as red squares. The horizontal axis corresponds to ⌧ , whereas the vertical
axis is an estimate of the dimensionless probability density.
3.3.2 First experimental scenario: Collective cell spreading driven by cell
motility alone
We present results for ⌧ for all experimental conditions, a comparison of ⌧ for di↵erent
experimental times, and a comparison of ⌧ for di↵erent initial cell numbers. The ABC
estimate of the posterior expected value of ⌧ , E[⌧ ], the 90% credible interval (CI) and the
CVs, from all experimental conditions, are given in Table 3.1. To assess the accuracy of
our resulting estimates from the true ABC posteriors, we computed the MCSE for E[⌧ ]
in all experimental conditions, MCSE =  /
p
ESS (Geyer, 1992), where ESS = 1000 is
the e↵ective sample size. For all cases, we found that the MCSE for estimates of E[⌧ ] is
small, less than 0.2% of the estimate of E[⌧ ]. We report values of E[⌧ ] with up to three
significant figures (Flegal et al., 2008). To obtain an ABC posterior distribution for D,
we transformed all the values of the ABC posterior samples for ⌧ using D = Pm 2/(4⌧).
From Table 3.1, for all conditions, we see that the CV for ⌧ is small, approximately 2–
5%, implying that ⌧ is estimated precisely. Comparing the CV results indicates that the
posterior inference for ⌧ is more precise for experiments with a larger numbers of cells.
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Table 3.1: ABC posterior summary for ⌧ and D for all experiments in the first experimental scenario.
Results shown include the posterior mean, CV and the 90% CI. For all these estimates of E[⌧ ], MCSE <
0.002⇥ E[⌧ ].
C(0) T E(⌧) CV(⌧) 90% CI (⌧) E(D) CV(D) 90% CI (D)
(h) (h) (%) µm2h 1 (%) µm2h 1
5 000
24 0.125 5.2 (0.115, 0.136) 1300 5.1 (1100, 1400)
48 0.093 4.8 (0.085, 0.099) 1700 4.7 (1500, 1800)
72 0.062 5.7 (0.056, 0.068) 2500 5.7 (2400, 2600)
10 000
24 0.110 3.6 (0.105, 0.117) 1400 3.5 (1300, 1500)
48 0.077 3.0 (0.073, 0.081) 2200 3.1 (1900, 2100)
72 0.059 2.9 (0.055, 0.061) 2700 2.8 (2600, 2800)
30 000
24 0.092 2.3 (0.089, 0.095) 1700 2.1 (1600, 1800)
48 0.064 1.9 (0.063, 0.068) 2400 1.9 (2300, 2500)
72 0.057 1.8 (0.055, 0.058) 2760 1.8 (2700, 2800)
In general, we found that E[⌧ ] was smaller for those experiments initiated with larger
number of cells. This implies that those cells in the experiments that are initiated with
a larger number of cells appear to have a higher D than those cells in the experiments
that are initiated with a smaller number of cells.
Previous estimates of D have been obtained for a range cell types under various experi-
mental conditions. For example, (Maini et al., 2004b) estimated D for human peritoneal
mesothelial cells in a scratch assay, and found that D ⇡ 1400 µm2h 1. (Sengers et al.,
2007) studied osteoblast MG63 and human bone marrow stromal cells, and estimated
D ⇡ 1800 and D ⇡ 3060 µm2h 1, respectively. (Simpson et al., 2013) used a combination
of a discrete random walk model and the solution of the generalized Fisher-Kolmogorov
equation, on the same data set that we have studied here, and found that D ⇡ 1500, 1700
and 2900 µm2h 1 for experiments initialised with 5 000, 10 000 and 30 000 cells, respect-
ively. Comparing estimates of E[D] in Table 3.1 with these previous estimates indicates
that our technique produces similar estimates. However, the real advantage of our ap-
proach is that we obtain a posterior distribution of D, which can be used to quantify the
uncertainty in the estimates.
Fig. 3.4 compares the ABC posterior densities of ⌧ for di↵erent T and C(0). We observe
that all of the posterior distributions of ⌧ are approximately symmetric. Results in
Fig. 3.4(a)–(c) correspond to the experiments initiated with 5000, 10,000 and 30,000
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cells, respectively. The value of E[⌧ ] is largest for the experiments terminated after 24 h,
and progressively decreases for the experiments terminated after 48 h and 72 h, suggesting
that D depends on the termination time, T . The putative relationship between D and
T could have several explanations. For example, it seems reasonable to assume that
once the cells are placed into the experimental apparatus, some amount of time could be
required for the cells to adjust to their new environment and hence the cell motility could
be reduced during this transition phase. We note that most previous studies neglect to
consider any relationship between D and T (Cai et al., 2007; Sengers et al., 2007; Tremel
et al., 2009), and therefore we suggest that future studies ought to consider how estimates
of D might depend on T .
Results in Fig. 3.4(d)–(f) compare posterior distributions of ⌧ for the experiments ter-
minated after 24, 48 and 72 h. In Fig. 3.4(d), at time T = 24 h, E[⌧ ] is largest for
the experiment with C(0) = 5000, whereas E[⌧ ] is smallest for the experiment with
C(0) = 30000. Results in Fig. 3.4(e) and (f) show a similar trend after T = 48 h and
T = 72 h, respectively. However, the di↵erences between the estimates of the posterior
distributions of ⌧ are less pronounced at T = 72 h. In summary, these findings sug-
gest that D also depends on C(0). That is, more crowding appears to lead to larger D.
While these results are consistent with those identified by (Simpson et al., 2013), they
are of interest since they are contrary to the results reported by (Cai et al., 2007) and
(Tremel et al., 2009) who found that D at low cell density is larger than D at high cell
density. Although we cannot give any definite explanation for the observed relationship
between D and C(0), it seems possible that if the cells produce some kind of chemical
signal which enhances migration that this could provide a potential explanation of these
results. Further experimental and modelling work would be required to examine this
hypothesis.
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Figure 3.4: Comparisons of ABC posterior distribution estimates of ⌧ for all combinations of C(0) and T ,
in the first experimental scenario, where collective cell spreading is driven by cell motility alone. Results
in (a-c) correspond to the estimated posterior distributions of ⌧ at three time points for the experiments
initialised with 5 000, 10 000 and 30 000 cells, respectively. Results in (d-f) correspond to the estimated
posterior distributions of ⌧ for all three initial cell numbers after a termination time of 24, 48 and 72 h,
respectively. All results correspond to a uniform prior for ⌧ , ⌧ ⇠ U(0.01, 0.3) h.
3.3.3 Second experimental scenario: Collective cell spreading driven by com-
bined cell motility and cell proliferation
We consider two approaches to examine the second set of experiments: (i) we make limited
assumptions about the values of ⌧ and  , essentially assuming that ⌧ in the second
experimental scenario could be completely unrelated to ⌧ from the first experimental
scenario, and (ii) we assume that the values of ⌧ from the first experimental scenario
are equal to those of ⌧ in the second experimental scenario. In the latter approach, we
therefore use the posterior distribution of ⌧ from the first scenario as the prior for ⌧ in
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the second scenario.
Uniform priors for ⌧ and  
We first specify a uniform prior for both ⌧ (⌧ ⇠ U(0.01, 0.3) h) and   (  ⇠ U(0, 0.3) h 1).
The uniform prior for   covers a very wide range of cell doubling times, td = ln(2)/ ,
from 2.3 h to an infinite doubling time. This is conservative since typical estimates
of the doubling is approximately 10–30 h (Johnston et al., 2014). The ABC posterior
distributions for ⌧ and   for the experiments with C(0) = 5000 and T = 24 h are presented
in Fig. 3.5. Our results show that we infer ⌧ reasonably well; however, we obtain far less
information about  . Thus, we only report the posterior summaries for ⌧ (converted
into D) in Table 3.2, and comparisons of ⌧ with respect to di↵erent experimental times
and di↵erent initial numbers of cells are given in Fig. 3.6. We find that the MCSE
for estimates of E[⌧ ] is su ciently small, less than 0.2% of the estimated value of E[⌧ ].
Therefore, all values for E[⌧ ] (and E[D]) are reported using up to three significant figures.
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Figure 3.5: The ABC posterior distribution estimates of ⌧ for the 5 000 cell experiment at 24 h, in the
second experimental scenario where cell spreading is driven by combined cell motility and cell prolifera-
tion. The horizontal dashed lines in (a-b) correspond to the uniform priors for ⌧ and  , respectively.
Comparing estimates of E[D] in Table 3.2 with the previous estimates in Table 3.1 in-
dicates that the values of E[D] are slightly higher for experiments when proliferation is
suppressed. Therefore, it seems possible that proliferation could influence cell motility,
and this e↵ect is consistent for all combinations of cell densities and experimental times.
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Figure 3.6: Comparisons of ABC posterior distribution estimates of ⌧ for all combinations of C(0) and
T , in the second experimental scenario, where collective cell spreading is driven by combined cell motility
and cell proliferation. Results in (a)–(c) correspond to the estimated posterior distributions of ⌧ at three
time points for the experiments initialised with 5,000, 10,000 and 30,000 cells, respectively. Results in
(d)–(f) correspond to the estimated posterior distributions of ⌧ for all three initial cell numbers after a
termination time of 24, 48 and 72 h, respectively. All results correspond to the priors specified in Section
3.3.1.
We note that, for the second experimental scenario, our estimates of the CV for ⌧ are
also small, between 2-5 %, indicating that we obtain precise estimates of ⌧ .
The ABC posterior distributions of ⌧ are compared with respect to di↵erent experimental
termination times in Fig. 3.6(a)–(c). We observe a similar trend to that observed in
Fig. 3.4 for the first experimental scenario. In summary, in both experimental scenarios,
we observed a consistent time-dependency in our estimate of ⌧ (or D), suggesting that
the longer the experiment, the higher the value of D.
Results in Fig. 3.6(d)–(f) show the posterior distributions for ⌧ , with each sub-figure
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Table 3.2: ABC posterior summary for ⌧ and D for all experiments in the second experimental scenario,
using uniform priors (Section 3.3.3). Results are given for the posterior mean, CV and the 90% CI. For
all these estimates of E[⌧ ], MCSE < 0.002⇥ E[⌧ ].
C(0) T E(⌧) CV(⌧) 90% CI (⌧) E(D) CV(D) 90 % CI (D)
(h) (h) (%) (h) µm2h 1 (%) µm2h 1
5 000
24 0.133 5.0 (0.122, 0.144) 1170 5.1 (1090, 1280)
48 0.105 3.9 (0.099, 0.112) 1490 4.0 (1390, 1580)
72 0.075 4.5 (0.069, 0.081) 2090 5.0 (1920, 2270)
10 000
24 0.120 3.2 (0.115, 0.126) 1300 3.0 (1250, 1360)
48 0.083 2.9 (0.079, 0.087) 1880 2.8 (1810, 1970)
72 0.062 3.0 (0.059, 0.065) 2520 2.9 (2410, 2650)
30 000
24 0.095 2.3 (0.092, 0.099) 1650 2.3 (1580, 1710)
48 0.068 2.2 (0.065, 0.071) 2300 2.2 (2220, 2390)
72 0.059 3.3 (0.056, 0.063) 2610 3.3 (2470, 2760)
corresponding to a particular termination time. The posterior distributions of ⌧ for
experiments initialised with 5,000 and 30,000 cells have little overlap, indicating that the
cell motility is very di↵erent. This apparent density-dependent mechanism is consistent
with the results previously reported for the first experimental scenario; that is, higher
initial cell densities lead to larger D.
The limitation regarding the determination of   (Fig. 3.5(b)) could be explained by the
correlation between ⌧ and  . In fact, there are many plausible pairs of (⌧, ) values which
lead to the same diameter of the cell spreading population at a particular time point. To
overcome this, one could incorporate additional information from the experimental data
such as counting the number of cells or computing the distance between cells in some
sub-regions of the cell populations. Alternatively, we incorporate information from the
two experimental scenarios.
Informative Gamma prior for ⌧ and uniform prior for  
Here we take a di↵erent approach and assume that the values of ⌧ are the same in both
experimental scenarios. To do this we use an accurate ABC posterior of ⌧ derived from
the experiments in the first scenario as the prior for ⌧ for the corresponding experiments in
the second scenario. The Bayesian sequential learning approach allows us to incorporate
information from previous experiments. This amounts to assuming that the rate of cell
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motility in the first experimental scenario is the same as the rate of cell motility in
the second experimental scenario, and we note this is similar to the approach used by
(Finkensta¨dt et al., 2013). We fitted a Gamma distribution to each ABC posterior density
reported in Section 3.3.2, for all combinations of C(0) and T (Appendix A), and use this
Gamma distribution as a prior for ⌧ in the corresponding experiment for the second
scenario.
The ABC posterior distributions for ⌧ and   for the experiments with C(0) = 10, 000
are presented in Fig. 3.7. Results in Fig. 3.7(a)–(c) compare posterior distributions of
⌧ obtained using the approach in Section 3.3.3 and those results obtained by specifying
a uniform prior for   (  ⇠ U(0, 0.3) h 1) and an informative Gamma prior for ⌧ . Our
results show that we infer ⌧ reasonably well for both sets of priors. Values of E[⌧ ] and
the 90% CI for ⌧ are very similar regardless of these choices of priors.
The ABC posterior estimates of   at 24, 48 and 72 h are given in Fig. 3.7(d)–(f), respect-
ively. We obtain reasonably precise estimates of  , with the CV between 4-12%, when
we specify an informative Gamma prior for ⌧ . Our estimates of   and ⌧ are correlated,
with the correlation coe cient, r ⇡ 0.5. In summary, these results suggest that if we are
given some information about ⌧ , via the informative Gamma prior, we can obtain precise
information about  . However, without some prior information about ⌧ , it is di cult to
obtain precise information about   using leading edge data.
Our estimates of E[ ], using the Gamma prior for ⌧ , are consistent with previously repor-
ted estimates by (Simpson et al., 2013). However, these previously reported estimates are
based on a cell labelling and cell counting technique, which can be very time consuming.
In comparison, our approach is far simpler since we only rely on measuring the position of
the leading edge. A summary of the ABC posterior for ⌧ and  , using all combinations of
C(0) and T is presented in Table 3.3 (summaries of posterior for D are in the Appendix
A). Plots of the posterior densities for ⌧ and   for the experiments with C(0) = 5, 000
and C(0) = 30, 000 are also reported in the Appendix A.
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Figure 3.7: ABC posterior densities for ⌧ for the experiments initiated with 10,000 cells, in the second
experimental scenario, where cell spreading is driven by combined cell motility and proliferation. Results
in (a-c) correspond to the ABC posterior distributions for ⌧ , whereas the results in (d-f) summarise the
ABC posterior distributions for  . The blue (dashed) curves in (a-c) corresponds to the fitted Gamma
prior distributions, GP, for ⌧ ; the black (dotted) curves, P1, correspond to the approach outlined in
Section 3.3.1 (using a uniform prior for both ⌧ and  ), while the red (solid) curves, P2, correspond to
the approach outlined in Section 3.3.3 (using a Gamma prior for ⌧ and a uniform prior for  ).
3.4 Discussion and conclusion
In this work we present an ABC approach to estimate D and  , which describe the cell
motility and the cell proliferate rates, respectively, in a discrete model of collective cell
spreading. We estimate D and   by applying the model to a detailed set of cell spreading
experiments in which we consider two distinct sets of experiments: (i) where collective cell
spreading is driven by cell motility alone (D > 0,  = 0), and (ii) where cell spreading
is driven by combined cell motility and cell proliferation (D > 0,  > 0). Even with
relatively crude leading edge data, the ABC approach can provide precise inferences for
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Table 3.3: ABC posterior summary for ⌧ and   for all experiments in the second scenario, where
collective cell spreading is driven by combined cell motility and cell proliferation. In this case we use
the technique outlined in Section 3.3.3 and use fitted Gamma distributions as the prior distributions for
⌧ . Results include the posterior mean (and the 90% CV in the parentheses), CV and the correlation
coe cient, r. For all these estimates of E[⌧ ], MCSE < 0.002⇥ E[⌧ ].
C(0) T E(⌧) CV(⌧) E( ) CV( ) r
(h) (h) (%) (h 1) (%)
5 000
24 0.129 (0.120, 0.139) 4.9 0.046 (0.037, 0.055) 11.5 0.60
48 0.096 (0.089, 0.102) 4.2 0.057 (0.050, 0.063) 7.1 0.74
72 0.067 (0.062, 0.073) 4.8 0.059 (0.054, 0.065) 5.2 0.86
10 000
24 0.113 (0.108, 0.119) 3.5 0.050 (0.042, 0.058) 9.7 0.50
48 0.079 (0.076, 0.083) 3.0 0.059 (0.054, 0.064) 6.4 0.56
72 0.061 (0.058, 0.064) 2.9 0.064 (0.058, 0.068) 4.4 0.47
30 000
24 0.092 (0.089, 0.095) 2.0 0.069 (0.060, 0.078) 7.9 0.40
48 0.064 (0.062, 0.066) 1.6 0.070 (0.065, 0.076) 4.7 0.45
72 0.058 (0.056, 0.059) 1.3 0.071 (0.067, 0.076) 3.8 0.43
bothD and  . One particular finding from our analysis is thatD appears to depend on the
experimental time, which is a feature that has been previously overlooked. Furthermore,
we also found that our estimates of D depend on the initial number of cells present in the
assay, and this e↵ect is consistent in both experimental scenarios, with and without cell
proliferation. These results imply that a more sophisticated model might be warranted.
However, it is worthwhile to note that these conclusions would not have been obvious
had we not attempted to fit our simpler model to this dataset.
We took two di↵erent approaches to estimate  . In the first approach, we assumed the
values of ⌧ were unrelated in the two experimental scenarios. To achieve this, we specified
a uniform prior for both ⌧ and   and we found that this did not give precise information
about  . Alternatively, by assuming that the rate of cell motility in the first experimental
scenario is the same as the rate of cell motility in the second experimental scenario, so that
the ABC posterior for ⌧ from the first set of experiments could be used as an informative
prior for ⌧ in the second set of experiments, we obtained precise estimates of  .
Our results suggest we can obtain precise estimates of D and   only if we have access to
a detailed experimental dataset (Fig. 3.7). In particular, our dataset involves repeating
each experiment twice. In the first experimental scenario, the experiment is performed
by treating the cells with a drug to block proliferation, allowing us to estimate D. In the
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second scenario, each experiment is repeated without the drug so that cell proliferation
occurs. Using our estimate of D from the first experiment, we then use the second set
of experimental results to estimate  . If, however, we did not have access to this kind
of detailed experimental dataset, we would have to estimate D and   from the second
set of experiments alone, and our results for this approach show that we obtain precise
estimates for D, but we obtain far less information about   (Fig. 3.5). Therefore, if the
aim of performing these kinds of experiments is to obtain precise estimates of both D
and  , we suggest that the more detailed experimental approach is necessary.
We anticipate that our approach could also be applied to more detailed mathematical
models such as lattice free models (Plank and Simpson, 2012b), models incorporating
cell-to-cell adhesion (Treloar et al., 2013), models of cell spreading incorporating nutrient
dynamics and models of three dimensional cell spreading (Zaman et al., 2005). However,
for a more detailed mathematical model, we also anticipate that we would need more
informative summary statistics and an improved ABC algorithm to reduce the compu-
tational time. Finally, we also expect that ABC techniques could be used to investigate
questions regarding optimal experimental designs, such as when to terminate the exper-
iments and how many replicates to use.
Addendum for Chapter 3
1. Modify for Step 1 in Algorithm 3.1, page 39
Original Step 1:“Draw ✓i ⇠ ⇡(✓)”
Revised Step 1:“ Given the prior ⇡(✓), draw ✓i ⇠ ⇡(✓)”
2. Correction for the 2nd sentence in the 3rd paragraph, page 35
Original sentence: “ These approaches are limited in that they provide point estim-
ates, and the uncertainty in the estimates is not always quantified.”
Revised sentence:“ These deterministic approaches are limited in that they provide
point estimates, and the uncertainty in the estimates is not always quantified.”
3. Graph for the posterior distribution of ⌧ resulting from the RSU algorithm and the
exact Gillespie algorithm, using experiments with C(0) = 5, 000 cells initially, time
T = 24h and Pp = 0 is shown in Figure 3.8.
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Figure 3.8: Comparing the posterior distribution of ⌧ from di↵erent algorithms for model simulations.
These posterior distributions are based on an experiment with C(0) = 5, 000 cells initially, time T = 24h,
and Pp = 0. The dashed black curve corresponds to the result using the approximate RSU algorithm
and the red curve corresponds to the approach using the exact Gillespie algorithm.
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4. Graph for the posterior distribution of ⌧ resulting from the mean statistics S1 and
the order statistics S2, using experiments with C(0) = 5, 000 cells initially, time
T = 24h and Pp = 0 is shown in Figure 3.9.
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Figure 3.9: Comparing the posterior distribution of ⌧ using mean statistics S1 and order statistics S2.
These posterior distributions are based on an experiment with C(0) = 5, 000 cells initially, time T = 24h,
and Pp = 0. The dashed black curve corresponds to the result using S1 and the solid curve corresponds
to the approach using S2.
5. Comparing histogram of the posterior distribution of ⌧ and the estimated Gamma
density for experiments with C(0) = 5, 000 cells initially, time T = 24h and Pp = 0
is shown in Figure 3.10.
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Figure 3.10: Histogram of the posterior distribution of ⌧ and the estimated Gamma density for experi-
ments with C(0) = 5, 000 cells initially, time T = 24h and Pp = 0
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6. Additional explanation for the uninformative prior distribution of ⌧
The uniform prior of ⌧ , ⌧ ⇠ U(0.01, 0.3) corresponds to the cell motility coe cient
D in a range from 520 to 15,625 µm2/h, which provides good coverage of possible
values of D. Thus our prior is relatively uninformative.
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CHAPTER 4
Melanoma cell colony expansion parameters revealed by
approximate Bayesian computation
Abstract
In vitro studies and mathematical models are now being widely used to study the un-
derlying mechanisms driving the expansion of cell colonies. This can improve our under-
standing of cancer formation and progression. Although much progress has been made
in terms of developing and analysing mathematical models, far less progress has been
made in terms of understanding how to estimate model parameters using experimental
in vitro image-based data. To address this issue, a new approximate Bayesian computa-
tion (ABC) algorithm is proposed to estimate key parameters governing the expansion
of melanoma cell (MM127) colonies, including cell di↵usivity, D, cell proliferation rate,
 , and cell-to-cell adhesion, q, in two experimental scenarios, namely with and without
a chemical treatment to suppress cell proliferation. Even when little prior biological
knowledge about the parameters is assumed, all parameters are precisely inferred with a
small posterior coe cient of variation, approximately 2–12%. The ABC analyses reveal
that the posterior distributions of D and q depend on the experimental elapsed time,
whereas the posterior distribution of   does not. The posterior mean values of D and
q are in the ranges 226–268 µm2 h 1, 311–351µm2 h 1 and 0.23–0.39, 0.32–0.61 for the
experimental periods of 0–24 h and 24–48 h, respectively. Furthermore, we found that the
posterior distribution of q also depends on the initial cell density, whereas the posterior
distributions of D and   do not. The ABC approach also enables information from the
two experiments to be combined, resulting in greater precision for all estimates of D and
 .
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Author Summary
Quantifying the underlying parameters that drive the expansion of melanoma cell colon-
ies such as the cell di↵usivity, cell proliferation rate and cell-to-cell adhesion strength
can improve our understanding of melanoma biology and its response to treatment. We
combine a simulation-based model of collective cell spreading with a novel Bayesian com-
putational algorithm to estimate these parameters from carefully chosen summaries of
collective cell image data and to quantify their associated uncertainty across di↵erent
experimental conditions. Our summarisation of the image data leads to precise estim-
ates for all parameters. Our analysis reveals that the cell di↵usivity and the cell-to-cell
adhesion strength estimates depend on experimental elapsed time. Furthermore, the cell-
to-cell adhesion strength estimate appears to depend on the initial cell density, whereas
the cell proliferation rate estimate is approximately the same over di↵erent experimental
conditions.
4.1 Introduction
Skin cancer consists of two groups: melanoma and non-melanoma. Melanoma is the
least common, approximately 5% of all skin cancer occurrences, but it is responsible for
most skin cancer deaths (American Cancer Society, Cancer Facts & Figures, 2011). It is
estimated that 132,000 new cases of melanoma are reported worldwide each year, with
more than 12,500 of these cases reported in Australia (Australian Institute of Health and
Welfare and Australasian Associate of Cancer Registries, 2012). During the early stage
of the disease, melanoma colonies grow and spread laterally within the epidermis. Thus,
quantifying the underlying mechanisms that drive the expansion of melanoma cell colonies
such as motility, proliferation, and cell-to-cell adhesion can improve our understanding
of melanoma biology and its response to treatment.
Although much progress has been made in terms of developing and analysing math-
ematical models of expanding cell colonies, far less progress has been made in terms of
understanding how to estimate model parameters including the cell di↵usivity, D, the cell
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proliferation rate,  , and the cell-to-cell adhesion, q, from experimental in vitro image-
based data. Obtaining precise estimates of D, q and   is important for developing a
systematic approach to assessing the e↵ectiveness of a potential treatment (Decaestecker
et al., 2007). Several studies have investigated the in vitro expansion of cell colonies using
partial di↵erential equations (Maini et al., 2004b; Pettet et al., 1996; Savla et al., 2004;
Swanson, 2008). These approaches are limited in that they provide point estimates, and
the uncertainty in the estimate is not quantified. An alternative modelling approach uses
discrete, individual-based models (Callaghan et al., 2006; Khain et al., 2007; Plank and
Simpson, 2012a), which can incorporate several important biological factors such as cell
heterogeneity (Murray et al., 2011). Discrete models can also produce discrete image-
based and video-based information which is ideally suited to collaborative investigations
involving applied mathematicians and experimental cell biologists. However, the likeli-
hood functions for these discrete models are generally intractable, so standard statistical
inferential methods for these models are not applicable.
To overcome these issues, an approximate Bayesian computation (ABC) approach is
developed to jointly infer the values of D, q and   from a discrete stochastic model
describing the expansion of cell colonies. ABC is a well established method that has been
successfully applied in a wide range of areas such as population genetics (Beaumont et al.,
2002), infectious diseases (Drovandi and Pettitt, 2011c; Tanaka et al., 2006), astronomical
model analysis (Cameron and Pettitt, 2012) and cell biology (Vo et al., 2015b). Generally,
ABC approximates the likelihood function by model simulations, the outcomes of which
are compared with the observed data (Drovandi and Pettitt, 2011b; Vo et al., 2015b). In
this paper, we propose a new ABC algorithm that is shown to be more e cient than state-
of-the-art algorithms available in the literature (Beaumont et al., 2009; Drovandi and
Pettitt, 2011b; Lenormand et al., 2013; Toni et al., 2009) by developing a new sequential
Monte Carlo approach. ABC requires the specification of a set of summary statistics to
compare the observed and simulated data. Each of our experimental datasets is initially
summarised using a high dimensional vector of summary statistics (hereafter referred
to as the pilot summary statistics). Unfortunately, ABC is not able to handle high
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dimensional summary statistics in an e cient manner (Blum and Tran, 2010), so we
adopt a semi-automatic approach (Fearnhead and Prangle, 2012) to reduce the dimension
of the pilot summary statistics. Using a synthetically generated dataset, we demonstrate
that combining our new ABC algorithm and the derived set of summary statistics can
precisely recover all parameters.
We apply this procedure to the experimental data of human malignant melanoma cells
(MM127) in a barrier assay (Treloar et al., 2013) in two di↵erent experimental scen-
arios: (1) Mitomycin-C is applied as a treatment to suppress cell proliferation, and (2)
no treatment is applied. We aim to obtain a joint approximate posterior distribution
for D, q and   for di↵erent combinations of initial cell densities, C(0), and experimental
times, T , in each scenario. Through the ABC analyses, the associated uncertainty in
the parameter values is quantified and interpreted in terms of the coe cient of variation
(CV) and probability intervals of the posterior distribution. Thus, our work adds signific-
ant extra information about model parameters relative to the previous analysis (Treloar
et al., 2013), which obtained point estimates of D, q and   separately. In the previous
analysis (Treloar et al., 2013), D and q were estimated only from the experiments with
cell proliferation suppressed.
Previous approaches often assume that these parameter values are the same over di↵erent
experimental conditions (Debeir et al., 2008; Decaestecker et al., 2007; Treloar et al.,
2013). The findings from this study show that the posterior estimate of D appears to
depend on experimental time and weakly depend on the initial cell density, which is
consistent with the results reported in Vo et al.(Vo et al., 2015b) for 3T3 fibroblast cells.
A similar trend of dependency is also found for q; but in contrast the posterior estimates
of   remain similar over time. These results suggest that a more complicated model might
be warranted. However, this finding could not have been achieved without first exploring
the suitability of the standard model under consideration here.
The experimental data analysed in Vo et al. (Vo et al., 2015b) also consists of two separ-
ate scenarios, with and without Mitomycin-C pre-treatment. Vo et al. (Vo et al., 2015b)
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demonstrate that   cannot be identified by leading edge data solely, unless prior informa-
tion about D (obtained from the experiment with the treatment applied) is incorporated
via a sequential Bayesian learning approach. In this paper, we show that all parameters
(including  ) can be estimated precisely through the inclusion of additional summary
statistics (cell densities and percentages of isolated cells) even when only vague prior
information is specified for parameter values. Nonetheless, we show that the Bayesian
sequential learning approach (Vo et al., 2015b) is still useful here as we are able to obtain
greater precision of the parameter values.
4.2 Materials and Methods
4.2.1 Experimental data and image analysis
The details of the experimental method were described previously (Treloar et al., 2013).
Briefly, monolayers of human malignant melanoma cells (MM127, (Pope et al., 1979;
Whitehead and Little, 1973)) were cultured in 24-well tissue culture plates, where each
well had a diameter of 15.6mm. Experiments were conducted in two di↵erent experi-
mental scenarios: (1) with Mitomycin-C pre-treatment to suppress cell proliferation, and
(2) without Mitomycin-C pre-treatment. Mitomycin-C, an alkylating antibiotic, is used
to block DNA and RNA replication and protein synthesis. Thus, given an appropriate
concentration, Mitomycin-C inhibits mitosis and proliferation of several cell types (Sade-
ghi et al., 1998). For the melanoma experiments here, 10 µgmL 1 Mitomycin-C was
added to the cells one hour prior to transfer to the wells (Treloar et al., 2013).
To initiate each experiment, either 20,000 or 30,000 cells were approximately evenly
distributed within a circular barrier, of diameter 6.0mm, located at the centre of the
well. After allowing the cells to attach for 4 h, the barriers were lifted and population-
scale images were recorded at either 24 h or 48 h, independently. To extract detailed
information about the location of individual cells in the population, high magnification
images of a transect across the centre of the cell population were also acquired, where
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the nuclei were stained with Propidium Iodide (PI). Furthermore, each experimental
scenario, for each initial cell density and each termination time, was repeated three times.
Thus, a 2 ⇥ 2 ⇥ 2 balanced experimental design was conducted with three replicates,
producing a total of 24 independent experimental images of expanding cell colonies and
the corresponding transect images.
From preliminary analysis, we note that cell colonies maintain an approximately circular
shape during the experiments. Thus, for each population-scale image, which shows the
spatial expansion of the entire melanoma cell colony, we detect the position of the leading
edge, then estimate the radius of the colony by converting the area enclosed by the leading
edge to the equivalent circular radius, R, using a segmentation algorithm written with the
Matlab Image Processing Toolbox (MathWorks, 2012; Vo et al., 2015b) (see Table B.1 in
Appendix B). We use the exact same edge detection algorithm for both our experimental
data and the images produced by the discrete simulation model described in the next
section. Images in Fig. 4.1A-C show the entire expanding cell colonies for the 30,000
initial cell experiments at time 0 h and 48 h where cells were pre-treated with Mitomycin-
C, and 48 h without the treatment, respectively, together with the estimated leading edge
superimposed.
To extract cell densities and measure cell clustering, we mapped the position of the cells
to a square lattice with spacing   = 18 µm (Fig. 4.1H-I), which corresponds to an average
diameter of the cell nucleus (Treloar et al., 2013). For each experiment, we analyse six
sub-regions along a transect image (Fig. 4.1G). Each sub-region has size 700 ⇥ 500 µm
or 39 ⇥ 28 lattice sites. We then count the number of cells in each sub-region, {ci}6i=1,
together with the proportion of isolated cells, {pi}6i=1. A cell is identified as isolated if all of
its nearest neighbours (north, south, east and west) are unoccupied. For each experiment
at each initial cell density and termination time, at each sub-region, we average ci and pi
over three replicates (see Tables B.2 and B.3 in Appendix B).
Summaries of {ci}6i=1 and {pi}6i=1 (average over the three replicates) for experiments ini-
tialised with 20,000 cells are given in Fig. 4.2. We observe that, for experiments where cells
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Figure 4.1: Experimental data, discrete model simulations and image analysis. Subfigures
A-C correspond to experimental images of entire melanoma cell colonies for 30,000 cell experiments at
time 0 h, 48 h in Scenario 1 (with Mitomycin-C pre-treatment) and 48 h in Scenario 2, respectively, with
the detected leading edges superimposed (red curve). The scale bar in A represents 2mm. Subfigures
D–F are the snapshots of the discrete models with the same experimental condition as A–C. Subfigure
G shows the positions of six sub-regions (red rectangles) in a simulated experiment, each red rectangle
contains 39 ⇥ 28 lattice sites. An experimental snapshot which shows positions of individual cells, is
presented in subfigure H. This image is from a 30,000 cell experiment, terminated at 48 h, in Scenario
1. The scale bar in H corresponds to 50 µm. The cell positions are then mapped to a square lattice in
subfigure I with blue dots identifying the isolated cells.
were not pre-treated with Mitomycin-C (Fig. 4.2B), {ci}6i=1 increases significantly over
time, whereas the di↵erences in {ci}6i=1 for the corresponding experiments (Fig. 4.2A),
where cell proliferation was suppressed, are minimal. Furthermore, {pi}6i=1 (Fig. 4.2C–D)
appear to decrease over time which suggests that melanoma cells possibly form more
clusters as the experiments proceed. These trends are consistent with previous research
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(Treloar et al., 2013), which shows that cell-to-cell adhesion plays an important role in
the melanoma expanding colonies.
2 4 6
200
400
600
 sub−regions
c
e
ll 
c
o
u
n
t
with Mitomycin−C  
 
 
A
2 4 6
200
400
600
 sub−regions
c
e
ll 
co
u
n
t
without Mitomycin−C  
B
2 4 6
0
20
40
 sub−regions
is
o
la
te
d
 c
e
lls
 (
%
)
 
 
C
2 4 6
0
20
40
 sub−regions
is
o
la
te
d
 c
e
lls
 (
%
)
D
0 h
24 h
48 h
Figure 4.2: Cell counts and percentages of isolated cells. Results correspond to experiments ini-
tiated with 20,000 cells. Subfigures A–B, C–D show the cell counts and the percentages of isolated cells
for the six sub-regions after averaging over the three replicates, for the experiments with and without
Mitomycin-C pre-treatment, respectively. The dashed line (circle markers), the solid line (triangle mark-
ers) and the dashed dotted line (square markers) correspond to the experiment at initial time, 0 h,
terminated at 24 h and 48 h, respectively.
4.2.2 Discrete stochastic model
To describe the expansion of a single layer of melanoma cell colonies, we employ a dis-
crete lattice based model that incorporates cell migration (unbiased random walk), cell
proliferation and cell-to-cell adhesion. The discrete model here is similar to the model
used in (Khain et al., 2007; Treloar et al., 2013; Vo et al., 2015b). We incorporate a
volume exclusion process and realistic crowding e↵ects (Callaghan et al., 2006; Khain
et al., 2007; Simpson et al., 2010a), so each lattice site can be occupied by at most one
agent.
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To simulate the experiments, we use a two-dimensional square lattice of size 867 ⇥ 867,
with lattice spacing   = 18µm, so that the width of the lattice corresponds to the
diameter of the well, 15.6mm (15,600 µm/18µm = 867). Let C(t) be the number of
agents in the discrete model at time t, Pm 2 [0, 1] be the probability that an isolated
agent will attempt to step a distance   within a time step of duration ⌧ , and Pp 2 [0, 1]
represent the probability that an agent will attempt to proliferate and deposit a daughter
within a time step of duration ⌧ . The strength of cell-to-cell adhesion is represented by
q 2 [0, 1].
Initially, C(0) agents (20,000 or 30,000 agents) are placed randomly inside a circle which
has a radius of 177 lattice sites, corresponding to the mean radius of the experimental
observations at time t = 0h. We use an approximate random sequential update (RSU)
algorithm (Chowdhury et al., 2005; Wilkinson, 2011) to perform the simulations. To step
from time t to time t + ⌧ , C(t) agents are sampled, with replacement, and given the
opportunity to move with probability Pm ⇥ (1   q)n, where 0  n  4 is the number of
occupied nearest neighbour sites. If an agent is at position (x, y) and has an opportunity
to move, it will attempt to step to either (x ±  , y) or (x, y ±  ), with each target site
chosen with equal probability. The higher the value of q, the more di cult it is for an
agent to move away from its neighbours.
A similar mechanism is employed for proliferation events. A proliferative agent at position
(x, y) will attempt to deposit a daughter agent at (x± , y) or (x, y± ), with each target
site chosen with equal probability. Since the model is an exclusion process, any attempted
motility or proliferation event that would place an agent on an occupied site is aborted
(see Algorithm B.1 in Appendix B). We do not consider any death mechanism in this
model since there was no evidence of any cell death in the experiment (Treloar et al.,
2013). Given the termination time, T (24 h or 48 h), the model requires T/⌧ time steps.
The cell expanding colonies are governed by three parameters (Pm, q, Pp). These paramet-
ers are related to the cell di↵usivity, D, and the proliferation rate,  , by D = Pm 2/4⌧
and   = Pp/⌧ , respectively (Simpson et al., 2010a), with   and ⌧ set fixed. In this work,
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we apply our new ABC algorithm to obtain joint posterior distributions for (Pm, q, Pp),
then use these relationships and the values of   and ⌧ , to rescale posterior distributions
of Pm and Pp into posterior distributions of D and  , respectively.
We note that the RSU algorithm is an approximation of the exact, continuous time
Gillespie algorithm (Gillespie, 1977). The value of the time duration ⌧ is a trade-o↵
between the accuracy of the approximation and the computational time to simulate the
experiments. To choose a suitable value for ⌧ , we perform 100 model simulations using the
same di↵usion coe cient D = 220 µm2 h 1, obtained with di↵erent pairs of parameters
(⌧ = 0.1 h, Pm = 0.2716), (⌧ = 0.08 h, Pm = 0.2173), (⌧ = 0.06 h, Pm = 0.1630),
(⌧ = 0.04 h, Pm = 0.1086) and (⌧ = 0.02 h, Pm = 0.0543). We then compare the plots
of the probability density of the resulting radii, percentages of isolated cells and total
number of cells in six sub-regions. We found that there is a negligible di↵erence between
results from simulations with ⌧ = 0.04 h and ⌧ = 0.02 h. This means that ⌧ = 0.04 h
is small enough to produce reasonably accurate simulations. Therefore, for all model
simulations hereafter, we use ⌧ = 0.04 h. Snapshots of the discrete stochastic models
initialised with 30,000 agents and termination time at 0 h, 48 h in Scenario 1, and 48 h in
Scenario 2 are shown in Fig. 4.1D–F, respectively.
In this paper, we do not have any measurement for the uncertainty in C(0). Thus, all of
the simulations from the discrete models use the same initial values of C(0), i.e. 20,000
cells or 30,000 cells. However, if we have this measurement, we can easily incorporate it in
the ABC algorithms by drawing the value of C(0) from its distribution before proceeding
to simulate a realisation of the model.
4.2.3 Approximate Bayesian computation
The discrete models described above can incorporate realistic cell behaviour. However,
their likelihood functions are not available in an analytical form and are not computa-
tionally tractable, so standard statistical inferential methods for these models are not
applicable. Combining ABC and the discrete stochastic model is a promising approach
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since ABC bypasses the evaluation of the likelihood by a simulation-based procedure
(Beaumont et al., 2002; Drovandi and Pettitt, 2011b). The aim of the ABC approach
is to find the joint approximate posterior distributions, which are the distributions of
the unknown parameters given the observed summarisation of the data and the prior in-
formation. All inferences about the parameters including point estimates and probability
intervals are made from the posterior distributions.
Let yobs and ysim represent the observed and the simulated data, ✓ = (Pm, q, Pp) represent
the vector of unknown parameters and ⇡(✓) be the prior distribution for ✓. We define a
distance metric ⇢ which is a function of yobs and ysim, ⇢ = ⇢(yobs, ysim). ABC approaches
consist of four major steps: sampling a proposed parameter ✓?, simulating data as per the
observed data structure from the model with ✓?, comparing ysim with yobs by computing
⇢ = ⇢(yobs, ysim) and accepting the proposed ✓? if ⇢(yobs, ysim)  ✏, where ✏   0 is a
tolerance value. The accepted sample of parameter values forms the approximation of
the posterior distribution of the model parameters. The choice of ✏ is a trade-o↵ between
accuracy and computational e↵ort. In practice, di↵erent ABC algorithms have di↵erent
approaches to sample the values of ✓?.
ABC rejection is the simplest ABC algorithm, which generally samples ✓? from the prior
distribution. This algorithm is easy to implement and is embarrassingly parallel. How-
ever, for complex models where the prior distribution is substantially di↵erent from the
posterior, this approach results in low acceptance rates and is computationally ine cient.
Vo et al. (Vo et al., 2015b) employed the ABC rejection algorithm to estimate D and  ,
using the leading edge data of 3T3 fibroblast cell populations. This study samples a large
number of proposed parameters from the prior, each with a corresponding artificial data-
set and a value of discrepancy ⇢. These parameters are then sorted by their discrepancies
and only a small proportion of parameters with the lowest discrepancy are retained. In
the study of Vo et al.(Vo et al., 2015b), a uniform prior was used, suggesting that for a
reasonably low ✏, the proportion of parameters being kept is very small, approximately
0.1%. Thus, this study suggests that it is necessary to generate 106 model simulations to
obtain an ABC posterior sample of size 1,000.
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Several studies (Bortot et al., 2007; Marjoram et al., 2003; Sisson and Fan, 2011) proposed
a Markov chain Monte Carlo approach to ABC (MCMC-ABC). MCMC-ABC algorithms
make local proposals in high (ABC) posterior support regions, thus they can improve the
acceptance rates. However, the posterior samples are highly correlated and the algorithms
can easily be trapped in regions of low posterior density (Sisson and Fan, 2011). Another
class of ABC is SMC-ABC which was pioneered by (Sisson et al., 2007) to overcome the
problems associated with ABC rejection and MCMC-ABC. SMC-ABC algorithms involve
sampling from a sequence of ABC posterior distributions with a non-increasing sequence
of tolerances, {✏k}Mk=1. Thus, this last class of ABC only draws proposed parameters in
sequentially higher posterior support regions, rather than the entire parameter space. A
review of ABC algorithms can be found in (Csille´ry et al., 2010).
In this paper, we only focus on SMC-ABC algorithms. Instead of drawing a proposed
value ✓? one at a time, the SMC algorithms work with a large set of parameter values
simultaneously and treat each parameter vector as a particle. The particles are moved
and filtered at each stage of the algorithm. Initially, a set of N particles, {✓i}Ni=1, is often
sampled from the prior distribution ⇡(✓) and each sampled particle has an equal weight
of 1/N . To propagate a particle from iteration k 1 to iteration k, SMC-ABC algorithms
involve three steps: (i) re-sampling: a sampled particle candidate ✓? is chosen randomly
from the set of particles at k   1 with probability proportional to their weights, ✓? ⇠
{✓k 1i ,W k 1i }Ni=1; (ii) perturbing: the particle candidate ✓? is perturbed by a transition
kernel to propose a new particle ✓??, ✓?? ⇠ Kk(·|✓?), and (iii) simulating ysim from the
model, ysim ⇠ f(·|✓??). To maintain N particles throughout the algorithm, the steps (i-
iii) are repeated until a parameter value is found such that the condition ⇢(yobs, ysim)  ✏k
is satisfied. Di↵erent SMC algorithms can be distinguished by the transition kernel, the
schedule of the tolerances and how sampling weights are assigned to the particles.
In the literature, there are several versions of SMC-ABC algorithms. For example, SMC-
ABC algorithms of (Beaumont et al., 2009; Sisson et al., 2009; Toni et al., 2009) use
a Gaussian Markov kernel with a covariance matrix as twice the empirical covariance
matrix of the current set of particles. These algorithms also assign to each particle ✓k a
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weight given by:
W k / ⇡(✓
k)PN
j=1W
k 1
j K
k(✓k|✓k 1j )
. (4.1)
These algorithms have the advantage that they require fewer model simulations, although
the sequence of tolerances in these algorithms is determined manually. Drovandi and
Pettitt (2011b) and Del Moral et al. (2012) proposed an adaptive SMC algorithm that
can determine a decreasing set of tolerances dynamically. This can be achieved by sorting
the particles by their discrepancies and then dropping a proportion of the particles with
the highest discrepancy. However, these algorithms use an MCMC kernel which has
a drawback of replications of particles. To reduce this problem, Drovandi and Pettitt
(2011b) suggest to repeat the MCMC step (steps (ii) and (iii) above) a number of times,
which also can lead to a large number of unused model simulations.
We take the advantage of fewer model simulations from SMC-ABC algorithms (Beaumont
et al., 2009; Sisson et al., 2007; Toni et al., 2009) and the advantage of automatically de-
termining tolerance values from (Drovandi and Pettitt, 2011b) (also named the SMC
replenishment (RSMC) algorithm) and incorporate these in one algorithm, hereafter re-
ferred to as ASMC (see Algorithm B.2 in Appendix B). Our ASMC algorithm is similar to
that proposed in (Lenormand et al., 2013) (also named adaptive population Monte Carlo
(APMC) algorithm) who also determine the sequence of tolerances adaptively and use
the re-weighting scheme above. However, in each iteration, the APMC algorithm (Len-
ormand et al., 2013) only performs steps (i-iii) above once and keeps all the N particles,
so the particle’s discrepancy value is not enforced to be below a particular tolerance.
In the APMC algorithm, the sequence of tolerances fluctuate, whereas the sequence of
tolerances in the RSMC and ASMC algorithms is always non-increasing. Therefore, we
cannot use a single indicator to compare the performance of the three algorithms. We
suggest comparing the RSMC and ASMC using the final tolerance, and comparing the
ASMC and APMC using the same computational e↵ort. Using synthetically generated
data, we show that our algorithm requires fewer model simulations than the RSMC al-
gorithm (Drovandi and Pettitt, 2011b), given the same target tolerance ✏final. In addition,
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given the same number of simulations, our algorithm is shown to produce a lower toler-
ance value (thus higher accuracy) relative to the APMC algorithm (Lenormand et al.,
2013).
Summary statistics
In the ABC framework, direct comparison between the observed and the simulated data-
sets is often ine cient, especially when the data is high dimensional (Blum and Tran,
2010). Thus, several authors have considered comparing a summary statistic of the data,
S(y), which has smaller dimension than the full data. The choice of summary statistics
is a crucial step in the ABC approach since it involves a trade-o↵ between information
loss and dimension reduction (Blum et al., 2013).
For the application, it is impossible to use the information of the entire assay. Thus
for each assay, we only estimate the leading edge and analyse six sub-regions along the
transect. Our pilot summary statistic of the data L = {R(1), R(2), R(3), {ci}6i=1, {pi}6i=1},
where R(1) < R(2) < R(3) are the ordered radii of the expanding cell colonies for three ex-
perimental replicates, is too high dimensional. This leads to a computational challenge in
matching the observed and simulated summary statistics. This problem is also referred to
as the curse dimensionality (Blum, 2010), and so the dimension of the summary statistics
should be kept as small as possible to improve computational e ciency. Therefore, we
employ the dimension reduction procedure (Fearnhead and Prangle, 2012) to generate
one summary statistic (estimate of the posterior mean) per parameter. The posterior
means of the parameters are estimated via regression.
The procedure is as follows: (i) perform a pilot run of ABC, using the pilot summary
statistics, to find the regions of non-negligible posterior density, (ii) draw M samples of
{✓i}Mi=1 from the parameter space resulting from the pilot run, each with a corresponding
artificial dataset {yi}Mi=1 and a summary statistic {Li}Mi=1, and (iii) fit a multiple linear
regression model (Eq. 2) to each component of ✓ in turn:
✓i,j = ↵j +  
T
j gj(Li) + ⇠i,j, i = 1, . . . ,M, j = 1, . . . , J, (4.2)
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where J is the number of parameters. In the regression model, the error terms, ⇠i,j,
have mean zero and gj(·) is a vector-valued function, so that gj(L) is a vector of trans-
formations of the pilot summary statistics. For the application in our model, we choose
gj(L) = (L,L2) and M = 5, 000. However, for other applications, other choices of gj(·)
could be considered to obtain a better fit in the regression. Here, ↵j is the intercept
parameter and  j is the vector of regression coe cients. The expected value of ✓j given
the simulated summary statistic Li, E[✓j|Li], is then estimated by ↵ˆj +  ˆjT gj(Li). To
find the best regression model, we employ a stepwise (bidirectional) regression method
and the Bayesian information criterion (BIC) for model selection. The derived summary
statistic for each parameter is then defined by Sj(y) =  ˆj
T
gj(L), j = 1, . . . , J , where
 ˆj is the estimated coe cients from the best regression model. Thus, there is only one
summary statistic per parameter.
Discrepancy function
In an attempt to accommodate summary statistics with di↵erent scales and correlations
between summary statistics, we consider the Mahalanobis distance to compare Sobs and
Ssim, where Sobs = {Sj(yobs)}Jj=1 and Ssim = {Sj(ysim)}Jj=1. This discrepancy function
is given by
⇢(yobs, ysim) = (Sobs   Ssim)T ⇥W 1 ⇥ (Sobs   Ssim), (4.3)
where W is an estimate of the covariance matrix of the summary statistics {Sj}Jj=1. To
estimate W , we simulate 100 simulated datasets {yi|{✓ˆj}Jj=1}100i=1, using the estimated
posterior mean ✓ˆj = ↵ˆj +  ˆj
T
gj(L), j = 1, . . . , J , obtained from the regression
step above. For each simulated dataset yi, we compute the pilot summary statistics,
then obtain the derived summary statistics {Si,j}Jj=1, i = 1, . . . , 100. W is subsequently
estimated by cov{Si,j}, i = 1, . . . , 100 and j = 1, . . . , J .
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4.3 Results
4.3.1 Validation and comparing algorithms’ performance
To examine the utility of our new ABC algorithm and to investigate whether the derived
set of summary statistics is informative for parameter inferences, we simulated a dataset
with biologically relevant parameter values (Pm = 0.1, q = 0.2, Pp = 0.0012), which
corresponds to (D = 202.5 µm2 h 1, q = 0.2,   = 0.03 h 1). The synthetic dataset has
C(0) = 20,000 cells, T = 24h and is replicated three times. This dataset represents
experiments in Scenario 2.
We first summarise the synthetic dataset in terms of the pilot summary statistics, includ-
ing three radii of the expanding cell colonies for three replicates (order statistics), the
numbers of cells and the percentages of isolated cells in six sub-regions along a transect
after averaging over three replicates. The ABC posterior distributions resulting from the
pilot run with the pilot summary statistics have significant spread. So, a multiple linear
regression procedure is performed to generate one summary statistic for each parameter.
We then apply the new ABC algorithm with the derived set of summary statistics and
uniform priors for all parameters, Pm ⇠ U(0, 1), q ⇠ U(0, 1) and Pp ⇠ U(0, 1). The
resulting posterior distributions for (Pm, q, Pp) are presented in Fig. 4.3. These results
show well-defined posterior distributions with narrow spread and posterior means close
to the true values. The posterior correlation coe cients of (Pm, q), (q, Pp) and (Pm, Pp)
are between -0.2 to 0.3. Thus, it is evident that our new ABC algorithm combined with
our method for determining summary statistics allows us to recover all parameters rather
precisely.
Using the synthetically generated data, we also compare the performance of the three
algorithms: RSMC, APMC and ASMC. For all algorithms, we set N = 1000 particles
and run each algorithm 10 times to compare the resulting posterior distributions, the total
number of model simulations and the generalized variance (GV, or the determinant of
the posterior variance-covariance matrix). A comparison of ABC posterior distributions
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Figure 4.3: Results for synthetic data. Subfigures A–C correspond to the ABC posterior distributions
of Pm, q and Pp, respectively. Uniform priors are placed on all parameters, Pm ⇠ U(0, 1), q ⇠ U(0, 1)
and Pp ⇠ U(0, 1). The posterior means are plotted as black vertical dashed lines and the true parameter
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Figure 4.4: Comparing the performance of the three SMC-ABC algorithms. Subfigures A, B
and C correspond to the ABC posterior distributions of Pm, q and Pp, respectively. In all subfigures,
the (dashed) black, the (solid, with markers) blue and the (solid) red curves correspond to the RSMC,
the APMC and the ASMC algorithms, respectively.
from the three algorithms is shown in Fig. 4.4. For RSMC and ASMC, we set ✏final =
0.1. For all cases, the posterior distributions from RSMC (the dashed black curves) and
ASMC (the solid red curves) are almost indistinguishable, however, the RSMC requires
approximately 2.5 times more model simulations than the ASMC algorithm (Fig. 4.5A).
For the APMC algorithm, we use 62 iterations (giving the total number of model simula-
tions similar to the number of model simulations for ASMC, 62,000). Results in Fig. 4.4
suggest that the posterior distributions from the ASMC algorithm has smaller variance
than the results from the APMC algorithm (the blue curves with markers) due to the
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Figure 4.5: Comparing the number of model simulations and GV. (A) Boxplot of the number of
model simulations for RSMC and ASMC, given the same ✏final. (B) Boxplot of the GV for the resulting
ABC posterior distributions from ASMC and APMC based on a similar number of model simulations.
ability of ASMC in getting to a smaller value of ✏ with a similar computational e↵ort.
We then compute the GV of the resulting ABC joint posterior distributions from the
ASMC and APMC algorithms from the 10 runs (Fig. 4.5B). We observed that the GVs
for the resulting posterior distributions from APMC are approximately three times larger
than the corresponding GV from the ASMC algorithm. Thus, for this application, our
algorithm performs better than the RSMC and the APMC algorithms. We now apply the
ASMC algorithm to the experimental data in the two scenarios and interpret the results
in terms of the biologically relevant parameters D, q and  .
4.3.2 Scenario 1: Experiments with Mitomycin-C pre-treatment
This section presents the results for D and q for all experimental conditions in Scenario 1,
where cells were pre-treated with Mitomycin-C to suppress cell proliferation. Uniform
priors are placed on all parameters, Pm ⇠ U(0, 1) and q ⇠ U(0, 1). From the regres-
sion procedure to generate one summary statistic S for each parameter, for all cases, we
observe that all pilot summary statistics (R(1), R(2), R(3), {ci}6i=1 and {pi}6i=1) are inform-
ative about D. However, to obtain estimates for q, only R(1), {ci}6i=1 and {pi}6i=1 were
significant in the regression.
The ABC estimate of the posterior expected value of D and q, E[D] and E[q], 90%
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credible intervals, CI, the coe cient of variation, CV, and the correlation coe cient, r,
from all experimental conditions, are given in Table 4.1. To assess the accuracy of our
resulting estimates from the true ABC posteriors, we computed the Monte Carlo standard
error, MCSE, for E[D] and E[q] in all experimental conditions, MCSE =  /
p
ESS (Geyer,
1992). Here,   is the posterior standard deviation and ESS is the e↵ective sample size.
We use Kish’s approximation method (Doucet et al., 2000) to compute the ESS, ESS =
1/
PN
i=1W
2
i , where Wi is the normalised weight for the i
th parameter value. For all cases,
the ABC posterior consists of 1,000 parameter values, which leads to an ESS usually in
the range 700-850. Our posterior sample size leads to a small MCSE for both E[D] and
E[q], less than 0.2% and 0.4% of the estimate of their expected values, respectively.
Table 4.1: ABC posterior summary for D and q for all experiments in Scenario 1. Results
shown include the posterior mean (and the 90% CI in the parentheses), the coe cient of variation, CV,
and the correlation coe cient, r.
C(0) T E[D] (90%CI) CV(D) E[q] (90%CI) CV(q) r
(h) µm2 h 1 (%) (%)
20 000
0 - 24 225.9 (212.1, 240.3) 4.0 0.23 (0.19, 0.27) 9.9 0.4
0 - 48 288.3 (273.7, 304.9) 3.3 0.29 (0.25, 0.32) 6.7 0.4
24 - 48 335.9 (309.9, 366.9) 5.6 0.32 (0.28, 0.35) 6.3 0.2
30 000
0 - 24 251.8 (235.9, 269.6) 4.1 0.36 (0.33, 0.39) 5.4 0.5
0 - 48 297.0 (279.1, 316.4) 4.1 0.47 (0.45, 0.50) 3.0 0.6
24 - 48 317.7 (293.8, 344.9) 4.9 0.50 (0.47, 0.52) 3.2 0.4
From Table 4.1, we observe that the CV for D and q are also quite small, approximately
6% and 10%, respectively, which means that we can obtain reasonably precise estimates
for D and q using the derived summary statistics. The correlation coe cient between D
and q for all combinations is between 0.2 to 0.6. This suggests that multiple combinations
of values of D and q can generate similar expanding cell colonies in terms of our pilot
summary statistics.
For both initial cell densities (20,000 and 30,000 cells), we observe that the values of E[D]
for the experiments terminated after 48 h are higher than those values for experiments
terminated after 24 h. This finding suggests that estimates of D appear to depend on
the experimental time, T , which is consistent with the results reported in (Vo et al.,
2015b) for 3T3 fibroblast cells. It is conjectured that some amount of time could be
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required for the cells to adjust to their new or modified environments encountered as
part of the experimental protocol. The cell motility, therefore, could be reduced during
this transition phase. A similar trend of dependency is also found for q. This motivates
us to investigate the values of D and q for the period 24–48 h.
Let {D(0 24), q(0 24)}, {D(24 48), q(24 48)} and {D(0 48), q(0 48)} represent the cell motility
coe cient and strength of cell-to-cell adhesion for the period 0–24 h, 24–48 h and 0–48 h,
respectively. Estimates of posterior distributions for {D(0 24), q(0 24)} and {D(0 48), q(0 48)}
have already been obtained from experimental data at 24 h and 48 h, respectively. To
obtain estimates for {D(24 48), q(24 48)}, two stages of simulations are required, from 0–
24 h and from 24–48 h. In the first stage, model simulations use parameter sets that
are drawn from the distributions of {D(0 24), q(0 24)}; whereas, in the second stage, the
model simulations update the cell colonies with parameter sets that are drawn from the
distributions of {D(24 48), q(24 48)}. We consider two approaches to infer the values of
{D(24 48), q(24 48)}.
• Approach 1: We jointly infer the values of {D(0 24), q(0 24)} and {D(24 48), q(24 48)}
by simultaneously comparing experimental data that are terminated at 24 h and
48 h with the simulated data at the corresponding terminated times. In this ap-
proach, we place a uniform prior on both parameter sets {D(0 24), q(0 24)} and
{D(24 48), q(24 48)}. We observe that the ABC posterior distributions of {D(0 24), q(0 24)}
in this approach are indistinguishable with the estimates previously obtained by us-
ing the experiments terminated at 24 h.
• Approach 2: We make use of the ABC posterior of {D(0 24), q(0 24)} previously
obtained from the experiments terminated at 24 h, and only infer the values of
{D(24 48), q(24 48)} by matching on the summary statistics at 48 h. To achieve this,
for each initial cell density, we fit a bivariate normal distribution to the ABC joint
posterior distributions of {D(0 24), q(0 24)}. To perform a model simulation, we
draw a parameter set from the bivariate normal distribution for the first stage, and
another parameter set from the uniform prior for {D(24 48), q(24 48)} for the second
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stage.
We use the same uniform prior for {D(24 48), q(24 48)} in the two approaches. The second
approach has the advantage that the SMC-ABC algorithm only needs to search over the
parameter space of 24–48 h, {D(24 48), q(24 48)}. Thus, we expect the second approach
to be faster and more e cient. For each joint posterior distribution of {D(0 24), q(0 24)},
we assess the bivariate normality assumption using a Q-Q plot of chi-square quantiles
against the squared Mahalanobis distance (Korkmaz et al., 2014). The Q-Q plots suggest
that the bivariate normality assumption is reasonable for both initial cell densities.
We found that the ABC posterior distributions of {D(24 48), q(24 48)} in the two ap-
proaches are indistinguishable. However, the second approach is more e cient in terms
of computational time. Therefore, for all experimental conditions in the two scenarios,
we first obtain estimates for periods 0–24 h and 0–48 h then use the second approach to
obtain estimates for 24–48 h.
A comparison of D and q for di↵erent time periods is shown in Fig. 4.6. Results in
Fig. 4.6A–B and Fig. 4.6C–D correspond to experiments initiated with 20,000 and 30,000
cells, respectively. We observe that the estimated posterior distributions of D(0 24) and
D(24 48) are non-overlapping, which implies that estimates of cell di↵usivity are signific-
antly di↵erent for the two periods of the experiment.
Comparing the posterior estimates of D for di↵erent C(0) suggests that values of D for
the 30,000 initial cell density experiment is higher than for those in the 20,000 initial cell
density experiment during the period 0–24 h. However, the di↵erence is insignificant for
the period 24–48 h and for the entire period 0–48 h. These findings indicate that estimates
of cell di↵usivity depend less on the initial cell density for longer experiments.
In contrast, the posterior estimates of cell-to-cell adhesion strength, q, for di↵erent C(0)
are substantially di↵erent for all three periods. In particular, the estimates of q for the
experiments initiated with 30,000 cells are higher than the corresponding values from
the experiments initiated with 20,000 cells. This implies that estimates of cell-to-cell
adhesiveness depend on initial cell densities. The higher the initial density, the stronger
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Figure 4.6: ABC posterior distributions for D and q for experiments in Scenario 1. Subfigures
A–B and C–D correspond to the experiments initialised with 20,000 and 30,000 cells, respectively. In
all subfigures, the blue curve with markers, the black dashed and the red solid curves correspond to the
ABC posteriors for 0–24 h, 24–48 h and 0–48 h, respectively.
the cell-to-cell adhesion strength. In the literature, several studies have investigated
the role of cell-to-cell adhesion in collective cell spreading (Anderson, 2005; Deroulers
et al., 2009; Simpson et al., 2010b) by matching the cell density profiles between the
experimental data and the model simulation with several values of q. The previous
approach is limited in that it can only give a point estimate of q and provide no insight
into the uncertainty in the estimate or the correlation between D and q. Therefore, this
study is the first attempt to provide a systematic approach to jointly infer the values of
D and q, and compare the distributions of D and q for di↵erent experimental conditions.
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4.3.3 Scenario 2: Experiments without Mitomycin-C pre-treatment
To analyse the second set of experiments, we consider two approaches: (i) assuming that
the values of D and q in the two experimental scenarios are completely unrelated, and
thus, inferences of D, q and   are based solely on the experimental data in Scenario 2,
and (ii) assuming that the values of D and q from Scenario 1 are equal to those of D
and q in Scenario 2. For the latter approach, we adopt a Bayesian sequential learning
approach and use the posterior distribution of D and q from Scenario 1 as the prior for
D and q for the corresponding experiments in Scenario 2.
Uninformative priors for D, q and  . We aim to obtain an approximate joint
posterior distribution for our model parameters when little prior biological knowledge
about them is assumed. For all cases, we observe that all the pilot summary statistics
are informative for D, however, for q and  , the largest two radii were not significant in
the regression.
A summary of the ABC posterior distributions of D, q and   resulting from the ABC
analyses with the derived summary statistics and uniform priors, Pm ⇠ U(0, 1), q ⇠
U(0, 1) and Pp ⇠ U(0, 1), corresponding toD ⇠ U(0, 2025) µm2 h 1 and   ⇠ U(0, 25) h 1,
are given in Table 4.2 and a comparison of D, q and   for the three time periods (0–24 h,
24–48 h and 0–48 h) are presented in Fig. 4.7. Results in Fig. 4.7A–C and Fig. 4.7D–F
correspond to the experiments initiated with 20,000 and 30,000 cells, respectively. The
MCSE, for all cases, for E[D], E[q] and E[ ] are relatively small, less than 0.3%, 0.5%
and 0.2% of the estimate of its expected values, respectively.
The results in Table 4.2 indicate that we are able to obtain reasonably precise estimates
for all D, q and   based on the information incorporated initially through our pilot
summary statistics. The CV for   is fairly small, less than 5%, for all cases. This
proposed method, therefore, overcomes the limitation in the previous work (Vo et al.,
2015b), which demonstrated that   cannot be identified when precise prior information
about the parameters is unavailable. The reason is that, here, for each experiment, we
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Table 4.2: ABC posterior summary for D, q and   for all experiments in Scenario 2, using
uninformative priors for D, q and  . Results shown include the posterior mean (and the 90% CI in
the parentheses) and the coe cient of variation, CV.
C(0) T E[D] (90% CI) CV(D) E[q] CV(q) E[ ] (90% CI) CV( )
(h) (µm2 h 1) (%) (%) ⇥10 2(h 1) (%)
20,000
0 - 24 234.0 (215.4, 253.9) 4.9 0.25 (0.21, 0.29) 10.7 3.83 (3.58, 4.08) 4.0
0 - 48 292.9 (267.8, 321.2) 5.5 0.34 (0.25, 0.42) 15.3 3.89 (3.69, 4.09) 3.2
24 - 48 336.9 (299.7, 377.1) 7.2 0.38 (0.29, 0.44) 11.8 3.90 (3.66, 4.18) 3.9
30,000
0 - 24 267.8 (245.1, 291.2) 5.2 0.39 (0.34, 0.44) 7.9 3.97 (3.72, 4.20) 3.6
0 - 48 332.0 (293.1, 373.8) 7.9 0.51 (0.47, 0.63) 12.4 4.04 (3.80, 4.30) 3.8
24 - 48 351.2 (296.8, 395.1) 8.1 0.61 (0.52, 0.69) 8.8 4.06 (3.77, 4.38) 4.2
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Figure 4.7: ABC posterior distributions for D, q and   for experiments in Scenario 2, using
uninformative priors for all parameters. Subfigures A–C and D–F correspond to the ABC posterior
estimates for the experiments initiated with 20,000 and 30,000 cells, respectively. In all subfigures,
the blue curve with markers, the black dashed and the red solid curves represent the ABC posterior
distribution for 0–24 h, 0–48 h and 24–48 h, respectively.
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include information about the percentages of isolated cells and the cell counts for six
sub-regions, whereas the previous analyses (Vo et al., 2015b) solely used the leading
edge. This also provides another strategy to obtain precise estimates of   besides the
technique proposed in (Vo et al., 2015b) by incorporating information from experiments
with and without Mitomycin C pre-treatment. The latter approach assumes that the
common parameters are the same for di↵erent experimental scenarios, which may not be
appropriate for all types of cells. The CV for D and q for all experimental conditions are
also small, between 5 - 10% and 8 - 16%, respectively.
We observe a similar trend of time-dependence for D and q as in Fig. 4.6 for Scenario 1.
In summary, in both experimental scenarios, we observe a consistent time-dependence in
our estimate of D and q suggesting that cell motility is slower in the first day duration
relative to the second day. Interestingly, the values of   remain similar over time, for
both initial cell densities. The estimates of E[ ] are in the range 3.83  4.04⇥ 10 2 h 1.
This gives an expected doubling time for melanoma cells of 17–18 h. It is also noted
that our estimates of   for the 20,000 initial cell experiments are slightly higher than the
previously reported estimates (Treloar et al., 2013), although the estimates of   for the
experiments initiated with 30,000 cells are similar.
We also found a similar trend of density-dependence for estimates of D and q as observed
in Scenario 1. Comparing the posterior estimates of   for di↵erent values of initial cells
suggests that the estimates of   for the 30,000 initial cell experiments are slightly higher
than the 20,000 initial cell experiments. However, the di↵erences are quite small.
Informative priors for D, q and an uninformative prior for  . Although we are
able to obtain reasonably precise estimates of D, q and   using uninformative priors on
all parameters, we wish to investigate whether additional information about model para-
meters is obtained when we combine information from the two experimental scenarios.
The Bayesian sequential learning approach allows us to incorporate information from
previous experiments in a principled way. This is similar to the approach used in (Vo
et al., 2015b). Assuming that the values of D and q are the same in the two experimental
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scenarios, we use the posterior distributions of D and q in the first experimental scenario
as informative priors for D and q in the second experimental scenario. To achieve this, we
fit a bivariate normal distribution to each joint posterior distribution of D and q reported
in Scenario 1, and use this bivariate normal distribution as an informative prior for D and
q for the corresponding experiment in Scenario 2. For each joint posterior distribution
of D and q, we assess the bivariate normality assumption using a Q-Q plot of chi-square
quantiles against the squared Mahalanobis distance (Korkmaz et al., 2014). The Q-Q
plots indicate that the bivariate normality assumption is reasonable for all cases (results
not shown).
A summary of the ABC posteriors for D, q and   for all experimental combinations is
presented in Table 4.3. The MCSE, for all cases, for E[D], E[q] and E[ ] are relatively
small, less than 0.3% of the mean value estimates. Our results show that, for all cases,
the CV for D and   using the bivariate normal prior is smaller than the corresponding
CV reported using the previous approach (uninformative priors for all parameters). This
implies that we obtain more precision for all D and   by incorporating information from
the two experimental scenarios.
Table 4.3: ABC posterior summary for D, q and   for all experiments in Scenario 2, using
informative priors for D, q and an uninformative prior for  . Results shown include the posterior
mean (and the 90% CI in the parentheses) and the coe cient of variation, CV.
C(0) T E[D] (90% CI) CV(D) E[q] (90% CI) CV(q) E[ ] (90% CI) CV( )
(h) µm2 h 1 (%) (%) ⇥10 2h 1 (%)
20,000
0 - 24 231.9 (220.6, 243.0) 3.0 0.24 (0.21, 0.27) 7.5 3.83 (3.62, 4.04) 3.2
0 - 48 286.5 (274.3, 301.1) 2.8 0.29 (0.26, 0.34) 8.0 3.81 (3.71, 3.93) 1.8
24 - 48 334.9 (311.6, 356.7) 4.1 0.33 (0.29, 0.37) 6.7 3.90 (3.69, 4.10) 3.2
30,000
0 - 24 260.2 (246.3, 274.9) 3.4 0.37 (0.34, 0.41) 5.2 3.94 (3.75, 4.13) 2.9
0 - 48 300.9 (284.9, 316.2) 3.2 0.48 (0.46, 0.51) 3.7 3.95 (3.81, 4.09) 2.1
24 - 48 329.2 (307.6, 352.0) 4.3 0.50 (0.47, 0.53) 4.0 3.90 (3.66, 4.10) 3.5
Comparing the posterior distributions of D obtained using the previous approach (un-
informative priors for all parameters) and those results obtained by specifying an unin-
formative prior for   and an informative bivariate normal prior for D and q show that
we infer D reasonably well for both sets of priors. The estimates of E[D] are very similar
regardless of these choices of priors (Table 4.3); however, the CV for D is smallest when
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we combine the information from the two experiments. A similar trend is also observed
for the experiments initiated with 30,000 cells.
Regarding the cell-to-cell adhesion, we observe additional information about q only for
the period of 0–24 h. For the periods of 24–48 h and 0–48 h, there is an indication that the
posterior estimates of q from the two experiments are slightly di↵erent. The posteriors of
q resulting from the bivariate normal prior for D and q are shifted toward the posteriors
obtained by using uninformative priors (Fig. 4.8B, E, H). This could be explained by
noting that the densities of the two experiments are potentially di↵erent after 24 h, since
the second experiment involves cell proliferation. Thus, the posterior estimates of cell-to-
cell adhesion strength in the second experiments are suggested to be slightly higher than
those in the first experiment.
The ABC posteriors for   (Fig. 4.8C, F, I) obtained from the two approaches are similar,
except that the posteriors obtained by placing an informative bivariate normal prior on
D and q are narrower. In summary, these results suggest that, for melanoma cells, if we
are given some information about D and q, we can gain more precision in all estimations
of D and  . However, without some prior information about D and q, the proposed ABC
approach and the summarisation of the experimental images used can produce reasonably
precise estimates for D, q and   from a single assay. A similar trend is also observed for
the 30,000 cell experiments (see Fig. B.1 in Appendix B).
Fig. 4.9 shows a comparison of ABC posterior distributions of D, q and   with respect
to di↵erent time periods. We observe a similar trend of time-dependency and density-
dependency to that observed in Fig. 4.6 and Fig. 4.7. For both initial cell densities, D and
q appear to depend on the time period, whereas the values of   remain almost constant
over time.
4.4. Discussion 86
200 300 400
0.02
0.04
0.06
D (μm
2
h
−1
)
p
ro
b
a
b
ili
ty
 d
e
n
s
it
y
A
 
 
0
 −
 2
4
 h
P1
P2
bvn prior
0.1 0.3 0.5
10
20
q
B
0.03 0.04
200
400
λ  (h−1)
C
200 300 400
0.02
0.04
0.06
D ( m
2
h
−1
)
p
ro
b
a
b
ili
ty
 d
e
n
s
it
y
D
2
4
 −
 4
8
 h
0.1 0.3 0.5
10
20
q
E
0.03 0.04
200
400
λ (h−1)
F
200 300 400
0.02
0.04
0.06
D ( m
2
h
−1
)
p
ro
b
a
b
ili
ty
 d
e
n
s
it
y
G
0
 −
 4
8
 h
0.1 0.3 0.5
10
20
q
H
0.03 0.04
200
400
λ  (h−1)
I
μ
μ
Figure 4.8: ABC posterior distributions for D, q and   for experiments in Scenario 2. These
results correspond to C(0) = 20,000. Subfigures A–C, D–F and G–I correspond to the ABC posterior
estimates for the experiments at 0–24 h, 24–48 h and 0–48 h, respectively. In all subfigures, the blue
curves with markers, P1, correspond to the approach using uninformative priors for all parameters. The
red solid curves, P2, correspond to the approach using informative priors for D, q and an uninformative
prior for  . The fitted bivariate normal priors, bvn prior, are shown as black dashed curves.
4.4 Discussion
Quantifying the underlying mechanisms that drive the expansion of melanoma cell colon-
ies such as migration, proliferation, and cell-to-cell adhesion is important for developing
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Figure 4.9: ABC posterior distributions for D, q and   for experiments in Scenario 2, using
informative priors for D, q and an uninformative prior for  . Subfigures A–C and D–F correspond
to the ABC posterior estimates for the experiments initiated with 20,000 and 30,000 cells, respectively.
In all subfigures, the blue curve with markers, the black dashed and the red solid curves represent the
ABC posterior distribution for 0–24 h, 0–48 h and 24–48 h, respectively.
a systematic approach to assessing the e↵ectiveness of a potential treatment. Typical
approaches to parameter estimation often use a deterministic framework (Maini et al.,
2004b; Pettet et al., 1996; Savla et al., 2004; Swanson, 2008; Treloar et al., 2013) and
only produce point estimates. There is, therefore, a risk that future model projections
based on such point estimates could be made with undue confidence.
In this paper, we present a new ABC algorithm to estimateD, q and   which represent the
cell motility, the cell-to-cell adhesion strength and the cell proliferation rate, respectively.
To the best of our knowledge, this is the first time that joint inferences have been obtained
for all three parameters in a discrete stochastic model describing expanding melanoma
cell colonies, using data from a single assay. The new ABC algorithm shows favourable
performance relative to state-of-the-art algorithms and together with our derived sum-
mary statistics, we can estimate all model parameters precisely across di↵erent scenarios,
even when a vague prior is used (Tables 4.1 and 4.2). This emulates a situation in which
virtually no biological knowledge about D, q and   is assumed. Furthermore, the meth-
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odology developed here overcomes the limitation in the previous work (Vo et al., 2015b),
which demonstrated that without prior information about D,   cannot be identified using
solely leading edge data.
The methodology proposed here allows us to obtain inferences for D, q and   in a fully
Bayesian framework. The resulting posterior distributions enable us to quantify the
associated uncertainty with the parameter estimates which can not be achieved using a
deterministic approach. Furthermore, comparing the distributions ofD, q and   (Fig. 4.6,
4.7 and 4.9) provides insight into the dependency of the parameter posterior estimates
on the experimental elapsed time and on the initial number of cells. Thus, our work
adds significant extra information about the parameters relative to the previous analyses
(Treloar et al., 2013). Another advantage of using an ABC approach is the possibility of
combining information from the two experiments in a principled way. This approach is
shown to be useful in our previous work (Vo et al., 2015b). Here, it also enables us to
gain additional information for D and  .
We acknowledge that our discrete individual-based model, which is straightforward to
implement and computationally cheap, makes an assumption that cell di↵usivity is con-
stant. Although the density dependence is less pronounced for experiments terminated
at 48 h, it suggests that the underlying assumption of a constant di↵usion coe cient D is
violated. Thus, it is suggested that the use of a non-linear di↵usion coe cient, where D is
a function of cell density, D(C), may be more appropriate. In particular, using non-linear
di↵usion coe cients is shown to provide a better description of the collective behaviour
of a cell population in a lattice-free model (Dyson et al., 2012) and a model with complex
contact interactions (Fernando et al., 2010). We expect that implementation of the ABC
approach for these models will lead to further research.
It should also be noted that (Treloar et al., 2013) obtained point estimates of D, q and
  separately; D and q from the experiments with cell proliferation suppressed, and  
from experiments with cell proliferation. Thus, this approach may not be applicable if
one does not have access to this kind of detailed experimental data sets. Furthermore,
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results from our analyses also indicate that cell-to-cell adhesion may di↵er between the
two scenarios. In particular, the values of cell-to-cell adhesion is slightly higher for the
experiments with cell proliferation occurring, due to the increasing cell population. Thus,
we suggest that future studies should consider estimating all parameters simultaneously.
One particular finding from our analysis is that the posterior distributions of D and q
consistently depend on the experimental time period, whereas the posterior distribution
of   is approximately time constant. This finding is in agreement with the results of
(Vo et al., 2015b) for 3T3 fibroblast cells, however, this feature has not been investigated
elsewhere. As demonstrated earlier, this e↵ect is significant and should be included when
modelling mechanisms governing the expansion of cell colonies in future research. To
achieve this, we suggest that experimental data should be collected at several time points
and to optimally do this we leave for future research.
In addition, our ABC algorithm together with the derived summary statistics could also
be implemented in a model selection algorithm to distinguish between discrete lattice-
based and lattice-free models describing the expansion of cell colonies. In lattice-free
models, agents are allowed to migrate and proliferate in a continuous domain, and the
direction of movement is a continuous variable (Plank and Simpson, 2012a). Thus this
model is considered to be more realistic than the lattice-based model.
Addendum for Chapter 4
1. Modify for Step 1 in Algorithm B.2, page 135
Original Step 1:“ Given N , N↵, paccmin , ✏final.”
Revised Step 1:“ Given N , N↵, paccmin , ✏final and the prior distribution ⇡(✓).”
2. Additional discussion for estimation in linear models (Eq. 4.2)
For the applications in Chapter 4, the transformation g(L) = (L,L2) provides a
well-fitting regression model (Eq. 4.2), with the adjusted R-square around 95% -
99%. We also considered higher order transformations g(L) = (L,L2, L3, L4), but
the additional improvement in fit was minimal.
For estimation in linear models, the LASSO (Least Absolute Shrinkage Selection
Operator) (Tibshirani, 1996) is a useful alternative to the stepwise selection method
that was used in this Chapter. The LASSO involves penalizing the absolute size
of the regression coe cients, thus resulting in some coe cients being equal to zero
(Tibshirani, 1996). The LASSO has advantages for situations with highly correlated
predictors.
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CHAPTER 5
Bayesian parametric bootstrap for models with intractable
likelihoods
Abstract
In this paper it is demonstrated how the Bayesian parametric bootstrap can be adapted
to models with intractable likelihoods. The approach is most appealing when the compu-
tationally e cient semi-automatic approximate Bayesian computation (ABC) summary
statistics are selected. After a pilot run of ABC, the likelihood-free parametric bootstrap
approach requires very few model simulations to produce an approximate posterior, which
can be a useful approximation in its own right. An alternative is to use this approxima-
tion as a proposal distribution in ABC algorithms to make them more e cient. In this
paper, the parametric bootstrap approximation is used to form the initial importance dis-
tribution for the sequential Monte Carlo and the ABC importance and rejection sampling
algorithms. The new approach is illustrated through two simulation studies, the univari-
ate g-and-k quantile distribution, and the toggle switch model in dynamic bionetworks,
before being used to infer parameter values of a stochastic model describing expanding
melanoma cell colonies.
5.1 Introduction
In the Bayesian framework, the objective is to obtain the posterior distribution of the
model parameters, which is the distribution of the unknown parameters given the ob-
served data. Computing these posterior distributions generally depends on the so-called
likelihood function, the distribution of the data given parameter values. However, for
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many complex models in biological, medical and ecological sciences, the likelihood func-
tions are not available in an analytical form and are computationally intractable. To
overcome this limitation, approximate Bayesian computation (ABC), a class of Bayesian
“likelihood-free” techniques, has emerged, which avoids direct evaluation of the likeli-
hood through repeated simulation of data from the model. As such, ABC methods
permit Bayesian inference for models with intractable likelihoods, when simulation from
the model for a range of parameter values is feasible.
ABC methods have been successfully applied in a wide range of problems such as popu-
lation genetics (Beaumont et al., 2002), infectious diseases (Drovandi and Pettitt, 2011c;
Tanaka et al., 2006), astronomical model analysis (Cameron and Pettitt, 2012) and cell
biology (Vo et al., 2015a,b). The first ABC algorithm, ABC rejection sampling, was
pioneered by Pritchard et al. (1999). In this ABC algorithm, parameter values are often
simulated from the prior distribution and are accepted if they produce simulated data,
x, that are “close enough” to the observed data, y. That is, the distance between the
simulated and the observed data, ⇢(x,y), is not greater than a tolerance ✏. Although
this algorithm is easy to implement and is embarrassingly parallel, its acceptance rate is
low, especially for complex models where the prior distribution is substantially di↵erent
from the posterior. To improve the computational e ciency, several methods have been
proposed including regression adjustment (Beaumont et al., 2002; Blum and Franc¸ois,
2010), a Markov chain Monte Carlo approach to ABC (MCMC ABC) (Marjoram et al.,
2003; Sisson and Fan, 2011) and a sequential Monte Carlo approach to ABC (SMC ABC)
(Drovandi and Pettitt, 2011a; Sisson et al., 2007; Toni et al., 2009; Vo et al., 2015a).
The original SMC ABC algorithm was pioneered by Sisson et al. (2007) and later was
developed by Beaumont et al. (2009) and Sisson et al. (2009). SMC ABC algorithms
generally involve a sequential importance sampling technique. Instead of drawing a para-
meter value one at a time as in ABC rejection sampling, the SMC ABC algorithms work
with a large set of parameter values simultaneously and treat each parameter vector
as a particle. A set of particles is often simulated from the prior distribution and is
propagated at each stage of the algorithm by re-sampling, perturbing and re-weighting
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techniques. Thus, this class of ABC algorithms aims to draw proposed parameters in
sequentially higher posterior support regions, rather than the region of prior support.
In the literature, there are several modified and extended versions of the original SMC
ABC algorithm. For example, Drovandi and Pettitt (2011a) and Del Moral et al. (2012)
proposed a technique to automatically determine the sequence of tolerances, Bonassi and
West (2015) suggested a new weighting scheme that takes into account the closeness
between the observed and the simulated data, and Vo et al. (2015a) proposed an adapt-
ive SMC algorithm that overcomes the problem of particle duplication in Drovandi and
Pettitt (2011a). However, all of these algorithms often start from the prior, which can
be ine cient and require a large number of model simulations to obtain a reasonable
approximation to the posterior distribution.
It has been shown that, for some cases, bootstrap methods are useful for numerical
calculation of Bayes posterior distributions (Efron, 2012; Newton and Raftery, 1994;
Rubin, 1981). In particular, Efron (2012) proposed the use of a parametric bootstrap
and a re-weighting scheme to approximate posterior distributions and their expectations.
This approach is e cient and computationally straightforward. However, it depends
upon an analytical expression for the sampling density of a statistic and a point estimate
of the parameter, which generally requires the availability of the likelihood function. We
show in this article that nevertheless parametric bootstrap samples can provide useful
approximations to the posterior in the context of ABC.
This paper has two main innovations. The first innovation is the combination of the
Bayesian bootstrap of Efron (2012) and the semi-automatic approach to ABC of Fearnhead
and Prangle (2012), which uses regressions to estimate the posterior means of the model
parameters based on the initial set of summary statistics. After a pilot run of ABC,
the likelihood-free parametric bootstrap approach can be performed using the point es-
timate obtained from fitting a regression as in Fearnhead and Prangle (2012). This
parametric bootstrap (PB) distribution requires very few model simulations to produce
an approximate posterior, which can be a useful approximation in its own right. The
second innovation is to integrate the PB approximation above with ABC algorithms. In
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this paper, the PB distributions are used as an initial importance distribution for SMC
ABC algorithms and ABC importance and rejection sampling (ABC IS). Hereafter, we
refer to these new algorithms as PB SMC ABC and PB ABC IS algorithms, respectively.
We first apply the methodology to simulated datasets from two examples: (i) the g-and-k
quantile distribution of Rayner and MacGillivray (2002) and (ii) the toggle switch model
of Bonassi et al. (2011) to validate the approach. Using the simulated dataset from the g-
and-k quantile distribution, we compare the performance of several ABC algorithms: PB
SMC ABC, PB ABC IS and the SMC ABC algorithm proposed in Vo et al. (2015a). In
the second example, we highlight when PB ABC may not provide good approximations.
We then apply the new collection of methods to a discrete stochastic model (Vo et al.,
2015a) that describes the expansion of human melanoma cell colonies. The model is
a random walk model that incorporates cell motility, cell proliferation and cell-to-cell
adhesion in a barrier assay. The observed data are the image-based data that show the
entire population of cells after a specific experimental time period. Simulation of cell
experiments from the discrete model is highly computationally intensive, especially for a
relatively large cell proliferation rate. Thus, inference requires an ABC algorithm that is
e cient in terms of the number of model simulations.
This article is organized as follows. ABC importance and rejection sampling, and SMC
ABC are briefly reviewed in Section 5.2. The Bayesian parametric bootstrap of Efron
(2012) is described in Section 5.3. We demonstrate how the Bayesian parametric boot-
strap can be e ciently adapted to likelihood-free problems using the semi-automatic ABC
summary statistics of Fearnhead and Prangle (2012) and how to use this result to derive
the initial distribution for ABC algorithms in Section 5.4. Sections 5.5 and 5.6 contain
the results from the two simulation studies, the g-and-k quantile distribution and the
toggle switch model in dynamic bionetworks, respectively. In Section 5.7, we apply our
new algorithms to the experimental data of human malignant melanoma cells (MM127)
(Treloar et al., 2013; Vo et al., 2015a) in a barrier assay. The article is concluded with a
discussion in Section 5.8.
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5.2 Approximate Bayesian computation
Let ✓ 2 ⇥ be the parameter of a model with an intractable likelihood, p(y|✓), where y is
the observed data. Assuming a prior distribution of ✓ given by p(✓), ABC is a well-known
statistical inferential approach to approximate the posterior p(✓|y) / p(✓)p(y|✓) when
the likelihood function is not available in an analytical form and is not computationally
tractable.
ABC algorithms generally consist of three major steps: sampling a proposed parameter
✓?, simulating data x as per the observed data structure from the model p(·|✓?) and
comparing x with the observed data y. Di↵erent ABC algorithms are distinguished by
the process of sampling proposed parameters. In ABC, direct comparison between the
observed and the simulated datasets is often ine cient (or impossible), especially when
the data is high dimensional (Blum, 2010). Thus, we consider a vector of summary
statistics s(·) = {s1(·), . . . , sd(·)}, which have smaller dimension than the full data. For
simplicity, we denote sobs = s(y) and s = s(x). To measure the closeness between x and
y, via the closeness between s and sobs, we use a distance metric ⇢(s, sobs) and a kernel
weighting function K✏(⇢(s, sobs)), where ✏ > 0 is a bandwidth and referred to as the ABC
tolerance.
ABC typically makes two approximations. The first approximation relates to the choice
of summary statistics s(·). The posterior p(✓|y) is approximated by p(✓|sobs). If s(·)
is su cient for ✓ then no information is lost and p(✓|sobs) = p(✓|y). However, low
dimensional su cient statistics are generally not available for models with an intractable
likelihood. Therefore, the choice of summary statistics is crucial to control the first
source of ABC error. The second approximation is due to the ABC tolerance ✏. The
ABC posterior is constructed as
p✏(✓|sobs) / p(✓)p✏(sobs|✓), (5.1)
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with
p✏(sobs|✓) =
Z
K✏(⇢(sobs, s))p(s|✓)ds. (5.2)
In practice, the kernel weighting function K✏(⇢(sobs, s)) is often chosen as an indicator
function, 1{⇢(sobs,s)✏}, that is unity if the condition involving the discrepancy is satisfied
and is zero otherwise. Approximating the target p(✓|sobs) by p✏(✓|sobs) can be shown to
be a good approximation if ✏ is small enough (Blum, 2010). The choice of ✏ represents
a trade-o↵ between accuracy and computational e↵ort. The smaller ✏ leads to the more
accurate approximation in Eq. 5.2 but more variable weights which are proportional to
K✏(⇢(sobs, s)) if a simple ABC IS algorithm is applied. Thus, a large number of proposed
parameters will be needed for an adequate approximation with a reasonable e↵ective
sample size. To improve the computational e ciency, Beaumont et al. (2002) proposed
a regression adjustment approach by regressing the values of the parameters of the ABC
posterior against the corresponding simulated summary statistics. Other improvements
focus on developing more e cient ABC algorithms using MCMC sampling (Marjoram
et al., 2003; Sisson and Fan, 2011) or SMC sampling (Drovandi and Pettitt, 2011a; Sisson
et al., 2007; Toni et al., 2009; Vo et al., 2015a).
Our suggestion is that the e ciency of ABC algorithms can be improved if there is a
good analytical approximation to the posterior p(✓|sobs) that can be obtained quickly.
For example, such an approximation can be used to form importance distributions for
ABC IS or SMC ABC algorithms. In Section 5.3, we describe an adaptation of the
Bayesian parametric bootstrap that can be used to form this initial approximation. The
remainder of this section briefly discusses the ABC IS algorithm (Fearnhead and Prangle,
2012) and the SMC ABC algorithm of Vo et al. (2015a).
5.2.1 ABC importance and rejection sampling
Fearnhead and Prangle (2012) provide an importance and rejection sampling implement-
ation of ABC for which the output is a weighted sample of values from the ABC posterior
distribution (Algorithm 1). For simplicity, we set up the acceptance-rejection step (line
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6) using the indicator function 1{⇢(sobs,s)✏}.
In this algorithm, a proposed parameter ✓? is drawn from an importance distribution,
g(✓). Each proposed value ✓? is assigned a weight proportional to p(✓?)/g(✓?) if it produces
simulated data that satisfies the discrepancy condition, otherwise its weight is zero. When
g(✓) = p(✓), this algorithm becomes ABC rejection sampling which is similar to the
algorithm of Beaumont et al. (2002).
The advantage of this algorithm is that it generates independent samples and the al-
gorithm can easily be run in parallel. However, if a good importance distribution is
not available and the prior distribution is substantially di↵erent from the posterior, this
algorithm results in low acceptance rates and thus, is computationally ine cient.
5.2.2 SMC ABC
In this paper, we use the SMC ABC algorithm of Vo et al. (2015a), which was shown to
have improvements over the algorithms of Beaumont et al. (2009); Drovandi and Pettitt
(2011a); Sisson et al. (2009) for an application in cell biology that we also consider in
Section 5.7 of this paper. For a non-increasing sequence of tolerances {✏t}Tt=1, the SMC
ABC algorithm aims to obtain a set of N weighted particles from the following sequence
of targets
p✏t(✓, s|sobs) / p(✓)p(s|✓)1{⇢(s,sobs)✏t}.
In brief, the SMC ABC algorithm of Vo et al. (2015a) integrates the advantages of
automatically determining tolerance values from Drovandi and Pettitt (2011a), Del Moral
et al. (2012), and the advantage of geometric sampling from a proposal distribution until
an acceptable parameter value is obtained (Beaumont et al., 2009; Sisson et al., 2009).
Pseudo code for this SMC ABC algorithm is provided in the Appendix C, Algorithm
C.2. In this SMC ABC algorithm, the only tuning parameter is ↵ 2 [0, 1] which is the
proportion of particles to keep at each iteration among the N particles. The stopping
criterion is either the minimal acceptance rate, paccmin , or a target tolerance, ✏T .
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For many applications of ABC, the most computationally intensive procedure is the
model simulation process. Therefore, we aim to develop e cient ABC algorithms that
can achieve a low tolerance value within a manageable number of model simulations. To
achieve this, we incorporate an importance distribution at the initial iteration, t = 0, of
the SMC ABC algorithm. Section 5.3 will describe how to obtain such an importance
distribution while the detail of the algorithms will be provided in Section 5.4.
5.2.3 Summary statistics
In applications of ABC, we aim to choose a vector of summary statistics that has low
dimension and is close to su cient to avoid the loss of information (Blum et al., 2013). In
the literature, various approaches have been proposed to choose useful summary statistics
including a sequential scheme based on the principle of approximate su ciency (Joyce
and Marjoram, 2008), partial least-squares regression (Wegmann et al., 2009), indirect
inference (Drovandi et al., 2011) and machine learning methods (Aeschbacher et al., 2012).
In this paper, we implement the method proposed by Fearnhead and Prangle (2012) who
use the estimates of the posterior means of ✓ as the summary statistics. These posterior
means are obtained via regression. We note that the rationale for ABC is to obtain an
approximation to the posterior distribution p(✓|sobs) not just a point estimate.
Initially, M draws of {✓i}Mi=1 are made from the prior distribution. If the prior p(✓) is
di↵use then draws of ✓i can be restricted to regions of non-negligible posterior density
found using a pilot run of ABC. Each parameter ✓i is then used to simulate a dataset xi
from the model, xi ⇠ p(·|✓i), i = 1, . . . ,M .
We denote sinit as the summary statistics for the pilot run, sreg as the summary statistics
that are used in the regression procedure and sFP as the derived summary statistics from
the regression procedure which are used in the final ABC runs. We fit the model
✓i = ↵ +  
Tf(xi) + ⇠i, i = 1, . . . ,M, (5.3)
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with zero mean error ⇠i and f(·) is a vector-valued function of the data (or sreg if using
the full data is not feasible). Di↵erent choices of f(·) could be considered to obtain a
better fit in the regression. Various possible regression models can be fitted and compared
using standard data analytic regression diagnostics and model choice methods. In this
paper, to find the best regression model, we employ a stepwise (bidirectional) regression
method and the Bayesian information criterion (BIC) for model selection.
The expected value of ✓i given the simulated summary statistics s
reg
i , E[✓i|sregi ], is then
estimated by ↵ˆ+ ˆTf
 
sregi
 
, i = 1, . . . ,M , where the intercept parameter ↵ˆ and the vector
of regression coe cients  ˆ is estimated from the best regression model. The derived
summary statistic sFP is then interpreted as the estimated posterior mean of ✓ obtained
from the regression procedure. Thus, using this dimension reduction approach, we have
only one summary statistic per parameter. In practice, if the parameter ✓ is vector valued,
then a multiple linear regression model (Eq. 5.3) is fitted to each component of ✓ in turn,
with possibly a di↵erent function f(·) and di↵erent estimates ↵ˆ and  ˆ.
5.2.4 Discrepancy function
We note that the derived summary statistics can have di↵erent scales and correlations
between summaries. Thus, we consider the Mahalanobis distance to compare the sum-
mary statistics of the observed and the simulated data, sFPobs and s
FP . This discrepancy
function is given by
⇢(y,x) =
 
sFPobs   sFP
 T ⇥W 1 ⇥  sFPobs   sFP  ,
where W is an estimate of the covariance matrix of the summary statistics sFP . To
estimate W , we generate 100 simulated datasets {xi|✓ˆ}100i=1, using our point estimate
✓ˆ = sFPobs , obtained from the regression step above. For each simulated dataset xi, we
compute the summary statistics sregi , then obtain the derived vector of summary statistics
sFPi . W is subsequently estimated by cov
 {sFPi }100i=1 .
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5.3 Bayesian parametric bootstrap
The Bayesian parametric bootstrap of Efron (2012) is introduced here. In this section,
the summary statistics s(·) are assumed to be an estimator of ✓. Given an observed data
set, we can compute an estimate of ✓, ✓ˆ, as a function of sobs. For simplicity we denote
✓ˆ = sobs.
The bootstrap independently generates B values of the statistic sj = s(xj), j = 1, . . . , B
where xj is a simulated data set from the model p(·|✓ˆ). Each sample estimate of ✓,
✓j = sj, j = 1, . . . , B, is a parametric bootstrap replication of ✓ˆ. By re-weighting these
points with an importance weight
Wj =
[p(✓)]✓=sj [p(s|✓)]s=sobs,✓=sj
[p(s|✓)]s=sj ,✓=sobs
, (5.4)
we obtain a weighted sample from the posterior distribution of ✓ given ✓ˆ (Efron, 2012). If
the likelihood function of the summary statistics p(s|✓) can be evaluated then the import-
ance weights (Eq. 5.4) can be found. However, for models with intractable likelihoods,
p(s|✓) cannot be evaluated.
We consider a special case where the weights in Eq. (5.4) can be simplified. If the
likelihood for s is symmetric in s  ✓ (s and ✓ must be the same dimension), there exists
a symmetric density h such that h(x) = h( x) for all x. Denote p(s|✓) = h(s  ✓), then
the bootstrap provides values of
[p(s|✓)]s=sj ,✓=sobs = [h(s  ✓)]s=sj ,✓=sobs
= [h(✓   s)]s=sj ,✓=sobs
= [p(s|✓)]s=sobs,✓=sj ,
(5.5)
for j = 1, . . . , B. Therefore, the importance weights for the posterior become just the
prior evaluated at the bootstrap replication sj
Wj / [p(✓)]✓=sj , j = 1, . . . , B. (5.6)
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Without the assumption of exact symmetry, the bootstrap sample gives an approximation
to the likelihood [p(s|✓)]s=sobs,✓=sj , j = 1, . . . , B. The weighted samples {✓j,Wj}Bj=1
derived from Eq. (5.6), where ✓j = sj, j = 1, . . . , B, give an approximation to the
posterior, p(✓|sobs).
5.4 Coupling Bayesian parametric bootstrap with ABC
This section proposes the two innovations: (i) how to obtain the PB distribution for
models with intractable likelihoods and (ii) how to incorporate this PB distribution in
ABC algorithms to improve their e ciency.
5.4.1 PB approximation for models with intractable likelihoods
To apply the Bayesian parametric bootstrap idea for models with intractable likelihoods,
it is computationally too intensive to take ✓ˆ as a point estimate of the ABC posterior
p✏(✓|sobs) obtained from the ABC algorithms above. What is required is a computa-
tionally cheap likelihood-free Bayesian estimator. The main idea here is to perform the
Bayesian parametric bootstrap with ✓ˆ obtained from the semi-automatic approach of
Fearnhead and Prangle (2012). Fearnhead and Prangle (2012) interpret the ✓ˆ as an es-
timate of the posterior mean, but we note that the prior density does not factor into
the regression analysis performed in Eq. 5.3. Here we interpret ✓ˆ simply as a cheap
likelihood-free estimator.
Sampling simulated data x for ABC requires di↵erent values of ✓ while obtaining the
Bayesian bootstrap only requires sampling x for fixed ✓ˆ = ↵ˆ +  ˆTfj(y) obtained from
the regression approach in Section 2.3. Assuming that the likelihood for the summary
statistic p(s|✓) has the symmetry property so that the following holds
[p(s|✓)]s=sj ,✓=sobs = [p(s|✓)]s=sobs,✓=sj , (5.7)
then the weighted samples {✓j,Wj}Bj=1 give an approximation to the posterior p(✓|sobs).
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Here ✓j = sj and the importance weights Wj are given by the prior (Eq. 5.6). This
approximation is extremely computationally e cient having used only (Npilot +M + B)
simulations from the model p(·|✓). Here, Npilot is the number of model simulations from
the ABC pilot run. Pseudo code to perform the Bayesian parametric bootstrap in this
section is provided in Appendix C, Algorithm C.3.
To assess the validity of the symmetry assumption of p(s|✓), one could test the symmetry
of p(s|✓) around sobs using the Wilcoxon sign rank test (Wilcoxon, 1945). Alternatively,
we could apply a synthetic likelihood evaluation (Wood, 2010), which is used in this
paper, to estimate the ratio
Rj =
[p(s|✓)]s=sobs,✓=sj
[p(s|✓)]s=sj ,✓=sobs
,
for j = 1, . . . , B, in the PB samples. The process of estimating the synthetic likelihood
p(s|✓) for any given value of the vector ✓? is given as follows. First, we generate Nr sim-
ulated datasets {xi}Nri=1, xi ⇠ p(·|✓?), and compute the summary statistics {s?i }Nri=1. Then
we use the set {s?i }Nri=1 to estimate the mean vector, µ?, and the covariance matrix, ⌃?,
of the multivariate normal (MVN) probability density function. p(s|✓?) is subsequently
estimated by N (s;µ?,⌃?). For more numerical stability, we evaluate the log-likelihood
ratio in the right hand side, that is log(Rj) instead of Rj.
To estimate the synthetic likelihood for the denominator, we use Nr = B bootstrap
samples above to estimate µ? and ⌃?. No extra model simulations are required at this
step. However, the evaluation for the synthetic likelihood in the numerator requires
additional simulations for each Rj. In particular, at this step, we need Nr ⇥ B more
model simulations.
5.4.2 PB approximation in ABC
If the analyst believes that the symmetry property approximation is questionable then
the ABC Bayesian bootstrap approximation {✓j,Wj}Bj=1 can be used to form an analytic
approximation to the posterior p(✓|sobs) which we denote by g(✓). The analytical ap-
proximation can be taken as a parametric distribution such as a multivariate normal or
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a kernel density estimate. The approximation g(✓) can be used as a proposal density in
the ABC IS algorithm (Fearnhead and Prangle, 2012) (see Algorithm C.1) or an initial
importance distribution for the SMC ABC algorithm (see Algorithm C.4), and we discuss
other options in Section 5.8.
Setting the tolerance
Here we assume that summary statistic s is a scalar. We can investigate the ABC IS
algorithm (Algorithm 1) when the importance distribution is a good approximation to the
posterior p(✓|sobs). In this algorithm we wish to investigate the probability of acceptance
K{(s  sobs)/✏} in Step 6 when ✓ in Step 4 is simulated with density g(✓) equal to a good
approximation to the posterior p(✓|sobs). Here max{K(x)} = 1. The expected value of
the probability of acceptance, pacc, is a measure of the computational e ciency of the
importance distribution. This depends on the choice of ✏, the larger the value of ✏, the
larger the expected value of the probability of acceptance.
For illustration, we take K(x) proportional to the standard Gaussian density so that
K(x) / e x22 . We assume that the likelihood p(s|✓) is Gaussian with mean ✓ and
variance v, denoted N(s; ✓, v), and the prior p(✓) is approximately uniform so that the
posterior p(✓|sobs) is Gaussian N(✓; sobs, v). From Eq. 5.1 and 5.2, the marginal p✏(✓|sobs)
is given by
p✏(✓|sobs) / p(✓)
Z
K{(s  sobs)/✏}p(s|✓)ds
/ N(✓; sobs, v + ✏2).
(5.8)
We note that K{(s   sobs)/✏} and p(s|✓) are proportional and equal, respectively, to
Gaussian densities for s. Thus, comparing p✏(✓|sobs) with p(✓|sobs), the variance of the
ABC posterior is inflated by ✏2, the inaccuracy of ABC.
To find the expected value of the probability of acceptance we need the posterior pre-
dictive distribution for s˜ which is generated by s˜|✓ ⇠ p(s˜|✓), with ✓ ⇠ p(✓|sobs). Mar-
ginalizing over ✓ we obtain s˜|sobs ⇠ N(sobs, 2v).
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The expected probability of acceptance, pacc, is given by
pacc =
Z
K(s˜  sobs)/✏)p(s˜|sobs)ds˜,
which simplifies to Z
e 
t2
2✏2N(t; 0, 2v)dt,
putting t = s˜   sobs. We obtain the expected probability of acceptance pacc = ✏p2v+✏2 .
Given that the ABC posterior has variance v + ✏2 inflated by ✏2 over the true posterior
variance v, a reasonable choice for ✏ is a small fraction of
p
v, k
p
v. So ✏ = k
p
v gives
pacc =
kp
2+k2
.
If k = 0.1 and ✏ = 0.1
p
v then pacc = 0.071, which demonstrates the unusual computa-
tional demands of ABC. That is, in order to obtain a reasonably accurate ABC posterior
approximation, with 1% increase of the posterior variance, the expected probability of
the ABC acceptance step, Step 3 in Algorithm 1, is small, even when it is possible to
sample from an accurate approximation of the posterior.
If the requirement is an N particle ABC approximation {✓j,Wj}Nj=1 using the Bayesian
bootstrap and Algorithm 1 using ✏ = 0.1
p
v then the expected total required number of
simulations from the likelihood is M +B +N/pacc or M +B + 14.2N .
We note that if ✓ in Step 1 of the importance and rejection sampling ABC algorithm
is simulated from density g(✓) which is taken as the Bayesian bootstrap approximation
with an inflated variance, that is N(sobs, Qv), we have s˜|sobs ⇠ N(sobs, (Q + 1)v). Then,
pacc is computed by pacc =
kp
(Q+1)+k2
.
We note pacc decreases as O(Q 
1
2 ). Typically we would take Q = 2 or larger in the
importance density g(✓) in order to have thicker tails for the importance density than the
target density. If, on the other hand, we used a very di↵use importance density with large
Q then pacc ⇡ kpQ . With k = 0.1 as above and Q = 1002 this gives pacc = 10 3. Thus,
the ABC IS algorithm with these settings would requireM+1000N simulations from the
likelihood, roughly 70 times more simulations from the likelihood than the version above
5.5. Test example 1 106
using the Bayesian bootstrap approximation.
5.5 Test example 1
5.5.1 Model and data
We now validate our new collection of methods using synthetically generated data from
the g-and-k quantile distribution (Rayner and MacGillivray, 2002). The g-and-k-distribution
is a class of quantile distributions and it is defined by its quantile function, the inverse
cumulative distribution function
Q(z(u); ✓) = F 1(z(u); ✓) = a+ b
✓
1 + c
1  exp( gz(u))
1 + exp( gz(u))
◆ 
1 + z(u)2
 k
z(u), (5.9)
where z(u) is the u-quantile of the standard normal distribution and ✓ = (a, b, c, g, k)
is the unknown parameter. Given a fixed value of c, c = 0.8 (Rayner and MacGilliv-
ray, 2002), the g-and-k distribution consists of four unknown parameters, a, b, g and k,
which are related to location, scale, skewness and kurtosis, respectively. Here, the likeli-
hood function can be evaluated numerically (Rayner and MacGillivray, 2002), so we can
compare ABC posterior distributions with the true posteriors.
Firstly, we consider a simulated dataset that consists of n = 104 independent draws from
the g-and-k distribution with parameters ✓ = (a, b, g, k) = (3, 1, 2, 0.5). A uniform prior
(0, 10)4 is used for the parameters. This is similar to the example used in Allingham
et al. (2009); Drovandi and Pettitt (2011b); Fearnhead and Prangle (2012). A plot of the
estimated probability density function based on this dataset is shown in Fig. 5.1. The
data shows significant skewness and kurtosis.
5.5.2 Results
For the ABC pilot run, we consider sinit as the set of octiles (Drovandi and Pettitt,
2011b), and the Euclidean distance between summary statistics. In this pilot run, we use
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Figure 5.1: Estimated probability density based on the simulated dataset from the g-and-k distribution.
the SMC ABC algorithm of Vo et al. (2015a) and set N = 1, 000. After 18 iterations, we
find that the training regions for a, b, g and k are given by (2.8, 3.2), (0.7, 1.3), (1, 4) and
(0, 1), respectively. The number of model simulations for the pilot run is 25,012 and the
probability of acceptance in the last iteration is approximately 27%.
For the regression procedure, we simulate M = 5, 000 datasets from the parameters
that are drawn from the training regions above. We consider sreg = {Li}19i=1, where Li,
i = 1, . . . , 19 is the (0.05⇥ i)th quantile. A bidirectional stepwise regression is then fitted
to determine a 4-dimensional summary statistic sFP . A point estimate of ✓ˆ obtained from
the regression is ✓ˆ = (aˆ, bˆ, gˆ, kˆ) = (2.9970, 1.0064, 2.0426, 0.4965). It should be noted that
the summary statistics sreg are highly informative for all parameters a, b, g, k, since the
adjusted R-square values of the regressions for the four parameters are 85.1%, 91.5%,
92.5% and 95.6%, respectively. In the next example, we will deal with the scenario when
the data is uninformative about some parameters, which leads to a regression fit that
explains little variation in the parameter values generated from the pilot region.
Using this value of ✓ˆ, we perform the Bayesian parametric bootstrap with B = 1, 000 (see
Algorithm 3). The densities of the Bayesian parametric bootstrap samples, pPB(✓|sobs),
are plotted in Fig. 5.2. To incorporate the Bayesian parametric bootstrap samples into
ABC algorithms, we propose to use a multivariate normal approximation, which appears
to be reasonably close to the Bayesian parametric distribution. We fit a multivariate
normal distribution to the PB samples and use it as an initial importance distribution,
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g(✓), in the new algorithms PB SMC ABC and PB ABC IS. In order to help ensure
coverage of the tails, the covariance matrix of g(✓) is set as twice the empirical covariance
matrix based on the PB samples. The ABC posterior distributions of a, b, g and k from
the new PB ABC algorithms are plotted in Fig. 5.2 together with the results from using
the SMC ABC algorithm of Vo et al. (2015a).
Since the regression procedure was performed for a training region rather than the entire
parameter space, computing summary statistics for simulated data with parameters that
are drawn from outside these regions can lead to extrapolation. This issue was addressed
in Fearnhead and Prangle (2012) by using MCMC to ensure that most proposals are
within the training region. To address the extrapolation errors within SMC ABC, we
form an initial importance distribution from the pilot run. For this example, we use
a multivariate normal distribution with covariance matrix estimated from the pilot run
samples inflated by a factor of two.
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Figure 5.2: Posterior distributions for the parameters of the g-and-k simulated dataset. In all subfigures,
results from using the true likelihood (solid black), the Bayesian parametric bootstrap (dashed red),
the PB SMC ABC (solid green), the plain SMC ABC (dashed dotted blue) and the PB ABC IS (circle
purple) are shown. The true values of a, b, g and k are plotted as red upper triangles.
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Figure 5.2 shows a comparison between the results using the true likelihood (solid black),
the PB distribution (dashed red), and the ABC posteriors results from three di↵erent
ABC algorithms: PB SMC ABC (solid green), SMC ABC of Vo et al. (2015a) (solid blue)
and PB ABC IS (circle purple). The exact MCMC algorithm, using the true likelihood
of the g-and-k distribution, was run for 20,000 iterations, with a thinning interval of 10
to obtain accurate estimates of the true posteriors (see Drovandi et al. (2015); Rayner
and MacGillivray (2002)). It can be seen that the PB distribution provides a good
approximation to the true posteriors for all a, b, g and k, given a very small number,
31,012, of model simulations.
Here, we also check the assumption about the symmetry property of p(s|✓) by estimating
the ratio Rj for j = 1, . . . , 1000, in the PB samples. For this g-and-k example, we find
that Nr = 30 model simulations provides a reasonably good estimate for the synthetic
likelihood evaluations for p(s|✓)]s=sobs,✓=sj . We deemed Nr as su cient by gradually in-
creasing Nr until we are confident that the variability in the weights is mostly attributable
to the PB approximation and not Monte Carlo error. We re-use previous simulations as
we increase Nr.
Investigation of log(Rj) for j = 1, . . . , 1000 suggests that the values of log(Rj) are con-
centrated around 0, with absolute values of log(Rj) are less than 3. There are only about
3% of the values of log(Rj) that fall within the range 1.4 to 3, with no extreme positive or
negative values. Hence, it suggests that the the assumption about the symmetry property
of p(s|✓) is reasonable for this example.
For the PB SMC ABC algorithm, we use the summary statistics sFP and a probability
of acceptance, pacc, of 0.4% to achieve a tolerance ✏ = 0.78. This ABC run requires
577,015 model simulations for N = 2, 000 particles. The e↵ective sample size, ESS,
is approximately 1,413. The ABC posterior distributions for all parameters are well-
defined and are very close to the true posteriors. In particular, the results for a and b
are very accurate, suggesting that the summary statistics sFP are close to su cient for
these parameters. The results for g and k obtained from the PB SMC ABC show slight
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deviation from the true posteriors and also a small loss of precision.
The SMC ABC algorithm of Vo et al. (2015a) was run using the same values for N , ✏ and
the same summary statistics sFP as in PB SMC ABC. This algorithm produces an ESS
of 1,390 and the pacc of 0.4%, where the total number of model simulations is 880,010.
For all four parameters, the posteriors resulting from the plain SMC ABC and the PB
SMC ABC are quite similar, as expected. However, the PB SMC ABC starts from the
importance distribution g(✓) which is very close to the posteriors, whereas the plain SMC
ABC starts from an importance distribution formed from the pilot run. The PB SMC
ABC required 35% fewer model simulations, about 303,000 simulations less than the SMC
ABC algorithm.
Given the same amount of computational e↵ort (in terms of the number of model simu-
lations) and the target tolerance, the PB ABC IS shows a slightly better probability of
acceptance, 0.47%, resulting in 2,691 particles being kept. Even though the number of
accepted particles for the PB ABC IS is higher than the PB SMC ABC, its ESS (1,103)
is lower than the ESS from the PB SMC ABC. However, the samples from PB ABC IS
are guaranteed to be statistically independent.
5.5.3 Results for di↵erent set of parameters
In this section, we aim to test our methodology for di↵erent sets of true parameter
configurations. Out of the four parameters, g is the hardest to obtain accurate Bayesian
inferences for. So we keep the same a = 3, b = 1 and k = 0.5, and vary the value of g
within (0, 10). We implement the PB SMC ABC on 20 simulated datasets of size n = 104
that are drawn for 20 di↵erent values of g. The PB SMC ABC mean estimates of g are
plotted against the true values of g in Fig. 5.3. Results from Fig. 5.3 for g suggest that
posterior mean estimates from the PB SMC ABC are very close to the true values in all
cases.
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Figure 5.3: A comparison of the estimates from PB SMC ABC versus the true values of a, b, g and
k for 20 simulated data sets. In all subfigures, the y-axis is the estimated value of the parameter. In
subfigures (A–B) and (D), the x-axis is the simulated dataset number, whereas the x-axis in (C) shows
the true value of g.
5.6 Test example 2
5.6.1 Model
The performance of the new methods was also investigated in a toggle switch model
describing gene expressions. Details of the model and its background were previously
described in Bonassi et al. (2011); Gardner et al. (2000). Motivated from a study of
dynamic cellular networks using E.coli bacterial cells (Gardner et al., 2000), Bonassi
et al. (2011) proposed a discrete time stochastic model to capture the behaviour of a
network with two genes in a synthetic toggle switch design. In brief, for each cell c,
c = 1, . . . , 2000, we let uc,t and vc,t be the expression of gene u and v for cell c at time t,
respectively. Given an initial state (uc,0, vc,0) and a small discrete time step h, the states
of uc,t and vc,t are updated using the equations below (Bonassi et al., 2011):
uc,t+h = uc,t + h↵u/(1 + v
 u
c,t )  h(1 + 0.03uc,t) + 0.5h⇠c,u,t,
vc,t+h = vc,t + h↵v/(1 + u
 v
c,t)  h(1 + 0.03vc,t) + 0.5h⇠c,v,t,
(5.10)
where t = 0, . . . , T , with T is the assumed time to reach steady-state. The terms ⇠c,u,t and
⇠c,v,t are independent standard normal random variables and they represent the intrinsic
noise within cell c.
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For a particular cell c, the stochastic process is only observed for gene u, at the steady-
state time T . Let yc be the noisy measurements of uc,T , which is modelled by Bonassi
et al. (2011) as follow:
yc = uc,T + µ+ µ ⌘c/u
 
c,T , for c = 1, . . . , 2000, (5.11)
where the measurement errors ⌘ are drawn from a standard normal distribution. The
model consists of seven unknown parameters, which are denoted as ✓ = (µ,  ,  ,↵u,  u,↵v,  v).
For all model simulations, we use h = 1 and T = 300 time steps as suggested in Bonassi
et al. (2011). An example of the time series data for uc,t over 300 time steps is shown in
Fig. 5.4A.
In this example, we illustrate our collection of methods using a synthetic dataset where
✓ = (320, 0.25, 0.15, 25, 4, 15, 4). The histogram of the synthetic dataset, which consists
of the value of uc,T for c = 1, ..., 2000 cells, is given in Fig 5.4B. A characteristic of the
histogram is that the data appear to be well represented by a mixture of two unimodal
densities. For the ABC analysis, we use the same uniform priors as in Bonassi et al. (2011):
µ ⇠ U(250, 400);   ⇠ U(0.05, 0.5);   ⇠ U(0.05, 0.35); ↵u ⇠ U(0, 50);  u ⇠ U(0, 7);
↵v ⇠ U(0, 50);  v ⇠ U(0, 7).
5.6.2 Results
For the pilot run, we start with a 19-dimensional summary statistic sinit = {Li}19i=1,
where Li is the (0.05 ⇥ i)th quantile, for i = 1, . . . , 19. In this pilot run, we use the
SMC ABC algorithm of Vo et al. (2015a) with N = 200 particles and using the minimum
probability of acceptance 20% as a stopping criterion. After 12 iterations, with 7,068
model simulations, we find that the training regions for µ,  ,  ,↵u,  u,↵v and  v are
(294.5, 388.2), (0.15, 0.4), (0.02, 0.4), (21.6, 27.1), (2.4, 7), (5.5, 47.7) and (2, 6.9),
respectively.
To perform the regression procedure, we simulate M = 10, 000 datasets from the fitted
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Figure 5.4: Simulated data from the toggle switch model, using the parameters value ✓ =
(µ, ,  ,↵u, u,↵v, v) = (320, 0.25, 0.15, 25, 4, 15, 4). Subfigure (A) demonstrates a time series of uc,t
for a single cell c, over T = 300 time steps. Subfigure (B) shows the histogram of the synthetic dataset
used in this example.
multivariate normal distribution of the resulting posterior distributions from the pilot
run. For each simulated dataset, we fit a Gaussian mixture model with three components
and use the estimated means, standard deviations and the mixture proportions (after
accounting for label switching by ordering the means) for the regression input. This
provides eight summary statistics, together with Li and L2i , for i = 1, . . . , 19, producing
a vector of 46 variables which are then used as explanatory variables in the regression
stage. We use a bidirectional stepwise regression and fit each parameter in turn.
A point estimate of ✓ˆ obtained from the regression is ✓ˆ = (µˆ,  ˆ,  ˆ, ↵ˆu,  ˆu, ↵ˆv,  ˆv) =
(317.1765, 0.2513, 0.1384, 24.8558, 4.1675, 22.8958, 4.3267). We found that the set
of 46 explanatory variables above is only informative for µ,  ,   and ↵u, explaining about
90.5%, 91.9%, 96.9% and 94.9% of the variability of these parameters, respectively. How-
ever, for  u,↵v and  v, the point estimates from the regression models are very similar
to the posterior means from the ABC pilot run and using the same explanatory variables
only accounts for 34.2%, 33.7% and 30.7% of the variability in these three parameters,
respectively. The low values of the adjusted R-square for these parameters has a strong
e↵ect in the Bayesian parametric bootstrap procedure. In particular, the parametric
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bootstrap distributions for these parameters have an extremely small variance. Thus, we
suggest that the PB method is more suitable when the regression adjusted R-square is
high, roughly 80% or above. In this case, for the parametric bootstrap procedure, we use
the point estimate obtained from the regression for the first four parameters, and for the
last three parameters, we discard the regression models and use the posterior means from
the pilot run instead.
The resulting parametric bootstrap distributions for µ,  ,   and ↵u with B = 1, 000
samples are presented in Fig. 5.5. We check the assumption about the symmetry property
of p(s|✓) by computing log(Rj), j = 1, . . . , 1000. In this example, a value for Nr =
40 provides a reasonably good estimate for the log of the synthetic likelihood in the
numerator of Rj. All values of log(Rj), j = 1, . . . , 1000, are concentrated around 0.
Absolute values of log(Rj) are less than 3.5. No extreme values were observed, suggesting
that the the assumption about the symmetry property of p(s|✓) is reasonable for this
model.
For µ,  ,  ,↵u, we use the PB samples to form an importance distribution g(✓), using a
multivariate normal approximation. For  u,↵v and  v, the importance distribution g(✓)
is formed from the pilot run instead. We then incorporate g(✓) in the final ABC analysis
as described in Algorithm 4, Supplementary material.
The final ABC posterior distributions for all parameters resulting from the PB SMC
ABC algorithm and the SMC ABC algorithm of Vo et al. (2015a) are given in Fig. 5.5.
Figure 5.5 shows a comparison between the results from the pilot run (solid blue), the
PB distribution (dashed black), the ABC posteriors results from PB SMC ABC (solid
green) and SMC ABC of Vo et al. (2015a) (solid red).
It can be seen that the ABC posterior distributions for the parameters µ,  ,   and ↵u are
well-defined and have much smaller variance compared to the results from Bonassi et al.
(2011). The PB distribution also provides a good approximation to the marginal ABC
posterior distributions for these four parameters, given a very small number, 18,068, of
model simulations. Furthermore, for these four parameters, the posteriors resulting from
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the plain SMC ABC and the PB SMC ABC are quite similar, as expected. Our results
show that we obtain far less information for  u,↵v and  v regardless of the tolerance
values and the summary statistics used in ABC analysis, indicating that the data may
be not informative for these parameters.
Both the PB SMC ABC algorithm and the SMC ABC algorithm of Vo et al. (2015a)
use the same summary statistics sFP , final tolerance ✏ = 0.7, with N = 2, 000 particles.
However, for the first four parameters, the PB SMC ABC starts from the importance
distribution g(✓) which is very close to the actual ABC posteriors conditional on sFP ,
whereas the plain SMC ABC starts from an importance distribution formed from the
pilot run. Given the same target tolerance, the SMC ABC of Vo et al. (2015a) required
220,320 model simulations, while the PB SMC ABC only used 165,210 model simulations,
which is about 25% less model simulations.
5.7 Application to a collective cell spreading model
We now present our main application involving a discrete stochastic model describing the
expansion of melanoma cell populations (Vo et al., 2015a). Melanoma is a cancer that
begins in the melanocytes and is the most dangerous form of skin cancer (Garbe et al.,
2012). Melanoma is less common, approximately 5% of all skin cancer occurrences, but
accounts for approximately 75% of skin cancer death (Australian Institute of Health and
Welfare and Australasian Associate of Cancer Registries, 2012). The spatial expansion of
melanoma cells is governed by various mechanisms including cell motility, cell proliferation
and cell-to-cell adhesion. Estimating these mechanisms can improve our understanding
of melanoma biology and its response to treatment.
5.7.1 Data
We applied the new ABC algorithms to analyse an experiment of human malignant
melanoma cells (MM127) (Pope et al., 1979; Whitehead and Little, 1973) in a circular
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Figure 5.5: Posterior distributions for the seven parameters in the toggle switch model. Shown are the
results from the PB procedure (dashed black), the ABC posterior distributions from the pilot run (solid
blue), the final ASMC algorithm (solid red) and the final PB SMC ABC algorithm (solid green).
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barrier assay. Details of the experimental protocol were described in Treloar et al. (2013).
In brief, the experiment was conducted using a 24-well tissue culture plate, where each
well has a diameter of 15.6 mm. Initially, 20,000 cells were evenly distributed within a
metal-silicone barrier, of a diameter 6.0 mm, which was located in the centre of the well.
The tissue culture plate was kept for one hour to allow the cells to attach to the surface.
Subsequently, the barrier was lifted and the plate was incubated for two time durations
of 24 or 48 hours. The experiment was repeated in triplicate. For each experiment,
we obtained two types of images: (i) a population-scale image which shows the entire
melanoma cell colony and (ii) individual-scale images which show the location of each cell
in the population. For the application in this paper, we only analyse the experiments that
were terminated at 24 hours. Details of the ABC analyses for experiments at 48 hours
and experiments with di↵erent initial cell densities can be found in Vo et al. (2015a).
Initially, we summarise the experimental data using a high dimensional summary stat-
istics, sinit, including three radii of the entire expanding melanoma colonies, {ri}3i=1, the
total number of cells, {ci}6i=1, and the number of isolated cells, {pi}6i=1, in six subre-
gions of the cell population. We compute {ri}3i=1 by locating the position of the leading
edge, measuring the area of the spreading cell population and converting this area into
an equivalent circular radius. We average the {ci}6i=1 and {pi}6i=1 over three replicates,
to produce a total of 15 summary statistics. These processes were performed using a
segmentation algorithm written with the Matlab Image Processing Toolbox (Vo et al.,
2015a) and were repeated for images that were produced by the discrete model described
in Section 5.7.2. For more details on the image analysis and how the summary statistics
were obtained see Vo et al. (2015a). Table 5.1 shows 15 observed summary statistics that
were used for the ABC analysis in this section.
Table 5.1: Initial summary statistics for the experimental data. Results shown include three radii,
{ri}3i=1, the total number of cells, {ci}6i=1, and the percentage of isolated cells, {pi}6i=1, in six subregions
of the cell population (average over three replicates).
ri (mm) 3.3136 3.3185 3.3265
ci (cells) 446 435 410 429 444 438
pi (%) 12.2633 11.7935 12.6492 11.2050 11.0400 10.1701
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5.7.2 Model
To describe the spatial expansion of the melanoma cell population, we use a discrete
stochastic model that incorporates cell motility, cell proliferation and cell-to-cell adhesion
on a two-dimensional square lattice with spacing  . Each lattice site can be occupied by
at most one cell. Let Pm 2 [0, 1] be the probability that an isolated agent will attempt
to step a distance   within a time step of duration ⌧ , and let Pp 2 [0, 1] represent the
probability that an agent will attempt to proliferate and deposit a daughter within a time
step of duration ⌧ . The strength of cell-to-cell adhesion is represented by q 2 [0, 1].
To step from time t to time t+ ⌧ , C(t) agents are sampled, with replacement, and given
the opportunity to move with probability Pm⇥(1 q)n, where 0  n  4 is the number of
occupied nearest neighbour sites. If an agent is at position (x, y) and has an opportunity
to move, it will attempt to step to either (x ±  , y) or (x, y ±  ), with each target site
chosen with equal probability. For increasing values of q, neighbour agents adhere more
tightly to each other and it is di cult for an agent to move away from its neighbours. A
similar mechanism is employed for proliferation events. A proliferative agent at position
(x, y) will attempt to deposit a daughter agent at (x ±  , y) or (x, y ±  ), with each
target site chosen with equal probability (see Algorithm 3).
In this model, the cell motility rate is quantified in terms of the cell di↵usivity, D,
D = Pm 2/4⌧ , and the cell proliferation rate,  , is related by   = Pp/⌧ (Simpson
et al., 2010a). A uniform prior U(0, 1) is used for all three parameters (Pm, q, Pp). For all
model simulations, we use a time step duration ⌧ as 0.04 h (Vo et al., 2015a). We apply
ABC algorithms to obtain joint posterior distributions for (Pm, q, Pp), then use the values
of   and ⌧ to rescale posterior distributions of Pm and Pp into posterior distributions of
D and  , respectively.
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5.7.3 Parameter inferences
A pilot run was conducted using the SMC ABC algorithm of Vo et al. (2015a), incor-
porating all 15 summary statistics and using the Mahalanobis distance to compute the
distance between the observed and the simulated summary statistics. We set N = 500
particles and paccmin = 0.2 is a stopping criterion. We obtain the training regions for Pm,
q and Pp as (0.07, 0.14), (0.14, 0.43) and (0.0010, 0.0018), respectively, using only 13,925
model simulations.
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Figure 5.6: ABC posterior distributions for D, q and   resulting from PB SMC ABC (solid red), SMC
ABC of Vo et al. (2015a) (dashed black) and the Bayesian bootstrap distribution (dashed dotted blue).
Bootstrap SMC ABC PB SMC ABC
D
E[D] (90%CI) 250.1 (241.5, 277.7) 234.6 (219.2, 248.1) 234.0 (220.5, 248.0)
CV (%) 4.2 3.7 3.6
q
E[q] (90%CI) 0.24 (0.20, 0.29) 0.25 (0.21, 0.28) 0.25 (0.21, 0.29)
CV (%) 10.5 9.2 9.1
 
E[ ] (90%CI) 3.77 (3.54, 4.01) 3.73 (3.55, 3.94) 3.73 (3.57, 3.92)
CV (%) 3.6 3.1 2.9
Table 5.2: ABC posterior summary for D, q and   for two di↵erent ABC algorithms and the bootstrap
distribution. Results shown include the posterior mean (and the 90% CI in the parentheses) and the
coe cient of variation, CV.
A regression analysis (Eq. 5.3) was performed for each parameter in turn, using M =
5, 000 datasets that were generated by parameters in these training regions. We found
that using f(sreg) =
 
sreg, {sreg}2 , where sreg is the same as the sinit, can produce
reasonable accuracy in the regression models, where the adjusted R-square values of the
regression for Pm, q and Pp are 95.8%, 94.4% and 97.5%, respectively. Furthermore, we
find that all elements of sinit are informative about Pm. However, to obtain estimates for
5.7. Application to a collective cell spreading model 120
q and Pp, the two largest radii of the expanding cell colonies were not significant in the re-
gression. From the regression analysis, we obtain the point estimate (Pˆm, qˆ, Pˆp) = (0.1217,
0.2477, 0.0015). Using the values of   =18 µm and ⌧ = 0.04 h, we obtain estimates of D
and  , Dˆ = 246.449 µm2 h 1 and  ˆ = 0.038 h 1.
Using the point estimate obtained from the regression procedure, we perform a Bayesian
PB with B = 1, 000 particles. We fit a multivariate normal distribution to the PB
samples and use this as an initial importance distribution for the PB SMC ABC algorithm.
The data was also analysed using the plain SMC ABC algorithm with the importance
distribution formed from the pilot run. The resulting posterior distributions from the two
ABC algorithms for D, q and   is presented in Fig. 5.6 together with the approximation
of the PB samples. A numerical summary is given in Table 5.2.
Results in Fig. 5.6 show that the Bayesian bootstrap distributions are very close to the
ABC posterior distributions for q and  , whereas there is some deviation between the
bootstrap distribution and the ABC posterior for D. This suggests that the bootstrap
distributions produce good approximations to the posterior distributions of q and  , and
a good enough approximation for D to produce a useful initial importance distribution
for the PB SMC ABC algorithm. This bootstrap distribution is produced using a total
of 19,925 models simulations.
We use the same synthetic likelihood approach to check the assumption about the sym-
metry property of p(s|✓). In this application, a value for Nr = 30 provides a reasonably
good estimate for the log of the synthetic likelihood in the numerator of Rj. All values
of log(Rj), j = 1, . . . , 1000, are concentrated around 0 and the absolute values of log(Rj)
are less than 4. No extreme values were observed, suggesting that the assumption about
the symmetry property of p(s|✓) is reasonable for this model.
The ABC posterior distributions resulting from the two ABC algorithms, with sample size
N = 2, 000, are very similar as expected given that we use the same summary statistics
sFP and the same final target tolerance. However, given the same target tolerance ✏T =
0.4, the PB SMC ABC only requires 135,080 model simulations, whereas the plain SMC
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ABC using an initial importance distribution formulated from the pilot run needed more
than 210,000 model simulations.
5.8 Discussion
In this paper, we have presented a novel approach to perform a Bayesian parametric boot-
strap for models with intractable likelihoods and newly developed ABC algorithms that
aim to minimise the number of model simulations. The main idea is to use the parametric
bootstrap distribution as an initial importance distribution for SMC ABC (Algorithm 4)
and ABC IS algorithms (Algorithm 1). This idea can also be embedded within MCMC
ABC algorithms. While Fearnhead and Prangle (2012) used the results from the pilot
run to choose a starting value of the chain and to form a proposal distribution for MCMC
ABC algorithms, one could use an analytical approximation to the parametric bootstrap
distribution to form a proposal distribution and use the point estimate obtained from
the regression procedure as a starting value. For the tolerance value in MCMC ABC
algorithms, one could use a particular quantile of the discrepancies produced from the
parametric bootstrap replications.
The main application of the new method is to obtain Bayesian inference for the key
parameters governing the expansion of melanoma cell colonies. The simulation procedure
from the stochastic model is computationally intensive for some regions of the parameter
space (a high proliferation rate). Thus, using the parametric bootstrap approximation as
an importance distribution is e cient as it is reasonably close to the ABC posterior and
does not propose additional parameter values in parameter spaces where it is expensive
to simulate.
It should also be noted that the quality of the parametric bootstrap distributions relies
very much on the quality of the multiple linear regression procedure to obtain a point
estimate of ✓. Investigating the output from the linear model can help to identify which
parameters were poorly estimated and as such one could modify the explanatory variables
or the training region of model parameters to obtain more accurate results. Here, we
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suggest that the PB method is more appropriate when the regression model is able to
explain a large amount of the variation in the parameters, with adjusted R-square above
80%. There are also several alternative approaches to the linear regression such as non-
linear regression methods (Blum and Franc¸ois, 2010), an artificial neural network (Chen,
2012) or partial least squares (Beaumont, 2012). These more advanced techniques may be
useful in obtaining better fitting regressions. Here, we demonstrate that the PB method
is more suitable to low dimensional models in terms of parameter space, where the model
simulation is expensive, as in the melanoma application considered in this paper.
To examine whether the assumption for the symmetric property for summary statistics
in Bayesian parametric bootstrap is reasonable, we could apply a synthetic likelihood
evaluation to estimate the log-likelihood ratio in Eq. 5.4. If there is no extreme value in the
estimated ratios, then the assumption of symmetry is reasonable. The other assumption
that our method makes is that the regression produces accurate point estimates for the
parameters. If a particular point estimate is biased then the corresponding posterior
distribution is likely to be biased too.
We also examined the possibility of integrating a non-parametric bootstrap procedure for
models with intractable likelihoods. The Bayesian version of the non-parametric boot-
strap was introduced by Rubin (1981) and later was extended by Newton and Raftery
(1994) who named it the weighted likelihood bootstrap (WLB). Rubin (1981) used non-
parametric bootstrapping of the maximum likelihood estimate which relies on re-sampling
the data, and as such this approach may be applicable for datasets of independent obser-
vations, such as the g-and-k example in this paper, but cannot be easily applied if there
is a complex dependence structure in the data, such as in the melanoma example.
Instead of re-sampling the data as in Rubin (1981), the WLB randomly weights the
components of a likelihood function then maximises this weighted likelihood function to
provide a bootstrap replication of the parameter. For a certain weight distribution, the
WLB samples can provide an approximation to the posterior distribution, and as such it
can be used to form a good starting point for an adaptive importance sampling algorithm,
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similar in spirit to what we do in this paper. This approach is straightforward to apply,
however it relies on being able to explicitly write the likelihood function as a product
of components so di↵erent weights for each component can be easily applied. Thus, the
WLB is not applicable for models of interest in this paper. In conclusion, we suggest that
the parametric bootstrap approach is the only bootstrap method generally applicable for
models with intractable likelihoods.
CHAPTER 6
Conclusion
The central topic of this thesis is novel Bayesian parameter estimation methods for
stochastic models describing collective cell spreading. In this chapter we summarise
contributions, limitations of this thesis, and suggest areas for future research.
6.1 Summary
The aim of this thesis is to utilise and develop new ABC algorithms to estimate the
parameters in stochastic models of collective cell spreading, using real data from mouse
fibroblast cells (3T3 cells) and human malignant melanoma cells (MM127). In Chapter 3,
we proposed an ABC approach to estimate the cell di↵usivity D and the cell proliferation
rate   of a spreading population of 3T3 cells, using solely leading edge data. The ABC
analysis was performed on two separate sets of experiments: (i) collective cell spreading
driven by cell motility alone, where Mitomycin-C was applied to inhibit cell proliferation,
and (ii) collective cell spreading driven by combined cell motility and cell proliferation.
Even with relatively crude leading edge data, the ABC approach can provide precise
inferences for both D and  . In this chapter, we found that D appears to depend on
the experimental time and the initial number of cells present in the assay, which has
been previously overlooked in the mathematical biology literature. Another important
point is that the leading edge data is found to be informative for D, but provides little
information for  . Thus, we proposed a new strategy to obtain a precise estimate of
 , by using a sequential Bayesian learning approach. Incorporating information about
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D obtained from the experiment (i), with the treatment applied, allows us to precisely
estimate   in the experiment (ii).
Chapter 4 presented another solution to the lack of informative summary statistics for
parameters in the stochastic model by increasing the number of summary statistics,
adding the cell counts and the proportion of isolated cells in six sub-regions across a
transect. The high-dimensional summary statistic was handled using the semi-automatic
ABC approach of Fearnhead and Prangle (2012) to construct a set of summary statist-
ics that has low dimension. In this chapter, we also proposed a new ABC algorithm
which shows favourable performance relative to state-of-the-art algorithms, and together
with our derived summary statistics, we can estimate all model parameters governing
the expansion of a melanoma cell population, including D,   and cell-cell adhesion q,
precisely across di↵erent scenarios, even when a vague prior is used. The resulting pos-
terior distributions enable us to quantify the associated uncertainty with the parameter
estimates which can not be achieved using a deterministic approach. A comparison of
the ABC posterior distributions of D, q and   for di↵erent experimental combinations
also provides insight into the dependency of the parameter posterior estimates on the
experimental elapsed time and on the initial number of cells, and to our knowledge, this
has not been previously investigated.
Although ABC methods have been shown to be a powerful tool to perform Bayesian
inferences for complex models, a main problem of ABC is the high computational cost. In
Chapter 5, we developed e cient ABC algorithms that can achieve a low tolerance value
within a manageable number of model simulations. To do this, we proposed a new and
computationally cheap approach to form an initial approximation to the ABC posterior,
via a Bayesian parametric bootstrap procedure. The Bayesian parametric bootstrap
distribution is performed after obtaining a point estimate of the model parameters from
a semi-automatic approach to ABC (Fearnhead and Prangle, 2012). Previous studies for
parametric bootstrap rely on the availability of the likelihood, and to our knowledge,
no other studies have investigated the bootstrap approach for models with intractable
likelihoods. The new approach was demonstrated in several examples and we showed
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that, given a very small number of model simulation, the Bayesian parametric bootstrap
distribution can provide a good approximation to the ABC posterior distributions when
the regression models in the semi-automatic step explains a large amount of the variation
in the parameters. In Chapter 5, the parametric bootstrap approximation is used to
form the initial importance distribution for the SMC ABC and the ABC importance and
rejection sampling algorithms. Through three di↵erent applications, the g-and-k quantile
distribution, the toggle switch model in dynamic bionetworks and the stochastic model
describing expanding melanoma cell colonies, we showed that the new ABC algorithms
can reduce the number of model simulations required by up to 35%, compared to the
plain SMC ABC algorithm, given the same target tolerance.
6.2 Limitations
The stochastic model considered in this thesis is a discrete lattice-based model which
is straightforward to implement and computationally cheap compared to a lattice-free
model. However, it makes an assumption that cell di↵usivity is constant over time.
Findings from Chapters 3 and 4 suggest that the underlying assumption of a constant
di↵usion coe cient D is violated. These results imply that a more sophisticated model
might be warranted. However, it is worthwhile to note that these conclusions would not
have been obvious had we not attempted to fit our simpler model to the 3T3 and MM127
datasets. In mathematical biology, cell adhesion is well known with two popular forms,
cell-cell adhesion and cell-matrix adhesion (Anderson, 2005; Painter et al., 2010). The
latter represents the attachment of cells to the surrounding extracellular matrix, which
has not yet been investigated in our stochastic model.
In general ABC methods struggle to cope with high-dimensional parameter spaces and
summary statistics. Increases to either the number of parameters or the number of sum-
mary statistics would lead to a larger number of required model simulations, increasing
the computational cost. The ABC algorithms proposed in this thesis have been imple-
mented on low dimensional models in terms of the parameter space. Applications of our
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ABC algorithms for high dimensional models have not yet been explored. Furthermore,
in the Bayesian parametric bootstrap procedure for models with intractable likelihoods
in Chapter 5, the methodology is limited for applications when the regression models in
the semi-automatic ABC summary statistics are able to explain a large proportion of the
variation in the parameter values.
6.3 Future work
We believe future investigation from the research in this thesis lies in the following areas:
• Developing a sophisticated model to provide a better description of col-
lective cell spreading
To accommodate the dependency of cell di↵usivity on the initial number of cells,
we suggest the use of a non-linear di↵usion coe cient, where D is a function of
cell numbers, D(C), may be more appropriate. In the literature, using non-linear
di↵usion coe cients is shown to provide a better description of the collective beha-
viour of a cell population in a lattice-free model (Dyson et al., 2012) and a model
with complex contact interactions (Fernando et al., 2010). Thus, an extension of
our work, is to consider a new model with a non-linear di↵usion coe cient and an
additional component for the experimental elapsed time. Such a model will allow
us to accommodate entire images from di↵erent experimental conditions to provide
greater precision for all parameter estimates. To achieve this, we suggest that ex-
perimental data should be collected at multiple time points, rather than at 0, 24
and 48 hours as the data considered in this thesis (see also the fourth point below).
• Developing ABC approaches for alternative mathematical models
In this thesis, we fit a multivariate normal (MVN) distribution to the posterior
samples to form a prior distribution for the next experiment (Sections 4.3.2, 5.5,
5.6 and 5.7). We find that the MVN approximation was suitable in our cell bio-
logy applications. Alternatively, one could use a kernel density estimation (KDE)
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method, a non-parametric approach, to provide a more flexible estimate of the prob-
ability density. However, it should be noted that the KDE method does not scale
well with the number of parameters and thus, it su↵ers from curse of dimensionality.
Another extension of our work is to implement the ABC approach to models of
three-dimensional cell spreading. In the literature, there are several studies invest-
igating collective cell spreading in three-dimensional environments, using in vitro
assays (Decaestecker et al., 2007; Kramer et al., 2013; Zaman et al., 2005). The ex-
tension of the stochastic model from two dimensions to three dimensions is straight-
forward, however, extracting experimental data and performing image analysis in a
three-dimensional environment is challenging. The edge detection algorithm used
in this thesis will need to be extended to locate the surface of a three-dimensional
spheroid.
Many studies have investigated the use of lattice-free random walk models to de-
scribe the expansion of a single layer of cell colonies (Irons et al., 2016; Johnston
et al., 2013; Plank and Simpson, 2012a, 2013; Tremel et al., 2009). In these mod-
els, agents are allowed to migrate and proliferate in a continuous domain, and the
direction of movement is a continuous variable, therefore they are considered to be
more realistic than the lattice-based model. However, previous work (Irons et al.,
2016; Johnston et al., 2013; Plank and Simpson, 2012a, 2013; Tremel et al., 2009)
mostly focused on deriving a continuum approximation from these discrete lattice-
free models rather than estimating the model parameters from experimental data.
To our knowledge, there is no published, peer reviewed research on statistical in-
ferential approaches for these types of models. Thus, we suggest that deriving an
ABC approach to estimate lattice-free model parameters and to explore the model
choice problem, between lattice-based and lattice-free approaches, will be a fruitful
avenue for future research.
• Finding new methods to construct informative summary statistics for
stochastic models of collective cell spreading
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The data summaries obtained from experimental images in Chapters 3, 4 and 5
are suitable for our parameter estimation purposes. We verified this by performing
simulation studies to investigate if known parameter values can be recovered on
the basis of these summaries. However, it is worthwhile to note that there are
other possible ways to summarise the data. The choice of the summary depends on
the purpose of the analysis and the mathematical model used in the analysis. For
example, the roughness of the leading edge was shown to be influenced by individual
cell motility (Muzzio et al., 2014). So the roughness of the leading edge could be
an informative summary statistic for the cell motility parameter and we leave this
for future research.
Although the techniques used for image analysis in this work are relatively simple,
for many images, where cells are close to each other, manual identification and
counting of cells was required. This poses an important question about searching
for a fast and e cient approach to extract experimental data from sequences of im-
ages. Binder et al. (2015) developed three new metrics to quantify two-dimensional
spatial patterns of a spreading population of yeast colonies within a circular domain,
which is similar to the barrier assays we considered in this thesis. The new metrics
namely radial, angular and angular pair-correlation metrics were calculated based
on computing the occupied area by the cell colony in a particular region. Binder
et al. (2015) suggested that these metrics were highly informative for modelling
spreading of yeast colonies. Thus, these metrics could be used to construct sum-
mary statistics for our ABC approach since they are automatically computed and
only need the population-scale images, no cell counting or cell labelling is required.
• Finding solutions for experimental design problems
The future of ABC methods in collective cell spreading models should also focus on
experimental design to investigate the number of replicates, the times to terminate
experiments and the initial number of cells to use in order the gain the most in-
formation about the parameters for some fixed amount of resources, e.g. monetary
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cost. Experimental design for models with intractable likelihoods has been explored
in Drovandi and Pettitt (2013); Hainy et al. (2015); Ryan et al. (2015). However,
to our knowledge, Bayesian experimental design has not yet been investigated in
stochastic models describing collective cell spreading. The methodology of Ryan
et al. (2015) will need to be extended to handle the complexities associated with
the stochastic models and also the way that the collective cell spreading images are
summarised.
• Improving the flexibility of the Bayesian parametetric bootstrap for mod-
els with intractable likelihoods
The performance of the Bayesian parametric bootstrap in Chapter 5 depends some-
what on the quality of the pilot run and the regression procedure. There are also
several alternative approaches to the linear regression such as non-linear regression
methods (Blum and Franc¸ois, 2010), artificial neural networks (Chen, 2012; Jiang
et al., 2015) or partial least squares (Beaumont, 2012). Chen (2012) demonstrated
that an artificial neural network with one hidden layer consists of 15 nodes outper-
forms the linear regression model of Fearnhead and Prangle (2012) using an example
based on a stochastic queueing process. Jiang et al. (2015) developed multilayer
neural networks to construct an approximation of the posterior means which are
then used as summary statistics in ABC algorithms. One extension of our work is
to apply the methods in Jiang et al. (2015) to obtain a better approximations of
the posterior means.
In statistical methodology, there is also interest in developing an alternative ap-
proach to ABC such as synthetic likelihood, which assumes a multivariate normal
approximation to the likelihood of a summary statistic of interest (Price et al.,
2016). This study demonstrates that, for some cases, the synthetic likelihood out-
performs the ABC methods in term of the computational e ciency. We expect that
integrating synthetic likelihood with the more complex stochastic models mentioned
above, or with model choice problems will lead to further research.
APPENDIX A
Supplementary material for Chapter 3: “Quantifying
uncertainty in parameter estimates for stochastic models of
collective cell spreading using approximate Bayesian
computation”
A.1 Summary of Simpson et al.’s experimental data
Table A.1: Summary of Simpson et al.’s experimental data.
C(0) T (h) Diameters (mm)
Experimental scenario 1 Experimental scenario 2
5 000
0 6.014 6.104 5.924 6.014 6.104 5.924
24 6.308 6.550 6.650 6.456 6.630 6.444
48 6.566 6.930 6.980 7.776 7.537 7.797
72 7.126 7.231 7.300 8.537 8.578 8.417
10 000
0 6.106 6.018 6.039 5.919 6.101 5.971
24 6.524 6.673 6.590 6.777 6.602 6.424
48 7.093 6.921 7.095 7.992 8.060 7.665
72 7.600 7.428 7.412 9.472 8.931 9.424
30 000
0 6.157 6.072 6.061 6.084 6.058 6.073
24 7.168 7.520 7.504 7.479 7.626 7.847
48 8.207 8.196 8.210 8.889 8.993 9.041
72 8.731 8.643 8.806 9.771 10.190 10.213
131
A.2. Random walk algorithm 132
A.2 Random walk algorithm
Simulation algorithm for the second experimental scenario, where collective cell spreading
is driven by combined cell motility and cell proliferation.
1 Initialise the simulated experiment at t = 0, set values for C(0), ⌧,  , T
2 Let Pp =  ⌧ , N = T/⌧ and t = 0
3 for i = 1 to N do
4 t = t+ ⌧
5 Let C(t) be the total number of agents at time t
6 for j = 1 to C(t) do
7 Draw r ⇠ discrete-uniform (1, C(t)) to choose which agent to move
8 Draw d ⇠ uniform (0, 1) to choose the target site
9 Move the agent if the target is vacant
10 end
11 Let Np = b(C(t)⇥ Pp)c, R = C(t)⇥ Pp  Np
12 for j = 1 to Np do
13 Draw r ⇠ discrete-uniform (1, C(t)) to choose which agent to proliferate
14 Draw d ⇠ U(0, 1) to choose the target site for the new daughter agent
15 Deposit the daughter agent only if the target is vacant and update C(t)
16 end
17 If U(0, 1) < R then perform lines 13–15 once
18 end
Algorithm A.1: Random walk algorithm for the second experimental scenario.
In this algorithm, the function b·c denotes the integer part of a real number.
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A.3 Results for the second experimental scenario
Table 2 summarises the ABC prior distributions used in Section 3.3.2 (main document).
Table A.2: Prior distributions for ⌧ and   when the technique outlined in Section 3.3.2 (main document)
is applied.
C(0) T (h) Prior for ⌧ (h) Prior for   (h 1)
5 000
24 Gamma (374.6, 3.3⇥ 10 4) U(0, 0.3)
48 Gamma (444.5, 2.1⇥ 10 4) U(0, 0.3)
72 Gamma (311.9, 2.0⇥ 10 4) U(0, 0.3)
10 000
24 Gamma (818.2, 1.4⇥ 10 4) U(0, 0.3)
48 Gamma (1112.8, 6.8⇥ 10 5) U(0, 0.3)
72 Gamma (113.6, 5.1⇥ 10 5) U(0, 0.3)
30 000
24 Gamma (2199.1, 4.1⇥ 10 5) U(0, 0.3)
48 Gamma (2759.2, 2.3⇥ 10 5) U(0, 0.3)
72 Gamma (3024.5, 1.8⇥ 10 5) U(0, 0.3)
Results in Fig. 1-2 show the ABC posterior distributions for both ⌧ and   for the ex-
peirments with C(0) = 5000 and C(0) = 30000, respectively. In Fig. 1-2, the results in
(a-c) show the Gamma prior for ⌧ and the ABC posterior distributions obtained from
the techniques described in Section 3.3.1 and Section 3.3.2 (main document).
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Figure A.1: ABC posterior densities for ⌧ for the experiments initialised with 5 000 cells, in the second
experimental scenario, where cell spreading is driven by combined cell motility and proliferation. Results
in (a-c) correspond to the ABC posterior distributions for ⌧ , whereas the results in (d-f) summarise the
ABC posterior distributions for  . The blue (dashed) lines in (a-c) corresponds to the fitted Gamma
prior (GP) distributions for ⌧ (as described in Table 2 above); the black (dotted) lines (P1) correspond
to the approach outlined in Section 3.3.1 (using a uniform prior for both ⌧ and  ), while the red (solid)
lines (P2) correspond to the approach outlined in Section 3.3.2 (using a Gamma prior for ⌧ and a uniform
prior for  ).
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Figure A.2: ABC posterior densities for ⌧ for the experiments initiated with 30 000 cells, in the second
experimental scenario, where cell spreading is driven by combined cell motility and proliferation. Results
in (a-c) correspond to the ABC posterior distributions for ⌧ , whereas the results in (d-f) summarise the
ABC posterior distributions for  . The blue (dashed) lines in (a-c) corresponds to the fitted Gamma
prior (GP) distributions for ⌧ (as described in Table 2 above); the black (dotted) lines (P1) correspond
to the approach outlined in Section 3.3.1 (using a uniform prior for both ⌧ and  ), while the red (solid)
lines (P2) correspond to the approach outlined in Section 3.3.2 (using a Gamma prior for ⌧ and a uniform
prior for  ).
APPENDIX B
Supplementary material for Chapter 4: “Melanoma cell colony
expansion parameters revealed by approximate Bayesian
computation”
Radius of expanding cell population
Summary of Treloar et al. (2013) experimental data for all population-scale images in two
di↵erent experimental scenarios: (1) Mitomycin-C is applied as a treatment to suppress
cell proliferation, and (2) no treatment is applied. Measurements of the radius of the
entire expanding cell populations for all experimental conditions are given below.
Table B.1: Radius of expanding cell populations. Here C(0) and T are the initial cell density and
the experimental termination time (in hours), respectively.
C(0) T Radius (mm)
(h) with Mitomycin-C pre-treatment without Mitomycin-C pre-treatment
20,000
0 3.1801 3.1845 3.1847 3.1821 3.1799 3.1850
24 3.2619 3.2535 3.2713 3.3036 3.3105 3.3165
48 3.3518 3.3590 3.3605 3.4557 3.4583 3.4590
30,000
0 3.1840 3.1826 3.1810 3.1910 3.1800 3.1830
24 3.3176 3.3020 3.3062 3.3322 3.3393 3.3360
48 3.3574 3.3629 3.3679 3.5652 3.5410 3.5760
Cell count
The total number of cells in six sub-regions (averaged over three replicates) for all ex-
perimental conditions. Here C(0) and T are the initial cell density and the experimental
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termination time (in hours), respectively.
Table B.2: Cell counts. Number of cells in six sub-regions in a transect image for two experimental
scenarios, averaged over three replicates.
C(0) T Number of cells
(h) with Mitomycin-C pre-treatment without Mitomycin-C pre-treatment
20,000
0 231 241 252 237 217 236 231 229 239 243 253 231
24 242 227 236 245 237 228 444 445 407 457 440 424
48 245 248 236 241 233 227 653 631 647 676 644 654
30,000
0 344 330 345 353 350 340 354 349 361 335 344 331
24 359 337 340 358 346 359 597 572 587 566 564 595
48 364 363 381 374 371 366 791 809 795 815 800 768
Percentages of isolated cells
The percentages of isolated cells in six sub-regions (averaged over three replicates). Here
C(0) and T are the initial cell density and the experimental termination time (in hours),
respectively.
Table B.3: Percentages of isolated cells in six sub-regions in a transect image for two
experimental scenarios, averaged over three replicates.
C(0) T Percentages of isolated cells (%)
(h) with Mitomycin-C pre-treatment without Mitomycin-C pre-treatment
20,000
0 34.7 42.2 39.4 47.13 34.49 41.6 41.04 42.8 39.2 36.4 34.6 37.1
24 29.6 37.4 36.9 36.1 35.7 32.8 12.3 11.8 12.6 11.2 11.0 10.1
48 29.8 32.6 33.2 31.9 30.6 30.5 2.4 2.6 2.3 2.0 3.1 2.4
30,000
0 24.2 25.8 26.8 26.1 25.1 23.0 23.1 23.4 25.9 23.7 20.2 25.4
24 16.5 15.4 17.8 16.0 17.5 18.6 3.2 4.1 4.2 4.4 4.8 3.2
48 10.0 13.3 11.2 8.8 11.6 12.61 0.6 0.6 0.8 0.6 0.5 0.9
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Simulation algorithm for the discrete stochastic model
The simulation algorithm for the discrete stochastic model describing the expansion of
cell colonies is shown in Algorithm B.1, with the function b·c denotes the integer part of
a real number.
1 Initialise the simulated experiment at t = 0, set ⌧ = 0.04 and set values for C(0),
Nsteps, Pm, Pp, q
2 for i = 1 to Nsteps do
3 Let C(t) be the total number of agents at time t
4 Let Nmove = b(C(t)⇥ Pm)c, R = C(t)⇥ Pm  Nmove
5 for j = 1 to Nmove do
6 Draw r ⇠ discrete-uniform (1, C(t)) to choose which agent to move
7 Compute the number of occupied neighbours, a
8 if uniform (0,1)  (1  q)a then
9 Draw d ⇠ uniform (0, 1) to choose the target site
10 Move the agent if the target is vacant
11 end
12 end
13 Choose an agent to undertake a motility event with probability R⇥ (1  q)a (i.e.
repeat steps 7–12 above)
14 Let Np = b(C(t)⇥ Pp)c, R = C(t)⇥ Pp  Np
15 for j = 1 to Np do
16 Draw r ⇠ discrete-uniform (1, C(t)) to choose which agent to proliferate
17 Draw d ⇠ uniform (0, 1) to choose the target site for the new daughter agent
18 Deposit the daughter agent only if the target is vacant and update C(t)
19 end
20 Choose an agent to undertake a proliferation event with probability R
21 Update population of agents to time t = t+ ⌧
22 end
Algorithm B.1: Simulation algorithm for the discrete stochastic model that includes
mechanisms for cell motility, cell proliferation and cell-to-cell adhesion. If cell proliferation
is suppressed then lines 14–20 can be omitted.
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ASMC Algorithm
In our ASMC algorithm, N↵ = b↵Nc is the number of particles to keep at each iteration
among the N particles, where ↵ 2 [0, 1] and the stopping criterion is either the minimal
acceptance rate, paccmin , or a target tolerance, ✏final. A reasonable choice for ↵ is 0.5
Drovandi and Pettitt (2011b). Here N (·, ·) denotes the multivariate normal distribution.
1 Given N , N↵, paccmin , ✏final.
2 Set pacc = 1, k = 0
3 for i = 1 to N do
4 Simulate ✓(k)i ⇠ ⇡(✓) and ysim ⇠ f(·|✓(k)i )
5 ⇢(k)i = ⇢(S(yobs), S(ysim))
6 w(k)i =
1
N
7 end
8 ✏(k) = max
i=1,...,N
{⇢(k)i }
9 while (pacc > paccmin) and (✏
(k) > ✏final) do
10 Sort the particle set (✓(k)i , ⇢
(k)
i )
N
i=1 by ⇢
(k)
i , such that ⇢
(k)
1  ⇢(k)2  ...  ⇢(k)N
11 Normalise the weights W (k)i = w
(k)
i /
PN↵
j=1w
(k)
j for i = 1, . . . , N↵
12 Set ⌃k as twice the weighted empirical covariance using (✓
(k)
i ,W
(k)
i )
N↵
i=1
13 Set ✏(k) = ⇢(k)N N↵ and the number of trials, Ntrials = 0
14 for i = N↵ + 1 to N do
15 while ⇢(k)i > ✏
(k) do
16 Draw ✓?i from (✓
(k)
j ,W
(k)
j )
N↵
j=1
17 Generate ✓(k)i |✓?i ⇠ N (✓?i , ⌃k) and simulate ysim ⇠ f(·|✓(k)i )
18 Set Ntrials = Ntrials + 1
19 Compute ⇢(k)i = ⇢(S(yobs), S(ysim))
20 end
21 Set w(k)i =
⇡(✓
(k)
i )PN↵
j=1W
(k)
j N (✓(k)i ;✓(k)j ,⌃k)
22 end
23 Set pacc =
N N↵
Ntrials
24 Normalise the weights W (k)i = w
(k)
i /
PN
j=N↵+1
w(k)j for i = N↵ + 1, . . . , N .
25 Set w(k+1)i =
N↵
N W
(k)
i for i = 1, . . . , N↵ and w
(k+1)
i =
N N↵
N W
(k)
i for
i = N↵ + 1, . . . , N
26 Set k = k + 1
27 end
Algorithm B.2: ASMC algorithm.
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ABC posterior distributions for D, q and   for experiments in Scenario 2,
C(0) = 30,000 cells.
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Figure B.1: ABC posterior distributions for D, q and   for experiments in Scenario 2. These
results correspond to C(0) = 30,000. Subfigures A–C, D–F and G–I correspond to the ABC posterior
estimates for the experiments at 0–24 h, 24–48 h and 0–48 h, respectively. In all subfigures, the blue
curves with markers, P1, correspond to the approach using uninformative priors for all parameters. The
red solid curves, P2, correspond to the approach using informative priors for D, q and an uninformative
prior for  . The fitted bivariate normal priors, bvn prior, are shown as black dashed curves.
APPENDIX C
Supplementary material for Chapter 5: “Bayesian parametric
bootstrap for models with intractable likelihoods”
1 Given observed data y, N > 0, summary statistics s(·), a proposal density g(✓), with
g(✓) > 0 when the prior p(✓) > 0, a density kernel K(·), with max{K(·)} = 1 and a
bandwidth ✏ > 0
2 compute sobs = s(y)
3 for j = 1 to N do
4 simulate ✓i ⇠ g(✓)
5 simulate x ⇠ p(·|✓i), and calculate s = s(x)
6 with probability K{(s  sobs)/✏} set Wi = p(✓i)/g(✓i); otherwise set Wi = 0
7 end
Algorithm C.1: ABC importance and rejection sampling (ABC IS) (Fearnhead and
Prangle, 2012)
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1 Given N , N↵, sobs = s(y), paccmin , ✏T and the prior distribution p(✓).
2 set pacc = 1, t = 0
3 for i = 1 to N do
4 simulate ✓(t)i ⇠ p(✓) and x ⇠ p(·|✓(t)i )
5 compute s = s(x), ⇢(t)i = ⇢(sobs, s) , w
(t)
i =
1
N
6 end
7 compute ✏(t) = max
i=1,...,N
{⇢(t)i }
8 while (pacc > paccmin) and (✏
(t) > ✏T ) do
9 sort the particle set (✓(t)i , ⇢
(t)
i )
N
i=1 by ⇢
(t)
i
10 normalise the weights W (t)i = w
(t)
i /
PN↵
j=1w
(t)
j , i = 1, . . . , N↵
11 set ⌃t as twice as the weighted empirical covariance using (✓
(t)
i ,W
(t)
i )
N↵
i=1
12 set ✏(t) = ⇢(t)N N↵ and the number of trials, Ntrials = 0
13 for i = N↵ + 1 to N do
14 while ⇢(t)i > ✏
(t) do
15 resample ✓?i from (✓
(t)
j ,W
(t)
j )
N↵
j=1
16 generate ✓(t)i |✓?i ⇠ N (✓?i , ⌃t)
17 simulate x ⇠ p(·|✓(t)i )
18 compute s = s(x), ⇢(t)i = ⇢(sobs, s)
19 Ntrials = Ntrials + 1
20 end
21 set w(t)i =
⇡(✓
(t)
i )PN↵
j=1W
(t)
j N (✓(t)i ;✓(t)j ,⌃t)
22 end
23 set pacc =
N N↵
Ntrials
24 normalise the weights W (t)i = w
(t)
i /
PN
j=N↵+1
w(t)j , i = N↵ + 1, . . . , N .
25 set w(t+1)i =
N↵
N W
(t)
i , i = 1, . . . , N↵ and w
(t+1)
i =
N N↵
N W
(t)
i , i = N↵ + 1, . . . , N
26 set t = t+ 1
27 end
Algorithm C.2: SMC ABC of Vo et al. (2015a)
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1 Given observed data y, the prior distribution p(✓) and integers M,B > 0
2 Optional: Perform an ABC pilot run, using initial summary statistics sinit, to obtain a
training region of ✓
3 Generate M synthetic data sets for the regression: Simulate ✓i from the prior or
truncated region as appropriate, and generate xi ⇠ p(·|✓i), i = 1, . . . ,M
4 Perform a regression analysis: ✓i = ↵ +  Tf(xi) + ✏i, i = 1, . . . ,M , for each component
in ✓
5 Compute the point estimate ✓ˆ = ↵ˆ +  ˆTf(y), for each component in ✓
6 for j = 1 to B do
7 Simulate xj ⇠ p(·|✓ˆ)
8 Compute the bootstrap value, ✓j = ↵ˆ +  ˆTf(xj)
9 Compute the weight Wj / p(✓j)
10 end
11 Optional: Use the weighted sample {✓j,Wj}Bj=1 to form an initial importance/proposal
distribution for other ABC algorithms.
Algorithm C.3: Likelihood-free Bayesian parametric bootstrap
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1 Given N , N↵, paccmin , ✏T , the prior distribution p(✓), a summary statistic function s(·)
and sobs = s(y).
2 Obtain the Bayesian parametric bootstrap distribution, g(✓), as described in Algorithm
3
3 Set pacc = 1, t = 0
4 for i = 1 to N do
5 Simulate ✓(t)i ⇠ g(✓) and x ⇠ p(·|✓(t)i )
6 compute s = s(x), ⇢(t)i = ⇢(sobs, s)
7 w(t)i =
⇡(✓i)
g(✓i)
8 end
9 ✏(t) = max
i=1,...,N
{⇢(t)i }
10 while (pacc > paccmin) and (✏
(t) > ✏T ) do
11 Sort the particle set (✓(t)i , ⇢
(t)
i )
N
i=1 by ⇢
(t)
i , such that ⇢
(t)
1  ⇢(t)2  ...  ⇢(t)N
12 Normalise the weights W (t)i = w
(t)
i /
PN↵
j=1w
(t)
j for i = 1, . . . , N↵
13 Set ⌃t as twice as the weighted empirical covariance using (✓
(t)
i ,W
(t)
i )
N↵
i=1
14 Set ✏(t) = ⇢(t)N N↵ and the number of trials, Ntrials = 0
15 for i = N↵ + 1 to N do
16 while ⇢(t)i > ✏
(t) do
17 Draw ✓?i from (✓
(t)
j ,W
(t)
j )
N↵
j=1
18 Generate ✓(t)i |✓?i ⇠ N (✓?i , ⌃t) and simulate x ⇠ p(·|✓(t)i )
19 Compute s = s(x), ⇢(t)i = ⇢(sobs, s)
20 Ntrials = Ntrials + 1
21 end
22 Set w(t)i =
⇡(✓
(t)
i )PN↵
j=1W
(t)
j N (✓(t)i ;✓(t)j ,⌃t)
23 end
24 Set pacc =
N N↵
Ntrials
25 Normalise the weights W (t)i = w
(t)
i /
PN
j=N↵+1
w(t)j for i = N↵ + 1, . . . , N .
26 Set w(t+1)i =
N↵
N W
(t)
i for i = 1, . . . , N↵ and w
(t+1)
i =
N N↵
N W
(t)
i for
i = N↵ + 1, . . . , N
27 Set t = t+ 1
28 end
Algorithm C.4: PB SMC ABC algorithm
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