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Abstract	
This research trains a multilayer perceptron (MLP) to identify an N-port electrical 
network given S-parameter files of the system. Since the rational expansion of the transfer 
function is known, the problem is simplified to finding poles and residues of a fixed number of 
terms to approximate the transfer function. We take S-parameters at different frequencies as 
input, preprocess the data and pass it into a simple MLP to output poles and residues. Once the 
poles and residues arrive, we feed them back into the rational expansion to calculate the 
approximated transfer functions’ values given different frequencies. To obtain the loss of the 
network, we compute the difference between the calculated transfer functions output and the 
given S-parameters, since S-parameters are values of the real transfer function. Finally, we 
update the weights of the MLP by minimizing the loss. 
Our code is written in TensorFlow. It gives users the flexibility to choose the number of 
ports, poles and residues to describe the electrical system. It also allows users to define the batch 
size, weight initializers, number of layers, size of layers and activation functions for the neural 
network.   
Subject Keywords: S-parameters; neural network  
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1.	Introduction	
S-parameters are values of transfer functions. They are ratios of the outputs of an N-port 
electrical network to the inputs from all ports. Given S-parameters of a circuit, system 
identification via rational expansion is important to time-domain simulation and verification. 
Traditionally, we use vector fitting to approximate poles and residues, thereby approximating the 
transfer function. The problem with vector fitting is that it becomes computationally expensive in 
Monte Carlo simulation with many S-parameter files.  
Therefore, this research focuses on using a neural network to find poles and residues of a 
circuit given its S-parameter files. An advantage of using a neural network is that the learning 
process will be less expensive than vector fitting with extremely large data set. Another 
advantage is that when new S-parameters arrive, with a pre-trained neural network, we can 
approximate a new transfer function easily by passing the new data in the forward path, whereas 
with vector fitting we need to solve another complicated linear problem. 
     Here we train multilayer perceptrons, a type of neural network, to learn a two-port 
electrical network. We re-compute S-parameters from the transfer function approximated with 
poles and residues found in the network, and then we calculate the loss using the difference 
between the re-computed and the given values of S-parameters. Our code is written in 
TensorFlow and provides great flexibility to users, such as choosing the number of ports of the 
circuit system, or the initializers and activation functions of the neural network.  
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2.	Background	
2.1	S-parameters	and	Transfer	Functions	
 A port of an electrical network is a pair of terminals through which the network interacts 
with the external circuit. By definition, current going in through a port must equal to the current 
coming out through the same port but with opposite direction. Using ports helps simplify the 
model and usage of an electrical network. 
 At high frequencies, power waves are used instead of currents and voltages to describe 
circuit behavior. S-parameters, entries of the scattering matrix of a multi-port network, describe 
how radio waves propagate through the network. When a radio wave enters the network from 
one port, it can be reflected out of the network by the same port, or, it can leave the network 
from another port. Therefore, for an N-port network, there can be 𝑁	×	𝑁 combinations of input-
output path for radio waves propagation, which is why an 𝑁	×	𝑁 scattering matrix is used to 
describe an N-port network. In the scattering matrix, 𝑆𝑖𝑗 represents the ratio of the output wave 
from port 𝑗 over the input wave from port 𝑖 [1]. 
 𝑆𝑖𝑗 is a complex number because it represents both the magnitude change and phase 
change of the signal after its propagation through the N-port network. The scattering matrix of a 
2-port network should look like this: 𝑆11 𝑆12𝑆21 𝑆22  
  
We can use a transfer function to calculate the output-input ratio directly. For every 
output-input pair, the transfer function takes the form of: 𝑟𝑘2𝜋𝑓 ∙ 𝑗 − 𝑝𝑘 + 𝑟𝑘∗2𝜋𝑓 ∙ 𝑗 − 𝑝𝑘∗𝑘  
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where 𝑟𝑘 is the residue and  𝑝𝑘is the pole of the kth term, while 𝑟𝑘∗  and 𝑝𝑘∗  are their complex 
conjugates. As we can see, an S-parameter takes the value of a transfer function at different 
frequency 𝑓. For the same N-port network, transfer functions of all S-parameters share the same 
poles but different residues.   
 We can use vector fitting to approximate the transfer functions by doing pole relocation, 
where we first come up with some starting poles and identify the corresponding starting residues, 
then we repeatedly solve a linear problem in order to iteratively improve poles and residues. 
Convergence usually happens very fast, which makes vector fitting a popular method in 
electromagnetic simulation [2] [3]. 
2.2	Neural	Network	
 However, vector fitting is still computationally expensive for an analysis like Monte 
Carlo simulation, where a large number of S-parameters are involved. Therefore, in this research 
we use a neural network to learn poles and residues instead. In particular, we use multilayer 
perceptrons (MLP) as our model.      
 Multilayer perceptrons is a feed-forward neural network with an input layer, an output 
layer and any number of hidden layers in-between. The output layer as well as each of the hidden 
layers have their own weights and biases to train; activation functions can also be applied to 
those layers in order to introduce non-linearity. A two-layer perceptron has the form: 𝑓 𝑥 = 𝑓4(𝑓6(𝑥)) = 	𝑔4 ∙ (𝒘𝟐 ∙ 𝑔6(𝒘𝟏𝒙 + 𝑏4) + 𝑏4	) 
where 𝑤 represents weights, 𝑏 represents biases and 𝑔 represent activation functions. 
Similarly, a multilayer perceptrons has the form: 𝑓 𝑥 = 𝑓?(…𝑓4(𝑓6(𝑥))) = 𝑔A(…	𝑔4 ∙ (𝒘𝟐 ∙ 𝑔6(𝒘𝟏𝒙 + 𝑏4) + 𝑏4	)) +	𝑏A 
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  In our case, the input 𝒙 is a matrix of S-parameters measured at different frequencies of a 
circuit. Our goal is to find the transfer function of every propagation path, which means that our 
neural network should learn a set of poles that is shared among all transfer functions, and a 
different set of residues for each path. 
 It should be noticed that an S-parameter file of a circuit with measurement at multiple 
frequencies is counted as one data point. Compared to an image recognition problem, an S-
parameter file of a single circuit is similar to an image. To train the neural network, we input S-
parameter files of different but similar circuits, which is analogous to input multiple images of 
different cats to an image recognition network. If we mix one or two S-parameter files of circuits 
with distinct behavior, which is like mixing one or two dog images into a sample of cat images, 
the neural network will not be able to model these distinct circuits (or recognize the dog image) 
correctly.  
2.3	TensorFlow	
 “TensorFlow™ is an open source software library for high performance numerical 
computation” [4]. We use TensorFlow to train our network because of its performance and 
plentiful technical support offered by its active community.  
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3.	Research	Setup	and	Results	
In this research, we focus on learning poles and residues of 2-port electrical networks. 
There are 24 = 4 S-parameters for the 2-port network at every frequency. Depending on the 
number of terms to approximate transfer functions, which we call the degree of rational 
expansion, there should be 1 + 4 ×𝑑𝑒𝑔𝑟𝑒𝑒	outputs for the neural network, where 1 is dedicated 
to the shared poles, and 4 is dedicated to four sets of residues corresponding to paths (port - port) 
1-1, 1-2, 2-1 and 2-2.  
We sample 50 frequencies on different simple 2-port networks of similar circuitry 
structure to produce S-parameter files. Each row in the file contains 9 columns. The 1st column 
holds frequencies, the 2nd column holds the real numbers of S11, the 3rd column holds the 
imaginary numbers of S11, the 4th column holds the real numbers of S12, and so on.  
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3.1	Structure	of	the	Network	
 Figure 1 shows the overall structure of the network. To preprocess data, we store the real 
numbers of the corresponding S11, S12, S21 and S22 parameters into a 50 x 4 matrix. Similarly, we 
store the imaginary numbers of the corresponding S-parameters into another 50 x 4 matrix. We 
stack these two matrices together to create a 2 x 50 x 4 matrix for one S-parameter file. After 
reading all files, we have a list of 3D matrices, each of which represents a data point (as well as a 
circuit). We then shuffle the data set to get batched data. A batched input 𝒙 should have shape 2 
x 50 x 4 x BatchSize. 
 
Figure	1	The	structure	of	the	neural	network		
 Once we have the data, we can pass them into the transform layer. This layer “flattens” a 
data point in the second dimension from 50 to 1 by multiplying 𝒙 by a weight then adding it a 
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bias: 𝒙𝒕 = 𝒘𝒕𝒙 + 𝒃𝒕. Then, we reduce the dimension of 𝒙𝒕 by removing the second dimension. 
The shape of 𝒙𝒕 is now 2 x 4 x BatchSize. 
 Then we pass 𝒙𝒕	into the hidden layer. Here we use one layer with 50 neurons and a 
sigmoid activation function. The operation performed in this layer is the following, where 𝒘𝒉 is 
of shape 2 x 50 x 4: 𝒚𝒉 = 𝜎(𝒘𝒉𝒙𝒕 + 𝒃𝒉)	 
 Next, we pass 𝒚𝒉 into the output layer. We do an operation similar to that for the hidden 
layer, multiplying 𝒚𝒉 by a weight of shape 2 x (degree x 5) x 50 and adding it a bias, but we use 
no activation function here: 𝒚𝒐 = 𝒘𝒐𝒙𝒉 + 𝒃𝒐 
 Now we have an output matrix 𝑨 of shape 2 x (degree x 5) x BatchSize, and we slice it 
along its second dimension into 5 parts. The first part, i.e. 𝑨[: , 0: 𝑑𝑒𝑔𝑟𝑒𝑒, ∶], is a prediction of 
poles; the second part, i.e. 𝑨[: , 𝑑𝑒𝑔𝑟𝑒𝑒: 2×𝑑𝑒𝑔𝑟𝑒𝑒, ∶], is a prediction of residues corresponding 
to S11; the third part, i.e.	𝑨[2×𝑑𝑒𝑔𝑟𝑒𝑒 ∶ 3×𝑑𝑒𝑔𝑟𝑒𝑒, : ], is a prediction of residues corresponding 
to S12; and so on. Once we have poles and residues for every input-output path, we put them back 
into the formula of transfer functions: 
𝑟S2𝜋𝑓 ∙ 𝑗 − 𝑝S + 𝑟S∗2𝜋𝑓 ∙ 𝑗 − 𝑝S∗TUVWUUS  
Since we have the transfer function, we can estimate Sij at a given frequency, by using the 
set of residues corresponding to Sij and the set of shared poles to calculate the transfer function 
value at a given frequency. The difference between the estimated S-parameters and the true S-
parameters from the S-parameter files at the same frequency will be the loss of the neural 
network.  
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 Finally, to update weights and bias in the neural network, we use a gradient descent 
optimizer with a learning rate of 0.01 for the first 20000 steps and a learning rate of 0.001 
afterwards. 
3.2	Codes	
 Our code supports command-line inputs for the following parameters: 
• Path to S-parameter files 
• Number of ports 
• Degree of rational expansion 
• Batch size 
• Learning rate 
• A list of weight initializers to use in every layer 
• A list of activation functions to use in very layer 
• A list of sizes of every hidden layer  
• An optimizer 
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3.3	Result	
 Figure 2 shows the loss of the neural network. As we can see, it decreases over time, 
which means the approximated transfer functions of path (port-port) 1-2, 2-1, 2-2 and 2-3 give 
closer estimated S11, S12, S21 and S22 values as training continues.  
 
 
Figure	2.	Loss	of	the	neural	network	
Figure 3. shows plots of the real and imaginary number of S21 at different frequencies 
from the given S-parameter file, while Figure 3. shows the estimated S21 values at the 
corresponding frequencies after 5000 steps of training. We can see from the comparison of the 
given and estimated S21 that our neural network is learning to reconstruct poles and residues of 
the circuit during training. 
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Figure	3	S21	at	different	frequencies	(Hz)	from	the	given	S-parameter	file	
 
Figure	4	Estimated	S21	at	different	frequencies	(Hz)	from	5000	steps	of	training	
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4.	Conclusion	
In this research, we use a neural network to learn poles and residues of a simple 2-port 
network in order to find the rational expansion of the transfer functions. We have developed 
useful TensorFlow code to give users the flexibility of designing and tuning the neural network. 
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