In this work, a new chlorophyll estimation approach based on the reflectance/transmittance from the leaf being analyzed is proposed. First, top/underside images from the leaf under analysis are captured, then, the base parameters (reflectance/transmittance) are extracted. Finally, a double-variable linear regression model estimates the chlorophyll content. In order to estimate the base parameters, a novel optical arrangement is presented. On the other hand, in order to provide a portable device, suitable for chlorophyll estimation under large scale food crops, we have implemented our optical arrangement and our algorithmic formulation inside an FPGA-based smart camera fabric. Experimental results demonstrated that the proposed approach outperforms (in terms of accuracy and processing speed) most previous vision-based approaches, reaching more than 97% accuracy and delivering fast chlorophyll estimations (near 5ms per estimation).
INTRODUCTION
Smart cameras are image/video acquisition devices with self-contained image processing algorithms that simplify the formulation of a particular application 1, 2 . For example, algorithms for smart video surveillance could detect and track pedestrians 3 , but for a robotic application, algorithms could be feature detection or feature tracking 4, 5 . In this work, the aim is for a fast/accurate solution for the chlorophyll estimation problem. This is motivated because previous work has limitations due to high processing time and cost or low accuracy. In general, laboratory tests deliver high accuracy (ground truth) but processing time and cost are high. In practice, others techniques, faster and cheaper than laboratory tests are used, unfortunately, in most cases these techniques have low accuracy or the system size makes it difficult to implement under large scale food crops. In our case, we believe that a smart camera that addresses the chlorophyll estimation problem could be a useful contribution for the current state of the art since fast estimations with compact system design could be obtained.
Chlorophyll estimation under food crops
Given the current population growth rate, food crops demand has been highly increased. So, in order to obtain more efficient crops, most of the current food producers supervise their crops health since it is well known that stress conditions affect photosynthetic activity. In recent years, one popular approach consists in estimate the chlorophyll content in the plants leaves within a crop 6, 7, 8, 9, 10, 11, 12, 8 . This is because there is a high correlation between the chlorophyll content and the plants health 13 then, in current literature, several approaches for chlorophyll estimation can be found 14, 15 . In most cases, devices such as the Soil Plant Analysis Development (SPAD) are used for the chlorophyll estimation 16, 17 . In general, the SPAD device measures the leaf absorbance at several wavelengths. Then, based on the absorbance, a SPAD numerical value, proportional with the chlorophyll content, is computed. In theory the SPAD device delivers fast estimations with high accuracy. Unfortunately, in practice it only estimates the absorbance at one point of the leaf under analysis. i.e., it estimates the chlorophyll content within a small spatial location of the leaf. To solve this problem, it is necessary to make iterative measurements at different spatial locations. Finally, the average value corresponds with the chlorophyll content, in addition, the high cost of the SPAD technology makes it difficult to implement under large scale food crops. Other trend, that aims for low cost and fast chlorophyll estimations, are vision-based approaches 12, 8 . In this context, image processing algorithms are applied with the assumption that chlorophyll content defines the leaf color. i.e., low chlorophyll contents generate yellowish-green colors while high chlorophyll content involves dark green colors. In previous works, several vision based approaches have been proposed and several image processing algorithms have been developed 6, 7, 8, 9, 10, 11 , unfortunately, it was demonstrated that they achieve relatively low accuracy (compared with the SPAD device).
Motivation and scope
In this work, the aim is for a fast/accurate solution for the chlorophyll estimation problem, in addition, we are interested in a compact system design since this could be useful under large food crops in which portable devices are desirables. The contribution of this work is twofold, first, this work proposes a novel mathematical formulation that uses the reflectance/transmittance within the visible electromagnetic spectrum range as base parameters for the chlorophyll estimation. Second, an FPGA-based smart camera capable to capture the base parameters (reflectance/transmittance) and where the chlorophyll estimation is carried out in a parallel architecture is presented. The rest of this manuscript is organized as follows: Section 2 presents the related work. In Section 3, details about the proposed approach, details about the FPGA architecture and our smart camera implementation are shown. Experimental results and comparison with previous works are detailed in section 4. Finally, Section 5 concludes this manuscript.
RELATED WORK
Approaches such as 12, 8 capture images with airborne cameras. These techniques have the advantage of monitoring large land areas. Unfortunately, their cost is high (higher than the SPAD-based approach) and there is no control for ambient lighting changes that decreases the accuracy. There are other approaches that capture images at different wavelengths. In particular, multispectral and hyperspectral images with 300 -1200 nm have been used 6, 7, 8, 9, 10, 11 . Other authors 18, 19, 20, 21 have used images with visible spectrum (300-700 nm) information in order to determine a correlation value between chlorophyll/nitrogen content. In general, multispectral/hyperspectral based approaches reach relatively high accuracy and real time processing. Unfortunately, their cost and size are high (similar size than the SPAD device and similar cost but with lower accuracy). Other approach, that could be more efficient in terms of system design and cost, could be the use of a single RGB (Red-Green-Blue color space) camera. In previous work there exist some research for nitrogen and calcium estimations. In 22 , RGB images from four plants groups, each group with a different nitrogen level (0%, 50%, 100%, and 150% of the required daily dose) were captured at 5 different growth states (10, 20, 30, 40 , and 50 days). Plant leaves were placed on a white surface. Then, an RGB-based classifier estimates the nitrogen content as deficient or in excess. In 23 two color space are used in order to detect calcium deficiency in lettuce plants. Values as color, entropy, energy, contrast, and homogeneity were used as health indicators. Then, calcium deficiency is computed via statistical computations. In both cases 22 and 23 the use of a single RGB camera allowed for a compact system design and low cost but accuracy is low.
MATERIALS AND METHODS
In this section details about the proposed approach are presented. It consists of a novel optical arrangement that captures the proposed base parameters (reflectance/transmittance). Then, an image processing algorithm extracts the base parameters. Finally, a double-variable linear regression model estimates the chlorophyll content.
Dataset
In this work, more than 400 plants with different health states were tested. For that, several hydroponic crops (Lactuca sativa) were cultivated. In these crops, different nutritional solutions were applied in order to obtain different health levels for the plants within the crop. So, 27 nutritional solutions with different macronutrients concentrations were prepared. Each nutritional solution, corresponds to 0%, 50% or 100% of the daily nutritional requirements. Each nutritional solution was applied for three different plants within the crop and this process was replicated for 6 different crops. Finally, one SPAD device was used to measure the SPAD values that corresponds with the chlorophyll content, all measures were realized after 15 grown days, where the plants have reach maturity and there are not symptoms of damages due to the age. Using this chlorophyll values we could estimate our crop health, however, to determine crop health is a complex task since it depends on several factors: the crop type, plantation procedures, weather are important issues. Even the geographical location or any type of external agent such as dust or snow can affect the health. For example, given a particular crop, chlorophyll values equal to 41 could represent a high health level in some world regions but in other regions a good chlorophyll values could be 37. In practice, the food producers determine their crops health given their particular conditions. For this reason, in this work we will only focus on the chlorophyll estimation, that is the basis of the crop health estimations.
The base parameters
Previous work demonstrated that there are two crucial issues in the chlorophyll estimation procedures. The first one is for the acquisition technique using to capture the base parameters. In general, all acquisition techniques are sensitive to noise and this decreases the accuracy. The second issue is for the base parameters using for the chlorophyll estimation. Robust base parameters should deliver accurate results. Nevertheless, previous vision-based approaches demonstrated that it is difficult to obtain base parameters with high discriminant and repeatability 1 24 . For the acquisition technique, previous vision-based approaches have used natural illumination and this has delivered poor performance in terms of accuracy. In this work we believe that one alternative to this problem could be using light sources with known frequency. Then, more controlled environment, could deliver more accurate measurements. For the base parameters, previous work demonstrated that chlorophyll content is close related with the color components in the leaf being analyzed 25, 26 . In this work, we propose the color reflectance/transmittance in the leaf being analyzed as base parameters since we believe that these parameters deliver high discriminant and robustness, higher than the base parameters used in previous works.
The proposed smart camera
In order to capture the base parameters, a novel optical arrangement inside our smart camera fabric is proposed, see Fig. 1 . In general, one CCD imager connected in a TRDB DC2 development board is used to provide a 1280×1024 Bayer pattern image where the images are acquired in RGB format. The imager provides raw format with 10 bits per pixel. The external specifications are: 5.8 × 4.92 mm, and the lens used has 8 mm focal length. The imager was placed at 39 • opposed to horizontal inclination (in order to observe simultaneously the upper/lower part of the leaf), and 100 mm of vertical distance. The viewing angle is computed using Eq. 1; where is the vertical or horizontal viewing angle, the vertical or horizontal dimension and the focal distance. Considering the visual field perpendicular to the viewing angle bisector, then, it has to full encompass the glass and the mirror. So, the bisector (Fig. 1 a) represents the necessary distance between the vision field and the imager, and it is computed by Eq. 2; where is the bisector and the visual field longitude. Finally, the imager is focused on the optical arrangement visual field line and the diaphragm opening is adjusted to = ∕8. For the light source, one MCWHD2 LED (800 mW) is used. In addition, the optical arrangement uses a 50 × 70 millimeter glass that support the leaf being analyzed and, at the bottom, a 70 mm square mirror which reflects the leaf transmittance information. Pieces of black matte plastic control the light flow within the device and reduce the entry of outside light.
Image processing
In Fig. 2 a) , one example of the images captured by our optical arrangement is shown. Then, given the upper part of Fig. 2 a) contain the reflectance information ( 1 ( , ) ) and the lower part contain the transmittance ( 2 ( , )), the proposed algorithm computes the reflectance ( ) and transmittance ( ) as shown in Eq. 3-4; where 1 ( , , , ) are the red channel pixel values for c different samples taken from ( 1 ( , )) and 2 ( , , , ) are the red channel pixel values for c different samples from ( 2 ( , )), see Fig. 2 b), in this example 8 different samples were extracted. Finally, Eq. 5 estimates the chlorophyll content, it was obtained using linear regression, more details can be found in the following section.
( , ) = 42.44 + 0.4043 − 0.7541 (5) Table 1 presents average values for transmittance/reflectance and their respective chlorophyll content in SPAD values, where { , , }, { , , } are the values for reflectance/transmittance for each RGB channel. In Fig. 3 the reflectance/transmittance values, in relation with the SPAD values are shown. From Fig. 3 a) , in all channels reflectance increases as the amount of chlorophyll increases. This is because high chlorophyll content absorbs high light energy. On the other hand, Fig. 3 b) shows that higher chlorophyll content reduces the transmittance value for all the channels. This is because high chlorophyll content reduces the light that passes through the leaf.
The base parameters performance

The linear regression model
In order to build a chlorophyll estimation framework, any statistical regression model have to fulfil with the linear dependence between chlorophyll values and the base parameters. In our case, linear regression is used due to its mathematical simplicity that involves high processing speed with low computational requirements. It was tested with different combinations of the base parameters proposed in this work. It was demonstrated that all the proposed parameters deliver high accuracy and in particular, the combination of both, provide accuracy superior to most previous vision-based approaches (similar than SPAD measurements). In Table 2 , results of applying single-variable linear regression models for each values presented in Table 1 are shown. The maximum 2 = 94.51 is for the red channel transmittance ( ), the smallest standard deviation = 1.19 and the best mean absolute error = 1.01 is also for ( ). Thus, it is demonstrated that the best variable to estimate the chlorophyll content is the transmittance in red channel. In Table 3 , results of applying double-variable linear regression models for each values presented in Table 1 are shown. The best 2 = 97.73.59 is for the combination of reflectance and transmittance in the red channel ( , ), in addition, this combination has the best standard deviation = 0.72. and the best mean absolute error = 0.60. So, it is demonstrated that the combination of reflectance and transmittance in the red channel ( , ) deliver the best performance for chlorophyll estimation.
The FPGA architecture
In Fig. 4 , the developed FPGA architecture is shown. In general, the CCD sensor deliver raw images with 10 bpp as stream, P [29:0] . Key[3:0] is used for the camera control. Then, the FPGA architecture extracts samples from the input image, see Eq. 3-4. Finally, the chlorophyll content is computed according Eq. 5 where the ⋅ operation is implemented using a look-up table (LUT), and are the index values and, the output value which represents the chlorophyll content is selected using also a LUT.
The image acquisition module
One CCD imager connected in a TRDB DC2 developement board is used as keystone of the image acquisition module. It provides 1280×1024 RGB images with 10 bits per pixel. In order to reduce hardware requirements, only the most significant 8 bits of the data provided by the TRDB DC2 board are used.
The sampling module
In Fig. 5 the FPGA architecture of the sampling module is shown. The P[23:0], Hcont[10:0] and Vcont [11:0] are the data input for the sampling module ( the , spatial location form the image pixels ). Both: (Hcont[10:0] and Vcont[10:0]) are compared with defined values that corresponds with the spatial coordinates of the sample pixels that corresponds with the transmittance/reflectance areas. Then, each retained value are saved into logical registers. 
The chlorophyll estimation module
RESULTS
The developed FPGA architecture was implemented in an FPGA Cyclone II EP2C35F672C6 of Altera. All modules were designed via Quartus II Web Edition version 10.1SP1. All modules were validated via post-synthesis simulations performed in ModelSim Altera and, in Table 6 the hardware resource consumption for the developed FPGA architecture is shown. It is demonstrated that the regression model ( , ) delivers a robust framework for chlorophyll estimation. 2 = 97.73, mean absolute error = 0.60 and standard deviation = 0.72 are reached, see Table 3 . In Table 7 , accuracy comparisons with respect to previous vision-based approaches are shown. In our case, we compared the proposed algorithm given different sampling values. It was demonstrated that sample values between 8-32 to deliver high accuracy and robustness for the chlorophyll estimation process. On the other hand, the proposed approach outperform all previous vision based approaches. This is because previous formulations use base parameters that have low stability under illumination changes. For this work, due to the wide availability of RGB cameras with low cost, the proposed solution could be a promising chlorophyll estimation framework, similar accuracy and size than SPAD but lower cost and lower processing time (near 5 ms per estimation). For processing speed, in all cases, the proposed algorithm reaches real-time processing (faster than SPAD measurements and previous vision-based approaches). For the system size in all cases, our smart camera, see Fig. 7 uses a small FPGA device as processor, in addition all the optical/image acquisition components are inside the camera fabric.
CONCLUSIONS
In this work, a novel chlorophyll estimation approach was proposed. First, we have proposed a new mathematical formulation that uses color reflectance/transmittance from the leaf being analyzed as base parameters for chlorophyll estimation. Second, we have developed a new FPGA-based smart camera, capable to capture the base parameters and where all the algorithmic part is processed in a parallel architecture. It was demonstrated that reflectance/transmittance deliver robust/discriminant values for chlorophyll estimations. Experimental results demonstrated that a double-variable linear regression learning algorithm achieves 97% accuracy under a Lactuca sativa hydroponic crop. In addition, the proposed approach delivers fast measurements with low cost and allow compact system design (similar than the SPAD device). In this work, the proposed algorithm was applied on a Lactuca sativa crop. In order to determine if other crop types present similar patterns, the mathematical model could be expanded to several different food crops. In any case, the smart camera layout and the formulation of the learning algorithm have to be the same. Only color comparison of the crop being analyzed and some minor adjustments in the multiple regression model would be needed. (a) Acquisition process (b) Results
FIGURE 7
The developed smart camera. One CCD imager connected in a TRDB DC2 development board is used to provide a 1280×1024 Bayer pattern image. The optical arrangement uses a 50 × 70 millimeter glass that support the leaf being analyzed and, at the bottom, a 70 mm square mirror which reflects the leaf transmittance information. Pieces of black matte plastic control the light flow within the device and reduce the entry of outside light.
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