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Abstract
Analysis of high dimensional noisy data is
of essence across a variety of research fields.
Feature selection techniques are designed to
find the relevant feature subset that can facil-
itate classification or pattern detection. Tra-
ditional (supervised) feature selection meth-
ods utilize label information to guide the
identification of relevant feature subsets. In
this paper, however, we consider the unsu-
pervised feature selection problem. Without
the label information, it is particularly dif-
ficult to identify a small set of relevant fea-
tures due to the noisy nature of real-world
data which corrupts the intrinsic structure
of the data. Our Gradient-based Laplacian
Feature Selection (GLFS) selects important
features by minimizing the variance of the
Laplacian regularized least squares regression
model. With ℓ1 relaxation, GLFS can find a
sparse subset of features that is relevant to
the Laplacian manifolds. Extensive experi-
ments on simulated, three real-world object
recognition and two computational biology
datasets, have illustrated the power and su-
perior performance of our approach over mul-
tiple state-of-the-art unsupervised feature se-
lection methods. Additionally, we show that
GLFS selects a sparser set of more relevant
features in a supervised setting outperform-
ing the popular elastic net methodology.
1. Introduction
In many domains including computer vision
(Yang et al., 2007), pattern recognition (Duda et al.,
2001) and more recently in computational biology
(Fan & Li, 2006), one is faced with analysis of very
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high dimensional noisy data. The goal of feature
selection is to remove the signal-drowning noise and to
reduce the dimensionality to make the problem more
tractable (Teodoro et al., 2003). In computational
biology, feature selection is of particular importance
as the signal-to-noise ratio is very small and collecting
the data is often very expensive, resulting in a small
sample size. New strategies for selecting relevant
features are required to cope with these constraints.
Feature selection approaches can be classified into
supervised and unsupervised. Supervised methods
have been successfully applied in many domains
(Guyon et al., 2002; Robnik-Sˇikonja & Kononenko,
2003) often incorporating feature selection into clas-
sification models where labeled data is used to iden-
tify the subset of features that are most predictive of
the outcome. A sparse generalized linear model with a
penalty function is one of the most popular choices to
date (Tibshirani, 1994; Zou & Hastie, 2005). In many
situations, however, the labels may not be available.
For example, in trying to identify biological underpin-
nings of a disease (a gene-centric signature), it is very
important to take into account the disease’s hetero-
geneity, i.e. disease subtypes that may not have been
identified yet. Thus, unsupervised methods are needed
to enable new discoveries and a deeper understanding
of the data.
Unsupervised feature selection methods are usually
guided by the structure in the data, e.g. searching for
features explaining data partitioning to improve clus-
tering performance (Constantinopoulos et al., 2006;
Dy & Brodley, 2004). Most of these methods
are computationally expensive and do not scale
well (Cai et al., 2010). Many selection criteria are re-
viewed in (Liu & Yu, 2005). Popular criteria include
Laplacian Score (He et al., 2005), designed to evalu-
ate the importance of each feature to the manifold
structure of the data and optimizing cluster coher-
ence by spectral gap of the corresponding affinity ma-
trix (Wolf & Shahua, 2003). Sparse PCA (SPCA)
is another popular method that attempts to identify
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a sparse set of features that can capture most of the
variance in the data (Zou et al., 2004). More recently,
a variance minimization criterion based on Laplacian-
Regularized Least Squares regression (LapRLS) was
proposed (He et al., 2011). Though based on regres-
sion, the parameter covariance matrix does not de-
pend on the label, thus while still unsupervised, this
objective function has advantages over previously pro-
posed methods in that it optimizes both discriminative
and geometrical properties of the data. However, the
method as proposed has several disadvantages. First,
the authors used an approximation to the full covari-
ance matrix. Second, since ℓ0 optimization is an NP-
hard problem, they employed a greedy optimization
procedure to approximate the optimal solution. Last
but not least, they need to specify the number of de-
sired features k which in most problems is not known
a priori. Thus, while we believe that (He et al., 2011)
was on the right track, it stopped short of delivering a
scalable method suitable for a wide use in practice.
In this paper we propose an unsupervised feature
selection method called Gradient-based Laplacian-
regularized Feature Selection (GLFS) by defining a
variance minimizing objective function and an opti-
mization strategy to solve it. Similarly to (He et al.,
2011), GLFS is based on LapRLS (Belkin et al., 2006),
however GLFS has several significant advantages over
(He et al., 2011): 1) we use exact expression of the
full covariance matrix which properly exploits the in-
ner manifold structure of the data; 2) instead of greed-
ily solving the ℓ0 norm problem, we propose a relax-
ation to ℓ1 which offers a desirably sparse solution and
greatly improves computational power; 3) we provide
a closed-form first-order Jacobian matrix to make the
ℓ1 optimization amenable to most Newton-type sparse
solvers; 4) a line search technique is proposed to fit
the penalty parameter automatically. We perform
extensive experiments comparing GLFS to (He et al.,
2011), Laplacian Score (He et al., 2005), the method of
(Wolf & Shahua, 2003) and SPCA (Zou et al., 2004)
on the simulated data with very few informative and
thousands of irrelevant features. We further show
that our performance is superior on MNIST,COIL20
and AT&T object recognition datasets. We show a
significant increase in unsupervised subtype detection
in glioblastoma (GBM) from the expression data ob-
tained from The Cancer Genome Atlas (TCGA). Fi-
nally, we show that even in the supervised setting ex-
tended GLFS outperforms some of the most commonly
used classifiers with feature selection (such as Elastic
net (Zou & Hastie, 2005)) on the Leukaemia microar-
ray dataset. Our results show that by using the exact
formulation of the variance in LapRLS regression set-
ting and the ℓ1 relaxation of the constraint we are able
to provide a much more robust and scalable unsuper-
vised feature selection method than those are currently
available in the literature.
2. Method
2.1. Problem Setting
Let X = (x1, . . . ,xn) be a d × n input data matrix,
where d is the number of features and n is the number
of data samples. The i-th row of X is denoted as
fTi ∈ R
n, each corresponding to a feature. The goal
of feature selection is to choose the most informative
feature subset G = {fi1 , fi2 , . . . , fik}. Let X
G be a new
data matrix containing only features in G and yi be a
label of the data point i (the labels are not really given
but we treat them as such for the ease of derivation).
We consider a linear regression model in the space of
selected features G:
y = wTxG + ǫ, (1)
where ǫ is a random noise with zero mean and variance
σ2 and y is the target. By incorporating the Laplacian
regularizer into the sum squared error, the objective
function becomes:
J(w) =
n∑
i=1
(wTxGi − yi)
2 +
λ1
2
n∑
i,j=1
(wTxGi − (2)
−wTxGj )
2Sij + λ2‖w‖
2
2,
where S is the similarity matrix whose entry Sij
represents the similarity/affinity between xi and xj .
The Laplacian regularized regression model effectively
takes the data manifold into consideration and avoids
overfitting (Belkin et al., 2006).
If we define the Laplacian matrix as L = D−S, where
D is a diagonal matrix with Dii =
∑n
j=1 Sij , then
there is a closed-form solution of Eq 2 as is indicated
in (Belkin et al., 2006):
w = (XG(XG)T + λ1X
GL(XG)T + λ2I)
−1XGy, (3)
where I is an identity matrix. If we define Z =
XG(XG)T + λ1X
GL(XG)T + λ2I, we have w =
Z−1XGy. Since Cov(y) = σ2I and Z is symmetric,
the covariance matrix of w is
Cov(w) = Z−1XGCov(y)(XG)TZ−1
= σ2Z−1XG(XG)TZ−1. (4)
2.2. Feature Selection via Variance
Minimization
Let’s introduce d indicator variables βi to be 1 if the i-
th feature fi ∈ G, 0 otherwise. Let β
T = (β1, . . . , βn).
Gradient-based Laplacian Feature Selection
Then we have ‖β‖0 = |G| and
(XG)TXG =
d∑
i=1
βifif
T
i = X
Tdiag(β)X
Our feature selection criterion selects significant fea-
tures that minimize the covariance of w. The motiva-
tion behind this criteria is two-fold: 1) the covariance
of w measures the robustness of the regression model,
minimizing the covariance then facilitates the selection
of features that contribute most to the manifolds of the
whole data; 2) the covariance of w reflects the fitness
of the regression model on the task of classification.
This property in turn means our objective of mini-
mizing the covariance can choose those features that
are signatures of clusters in the data with potential to
benefit the further classification task.
If a desired number of selected features is k, then our
objective function formulation would be
minTr(Cov(w)) = Tr(σ2Z−1Xdiag(β)XTZ−1)
s.t. ‖β‖0 = k, βi ∈ {0, 1}. (5)
Note that, by minimizing the covariance of w, we do
not use any information of the label y, which is only
a hypothetical label and plays no role in the feature
selection criterion. Therefore, even though we began
with a supervised method –regression, our feature se-
lection method is completely unsupervised.
The matrix Z can be rewritten as follows by using the
Woodbury formula:
Z−1 =
1
λ2
I−
1
λ22
XG((I+λ1L)
−1+
1
λ2
(XG)TXG)−1(XG)T .
Let M = λ2(I + λ1L)
−1, then we have
Z−1 =
1
λ2
I −
1
λ2
XG(M + (XG)TXG)−1(XG)T .
Hence the objective function in (5) becomes:
Tr(Cov(w)) = σ2Tr(Z−1XG(XG)TZ−1)
=
σ2
λ22
Tr((XG)T [I −XG(M
+ (XG)TXG)−1(XG)T ]2XG)
=
σ2
λ22
Tr(A− 2A(M +A)−1A
+ A(M +A)−1A(M +A)−1A)
=
σ2
λ22
Tr(A[(M +A)−1M ]2)
=
σ2
λ22
Tr(A(M +A)−2M2)
(6)
where A = (XG)TXG = XTdiag(β)X. Note that
here we repeatedly use the fact that both Z and Z−1
are symmetric, and some trace properties: Tr(AB) =
Tr(BA) and Tr(ABC) = Tr(ACB) if A,B and C are
symmetric. Hence, the optimization problem in eqn(5)
can be reformulated as
minimizeβQ = Tr(A(M +A)
−2M2)
s.t. A = XTdiag(β)X
‖β‖0 = k, βi ∈ {0, 1}. (7)
Note that we are using an exact formulation of the
covariance while (He et al., 2011) approximates the
term Z−1Xdiag(β)XTZ−1 in (5) with Z−1. This ap-
proximation disregards an important contribution of
the variance in the data with respect to the sparse set
of informative features leading to inferior performance
as is illustrated in our Experiments section.
2.3. Optimization
Since it is NP-hard to solve the ℓ0 constrained prob-
lem directly in addition to not knowing the value of k
in advance, we propose to use a sparse ℓ1 constraint
transforming the problem in (7) into
minimizeβJ = Tr(A(M +A)
−2M2) + λ‖β‖1
s.t. A = XTdiag(β)X
β < 0. (8)
where λ is a regularization parameter that can be de-
termined either from prior information or validation
data. This is a typical ℓ1 non-convex optimization
problem. Note that we relaxed the constraint that
β must be either 0 or 1. This allows us to interpret
β as a feature weight vector to prioritize features and
also facilitates the optimization solving. The idea be-
hind this relaxation is due to two reasons: 1) ℓ1 re-
laxation provides a sparse solution and removes the
necessity to either manually or a priori set the num-
ber of desired features k which is usually unknown; 2)
compared with some greedy algorithms for this opti-
mization (He et al., 2011) to solve the ℓ0 constraint
problem directly, our ℓ1 relaxation is more efficient and
faster to solve (see Complexity Analysis section).
2.3.1. First-Order Jacobian
From (7) Q = A(M + A)−2M2, where A =∑d
i=1 βifif
T
i = X
Tdiag(β)X. The first-order deriva-
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tive ∂Q
∂βi
is then given by:
∂Q
∂βi
=
∂tr(A(M +A)−2M2)
∂βi
= tr(
∂(A(M +A)−2M2)
∂βi
)
= tr((
∂A
∂βi
)T
∂(A(M +A)−2M2)
∂A
)
= fTi (∇Atr(A(M +A)
−2M2))fi
= fTi [(M +A)
−2 − 2(M +A)−3A]TM2fi
= fTi (M −A)(M +A)
−3M2fi. (9)
In the derivation, we repeatedly use the symmetric and
positive semi-definite properties of M and A. Also,
d
dt
trg(X + tY ) = tr d
dt
g(X + tY ), ∇Xg(f(X)
T ) =
∇Xf
T∇fg, ∇Xg(f(X)
T , h(X)T ) = ∇Xf
T∇fg +
∇Xh
T∇hg (see (Dattorro, 2011)).
The calculation of the first-order Jacobian allows the
use of many Newton-type optimization solvers for
ℓ1 sparse system. We use the Orthant-Wise de-
scent (Andrew & Gao, 2007) which is a recently pro-
posed sparse solver that consists of iterations taking
the form
β ← PO[β − λPS [H
−1∇βQ]].
The two projection operators PS and PO are the key
advantages of the Orthant-Wise descent. The opera-
tor PS sets elements of the vector H
−1∇βQ to zero if
they do not have the same sign as the corresponding
element of ∇βQ. By that, it guarantees the Netwon-
like direction to be a descent direction. Similarly to
the active set method, this is equivalent to setting
the working set to those variables whose sign does
not change after applying the inverse-Hessian scaling.
The other operator, PO, sparsifies the current solution
by projecting the step onto the orthant containing β.
These properties are helpful in our framework because
the Orthant-Wise descent can make a large number
of changes to those non-zero variables and these pro-
jectors can help distinguish the key features that have
large effect on the variance matrix defined in Eqn 8.
2.3.2. Parameter Search
We note that while our relaxation leads to a vector
of zeros be the optimal solution of Eqn 8, this is a
common and successful technique in numerical opti-
mization (Nocedal & Wright, 2000), where the desir-
able solution is a ‘good’ local minimum. This property
makes the problem sensitive to the value of λ. If it is
too big, the ℓ1 solver will quickly degenerate to a vec-
tor of zeros; while if it is too small, the solution will
lead to a dense local optimum. This is a common prob-
lem in many applications (e.g., active contour problem
(Caselles et al., 1997)). We thus propose a line search
technique to optimize λ. First, we select a small value
λ0 and a large positive constant C. At iteration t, if
Q(λt) = 0, i.e., β = 0, we update λt+1 =
1
2
λt, other-
wise λt+1 =
C
2t
λt. So our maximum iteration number
would be tmax = ⌊log2 C⌋. Also, we adopt the strat-
egy of “early stopping” (Erhan et al., 2010) by keep-
ing track of the value Q(λt). If we encounter the case
Q(λt−1) = Q(λt+1) = 0, we stop and use the value
of λt. Early stopping helps us to reach a sparse local
optimum quickly and efficiently.
2.3.3. Complexity Analysis
The proposed method consists of two main steps: cal-
culation of the derivatives and an update of the desired
variables. If we assume the iteration number is T , then
it is easy to verify that the time needed to obtain a de-
sired value of β is O(Tn2d), i.e. it is linear in the num-
ber of features. The convex optimization in (He et al.,
2011) needs O(n + d2)2d2.5 calculations, whereas our
O(Tn2d) is just the worst-case complexity and our real
calculation cost is much less. To be specific, if we de-
note the average number of non-zero values in β as d+,
the average time complexity is O(Tn2d+).
3. Experiments
In this section, we test GLFS on a variety of
tasks. We compare the proposed method to sev-
eral existing unsupervised feature selection meth-
ods: 1)The LapAOFS algorithm (He et al., 2011); 2)
The LapDOFS algorithm (He et al., 2011); 3) Lapla-
cian Score(LS) (He et al., 2005); 4) Q − α algo-
rithm (Wolf & Shahua, 2003); 5) Sparse Principle
Component Analysis (SPCA) (Zou et al., 2004). The
LapAOFS and LapDOFS aim to find the best k
features that minimize approximate variance of the
Laplacian regularized regression. The two methods
differ in the objective function: LapAOFS tries to min-
imize the trace of the covariance matrix while LapD-
OFS tries to minimize the determinant of the covari-
ance matrix. The Laplacian Score tries to sort all the
features by the importance to the Laplacian structure.
The Q − α algorithm aims to maximize the cluster
coherence. The SPCA searches for a sparse set of fea-
tures, whose linear combination can explain most of
the variation in the data (Zou & Hastie, 2005). Note
that, for LapAOFS and LapDOFS, we use the greedy
optimization technique rather than semi-definite con-
vex optimization as is described in the original paper
(He et al., 2011). In respect to the construction of
Gradient-based Laplacian Feature Selection
the Laplacian graph L, we use the same method as in
(He et al., 2005).
3.1. Simulations
In this section, we test the robustness of GLFS to
sample noise and the number of irrelevant features
on simulated data. We generate a dataset consist-
ing of 400 samples based on 4 significant features (fi,
i = 1, 2, 3, 4). We also add N purely Gaussian noise
features with standard deviation σ. We compare the
power of the proposed method to competitors based
on a simple score which indicates whether the true 4
features were ranked among the first 4:
Score =
1
4
4∑
i=1
1
max{4, I(fi)} − 3
where I(fi) is the index of the i-th feature when we sort
the weights in the decreasing order. It is easy to verify
that when the four significant features(fi, i = 1, 2, 3, 4)
have the highest weights, the Score is 1.
First, we fix the number of features (1000 irrelevant
features with 4 relevant ones), while varying the stan-
dard deviation of the Gaussian noise σ. We plot the
score versus a range of σ in Fig.(1)(A). We can see
that GLFS is significantly more robust to noise than
other methods, identifying the four true features as the
most significant ones with up to σ = 0.415. Second,
we fix the scale of noise to σ = 0.2, while changing the
number of irrelevant features and calculating the Score
(See Fig.(1)(B)), obtaining 100% accuracy with up to
60,000 irrelevant features (i.e. 4:60,000 signal-to-noise
ratio), significantly higher than any other method.
The next best method – Laplacian Score – recovers the
true set of features in the presence of 30,000 – half of
the irrelevant features. Interestingly, while LapAOFS
and LapDOFS are more robust than LS, SPCA and
Q − α to the levels of Gaussian noise in the data,
the Laplacian Score is more robust than than the rest
in terms of the presence of irrelevant features. This
maybe due to the greedy optimization method used
in LapAOFS and LapDOFs, making them sensitive to
the noise in the eigen structure of the data.
3.2. Object Recognition
We applied GLFS to three object recognition
benchmark datasets: 1) MNIST handwritten digit
database1, which has a training set of 60,000 images
and a testing set of 10,000 images. We extracted
the first 1,000 images from the training set and the
first 1,000 images from the test set. Each image is
1http://yann.lecun.com/exdb/mnist/
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Figure 1. Simulation results. Both plots show the accuracy
of recovering the 4 true features as a function of (A) scale
of Gaussian noise when the number of irrelevant features is
1000; (B) the number of irrelevant features when σ = 0.2.
32 × 32 pixels, i.e. each image is represented by a
1024-dimensional vector; 2) the COIL20 image libary2
from Columbia contains 20 classes of objects each con-
sisting of 72 images. The size of each image is 32× 32
pixels, hence we have 1440 1024-dimensional vectors;
3) the AT&T face database3 has a total of 40 subjects
(10 samples per subject) with different variations of fa-
cial expressions (e.g. glasses or no glasses). Similarly,
the size of each image is 32× 32.
First, we test the effectiveness of the unsupervised fea-
ture selection methods by performing k-means cluster-
ing in the selected feature space and comparing the
clusters to the known class labels in each dataset.
We randomly chose k clusters (as indicated in Ta-
ble 1) and used the corresponding data sample to se-
lect a 100 features with each of the competing meth-
ods. k-means was applied with 10 different random
starting points. We use Normalized Mutual Infor-
mation(NMI) (Xu et al., 2003) to measure the per-
formance of the clustering. We ran this experiment
20 times resulting in a total of 200 independent runs.
The average performance scores (NMI) are reported in
Table 1, with the statistically significantly better al-
gorithms indicated in bold (statistical significance was
established using t-test with α = 0.05).
From Table 1 we can see that variance minimiza-
tion approaches perform uniformly statistically sig-
nificantly better than other unsupervised methods
tested. SPCA mostly outperforms LS and Q − α but
is not on par with GLFS. Furthermore, out of vari-
ance minimization methods, GLFS performs as well
or in most cases significantly better than LapDOFS
and LapAOFS. LapAOFS outperforms LapDOFS on
MNIST for k < 9 but performs worse than LapDOFS
on AT&T dataset, showing no clear winner between
2http://www.cs.columbia.edu/CAVE/software/softlib/
coil-20.php
3http://www.cl.cam.ac.uk/research/dtg/attarchive/
facedatabase.html
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Table 1. The k-means clustering performance in terms of average (over 200 independent samples) NMI score in the space of
100 best features on three benchmark object recognition datasets. Statistically significantly better result(s) are indicated
in bold (according to the t-test α = 0.05).
MNIST database COIL20 database AT&T database
k = 3 k = 5 k = 7 k = 9 k = 5 k = 10 k = 15 k = 10 k = 20 k = 30
GLFS .596 .506 .483 .482 .792 .789 .778 .756 .740 .750
LapDOFS .590 .493 .483 .479 .789 .777 .770 .739 .737 .735
LapAOFS .569 .504 .484 .474 .774 .785 .776 .728 .735 .736
LS .471 .399 .387 .393 .735 .717 .695 .728 .690 .684
Q− α .358 .360 .372 .376 .674 .684 .669 .629 .649 .661
SPCA .504 .487 .379 .468 .764 .707 .689 .665 .703 .721
trace and determinant objective function optimization.
To further test the effectiveness of the chosen features,
we perform “Leave-One-Out” classification test. To
compare to LapAOFS and LapDOFS fairly, we con-
sider the nearest neighbor classifier, the same classifi-
cation setting used in (He et al., 2011). The better
feature selection method is expected to find features
more relevant to classification resulting in higher clas-
sification accuracy. For each data point xi, we find its
nearest neighbor x′i. Let c(xi) be the class label of xi.
Then the classification accuracy is defined as
Accuracy =
1
n
n∑
i=1
δ(c(xi), c(x′i)). (10)
where δ(a, b) = 1 if a = b and 0 otherwise. Similarly,
we chose 100 best (or highest weighted) features in
each method to test the performance. We compare
method performances in Table 2.
Table 2. The nearest neighbor classification accuracy us-
ing 100 selected features. Statistically significantly better
methods according to the t-test (α = 0.05) are indicated
in bold.
Methods MNIST COIL20 AT&T
database database database
GLFS 0.896 1.000 0.940
LapDOFS 0.896 1.000 0.903
LapAOFS 0.893 1.000 0.893
Laplacian Score 0.749 0.877 0.863
Q− α 0.850 0.991 0.840
SPCA 0.821 0.924 0.876
On the leave-one-out task for MNIST and COIL
datasets Laplacian regularized variance minimization
methods again statistically significantly outperform
competitors. We do show significant improvement over
all alternatives in classification accuracy on the AT&T
dataset, where robustness to noise is an important ad-
vantage.
One of the important application areas of feature selec-
tion, particularly selecting a small relevant feature set
out of a large number of noisy and irrelevant features,
is computational biology. Here we show two examples
of applying GLFS in the field of CompBio. First, a
purely unsupervised feature selection for glioblastoma
(GBM) mRNA expression data, using the glioblas-
toma sub-types as true class labels (Verhaak et al.,
2010). We further test GLFS against an extremely
popular elastic net (Zou & Hastie, 2005) - a supervised
feature selection task on the leukaemia dataset (pro-
vided in the original elastic net publication).
3.3. Glioblastoma Subtypes Identification
We used the glioblastoma data available from the
TCGA repository (TCGA, 2008) including expression
data for 18,632 genes and 173 patients processed on
array HG-U133A contributed by the Broad Institute.
We have then downloaded the information about 4
glioblastoma subtypes (Proneural, Neural, Classical,
and Mesenchymal) for the same 173 patients from the
original glioblastoma sub-type article data repository
(Verhaak et al., 2010). We performed no additional
pre-processing on the data.
First, we show the pattern of sparsification of GLFS
on Fig.(2)(A). We can see that, as λ goes up, we ob-
tain fewer features, stabilizing at about λ = 0.5 corre-
sponding to about 7 features – a very sparse but still a
not an empty set of features, indicating that our search
method converges to a nontrivial solution in practice.
We perform spectral clustering (Bach & Jordan, 2004)
and calculate the NMI values between the cluster-
ing results and the ground truth (subtypes reported
in (Verhaak et al., 2010)). The comparisons are in
Fig.(2)(B). In spectral clustering, we run 10 indepen-
dent runs and report the average NMI value.
From Fig.(2)(B), GLFS appears to be a clear win-
ner for a smaller number of features. Interestingly,
our experiments show that increasing the number of
Gradient-based Laplacian Feature Selection
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Figure 2. (A) shows the number of selected features as a
function of λ. (B) shows the NMI values when different
numbers of features are selected.
features doesn’t always improve the clustering results,
meaning that the sparse set of fewer than a 100 fea-
tures captures most of the information relevant to clus-
tering/classification and extra features serve as added
noise. Unlike GLFS other methods improve when the
number of features increases. Another interesting ob-
servation is that, LS, LapAOFS and LapDOFS are
very sensitive to the patient similarity graph. Different
similarity matrices can lead to very different clustering
performance. Here we only report their optimal per-
formances across many trials. Also, not shown, differ-
ent initializations result in very different performances
of Q − α. This unstable behaviour was also noted
in (He et al., 2011). Finally, unlike in the imaging
datasets, SPCA on average outperforms many com-
peting algorithms, still falling short of the quality of
the GLFS performance. Specifically, a local perfor-
mance maximum at around 50 features is far below
the performance of GLFS at about 25 features, mean-
ing that GLFS captures the essence of the glioblastoma
subtypes with fewer features.
3.4. Leukaemia Classification and Gene
Selection
Since GLFS originates from the Laplacian regularized
regression, it provides a natural means to perform clas-
sification. From (3), we can obtain the label for a test
data xnew :
ynew = w
Txnew
= yT (XG)T (XG(XG)T
+ λ1X
GL(XG)T + λ2I)
−1xnew . (11)
In this section, we test the performance of the classifier
based on the chosen set of features for a well-known
Leukemia microarray dataset (Golub et al., 1999). It
consists of 72 samples, each with expression profiles for
about 7129 genes. The task is to distinguish between
the two variants of leukemia: ALL and AML. A typical
training/test splitting is used(the first 38 examples as
training set and the remaining 34 as the test set). To
apply the classifier defined in Eqn 11, we first coded
the type of leukaemia as a 0-1 response y. We do not
perform any preprocessing (e.g. screening to reduce
the number of features as in (Zou & Hastie, 2005))
and we use ten-fold CV to determine the parameter λ.
We give our comparison results in Table 3. For conve-
nience, we reproduce the results from (Zou & Hastie,
2005) here in addition to our results (Golub - original
classification result from (Golub et al., 1999),SVM -
Support Vector Machines, LR - Logistic Regression,
NSC - Nearest Shrunken Centroids). GLFS achieves
better training accuracy and the same test accuracy
as the Elastic net with fewer genes, again indicating
that GLFS is robust to noise in zeroing in on the in-
formative features.
Table 3. Summary of the leukaemia classification results
Method Tenfold Test Number
CV Error Error of Genes
Golub 3/38 4/34 50
SVM 2/38 1/34 31
Penalized LR 2/38 1/34 26
NSC 2/38 2/34 21
Elastic net 3/38 0/34 45
GLFS 0/38 0/34 16
4. Conclusion
We have presented GLFS – a novel unsupervised fea-
ture selection method for high dimensional noisy data.
Similarly to (He et al., 2011) based on Laplacian reg-
ularization regression model, GLFS aims to find the
sparse subset of features that are relevant to the data
manifolds. Unlike (He et al., 2011), GLFS optimizes
exact covariance, relaxing the resulting objective func-
tion to make the method scale to very large numbers
of features. We show that in practice our relaxation to
ℓ1 coupled with early stopping of the numerical opti-
mization significantly outperforms greedily solving ℓ0
of (He et al., 2011). In practice GLFS is more accu-
rate, robust and scalable than 5 other popular unsu-
pervised methods. GLFS results in sparser solutions
while significantly improving classification and clus-
tering performance on a variety of real world datasets
in the areas of object recognition and computational
biology, even beating the popular Elastic Net in gen-
eralization on a supervised task. Future work includes
more extensive theoretical analysis of the proposed
method and refining the ℓ1 relaxation to make it more
robust to noise.
Gradient-based Laplacian Feature Selection
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