Grover's algorithm can be formulated as a quantum particle randomly walking on the complete graph of N vertices, searching for a marked vertex in Θ( √ N ) time. If the walk is lackadaisical, however, then it prefers to stay put, perhaps due to an imperfect implementation of the walk. We model this by giving each vertex l self-loops. For the discrete-time quantum walk using the Ambainis, Kempe, and Rivosh (2005) coin, we get exactly the expected behavior, that the search takes more time to reach a high success probability. Using the phase flip coin, however, for which l = 1 corresponds exactly to Grover's iterate, yields a completely different behavior-the buildup of success probability is hampered no matter how much time we walk. Furthermore, the first coin is more robust since a speedup over classical search persists when l scales less than N 2 , whereas the second coin requires that l scale less than N . Finally, continuous-time quantum walks differ from both of these discrete-time examples-the self-loops make no difference at all. These behaviors generalize to multiple marked vertices.
I. INTRODUCTION
Given a "database" with entries 1, 2, . . . , N , and an oracle f (x) that outputs 1 for a particular "marked" entry w and 0 otherwise, a classical computer expects to query the oracle N/2 = Θ(N ) times before finding w, since it could be the first guess or the last. In the quantum setting, |1 , |2 , . . . , |N are computational basis states, and the oracle R w = (−1)
f (x) acts by flipping the phase of a marked basis state |w while leaving the rest unchanged, i.e., R w |w = −|w and R w |x = |x , ∀x = w. This reflection through |w can be written as R w = I − 2|w w|. Grover's algorithm [1] finds |w in only Θ( √ N ) queries, which is a quadratic speedup over the classical Θ(N ), and it does so by initializing the system in an equal superposition
|i over the basis states and repeatedly applying
where R s ⊥ = 2|s s| − I is a reflection through |s ⊥ . Applying these two reflections π √ N /4 times, the state is rotated from |s to |w with probability near 1.
This unstructured search problem can also be formulated as a randomly walking particle searching the complete graph of N vertices for a particular marked vertex, an example of which is shown in Fig. 1a . Since each vertex is connected to every other, there is no structure demanding an order to which we visit the vertices. Thus a classical random walk that jumps from vertex to vertex, checking at each step if it has found w, expects to make Θ(N ) such steps and checks to find the marked vertex. * twong@lu.lv The quantum analogue of the classical random walk is the quantum walk [2] [3] [4] , and Grover's algorithm can be formulated as a quantum walk on the complete graph [5, 6] . Quantum walks are universal for quantum computation [7, 8] , and they are the basis for many practical quantum algorithms, such as element distinctness [9] , triangle finding [10] , and evaluating NAND trees [11] . For some problems, they even provide exponential speedups over classical random walks [12, 13] .
Given the tremendous algorithmic interest in quantum walks, much experimental effort has been made to implement them. For example, they have been realized in linear optical resonators [14] , nuclear magnetic resonance samples [15] , photons in waveguide lattices [16] , optically trapped atoms [17] , and linearly trapped ions [18] . Although such early realizations are often restricted to one dimension and limited in the number of walk steps before decoherence manifests, they are proofs of principle for future experimental work.
While there are many sources of error, one is when the quantum walker (e.g., a quantum particle undergoing a quantum random walk in space) fails to transition from one vertex to another when it should. We call this walk lackadaisical because the walker is lazy and lethargic, lacking the enthusiasm and determination it needs to faithfully walk. We model this for search in the idealized case by giving l self-loops to each vertex of the complete graph, as shown in Fig. 1b . This does not affect the initial probability at each vertex, and the greater l is, the more the walker prefers to stay put. Note there is no decoherence in this model, since the walker unitarily stays put according to the number of self-loops l, and our model is different from the "lazy" quantum walks proposed by [19] . Next, we review Grover's algorithm as a quantum walk on the complete graph, of which there exists discretetime and continuous-time varieties [4] . Then we include l self-loops at each vertex, showing how it affects the search algorithms. By finding the greatest number of self-loops that still provides a quantum speedup, we give some notion of robustness of each type of quantum walk to these idealized errors.
II. GROVER'S ALGORITHM AS A DISCRETE-TIME QUANTUM WALK
For both discrete and continuous-time quantum walks, the quantum walker jumps from vertex to vertex. Thus the vertices of the graph label computational basis states of an N -dimensional "vertex" Hilbert space C N . For discrete-time quantum walks, however, this is insufficient to define a unitary operator [20, 21] , so we necessarily include an additional d-dimensional "coin" Hilbert space C d supported by the directions/edges that the particle can jump along from each vertex. For the complete graph, each vertex is connected to the other N − 1 vertices, so d = N − 1. Let |s v and |s c be equal superpositions over each space:
Then the system |ψ begins in the equal superposition over the entire C N ⊗ C d Hilbert space:
The quantum walk is defined by repeated applications of
where C 0 is "Grover diffusion" coin [22] C 0 = 2|s c s c | − I d , and S is the "flip-flop" shift [6] that causes a particle to hop and then turn around, e.g., a particle at vertex 1 that points towards vertex 2 will, after an application of S, be at vertex 2 and point towards vertex 1: S(|1 ⊗|1 → 2 ) = |2 ⊗ |2 → 1 . Note that |ψ 0 is the equilibrium distribution of this walk, so U 0 |ψ 0 = |ψ 0 .
To turn this into a search algorithm, we apply a different coin C 1 to the marked vertices and still use C 0 on the unmarked vertices [22] , so the search operator is
Two choices for C 1 are common [6] . The first is C AKR 1 = −I d , which was used extensively by Ambainis, Kempe, and Rivosh in [6] to solve search on arbitrary dimensional periodic square lattices. The second choice is C flip 1 = −C 0 , which causes U to become
Note R w is the phase flip in Grover's algorithm, so this applies a phase flip to the marked vertices followed by a step of the quantum walk.
With either of these coins, the system evolves such that there are only two types of vertices, as shown in Fig. 1a . In particular, the a vertex evolves differently from the identically-evolving b vertices. Since the a vertices can only point towards b vertices, and the b vertices can either point towards the a vertex or other b vertices, the system evolves in a 3D subspace, and we take equal superpositions of these vertices/directions as the basis vectors:
In this {|ab , |ba , |bb } basis, the initial state is
In general, the search operator (2) is different for C AKR 1
and C flip 1 . But for the complete graph, they are identical; with either coin, the search operator is
where Repeatedly applying this operator to the initial state, the success probability evolves as shown in Fig. 2 for N = 1024 and 2048 vertices. We see that the success probability reaches 1/2, and the runtime (i.e., number of applications of U to reach the maximum success probability) scales less than linear (i.e., classical) since doubling N results in a runtime that is less than double. In particular, we expect it to scale as Θ( √ N ) to be a formulation of Grover's algorithm.
To prove this behavior and find the precise runtime, we first find the eigenvectors and eigenvalues of U . They are
where φ is defined such that
Now we express the initial state in terms of the eigenvectors of U . Consider
For large N , sin θ ≈ 2/ √ N implies that θ ≈ 2/ √ N , so the first two components of this are
which means the last term dominates for large N . That is,
Since |ψ 0 ≈ |bb , the system after t applications of U is
When φt = π/2, i.e.,
the state of the system is approximately
So the system roughly evolves from |bb to being half in |ab and half in |ba , which from the |ab component gives a success probability of 1/2. This agrees with Fig. 2 ; the success probability reaches 1/2 after π √ 1024/2 √ 2 ≈ 36 and π √ 2048/2 √ 2 ≈ 50 applications of U . Repeating the algorithm an expected constant number of times to boost the success probability near 1, the algorithm still finds the marked vertex in Θ( √ N ) applications of U , which is the same scaling as Grover's algorithm.
III. GROVER'S ALGORITHM AS A CONTINUOUS-TIME QUANTUM WALK
In continuous-time, quantum walks do not require the coin space, so they walk in the N -dimensional Hilbert space C N supported by the vertices of the graph. The system begins in the equal superposition over the vertices: j are adjacent and 0 otherwise), and |w is the marked vertex we are looking for. The first term effects a quantum walk [5] while the second term acts as an oracle [23] , with γ setting their relative strength.
As shown in Fig. 1a , there are only two types of vertices: the marked vertex and the unmarked vertices. So we take equal superpositions of them to be basis vectors of a 2D subspace:
In this {|a , |b } basis, the initial state is
and the Hamiltonian is
When γ takes its critical value of 1/N [5, 24, 25] , evolving by Schrödinger's equation with this Hamiltonian yields the success probability shown in Fig. 3 . We see that it reaches a maximum value of 1, and the runtime (which should be Grover's Θ( √ N )) scales better than linear (classical) since doubling N less than doubles the runtime.
To show this analytically, note that the eigenvectors of the Hamiltonian with γ = 1/N are |ψ ± ∝ |s v ∓ |a with corresponding eigenvalues E ± = −1±1/ √ N +1/N . Then the initial state is |ψ(0) = (|ψ + + |ψ − ) / √ 2, and the marked vertex is |a = (− |ψ + + |ψ − ) / √ 2. Since the Hamiltonian is time-independent, solving Schrödinger's equation yields
where ∆E = E + − E − . When ∆E t = π, i.e.,
this becomes
Thus the system evolves to the marked vertex with probability 1 in time π √ N /2, which agrees with Fig. 3 with N = 1024 and 2048; as expected, the success probability reaches 1 at time π √ 1024/2 ≈ 50.265 and π √ 2048/2 ≈ 71.086.
IV. DISCRETE-TIME QUANTUM WALK WITH SELF-LOOPS
Now we include l > 0 self-loops at each vertex, as shown in Fig. 1b . As before, there are only two types of vertices, a and b. But now the a vertex can also point towards itself, so the system evolves in a 4D subspace spanned by equal superpositions of the vertices/directions:
In this {|aa , |ab , |ba , |bb } basis, the initial state is
With self-loops, the C With C
AKR 1
= −I d , the search operator (2) in the {|aa , |ab , |ba , |bb } basis is
where
Clearly, |aa is an eigenvector of U with eigenvalue −1. The remaining part of U corresponding to |ab , |ba , and |bb takes the same form as U for the l = 0 case (4). Since θ is small for large N , those results carry over: the success probability reaches 1/2 in
applications of U . The scaling of this with N depends on the scaling of l. In particular, for large N ,
An example of this evolution is shown in Fig. 4 , with the success probability reaching the expected 1/2 at time π √ 1024/2 √ 2 ≈ 36 for both l = 0 and l = √ N = 32, time π √ 1 + 2 √ 1024/2 √ 2 ≈ 62 for l = 2N = 2048, and time π √ 32768/2 √ 2 ≈ 201 for l = N 3/2 = 32768. With this coin, the self-loops affect the search as one might expect-the more loops, the more the walker stays put, and the longer it takes for the success probability to reach 1/2. So long as the number of self loops scales less than or equal to N (i.e., l = O(N )), the runtime still scales as Grover's Θ( √ N ). Furthermore, there is still a speedup over the classical algorithm so long as l scales less than N 2 (i.e., l = o(N 2 )).
Now consider C flip 1
= −C 0 . [6] showed that with this coin and l = 1 self-loop at each vertex, two applications of the search operator (3) corresponds exactly to Grover's iterate (1) on the vertex space. Reproducing their argument, the vertex and coin spaces have equal dimension N in this case. Then C 0 = R s ⊥ = 2|s s| − I N is the reflection about the equal superposition |s over the Ndimensional computational basis in Grover's algorithm. With this substitution, the search operator (3) becomes
Acting by this on the initial equal superposition state |ψ 0 = |s ⊗ |s , we get U |ψ 0 = S(R w |s ⊗ R s ⊥ |s ) = R s ⊥ |s ⊗ R w |s . Acting a second time, U 2 |ψ 0 = S(R w R s ⊥ |s ⊗ R s ⊥ R w |s ) = R s ⊥ R w |s ⊗ R w R s ⊥ |s , which is precisely Grover's iterate (1) on the first tensor factor.
Returning to the general problem of l > 0 self-loops at each vertex, the search operator (2) or (3) in the {|aa , |ab , |ba , |bb } basis is
where θ is defined such that
and φ is defined such that
Repeatedly applying this to the initial state, the success probability evolves as shown in Fig. 5 . We see that the C flip 1 coin with self-loops causes the search to behave much differently than with the C AKR 1 coin. Beyond l = 1, additional self-loops causes the buildup of success probability to stall, resulting in a lower maximum success probability, whereas the C AKR 1 coin always results in a success probability of 1/2, even if it takes more time to reach it. The figure also reveals that the maximum success probability only depends on l, which is reasonable since the l = 0 and l = 1 cases achieve success probabilities of 1/2 and 1, independent of N .
As before, to find the precise behavior of the algorithm, we find the eigenvectors and eigenvalues of the search operator U . They (unnormalized) are
where α is defined such that
This is dominated by the last term because sin φ ≈ φ in the denominator of the second and third terms is small for large N , which implies that 1 − cos φ ≈ φ 2 /2 in denominator of the last term. Thus if we normalize it to leading-order,
Note that the initial state |ψ 0 ≈ |bb . Then after t applications of U , the system is in the state
We choose t such that αt = π, i.e., the runtime is
for large N . At this runtime, the state of the system is approximately 1 − cos φ 4(1 − cos α)
Then the success probability p is given by the sum of the squares of the first two terms:
Plugging in for cos α, sin θ, cos θ, sin φ, and cos φ, this is
for large N . These expressions for t and p agree with These results indicate that the maximum success probability decreases as l increases. Despite this leading to additional runs of the algorithm to boost the success probability, when l = o(N ), we still obtain an improvement over the classical algorithm's Θ(N ) runtime. When l = Ω(N ), however, the success probability fails to increase beyond its initial scaling of Θ(1/N ), and so the quantum algorithm is no better than the classical one. coin is in some sense less robust to self-loops; it takes fewer lackadaisical errors for it to lose its quantum speedup.
V. CONTINUOUS-TIME QUANTUM WALK WITH SELF-LOOPS
Let us see how the continuous-time quantum walk algorithm is affected by the presence of l self-loops at each vertex. If we count each self-loop to contribute 1 to the diagonal of the full N -dimensional adjacency matrix so that A ii = l at vertex i [26] , then in the two-dimensional subspace spanned by {|a , |b }, the Hamiltonian is
Note this is simply the Hamiltonian with no self-loops (5) plus lI. Adding a multiple of the identity matrix to the Hamiltonian in this manner constitutes a rezeroing of energy or an overall phase, so it has no observable effects. Thus the self-loops do not change the evolution at all; with or without self-loops, at the critical γ = 1/N , the success probability reaches 1 at time π √ N /2. Thus the continuous-time quantum walk algorithm is completely robust to lackadaisical errors in our model using l selfloops at each vertex.
VI. GENERALIZATION TO MULTIPLE MARKED VERTICES
All of these results are straightforward to generalize to the case of k marked vertices. We assume that k = o(N ) since the number of marked vertices cannot scale more than the number of vertices, and if k = cN , then one can classically find a marked vertex in a constant number of guesses. The classical search would take an expected Θ(N/k) time to find one of the k marked vertices on the complete graph of N vertices. As for the quantum walk, let us consider each of the cases above.
Beginning with discrete-time quantum walks, with k > 1 marked vertices and l self-loops at each vertex, the system evolves in a 4D subspace spanned by {|aa , |ab , |ba , |bb }. With the C 
This has the same form as the case of one marked vertex (6) , and since θ is small for large N , the solutions carry over: we reach a success probability of 1/2 in
applications of U . This is shown in Fig. 6 , where the success probability reaches 1/2 at π √ 1024/2 √ 2 · 16 ≈ 9 and π √ 2 + 1 √ 1024/2 √ 2 · 16 ≈ 15 applications of U , as expected.
With the C where θ is defined such that
This has the same form as the case of one marked vertex (7) , and since φ is small for large N , the solutions carry over: define α such that Finally for the continuous-time quantum walk, the Hamiltonian is
This simply adds lI to the Hamiltonian with no self-loops [27] , which is a rezeroing of energy or global phase, so it has no observable effects.
VII. CONCLUSION
We have modeled lackadaisical quantum walks, where the quantum walker has some preference to stay put, by introducing l self-loops at each vertex of the complete graph, showing they can have vastly different effects on quantum search depending on the type of quantum walk. For discrete-time quantum walks with the C AKR 1 coin, the success probability still reaches 1/2, but it takes more time. With the C flip 1 coin, however, rather than slowing the time, the self-loops hamper the buildup of success probability. This hindrance is more potent, eliminating all speedup over classical search when l = Ω(N ) compared to the first coin's l = Ω(N 2 ), suggesting that the first coin is more robust to lackadaisical errors. Continuous-time quantum walks, on the other hand, are not affected at all by the self-loops.
