Abstract. We show that certain sums of products of Hermite-Biehler entire functions have only real zeros, extending results of Cardon. As applications of this theorem, we construct sums of exponential functions having only real zeros, we construct polynomials having zeros only on the unit circle, and we obtain the three-term recurrence relation for an arbitrary family of real orthogonal polynomials. We discuss a similarity of this result with the Lee-Yang Circle Theorem from statistical mechanics. Also, we state several open problems.
Introduction
In the study of entire functions, the Hermite-Biehler class of functions plays a particularly important role. where ω * (z) = ω(z). Hermite-Biehler entire functions naturally appear in many areas of mathematics, and the problem of studying functions with zeros in a half plane is closely related to studying pairs of entire functions with interlacing zeros on a line. For an extensive and detailed discussion of the Hermite-Biehler class, we refer the reader to chapter VII of [6] and the references therein.
A simple, but significant, observation is that the roots of
are necessarily real. This follows from inequality (1.1). In this paper, we generalize this observation by showing, in Theorem 1.1, that certain more complicated sums of products of Hermite-Biehler functions also have only real zeros. This extends results of Cardon in [2] which were used in [3] to construct Fourier transforms having only real zeros.
We will now give a precise statement of Theorem 1.1, our main result. Let ω 1 (z), . . . , ω n (z) ∈ HB. Let G(z) be an entire function of genus 0 or 1 that is real on the real axis and has only real zeros. This is equivalent to saying that G(z) has a product representation of the form . . , a n be positive real numbers. Let T = {1, 2, . . . , n}. For a subset S of T , let S denote its complement in T . Define H n (z) by
For example,
The main result of this paper is the following theorem:
The organization of the rest of this paper is as follows: In §2, we explain some of the motivating ideas that led us to discover Theorem 1.1. This involves combining a result of Pólya in his study of the Riemann ξ-function from analytic number theory with a result of Lee and Yang in their study of statistical mechanics. In §3, we present the proof of Theorem 1.1. Finally, in §4, we give examples and applications of this theorem, and we state several open problems suggested by our studies.
A theorem of Polya and a theorem of Lee and Yang
In 1926 Pólya was attempting to understand the zeros of the Riemann zeta function. His paper includes the following observation: Proposition 2.1 (Pólya [7] 
By Proposition 2.1, the functions F k (s, z 0 ) for fixed real z 0 , if nonzero, are of genus 0 or 1, have only real zeros, and are real for real s. By taking limits of such expressions, Cardon [1] and Cardon-Nielsen [4] classified certain distribution functions µ such that
has only real zeros. On the other hand, F k (s, z), as a function of z for fixed s, is a Fourier transform relative to a discrete measure. In Cardon [2] , it was shown that F k (0, z) has only real zeros. By taking limits of expressions of the form F k (s, z), Cardon [3] characterized certain distribution functions µ such that the Fourier transform
izt dµ(t) has only real zeros.
We may generalize to a greater degree by observing that ω(z) = e iz belongs to the Hermite-Biehler class since all of its roots (there are none) lie in the upper half plane and since
Now we iteratively apply Pólya's Hilffsatz II (Proposition 2.1) using Hermite-Biehler functions ω k (z), rather than exponential functions, to obtain a sequence H k (s, z) of functions of two variables as follows:
Theorem 1.1 says that H n (z) = H n (0, z) has only real zeros. The key to understanding the zeros of H n (s, z) is to use the 'de-coupling' procedure of Lee and Yang in [5] . We will associate a polynomial in the variables x 1 , . . . , x n with the function H n (s, z). Let
where x = (x 1 , . . . , x n ). Note that x is a vector of variables, the number of which depends on the subscript in the expression P n . We could also write
The polynomial P n (s; x) is fundamentally related to H n (z):
The polynomial P n (s; x) is similar to a polynomial studied by Lee and Yang. In 1952, they studied a model for phase transitions in lattice gases with the property that the zeros of the partition function for the system all lie on the unit circle in the complex plane. As re-stated in [8, p. 108 
where the summation is over all subsets S of T = {1, . . . , n} and where S is the complement of S in T . Then P n (x 1 , . . . , x n ) = 0 and |x
Note the similarity of P n (s; x 1 , . . . , x n ) in (2.3) and P n (x 1 , . . . , x n ) in (2.5). By setting each x k equal to t, we obtain the Lee-Yang Circle Theorem from statistical mechanics: Corollary 2.3 (Lee-Yang Circle Theorem). Let P n (t) = P n (t, . . . , t). Then all of the zeros of P n (t) lie on the unit circle.
We will now proceed with the proof of Theorem 1.1.
Proof of Theorem 1.1
In this section we will show that all of the zeros of H n (z) (= H n (0, z)) are real, thus proving Theorem 1.1.
We begin with a proposition for the multivariate polynomial P n (s; z), defined in equation (2.3). This proposition is similar to Proposition 2.2 of Lee and Yang and is the most important step in the proof of Theorem 1.1. (
Proof. We will prove part (i) by induction. The proof of part (ii) is identical except for reversing some inequalities. Let n = 1, and suppose that
The hypotheses on G imply |G(ic)| < |G(id)| for real c, d with 0
G(iA+ia 1 ) < 1. Now assume that n ≥ 2 and that the theorem holds for P k with 1 ≤ k < n. If, by way of contradiction, the theorem is false for P n , then there exists a solution x 1 , . . . , x n of the equation 0 = P n (iA; x 1 , . . . , x n ) such that |x k | ≥ 1 for 1 ≤ k ≤ n. We will show this leads to the existence of another solution u 1 , . . . , u n such that
From the definition of P n , 0 = P n (iA; x 1 , . . . , x n ) = P n−2 (iA − ia n−1 − ia n ; x) + P n−2 (iA − ia n−1 + ia n ; x)x n + P n−2 (iA + ia n−1 − ia n ; x)x n−1 + P n−2 (iA + ia n−1 + ia n ; x)x n−1 x n .
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By the induction hypothesis, P n−2 (iA + ia n−1 + ia n ; x 1 , . . . , x n−2 ) = 0. The last equation shows that x n−1 and x n are related through the fractional linear transformation
As x n tends to ∞, x n−1 tends to the value x n−1 where
For the value x n−1 we have
Since |x 1 | ≥ 1, . . . , |x n−2 | ≥ 1, the induction hypothesis implies that |x n−1 | < 1. Therefore, by continuity, there exists a solution x 1 , . . . , x n−2 , u n−1 ,x n such that
Repeating this argument with the indices 1, . . . , n − 2 in place of n − 1 results in a solution u 1 , . . . , u n such that
Let f k (s) for 1 ≤ k ≤ n − 1 be defined recursively by
Note that
. . , u n−1 ) and
By Lemmas 3.2 and 3.3 (which are stated after this proof), f k (s) for 1 ≤ k ≤ n−1 is a function of genus 0 or 1 that is real for real s, has only real zeros, and has at least one real zero. These conditions, especially the fact that f k (s) has at least one real zero, imply that |f n−1 (iA − ia n )| < |f n−1 (iA + ia n )| since |A − a n | < |A + a n |. This gives
where the inequality is strict. This contradicts the fact that |u n | ≥ |x n | ≥ 1. Therefore, the assumption that |x n | ≥ 1 is false, and we conclude that |x n | < 1.
The following two technical lemmas were used in the proof of Proposition 3.1. They describe the number of zeros of
Lemma 3.2. Let G(z)
be an entire function of genus 0 or 1 that is real for real z, has only real zeros, and has at least n ≥ 1 zeros (counting multiplicity). Let a > 0 and let b be real. Then
is also a function of genus 0 or 1 that is real on the real axis, has only real zeros, and has at least n − 1 zeros.
Proof. Assume G has n ≥ 1 zeros. Then G(z) is of the form
where c n = 0. Let
Then by expanding and collecting powers of z, we obtain
where 
is also a function of genus 0 or 1 that is real on the real axis, has only real zeros, and has infinitely many zeros.
Proof. We begin with a simple observation about real entire functions of genus 0 or 1. Let φ be such a function. Then φ may be represented as
where c, α, and α k are real and m is a nonnegative integer. For any real T ,
Thus φ(z) has infinitely many zeros if and only if |φ(iT )| 2 grows more rapidly than any power of T . Now let
By making a change of variable, if necessary, there is no loss of generality in assuming that G is of the form
where the α k are the real zeros of G. Let
SUMS WITH REAL ZEROS 3863
For real T , g(iT ) = |G(iT )| 2 . Since g(z) satisfies the conditions of Proposition 2.1,
also satisfies the conditions of Proposition 2.1. Thus, g (z) is of the form
where the β k are real and β −2 k < ∞. By the observation at the beginning of the proof, since G(z) has infinitely many zeros, g(iT ) = |G(iT )| 2 grows more rapidly than any power of T . Similarly, for fixed real a, both g(iT + ia) = |G(iT + ia)| 2 and g(iT − ia) = |G(iT − ia)| 2 grow more rapidly than any power of T . By showing that the difference
grows more rapidly than any power of T , we may conclude that |H(iT )| 2 also grows rapidly and hence that H(z) has infinitely many zeros.
By the mean value theorem of calculus there exists a real number a T depending on T in the interval (−a, a) such that
Since g(iT ) and ig (iT ) are increasing functions of positive T ,
for all T ≥ a. But the right hand side grows more rapidly than any power of T . Therefore, |G(iT + ia)| 2 grows sufficiently more rapidly than
2 grows more rapidly than any polynomial as T becomes large. Thus, H(z) has infinitely many zeros.
We may now apply the information in Proposition 3.1 about the multivariate polynomial P n (s; x 1 , . . . , x n ) to the function H n (s, z), defined in equation (2.1). This results in a lemma which is Theorem 1.1, except for the requirement that G(z) have n real zeros. Proof. From the definition of H n (s, z), it is immediate that H n (iA, z) = 0 if and only if H n (−iA,z) = 0. Hence, (i) and (ii) are equivalent. Recall from equation (2.4) that P n and H n are related by
.
If Im(z) ≥ 0, then |ω k (z)/ω * k (z)| ≤ 1 for 1 ≤ k ≤ n. Thus, Proposition 3.1(ii) implies H(−iA, z) = 0. So, H n (−iA, z) = 0 implies Im(z) < 0. This proves (ii) and consequently (i).
By part (i), since lim A→0 + H n (iA, z) = H n (0, z) is uniform on compact sets, the zeros of H n (0, z) satisfy Im(z) ≥ 0. Similarly, by part (ii), the zeros of Problem 4.8. Extend Theorem 1.1 so that it gives information about the relationship of the zeros of H n (z) and those of p k (z) and q k (z) where p k (z) and q k (z) are real entire functions such that ω k (z) = p k (z) + iq k (z) for 1 ≤ k ≤ n. In particular, improve Theorem 1.1, so that it can be used to give a direct proof of the simplicity and interlacing of the zeros of the real orthogonal polynomials discussed in Example 4.4.
