Abstract. Using recent work by Erman-Sam-Snowden, we show that finitely generated ideals in the ring of bounded-degree formal power series in infinitely many variables have finitely generated Gröbner bases relative to the graded reverse lexicographic order. We then combine this result with the first author's work on topological Noetherianity of polynomial functors to give an algorithmic proof of the following statement: ideals in polynomial rings generated by a fixed number of homogeneous polynomials of fixed degrees only have a finite number of possible generic initial ideals, independently of the number of variables that they involve and independently of the characteristic of the ground field. Our algorithm outputs not only a finite list of possible generic initial ideals, but also finite descriptions of the corresponding strata in the space of coefficients.
Introduction
Grevlex series and Gröbner bases. Let A be a ring and let R A be the A-algebra of formal power series over A of bounded degree in the infinitely many variables x 1 , x 2 , . . .. In other words, each element of R A is a formal infinite sum
where d is some nonnegative integer and c α ∈ A for each sequence α = (α 1 , α 2 , . . .) of nonnegative integers whose sum |α| is (finite and) at most d. Addition and multiplication are as usual. We equip the polynomial ring R A with the graded reverse lexicographic order grevlex, in which x α > x β if either |α| > |β| or |α| = |β| and the last non-zero entry of α − β is negative. So, for instance, the monomials of degree 3 are ordered as follows: To remind the reader that this is the only monomial order considered in this paper, we call the elements of R A grevlex series over A. If f is a nonzero element of R, then lm( f ) denotes the largest monomial that has a nonzero coefficient in f , lc( f ) denotes that coefficient, and lt( f ) = lc( f )lm( f ) is the leading term. The ring R A carries a unique topology in which a basis of open neighborhoods of f ∈ R A is given by all sets {g ∈ R A | lm( f − g) < x α } as α varies. Let L be a field. A Gröbner basis of an ideal I ⊆ R L is a subset B ⊆ I such that for each h ∈ L there exists an f ∈ B with lm( f )|lm(h). We do not require that B be finite. As in the classical setting, a Gröbner basis B of I generates I as an ideal (Lemma 7). Our first main result is the following.
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Theorem 1. For every field L, every finitely generated homogeneous ideal in the ring R L has a finite Gröbner basis with respect to grevlex.
The analogous statement certainly does not hold for all monomial orders: in [Sne98a, Appendix A.2] it is shown that the ideal generated by a generic quadric and a generic cubic has a non-finitely generated initial ideal relative to the lexicographic order. Theorem 1 implies a positive answer to [Sne98b, Question 7 .1]; in that paper a positive answer is given in the case where the ideal is generated by series |α|=d i c i,α x α , i = 1, . . . , k whose coefficients (c i,α ) i∈ [k] ,|α|=d i are algebraically independent over the prime field of L.
The natural question arises whether a Gröbner basis as in the theorem can be computed in finite time. A straightforward variant SeriesBuchberger of Buchberger's algorithm shows that this would, indeed, be the case-if only we could work effectively with infinite series.
Next we focus on the following setting where we can indeed work with such series. Let S ∞ = n S n be the union of all symmetric groups, and let S >n be the subgroup of all permutations fixing 1, . . . , n elementwise. Suppose that we are given an action of S >n 0 on A by means of ring automorphisms, and let S >n 0 act on the variables x 1 , x 2 , . . . via πx i = x π(i) . This action extends to an action of S >n 0 by (continuous) ring automorphisms on R A via
We call an f ∈ R A eventually invariant if there exists an n ≥ n 0 such that π( f ) = f for all π ∈ S >n . To specify an eventually invariant grevlex series we need only a finite number of coefficients: if f is invariant under S >n and has degree d, then S >n has only finitely many orbits on monomials in x 1 , x 2 , . . . of degree at most d-the grevlexlargest element in each orbit is of the form x α where α(n + 1) ≥ α(n + 2) ≥ . . .. Then f is uniquely determined by its coefficients on these grevlex-largest representatives
Often we will suppress n from this notation. 
Stillman's conjecture. The condition of eventual invariance seems rather restrictive, but it is tailored to a proof of the following theorem. [BS87] , this implies that the projective dimension of an ideal generated by homogeneous forms of fixed degrees but in an arbitrary number of variables and in arbitrary characteristic is uniformly bounded. This is Stillman's conjecture from the title; see [PS09] . This is the fourth proof of Stillman's conjecture, after the first proof by AnanyanHochster [AH16] and two recent proofs by Erman-Sam-Snowden [ESS18] . Our proof is the same in spirit as the second proof in the latter paper in that it uses Draisma's theorem on topological Noetherianity of polynomial functors [Dra17] . However, unlike the second proof in [ESS18] (but like the first proof there, and like Ananyan-Hochster's proof), our theorem yields S 1 , . . . , S t that are valid in all characteristics. Also, our theorem is constructive in the sense that we give an algorithm for computing the possible initial ideals and the corresponding strata given by equations and disequations for field characteristics and coefficients of the input series. All these are represented finitely.
In [ESS18] the authors raise the question whether a version over Z of Draisma's theorem holds, as this would also make their second proof characteristic-independent. We do not settle this question. Instead, the algorithm of Theorem 3 simulates a generic ideal computation in all characteristics, branching along constructible subsets of Spec Z whenever necessary. We argue that, if there were an infinite branch in this computation, then this branch would also be infinite over some field; and that this would contradict Draisma's theorem over that field.
In [ESS17] (see also [DES17, Theorem 1.9]), using Stillman's conjecture and Draisma's theorem, the same authors establish a generalization of Stillman's conjecture to ideal invariants that are upper semicontinuous in flat families and preserved under adding a variable to the polynomial ring. We have not pursued the question to what extent (an algorithmic version of) this generalisation also follows from our Theorem 3.
Organization. This paper is organized as follows. In Section 2 we prove Theorem 1 using work from [ESS18] . In Section 3 we use this existence result to prove that a version of Buchberger's algorithm for eventually invariant series terminates; this yields Theorem 2. In Section 4 we review topological Noetherianity of a specific polynomial functor, which follows from [Dra17] . Finally, in Section 5 we derive Theorem 3 from Theorem 2 and Draisma's theorem.
The existence of finite Gröbner bases
We will use two results from [ESS18] , the first of which is the following.
Theorem 4 (Theorem 1.2 from [ESS18]). If L is perfect, then R L contains an (uncountable) set of homogeneous elements {g
(n) that retains only the terms involving only the variables x 1 , . . . , x n . We may think of a degree-at-most-d element of R L as a sequence ( 
The following lemma is straightforward from [ESS18, Section 5], but we include its proof using the two results above.
is surjective for all n ≫ 0.
Proof. This surjectivity is not affected by enlarging the field, so we may assume that L is perfect. By Theorem 4, there exist homogeneous
. . , g l ] and such that g 1 , . . . , g l are part of a system of variables for the polynomial ring R L . In particular, they are a regular sequence in R L , and hence by Theorem 5 the polynomials g
for n ≫ 0. We draw two conclusions from this. First, for n ≫ 0, g
are elements of the polynomial ring
], and
Combining these two statements we find the surjectivity claimed in the lemma.
Proof of Theorem 1. Let f 1 , . . . , f k ∈ R L be nonzero, homogeneous, and let n ∈ Z ≥0 . Set
)-otherwise, the right-hand side would equal
), which is not divisible by x n+1 . By Lemma 6, if n ≫ 0, the syzygy (a 1 , . . . , a k ) can be lifted to a syzygy (c 1 ,
but then we see that u/x n+1 ∈ lm(I). Hence for n ≫ 0, lm(I) does not contain minimal generators divisible by x n+1 . It follows that for such an n, lm(I) is generated by any finite generating list m 1 , . . . , m t of lm(I (n) ). Now h 1 , . . . , h t ∈ I such that lm(h i ) = m i form a Gröbner basis of I.
Buchberger's algorithm for grevlex series
To turn Theorem 1 into an algorithm, we derive a version of Buchberger's algorithm.
Lemma 7 (Division with remainder
for all i and such that no term of the remainder h − i q i f i is divisible by any lm( f i ).
In particular, if f 1 , . . . , f k is a Gröbner basis of the ideal that they generate, then the remainder must be zero.
Proof. Initialize r := h and q i := 0 for all i. While some term of r is divisible by some lm( f i ), pick the grevlex-largest such term cx α in r, subtract c(x α /lm( f i )) f i from r and add cx α /lm( f i ) to q i . This does not change terms in q i larger than the term just added, and hence in the product topology on R k L the vector q converges a solution vector q as desired. Proof. Fix any natural number n. The loops with m ranging from 1 to n really compute a Gröbner basis for I := f
while dragging the tails of the series along. In particular, these n loops terminate. If an element is added to the queue Q in the (n + 1)st run of the loop, then this implies that lm(I) ∩ R (n) L does not generate lm(I). By Theorem 1, this cannot happen infinitely often, so the algorithm terminates. That the output is, indeed, a Gröbner basis, follows from the ordinary Buchberger criterion.
Buchberger's algorithm for eventually invariant series
Recall that S >n 0 acts on L, on variables, and on R L . Given representationsf 1 , . . . ,f k of eventually invariant f 1 , . . . , f k ∈ R L , we want to compute the representation of an eventually invariant Gröbner basis of I := f 1 , . . . , f k .
The first ingredient in our variant of Buchberger's algorithm is an analogue of Lemma 7.
Lemma 9 (Division with remainder on representations. 
Since r is S >n -invariant, so is a := i c i x α i . Moreover, as lm( f i ) is S >n -invariant, a is divisible by lm( f i ). Replace r by r − (a/lm( f i )) f i and q i by q i + (a/lm( f i )); each of these are S >n -invariant. This does not effect the terms of r larger than x α and gets rid of this particular term. In this process, r and the q i remain S >n -invariant and converge to series as in Lemma 7.
For effectiveness, we need to be able to compute the representation of r − (a/lm( f i )) f i fromr,â = cx α , andf i . The representation depends linearly on the series, so it suffices to have a procedure for computing the representation of a product. The function Product does just that-it uses that no monomial of degree e that is grevlex-maximal in its S >n -orbit contains any of the variables x n+e+1 , x n+e+2 , . . .. The next ingredient is S-series: if f, g are monic S >n -invariant series whose leading monomials are also S >n -invariant, and x γ = lcm(lm( f ), lm(g)), then we set
) is also S >n -invariant, and the n-representation of S( f, g) can be computed from the n-representationsf ,ĝ, as follows.
From the n-representationf = s i=1 c α i x α i of an S >n -invariant grevlex series one can compute the m-representationf with m > n as follows. For each i = 1, . . . , s, the group S >m has only finitely many orbits on S >n x α i . Let x β i1 , . . . , x β is i be the grevlexmaximal representatives of these orbits, and let π i1 , . . . , π is i ∈ S >m be such that
function Remainder(n,ĥ, {f 1 , . . . ,f k }) input: n-representationsĥ,f 1 , . . . ,f k of S >n -invariant series, withf i monic and lm(f i ) S >n -invariant; output: the n-representation of a remainder of h after division by f 1 , . . . , f k . assume lm(f 1 ), . . . , lm(f k ) are S >n -invariant. r :=ĥ; whiler contains a term cx α divisible by some lm(f i ) dô r :=r−Product(cx α /lm(f i ), xf i ); end while; returnr; end function function S(n,f ,ĝ) input: n-representationsf ,ĝ of monic S >n -invariant series with lm(f ), lm(ĝ) S >n -invariant. output: n-representation of S( f, g).
We callf the m-expansion off . So we may freely increase n when desirable; we will use this to ensure that the leading monomial of f is S >n -invariant.
Proof of Theorem 2. The algorithm SymmetricBuchberger above called with arguments (n,f 1 , . . . ,f k ) performs the same operations as the algorithm SeriesBuchberger on page 5 on input ( f 1 , . . . , f k ), except that it works with finite data structures capturing the series f i . Hence Proposition 8 implies both the termination and the fact that the output of SymmetricBuchberger is the representation of a Gröbner basis of f 1 , . . . , f k .
Remark 10. Should one consider implementing SymmetricBuchberger, it may be practical to allow series to have m-representations with varying values of m, as opposed to the uniform m for every iteration of the outer loop above.
In order to perform binary operations, i.e., additions and multiplications, representations would then need to be expanded to a matching value of m. Furthermore, to ensure termination, the order of S-pairs needs to ensure that each leading monomial is eventually encountered. In SymmetricBuchberger, this is done by increasing m only after all the leading monomials in x 1 , . . . , x m have been collected.
A polynomial functor
Let K be an infinite field. Let GL n (K) act on the space K n with basis x 1 , . . . , x n by left multiplication, and for each d ∈ Z ≥0 on the d-th symmetric power S d K n in the natural manner . Fix d 1 , . . . , d k ∈ Z ≥0 and set (n) (K), the projective limit along the maps P (n+1) (K) → P (n) (K) coming from the projection K n+1 → K n forgetting the last coordinate. The map P (n+1) (K) → P (n) (K) is GL n (K)-equivariant if we think of GL n (K) as embedded in GL n+1 (K) via the map g → diag(g, 1), and hence P(K) is a module for the group GL ∞ (K) := n GL n (K). The space P(K) is the subspace of (R K ) k consisting of all tuples where the i-th element is homogeneous of degree
Dually, let V := lim n→ (P (n) (K)) * . Then V is a countable-dimensional space, P(K) is canonically isomorphic to V * , and hence K[P] := SV, the symmetric algebra on V, serves as a coordinate ring of P(K) in that the set of K-algebra homomorphisms K[P] → K is canonically identified with P(K). We equip P(K) with the Zariski topology in which closed subsets are characterized by polynomial equations from K [P] . Also V and K[P] are modules for GL ∞ (K). The following is an instance of a general result on polynomial functors from [Dra17] . 
Theorem 11. Let K be an infinite field, and fix integers d
Remark 12. Two comments are in order. First, the implication ⇒ between the two statements in the theorem follows from the Nullstellensatz, since the first sentence also holds for any algebraic closure of K. Second, each a i is an element of
for some finite n i . If n ≥ max i∈ [t] n i , then the property of a t above is equivalent to
where we have replaced ∞ by n.
Finitely many generic initial ideals
We now prepare for the proof of Theorem 3. For i = 1, . . . , k let f i be the homogeneous degree-d i series
whose coefficients live in the polynomial ring Regarding g −1 r as a polynomial in the entries g h j whose coefficients are in A, we write E n (r) ⊆ A for the set of all nonzero coefficients. It is easy to see that if r ∈ A (n) , then also E n (r) ⊆ A (n) . The following easy lemma explains the significance of this construction.
Lemma 13. If K is an infinite field, then the K-span of the orbit of
Proof of Theorem 3. In the recursive variant Stillman of SymmetricBuchberger on page 10, we write F p , where p is either zero or a prime, for the prime field of characteristic p. We prove that Stillman terminates on input 
We discuss the computations of Y 1 , Y 2 . For Y 1 , one starts running the ordinary Buchberger algorithm on the ideal in the localization A (m) [N −1 ][t] generated by r∈Z E m (r) and ta − 1 (Rabinowitsch' trick), where t is an auxiliary variable. Whenever an integer leading coefficient is divisible by a nonzero prime (p) in Y, the algorithm branches into a branch where multiples of p are zero and a branch where p is invertible. Assuming that Y is constructible to begin with, each leaf of this finite tree yields a constructible set of primes leading to that leaf, and Y 1 is the union of the primes corresponding to leaves where the aforementioned ideal contains 1.
A similar algorithm is used to compute Y 2 . Since we start with Y = Spec Z, it follows that in any of the further calls of Stillman the set Y is constructible. In other words, Y is either a finite set of nonzero primes in Spec(Z) or a cofinite set in Spec(Z) containing (0).
Furthermore, in each run of Stillman, for each (p) ∈ Y, the algebra F p ⊗Ā (m) has 0 1. This is true at the initial call, it remains true in call (I) since m, Z, N do not change, and it remains true in call (II) since we explicitly test for this condition. Furthermore, it remains true later in the loop, since there we have already removed from Y the primes in Y 1 , which are those where inverting a would cause the algebra to collapse.
Let T be the rooted tree whose vertices are the runs of Stillman and whose edges are labelled (I) or (II) according to which call in the algorithm leads from one run to the other. We claim that every path in T away from the root is finite. Indeed, consider an infinite path γ in T. The argument Y remains nonempty and weakly decreases along γ and since it is locally closed in Spec(Z), so there exists a prime (p 0 ) ∈ Spec Z that is in the intersection of all the arguments Y along γ.
If infinitely many edges in γ are labelled (II), then Z records a 1 , a 2 , a 3 , . . . with a i ∈ A (m i ) and m 1 ≤ m 2 ≤ . . . and Since the former algorithm terminates by Proposition 8, so does the latter.
We conclude that T is finite. Let K be an infinite field, n a natural number, and let f . To find γ, proceed as follows: whenever a ∈ A is defined as the numerator of a leading coefficient off , check if under the specialization
the element a specializes in K to zero or to a nonzero element. If a specializes to zero, then follow call (I) or call (II) according as (char K) ∈ Y 1 or not. If a does not specialize to zero, then follow neither of these calls and continue with the loop. Along this γ, Stillman performs the same operations as SeriesBuchberger, and hence terminates with the generic initial ideal of f 
