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[1] The estuarine boundary layer affected by a horizontal density gradient exhibits temporal
evolution over a tidal cycle, in a manner similar to the diurnal cycle of the ocean surface
mixed layer. A large eddy simulation (LES) model is developed to investigate the physics
controlling the growth of the boundary layer during the flood tide and restratification
during the ebb tide. Turbulent kinetic energy, momentum and salt fluxes, bottom stress,
and energy dissipation rates calculated from the LES model all show a strong flood‐ebb
asymmetry. Analysis of the turbulent kinetic energy (TKE) budget shows a primary balance
between shear production and dissipation in the well‐mixed boundary layer over the tidal
cycle. However, TKE transport term is found to be important across the edge of the boundary
layer during the flood tide so turbulent energy generated in the bottom boundary layer can be
transferred to the stratified pycnocline region. Tidal straining leads to a small and weakly
convective region inside the boundary layer during the flood tide but the strain‐induced
buoyancy flux does not make a significant contribution to the turbulence generation.
Additional LES runs are conducted by switching off the baroclinic pressure gradient term
in the momentum equation and the tidal straining term in the salinity equation to show
that the baroclinic pressure gradient is the main mechanism responsible for generating the
flood‐ebb mixing asymmetry.
Citation: Li, M., S. Radhakrishnan, U. Piomelli, and W. Rockwell Geyer (2010), Large‐eddy simulation of the tidal‐cycle
variations of an estuarine boundary layer, J. Geophys. Res., 115, C08003, doi:10.1029/2009JC005702.
1. Introduction
[2] Much work has been devoted toward understanding the
temporal evolution of the surface mixed layer in the open
ocean. Over a diurnal cycle, daytime heating leads to
restratification in the mixed layer while nighttime convection
causes entrainment and deepening of the mixed layer. In
estuaries and shelf seas affected by a horizontal density gra-
dient, the bottom boundary layer exhibits temporal evolution
over a tidal cycle similar to the diurnal cycle of the surface
mixed layer: the boundary layer entrains and grows during the
flood phase but may restratify during the ebb phase. Under-
standing the physical mechanisms controlling the growth and
restratification of the estuarine boundary layer is the topic of
this paper.
[3] Recent observations have provided unprecedented
detail on the temporal and spatial variability of turbulent
mixing in estuaries and shelf seas. In particular, significant
asymmetry in turbulent mixing was found over a flood‐
ebb tidal cycle. Jay and Smith [1990a, 1990b] analyzed
data collected from the Columbia River estuary and found
enhanced shear and stratification during ebb tides but stron-
ger mixing and weaker stratification during flood tides. In the
weakly stratified flows found in regions of the continental
shelf influenced by lateral fresh water inputs, Simpson et al.
[1990] independently discovered the same phenomenon
and described the switching between the stratified and mixed
states over a single tidal cycle as strain‐induced periodic
stratification (SIPS). Geyer et al. [2000] estimated the eddy
viscosity in the Hudson River and found that flood values
exceeded ebb values by a factor of 2. Based on dissipation
measurements in the Liverpool Bay region of freshwater
influence, Rippeth et al. [2001] hypothesized that tidal
straining produces instabilities in the water column that
release additional energy for convective mixing toward the
end of the flood tide. Subsequently, Stacey and Ralston
[2005] proposed that the mixing asymmetry in the flow is
due to the strain‐induced buoyancy flux, which is stabilizing
on ebb tides but destabilizing on flood tides. However, in a
recent dye study, Chant et al. [2007] found that the growth
of the tidally driven bottom boundary layer in the Hudson
River is primarily driven by the bed stress while tidal straining
only plays a minor role in the entrainment process.
[4] Despite these recent advances in observations of
estuarine mixing processes, several key questions on the
flood‐ebb tidal asymmetry remain unanswered. What are the
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relative roles of baroclinic pressure gradient and tidal
straining in estuarine dynamics? Is the flood‐ebb mixing
asymmetry caused by the flood‐ebb asymmetry in the bed
stress or by the tidal straining of the density field? How does
the strain‐induced buoyancy production compare with shear
production and turbulent transport in the turbulence kinetic
energy budget?
[5] The large eddy simulation (LES) model has potential to
shed new light on the physics of estuarine mixing processes
and provide answers to those questions. LES is a numerical
technique that directly resolves the large, flux‐carrying tur-
bulent eddies, while modeling the small, more isotropic,
subgrid‐scale (SGS) eddies. Most of the success of LES in
geophysics has been in neutral or unstably stratified en-
vironments [e.g., Wyngaard, 1992, Mason, 1994], but the
stratified turbulence problem has been more of a challenge,
due to the small spatial scales of the turbulent eddies and the
extreme anisotropy of the outer scales of flow. Notwith-
standing these challenges, there has been progress in mod-
eling stratified flows with LES. Mason and Derbyshire
[1990] and Brown et al. [1994] applied LES to stably strati-
fied atmospheric boundary layers, while Sullivan et al. [1998]
and Otte and Wyngaard [2001] used LES to investigate
entrainment processes in the interfacial layer capping the
atmospheric boundary layer.
[6] In oceanography, LES has been used to study turbulent
mixing processes in the ocean‐surface mixed layer [e.g.,
McWilliams et al., 1997; Skyllingstad et al., 1999; Li et al.,
2005]. Skyllingstad and Wijesekera [2003] extended the
upper ocean LES model by using a shaved‐cell approach to
simulate flows over two‐dimensional obstacles, whereas
Denaro et al. [2007] developed a large‐eddy simulation
method based on the finite volume approach and evaluated it
for buoyancy‐driven turbulence in the absence of rotational
effects. Taylor and Sarkar [2007, 2008a, 2008b] performed
large eddy and direct simulations of a stratified bottom
Ekman layer, including the role of internal waves and pro-
posed modifications to the standard logarithmic law in the
near‐wall.
[7] In a pilot study, Li et al. [2008] adapted an upper‐ocean
LESmodel to investigate asymmetric tidal mixing affected by
the horizontal density gradient. They conducted several
model runs to simulate periodic restratification in weakly
stratified shelf regions and found that the depth‐integrated
buoyancy production is less than 5% of the integrated shear
production in all the runs in which the tidally averaged hor-
izontal Richardson number falls into a range 0.1 < Rix < 0.8.
They further demonstrated that Rix = H/(−L), where H is the
water depth and L is the Monin‐Obukhov length. According
to previous mixed‐layer studies by Li et al. [2005], the tran-
sition from the shear to convective turbulence occurs at Rix =
H/(−L) ≈ 4.5. For typical values of tidal currents and the
horizontal density gradient found in the weakly stratified
shelf regions, Rix is generally less than about 1. Therefore, it
seems unlikely that the flows will switch from shear‐ to
buoyancy‐driven turbulence over the ebb‐flood tidal cycle. Li
et al. [2008] also conducted a run with permanent stratifica-
tion. Since the LES model required a uniform grid size in all
three directions, it had difficulty in resolving the stratified
pycnocline, resulting in a subsurface jet that is more pointed
than the observed during the flood tide. Consequently, it
remains unclear how the baroclinic pressure gradient and tidal
straining contribute to turbulence mixing in stratified water
representative of a typical partially mixed/stratified estuary.
[8] In this work, we simulate the growth and restratification
of an estuarine boundary layer in stratified water. To conduct
such simulations, we have extended a finite‐volume engi-
neering LESmodel to oceanic applications. Themodel allows
variable grid sizes so higher resolution can be placed in the
stratified pycnocline. The governing differential equations
(conservation of mass and momentum and the scalar trans-
port) are discretized on a non‐staggered grid using a curvi-
linear finite‐volume code. The LESmodel has been validated
by Silva Lopes and Palma [2002] in isotropic turbulence, by
Silva Lopes et al. [2006] in an S‐shaped duct, and by
Radhakrishnan et al. [2006] for nonequilibrium flows. In
particular, Radhakrishnan and Piomelli [2008] have vali-
dated the model against the laboratory experiments of Jensen
et al. [1989] for oscillating boundary layers. In their numer-
ical experiments, Radhakrishnan and Piomelli [2008]
explored a number of subgrid scale and wall‐layer models.
With a finite‐volume grid design, this LES model has the
capability to resolve estuarine and coastal flows affected by
varying bathymetry and shoreline geometry.
[9] The studies in the Hudson River suggest that mixing in
the interior is controlled by entrainment between the bound-
ary layer and the pycnocline above [Chant et al., 2007], but
processes in this transition zone have not been adequately
characterized. By analyzing the turbulent kinetic energy
budget, we shall examine if turbulent transport term plays an
important role in supplying turbulent kinetic energy from the
bottom boundary layer to the entrainment zone, as suggested
by Simpson et al. [1996] and Stacey et al. [1999].Wewill also
examine the hypothesis of Stacey and Ralston [2005] that the
turbulence structure is inherently altered by the straining
mechanism. If convective processes significantly contribute
to the turbulence in this region, the overall efficiency of
conversion from kinetic to potential energy may be signifi-
cantly affected, with implications for the overall estuarine
dynamics as well as the dynamics of the stratified turbulence.
[10] The plan for the paper is as follows: in section 2 we
describe the finite‐volume LES model. Section 3 is devoted
to an analysis of turbulent statistics over a tidal cycle. In
section 4 we analyze the turbulent kinetic energy budget and
investigate the roles of baroclinic pressure term and tidal
straining term in the generation of tidal‐mixing asymmetry.
Concluding remarks are made in section 5.
2. Model Description
[11] In large‐eddy simulations, the velocity and scalar/
density fields are separated into a resolved (large scale) and a
subgrid (small‐scale) field, by a spatial filtering operation
[Leonard, 1974]. The conservation equations of mass,
momentum, temperature, and salinity for an estuarine LES
model are given by
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in which xi=1,2,3 (x, y, z) are the streamwise, spanwise, and
vertical directions; the resolved velocity components in these
directions are u1, u2, and u3 (or u, v, and w); tij, q j, and j are
the modeled subgrid‐scale terms that arise in the momentum,
temperature (T ), and salinity (S ) equations, respectively, with
p the pressure, r′ the density perturbation, g the gravitational
constant, u the molecular viscosity, and g and  the diffu-
sivities of heat and salt. Themodel assumes a rigid‐lid surface
and the tidal flow is driven by an oscillating pressure gradient
1

Ftide = −
1

@ptide
@x
. Since the LES domain is too small to
resolve the entire estuary, the effects of estuarine circulation
are included through forcing terms. In the streamwise com-
ponent of the momentum equation, we add a large‐scale
pressure gradient given by
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in which h is the surface elevation. The first term on the right‐
hand side of (5) represents fresh water pileup at the river head
while the second term represents baroclinic pressure gradient
due to sloping isopycnals. In the salinity equation, a large‐
scale advection term u
@S
@x
includes the effect of tidal straining.
This set of governing equations can be derived mathemati-
cally from the filtered LES equations by employing a multi-
scale expansion in which the inner scale is the resolved
velocity from the LES, and the outer one is determined by the
large‐scale estuarine circulation, or obtained from a consid-
eration of estuarine momentum and salt balance [Li et al.,
2008].
[12] The SGS stresses and scalar fluxes are modeled using
an eddy‐viscosity approximation
aij ¼ ij 
ij
3
kk ¼ 2
tij; ð6Þ
qi ¼  vtPrt
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where cij is the resolved strain‐rate tensor
ij ¼ 12
@ui
@xj
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@xi
 
ð9Þ
and the turbulent Prandtl number Prt is assumed to be 1. We
use the Smagorinsky eddy‐viscosity model [Smagorinsky,
1963] given by

t ¼ CsDð Þ2 2ijij
 
; ð10Þ
in which D = (Dx Dy Dz)
1/3 is the filter width and Cs = 0.1
is chosen. This SGS model was chosen primarily for cost
reasons: we tested the dynamic Lagrangian‐averaged model
[Meneveau et al., 1996], which is generally more accurate
than the Smagorinsky model (especially in the near‐wall
region), but found no improvement in the prediction of
the Reynolds stresses and only marginal differences in the
mean velocity and salinity profiles. The Lagrangian dynamic
model, however, required doubling the CPU time of the
Smagorinsky model. This increased cost is due to additional
filtering operations, which require significant communication
between processors. Given the already extreme computa-
tional cost of this calculation (see below), it was decided to
use the simpler model to be able to integrate the equations for
a longer time.
[13] The governing differential equations (1) to (4) are
discretized on a nonstaggered grid using a curvilinear finite
volume code (the calculations presented here, however, used
a Cartesian orthogonal geometry). The method of Rhie and
Chow [1983] is used to avoid pressure oscillations. Both
advective and diffusive fluxes for the momentum and scalar
equations are approximated by second‐order central differ-
ences. The model can use the Crank‐Nicolson scheme to
advance the wall‐normal diffusive terms in time, and the
Adams‐Bashforth scheme for all the other terms, or can be
fully explicit if the Adams‐Bashforth scheme is used for all
terms. In flows, such as the one under study, that are homo-
geneous in the y direction, Fourier transforms can be used to
reduce the three‐dimensional Poisson equation into a series
of two‐dimensional Helmholtz equations in wave number
space, which are then solved iteratively using the biconjugate
gradient stabilized method. The code is parallelized using the
MPI message‐passing library and the domain‐decomposition
technique. As mentioned above, this model has been exten-
sively tested [Silva Lopes and Palma, 2002; Silva Lopes
et al., 2006; Radhakrishnan et al., 2006; Radhakrishnan
and Piomelli, 2008]. To examine how well the new finite‐
volume LES model works in stratified fluids, we used it to
simulate stably stratified open channel flow driven by a
uniform pressure gradient and a surface heat/density flux. The
results were then compared with those obtained from a finite‐
difference LES model by Taylor et al. [2005]. The two LES
models show very good agreements on the low‐order turbu-
lence statistics. Detailed comparison results can be found in
the appendix.
[14] To investigate the estuarine mixing problem, we
use a model domain of 30 (streamwise) × 20 (spanwise) ×
10 (vertical) (m) and a grid size of 120 × 80 × 120. Since
density stratification is dominated by salinity difference in
estuaries, uniform temperature is assumed and constant in
time. Periodic boundary conditions are used in the streamwise
(x) and spanwise ( y) directions. At the free surface, the wall‐
normal velocity is set to zero, as are the vertical derivatives of
the streamwise and spanwise velocity components across the
sea surface. A zero‐flux boundary condition is imposed for
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salinity at the top and bottom boundaries. To prescribe the
bottom boundary condition for the momentum equation, we
use the wall‐layer model by applying the logarithmic law
at the first grid point. Given the average velocity Uol in the
outer layer (at the first grid point zol), one can relate it to the
bottom friction velocity u* by solving
Uol
u*
¼ 1

log
zol

; ð11Þ
where  = 0.41 is the vonKarman constant and d is the bottom
roughness length. In the model simulations we choose a
typical value of d = 1 mm (see Radhakrishnan and Piomelli
[2008]for implementation details).
[15] The grid spacings in the two horizontal directions Dx
and Dy are fixed at 0.25 m. In order to resolve better the
stratified region in the upper part of the water column, we use
nonuniform grid spacing in the vertical direction:Dz is equal
to 0.2 m in the bottom 4 m and decreases linearly to 0.009 m
near the top surface. The calculations were run in fully
explicit mode with a constant CFL number of 0.1, which
corresponds to a time step in the range 0.02 to 0.05 s. The tidal
pressure gradient
1

Ftide = −
1

@ptide
@x
in equation (1) is pre-
scribed to drive an oscillating tidal current Uo = Vmax sin(wt)
with the maximum tidal velocity of Vmax = 0.5 ms
−1 and a
frequency w = 1.41 × 10−4 s−1. Since the bottom stress
exhibits a flood‐ebb asymmetry (to be shown in Figure 4) and
affects the depth‐integrated momentum balance, prescribing
−
1

@Ptide
@x
=
@U0
@t
leads to a tidal asymmetry in the mean flow
and a nonzero net volume flow‐rate over a tidal cycle [see
Li et al., 2008]. In a real estuary, the surface slope adjusts
within a tidal cycle such that the depth‐integrated volume flux
follows the expected sinusoidal variation in time. To cir-
cumvent this problem we followed the approach normally
taken in calculations of steady channel flows, in which the
pressure gradient is adjusted at each time step to maintain a
constant flow rate through the channel (this technique was
used, for instance, in Piomelli [1993]). Here, since we wish
the depth‐averaged behavior to have a sinusoidal behavior,
we modify the standard procedure by assigning the pressure
gradient using
1

Ftide ¼ @ptide
@x
 nþ1
¼ @ptide
@x
 n
þ 2U
n
daUno
Dt
 U
n1
da  Un1o
Dt
;
ð12Þ
where superscript n denotes the time step, and Uda
n is the
depth‐averaged velocity obtained at time step n from the
calculation.
[16] To verify the effectiveness of this procedure, we show
in Figure 1a the depth‐averaged velocity and the desired tidal
current, while Figure 1b shows the pressure gradient imposed
[calculated using equation (12)]. A very good match between
the desired current and the actual depth‐averaged velocity can
be observed. Also notice that the pressure gradient is not
symmetric about zero, due to the flood‐ebb asymmetry dis-
cussed earlier.
[17] Since the depth‐averaged velocity is a sinusoidal
function, the total salt content in the computational box is
conserved over a tidal cycle if ∂S/∂x does not change with
time, as can be seen from equation (4). To prescribe the large‐
scale pressure gradient due to sloping isopycnals and surface,
we make the hydrostatic approximation for the large‐scale
flows and assume an idealized partially mixed estuary with a
bilinear salinity distribution given by
S x; zð Þ ¼ @S
@x
 
x Lð Þ  N
2
g
z; ð13Þ
where ∂S/∂x is the large‐scale horizontal salinity gradient,
x the distance from the estuary’s mouth, L the length of
the estuary, and N the buoyancy frequency measuring the
strength of the initial vertical stratification and b relates
salinity to density as r = ro (1 +aT + bS). Assuming a level of
no motion at the middepth of the estuarine channel, z = −H/2
or the depth‐integrated transport associated with the pressure
gradient (13) to be zero, we can calculate the sea‐level slope
needed to balance the baroclinic pressure gradient, that is,
	 xð Þ ¼  @S
@x
 
H
2
x: ð14Þ
Substituting (13) and (14) into (5), we obtain for the longi-
tudinal pressure gradient,
 1

@Pb
@x
¼ @S
@x
 
g z þ H
2
 
: ð15Þ
Figure 1. Time series of (a) imposed (open circles) and
model‐produced (solid line) depth‐averaged current,
(b) oscillating tidal pressure gradient, (c) bottom friction
velocity, and (d) top‐to‐bottom salinity difference over seven
tidal cycles.
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[18] The model was initialized from a state of rest in line-
arly stratified water. Using values in the Hudson River estu-
ary as an example [cf. Geyer et al., 2000], we took
N2 ¼ g dS
dz
¼ 7:7 104  9:8 10
10
¼ 7 103s2; ð16Þ
@S
@x
¼ 4 104psum1: ð17Þ
It should be pointed out that the values of the tidal current
speed, horizontal salinity gradient, and buoyancy frequency
chosen for the model run are fairly typical of the conditions
found in partially mixed estuaries.
[19] Stacey et al. [2001] defined a horizontal Richardson
number to examine the local balance between the stratifying
and destratifying forces at the tidal timescale,
Rix ¼  gH
2@S=@x
u2*
; ð18Þ
where u* is the bottom frictional velocity. They suggested that
Rix is a valuable parameter for predicting the onset of resid-
ual‐creating events. Using the friction velocity calculated
from the LES model, we find that the tidally averaged hori-
zontal Richardson number Rix = 1.38 , which is larger than
those in the weakly stratified conditions studied in Li et al.
[2008].
[20] One limitation of the model setup is that there was no
feedback between the salinity gradient and the net salt flux, as
there would be in a real estuary. The particular selection of
salinity gradient and tidal velocity for this simulation pro-
duced an excess in advective buoyancy flux, leading to a
temporal increase in stratification through the simulation, as
indicated in Figure 1d. The conditions depicted in this sim-
ulation are similar to the conditions in an estuary approaching
neap tides, when the stratification often increases at a rate
similar to that shown in Figure 1. This run thus represents a
case of relatively strong baroclinic pressure gradient, which
may favor baroclinically induced processes as compared to
tidal straining.
3. Results
[21] We have conducted the LES for the parameter set
chosen to be representative of a partially mixed estuary with
relatively strong vertical stratification. This model run is
called Control Run C to differentiate it from the two other
runs with reduced physics (to be discussed in section 4.3).
Because of small turbulence scale in the stratified flow, the
simulations reported here are much more time‐consuming
than those LES runs for the periodically stratified case studied
in Li et al. [2008]. The calculation of one tidal cycle, in fact,
required integration of the governing equations for approxi-
mately 1.1 million time steps and 10 days on a 32‐processor
AMD Opteron cluster.
[22] It should be noted here that, although the depth‐
integrated velocity (positive values corresponding to flood
tides) and bottom friction velocity exhibited the expected
periodic behavior, the mean stratification was evolving
slowly from one tidal cycle to the other, as noted above. By
comparing velocity and salinity statistics taken at correspond-
ing points in successive cycles, however, we concluded that
this variation did not significantly affect the turbulence sta-
tistics. Hence we will present statistical data that are averaged
over a plane parallel to the bottom boundary rather than
phase‐averaged over several cycles. Note that this is consis-
tent with experimental measurements, in which short‐time
averages are often used instead of phase averages.
3.1. Reynolds‐Averaged Velocity and Salinity
[23] First we examine vertical profiles of horizontally
averaged velocity and salinity at several times during a tidal
cycle. The vertical profile of the mean velocity shows large
differences between the flood and ebb tides: the velocity has a
subsurface maximum on flood but increases monotonically
with height on ebb (Figure 2a). This asymmetry in the mean
velocity profile appears to be caused by the horizontal pres-
sure gradient associated with sloping isopycnals and surface
[e.g., Geyer et al., 2000]. Stacey et al. [2001] suggested that
tidal asymmetry in velocity profiles can be also driven by
tidal variations in stratification that cause tidal variations in
mixing. We, however, found that the mean‐flow asymmetry
disappears if the baroclinic pressure gradient is switched off
in the momentum equation. As a result of this horizontal
pressure gradient, velocity at the two slack tides is not
reduced to zero. When averaged over the tidal cycle, the
vertical profile of the mean velocity shows a typical two‐layer
estuarine exchange flow with the surface layer moving sea-
ward (negative) and the bottom layer moving landward
(positive). The vertical profiles of the mean salinity show the
evolution of the bottom boundary layer over the tidal cycle
(Figure 2b). The boundary layer grows during the flood tide,
with the boundary layer height increasing between peak flood
and the slack after flood (or slack before ebb). In contrast, the
boundary layer restratifies during the ebb tide, with stratifi-
cation almost reaching to the bottom boundary at the end of
the ebb tide (or slack before flood). The tidally averaged
salinity profile shows a boundary‐layer height that is inter-
mediate between the flood and ebb values.
[24] Figure 3 shows the temporal evolution of the mean
velocity and salinity over the whole tidal cycle. Again, the
velocity profiles reveal the flood‐ebb difference. One can
trace the temporal evolution of the mean velocity profile by
marking the location of subsurface velocity maximum (shown
in Figure 3a). Early in the tidal cycle, the velocity maximum
is located close to the bottom.With stronger flooding current,
the height of the velocity maximum increases until the ebb
phase. As the ebbing tide gains strength, the baroclinic
pressure gradient works in concert with the tidal force to
create a monotonically increasing velocity profile. It is
interesting and worth noting that during the late ebb tidal
stage the flow is directed landward in the lower half of the
water column but seaward in the upper half. The landward‐
directed baroclinic pressure gradient in the lower layer can-
cels out or even reverses the seaward directed tidal force in the
late stages of ebbing tide, creating a two‐layer exchange at the
tidal time scale [cf. Stacey et al., 2001].
[25] Temporal evolution of the mean salinity profile shows
a well‐mixed bottom boundary layer underneath the stratified
upper water column (Figure 3b). There is a general trend of
growing boundary layer on flood and retreating boundary
layer on ebb. One also notices the gradual increase of salt
concentration over the flood tide and decrease over the ebb
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tide, resulting from tidal advection across the horizontal
salinity gradient. Although the location of the subsurface
velocity maximum has been used to estimate the height of the
bottom boundary layer on the flood tide byChant et al. [2007],
it cannot be applied to the ebb phase. Instead we employ a
traditional method to define the boundary‐layer depth d by
locating the height at which (S − Sbottom)/(Stop − Sbottom) = l =
0.05. Although the choice of l is somewhat arbitrary, we
found l = 0.05 provides a height of bottom boundary layer in
good agreement with the height of the velocity maximum
during the flood tide and is consistent with commonly used
definitions of the ocean mixed layer depth. Figure 3b shows
the growth and entrainment of bottom boundary layer during
the flood tide but restratification during the ebb tide. It is
worth noting that the density gradient in the pycnocline
region becomes sharpened as the bottom boundary layer
entrains during the flood, which is suggestive of a bound-
ary layer growth driven by the boundary stress. As the
bottom boundary layer retreats, stratification is reestablished
throughout the water column consistent with differential
advection associated with ebb tidal straining. Finally, we note
that the top‐bottom salinity difference, or, equivalently, the
overall vertical stratification, increases slightly in the begin-
ning of flood tide but then decreases as the flooding tidal
current causes mixing and entrainment (Figure 3c). This
stratification continues to decrease onto the beginning phase
of the ebb tide. As the ebbing current gains in strength,
however, the tidal straining causes restratification in the water
column and a rebound in the top‐bottom stratification.
3.2. Reynolds‐Averaged Second‐Order Quantities
[26] Now we examine the second‐order turbulence statis-
tics obtained from the LES model. Figure 4a shows the ver-
tical profiles of the momentum flux at different phases of the
tidal cycle. The momentum flux shows a strong flood‐ebb
asymmetry and is twice as large on flood as on ebb. It decays
nearly linearly with the height above the bottom. As the
bottom boundary is approached, the resolvedmomentum flux
decreases while the unresolved subgrid‐scale flux (which is
not included in the plots shown in Figure 4) increases. For
comparison, we also plot the tidally averagedmomentum flux
in Figure 4a. It is much smaller than the peak flood or ebb
fluxes and bears no simple relationship with the tidally
averaged two‐layer exchange flow shown in Figure 2a.
[27] In contrast to the momentum flux, which is primarily
driven by the bottom stress, the salt flux drops to zero at the
bottom, as shown in Figure 4b. Most of the salt flux occurs
between −4 and −8 m depths. The salt flux on peak flood is
twice as large as that on peak ebb. The salt flux increases from
zero at the bottom to amaximum at a height slightly below the
top of the boundary layer. It then drops rapidly as the stratified
pycnocline is approached. It is interesting to note that the salt
fluxes at the two slack tides are much smaller than at peak
flood/ebb but are non‐negligible. In particular, the salt flux at
the slack before flood is nearly as large as the tidally averaged
salt flux.
[28] Figure 5a shows the time‐depth distribution of the
momentum flux over the tidal cycle. As expected, the
momentum flux switches sign between the flood and ebb
tides and decays with the height above the bed. It is inter-
esting to note that it maintains the same sign at all depths
during the flood phase, even though shear in themean flow on
flood switches sign across the subsurface velocity maximum
(marked by the thick solid line in Figure 5a). In a small region
above the velocity maximum, the velocity shear is negative,
whereas the momentum flux is positive. Therefore, the
momentum fluxes are countergradient there during the mid-
flood. This is an indication for the nonlocal effects of mixing.
The turbulent eddies are likely originated inside the bottom
boundary layer and get transported across the velocity max-
imum. We will return to this topic when examining the tur-
bulent kinetic energy budget in Section 4.1.
[29] Figure 5b shows the vertical distribution of salt flux
through the tidal cycle. Most of the salt flux is concentrated in
the middle and upper parts of the bottom boundary layer.
These salt flux values convert to a buoyancy flux of about
Figure 2. Vertical profiles of horizontally averaged (a) velocity and (b) salinity at slack before flood (dot-
ted), peak flood (solid and triangles), slack before ebb (dash‐dot), and peak ebb (solid and open circles). The
solid lines represent the mean profiles averaged over the tidal cycle while the dashed line in Figure 2a shows
the zero velocity line.
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1–2 × 10−6 m2 s−3, which are in the observational range
reported by Peters and Bokhorst [2001] and Chant et al.
[2007]. Like the momentum flux, the salt flux also shows a
strong flood‐ebb asymmetry. Between mid‐ and late flood,
there are weakly unstable density gradients in the lower part
of the bottom boundary layer, as shown by a slight counter-
gradient flux there. This model result agrees with the sug-
gestion of Rippeth et al. [2001] that tidal straining may
produce instabilities in the water column that release addi-
tional energy for convective mixing toward the end of the
flood tide.
[30] We estimate the eddy viscosity/diffusivity from the
ratio of momentum/salt flux to mean velocity/salinity gradi-
ent. The distributions of eddy viscosity and diffusivity are
very similar, reaching peak values at 2 m above the bottom
and decaying further upward. The peak viscosity/diffusivity
reaches 0.01 m2 s−1 on flood but 0.003 m2 s−1 on ebb
(Figures 5c and 5d). This flood‐ebb asymmetry in eddy
viscosity is in agreement with the Hudson River observations
by Geyer et al. [2000]. The diffusivity and viscosity hover
around 10−4 m2 s−1 at the outer part of the bottom boundary
layer.
[31] The TKE k = (u 02 þ v 02 þ w 02)/2 shows a strong
asymmetry between the flood and ebb tides, as shown in
Figure 6a. TKE reaches its maximum at the bottom boundary
and decays almost linearly away from the bottom. Consistent
with the findings for the fluxes, the maximum TKE at the
peak flood is twice as large as at the peak ebb. To examine
the degree of anisotropy in the turbulence field, we calculated
the ratio of u 02, v 02, andw 02/2 to k and found u 02/2 k ≈ 0.5, v 02/
2 k ≈ 0.3, and w 02/2k ≈ 0.2 inside the bulk of the well‐mixed
boundary layer. These ratios agree well with those obtained
for the homogeneous boundary layer [Nezu and Nakagawa,
1993]. However, as the stratified pycnocline is approached,
w 02/2k reduces to 0.1 or less, as shown in Figure 6b. Further
upward, w 02/2k increases again, possibly due to the presence
of internal waves. As a diagnostic of the turbulent flow, we
plot the time‐depth distribution of gradient Richardson
number Ri calculated from the mean (horizontally averaged)
velocity and density profiles (Figure 6c). Ri is less than 1=4
Figure 3. Temporal evolution of Reynolds averaged (a) current, (b) salinity, and (c) top‐to‐bottom salinity
difference over a tidal cycle. Contour levels are in increments of 0.1ms−1 in Figure 3a and 1 psu in Figure 3b.
Thick solid line represents the location of subsurface velocity maximum while the thick dashed line is the
height of the bottom boundary layer determined from vertical salinity profiles.
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Figure 4. Vertical profiles of horizontally averaged (a) momentum and (b) salt flux at slack before flood
(dotted), peak flood (solid and triangles), slack before ebb (dash‐dot), and peak ebb (solid and open circles).
The solid lines represent the mean profiles averaged over the tidal cycle while the dashed line in Figure 4a
shows the zero stress line.
Figure 5. Temporal evolution of horizontally averaged (a) momentum flux, (b) salt flux, (c) logarithm of
eddy viscosity, and (d) eddy diffusivity (m2 s−1) over a tidal cycle. The momentum and salt flux are mul-
tiplied by 104 and are in units of m2 s−2 and ms−1 psu, respectively. The thick solid line represents the loca-
tion of the subsurface velocity maximum. The shaded area in Figure 5b indicates a region of convective
instability. The vertical dashed lines correspond to peak flood and ebb tides.
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inside the bottom boundary layer but becomes large in
the stratified water above. Values of Ri > 1 indicate stable
regions where turbulence is suppressed by stratification. We
also note that Ri = (1=4↔ 1=2) in the outer part of the boundary
layer, indicating marginal shear instability there. There is
a strong correspondence between regions with Ri < 1=4 and
regions with high TKE and turbulent momentum flux, which
suggests that turbulent regions in the boundary layer are
highly unstable to shear instability and hints that shear pro-
duction is the dominant source of TKE. Although TKE and
turbulent momentum fluxes reveal strong flood‐ebb asym-
metry, the regions where Ri < 1=4 do not appear to differ
between the flood and ebb tides. A closer examination,
however, reveals smaller Ri values on flood than on ebb
inside the boundary layer.
4. Discussion
[32] In the last section, we provided descriptions of the LES
results, including the temporal evolution of themean flow and
turbulence statistics over a flood‐ebb tidal cycle. Now we use
the LES results to address some open questions on estuarine
mixing. We will analyze TKE budget to compare the relative
magnitudes of shear production versus buoyancy production
and conduct two additional runs with reduced physics to
examine the relative roles of baroclinic pressure gradient
versus tidal straining in generating the flood‐ebb mixing
asymmetry.
4.1. TKE Budget
[33] Measurements near the sea floor indicate an approx-
imate balance between shear production and dissipation
[Trowbridge et al., 1999; Shaw and Trowbridge, 2001] in the
budget for turbulent kinetic energy. However, measurements
by Simpson et al. [1996] and Stacey et al. [1999] suggest that
the vertical transport of turbulent kinetic energy might be
important away from the bottom boundary. Hence, turbulent
energy generated in the bottom boundary layer may be trans-
ported to the overlying stratified region. For the estuarine
boundary layer affected by tidal straining, we need to estab-
lish the relative role of local shear production versus transport
in the pycnocline region. In a tidal channel in San Francisco
Bay, Stacey and Ralston [2005] found unstable density pro-
files on flood and suggested that the tidal straining results in
a destabilizing buoyancy flux during the flood but a stabilizing
buoyancy flux during the ebb. In contrast, the dye‐release
experiments of Chant et al. [2007] suggested that tidal
straining only has a minor effect on the growth of the bottom
Figure 6. Temporal evolution of (a) TKE multiplied by 103 (m2 s−2), (b) ratio of vertical turbulence inten-
sity to TKE, and (c) gradient Richardson number.
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boundary layer on flood. To resolve these apparently contra-
dictory results, we use the LES outputs to examine the hori-
zontally averaged TKE equation,
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in which terms on the right hand of equation (19) are referred
to, respectively, as shear production (S), buoyancy production
(B), pressure transport (P), turbulent transport (T), and dissi-
pation (D). Note that the dissipation includes both viscous and
SGS contribution, although the latter dominates. In the fol-
lowing analysis, we lump the pressure transport (P) and tur-
bulent transport (T) into one term (PT), representing the net
transport or diffusion of TKE as opposed to the local pro-
duction. The dissipation term D which involves the calculation
of products of velocity gradients is particularly affected by
numerical errors at small scales. To avoid these errors, we
calculate the time rate of change of k, and estimate D using
equation (19).
[34] First, we examine the TKE budget at two time instants:
peak flood and peak ebb (Figure 7). At first glance, there is a
primary balance between the shear production and dissipation
in the lower half of the water column (from bed to middepth).
The turbulent transport term makes a small but nonnegligible
positive contribution to the TKE near the bed but is negligible
in the boundary layer, as expected in a shear‐driven planetary
boundary layer [Moeng and Sullivan, 1994]. Buoyancy pro-
duction is small and negative, indicating energy consumption
through an increase in the potential energy of the water col-
umn by mixing. This result is consistent with the measure-
ments near the sea floor of Hudson River estuary [Trowbridge
et al., 1999] and the continental shelf [Shaw and Trowbridge,
2001]. However, in the outer part of boundary layer and the
stratified pycnocline region (−4.5 to −2 m), other terms
become as large as or larger than the shear production and
dissipation terms. It is particularly interesting to examine the
case at the peak flood, where dissipation and buoyancy
production drop to negligible values. However, the turbulent
transport term (PT) switches from negative to positive sign
at about −3.5 m depth, indicating that TKE is being trans-
ported across the edge of the boundary layer, from the
bottom boundary layer to the stratified pycnocline region.
This finding on the role of turbulent transport at the outer
part of the bottom boundary layer is consistent with that
suggested in the observational investigations by Simpson
et al. [1996] and Stacey et al. [1999]. It also appears to be
in agreement with other LES simulations of stratified tur-
bulence. In Taylor et al. [2005] simulations of stratified
shear flows and Otte and Wyngaard’s [2001] simulations of
atmospheric inversion layer, turbulent and pressure trans-
ports were found to be important in supplying energy to the
stratified region and countergradient fluxes were found.
[35] Next, we examine the temporal evolution of all TKE
terms over the tidal cycle but focus on the upper 6 m of the
water column (Figure 8), to exclude the bottom 4mwhere the
shear production is primarily balanced by dissipation. We
zoom into the outer part of bottom boundary layer and the
stratified pycnocline region to conduct a close examination
on the growth and retreat of the bottom boundary layer. To
assist in the interpretation of the budget analysis, we mark the
location of the subsurface velocity maximum during the flood
phase. Because of the magnitude differences, we use one
color scale for the shear production and dissipation but
another color scale (a factor of 5 smaller) for the transport and
buoyancy production terms. Inside the bottom boundary layer
(and underneath the height of velocity maximum on flood),
there is a primary balance between shear production and
dissipation (between −3 and −6 m depths). Both shear pro-
duction and energy dissipation are larger, reach higher into
Figure 7. Comparison of TKE budget terms between (a) peak flood and (b) peak ebb tides: (solid) shear
production; (dashed) dissipation; (dotted) buoyancy production; (dash‐dot) turbulent and pressure
transport.
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the water column, and last longer during the flood phase than
during the ebb phase. Such a flood‐ebb asymmetry reflects
the similar asymmetries in TKE and momentum flux noted
earlier. It is in agreement with the microstructure measure-
ments of Simpson et al. [2002] who found asymmetric
behavior in energy dissipation rates on ebb and flood in a
region of freshwater influence in the Irish Sea.
[36] It is particularly illuminating to examine the distribu-
tion of shear production and dissipation above the subsurface
velocity maximum. Shear production is negligible except in a
region immediately above the velocity maximum height
where it turns to be negative. As shown in Figures 5a and 3a,
themomentum flux during flood shows amonotonic decrease
with height while the mean velocity shear switches sign
across the subsurface velocity maximum. In the small region
above the velocity maximum, the momentum flux (albeit
small) appears to have the opposite sign to the gradient of the
local mean shear flow, resulting in a negative shear produc-
tion there. The turbulent eddies can produce a countergradient
flux if they are intermittently transported across the level of
the velocity maximum. Indeed, we find that the transport is
negative below the velocity maximum but becomes positive
above it (Figure 8c). The turbulent transport or diffusion
transfers turbulent kinetic energy across the subsurface
velocity jet. This energy transfer persists from early flood to
the peak flood.
[37] Next let us examine the buoyancy production over
the tidal cycle (Figure 8d). Based on observations of density
and current profiles collected in an estuarine channel in
San Francisco Bay, Stacey and Ralston [2005] suggested that
the tidal asymmetry may be due to the strain‐induced buoy-
ancy flux, which is stabilizing on ebb tides but destabilizing
on flood tides. Our results appear to differ from their obser-
vational findings. We only found a weak convective region
close to the bottom boundary in late flood, as shown in
Figures 5b and 8d, but the buoyancy production is much
smaller than the shear production. Exclusive of this region,
the buoyancy production term remains negative throughout
the tidal cycle and the water column, indicating a net con-
version of kinetic to potential energy. Hence it seems unlikely
that the strain‐induced buoyancy flux is themain cause for the
flood‐ebb mixing asymmetry. In our view, the strong asym-
metry in the bottom stress and associated vertical momentum
flux between the flood and ebb tides is the primary driver for
the flood‐ebb mixing asymmetry. In section 4.3, we will
conduct two additional runs to further examine the relative
roles of the baroclinic pressure gradient and tidal straining.
[38] The ratio of the buoyancy production to the shear
production is the flux Richardson number, Rf , which is a
measure of the effectiveness of turbulent mixing in increasing
the potential energy of the water column. We have used the
LES data to calculate this quantity and investigated how Rf
varies with Ri. Figure 9 shows that the flux Richardson
number increases with the gradient Richardson number,
in agreement with the observations of Peters and Bokhorst
[2001]. In the lower half of the bottom boundary layer
where Ri < 1=4, Rf is significantly less than 0.2, implying small
mixing efficiency in the well‐mixed bottom boundary layer.
In the upper half of the boundary layer with 1=4 < Ri < 1=2, Rf
hovers around the value of optimal mixing efficiency (about
Figure 8. Tidal evolution of (a) shear production, (b) dissipation, (c) pressure and turbulent transport, and
(d) buoyancy production. Note that the color scale in the second row is one‐fifth of that in the first row. The
thick black line marks the location of the subsurface velocity maximum. The two thin white lines correspond
to the peak flood and ebb studied in Figure 7.
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0.2) found in the ocean [Osborn, 1980]. Further up in the
water column where 1=2 < Ri < 1, Rf reaches a high value of
0.4–0.7. Here there are strong vertical gradients in TKE and
nonlocal turbulent processes are likely important. This result
appears to agree with Rf measurements in laboratory experi-
ments of stratified shear flows and stable atmospheric shear
flows [Pardyjak et al., 2002]. However, we caution that LES
simulations start to lose accuracy in the strong stratified
region with high values of Ri (see section 4.2 for discussions).
For comparison, we also plot the analytic and semiempirical
formula obtained by Schumann and Gerz [1995],Mellor and
Yamada [1982], and Nakanishi [2001]. These formulae are
generally valid only for equilibrium turbulence where there is
a balance among energy dissipation, shear, and buoyancy
production. Such a TKE balance holds in the energetic bot-
tom boundary layer, as shown in Figures 7 and 8. It should be
noted that most of the LES data points with Ri < 1=4 follow the
trends in the theoretical curves but fall below them. Recent
turbulence measurements in estuaries also found that the
mixing efficiency is lower than the theoretical predictions in
the energetic estuarine boundary layers (Malcolm Scully,
personal communication).
4.2. Length Scale
[39] Turbulent length scales in stratified environments
range between the small Kolmogorov scale where viscosity
takes over and the large Ozmidov scale [Dillon, 1982] where
buoyancy suppresses turbulence. We calculate these length
scales using the LES outputs and compare them against the
model’s grid size.
[40] The Ozmidov length scale is defined as LO = ("/N
3)1/2,
where " is the energy dissipation rate and N is the buoyancy
frequency. LO quantifies the maximum size of overturning
eddies for a given level of turbulence (characterized by ") and
stratification (characterized by N). The Ellison scale is a
quantity to estimate the overturning eddy size using the scalar
measurements. It is defined as LE = ( 02)
1/2 @
@z
, in which r′ is
the density fluctuation and ∂/∂z is the vertical gradient of
mean density [Dillon, 1982]. A third length scale used to
characterize turbulent motions is an integral scale that
represents the aggregated effect of all the turbulent motions or
a master length scale as defined in some turbulence closure
models [Mellor and Yamada, 1982]. Using the well‐known
cascading relation, we can estimate the master length scale of
the turbulence flows
LUB ¼ c0
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where cm
0 = 0.55 is chosen such that LUB = (z + z0) in the
logarithmic wall layer [Umlauf and Burchard, 2003].
[41] Figure 10 shows how LO, LE, and LUB vary with depth
and over a tidal cycle. The Ozmidov and Ellison scales are
generally similar in magnitude, with high values (exceeding
1 m) in the weakly stratified boundary layer and decreasing to
0.05 m in the pycnocline. The integral turbulence scale LUB
scales with the distance from the bed in the weakly stratified
boundary layer, as expected, and it is significantly smaller
than LO and LE until the base of the pyconcline. This indicates
that stratification does not constrain the turbulence length
scale in the part of the flow where the gradient Richardson
number is small, consistent with Dillon [1982]. As the strat-
ified pycnocline is approached, LUB decreases and becomes
comparable to LO and LE. This result also agrees with pre-
vious findings that all turbulent scales are of similar magni-
tude in the stratified pycnocline of the open ocean [Dillon,
1982; Itsweire et al., 1993].
[42] How do these turbulent length scales compare with
the model’s vertical grid size Dz? We have designed a grid
system in which a progressively smaller grid size is used in
the outer part of the boundary layer and stratified pycnocline:
Dz is held at a constant value of 0.2 m in the bottom 4 m (−10
to −6 m) but decreases linearly further upwards (e.g., Dz =
0.17m at −5m andDz = 0.07m at −2m). Figure 11 compares
the grid size Dz with LO and LUB at the peak flood and peak
ebb. The grid size is smaller than the turbulent length scales
inside the well‐mixed bottom boundary layer. As the buoy-
ancy frequency increases and dissipation rate decreases in the
stratified pycnocline, however, LO and LUB decreases with
increasing height and falls belowDz. This is the limitation of
the LES modeling approach to simulating high Reynolds
number geophysical flows, as noted in Otte and Wyngaard
[2001]. It is similar to the one encountered near solid
boundaries, where the turbulence mixing length (the distance
to the boundary) is equal or smaller than the filter size
[Piomelli and Balaras, 2002]. Nevertheless, the LES results
are still valuable in elucidating the key physical processes.
For example, when simulating the entrainment of the ocean
surface mixed layer into the stratified pycnocline, Skyllingstad
et al. [1999] noted a similar deficiency in the length scale in
the pycnocline but found that the LES model still provides
reasonable prediction for key turbulence quantities in good
agreement with microstructure measurements.
4.3. Role of Baroclinic Pressure Gradient Versus Tidal
Straining
[43] Our analysis of the TKE budget shows that the strain‐
induced buoyancy flux is much weaker than the shear pro-
duction. This suggests that the flood‐ebb mixing asymmetry
may be primarily caused by the flood‐ebb asymmetry in the
bed stress rather than the tidal straining of the density field. To
Figure 9. Scatter plot ofRf versusRi. Also shown are the ana-
lytic and semiempirical formula: solid line for Schumann and
Gerz [1995]; dashed for Mellor and Yamada [1982]; dotted
for Nakanishi [2001]. Also shown are lines corresponding to
Ri = 1=4 and Rf = 0.18.
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further clarify this issue, we conducted two additional LES
runs with reduced physics. In Run A we consider only the
effects of tidal straining of density field by switching off
the baroclinic pressure gradient (i.e., setting ∂Pb/∂x = 0) in
the momentum equation (2). In Run B we consider only the
effects of baroclinic pressure gradient by switching off the
tidal straining term (i.e., setting u∂S/∂x = 0) in the salinity
equation (4). These two model experiments were initialized
with the velocity and salinity fields from the Control Run C at
the end of tidal cycle 5 and ran for three tidal cycles. We
analyze the model results from tidal cycle 3 but recognize that
the flow field still evolves with time.
[44] In Run A we find that the stress becomes nearly
symmetric between the flood and ebb tides (Figure 12a). This
is expected since the baroclinic pressure gradient term that
causes the flood‐ebb stress asymmetry is switched off. The
vertical profile of mean current also appears to be symmetric
between the flood and ebb tides. The salt flux pattern is
similar to that seen in Control Run C (compare Figures 12b
and 5b). It still exhibits a flood‐ebb asymmetry but its mag-
Figure 10. Time‐depth distributions of (a) Ozmidov length LO, (b) Ellison eddy overturning scale LE, and
(c) master turbulent length scale LUB over a tidal cycle (in meters). In Figure 10a) the shaded areas indicate
Ri < 1=4 (white), 1=4 < Ri < 1=2, 1=2 < Ri < 1 and Ri > 1 (darkest gray).
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nitude is significantly reduced. Only in a thin layer adjacent to
the bottom boundary on the flood tide, one notices slightly
convective buoyancy flux. It is particularly interesting to note
that both eddy viscosity and TKE are nearly symmetric
between the flood and ebb tide (Figures 12c and 12d). The
eddy diffusivity has a similar time‐depth distribution as the
eddy viscosity and does not show a significant flood‐ebb
asymmetry either. We have examined the TKE budget and
found a primary balance between the shear production and
dissipation. In summary, we found no evidence that the
straining‐induced buoyancy flux makes a significant contri-
bution to turbulence generation on flood as suggested in
previous studies [e.g., Stacey and Ralston, 2005].
[45] In Run B we only consider the effects of the baro-
clinic pressure gradient term and switch off the tidal
straining u∂S/∂x in the salinity equation (4). Both the bed
stress and mean current show a pronounced asymmetry
between the flood and ebb tides, similar to that found in
Control Run C. The stratification is much reduced since the
tidal straining term that would rebuild stratification during
the ebb tide is switched off in the salinity equation. As
shown in Figures 13a and 13d, both the momentum flux and
TKE shows a strong flood‐ebb asymmetry. In comparison,
the asymmetry in eddy viscosity is small (Figure 13c). Note
Figure 11. Comparison between Ozmidov length scale LO
at peak flood (dash‐dot) and ebb (dashed) and master turbu-
lence scale LUB at peak flood (solid) and peak ebb (dotted).
The vertical grid size is shown as the gray curve.
Figure 12. Tidal evolution of (a) momentum flux, (b) salt flux, (c) logarithm of eddy viscosity (m2 s−1),
and (d) TKE in the model run in which only the tidal straining term is considered. The momentum and salt
flux are multiplied by 104 and are in units of m2 s−2 andms−1 psu, respectively. TKE is multiplied by 103 and
in units of m2 s−2.
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that with the decrease in stratification, the high‐TKE region
on ebb extends all way to the surface. This is accompanied
by convective (negative) buoyancy flux. The weakly strat-
ified water is probably conducive to convective instability,
but it is not clear how the negative buoyancy flux is pro-
duced. An analysis of TKE budget shows that turbulent
shear production dominates turbulence‐generation on flood
but both shear and buoyancy production become important
on ebb.
5. Conclusion
[46] We have used the LES model to investigate the tidal
cycle variations of the estuarine boundary layer and interpret
the flood‐ebb mixing asymmetry that has been documented
in recent observations in estuaries. In agreement with the
observations, turbulent kinetic energy, momentum and salt
fluxes, bottom stress and energy dissipation rates calculated
from the LES model all show a strong flood‐ebb asymmetry.
We have used the LES results to examine the functional
dependence of Rf on Ri and found that the flux Richardson
number increases with the gradient Richardson, in agreement
with the previous observations and theoretical modeling.
[47] Analysis of turbulent kinetic energy budget shows a
primary balance between shear production and dissipation in
the well‐mixed boundary layer throughout the tidal cycle.
During the flood tide, turbulent and pressure transport terms
transfer turbulent kinetic energy across the subsurface
velocity maximum, generating a small region of counter-
gradient momentum flux. Therefore, turbulent kinetic energy
generated in the bottom boundary layer can be transported to
the stratified pycnocline region. After comparing LES Run
with full physics and those with reduced physics, we find that
the baroclinic pressure gradient is the dominant mechanism
for generating the asymmetric turbulent mixing between the
flood and ebb tides. Tidal straining of the density field plays
only a secondary role. It produces a small and weakly con-
vective region inside the boundary layer during late flood, but
the buoyancy production is much smaller than the shear
production. However, we must caution that the feedback
between the salinity gradient and the net salt flux was not
considered in this idealized box model. This may favor bar-
oclinically induced processes as compared to tidal straining.
When it is computationally feasible in the future, it would be
worthwhile to conduct LES simulations for the entire estuary
so that the horizontal salinity gradient can be dynamically
determined. At Rix = 1.38 the LES model depicts conditions
similar to those in an estuary approaching neap tides when
baroclinically induced processes may be more important
than tidal straining processes. With increasing computing
Figure 13. Tidal evolution of (a) momentum flux, (b) salt flux, (c) logarithm of eddy viscosity (m2s−1), and
(d) TKE in the model run in which only the baroclinic pressure gradient is considered. The momentum flux
is multiplied by 104 and in units of m2 s−2 and the salt flux is multiplied by 103 and in units of ms−1 psu. TKE
is multiplied by 103 and in units of m2 s−2.
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resources, we hope to run the LES model over the spring‐
neap tidal cycle to examine turbulence dynamics under dif-
ferent stratification conditions.
[48] In addition to the entrainment of bottom boundary
layer, vertical salt flux can also occur in an estuary as a result
of organized transverse and vertical velocities in estuarine
channels or in topographically forced, localized mixing
regions such as hydraulic transitions at channel constrictions.
The spatial and temporal structure of the vertical transport of
salt in estuaries, which must occur to explain the observed
salinity distribution, is only beginning to be understood. The
finite‐volume LES model is well suited to simulate turbulent
flows in complex geometry. It is being used to investigate the
secondary flow and its interplay with small‐scale turbulent
eddies. Through these process studies, we hope to gain further
insights into the physics of estuarine mixing processes.
Appendix A: Model Validation Against Taylor et al.
[2005]
[49] To examine how well the new finite‐volume LES
model works in stratified fluids, we compare it with a finite‐
difference LES model used in Taylor et al. [2005]. This LES
model integrates the filtered equations using a fractional step
method that is second‐order accurate in space and time. The
spatial derivatives are computed with central finite differ-
ence. The advective terms are time‐stepped with the Adams‐
Bashforth scheme while the diffusive terms are advanced
with the implicit Crank‐Nicolson scheme. The multigrid
method is used to solve the Poisson equation for the pressure.
This LES model has been extensively validated in previous
studies [e.g., Armenio and Piomelli, 2000; Armenio and
Sarkar, 2002]. Taylor et al. [2005] used it to simulate sta-
bly stratified open channel flow driven by a uniform pressure
gradient and a surface heat/density flux. Periodicity is applied
in both horizontal directions while flat no‐slip and no‐stress
surfaces bound the bottom and top, respectively. A no‐flux
boundary is imposed for density at the bottom boundary. Both
the model by Taylor et al. [2005] and ours computed a
domain of dimensions 2ph × ph × h (in the streamwise,
spanwise and normal directions, respectively), using 64 ×
64 × 128 grid points. Details about the model setup can be
found in Taylor et al. [2005]. Here we focus on the com-
parison between our finite‐volume model and their finite‐
difference model.
[50] The controlling nondimensional parameter for the
Taylor et al. [2005] test problem is a Richardson number
based on surface forcing conditions defined as
Ri ¼  g
0
@*
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
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H2
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;
Figure A1. Comparison of (a) mean velocity, (b) momentum flux, (c) density fluctuations, and (d) density
flux between Taylor et al. [2005] and the finite‐volume code.
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where r0 is the reference density,
@*
@z

s
is the imposed surface
density gradient (for a given density flux), and H is the water
depth. In the model comparison run, we choose Rit = 500.
Figure A1 shows a comparison of low‐order statistics
between the two LES models.
[52] In Figure A1a, the mean flow normalized by u* is
plotted in the inner wall unit. It fits a logarithmic profile in the
lower part of the channel but deviates from it in the upper part
due to the effects of stratification. There is good agreement on
the mean velocity profile between the two LES models. As
shown in Figure A1b, the two models reach nearly perfect
agreement on the Reynolds stress profile: a rapid increase to a
maximum inside a thin layer and a linear decrease with height
as the surface boundary is approached. Figures A1c and A1d
show the comparisons of density variances rrms = h(r −
hri)2i1/2 and density flux hr′w′i (a prime indicates a fluctu-
ating quantity: f ′ = f − h f i) between the two LESmodels. The
agreements on the density statistics are not as good as those
on the velocity fields but the discrepancies fall within 15%,
and may be due to the more advanced SGS model used by
Taylor et al. [2005]. The best way to validate a LES model
would be to compare the LES results with accurate turbulence
measurements in a lab, but we found no appropriate lab data
for conducting such a comparison. Given the small discrep-
ancy between the finite‐volume LES model and the validated
finite‐difference LES model, however, we are confident that
the new LES model can provide reliable simulations of
stratified turbulence in estuarine and coastal flows.
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