Live-Timing and Pile-up 3.1 Live-Timing
Live~timing is a technique for automatically compensatmg the rate-dependent losses which occur while any part of the counting system is unable to accept new events, e.g., when a multichannel analyzer is "busy'', when pile-up is being rejected or during any other dead time. Live-timing is accomplished by "stopping the clock" or, in practice, by closing a gate bet~een the clock pulse train and its register during penods when the system is unable to accept new pulses. Thus a preset "live time" of 100 s might take, for example, 120 s of " real time". Live-timing first came into wide use with multichannel pulse-height analyzers. Advances in compact electronics made both the analyzer and live-timing practical and the long and variable busy times of the early analyzers made some form of automatic loss correction desirable.
Simple live-timing works well when a modest accuracy (of the order of 1 %) is acceptable. To do much better, it is necessary to ensure that all sources of losses have been discovered and compensated. Series dead-time effects become important and both the clock rate and the finite width of the clock pulses must be taken into account.
For a single-channel system, calculation of the statistical uncertainty is straightforward since it has been shown (Baerg, 1973) that the formula for the relative variance of the corrected rate is also applicable whether the counting interval is determined by preset count, preset time or preset live time. For ~oincidei:ice counting, two variants of live-timing are m use: either both channels are blocked when any of them is busy, or live times may be accumulated separately for each channel (Chauvenet et al., 1987) . ~ive-timing is particularly useful for systems employmg extendable dead t imes, for example in anticoincidence counting (Baerg et al., 1976) .
Other methods of automatic loss correction in real time have been used in which pulses are artificially added in a multichannel analyzer to compensate for those arriving in "busy" periods (Harms, 1967; Westphal, 1982; Muller, 1993) . These systems are useful w?en ~he expected distribution is changing rapidly with time, e.g., in neutron activation analysis, but when the losses are high the calculation of time variances may be difficult.
Treatment of Pile-up-Superposition of
Successive Pulses
Random Coincidence Summing
Electronic pulses derived from a detector event have a finite width and a random distribution in time.
Events that occur close together, particularly within the processing time of an amplifier, will result in a "sum" pulse with a voltage amplitude that corresponds to none of the incoming events. The effect of the superposition of successive pulses, termed ''pileup", is shown in Figure 3 .1 for typically-shaped amplifier output signals. The amplitude of the sum pulse, and the extent to which there will be a corruption of the original pulse-height information of one or both overlapping pulses, depend on the phase relationship of the summed pulses. In particular, it depends on ~hether the overlap occurs on the leading-edge portion or on the trailing-edge portion of the preceding pulse and on the degree of overlap. The sum-pulse amplitude will most frequently be lower than the sum of the maxima of the overlapping pulses (marginal pile-~p)._ If bipolar pulses are used (e.g., for timing applications or to minimize base-line shifts at higher and/or variable count rates), or in the case of undershoots (if the amplifier is not optimally adjusted) with trailing-edge pile-up, the sum-pulse amplitude may even be smaller than the single-pulse amplitudes.
Random coincidence summing is an important effect in quantitative spectroscopy. It may lead to severe pulse-height spectrum distortions with increasing count rates, to an apparently higher background, and to a degradation of the energy resolution (broadening of the true spectral peaks), e.g., in highresolution a-particle and -y-ray spectrometry, as schematically shown in Figure 3 .2. The pulse-height distribution will be extended to a pulse amplitude of twice the maximum pulse height in an undisturbed spectrum (or even more, if multiple pile-up is likely) and spurious peaks can appear depending on the pulse-height distribution of the input pulses. Their apparent energy will correspond to the sum of energies of pairs of true peaks. Such "ghost peaks" can be range, necessary energy resolution or pulse-pair resolution and time resolution to be achieved, etc. (Goulding et al., 1983) . Differences in charge-collection times may lead to different pulse heights for the same total charge released in the detector, worsening energy resolution and being most severe for short shaping-time constants (for example, with largevolume intrinsic (HP) germanium detectors). As a general rule, good energy resolution and signal-tonoise ratio (achieved by limiting the signal frequency band-width) conflict with fast timing requirements of good time and pulse-pair resolution. These are necessary when the arrival times of radiation have to be measured or high pulse densities have to be processed. A satisfactory compromise between speed and resolution must be reached.
Pile-up Rejection and Related Pulse Losses
A pile-up rejector is a device that senses pulses perturbed in amplitude and helps to reject them. If the start of a pulse occurs during the rise of the preceding one, the peak amplitudes of both pulses will be affected by the interference and both signals must be rejected. If a pulse starts at a sufficient distance from the peak of the preceding pulse, but reaches its peak amplitude before the preceding pulse has finished, only the second pulse must be rejected whilst the first can be accepted. If the second pulse reaches its peak after the first has been completed, in principle, both pulses are acceptable. These proximity relations are important for the proper choice of the so-called pile-up inspection interval discussed below. Pile-up rejector designs differ in the extent to which these selection criteria are fulfilled.
In order to preserve a high throughput with good energy resolution, pile-up inspection and rejection units have to be used ahead of a pulse-height analyzing circuitry. In order to cope with the conflicting demands of providing good energy and pulse-pair resolution, the signal path has to be split into a slow, amplitude-defining channel and a fast channel, where the time relationship of subsequently arriving pulses can be analyzed. In the latter, a fast discriminator is used to detect the fast signals and produce short logic signals. A pile-up rejector acts in the fast channel by sensing whenever pile-up effects in the slow channel may distort the signal amplitude and accordingly provides a gating condition on the main slow-signal path, as schematically shown in Figure 3 .3. This minimum time interval is the pile-up inspection period, Tpu· The pile-up rejector has to sort out any pulses which are not enclosed by two pulse intervals, each greater than or equal to the pile-up inspection period. The quality of the fast-timing circuit is crucial to the performance of the pile-up inspection device.
The pile-up rejector circuit will inevitably fail to recognize pairs of pulses which are very closely spaced; the minimum detectable spacing is the pulsepair resolution period in the fast channel. Events which are closer in time will lead to coincidences, and hence to an unavoidable residual pile-up contribution. Therefore, the fast preamplifier and timing discriminator modules should act as "dead-time free" as possible, optimized to the shortest possible pulse duration. The timing accuracy and pulse-pair resolution that can be achieved will depend on the parameters of the specific experiment, in particular on the range of charge-collection times of the detector and the dynamic range of the pulse amplitudes, which, for their part, may affect the required minimum discriminator dead time. (Multiple triggering on incoming pulses must be avoided.) In favorable cases, pulsepair resolution times in the range of a few nanoseconds can be achieved with thresholds just above the noise level.
Since the primary requirement for the detection of pile-up is to generate information that events (i.e. , pulses) have occurred, besides pulse-pair resolution, the effective detection threshold in the fast-signal channel is also important. In the fast-signal channel, the signal-to-noise ratio is worse than in the slowsignal channel. In most cases, a compromise has to be made between fast-timing performance and dynamic range. Hence, a typical parameter of a pile-up rejection circuit in a specific experimental assembly is also the minimum detectable energy; pile-up cannot be detected below it. Due to the inherent fluctuations of the pulse heights and due to noise, pile-up rejector circuits will show an amplitude-dependent pile-up rejection efficiency for small signals. The optimal setting of the pile-up rejector discriminator level (fast discriminator threshold) is very important. Modules that do not provide this separate option are of limited use in precision spectroscopy. If this threshold is too low, "clean" (not piled-up) events will be unnecessarily rejected due to erroneous triggering of the rejector circuit by noise or electrical interference. If it is too high, pile-up of genuine small detector signals will not be recognized and thus inevitably worsen the energy resolution. A bad signal-to-noise ratio in the fast channel requires concessions to be made to transmitted signals with amplitudes larger than the noise amplitudes in the slow channel. Hence, even with a proper setting of the discriminator level just above the noise level in the fast channel, a degradation of the energy resolution cannot be avoided in the presence of a large amount of small detector signals. In any case, the fast channel should be checked for erroneous trigger signals in the absence of a radiation source, or test measurements should be performed with a radiation source at moderate count rates checking the peak area of a reference peak for stability (within statistical uncertainties) with the pile-up rejector both activated and de-activated. Furthermore, for a proper setting of the pile-up rejector, the count rate in the reference peak must be stable when the total count rate is increased by other radiation sources (which do not produce this peak).
For pulse-height analysis, the pile-up inspection period, 7pu' has to be selected to match the resolving time of the slow-branch amplifier. It has to be sufficiently large to ensure that an accepted event has not been corrupted by leading-edge or trailing-edge pileup. In other words, the pile-up rejector has to check for " event-free" time intervals before and after a specific pulse. With common pulse-shaping techniques, the length of the fore-guard inspection interval will usually be dominant, because the tail of the preceding pulse has to decay to a level low enough to preserve the required energy resolution. The transmitted, non-piled-up, pulse rate, Pnpu' is a non-linear function of the input count rate, p. Since the probability of intervals with minimum length, 7, is exp ( -p7) (see Section 2.1), the rate Pnpu will behave like Pnpu = p exp(p 71,pu) exp( -P72,pu) = P exp[-p(71,pu + 72,pu)J, (3.2) where 71,pu and 7z,pu are the fore-guard and afterguard inspection intervals, respectively, including the case that 7 1 ,pu and 7z,pu are equal. Thus, a pile-up rejector, as far as the average count rate is concerned, will behave like an extendable dead-time device with a dead time ( 7 1 ,pu + 7z,pu), but the sequence of pulses transmitted by a pile-up rejector will differ from the sequence of pulses transmitted by the equivalent extendable dead time (Figure 3 is in agreement with Equation 3.1 if only the firstorder term of the series expansion of the exponential is used (i .e., if multiple pile-up is neglected). The non-piled-up rate, Pnpu' will reach a maximum for p = 1/ ( 7 1 ,pu + 7z,pu), which is lower than the input rate by a factor e. This type of behavior may produce the puzzling effect that a connected multichannel pulseheight analyzer shows less dead time when a radiation source is brought closer to the detector. A pile-up rejector will enable the correct evaluation of the shape of a radiation spectrum to be measured but, for quantitative source-strength evaluations, referring to the automatically measured counting live time without proper hardware correction of this live time, or without otherwise taking into account the reduced throughput, will lead to erroneous results.
Design Principles Realized for Pile-up Rejectors
Several principles have been used more or less successfully in the design of pile-up rejectors (Nicholson, 1974 ) and a variety of pile-up rejectors (inspectors) may be found in nuclear instrumentation catalogues, often as an integrated and optionally usable part of spectroscopy amplifier units. In principle, every extendable dead-time device will help to avoid trailing-edge pile-up. This follows from the basic characteristic of an extendable dead time, 7pu: It will ensure that, whenever a pulse is registered, no other event can have been detected within the time interval, 7pw which preceded the observed pulse because, otherwise, the latter would have been lost. However, no dead time module of any type will be able to detect the occurrence of an event which closely follows an observed one (Figure 3.4) .
A method generally applicable and used in several commercially available modules is sketched in Figure  3 .5. Fast differentiation of the preamplifier energy output signal provides short pulses with timing information. An inspection period, 7pu> immediately follows every signal. This inspection interval is extended for another full inspection period at the arrival of another pulse within the inspection period of the preceding pulse. If a second event occurs within the inspection interval, an inhibit signal is generated which can be used as an anti-coincidence signal for the multichannel analyzer in order to prevent measurement and storage of distorted pulses. The inhibit signal is likewise extended if a third signal follows the second one within 7pu· Pile-up rejection is thus provided for any number and any combination of pulses whose proximity to each other would result in spectral distortion. Since the fast-timing circuit resolves much shorter pulse intervals than the spectroscopy amplifier, spectral distortion caused by pulse pile-up can be reduced by orders of magnitude. A busy output signal may be provided, equal in duration to the active inspection intervals. It can be used to automatically compensate for lost counts employing the live-time correction circuitry of the multichannel analyzer generating OR-combination with the analyzer-busy cycles. The output from the fast trigger circuit can be used to count the individually resolved counts not being subject to losses due to the pile-up selection procedure.
An evident shortcoming of this technique is that a "good" signal is marked by the absence of an output, whereas a "bad" (distorted) signal will be followed at some arbitrary point in time (within the inspection period) by a veto signal. In this form it is not very well suited to precisely control a linear gate, because no precise and fixed time relationship to the actual event exists.
Ideally, an analysis should be started on "clean" signals only, which avoids unnecessary dead-time losses, according to the experimental set-up, as shown in Figure 3 .3, with the "linear-gate-open" signal from the pile-up rejector to be delivered at a constant time spacing (the after-guard interval at the earliest) after a "good" event. The principle has been realized, e.g., by Andai and Jedlovszky (1983) , and by Chalupka and Tagesen (1986) . The former authors developed a system which is combined with live-time correction capabilities and consists of two linear gates and a stretcher-hold circuit in between, where the first linear gate passes a signal only when the amplifier output was previously on zero level and the analyzer is not busy. If no further signal arrives before the signal maximum, the rejection logic samples a signal to be processed by the analyzer. The time resolution achieved is about 300 ns; the system permits optimal throughput by handling asymmetric fore-and afterguard intervals according to the slow signal pulse shape. The latter group of authors designed a pile-up rejector based purely on digital circuitry precisely measuring the intervals between successive pulses in the fast channel by counting periodic pulses from an oscillator clock within these intervals with a time resolution of 2' .: 7 ns (adjustable), which determines the minimum pulse-pair resolution. Equal fore-and after-guard inspection intervals are generated whose duration can be defined by simply adjusting the overflow capacity of the counters involved. Precise information on the actual losses is provided by counting the pile-up rejector control signals and all input signals separately.
Besides pile-up rejector circuits working on the basis of the event-counting method, as described above, set-ups have been installed that detect the distortion of the pulse shape due to the superposition of signals, similar to techniques used in pulse-shape discrimination. For a bipolar pulse, for instance, the time between the leading edge and the time of zero crossing will change in case of overlapping. The effect of pile-up leading to a perturbation of the timing information, e.g., distorting the delay curve in coincidence measurements, is well known (Gostely, 1981) , but pile-up rejector circuits based upon this feature generally suffer from a poor dynamic range and/ or large dead times. The performance of a pile-up rejector circuit can be checked by measuring the interval distribution of the transmitted pulses by alternately switching successive signals to the start and stop inputs of a time-to-amplitude converter module. Experience with commercially available pile-up rejectors has also been addressed, for example, in a report on an international comparison generally testing and comparing the validity of techniques for applying count-rate dependent dead-time and pile-up loss corrections in precision gamma-ray spectrometry (Houtermans et al., 1980; 1983) .
Pile-up and Dead-Time Correction with Varying Count Rates and Pulse-Height Distributions
As mentioned before, the problem of pile-up is strongly connected with the correction for count-rate dependent losses and / or live-timing. An effective method for estimating both dead-time and pile-up losses is the pulser or reference peak method (see, e.g., Debertin and Schotzig, 1977, and references cited therein; Debertin and Helmer, 1988) . Reference pulses from a stable precision pulser with the same shape as the detector pulses are fed into the preamplifier test input. The pulse amplitude is chosen so that the corresponding peak will appear in the spectrum well separated from other peaks. With a periodic pulser, the pulse rate should not exceed : : : : : : 10% of the total count rate. The percentage of losses within the spectroscopy system, averaged over the time of the experiment, results from the ratios of the number of all test pulses accepted to the total of those presented. The pulser-peak intensity thus serves as an internal clock. Pile-up will move both the pulses in the spectrum to be measured and the pulses in the pulser peak from their proper places. This method permits the estimation of amplitude-independent losses, but does not prevent pile-up (see also Section 2.5.1).
When count rates change during the measurement time (e.g., with a decaying source or an otherwise transient activity) or, much worse, when the spectral distribution changes (e.g., with a mixture of activities of several radionuclides), this after-the-fact correction is wrong. In order to achieve a correct system response to rapid count-rate variations, the correction for losses, with or without the pile-up rejector employed, has to proceed dynamically on-line to real time, and not to live-time via an extension of the measuring time. A weighting factor for loss correction has to be derived from the probability that a pulse will be accepted at any given moment. The pulser method described above could, in principle, operate in real time, but with rapid changes of the count rates a relatively high pulser frequency would be necessary for a proper response and would interfere with the spectroscopic measurement. Thus, it is primarily useful for the measurement of long-lived radioisotopes when the weighting factor does not change significantly with time. The problem can be handled by the so-called "virtual pulse generator" technique of loss-free counting (Westphal, 1982 , and references cited therein). This real-time correction method exhibits the benefits of the pulser method without requiring the analysis of the artificial pulses themselves. The status of the spectroscopy system is continuously monitored by means of a high-frequency clock inspecting both the baseline of the shaping amplifier and the multichannel analyzer busy signal. When a valid pulse is processed, the analyzer performs an "add n" memory cycle instead of a normal "add 1" cycle (as already proposed by Harms, 1967; see also Nicholson, 1974) , where n is the instantaneous weighting factor. The latter, as with the pulser method, is derived from the actual portion of real time when the amplifier baseline remains steady and no busy status exists. The system busy time is thereby extended by the so-called pulse evolution time (i.e., the time from the point that a pulse rises above the baseline noise to the peak of the pulse) as a prerequisite for taking into account pile-up losses in addition to dead-time losses. Time intervals too small to allow a new pulse to develop are then not counted as live time. It should be mentioned that for proper functioning in a certain range of count rates, the system needs adjustment and calibration by means of a test radiation source, observing the count rate in a reference peak when the total count rate is increased by other radiation sources which do not contribute to this peak (see Section 3.2.2).
