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This paper deals with a boundary value problem of a fractional differential equation with
the nonlinear term dependent on a fractional derivative of lower order on the semi-
infinite interval. An appropriate compactness criterion is established, such that we can use
Schauder’s fixed point theorem on an unbounded domain to obtain the existence result
for solutions. Moreover, a suitable choice of a Banach space allows the solutions to be
unbounded. An example illustrating our main result is also given.
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1. Introduction
We consider the following boundary value problem:
Dα0+u(t) = f (t, u(t),Dα−10+ u(t)), t ∈ J := [0,+∞),
u(0) = 0, Dα−10+ u(∞) = u∞, u∞ ∈ R,
(1.1)
where 1 < α ≤ 2, f ∈ C(J × R × R,R), Dα0+ and Dα−10+ are the standard Riemann–Liouville fractional derivatives and
Dα−10+ u(∞) := limt→+∞ Dα−10+ u(t).
Fractional differential equations have been of great interest recently. This is caused both by the intensive development
of the theory of fractional calculus itself and by the varied applications in many fields of science and engineering; see, for
instance, themonographs of Kilbas et al. [1], Podlubny [2], and Samko et al. [3], the papers [4–13] and the references therein.
Boundary value problems for fractional differential equations have been consideredwidely, and there are some excellent
results on the existence of solutions; see [14–19]. The basic fixed point theorems such as Schauder’s fixed point theoremhave
been applied by some authors to explore the existence of solutions for boundary value problems of fractional order on finite
intervals (cf. [20–22], for instance). However, to our knowledge, it is rare for work to be done on the solutions of fractional
differential equations on the half-line. In [23], by using Schauder’s fixed point theorem combined with the diagonalization
method, the authors discussed the existence of bounded solutions of the following problem on an unbounded domain:cDα0+y(t) = f (t, y(t)), t ∈ J := [0,+∞),
y(0) = y0, y is bounded on J,
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where cDα0+ is the Caputo fractional derivative of order 1 < α ≤ 2, f : J ×R→ R is a continuous function and y0 ∈ R. Zhao
and Ge [24] investigated the problem
Dα0+u(t)+ f (t, u(t)) = 0, t ∈ (0,+∞), α ∈ (1, 2),
u(0) = 0, lim
t→+∞D
α−1
0+ u(t) = βu(ξ),
where 0 < ξ < +∞, Dα0+ is the Riemann–Liouville fractional derivative and f : [0,+∞) × R → [0,+∞) is continuous.
The existence of unbounded positive solutions was obtained by the Leray–Schauder nonlinear alternative theorem.
Motivated by theworks of [23,24], in this paper, we impose a growth condition on the function f to prove the existence of
unbounded solutions for the problem (1.1). Our method is based on Schauder’s fixed point theorem. Unlike in the problems
in [23,24], the function f in (1.1) is dependent on the fractional derivative, and thus themain difficulties that we have to deal
with in this paper are those of constructing a special Banach space and establishing an appropriate compactness criterion.
2. Preliminaries
For the convenience of the readers, we first present some useful definitions and fundamental facts of fractional calculus
theory, which can be found in [1–3].
Definition 2.1. The Riemann–Liouville fractional integral of order δ > 0 of a function f (t) is defined by
Iδa+ f (t) =
1
Γ (δ)
∫ t
a
(t − s)δ−1f (s)ds, t > a,
provided that the right-hand side is pointwise defined.
Definition 2.2. The Riemann–Liouville fractional derivative of order δ > 0 of a function f (t) is defined by
Dδa+ f (t) =

d
dt
n
In−δa+ f (t) =
1
Γ (n− δ)

d
dt
n ∫ t
a
(t − s)n−δ−1f (s)ds, t > a,
where n is the smallest integer greater than or equal to δ, provided that the right-hand side is pointwise defined. In particular,
for δ = n, Dna+ f (t) = f (n)(t).
Remark 2.1. In this work we need the following composition relations:
(a) (Property 2.7 in [1]) Dδa+ I
δ
a+ f (t) = f (t), δ > 0, f (t) ∈ L1(a,+∞);
(b) (Property 2.8 in [1]) Dδa+ I
γ
a+ f (t) = Iγ−δa+ f (t), γ > δ > 0, f (t) ∈ L1(a,+∞).
Remark 2.2. It is well known that Iδa+ f (a) = 0 for f (t) ∈ C[a, b], δ > 0 and Iδa+ : C[a, b] → C[a, b] for δ > 0.
The following result is helpful for our discussion (see Corollary 2.1 in [1]).
Lemma 2.1. For δ > 0, the equation Dδa+x(t) = 0 is valid if, and only if, x(t) =
∑n
j=1 cj(t−a)δ−j, where cj ∈ R, j = 1, 2, . . . , n,
are arbitrary constants and n is the smallest integer greater than or equal to δ.
In view of Lemma 2.1 and (a) in Remark 2.1, it is easy to deduce that if Dδa+x(t) ∈ L1(a,+∞), then
Iδa+D
δ
a+x(t) = x(t)+ c1(t − a)δ−1 + c2(t − a)δ−2 + · · · + cn(t − a)δ−n (2.1)
for some cj ∈ R, j = 1, 2, . . . , n.
Throughout this work, we denote by Iδ f (t) and Dδ f (t) the Riemann–Liouville fractional integral Iδ0+ f (t) and the
Riemann–Liouville fractional derivative Dδ0+ f (t) of a function f (t) for t > 0, respectively.
Define the spaces
X =

u(t) ∈ C(J,R) : sup
t∈J
|u(t)|
1+ tα−1 < +∞

with the norm ‖u‖X = supt∈J |u(t)|1+tα−1 and
Y =

u(t) ∈ X : Dα−1u(t) ∈ C(J,R), sup
t∈J
|Dα−1u(t)| < +∞

with the norm ‖u‖Y = max{supt∈J |u(t)|1+tα−1 , supt∈J |Dα−1u(t)|}.
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Lemma 2.2. (X, ‖ · ‖X ) and (Y , ‖ · ‖Y ) are Banach spaces.
Proof. Let {un}∞n=1 be a Cauchy sequence in the space (X, ‖ · ‖X ); then,
∀ε > 0, ∃N > 0 such that
 un(t)1+ tα−1 − um(t)1+ tα−1
 < ε for any t ∈ J and n,m > N.
Thus, { un(t)
1+tα−1 }∞n=1 converges uniformly to some u(t)1+tα−1 and we can verify easily that u(t) ∈ X . Therefore, we obtain that
(X, ‖ · ‖X ) is a Banach space.
Again, let {un}∞n=1 be a Cauchy sequence in the space (Y , ‖ · ‖Y ). Evidently, {un}∞n=1 is also a Cauchy sequence in the
space (X, ‖ · ‖X ), and thus, limn→+∞ un(t)1+tα−1 = u(t)1+tα−1 and u(t) ∈ X . Moreover, {Dα−1un}∞n=1 converges uniformly to some
v ∈ C(J,R) and supt∈J |v(t)| < +∞. Next we need to prove that v = Dα−1u.
Define M02 = supt∈J |u(t)|1+tα−1 ; then for the constant M02 > 0, there exists N > 0 such that | un(t)1+tα−1 − u(t)1+tα−1 | < M02 for any
t ∈ J and n > N . Setting Mi = supt∈J |ui(t)|1+tα−1 , i = 1, 2, . . . ,N and M = max{Mi, i = 0, 1, 2, . . . ,N}, we can then arrive at|un(t)|
1+tα−1 ≤ M , n = 1, 2, . . . . Therefore, for any t ∈ J and 0 < α < 2, we get∫ t
0
(t − s)1−α(1+ sα−1) un(s)
1+ sα−1 ds
 ≤ M ∫ t
0
(t − s)1−α(1+ sα−1)ds
= M
[
t2−α
∫ 1
0
(1− τ)1−αdτ + t
∫ 1
0
τ α−1(1− τ)1−αdτ
]
= M
2− α t
2−α + B(α, 2− α)Mt,
where B(α, 2−α) is the beta-function. According to the uniform convergence of {Dα−1un(t)}∞n=1 and Lebesgue’s dominated
convergence theorem, we can derive that
v(t) = lim
n→+∞D
α−1un(t) = lim
n→+∞
d
dt
1
Γ (2− α)
∫ t
0
(t − s)1−α(1+ sα−1) un(s)
1+ sα−1 ds
= d
dt
1
Γ (2− α)
∫ t
0
(t − s)1−α(1+ sα−1) u(s)
1+ sα−1 ds = D
α−1u(t).
On the other hand, if α = 2, then
v(t) = lim
n→+∞ u
′
n(t) =
d
dt
lim
n→+∞ un(t) = u
′(t).
Consequently, we conclude that (Y , ‖ · ‖Y ) is a Banach space, which completes the proof of Lemma 2.2. 
The basic space used in this paper is Y . Note that the Arzela–Ascoli theorem fails to work in Y . In order to proceed, we
need the following compactness criterion.
Lemma 2.3. Let Z ⊆ Y be a bounded set. Then Z is relatively compact in Y if the following conditions hold:
(i) for any u(t) ∈ Z, u(t)
1+tα−1 and D
α−1u(t) are equicontinuous on any compact interval of J;
(ii) given ε > 0, there exists a constant T = T (ε) > 0 such that u(t1)1+ tα−11 − u(t2)1+ tα−12
 < ε and |Dα−1u(t1)− Dα−1u(t2)| < ε (2.2)
for any t1, t2 ≥ T and u(t) ∈ Z.
Proof. Evidently, it is sufficient to prove that Z is totally bounded. In what follows we divide the proof into two steps.
Step 1. Let us consider the case t ∈ [0, T ].
Define
Z[0,T ] = {u(t) : u(t) ∈ Z, t ∈ [0, T ]}.
Then clearly, Z[0,T ], with the norm ‖u‖∞ = supt∈[0,T ] |u(t)|1+tα−1 , is a Banach space. The condition (i) combined with the
Arzela–Ascoli theorem indicates that Z[0,T ] is relatively compact; hence Z[0,T ] is totally bounded, namely, for any ε > 0,
there exist finitely many balls Bε(ui) such that
Z[0,T ] ⊂
n
i=1
Bε(ui),
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where
Bε(ui) =

u(t) ∈ Z[0,T ] : ‖u− ui‖∞ = sup
t∈[0,T ]
 u(t)1+ tα−1 − ui(t)1+ tα−1
 < ε .
Similarly, the space
Zα−1[0,T ] = {Dα−1u(t) : u(t) ∈ Z[0,T )}
with the norm ‖Dα−1u‖∞ = supt∈[0,T ] |Dα−1u(t)| is a Banach space and can be covered by finitely many balls Bε(Dα−1vj),
that is,
Zα−1[0,T ] ⊂
m
j=1
Bε(Dα−1vj), vj ∈ Z[0,T ],
where
Bε(Dα−1vj) =

Dα−1u(t) ∈ Zα−1[0,T ] : ‖Dα−1u− Dα−1vj‖∞ = sup
t∈[0,T ]
|Dα−1u(t)− Dα−1vj(t)| < ε

.
Step 2. Define
Zij =

u(t) ∈ Z : u[0,T ] ∈ Bε(ui),Dα−1u[0,T ] ∈ Bε(Dα−1vj)

.
It is clear that Z[0,T ] ⊂ 1≤i≤n,1≤j≤m Zij[0,T ]. Now let us take uij ∈ Zij; then Z can be covered by the balls B4ε(uij), i =
1, 2, . . . , n, j = 1, 2, . . . ,m, where
B4ε(uij) = {u(t) ∈ Z : ‖u− uij‖Y < 4ε}.
In fact, for u(t) ∈ Z , the arguments in Step 1 imply that there exist i and j such that u[0,T ] ∈ Bε(ui),Dα−1u[0,T ] ∈
Bε(Dα−1vj). Hence, for t ∈ [0, T ], we have u(t)1+ tα−1 − uij(t)1+ tα−1
 ≤  u(t)1+ tα−1 − ui(t)1+ tα−1
+  ui(t)1+ tα−1 − uij(t)1+ tα−1
 < 2ε, (2.3)
|Dα−1u(t)− Dα−1uij(t)| ≤ |Dα−1u(t)− Dα−1vj(t)| + |Dα−1vj(t)− Dα−1uij(t)| < 2ε. (2.4)
For t ∈ [T ,+∞), (2.2) and (2.3) yield that u(t)1+ tα−1 − uij(t)1+ tα−1
 ≤  u(t)1+ tα−1 − u(T )1+ Tα−1
+  u(T )1+ Tα−1 − uij(T )1+ Tα−1

+
 uij(T )1+ Tα−1 − uij(t)1+ tα−1
 < ε + 2ε + ε = 4ε, (2.5)
and at the same time, (2.2) and (2.4) ensure that
|Dα−1u(t)− Dα−1uij(t)| ≤ |Dα−1u(t)− Dα−1u(T )| + |Dα−1u(T )− Dα−1uij(T )|
+ |Dα−1uij(T )− Dα−1uij(t)| < ε + 2ε + ε = 4ε. (2.6)
The relations (2.3)–(2.6) show that ‖u(t)− uij(t)‖Y < 4ε. Therefore, Z is totally bounded and Lemma 2.3 is proved. 
3. Main result
In this section, we prove the existence result of an unbounded solution for (1.1) and then give an example illustrating
the usefulness of our result. First, let us state a condition:
(H) there exist nonnegative functions a(t), b(t), c(t) ∈ L1(J) such that
|f (t, x, y)| ≤ a(t)|x| + b(t)|y| + c(t)
and ∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt < Γ (α)
2
,
∫ +∞
0
c(t)dt < +∞.
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Lemma 3.1. Suppose that the condition (H) holds. Then the problem (1.1) is equivalent to the integral equation
u(t) = u∞ −
 +∞
0 f (t, u(t),D
α−1u(t))dt
Γ (α)
tα−1 + 1
Γ (α)
∫ t
0
(t − s)α−1f (s, u(s),Dα−1u(s))ds. (3.1)
Proof. By the condition (H),∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt ≤
∫ +∞
0

(1+ tα−1)a(t)‖u‖X + b(t)|Dα−1u(t)| + c(t)

dt
≤ ‖u‖Y
∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt +
∫ +∞
0
c(t)dt < +∞,
and hence, the integral equation (3.1) is well defined.
We may apply (2.1) to reduce the differential equation in (1.1) to the integral equation
u(t) = c1tα−1 + c2tα−2 + 1
Γ (α)
∫ t
0
(t − s)α−1f (s, u(s),Dα−1u(s))ds. (3.2)
In accordance with Remark 2.1, Lemma 2.1 and the relation Dα−1tα−1 = Γ (α), we have
Dα−1u(t) = c1Γ (α)+
∫ t
0
f (s, u(s),Dα−1u(s))ds.
The boundary conditions in (1.1) and Remark 2.2 imply that c2 = 0 and c1 = 1Γ (α) [u∞−
 +∞
0 f (t, u(t),D
α−1u(t))dt], which
we substitute into (3.2) to obtain the integral equation (3.1).
Conversely, applying the operators Dα−1 and Dα to the two sides of (3.1) respectively and using Remark 2.1, Lemma 2.1
and the relation Dα−1tα−1 = Γ (α) again, we can get
Dα−10+ u(t) = u∞ −
∫ +∞
0
f (t, u(t),Dα−1u(t))dt +
∫ t
0
f (s, u(s),Dα−1u(s))ds (3.3)
and
Dα0+u(t) = f (t, u(t),Dα−10+ u(t)).
Further, by (3.1), (3.3) and Remark 2.2, it is easy to see that u(0) = 0 and Dα−10+ u(∞) = u∞; thus we obtain (1.1) and the
assertion of Lemma 3.1 follows. 
Define the operator A by
Au(t) = u∞ −
 +∞
0 f (t, u(t),D
α−1u(t))dt
Γ (α)
tα−1 + 1
Γ (α)
∫ t
0
(t − s)α−1f (s, u(s),Dα−1u(s))ds. (3.4)
Then Lemma 3.1 indicates that the fixed points of the operator A coincide with the solutions of the problem (1.1).
Now we are in the position to give the main result of this work.
Theorem 3.1. Assume that f : J × R × R → R is continuous and the condition (H) is satisfied. Then there exists at least one
function u(t) ∈ Y solving the problem (1.1).
Proof. First of all, in view of
Dα−1Au(t) = u∞ −
∫ +∞
0
f (t, u(t),Dα−1u(t))dt +
∫ t
0
f (s, u(s),Dα−1u(s))ds, (3.5)
together with (3.4), Remark 2.2 and the continuity of f , we can conclude that Au(t) and Dα−1Au(t) are continuous on J .
In what follows we divide the proof into several steps.
Step 1. Choose
R ≥ |u∞| + 2
 +∞
0 c(t)dt
Γ (α)− 2  +∞0 [(1+ tα−1)a(t)+ b(t)]dt
and let
U = {u(t) ∈ Y : ‖u(t)‖Y ≤ R}.
Then, A : U → U .
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Indeed, for any u(t) ∈ U , by (3.4), (3.5) and the condition (H) we get
|Au(t)|
1+ tα−1 ≤
|u∞| +
 +∞
0 |f (t, u(t),Dα−1u(t))|dt
Γ (α)
tα−1
1+ tα−1 +
1
Γ (α)
∫ t
0
(t − s)α−1
1+ tα−1 |f (s, u(s),D
α−1u(s))|ds
≤ 1
Γ (α)
[
|u∞| +
∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt +
∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt
]
≤ |u∞|
Γ (α)
+ 2
Γ (α)
[
‖u‖Y
∫ +∞
0

(1+ tα−1)a(t)+ b(t)dt + ∫ +∞
0
c(t)dt
]
≤ R
and
|Dα−1Au(t)| ≤ |u∞| + 2
∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt
≤ |u∞| + 2
[
‖u‖Y
∫ +∞
0

(1+ tα−1)a(t)+ b(t)dt + ∫ +∞
0
c(t)dt
]
≤ Γ (α)R ≤ R.
Hence, ‖Au(t)‖Y ≤ R and this shows that A : U → U .
Step 2. Let V be a subset of U . We apply Lemma 2.3 to verify that AV is relatively compact.
Let I ⊂ J be a compact interval, t1, t2 ∈ I and t1 < t2; then for any u(t) ∈ V , we have Au(t2)1+ tα−12 − Au(t1)1+ tα−11
 ≤ |u∞ −
 +∞
0 f (t, u(t),D
α−1u(t))dt|
Γ (α)
 tα−121+ tα−12 − t
α−1
1
1+ tα−11

+ 1
Γ (α)

∫ t2
0
(t2 − s)α−1
1+ tα−12
f (s, u(s),Dα−1u(s))ds−
∫ t1
0
(t2 − s)α−1
1+ tα−12
f (s, u(s),Dα−1u(s))ds

+ 1
Γ (α)

∫ t1
0
(t2 − s)α−1
1+ tα−12
f (s, u(s),Dα−1u(s))ds−
∫ t1
0
(t1 − s)α−1
1+ tα−11
f (s, u(s),Dα−1u(s))ds

≤
u∞ −  +∞0 f (t, u(t),Dα−1u(t))dt
Γ (α)
 tα−121+ tα−12 − t
α−1
1
1+ tα−11

+ 1
Γ (α)
∫ t2
t1
(t2 − s)α−1
1+ tα−12
|f (s, u(s),Dα−1u(s))|ds
+ 1
Γ (α)
∫ t1
0
 (t2 − s)α−11+ tα−12 − (t1 − s)
α−1
1+ tα−11
 f (s, u(s),Dα−1u(s)) ds
and
|Dα−1Au(t2)− Dα−1Au(t1)| ≤
∫ t2
t1
|f (t, u(t),Dα−1u(t))|dt.
Note that for any u(t) ∈ V , f (t, u(t),Dα−1u(t)) is bounded on I . Then it is easy to see that Au(t)
1+tα−1 and D
α−1Au(t) are
equicontinuous on I .
Next we show that for any u(t) ∈ V , Au(t)
1+tα−1 and D
α−1Au(t) satisfy the condition (ii) of Lemma 2.3. Observing that by the
condition (H),∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt ≤ ‖u‖Y
∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt +
∫ +∞
0
c(t)dt
≤ |u∞| + 2‖u‖Y
∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt + 2
∫ +∞
0
c(t)dt
≤ Γ (α)R ≤ R,
we know that for given ε > 0, there exists a constant L > 0 such that∫ +∞
L
|f (t, u(t),Dα−1u(t))|dt < ε. (3.6)
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On the other hand, since limt→+∞ t
α−1
1+tα−1 = 1, there exists a constant T1 > 0 such that for any t1, t2 ≥ T1, tα−111+ tα−11 − t
α−1
2
1+ tα−12
 ≤
1− tα−111+ tα−11
+
1− tα−121+ tα−12
 < ε. (3.7)
Similarly, limt→+∞ (t−L)
α−1
1+tα−1 = 1 and thus there exists a constant T2 > L > 0 such that for any t1, t2 ≥ T2 and 0 ≤ s ≤ L, (t1 − s)α−11+ tα−11 − (t2 − s)
α−1
1+ tα−12
 ≤

1− (t1 − s)
α−1
1+ tα−11

+

1− (t2 − s)
α−1
1+ tα−12

≤

1− (t1 − L)
α−1
1+ tα−11

+

1− (t2 − L)
α−1
1+ tα−12

< ε. (3.8)
Now choose T > max{T1, T2}; then for t1, t2 ≥ T , by (3.6)–(3.8) we can obtain that Au(t2)1+ tα−12 − Au(t1)1+ tα−11
 ≤
u∞ −  +∞0 f (t, u(t),Dα−1u(t))dt
Γ (α)
 tα−121+ tα−12 − t
α−1
1
1+ tα−11

+ 1
Γ (α)

∫ t2
0
(t2 − s)α−1
1+ tα−12
f (s, u(s),Dα−1u(s))ds−
∫ t1
0
(t1 − s)α−1
1+ tα−11
f (s, u(s),Dα−1u(s))ds

≤
u∞ −  +∞0 f (t, u(t),Dα−1u(t))dt
Γ (α)
 tα−121+ tα−12 − t
α−1
1
1+ tα−11

+ 1
Γ (α)
∫ L
0
 (t2 − s)α−11+ tα−12 − (t1 − s)
α−1
1+ tα−11
 f (s, u(s),Dα−1u(s)) ds
+ 1
Γ (α)
∫ t1
L
(t1 − s)α−1
1+ tα−11
|f (s, u(s),Dα−1u(s))|ds+ 1
Γ (α)
∫ t2
L
(t2 − s)α−1
1+ tα−12
|f (s, u(s),Dα−1u(s))|ds
≤
u∞ −  +∞0 f (t, u(t),Dα−1u(t))dt
Γ (α)
 tα−121+ tα−12 − t
α−1
1
1+ tα−11

+
max
t∈[0,L],u∈V
|f (t, u(t),Dα−1u(t))|
Γ (α)
∫ L
0
 (t2 − s)α−11+ tα−12 − (t1 − s)
α−1
1+ tα−11
 ds
+ 1
Γ (α)
∫ +∞
L
|f (t, u(t),Dα−1u(t))|dt + 1
Γ (α)
∫ +∞
L
|f (t, u(t),Dα−1u(t))|dt
<
u∞ −  +∞0 f (t, u(t),Dα−1u(t))dt
Γ (α)
ε +
max
t∈[0,L],u∈V
|f (t, u(t),Dα−1u(t))|
Γ (α)
Lε + 2
Γ (α)
ε
and
|Dα−1Au(t2)− Dα−1Au(t1)| =
∫ t2
t1
f (t, u(t),Dα−1u(t))dt

≤
∫ +∞
L
|f (t, u(t),Dα−1u(t))|dt < ε.
Consequently, Lemma 2.3 yields that AV is relatively compact.
Step 3. A : U → U is a continuous operator.
Let un, u ∈ U, n = 1, 2, . . ., and ‖un − u‖Y → 0 as n →+∞. Then, by (3.4), (3.5) and the condition (H) we arrive at Aun(t)1+ tα−1 − Au(t)1+ tα−1
 ≤ 1Γ (α)
∫ +∞
0
f (t, un(t),Dα−1un(t))− f (t, u(t),Dα−1u(t)) dt
+ 1
Γ (α)
∫ t
0
(t − s)α−1
1+ tα−1
f (s, un(s),Dα−1un(s))− f (s, u(s),Dα−1u(s)) ds
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≤ 2
Γ (α)
∫ +∞
0
f (t, un(t),Dα−1un(t))− f (t, u(t),Dα−1u(t)) dt
≤ 2
Γ (α)
∫ +∞
0
|f (t, un(t),Dα−1un(t))|dt + 2
Γ (α)
∫ +∞
0
|f (t, u(t),Dα−1u(t))|dt
≤ 2
Γ (α)
[
‖un‖Y
∫ +∞
0

(1+ tα−1)a(t)+ b(t)dt + ∫ +∞
0
c(t)dt
]
+ 2
Γ (α)
[
‖u‖Y
∫ +∞
0

(1+ tα−1)a(t)+ b(t)dt + ∫ +∞
0
c(t)dt
]
≤ 4R
Γ (α)
∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt + 4
Γ (α)
∫ +∞
0
c(t)dt
and
|Dα−1Aun(t)− Dα−1Au(t)| ≤
∫ +∞
0
f (t, un(t),Dα−1un(t))− f (t, u(t),Dα−1u(t)) dt
+
∫ t
0
f (s, un(s),Dα−1un(s))− f (s, u(s),Dα−1u(s)) ds
≤ 4R
∫ +∞
0
[(1+ tα−1)a(t)+ b(t)]dt + 4
∫ +∞
0
c(t)dt.
Then Lebesgue’s dominated convergence theorem asserts the continuity of A.
Therefore, by Schauder’s fixed point theorem we conclude that the problem (1.1) has at least one solution in U and the
proof is finished. 
Example 3.1. Consider the problemD
3
2 u(t) = ln(1+ |D
1
2 u(t)|)
20(1+ t2) +

|u(t)D 12 u(t)|
20e
√
t
, t ∈ [0,+∞),
u(0) = 0, D 12 u(∞) = u∞,
where, α = 32 , f (t, x, y) = ln(1+|y|)20(1+t2) +
√|xy|
20e
√
t .
Obviously, |f (t, x, y)| ≤ 1
40e
√
t |x| + ( 120(1+t2) + 140e√t )|y|. With the aid of simple computation we find that
 +∞
0

(1 +
t
1
2 ) 1
40e
√
t + 120(1+t2) + 140e√t

dt = 15 + π40 ≈ 0.2785 and
Γ ( 32 )
2 ≈ 0.4431. Hence, the conditions of Theorem 3.1 are satisfied
and this problem has a solution.
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