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THE CONJUGACY PROBLEM FOR THE AUTOMORPHISM GROUP OF THE
RANDOM GRAPH
SAMUEL COSKEY, PAUL ELLIS, AND SCOTT SCHNEIDER
ABSTRACT. We prove that the conjugacy problem for the automorphism group of the ran-
dom graph is Borel complete, and discuss the analogous problem for some other countably
categorical structures.
1. INTRODUCTION
In [Tru85], Truss proved that the automorphism group of the random graph is simple.
Truss continued to study the conjugacy relation on this group in [Tru03], proving that any
element can be written as the product of at most three conjugates of any other. He did
not, however, give a complete solution to the conjugacy problem for this group. In this
paper we shall show in a precise sense that this problem is in fact as complex as it can
conceivably be. We would like to thank Simon Thomas for suggesting this project.
In order to make the notion of the complexity of a classification precise, we will use the
theory of definable equivalence relations. A standard Borel space is a Polish space equipped
just with its σ-algebra of Borel sets. For instance, Rn, Cantor space 2N, and the Baire space
NN are all standard Borel spaces. Moreover, it is well-known that any Borel subset of
a standard Borel space is again a standard Borel space in its own right. If X is a stan-
dard Borel space, an equivalence relation E on X is called Borel (analytic, etc.) if it is Borel
(analytic, etc.) as a subset of X×X. It turns out that classification problems frommany ar-
eas of mathematics may be realized as definable equivalence relations on suitably chosen
standard Borel spaces.
For example, consider the problem of classifying all countable graphs up to graph iso-
morphism. Letting G be the set of binary relations R on N such that the structure (N, R) is
an undirected graph, it is easily checked that G is a Borel subset of 2N×N and hence is itself
a standard Borel space. More generally, suppose that L is a countable relational language
and that σ is a sentence of the infinitary logic Lω1,ω in which countable conjunctions and
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disjunctions are allowed. Then
Mod(σ) = {M | the domain ofM is N, andM |= σ}
is a standard Borel space, and the isomorphism relation ∼=σ on Mod(σ) is an analytic
equivalence relation (see for instance [HK96]).
If E is an equivalence relation on the standard Borel space X, we say that E is smooth, or
concretely classifiable, if there exists a Borel function f from X into some standard Borel
space Y such that for all x, x′ ∈ X,
x E x′ ⇐⇒ f (x) = f (x′) .
In other words, f selects elements of Y as complete invariants for the classification of
elements of X up to E. For instance, let CN denote the conjugacy relation on S∞ (i.e.,
the set AutN of permutations f : N → N). It is easy to see that a permutation of N is
completely determined up to conjugacy by its cycle type, that is, the number of n-cycles
for n = 1, 2, . . . ,∞. Since the cycle type can be explicitly calculated and encoded as an
element of the standard Borel space NN, we have that CN is smooth.
If E is not smooth, it is still very useful to speak of its complexity relative to other
classification problems. If E, F are equivalence relations on standard Borel spaces X,Y,
then we say that E is Borel reducible to F, and write E ≤B F, if there exists a Borel map
f : X → Y such that for all x, x′ ∈ X,
x E x′ ⇐⇒ f (x) F f (x′) .
If E ≤B F, then the classification problem associated to E should be regarded as no more
difficult than that associated to F, in the sense that any set of complete invariants for
F can be used for E as well. Now, ≤B defines a partial preordering on all equivalence
relations on standard Borel spaces, and a foundational goal of the subject is to understand
the structure of this ordering.
It turns out that there is a ≤B-maximum element among the classification problems
∼=σ introduced earlier. An equivalence relation E is said to be Borel complete if for every
countable relational language L and every sentence σ of Lω1 ,ω, we have
∼=σ ≤B E. A
classification problem which corresponds to a Borel complete equivalence relation should
be regarded as totally intractable. The class of all countable structures is of course Borel
complete, but there are many more tangible Borel complete classes. For instance, it is not
difficult to see that the isomorphism relation for countable graphs is Borel complete, and it
is shown in [FS89] that the classes of countable trees and linear orders are Borel complete
as well.
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Now, we may in fact consider a class of equivalence relations which is much broader
than just the∼=σ. An equivalence relation E is said to be classifiable by countable structures if
E is Borel reducible to ∼=σ for some Lω1,ω-sentence σ in a countable relational language L.
Thus, a Borel complete equivalence relation is also universal for the class of equivalence
relations which are classifiable by countable structures.
A large source of examples of equivalence relations which are classifiable by countable
structures are those which arise from certain Polish group actions. Generally, if the Polish
group G acts in a Borel fashion on the standard Borel space X, then the corresponding
orbit equivalence relation EXG is an analytic equivalence relation. Here, E
X
G is defined by
x EXG x
′ ⇐⇒ x and x′ lie in the same G-orbit.
For instance, ∼=σ is the orbit equivalence relation induced by the action of S∞ on Mod(σ).
By [BK96] and [Gao09, Theorem 3.5.1], any orbit equivalence relation induced by a Borel
action of a closed subgroup of S∞ is classifiable by countable structures.
We shall now specialize to classification problems of the following form. IfM is any
countable model, then AutM denotes its automorphism group, and CM the conjugacy
equivalence relation on AutM. That is,
f CM g ⇐⇒ (∃h ∈ AutM)(h f = gh) .
Then f , g ∈ AutM are conjugate if and only if the expansions (M, f ) and (M, g) are iso-
morphic, and so CΓ is classifiable by countable structures. (Alternatively, CM is the orbit
equivalence relation induced by the conjugation action of the closed subgroup AutM ≤
S∞ on itself, and hence is classifiable by countable structures.) We are particularly inter-
ested in the complexity of CM forM a model of some ℵ0-categorical theory, as there are
several interesting examples in the recent literature.
Theorem ([For00, Theorem 76]). The conjugacy problem CQ for the automorphism group of
(Q,≤) is Borel complete.
Theorem ([CG01, Theorem 5]). Let B denote the countable atomless boolean algebra. Then the
conjugacy problem CB for the automorphism group of B is Borel complete.
We shall prove the analogous result for the automorphism group of the random graph.
Recall that the random graph Γ is the unique countably infinite graph satisfying the homo-
geneity property: for any pair of finite and disjoint sets of vertices U,V ⊂ Γ, there exists a
vertex x adjacent to each member of U and to no member of V.
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1.1. Theorem. The conjugacy problem CΓ for the automorphism group of the random graph Γ is
Borel complete.
This result, which will be established in the next section, gives the third of many con-
ceivable examples of conjugacy problems for automorphismgroups of ℵ0-categorical struc-
tures whose Borel complexity is themaximum possible. However, in many other cases the
conjugacy problem turns out to be smooth. For instance, we have already noted that the
conjugacy problem for S∞ is smooth, and it is not hard to see that the conjugacy problem
for the automorphism group of the complete binary tree is smooth as well. This leaves
open the question of which Borel complexities can arise as CM for some countable model
M of an ℵ0-categorical theory.
Conjecture. IfM is the countable model of an ℵ0-categorical theory then CM is either smooth or
Borel complete.
2. PROOF OF THE MAIN THEOREM
Our proof will proceed on lines similar to the proofs of Foreman’s and Camerlo-Gao’s
theorems. The first step is to establish (or recall) the Borel completeness of the isomor-
phism relation on the corresponding class of structures.
Theorem ([FS89, Theorem 3]). The isomorphism relation on the space of countable linear orders
is Borel complete.
Theorem ([CG01, Theorem 1]). The isomorphism relation on the space of countable Boolean
algebras is Borel complete.
The second step is to reduce this isomorphism relation to the conjugacy relation on
the automorphism group of the universal structure. For instance, Foreman’s argument
proceeds as follows. Given a countable linear ordering x on N, construct an automor-
phism φx of Q whose fixed point set is isomorphic to x, and whose nontrivial orbitals
are all “up-bumps.” (Here, the orbitals of φ ∈ AutQ are the convex closures of the orbits
{φn(q) : n ∈ Z}; see [For00] for details). This construction can be carried out in such a
way that if x and y are isomorphic, then the linear orderings of orbitals of φx and φy will
be isomorphic. A classical result (see for instance [Gla81, Theorem 2.2.5]) then implies
that φx and φy are conjugate. On the other hand, if φx and φy are conjugate, then the linear
orderings of fixed points of φx and φy are clearly isomorphic, and hence x is isomorphic
to y.
In our case, we shall need the following:
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Theorem ([FS89, Theorem 1]). The isomorphism relation on the space of countable, connected
graphs is Borel complete.
Theorem 1.1 then follows from the corresponding reduction.
2.1. Theorem. The isomorphism relation on the space of countable graphs is Borel reducible to CΓ.
Proof of Theorem 2.1. For this proof, we formally let Γ denote a fixed copy of the random
graph with underlying set N. Here as usual we identify Γ with its edge relation so that
formally Γ ∈ 2N×N. Given a graph x with underlying set N, we will build, in a Borel
fashion, an automorphism φx of Γ in such a way that:
x is isomorphic to y ⇐⇒ φx is conjugate to φy.
In order to do this, we shall first construct a graph ∆x with the following properties:
(a) ∆x is isomorphic to the random graph Γ;
(b) ∆x contains two isomorphic copies of x as induced subgraphs; and
(c) there exists an automorphism of ∆x which interchanges the two copies of x.
This will be done using the ideas of [MW92, Lemma 2.1] and the comments that follow it.
Then, roughly speaking, we shall take φx to be the automorphism given by (c), thought of
as an automorphism of Γ.
Take for the vertices of ∆x the set N ×N. Visually, we think of the subset {i} ×N as
the ith row of ∆x. We shall put a copy of x in each of rows 0, 1, and leave the remaining
rows blank. More precisely, let
(i,m) ∼∆x (i, n) ⇐⇒ m ∼x n (for i = 0, 1)
and if i > 1, then (i,m) ≁∆x (i,m) for all m, n ∈ N.
We then define edges going across the rows as follows. First, for each n ∈ N place an
edge joining (0, n) with (1, n). For each row i > 1, let
〈
Sin : n ∈ N
〉
be a (previously fixed)
enumeration of the sets of i2 vertices consisting of exactly i vertices from each of rows
0, . . . , i− 1. Then place an edge from each vertex (i, n) to each of the vertices in Sin. Thus,
for each choice of i vertices from each of rows 0, . . . , i − 1, there is exactly one vertex in
row i which is adjacent to these vertices and to no others in rows 0, . . . , i.
Note that the graph ∆x satisfies the homogeneity property of the countable random
graph, and hence is isomorphic to Γ. In fact, we can build an explicit isomorphism by
using a back and forth construction that chooses, at each stage in the construction, the
least possible witness. In this way we obtain a continuous assignment x 7→ ψx, where for
each graph x ∈ 2N×N, ψx : N → N is an isomorphism of ∆x with Γ.
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Now, for any x, the map which interchanges the elements (0, n) and (1, n) is a partial
automorphism of ∆x. Moreover, this map extends uniquely to a bijection φ : N
2 → N2
which preserves every row i ≥ 2 of ∆x setwise, and all of the edges added in the construc-
tion of ∆x. Since φ is in particular an automorphism of ∆x, we may use the isomorphism
ψx between ∆x and Γ to regard φ as an element of Aut Γ. Specifically, we let φx = ψx φ ψ−1x .
Since the map x 7→ ψx is Borel, the map x 7→ φx is Borel too.
We must now show that x ∼= y if and only if φx and φy are conjugate elements of Aut Γ.
Again following the isomorphisms ψx and ψy, it suffices to show that x ∼= y if and only if
there exists a graph isomorphism α : ∆x ∼= ∆y satisfying α φ = φ α.
For the forward direction, if α0 : x ∼= y then α0 induces a row-preserving isomorphism
α : ∆x ∼= ∆y which acts by α0 on row 0 and row 1 of ∆x. It is easy to check that this α
satisfies our requirements.
Conversely, let α : ∆x → ∆y be a graph isomorphism satisfying α φ = φ α. We wish to
show that α somehow induces an isomorphism from x to y. We first show that α sends
rows 0, 1 of ∆x onto rows 0, 1 of ∆y. Indeed, let e ∈ {0, 1} and n ∈ N, and suppose that
α(e, n) = (i, ℓ) where i ≥ 2. Then we would have:
α(1− e, n) = α φ(e, n)
= φ α(e, n)
= φ(i, ℓ) .
Since φ preserves row i of ∆y, we conclude that α(1− e, n) = (i, ℓ′) for some ℓ′ 6= ℓ. Now,
since (e, n) ∼∆x (1− e, n), we must have (i, ℓ) ∼∆y (i, ℓ
′), but this is a contradiction, since
no two elements in row i of ∆y are adjacent. Similarly, α
−1 maps rows 0, 1 of ∆y to rows
0, 1 of ∆x and it follows that α maps rows 0, 1 of ∆x bijectively onto rows 0, 1 of ∆y.
We next show that α sends adjacent pairs (0, n), (1, n) of ∆x to adjacent pairs (0, ℓ), (1, ℓ)
of ∆y. Indeed, if e, f ∈ {0, 1} and α(e, n) = ( f , ℓ), then:
α(1− e, n) = α φ(e, n)
= φ α(e, n)
= φ( f , ℓ)
= (1− f , ℓ) .
Note that we are not claiming that α need send the whole of row 0 to the whole of row 0
or 1, and indeed this need not be the case. But it follows from what we have shown that α
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induces a bijection α0 : x → y defined by
α(e, n) = ( f , α0(n))
for some e, f ∈ {0, 1}.
It remains only to show that α0 is a graph isomorphism. Indeed, if m ∼x n, then
(0,m) ∼∆x (0, n) and so α(0,m) ∼∆y α(0, n). Hence, there are e, f ∈ {0, 1} such that
(e, α0(m)) ∼∆y ( f , α0(n)). Since α0(m) 6= α0(n), by the construction of ∆y we must have
that e = f , and hence that α0(m) ∼y α0(n). This shows that α0 is a graph embedding.
Moreover, we can repeat this argument with α−10 to conclude that α0 is a graph isomor-
phism. 
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