We show how to build a multi-scale entanglement renormalization ansatz (MERA) representation of the ground state of a many-body Hamiltonian H by applying the recently proposed tensor network renormalization (TNR) [G. Evenbly and G. Vidal, arXiv:1412.0732] to the Euclidean time evolution operator e −βH for infinite β. This approach bypasses the costly energy minimization of previous MERA algorithms and, when applied to finite inverse temperature β, produces a MERA representation of a thermal Gibbs state. Our construction endows TNR with a renormalization group flow in the space of wave-functions and Hamiltonians (and not just in the more abstract space of tensors) and extends the MERA formalism to classical statistical systems.
We show how to build a multi-scale entanglement renormalization ansatz (MERA) representation of the ground state of a many-body Hamiltonian H by applying the recently proposed tensor network renormalization (TNR) [G. Evenbly and G. Vidal, arXiv:1412 .0732] to the Euclidean time evolution operator e −βH for infinite β. This approach bypasses the costly energy minimization of previous MERA algorithms and, when applied to finite inverse temperature β, produces a MERA representation of a thermal Gibbs state. Our construction endows TNR with a renormalization group flow in the space of wave-functions and Hamiltonians (and not just in the more abstract space of tensors) and extends the MERA formalism to classical statistical systems. Consider a strongly interacting quantum many-body system in D spatial dimensions described by a microscopic Hamiltonian H. Understanding its collective, low energy behavior is a main goal in condensed matter and high energy physics, one that poses a formidable theoretical challenge. To tackle this problem, plenty of methods have been proposed based on the renormalization group (RG) [1] [2] [3] , that is, on studying how the system evolves as we change the scale of observation. Weakly interacting systems can be addressed using momentum space RG [2] . Instead, strongly interacting systems often require nonperturbative, real space RG methods, as pioneered by Kadanoff and Wilson with their spin-blocking techniques [1] and numerical RG [2] , respectively.
Improving on Kadanoff and Wilson's proposals, White's density matrix renormalization group (DMRG) for quantum spin chains [4] established how to systematically preserve the ground state wave-function during real-space coarse-graining -namely, by preserving the support of its reduced density matrix. Similarly, Levin and Nave's tensor renormalization group (TRG) [5] taught us how to coarse-grain Euclidean path integrals of one-dimensional quantum systems (or, equivalently, partition functions of two-dimensional classical systems). Both DMRG and TRG are very successful, versatile approaches, which have irreversibly changed how we think about and apply coarse-graining transformations in real space. However, they depart significantly from the spirit of the RG, in that they produce a coarse-grained, effective description of the system that still retains some irrelevant microscopic details. As a result, (i) these methods fail to define a proper RG flow, one with e.g. the correct structure of fixed points; and (ii) they also struggle to deal with critical systems or systems in D ≥ 2 dimensions, where the accumulation of short-range degrees of freedom is more significant and harmful.
Entanglement renormalization was introduced to address these two problems in the context of ground state wave-functions [6, 7] . By means of disentanglers, which remove short-range entanglement, it produces a proper RG flow, as well as an RG transformation that is computationally sustainable even at criticality. In addition, this procedure leads to an efficient tensor network description of ground states for critical systems and systems in D ≥ 2 dimensions, the multi-scale entanglement renormalization ansatz (MERA) [7] , of interest both as a many-body variational state [8] and as a concrete, lattice realization of the holographic principle [9, 10] .
Tensor network renormalization (TNR), on the other hand, has been recently proposed to tackle the same problems in the context of Euclidean path integrals (and classical statistical systems) [11] . The Euclidean path integral Z ≡ tr e −βH is represented by a tensor network, consisting of copies of a single tensor A [12], which extends both in space and Euclidean time directions. Through local manipulation of this tensor network, TNR produces a sequence of tensors,
corresponding to increasing length scales, which flow towards some fixed-point tensor A fp . The later retains only the universal features of the phase or phase transition [11] . Once again, the key of the approach is the removal of short-range correlations by disentanglers. In this paper we establish a close connection between these two approaches. We show that, when applied to the above Euclidean path integral (restricted to the upper half plane), TNR generates a MERA for the ground state of Hamiltonian H. More generally, TNR also produces a MERA for the thermal Gibbs state ρ β ≡ e −βH /Z at finite inverse temperature β, as well as for the low energy eigenstates of H on a finite periodic chain. Our result provides a radically different, new route to the MERA, one that bypasses the costly energy minimization of previous algorithms [13] and has several other significant advantages, both conceptual and computational, that we also discuss. Among those, let us emphasize that, at finite β, we obtain the first correct MERA representation of the thermal state ρ β [14], together with an algorithm to find it; the unveiled connection implies that TNR can now produce an RG flow in the space of wave-functions and Hamiltonians, and not just in the (rather abstract) space of tensors, Eq. 1; and the whole MERA formalism can be applied now also to classical statistical systems. For simplicity, below we consider a translation invariant system in D = 1 dimensions, although the key results apply also to inhomogeneous systems in dimension D ≥ 1.
Tensor network for Euclidean time evolution.-Given a translation invariant Hamiltonian H in one dimension, we use a standard procedure [reviewed in Appendix A] to produce a two-dimensional tensor network representation of the Euclidean path integral tr e −βH . This tensor network is made of copies of a single tensor A. If both the system size L and the inverse temperature β are infinite, then the network spans the entire (x, τ )-plane, where x and τ label space and Euclidean time, respectively. Here we will consider analogous tensor networks for the Euclidean time evolution operator e −βH on four different geometries, obtained by introducing a horizontal cut at τ = 0 and by choosing L and β to be either finite (with periodic boundary conditions) or infinite [see Appendix B] . (i) By restricting the tensor network to the upper half plane (x, τ + ), Fig. 1(a) , we obtain a representation of the ground state |Ψ of H on an infinite lattice. (ii) On an infinite horizontal strip of finite width β, Fig. 2(a) , the tensor network is proportional to the thermal state ρ β ≡ e −βH /Z. (iii) On a semi-infinite vertical cylinder of finite width L, Fig. 3(a) , it describes the ground state |Ψ (L) of H on a periodic chain of length L. (iv) Finally, a vertical cylinder of finite width L and finite height β corresponds to the thermal state ρ (L) β on a finite periodic chain. Next we will show that applying TNR to these tensor networks results in a MERA representation for |Ψ , ρ β , |Ψ L , and ρ
β . We only analyze the first three cases, since the fourth follows from combining the arguments for finite L and β. . We can now repeat the process on tensors A ′ , to obtain coarse-grained tensors A ′′ and a second row of disentanglers and isometries, i.e. a second layer of the MERA, connecting scales s = 1 and 2. Iteration then produces a full MERA approximation for the ground state |Ψ of H, encompassing all length scales s = 0, 1, 2, · · · .
Thermal MERA.-Let us now consider the infinite horizontal strip of finite width β, Fig. 2(a) . This time we have two boundaries, each with an infinite row of open indices: the incoming and outgoing indices of the Euclidean time evolution operator e −βH . As before, we use TNR to coarse-grain the tensor network, except near its open boundaries, where we do not touch the open indices. Fig. 2(b) shows the net result: a coarse-grained tensor network, with effective tensor A ′ , together with a double row of disentanglers and isometries both for the incoming and outgoing indices. After O(log 2 (β)) iterations of the coarse-graining procedure, we obtain a MERA representation of the thermal state, Fig. 2 (c) made of O(log 2 β) double layers of disentanglers and isometries for both the incoming and outgoing indices, together with a central The thermal MERA obtained from TNR resembles the form first suggested by Swingle in the context of holography [9] , where a 1+1 conformal field theory is dual to a gravity theory in 3 space-time dimensions. In this context, the thermal MERA is interpreted as describing a space-like cross-section of a black hole space-time geometry. A significant difference in our construction is the central row of tensors, which is absent in Swingle's proposal [9] and provides ρ β with the correct thermal spectrum of eigenvalues {e −βEi /Z}, where {E i } are the eigenvalues of H. This central row of tensors can be thought of as representing the Einstein-Rosen bridge connecting the two asymptotic AdS regions [17] , which seems to provide a manifestation of the ER=EPR conjecture [18] .
Periodic chain of size L.-In our last explicit construction, we use TNR to coarse-grain a tensor network for the ground state of Hamiltonian H on a periodic chain of size L, see Fig. 3 semi-infinite cylinder can be understood as the infinite product of a transfer matrix T . The dominant eigenvector of T leads to the ground state of H, whereas subdominant eigenvectors describe low energy eigenstates.
To illustrate the computational possibilities offered by the new algorithm, we consider the one-dimensional quantum Ising model with transverse magnetic field both at finite β for an infinite chain, and at zero temperature for a finite periodic chain of length L. First, for L = ∞, Fig. 4(a) shows the expectation value of the energy density E thermal ≡ tr(ρ β H)/L as a function of the inverse temperature β, while Fig. 4(b) displays, at critical magnetic field, the crossover between polynomial decay of correlations at short distances (due to quantum fluctuations at criticality) and their exponential decay at longer distances (due to finite temperature statistical fluctuations). Then, for β = ∞, Figs. 4(c)-(d) show, respectively, the low energy spectra of H as a function of the inverse system size 1/L, and the energy and momentum of low energy states for L = 1024. The results for different values of β and L, which are seen to accurately approximate the exact solution, were extracted from the same single TNR sweep over scale. The latter required less than 5 minutes on a 2.5Ghz dual core laptop with 4Gb of memory (MERA bond dimension χ = 10). Discussion.-Since its proposal in Ref.
[7], the MERA has been regarded as a variational class of many-body states. Accordingly, in order to approximate the ground state |Ψ of H, one had to optimize the variational parameters contained in the disentanglers and isometries, for instance by iteratively minimizing the expectation value of the H [13]. Such energy optimization is remarkably costly (it may require thousands of sweeps over scale) and prone to becoming trapped in local minima. At the end of the energy minimization, there is no guarantee that an approximation to |Ψ has been obtained -one just has a wave-function with, hopefully, reasonably low energy. Here we have shown that a MERA approximation for |Ψ can be alternatively obtained by using TNR to transform an already existing tensor network representation of the ground state |Ψ . This only requires one sweep over scale, and it is therefore computationally much more efficient. In addition, at each coarse-graining step, TNR introduces a truncation error [11] , which can be computed and used to assess the accuracy of the MERA approximation. For instance, if H is gapped and the TNR cumulative truncation errors are small, one can certify that the resulting MERA approximates the ground state |Ψ (within those truncation errors). TNR is however not committed to producing a MERA. For instance, if at some scale s the ground state approximately decomposes as the product of two ground states, then the corresponding tensor A (s) will approximately factorize as A An important feature of TNR is that it acts locally, in that the coarse-graining of the tensor network at point (x, τ ) only depends on the tensors in its immediate neighborhood [11] . This has a number of consequences for the resulting MERA. (i) Since TNR is not aware of the system size L or inverse temperature β, it produces the same tensors A, A ′ , A ′′ , · · · and disentanglers and isometries for the ground state |Ψ of an infinite system, as it does for ρ β , |Ψ (L) and ρ In Summary, in this paper we have shown that the recently proposed TNR approach [11] to coarse-graining tensor networks, based on the principle of removing short-range correlations, is a more general approach than the MERA for ground states of quantum systems [7] , based on the same principle, in that the MERA results naturally from TNR. We conclude by briefly mentioning two more implications of this result. First, TNR inherits from the MERA its ability to define an RG flow in the space of wave-functions and Hamiltonians [6, 7, 13]. Notice that it is much easier to extract the physics from these RG flows than it is from the RG flow in the space of tensors, Eq. 1. Second, although here we have focused entirely on quantum systems, TNR can also be applied to statistical partition functions [11] . Therefore the present construction extends the MERA formalism (including strategies to extract universal critical properties, such as critical exponents and other conformal data Swingle, Constructing holographic spacetimes using entanglement renormalization, arXiv:1209. Appendix A.-A tensor network for the Euclidean path integral.
In this appendix we describe how to obtain a convenient, quasi-exact tensor network representation of the partition function/Euclidean time path integral Z ≡ tr E −βH (or Euclidean time evolution operator e −βH ), starting from the short-ranged Hamiltonian H of a 1D quantum system on the lattice. This tensor network is used in the main text as the starting point to obtain MERA representations for the ground state and thermal states of H in infinite and finite systems, see also appendix B. It is also used in Appendix C.
For simplicity, we assume that H is a sum of nearest neighbor terms only,
[Longer-(but finite-) range terms can be treated with a slightly more complicated scheme.] The first step is to split H into two contributions,
and use a Suzuki-Trotter decomposition [1] to approximately express e βH as the P -fold product of operators e ǫHeven and e ǫH odd ,
This introduces an error of order O(βǫ), which therefore vanishes in the limit of small ǫ/large P . [One can obtain an error O(β(ǫ) n ), n > 1, by using a higher order SuzukiTrotter decomposition [2] ]. Since H even is a sum of terms that act on different sites and therefore commute, e ǫHeven is simply a product of two-site gates, and similarly for e βH odd ,
(5) Each two-site gate e −ǫhi,i+1 is a tensor made of four indices. Therefore we have obtained a tensor network representation of e −βH , see Fig. 5(a) . Using singular value decompositions (in the vertical and horizontal direction, as indicated in the inset of Fig. 5 ) we can then transform this tensor network into a new tensor network made of four-legged tensors A connected according to a square lattice pattern.
However, by construction e −ǫhi,i+1 is very close to the identity, e −ǫhi,i+1 = I + O(ǫ), which implies that the square tensor network is highly anisotropic. It is then convenient to coarse-grain in the Euclidean time direction, until space and time direction have become qualitatively equivalent, in the sense e.g. that the ordered singular values of a tensor in both directions decay roughly in the same way. This is illustrated in Fig. 6 . on the (discrete) upper half plane as discussed above is that we are introducing a change of scale where locally the metric is changed by an amount proportional to the distance τ = 2 s to the boundary, that is exponential in the scale variable s, as in the above conformal transformation.
