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THE STOCHASTIC HEAT EQUATION AS THE LIMIT OF A
STIRRING DYNAMICS PERTURBED BY A VOTER MODEL
MILTON JARA, CLAUDIO LANDIM
ABSTRACT. We prove that in dimension d ≤ 3 a modified density field of a
stirring dynamics perturbed by a voter model converges to the stochastic heat
equation
1. INTRODUCTION
While the equilibrium fluctuations of the density field are well understood
since Brox and Rost [3] and Chang [5] (cf. references and comments in Chapter
11 of [15]), nonequilibrium fluctuations are considered to be one of the main
open problems in the theory of hydrodynamic limit of interacting particle sys-
tems.
For almost three decades, no progress has been made in this subject. The
few known results were restricted to one dimension and their proofs relied
either on special features of the dynamics, such as duality or integrability of
certain quantities, or required strong estimates, as a logarithmic Sobolev in-
equality in Chang and Yau [6].
With the recent developments in the theory of non-linear stochastic partial
differential equations, this problem became even more interesting. Indeed, to
define solutions of these non-linear equations, it has been proposed to smooth
the noise by convolving it with a smooth kernel and then to show that, after
a renormalization, the limit exists and does not depend on the kernel of the
convolution (cf. [10, 9, 4] and references therein).
Since interacting particle systems possess an in-built noise, it is natural
to expect that the density fields converge to the normalized solutions of the
SPDEs derived in the theories mentioned above. This question has attracted
much attention recently and many problems remain unsolved [1, 18, 11, 21,
23, 17].
In this article, we pursue in this direction by considering the fluctuations of
a gradient exclusion dynamics perturbed by a voter model. One of the novel-
ties lies in the definition of the density field, which is not normalized by the
square root of the degrees of freedom, and on the non-conservative noise which
appears in the limiting equation. Indeed, even if the stochastic PDE which
describes the asymptotic behavior of the density fluctuation is linear, the noise
is non-conservative, in contrast with most previous results [15].
In both models, the exclusion process and the voter dynamics, on the dif-
fusive time-scale, the density of particles evolve according the solution of a
linear parabolic PDE. The hydrodynamic behavior of the voter model has been
derived by Presutti and Spohn in [19], and we refer to [15] for references on
the corresponding result for exclusion dynamics.
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We consider here the exclusion process on the diffusive time-scale and the
voter model evolving in a slower time-scale. This dynamics has two absorbing
states: the empty configuration and the full one. Nevertheless, as the voter
part evolves in a slower scale, the global evolution can be understood as a
small perturbation of the exclusion process, and, starting from a state close
to an equilibrium state of the exclusion dynamics, the homogeneous Bernoulli
product measures, one expects that at a later time the state of process remains
close to the equilibrium state of the exclusion dynamics. One of the main re-
sults of this article provides a quantitive estimate for this closeness.
The main obstacle in the proof of the fluctuations lies in the replacement
of a space-time average of cylinder functions by a space-time average of the
density of particles. This is the so-called Boltzmann-Gibbs principle.
In equilibrium, this replacement is derived using a classic bound on the
variance of an additive functional of a Markov process [15, Proposition A1.6.1].
In non-equilibrium this tool is not available and one has to rely on entropy
bounds of the state of the process with respect to a reference measure. In our
context, as mentioned above, the Bernoulli product measures.
To obtain such bounds we rely on the approach introduced recently by Jara
and Menezes [12, 13], which improved the estimate on the entropy production
obtained by Yau [22] in the context of interacting particles systems. These
bounds are keen enough to permit the derivation of Boltzmann-Gibbs principle
(and the tightness of the density fluctuation field) in dimension d ≤ 3.
2. NOTATION AND RESULTS
Denote by Tdn = (Z/nZ)
d, n ∈ N = {1, 2, . . .}, the d-dimensional discrete
torus with nd points. We consider a particle system which describes voters
with a binary opinion, 0 or 1, evolving on Tdn.
Let Ωn = {0, 1}Tdn be the state space. Elements of Ωn are represented by the
Greeck letters η = (ηx : x ∈ Tdn), ξ. Hence, ηx = 1 if the voter at x for the
configuration η has the opinion 1.
Let LVn be the generator of the voter model in Ωn:
(LVn f)(η) =
∑
x∈Tdn
∑
y:‖y−x‖=1
(ηy − ηx)2
[
f(σxη) − f(η) ]
for all f : Ωn → R. In this formula, the second sum is carried over all
neighbours y of x: y ∈ Tdn, ‖x − y‖ = 1, and ‖ · ‖ stands for the ℓ1 norm:
‖(z1, . . . , zd) ‖ =
∑
1≤j≤d | zj |. Moreover, σxη represents the configuration ob-
tained from η by flipping the value of ηx:
(σxη)z =
{
ηz z 6= x ,
1 − ηx z = x .
Denote by {e1, . . . , ed} the canonical basis of Rd. Let cj : {0, 1}Zd → R, 1 ≤
j ≤ d, be strictly positive, cylinder functions [functions which depend only on
a finite number of variables ηz]:
cj(η) ≥ c0 > 0 (2.1)
for all η ∈ {0, 1}Zd, 1 ≤ j ≤ d. Assume that cj does not depend on the variables
η0 and ηej and that the following gradient conditions are in force. For each j,
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there exist cylinder functions hj,k, 1 ≤ k ≤ d, such that
cj(η) [ ηej − η0 ] =
d∑
k=1
{
(τek hj,k)(η) − hj,k(η)
}
. (2.2)
In this formula, {τz : z ∈ Zd} represents the group of translations acting on the
configurations:
(τxη)z = ηx+z , x , z ∈ Zd , η ∈ {0, 1}Z
d
. (2.3)
Denote by LSn the generator of the speed-change, symmetric exclusion pro-
cess given by
(LSnf) (η) =
∑
x∈Tdn
d∑
j=1
cj(τxη) {f(σx,x+ejη)− f(η)} , (2.4)
In this formula, σx,yη represents the configuration of particles obtained from η
by exchanging the values of ηx and ηy:
(σx,yη)z =


ηz z 6= x , y ,
ηx z = y ,
ηy z = x ,
and {τx : x ∈ Tdn} the translations acting on Ωn. The summation in (2.4) has
now to be understood modulo n. We used the same notation for translations
acting on Ωn and on {0, 1}Zd, but the context will clarify to which one we are
referring to.
In the special case where cj(η) = 1 for all 1 ≤ j ≤ d, we recover the sym-
metric simple exclusion proces on Tdn, whose generator, denoted by L
E
n to stress
this particular case, can be written as
(LEn f)(η) =
∑
x∈Tdn
∑
y:‖y−x‖=1
ηx (1− ηy)
[
f(ηx,y) − f(η) ] .
Denote by νnρ , 0 ≤ ρ ≤ 1, the Bernoulli product measure on Ωn with density
ρ. This is the product measure whose marginals are Bernoulli distributions
with parameter ρ. A straightforward computation shows that these measures
satisfy the detailed balance conditions for the speed-change exclusion process
because the cylinder functions cj are assumed not to depend on η0, ηej . In
particular, they are stationary for this dynamics.
Fix a sequence of positive numbers {an;n ∈ N} such that limn→∞ an = ∞,
limn→∞ an/n
2 = 0. Let (ηn(t); t ≥ 0) be the Ωn-valued, continuous-time Markov
chain whose generator, denoted by Ln, is given by
Ln = n
2 LSn + an L
V
n .
We call this process the voter model with stirring [7, 8].
Denote by D([0, T ],Ωn), T > 0, the set of right-continuous trajectories e :
[0, T ] → Ωn with left-limits, endowed with the Skorohod topology. For a prob-
ability measure µn on Ωn, denote by Pµn the measure on D([0, T ],Ωn) induced
by the Markov chain ηn(t) and the initial distribution µn.
It can be verified that the measures νnρ are not invariant with respect to
Ln. Actually, the only extremal measures are the singletons supported on the
empty and the full configurations. However, as the Bernoulli product measures
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are stationary for the exclusion dynamics and since the exclusion generator is
accelerated by n2, while the voter one is accelerated by an, and an/n
2 → 0, we
expect the stationary state of the voter model with stirring to be close to the
Bernoulli measures.
Our aim is to study the density fluctuations of this model, when the process
starts from a measure close to a product of Bernoulli νnρ .
2.1. The density fluctuation field. Let Td be the continuous torus of di-
mension d. Denote by C(Td) the space of continous, real-valued functions on
Td and by Ck(Td), 1 ≤ k ≤ ∞, the space of real-valued functions on Td whose
k-th derivatives exist and are continuous. Elements of C(Td) are represented
by the letters F , G.
Denote by L2(Td) the space of complex-valued, square-integrable, measur-
able functions on Td endowed with the usual scalar product, represented by
〈 · , · 〉. LetHr, r > 0, be the Hilbert space generated by the functions in C∞(Td)
with the scalar product 〈 · , · 〉r defined by
〈F , G〉r =
∑
m∈Zd
γrm FmGm ,
where γm := 1 + ‖m‖2 and Fm = 〈F , φm〉, φm(x) = exp{2πix ·m}. The sum is
finite because F , G belong to C∞(Td). Clearly Hr ⊂ Hs for r ≥ s.
Denote byH−r, r > 0, the dual space ofHr. Elements ofH−r are represented
by the letters X , Y . For X in H−r and F in Hr, X(F ) can be represented as
X(F ) =
∑
m∈Zd
X(φm)Fm .
Denote by Xnt the random element of H−1 defined by
Xnt (F ) =
1√
ndan
∑
x∈Tdn
F (x/n) [ ηnx (t) − ρ ] , F ∈ C∞(Td) .
This formula defines a H−r-valued process {Xnt ; t ≥ 0}. We call this process
the density fluctuation field.
For a cylinder function f : {0, 1}Zd → R, denote by f˜ : [0, 1]→ R the function
defined by
f˜(ρ) = Eνρ
[
f(η)
]
. (2.5)
In this formula, νρ represents the Bernoulli product measure on {0, 1}Zd with
density ρ. Note that f˜ is a polynomial. Its first derivative is represented by f˜ ′.
Recall the definition of the cylinder functions hj,k introduced in (2.2). Denote
by A the second-order linear elliptic operator defined by
AF =
d∑
j,k=1
h˜′j,k(ρ) ∂
2
xj ,xkF , (2.6)
for functions F in C2(Td). Let (Pt : t ≥ 0) be the semigroup associated to the
operator A.
The functions φm are eigenvectors of the operator A,
Aφm = −λ(m)φm , where λ(m) = 4 π2m†Hm . (2.7)
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In this formula, H = (Hi,j)1≤i,j≤d stands for the symmetric matrix whose en-
tries are given by Hj,k = (1/2){ h˜′j,k(ρ) + h˜′k,j(ρ) } and m† for the transpose of
m.
Denote byD([0, T ],H−r) the space ofH−r-valued, right-continuous functions
with left-limits, endowed with the Skorohod topology, and by C([0, T ],H−r) the
space of continuous functions endowed with the uniform topology.
Theorem 2.1. Suppose that d = 1 or 2, and fix 0 < ρ < 1, T > 0 and
r > (3d + 5)/2. Assume that (an : n ≥ 1) is a sequence such that an → ∞,
an ≤
√
logn. Let µn be a sequence of probability measures on Ωn such that
limn→∞ a
−1
n Hn(µn | νnρ ) = 0. Then, the sequence of probability measures Qn :=
Pµn ◦ (Xn)−1 on D([0, T ],H−r) converges weakly to the measure induced by the
solution of the equation{
∂tXt = AXt +
√
4 dχ(ρ) ξt ,
X0 = 0 .
(2.8)
In this formula, χ(ρ) = ρ(1 − ρ) is the static compressibility of the stirring
dynamics and ξ is a standard space-time white noise.
In dimension 3, we are not able to prove the convergence of the process Xnt
but only of its time integral. Let Xnt =
∫ t
0 X
n
s ds.
Theorem 2.2. Suppose that d = 3, and fix 0 < ρ < 1, T > 0 and r > 8. Assume
that (an : n ≥ 1) is a sequence such that an → ∞, an ≤
√
logn. Let µn be
a sequence of probability measures on Ωn such that limn→∞ a
−1
n Hn(µn | νnρ ) =
0. Then, under the measure Pµn , the finite-dimensional distributions of X
n
converge to the ones of the solution of (2.8). Moreover, the sequence of probability
measures Qn := Pµn ◦ (Xn)−1 on C([0, T ],H−r) converges weakly to the measure
induced by the time-integral of the solution of the equation (2.8).
Remark 2.3. The condition an ≤
√
logn is not optimal. We just need that
eC0 an/
√
n → 0 for all C0 > 0. We also do not claim that the choice of r is
optimal.
Remark 2.4. Note that the fluctuation at time 0, Xn0 , vanishes in the limit. The
process Xnt is built exclusively by the noise.
Remark 2.5. The result is restricted to dimensions d ≤ 3 for the following
reason. As long known, the crux of the proof of the convergence of the density
fluctuation fields lies in the so called Boltzmann-Gibbs principle, which permits
the replacement of average of cylinder functions by their projections on the den-
sity field. The proof of this result relies on a bound on the entropy production,
presented in the next subsection, which holds in all dimensions. This bound,
however, is not strong enough in dimension d ≥ 4 to yield the Boltzmann-Gibbs
principle.
Remark 2.6. Usually the gradient condition requires that the jump rates cj ,
1 ≤ j ≤ d, fulfill the following assumption. For each j, there exist cylinder
functions gj,p and finitely-supported signed measures mj,p, 1 ≤ p ≤ nj , such
that
cj(η) [ ηej − η0 ] =
nj∑
p=1
∑
y∈Zd
mj,p(y) (τy gj,p)(η) ,
∑
y∈Zd
mj,p(y) = 0 (2.9)
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for all 1 ≤ p ≤ nj . However, if conditions (2.9) are in force, then there exist
cylinder functions hj,k for which (2.2) hold.
Proof. Fix 1 ≤ j ≤ d and consider the formula for cj(η) [ η0 − ηej ]. We omit j
from the notation from now on. As
∑
y∈Zd mp(y) = 0 for all p, we can write this
sum as
n∑
p=1
∑
y∈Zd
mp(y)
{
(τy gp)(η) − gp(η)
}
.
Fix y such that mp(y) 6= 0. Consider a path 0 = z0, z1, . . . , z‖y‖ = y such that
‖zi+1 − zi‖ = 1 for 0 ≤ i < ‖y‖. With this notation,
τy gp − gp =
‖y‖−1∑
i=0
[ τzi+1 gp − τzi gp ] .
Since ‖zi+1 − zi‖ = 1, there exists 1 ≤ k ≤ d such that zi+1 − zi = ±ek.
If zi+1 − zi = ek, let gp,i := τzi gp so that τzi+1 gp − τzi gp = τekgp,i − gp,i. In
contrast, if zi+1 − zi = − ek, let gp,i := − τzi+1 gp so that τzi+1 gp − τzi gp =
τekgp,i − gp,i. With this notation,
τy gp − gp =
‖y‖−1∑
i=0
[ τek(p,i)gp,i − gp,i ] .
Note that gp,i and k(p, i) depend on y but this fact has been omitted from the
notation.
To complete the proof of the remark, it remains to fix 1 ≤ ℓ ≤ d and define
hℓ as
hℓ =
n∑
p=1
∑
y∈Zd
mp(y)
∑
i
gp,i ,
where the sum over i is carried over all indices i such that k(p, i) = ℓ. 
The main tool in the proof of Theorem 2.1 and 2.2 consists in an a priori
bound on the entropy production of the process ηn(t).
2.2. The entropy estimate. Denote by Hn(µ | ν) the relative entropy of the
probability measure µ with respect to ν:
Hn(µ | ν) = sup
f
{∫
Ωn
f dµ − log
∫
Ωn
ef dν
}
,
where the supremum is carried over all functions f : Ωn → R.
It is known [15, Theorem A1.8.3] that
Hn(µ | ν) = Hn(f) :=
∫
f log f dν (2.10)
if µ is absolutely continuous with respect to ν and f represents the Radon-
Nikodym derivative dµ/dν. Otherwise, Hn(µ | ν) =∞.
Let (Sn(t) : t ≥ 0) be the semigroup of the voter model with stirring. Thus,
µSn(t) represents the distribution at time t of the process ηn(·) starting from
the probability measure µ.
It is well known that, for any initial distribution µ, the relative entropy of
µSn(t) with respect to a stationary measure decreases in time [15].
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As stressed above, the Bernoulli product measures are not stationary for the
voter model with stirring. Nevertheless, Theorem 2.7 states that the relative
entropy of µSn(t) with respect to a Bernoulli measure νnρ does not grow too
fast. More precisely, for a sequence of probability measures (µn : n ≥ 1) on
Ωn, denote by Hn(t) the relative entropy of µnS
n(t) with respect to a Bernoulli
measure νnρ :
Hn(t) = Hn
(
µnS
n(t) | νnρ
)
.
Theorem 2.7. Fix a sequence of probability measures (µn : n ≥ 1) on Ωn. Then,
there exists a finite constant C0 = C0(ρ) such that
H ′n(t) ≤ C0 an
{
Hn(t) + Rd(n)
}
for all t ≥ 0. In this formula, Rd(n) represents the sequence given by
Rd(n) =


√
an for d = 1 ,
an logn for d = 2 ,
an n
d−2 for d ≥ 3 .
It follows from the previous result and Gronwall’s lemma that
Hn(t) ≤
{
Hn(0) + Rd(n)
}
eC0ant (2.11)
for all t ≥ 0.
Remark 2.8. Assume that an ≤
√
logn and fix κ > 0, T > 0. There exists
n0 = n0(ρ, κ, T ) such that e
C0ant ≤ nκ for all n ≥ n0. In particular, Hn(t) ≤{
Hn(0) + Rd(n)
}
nκ for all 0 ≤ t ≤ T , n ≥ n0.
The article is organized as follows. In Section 3, we present a sketch of
the proofs of Theorems 2.1 and 2.2. In Section 4, we prove Theorem 2.7. The
proof of this result is independent from the rest of the paper. In Section 5, we
prove the Boltzmann-Gibbs principle. In Section 6, we prove the tightness of
the sequences Pνnρ ◦ (Xn)−1 in dimension 1 and 2, and the one of Pνnρ ◦ (Xn)−1
in dimension 3. In Section 7, we compute the limits of the finite-dimensional
distributions of these processes, completing the proofs of Theorems 2.1 and 2.2.
In Section 8, we present entropy bounds used in the article, and, in Section 9,
some general results on continuous-timeMarkov chains. Finally, in Section 10,
we provide a decomposition of a cylinder function as the sum of polynomials of
fixed degree.
3. SKETCH OF THE PROOF OF THEOREMS 2.1 AND 2.2
We present in this section the main steps of the proof of Theorem 2.1 and 2.2.
We first decompose the density field as the sum of a martingale and integral
processes.
Fix r > 0 and denote byMnt the H−r-valued process defined by
Mnt (F ) := X
n
t (F ) − Xn0 (F ) −
∫ t
0
LnX
n
s (F ) ds , F ∈ C∞(Td) . (3.1)
By [15, Lemma A.5.1], the processMnt (F ) is a martingale for each F in C
∞(Td).
We turn to the integral term.
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Assertion 3.1. For every function F in C∞(Td),
LnX
n(F ) =
1√
annd
d∑
j,k=1
∑
x∈Tdn
{ hj,k(τxη) − h˜j,k(ρ) } (∆nj,kF )(x/n)
+
an
n2
1√
annd
∑
x∈Tdn
{ ηx − ρ } (∆nF )(x/n) .
In this formula, h˜j,k(ρ) has been introduced in (2.5),
(∆nj,kF )(x/n) = n
2
{
F
(x+ ej
n
)
− F
(x
n
)
− F
(x+ ej − ek
n
)
+ F
(x− ek
n
)}
,
and (∆nF ) (x/n) =
∑d
j=1(∆
n
j,jF ) (x/n).
Proof. An elementary computation yields that
LnX
n(F ) =
n2√
annd
∑
x∈Tdn
d∑
j=1
cj(τxη) [ ηx − ηx+ej ] [F ([x+ ej]/n) − F (x/n) ]
+
an√
annd
∑
x∈Tdn
∑
y
[ ηx − ηy ]2[ 1 − 2ηx ]F (x/n) ,
(3.2)
where the sum over y is carried over all neighbours of x.
Apply the gradient condition (2.2) to replace in the first sum on the right-
hand side cj(η) [ η0 − ηej ] by hj,k(η) − hj,k(τekη). In this difference, replace
hj,k(η) by hj,k(η) − h˜(ρ). Finally, sum by parts to get that the first term on the
right-hand side is of the previous equation is equal to
1√
annd
d∑
j,k=1
∑
x∈Tdn
{ hj,k(τxη) − h˜(ρ) } (∆nj,kF )(x/n) .
We turn to the second sum on the right-hand side of (3.2). Write 1 − 2ηx as
(1 − ηx) − ηx, note that [ ηx − ηy ]2 (1 − ηx) = ηy (1 − ηx) and [ ηx − ηy ]2 ηx =
ηx (1− ηy), to conclude that [ ηx − ηy ]2[ 1 − 2ηx ] = ηy− ηx. Hence, a summation
by parts yields that the second term on the right-hand side of (3.2) is equal to
an
n2
1√
annd
∑
x∈Tdn
d∑
j=1
{ ηx − ρ } (∆nj,jF )(x/n) ,
This completes the proof of the assertion. 
Recall the definition of the differential operator A, introduced in (2.6), and
the one of the projection operatorsΠ1ρ, Π
+2
ρ , introduced in Assertion 10.1. Write
LnX
n(F ) as
LnX
n(F ) = Rn(F ) + Bn(F ) + Xn(AF ) , (3.3)
THE STOCHASTIC HEAT EQUATION AS THE LIMIT OF STIRRING + VOTER DYNAMICS 9
where
Rn(F ) =
1√
annd
d∑
j,k=1
∑
x∈Tdn
{ hj,k(τxη) − h˜j,k(ρ) }
{
(∆nj,kF )− (∂2xj ,xkF )
}
(x/n)
+
an
n2
1√
annd
∑
x∈Tdn
{ ηx − ρ } (∆nF )(x/n)
+
1√
annd
d∑
j,k=1
∑
x∈Tdn
(Π1ρhj,k)(τxη) (∂
2
xj ,xk
F )(x/n) ,
and
Bn(F ) =
1√
annd
d∑
j,k=1
∑
x∈Tdn
(Π+2ρ hj,k)(τxη) (∂
2
xj ,xk
F )(x/n) .
In view of (3.1) and (3.3), the process Xnt can be decomposed as
Xnt (F ) = X
n
0 (F ) + M
n
t (F ) +
∫ t
0
Rns (F ) ds +
∫ t
0
Bns (F ) ds +
∫ t
0
Xns (AF ) ds ,
(3.4)
for F ∈ C∞(Td).
We examine each term of the decomposition (3.4) separately. We start with
Xn0 .
Lemma 3.2. Fix 0 < ρ < 1, and let µn be a sequence of probability measures on
Ωn such limn→∞ a
−1
n Hn(µn | νnρ ) = 0. Then,
lim
n→∞
Eµn
[ ‖Xn0‖2−r ] = 0
provided r > d/2.
Proof. By definition of the norm ‖ · ‖2−r, we have to show that
lim
n→∞
∑
m∈Zd
γ−rm Eµn
[ ( 1√
annd
∑
x∈Tdn
ϕm(x/n) [ηx − ρ]
)2 ]
= 0 ,
where ϕm(x) = cos(2π x ·m), sin(2π x ·m). We consider the cosine case, the other
one being identical. By the entropy inequality, the expectation in the previous
equation is bounded by
1
A
Hn(µn | νnρ ) +
1
A
logEµn
[
e(A/an)Xn(m)
2
]
,
where Xn(m) = n
−d/2
∑
x∈Tdn
ϕm(x/n) [ηx − ρ]. Hence, by Corollary 3.5 below,
there exist finite constants 0 < c0 < C0 <∞ such that
Eµn
[ ‖Xn0‖2−r ] ≤ 2( 1AHn(µn | νnρ ) + C0an
) ∑
m∈Zd
γ−rm (3.5)
provided A < c0 an. Choose A = c0an/2 to complete the proof, since γ
−r
m is
summable in m. 
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Let (Rnt : t ≥ 0) be the H−r-valued process given by Rnt (F ) =
∫ t
0
Rns (F ) ds,
for F ∈ C∞(Td), t > 0. In Lemma 6.2, we prove that in dimension d ≤ 3, for
any sequence of measures µn such that Hn(µn | νnρ ) ≤ Rd(n),
lim
n→∞
Eµn
[
sup
0≤t≤T
‖Rnt ‖2−r
]
= 0 (3.6)
provided r > 3 + (d/2)
The next result, the so-called Boltzmann-Gibbs principle, derived by Brox
and Rost [3] in the context of equilibrium fluctuations, asserts that the local
fields {an nd}−1/2
∑
x∈Tdn
G(x/n) [ f(τxη
n(t))− f˜(ρ) ] are projected on the density
field. It reads as follows. Denote by Cj,k(R+×Td), j, k ≥ 0, the set of continuous
functions G : R+ × Td → R which have j continuous derivatives in time and k
continuous derivatives in space.
Theorem 3.3 (Boltzmann-Gibbs principle). Assume that d ≤ 3 and fix 0 < ρ <
1. Let µn be a sequence of probability measures on Ωn suchHn(µn | νnρ ) ≤ Rd(n).
Then,
lim
n→∞
Eµn
[ ∣∣∣ ∫ t
0
1√
an nd
∑
x∈Tdn
G(s, x/n) (Ξρf)(τxη
n(s)) ds
∣∣∣ ] = 0 ,
for all t > 0, functions G in C0,1(R+×Td), and cylinder functions f : {0, 1}Zd →
R. In this formula, Ξρ stands for the operator Πρ, introduced in (10.3).
The proof of this result is given in Section 5, where quantitative bounds are
provided. We show in (5.1) that this statement holds with the absolute value
inside the time-integral for Ξρ = Π
1
ρ. This result is a simple consequence of
a summation by parts and the entropy estimate. The real challenging part
is to prove Theorem 3.3 for Ξρ = Π
+2
ρ . We stated this result with Ξρ = Πρ for
historical reasons and to stress that the dynamics projects averages of cylinder
functions on the density field [since (Πρf)(η) = f(η)− f˜(ρ)− f˜ ′(ρ) (η0 − ρ)].
In view of (3.4), (3.6) and Theorem 3.3, besides tightness of the process,
the proofs of Theorems 2.1 and 2.2 consist, essentially, in showing that the
martingale part,Mnt , converges to a white-noise. This is the content of Section
7.
Concentration inequalities. We conclude this section recalling some results
on subgaussian random variables. A mean-zero random variable X is said to
be σ2-subgaussian if E[ exp{θX} ] ≤ exp{σ2θ2/2} for all θ ∈ R.
By [12, Proposition B.1], if X is a σ2-subgaussian random variable,
E
[
eaX
2 ] ≤ e8aσ2 (3.7)
for all 0 < a < 1/4σ2.
According to Hoeffding’s inequality [2, Lemma 2.2], a mean-zero random
variable taking values in the interval [a, b] is [(b− a)2/4]-subgaussian.
It follows from this result that if
Lemma 3.4. Let X1, . . . , Xp be independent, mean-zero, random variables and
suppose that Xj takes values in the interval [aj , bj]. Then
∑
1≤j≤pXj is A-
subgaussian, where A = (1/4)
∑
1≤j≤p(bj − aj)2.
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This result provides an estimate in the context of the voter model with stir-
ring.
Corollary 3.5. Fix a cylinder function f and a function F : Tdn → R. Then,
there exist constants 0 < c0 < C0 < ∞, depending only on the cylinder function
f , such that
logEνnρ
[
exp a
{ 1√
nd
∑
x∈Tdn
{ f(τxη) − f˜(ρ) }Fx
}2 ]
≤ C0 a ‖F‖2∞ .
for all 0 < a < c0/‖F‖2∞.
Proof. Let p ≥ 1 be the smallest integer such that Ξp := {−p, . . . , p}d contains
the support of the cylinder function f . In particular, under the product mea-
sure νnρ , the random variables τxf and τyf are independent if y − x 6∈ Ξ2p+1.
Let q = 2p+ 1, and write∑
x∈Tdn
{ f(τxη) − f˜(ρ) }Fx =
∑
z∈Ξq
∑
y
{ f(τz+qyη) − f˜(ρ) }Fz+qy ,
where the second sum on the right-hand side is performed over all y ∈ Zd such
that z + qy ∈ {0, . . . , n− 1}d.
By Schwarz and Ho¨lder inequalities, the expression on the left-hand side of
the statement of the lemma is bounded above by
1
(2q + 1)d
∑
z∈Ξq
logEνnρ
[
exp a(2q + 1)2d
{ 1√
nd
∑
y
{ f(τz+qyη) − f˜(ρ) }Fz+qy
}2 ]
.
By Lemma 3.4, under the measure νnρ , n
−d/2
∑
y{ f(τz+qyη) − f˜(ρ) }Fz+qy
is an A-subgaussian random variable, where A = ‖f‖2∞ ‖F‖2∞. Thus, for a <
1/4(2q + 1)2d‖f‖2∞‖F‖2∞, by (3.7), the previous expression is less than or equal
to
8 a ‖f‖2∞ ‖F‖2∞ ,
as claimed. 
4. PROOF OF THEOREM 2.7
In this section, we prove Theorem 2.7. The statement of the first result
requires some notation. Denote by In the large deviations rate functional given
by
In(f) := −
∫
(LSn
√
f )
√
f dνnρ . (4.1)
As cj does not depend on the variables η0, ηej , an elementary computation
yields that
In(f) =
1
2
d∑
j=1
∑
x∈Tdn
∫
cj(τxη)
[√
f(σx,x+ejη) −
√
f(η)
]2
dνnρ .
Let LS,∗, LV,∗n be the adjoints of the generatorsL
S , LVn in L
2(νnρ ), respectively.
Thus, for all f , g ∈ L2(νnρ ),∫
(LBn f ) g dν
n
ρ =
∫
f (LB,∗n g ) dν
n
ρ ,
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for B = S and V .
Since the Bernoulli measures νnρ satisfy the detailed balance conditions for
the exclusion dynamics, LS,∗n = L
S
n . On the other hand, an explicit computation
yields that
(LV,∗n h)(η) =
∑
x∈Tdn
∑
y:|y−x|=1
{
ηx ηy
1− ρ
ρ
+ (1− ηx) (1− ηy) ρ
1− ρ
}
h(σxη)
−
∑
x∈Tdn
∑
y:|y−x|=1
(
ηx − ηy
)2
h(η)
for all functions h : Ωn → R.
Denote by 1 : Ωn → R the function which is constant equal to 1, and by V the
function LV,∗n 1. Note that V would vanish if ν
n
ρ were invariant for L
V
n because
in this case LV,∗n would be the generator of a Markov chain. Thus, in a vague
sense, V = LV,∗n 1 indicates how far is ν
n
ρ from the stationary state for L
V
n . It
follows from the explicit formula for LV,∗n that
V (η) := (LV,∗n 1) (η) =
∑
x∈Tdn
∑
y:|y−x|=1
ωx ωy = 2
d∑
j=1
∑
x∈Tdn
ωx ωx+ej , (4.2)
where
ωx :=
ηx − ρ√
ρ(1 − ρ) , x ∈ T
d
n .
Notice that {ωx;x ∈ Tdn} is an orthonormal family with respect to the measure
νnρ .
Proposition 4.1. Fix a probability measure µn on Ωn, and let f
n
t , t ≥ 0, be the
density of µnS
n(t) with respect to νnρ ,
fnt :=
dµn S
n(t)
d νnρ
·
Then,
H ′n(t) ≤ − 2n2 In(fnt ) + an
∫
V fnt dν
n
ρ ,
for all t ≥ 0.
Proof. By [15, equation (A1.9.1)], the density fnt solves the equation
d
dt
fnt = (n
2 LS,∗n + an L
V,∗
n } fnt , (4.3)
where, recall, LS,∗n , L
V,∗
n represent the adjoints of the generators L
S
n, L
V
n in
L2(νnρ ), respectively.
On the other hand, by (2.10),
Hn(t) = Hn(f
n
t ) =
∫
fnt log f
n
t dν
n
ρ .
By relative entropy bound [15, Theorem A1.9.2] and (4.3),
H ′n(t) ≤ − 2n2 In(fnt ) + an
∫
(LVn log f
n
t ) f
n
t dν
n
ρ , (4.4)
where In is the functional introduced in (4.1).
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Since log r ≤ r − 1 for r > 0, (LVn log fnt ) fnt ≤ LVn fnt . The second term on the
right-hand side of (4.4) is thus bounded by
an
∫
LVn f
n
t dν
n
ρ = an
∫
(LV,∗n 1 ) f
n
t dν
n
ρ = an
∫
V fnt dν
n
ρ ,
as claimed. 
Let mℓ, ℓ ≥ 1, be the uniform measure on the cube Λℓ := {0 , 1 , . . . , ℓ− 1}d,
mℓ(z) :=
1
ℓd
χΛℓ(z) ,
where χA stands for the indicator of the set A.
Let m
(2)
ℓ be the convolution of mℓ with itself:
m
(2)
ℓ (z) =
∑
y∈Tdn
mℓ(y)mℓ(z − y) ,
Notice that m
(2)
ℓ is supported on the cube Λ2ℓ−1.
Denote by ωℓx the average of ωx+z with respect to the measure m
(2)
ℓ :
ωℓx =
∑
y∈Tdn
m
(2)
ℓ (y)ωx+y =
∑
y∈Λ2ℓ+1
m
(2)
ℓ (y)ωx+y , (4.5)
and let Vℓ : Ωn → R be given by
Vℓ(η) := 2
d∑
j=1
∑
x∈Tdn
ωx ω
ℓ
x+ej . (4.6)
A change of variables yields that
Vℓ(η) :=
d∑
j=1
∑
x∈Tdn
( ∑
y∈Λℓ
mℓ(y)ωx−y
)( ∑
z∈Λℓ
mℓ(z)ωx+ej+z
)
. (4.7)
Notice that the averages are performed over disjoint sets due to the definition
of mℓ: for every x and j, the sets {x − y : y ∈ Λℓ} and {x + ej + z : z ∈ Λℓ} are
disjoints.
Let (gd(n) : n ≥ 1) be the sequence defined by
gd(n) =


n , d = 1
logn , d = 2
1 , d ≥ 3 .
(4.8)
Proposition 4.2. There exists a finite constant C1(ρ), depending only on ρ and
c0, such that
an
∫
{V (η) − Vℓ(η) } f dνnρ ≤ δ n2 In(f) +
C1(ρ) a
2
n ℓ
d gd(ℓ)
δ n2
{
Hn(f) + (n/ℓ)
d
}
for every 1 ≤ ℓ < n/4, δ > 0 and density f with respect to νnρ .
The proof of this proposition is divided in several steps.
Integration by parts. For x ∈ Tdn, 1 ≤ j ≤ d, let Ix,x+ej be the functional In
restricted to the bond {x, x+ ej}:
Ix,x+ej (h) =
1
2
∫
cj(τxη)
{√
h(σx,x+ejη) −
√
h(η)
}2
dνnρ ,
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h : Ωn → R. The proof of the next result is omitted, being similar to the one of
[16, Lemma 3.1]. Recall the definition of the constant c0 introduced in (2.1).
Lemma 4.3. Fix x ∈ Tdn, 1 ≤ j ≤ d and h : Ωn → R such that h(σx,x+ejη) = h(η)
for all η ∈ Ωn. Then,∫
h [ηy − ηx] f dνnρ ≤
β
2
Ix,x+ej (f) +
1
2 c0 β
∫
h2 f dνnρ
for all β > 0 and density f : Ωn → [0,∞) with respect to νnρ .
Flows. Let G be a finite set. For probability measures µ and ν onG, a function
Φ : G×G→ R is called a flow connecting µ to ν if
(1) Φ(x, y) = −Φ(y, x), for all x, y ∈ G;
(2)
∑
y∈GΦ(x, y) = µ(x) − ν(x), for all x ∈ G.
Next result is [12, Theorem 3.9]. Recall the definition of the sequence gd(ℓ)
introduced in the statement of Theorem 2.7.
Lemma 4.4. There exist a finite constant Cd, depending only on the dimension
d, and, for all ℓ ≥ 1, a flow Φℓ connecting the Dirac measure at the origin to the
measurem
(2)
ℓ which is supported in Λ2ℓ−1 and on nearest-neighbour bonds:
Φℓ(x, y) = 0
if ‖y − x‖ 6= 1 and if {x, y} 6⊂ Λ2ℓ−1. Moreover,
d∑
j=1
∑
x∈Tdn
Φℓ(x, x+ ej)
2 ≤ Cd gd(ℓ) .
Consider the partial order ≺ on Zd defined by (x1, . . . , xd) ≺ (y1, . . . , yd) if
xj ≤ yj for all 1 ≤ j ≤ d. Fix a subset A of Zd A = {xk : k ∈ J}, xk =
(xk,1, . . . , xk,d). A point xk in A is said to be maximal if xk ≺ xl entails that
xk = xl.
Every finite subset A of Zd has at least one maximal element. Fix a finite
subset A of Zd with at least two elements, A = {x1, . . . ,xp}, p ≥ 2. Denote by
xA a maximal element of A, and let A⋆ = A \ {xA}.
Recall the definition of the average ωℓx introduced in (4.5).
Lemma 4.5. Fix a finite subset A of Zd with at least two elements, a function
G : Tdn → R, bn ∈ R and ℓ ≥ 1. Let
W =
∑
x∈Tdn
Gx ωx+A⋆ {ωx+xA − ωℓx+xA } .
Then,
bn
∫
W f dνnρ ≤
β
2
n2 In(f) +
b2n
2 c0 β n2 χ(ρ)
d∑
k=1
∑
x∈Tdn
∫
(H
(ℓ)
k,x)
2 f dνnρ
for all β > 0, density f with respect to νnρ and n > 4ℓ. In this formula, χ(ρ) =
ρ(1 − ρ) is the static compressibility of the exclusion process, introduced in the
statement of Theorem 2.1, and
H
(ℓ)
k,x =
∑
{y,y+ek}⊂Λ2ℓ−1
Φℓ(y, y + ek)G(x− xA − y )ωx−xA−y+A⋆ ,
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where Φℓ is the flow introduced in Lemma 4.4.
Proof. Assume without loss of generality that xA = 0 [Otherwise, in the sum
defining W change variables as x′ = x + xA]. This means that the origin is a
maximal point in A. Let B = A⋆, and rewriteW as
W (η) =
∑
x∈Tdn
Gx ωx+B
∑
y∈Λ2ℓ−1
ωx+y { δ0(y) − m(2)ℓ (y) } ,
where δ0 stands for the Dirac measure concentrated at 0.
Denote by Φℓ the flow introduced in Lemma 4.4. In the previous equation,
we may replace Λ2ℓ−1 by Z
d. This simplifies the summation by parts performed
below. After this replacement, since the flow connects δ0 to m
(2)
ℓ , it is anti-
symmetric and supported on nearest-neighbour bonds, the sum over y becomes∑
y∈Zd
ωx+y
∑
z:‖z‖=1
Φℓ(y, y + z)
=
d∑
k=1
∑
y∈Zd
ωx+y {Φℓ(y, y + ek) − Φℓ(y − ek, y) } .
Performing a summation by parts, this last sum becomes
d∑
k=1
∑
y∈Λ2ℓ−1
Φℓ(y, y + ek) {ωx+y − ωx+y+ek } .
As Φℓ is supported on Λ2ℓ−1, we may restrict the sum over y to the set of all
points in Zd such that {y, y + ek} ⊂ Λ2ℓ−1.
Perform a change of variables x′ = x+ y to conclude that
W (η) =
d∑
k=1
∑
x∈Tdn
{ωx − ωx+ek }
∑
{y,y+ek}⊂Λ2ℓ−1
Φℓ(y, y + ek)Gx−y ωx−y+B
=
d∑
k=1
∑
x∈Tdn
{ωx − ωx+ek }H(ℓ)k,x ,
where H
(ℓ)
k,x has been introduced in the statement of the lemma. Since the
origin is a maximal point of A, the support of H
(ℓ)
k,x is disjoint from {x, x + ek}
in the sense that the indices z of ωz which appear in the definition of H
(ℓ)
k,x are
different from x and x+ ek. In particular,
H
(ℓ)
k,x(σ
x,x+ekη) = H
(ℓ)
k,x(η) . (4.9)
Fix a density f : Ωn → [0,∞) with respect to νnρ . In view of the formula for
W (η), by Lemma 4.3 and (4.9),
bn
∫
W f dνnρ ≤
β n2
2
d∑
k=1
∑
x∈Tdn
Ix,x+ek(f) +
b2n
2 c0 β n2 χ(ρ)
d∑
k=1
∑
x∈Tdn
∫
(H
(ℓ)
k,x)
2 f dνnρ
for all β > 0, as claimed. 
Recall from (4.2), (4.6) the definitions of the functions V , Vℓ. Lemma 4.5
with bn = an, G = 2, A = {0, ej}, xA = ej , β = 2δn2/d yields the next result.
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Corollary 4.6. For all n large enough and density f with respect to νnρ ,
an
∫
{V (η) − Vℓ(η) } f dνnρ
≤ δ n2 In(f) + d a
2
n
4 c0 δ n2 χ(ρ)
d∑
j,k=1
∑
x∈Tdn
∫
(H
(ℓ)
j,k,x)
2 f dνnρ
(4.10)
for all δ > 0. where
H
(ℓ)
j,k,x = 2
∑
{y,y+ek}⊂Λ2ℓ−1
Φℓ(y, y + ek)ωx−y−ej .
Proof of Proposition 4.2. In view of Corollary 4.6, we have to estimate the sec-
ond term on the right-hand side of (4.10)
By the entropy inequality, the second term of this expression is bounded by
1
γ
Hn(f) +
1
γ
log
∫
exp
{ d a2n γ
4 c0 δ n2 χ(ρ)
d∑
j,k=1
∑
x∈Tdn
∫
(H
(ℓ)
j,k,x)
2
}
dνnρ (4.11)
for all γ > 0. Under the measure νnρ , the variables H
(ℓ)
j,k,x, H
(ℓ)
l,m,y are indepen-
dent if ‖x − y‖ ≥ 2dℓ. Hence, rewriting the sum over x as C0ℓd sums of terms
spaced by 2dℓ and applying Ho¨lder’s inequality [see the Proof of Lemma 6.1.8
in [15] for a detailed presentation of this step] yield that the second term of the
previous expression is bounded by
C0
γ ℓd
d∑
j,k=1
∑
x∈Tdn
log
∫
exp
{C0 a2n γ ℓd
δ n2 χ(ρ)
(H
(ℓ)
j,k,x)
2
}
dνnρ (4.12)
for some finite constants C0 depending only on the dimension.
By Lemma 3.4, H
(ℓ)
j,k,x is a σ
2
ℓ -subgaussian random variable, where
σ2ℓ =
C0
χ(ρ)
∑
{y,y+ek}⊂Λ2ℓ−1
Φℓ(y, y + ek)
2 .
By Lemma 4.4, σ2ℓ ≤ C0 gd(ℓ)/χ(ρ). Therefore, by (3.7), the sum (4.12) is
bounded by
C1(ρ) δ
−1 a2n n
d−2 gd(ℓ) .
for all γ such that C1(ρ)(an/n)
2ℓdgd(ℓ)γ < δ/4.
Choose γ−1 = C1(ρ)(an/n)
2ℓdgd(ℓ)δ
−1 to conclude that (4.11) is bounded
above by
C1(ρ) a
2
n ℓ
d gd(ℓ)
δ n2
Hn(f) + C1(ρ) δ
−1 a2n n
d−2 gd(ℓ)
=
C1(ρ) a
2
n ℓ
d gd(ℓ)
δ n2
{
Hn(f) + (n/ℓ)
d
}
,
as claimed. 
Next result is the main step in the estimation of Vℓ. Recall that χ(ρ) =
ρ (1− ρ). For a finite subset B of Zd, ℓ ≥ 1 and a function G : Tdn → R, let
Mℓ(x) =
∑
w∈Λℓ
mℓ(y)G(x− y)ωx−y+B .
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Lemma 4.7. There exists a finite constantC0, depending only on the dimension,
such that ∫ ∑
x∈Tdn
Mℓ(x)
2 f dνnρ ≤ C0
‖G‖2∞
χ(ρ)|B|
{
Hn(f) + (n/ℓ)
d
}
for all density f with respect to νnρ and all n > 4ℓ ≥ 4.
Proof. Let
W (η) =
∑
x∈Tdn
Mℓ(x)
2 .
By the entropy inequality,∫
W f dνnρ ≤
1
γ
Hn(f) +
1
γ
log
∫
eγW dνnρ
for all γ > 0. Repeating the argument presented below (4.11), we bound the
second term of this expression by
C0
γ ℓd
∑
x∈Tdn
log
∫
exp
{
C0 γ ℓ
dMℓ(x)
2
}
dνnρ . (4.13)
If B were a singleton, under the measure νnρ , the variables ωx−y+B would be
independent. Since this may not be the case, we divide the sum further. Let
p ≥ 1 be the smallest integer such that B ⊂ Ξp := {−p, . . . , p}d, and rewrite
Mℓ(x) as
Mℓ(x) =
∑
z∈Ξp
∑
w∈Λℓ(z)
mℓ(z + pw)G(x − z − pw)ωx−z−pw+B :=
∑
z∈Ξp
Mℓ(z, x) ,
where the second sum is performed over all w ∈ Zd such that z+pw ∈ Λℓ. Now,
for each fixed x, z, the variables {ωx−z−pw+B : w ∈ Λℓ(z)} are independent.
Apply Ho¨lder’s inequality once more to bound (4.13) by
C0
γ ℓd
∑
x∈Tdn
∑
z∈Ξp
log
∫
exp
{
C0 γ ℓ
dMℓ(z, x)
2
}
dνnρ , (4.14)
where the value of the constant C0 has changed.
By definition of mℓ,
∑
y∈Λℓ
mℓ(y)
2 ≤ C0ℓ−d for some finite constant C0.
Hence, by Lemma 3.4, under the measure νnρ , Mℓ(z, x) is a σ
2
ℓ -subgaussian
random variable, where σ2ℓ = C0 ‖G‖2∞/χ(ρ)|B|ℓd for some finite contant C0.
Therefore, taking γ = c0χ(ρ)
|B|/‖G‖2∞ for some positive constant c0, depend-
ing only on the dimension, by (3.7), the sum (4.14) is bounded by
C0
‖G‖2∞
χ(ρ)|B|
nd
ℓd
·
To complete the proof of the lemma, it remains to recollect the previous esti-
mates. 
Corollary 4.8. There exists a finite constant C1(ρ), depending only on ρ and on
the dimension, such that∫
Vℓ(η) f dν
n
ρ ≤ C1(ρ)
{
Hn(f) + (n/ℓ)
d
}
for all density f with respect to νnρ .
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Proof. The proof is similar to the one of Proposition 4.2. In view of (4.7), by
Young’s inequality (a + b)2 ≤ (1/2)a2 + (1/2)b2, Vℓ(η) is bounded by V (1)ℓ (η) +
V
(2)
ℓ (η), where
V
(1)
ℓ (η) :=
1
2
d∑
j=1
∑
x∈Tdn
( ∑
y∈Λℓ
mℓ(y)ωx−y
)2
.
The term V
(2)
ℓ is similar to V
(1)
ℓ , with the average inside the square replaced
by
∑
z∈Λℓ
mℓ(z)ωx+ej+z.
To complete the proof, it remains to apply Lemma 4.7 with G = 1. 
Next result follows from Proposition 4.2 and Corollary 4.8.
Lemma 4.9. There exists a finite constant C1(ρ), depending only on ρ, c0 and
the dimension, such that
an
∫
V f dνnρ ≤ δ n2 In(f) + C1(ρ) an
{
1 +
an ℓ
d gd(ℓ)
δ n2
}{
Hn(f) + (n/ℓ)
d
}
for all δ > 0 and density f with respect to νnρ .
Proof of Theorem 2.7. By Proposition 4.1 and Lemma 4.9 with δ = 1 and f =
fnt , H
′
n(t) is bounded by
C1(ρ) an
{
1 +
an ℓ
d gd(ℓ)
n2
}{
Hn(f
n
t ) + (n/ℓ)
d
}
for some finite constant C1(ρ).
At this point, the natural choice is ℓ = ℓn so that ℓ
d
n gd(ℓn) = n
2/an. Thus,
define the sequence (ℓn : n ≥ 1) by
ℓdn =


n/
√
an in d = 1 ,
n2/[ an logn ] in d = 2 ,
n2/an in d ≥ 3 .
(4.15)
With these choices, the previous expression is bounded by
C1(ρ) an
{
Hn(f
n
t ) + Rd(n)
}
,
as claimed. 
Next result will be needed in the proof of the Boltzmann-Gibbs principle in
Section 5. Its proof is similar to the one of Corollary 2.3.
Lemma 4.10. There exists a finite constant C1(ρ), depending only on ρ, c0 and
the dimension, such that
an
∫
V f dνnρ ≤ δ n2 In(f) + C1(ρ) an
{
1 +
an ℓ
d gd(ℓ)
δ n2
}{
Hn(f) + (n/ℓ)
d
}
for all δ > 0 and density f with respect to νnρ .
Proof. We say that a non-empty subsetA = {x1, . . . ,xp} of Zd, xk = (xk,1, . . . , xk,d),
1 ≤ k ≤ p, is bounded by the origin if each element of A has a negative coordi-
nate: for each 1 ≤ k ≤ p, there exists 1 ≤ j ≤ d such that xk,j < 0.
Clearly, any finite subset B of Zd with two or more elements can be written
as a translation of a set {0} ∪ A, where A is bounded by the origin. 
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5. THE BOLTZMANN-GIBBS PRINCIPLE
We prove in this section Theorem 3.3. We start proving this result for Ξρ =
Π1ρ, and then turn to the case Ξρ = Π
+2
ρ . Throughout this section, f
n
t , t ≥ 0,
represents the density of the measure µnS
n(t) with respect to νnρ , where µn is
a probability measure on Ωn.
Lemma 5.1. Fix a function G in C0,1(R+ × Td) and a sequence of measures µn
on Ωn. Then,
Eµn
[ ∫ t
0
1√
an nd
∣∣∣ ∑
x∈Tdn
G(s, x/n) [ ηnx (s)− ηnx+ej (s) ]
∣∣∣ ds ]
≤ 1
γ
∫ t
0
Hn(f
n
s ) ds +
t
γ
log 2 +
3 γ t
an n2
sup
0≤s≤t
‖∂xjG(s)‖2∞
for every 1 ≤ j ≤ d, t > 0, 0 < γ ≤
√
an nd+2/ sup0≤s≤t ‖∂xjG(s)‖∞, n ≥ 1.
Proof. Let W (s, η) = {an nd}−1/2
∑
x∈Tdn
[G(s, x/n) − G(s, x − ej/N) ] [ ηnx − ρ ].
By the entropy inequality, the expectation appearing in the statement of the
lemma is bounded by
1
γ
∫ t
0
Hn(f
n
s ) ds +
∫ t
0
1
γ
log
∫
eγ |W (s) | dνnρ ds
for every γ > 0.
As exp{ |a| } ≤ ea + e−a and eb + e−b ≤ 2max{eb, e−b}, by linearity of the
expectation,
1
γ
log
∫
eγ |W (s) | dνnρ ≤
log 2
γ
+ max
b=±1
1
γ
log
∫
eb γ W (s) dνnρ .
We estimate the second term with b = 1, as the argument applies to b = −1. As
νnρ is a product measure,
1
γ
log
∫
eγW (s) dνnρ =
1
γ
∑
x∈Tdn
log
∫
ebn(s) (ηx−ρ) dνnρ
where bn(s) = γ[G(s, x/n) − G(s, x − ej/N) ]/
√
an nd. Since e
a ≤ 1 + a+ a2e|a|,
Eνnρ [ηx − ρ] = 0, and log(1 + b) ≤ b, the previous expression is bounded by
3 γ ‖∂xjG(s)‖2∞
an n2
provided γ ‖∂xjG(s)‖∞/
√
an nd+2 ≤ 1.
To complete the proof of the lemma, it remains to recollect the previous
estimates. 
Assume that an ≤
√
logn and that the sequence of measures µn on Ωn satis-
fies the bound Hn(µn | νnρ ) ≤ Rd(n). Fix κ > 0 and T > 0. By Remark 2.8, there
exists n0 such that Hn(f
n
t ) ds ≤ Rd(n)nκ for all 0 ≤ t ≤ T , n ≥ n0.
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Choose γn =
√
Rd(n)n2+κ an/ sup0≤s≤t ‖∂xjG(s)‖∞. By definition of Rd(n),
γn satisfies the bound required in the lemma for all n ≥ n0. With this choice,
Eµn
[ ∫ t
0
1√
an nd
∣∣∣ ∑
x∈Tdn
G(s, x/n) [ ηnx (s)− ηnx+ej (s) ]
∣∣∣ ds ]
≤ C0 t
√
Rd(n)nκ
an n2
sup
0≤s≤t
‖∂xjG(s)‖∞
(5.1)
for every 1 ≤ j ≤ d, 0 < t ≤ T , n ≥ n0. By definition of Rd(n), this expression
vanishes as n→∞ provided d ≤ 3.
We turn to the proof of Theorem 3.3 in the case where Ξρ = Π
+2
ρ .
Proposition 5.2. Fix 0 < ρ < 1 and a finite subset A of Zd with at least two
elements. Then, there exists a finite constant C1 = C1(ρ,A), depending only on
the dimension, the set A and the density ρ such that
Eµn
[ ∣∣∣ ∫ t
s
∑
x∈Tdn
Gx(u)ωA+x(u) du
∣∣∣ ] ≤ C1 {1 +Hn(fns )
an
+ c(G)Hn(s, t)
}
for all t > s ≥ 0, G : R × Tdn → R, probability measure µn and n ≥ 1. On the
right-hand side, c(G) = 1 + sups≤u≤t ‖G(u)‖2∞,
Hn(s, t) =
∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓn)d ,
and (ℓn : n ≥ 1) is the sequence introduced in (4.15).
In this proposition, replacing the functionG by γG, dividing the correspond-
ing estimate by γ and optimizing over γ > 0 yield the next result.
Corollary 5.3. Fix 0 < ρ < 1 and a finite subset A of Zd with at least two
elements. Then, there exists a finite constant C1 = C1(ρ,A), depending only on
the dimension, the set A and the density ρ such that
Eµn
[ ∣∣∣ ∫ t
s
∑
x∈Tdn
Gx(u)ωA+x(u) du
∣∣∣ ]
≤ C1 sup
s≤u≤t
‖G(u)‖∞
√(1 +Hn(fns )
an
+ Hn(s, t)
)
Hn(s, t) ,
for all t > s ≥ 0, G : R+ × Tdn → R, probability measure µn, n ≥ 1.
The proof of Proposition 5.2 is divided in several steps. Recall, from Lemma
4.5, the decomposition of a finite subset A of Zd as A = A⋆ ∪ {xA}. Recall,
furthermore, the definition of the functions V , Vℓ introduced in (4.2), (4.6),
respectively, and the ones ofH
(ℓ)
k,x(u), H
(ℓ)
j,k,x presented in Lemma 4.5 and Corol-
lary 4.6, respectively. Note that H
(ℓ)
k,x(u) depends on time, because so does G.
Let Υ = ΥnG,A,ℓ,ρ : R+ × Tdn × Ωn → R and Ψ = ΨnG,A,ℓ,ρ : R+ × Tdn × Ωn → R be
given by
Υx(u, η) = Gx(u)ωx+A⋆ {ωx+xA − ωℓx+xA } ,
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Ψx(u, η) :=
an
2 c0 n2 χ(ρ)
d∑
k=1
(H
(ℓ)
k,x(u))
2 +
d∑
j=1
ωx ω
ℓ
x+ej +
d an
8 c0 n2 χ(ρ)
d∑
j,k=1
(H
(ℓ)
j,k,x)
2 .
In Lemma 5.4 below, we estimate the expectation of∣∣∣ ∫ t
s
∑
x∈Tdn
Υx(u, η
n(u)) du
∣∣∣ − ∫ t
s
∑
x∈Tdn
Ψx(u, η
n(u)) du ,
in Lemma 5.6 and equation (5.3) the one of∫ t
s
{ ∣∣∣ ∑
x∈Tdn
Gx(u)ωx+A⋆(u)ω
ℓ
x+xA(u)
∣∣∣ + d∑
j=1
∑
x∈Tdn
ωx(u)ω
ℓ
x+ej (u)
}
du ,
and in Lemma 5.7 and equation (5.6) the one of∫ t
s
∑
x∈Tdn
{ d∑
j=1
[
H
(ℓ)
k,x (u, η
n(u))
]2
+
d∑
j,k=1
[
H
(ℓ)
j,k,x(η
n(u))
]2 }
du .
Proposition 5.2 follows from these bounds
Lemma 5.4. For all t > s > 0 and n ≥ 1,
Eµn
[ ∣∣∣ ∫ t
s
∑
x∈Tdn
Υx(u, η
n(u)) du
∣∣∣− ∫ t
s
∑
x∈Tdn
Ψx(u, η
n(u)) du
]
≤ log 2
an
+
1
an
Hn(f
n
s ) .
Proof. Rewrite the expectation on the left-hand side as
Eµn(s)
[ ∣∣∣ ∫ t−s
0
∑
x∈Tdn
Υx(u, η
n(u)) du
∣∣∣ − ∫ t−s
o
∑
x∈Tdn
Ψx(u, η
n(u)) du
]
,
where µn(s) = µnS
n(s). By the entropy inequality, this expression is bounded
above by
1
γ
Hn(f
n
s ) +
1
γ
logEνnρ
[
exp γ
{ ∣∣∣ ∫ ts
0
∑
x∈Tdn
Υx(s+ u, η
n(u)) du
∣∣∣
−
∫ ts
0
∑
x∈Tdn
Ψx(s+ u, η
n(u)) du
}]
for all γ > 0. Here, ts = t−s. As e|a| ≤ ea+e−a and eb+e−b ≤ 2max{eb, e−b}, by
the linearity of the expectation, the second term of this expression is less than
or equal to
1
γ
log 2 + max
b=±1
1
γ
logEνnρ
[
exp γ
{ ∫ ts
0
∑
x∈Tdn
{
bΥx(s+u, η
n(u))−Ψx(s+u, ηn(u))
}
du
}]
.
We estimate the second term for b = 1. The same argument applies to
b = −1. By Corollary 9.2 below, the second term of this expression is bounded
by ∫ ts
0
sup
f
{∫
W (s+ u) f dνnρ +
an
2 γ
∫
V f dνnρ −
n2
γ
In(f)
}
du ,
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where the supremum is carried over all densities f with respect to νnρ , and
W (s + u) =
∑
x∈Tdn
{Υx(s + u) − Ψx(s + u)}. Choosing γ = an, the previous
supremum becomes
1
an
∫ t
0
sup
f
{
an
∫ [
W (s+ u) + (1/2)V
]
f dνnρ − n2 In(f)
}
ds . (5.2)
By definition ofW (s+ u), an {W (s+ u) + (1/2)V } is equal to
an
∑
x∈Tdn
Gx(s+ u)ωx+A⋆ {ωx+xA − ωℓx+xA } −
a2n
2 c0 n2 χ(ρ)
d∑
k=1
∑
x∈Tdn
(H
(ℓ)
k,x(s+ u))
2
+
1
2
{
an
[
V (η) − Vℓ(η)
] − d a2n
4 c0 n2 χ(ρ)
d∑
j,k=1
∑
x∈Tdn
(H
(ℓ)
j,k,x)
2
}
.
Thus, by Lemma 4.5, with β = 1 and bn = an, and Corollary 4.6, with δ = 1,
the expression inside braces in (5.2) is less than or equal to 0. This completes
the proof of the lemma. 
Remark 5.5. The previous result holds in any dimension and for any sequence
an. It is a consequence of Feynman-Kac formula and the integration by parts
stated in Lemma 4.3.
In view of the decomposition carried out just after the statement of Proposi-
tion 5.2, it remains to estimate sums involving the cylinder functions ωx+A⋆ ω
ℓ
x+xA
and sums of squares of averages with respect to the flow Φ. Next lemma han-
dles the first type of terms.
Lemma 5.6. Fix 0 < ρ < 1 and a finite subsetA of Zd with at least two elements.
Then, there exists a constant C1 = C1(A, ρ), depending only on the density ρ, the
dimension and the set A, such that
Eµn
[ ∫ t
s
∣∣∣ ∑
x∈Tdn
Gx(u)ωx+A⋆(u)ω
ℓ
x+xA(u)
∣∣∣ du ]
≤ C1(ρ) sup
s≤u≤t
‖G(u)‖∞
{∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓ)d
}
for all functions G : R+ × Tdn → R, t > s ≥ 0, measure µn on Ωn and n ≥ ℓ ≥ 1.
Proof. Assume, without loss of generality, that xA = 0, so that the origin is a
maximal element of A, and let B = A⋆. A change of variables, similar to the
one performed in (4.7), yields that∑
x∈Tdn
Gx(u)ωx+B ω
ℓ
x =
∑
x∈Tdn
M
(1)
ℓ (u, x)M
(2)
ℓ (x) ,
where
M
(1)
ℓ (u, x) =
∑
y∈Λℓ
mℓ(y)Gx−y(u)ωx−y+B , M
(2)
ℓ (x) =
∑
z∈Λℓ
mℓ(z)ωx+z .
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The expectation appearing in the statement of the lemma is equal to∫ t
s
du
∫ ∣∣∣ ∑
x∈Tdn
M
(1)
ℓ (u, x)M
(2)
ℓ (x)
∣∣∣ fnu dνnρ
≤ 1
2
2∑
i=1
γ3−2i
∫ t
s
du
∫ ∑
x∈Tdn
M
(i)
ℓ (u, x)
2 fnu dν
n
ρ
for all γ > 0. We applied here Young’s inequality 2ab ≤ γa2 + γ−1b2.
By Lemma 4.7 and optimizing over γ > 0, the previous expression is bounded
by
C1 sup
s≤u≤t
‖G(u)‖∞
{∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓ)d
}
for some finite constant C1 = C1(A, ρ), as claimed. 
The same argument yields that
Eµn
[ ∫ t
s
∣∣Vℓ(ηn(u)) ∣∣ du ] ≤ C1(ρ){
∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓ)d
}
. (5.3)
Recall the definition ofH
(ℓ)
k,x(u, η), introduced in the statement of Lemma 4.5.
Lemma 5.7. Fix 0 < ρ < 1, and a finite subset A of Zd with at least two
elements. Then, there exists a finite constant C1 = C1(A, ρ), depending only on
the dimension, the density ρ and the number of elements of the set A, such that
Eµn
[ ∫ t
s
∑
x∈Tdn
[
H
(ℓ)
k,x (u, η
n(u))
]2
du
]
≤ C1 sup
s≤u≤t
‖G(u)‖2∞ ℓd gd(ℓ)
{ ∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓ)d
}
for all 1 ≤ k ≤ d, t > s ≥ 0, function G : R+ × Tdn → R, probability measure µn
on Ωn and n ≥ 1.
Proof. Let U(u, η) =
∑
x∈Tdn
[
H
(ℓ)
k,x (u, η)
]2
. By the entropy inequality, the ex-
pectation appearing in the statement of the lemma is bounded by∫ t
s
{ 1
γ
Hn(f
n
u ) +
1
γ
log
∫
eγ U(u) dνnρ
}
du (5.4)
for every γ > 0.
We turn to the second term. Fix s ≤ u ≤ t, and recall the definition of
H
(ℓ)
k,x(u) and let B = A⋆. We repeat here the decomposition performed in the
proof of Lemma 4.7. If B were a singleton, under the measure νnρ , the variables
{ωy+B : y ∈ Λ2ℓ−1} would be independent. Since this may not be the case, we
divide the sum further. Let p ≥ 1 be the smallest integer such that B ⊂ Ξp :=
{−p, . . . , p}d, and rewrite H(ℓ)k,x = H(ℓ)k,x(u) as
H
(ℓ)
k,x =
∑
z∈Ξp
∑
w∈Λℓ(z)
Φℓ(z+ pw , z+ pw+ ek)Gs(x−xA− z− pw)ωx−xA−z−pw+B ,
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where the second sum is performed over all w ∈ Zd such that z + pw and z +
pw+ek belong to Λ2ℓ−1. Now, for each fixed x, z, the variables {ωx−xA−z−pw+B :
w ∈ Λℓ(z)} are independent. Rewrite this sum as
H
(ℓ)
k,x(u) =:
∑
z∈Ξp
Mℓ(u, z, x)
Applying the arguments presented in the proof of Proposition 4.2 [after
equation (4.11)] and Lemma 4.7 [after equation (4.13)], we obtain that the
second term inside braces of (5.4) is bounded by
C0
γ ℓd
∑
x∈Tdn
∑
z∈Ξp
log
∫
exp
{
C0 γ ℓ
dMℓ(u, z, x)
2
}
dνnρ , (5.5)
for some finite constant C0.
At this point, the proof of the lemma is similar to the one of Proposition 4.2.
By Lemma 3.4, Mℓ(u, z, x) is a σ
2
ℓ -subgaussian random variable, where
σ2ℓ =
‖G(u)‖2∞
χ(ρ)|B|
∑
{y,y+ek}⊂Λ2ℓ−1
Φℓ(y, y + ek)
2 .
By Lemma 4.4, σ2ℓ ≤ ‖G(u)‖2∞ gd(ℓ)/χ(ρ)|B|. Let γ = γn be given by the identity
C0 sup0≤s≤t ‖G(u)‖2∞
χ(ρ)|B|
ℓd gd(ℓ) γ =
1
4
·
By (3.7), the sum (5.5) is bounded by
C0 ‖G(u)‖2∞
χ(ρ)|B|
nd gd(ℓ) ≤
C0 sups≤u≤t ‖G(u)‖2∞
χ(ρ)|B|
nd gd(ℓ)
for some finite constant C0.
Hence, (5.4) is less than or equal to
C1(A, ρ) sup
s≤u≤t
‖G(u)‖2∞ ℓd gd(ℓ)
∫ t
s
Hn(f
n
u ) du + C1(A, ρ) sup
s≤u≤t
‖G(u)‖2∞ t nd gd(ℓ)
for some finite constant C1(ρ), depending only on the dimension and on the
density ρ, as claimed. 
The same arguments exposed in the proof of Lemma 5.7 yield that there
exists a finite constant C1(ρ), depending only on the dimension, the density ρ
and the number of elements of the set A, such that
Eµn
[ ∫ t
s
∑
x∈Tdn
[
H
(ℓ)
j,k,x (η
n(u))
]2
du
]
≤ C1(ρ) ℓd gd(ℓ)
{ ∫ t
s
Hn(f
n
u ) du + (t− s) (n/ℓ)d
} (5.6)
for all 1 ≤ j, k ≤ d, t > s ≥ 0, probability measure µn on Ωn and n ≥ 1.
Proof of Proposition 5.2. The result follows from the decomposition presented
just below the statement of the proposition, Lemmata 5.4, 5.6, 5.7, equations
(5.3), (5.6), and the definitions of gd(ℓ), ℓn given in (4.8) and (4.15), respectively.
The dependence on G of the constant provided by the proof is 1 + c+ c2, where
c = sups≤u≤t ‖G(u)‖∞, and this quantity is bounded by 2 (1 + c2).
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The term ℓd gd(ℓ) which appears in Lemma 5.7 and equation (5.6) cancels
with the term an/n
2 which appears in the definition of Ψx(s) provide we choose
ℓn as in (4.15). 
Proof of Theorem 3.3. In view of the decomposition of Πρf presented in Asser-
tion 10.1, the Boltzmann-Gibbs principle follows from (5.1), Cororollary 5.2
with s = 0, estimate (2.11) and the definition (4.15) of the sequence ℓn. 
6. TIGHTNESS
Throughout this section, 0 < ρ < 1 and T > 1 are fixed. Recall that we
denote by Qn the probability measure on D([0, T ],H−r), r ≥ 1, induced by the
process Xnt and the initial measure µn. The first main result of this section
reads as follows.
Proposition 6.1. Assume that d = 1 or 2, and fix r > (3d + 5)/2. Let µn be a
sequence of probability measures on Ωn such limn→∞ a
−1
n Hn(µn | νnρ ) = 0. Then,
the sequence of probability measures Qn is tight. Morover, every limit point is
concentrated on continuous paths.
The proof of Proposition 6.1 is carried out by showing that each of the pro-
cesses on the right-hand side of (3.4) is tight. Note that the only one which is
not continuous in time is the martingale processMnt .
Recall the definition of Rn and Bn given below (3.3). The process Rn can be
written as the sum of R∆,n, Rj,k,n and Π1,j,k,n(F ), 1 ≤ j, k ≤ d, where Rj,k,n(F ),
R∆,n(F ), Πj,k,n(F ), F ∈ C∞(Td), are given by
Rj,k,n(F ) =
1√
annd
∑
x∈Tdn
{ hj,k(τxη) − h˜j,k(ρ) }
{
(∆nj,kF )− (∂2xj ,xkF )
}
(x/n) ,
R∆,n(F ) =
an
n2
1√
annd
∑
x∈Tdn
{ ηx − ρ } (∆nF )(x/n) ,
Πj,k,n(F ) =
1√
annd
∑
x∈Tdn
(Π1ρhj,k)(τxη) (∂
2
xj ,xk
F )(x/n) .
On the other hand, the process Bn can be written as the sum of the compo-
nents Bj,k,n, where Bj,k,n(F ) is given by
Bj,k,n(F ) =
1√
annd
∑
x∈Tdn
(Π+2ρ hj,k)(τxη) (∂
2
xj ,xkF )(x/n) ,
for F ∈ C∞(Td). The projectionsΠ1ρ andΠ+2ρ have been introduced in Assertion
10.1.
Denote by Rnt , B
n
t the H−r-valued process given by
R
n
t (F ) =
∫ t
0
{
R∆,ns (F ) +
d∑
j,k=1
Rj,k,ns (F ) +
d∑
j,k=1
Πj,k,ns (F )
}
ds ,
B
n
t (F ) =
d∑
j,k=1
∫ t
0
Bj,k,ns (F ) ds .
Note that Bnt contains terms of degree two or larger in the terminology of Sec-
tion 10.
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6.1. Tightness of the process Rnt . The process R
n
t has been expressed as
the sum of three terms. Consider the last one and fix 1 ≤ j, k ≤ d. By definition
of Π1ρ and by a summation by parts,
Πj,k,n(F ) =
1
n
1√
annd
∑
x∈Tdn
∑
z∈Aj,k
cj,k(z) (D
n
z ∂
2
xj ,xkF )(x/n) [ηx − ρ] (6.1)
for some finite subset Aj,k of Z
d and real numbers cj,k(z), z ∈ Aj,k, which
depend only on the cylinder function hj,k. In this formula, for a function J in
C(Td),
(Dnz J)(x/n) = n
[
J([x − z]/n) − J(x/n) ] .
Note the additional factor 1/n in (6.1) which appeared from the summation by
parts.
For k ≥ 0 and a function F in C∞(Td), denote by ‖F‖Ck(Td) the Ck(Td)-norm
of F :
‖F‖Ck(Td) =
∑
|i|≤k
‖DiF‖∞ ,
where the sum is carried over multi-indices i = (i1, . . . , id) ∈ Nd and DiF =
∂i1x1 · · ·∂idxdF .
By the explicit formula for Rn, (6.1) and Lemma 8.1, there exists a finite
constant C0, depending only on the cylinder functions hj,k such that
Eµn
[ ∫ t
0
Rns (Gs)
2 ds
]
≤ C0
ann2
{∫ t
0
Hn(f
n
s ) ds + t
}
sup
0≤s≤t
‖Gs‖2C3(Td) , (6.2)
for all 0 < t ≤ T , smooth function G : [0, T ]× Td → R, probability measure µn
and n ≥ 1.
In the next lemma, we assume that Hn(µn | νnρ ) ≤ an + Rd(n). In dimension
d ≥ 2, the term an is insignificant being much smaller than Rd(n), but in
dimension 1 it is much larger than Rd(n).
Lemma 6.2. Assume that d ≤ 3. Fix r > 3 + (d/2) and a sequence of measures
µn such that Hn(µn | νnρ ) ≤ an +Rd(n) for all n ≥ 1. Then,
lim
n→∞
Eµn
[
sup
0≤t≤T
‖Rnt ‖2−r
]
= 0 .
Proof. By definition of the norm ‖ · ‖−r, the expectation appearing in the state-
ment of the lemma is bounded by∑
m∈Zd
γ−rm Eµn
[
sup
0≤t≤T
‖Rnt (φm)‖2
]
.
By Schwarz inequality, this sum is bounded by
T
∑
m∈Zd
γ−rm Eµn
[ ∫ T
0
‖Rns (φm) ‖2 ds
]
.
By (6.2), this expression is less than or equal to
C0 T
an n2
{∫ T
0
Hn(f
n
s ) ds + T
} ∑
m∈Zd
γ−rm ‖m‖6 .
To complete the proof, it remains to recall the estimate (2.11). 
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6.2. Ho¨lder spaces and Kolmogorov-Cˇentsov theorem. The proof of the
tightness of the processBnt is based on the Kolmogorov-Cˇentsov theorem stated
below for convenience. We refer to [14, Problem 4.11] or [20, Proposition 7] for
a proof.
Fix T0 > 0 and r > 0. Denote by C
ϑ([0, T0],H−r), 0 < ϑ < 1, the Ho¨lder space
of H−r-valued, continuous functions endowed with the norm
‖X‖Cϑ = sup
0≤t≤T0
‖Xt‖−r + sup
0≤s<t≤T0
‖Xt −Xs‖−r
|t− s|ϑ ·
Note that this topology is stronger than the uniform topology of C([0, T0],H−r).
Theorem 6.3. Fix T0 > 0, 0 < ϑ < 1 and r > 0. A sequence of probability
measuresMn on C
ϑ([0, T0],H−r) is tight if
(i) There exist a constant a > 0 such that supn≥1Mn
[ ‖X0 ‖a−r ] < ∞;
(ii) There exist a finite constant C0 and positive constants b > 0, c > 0 such
that c/b > ϑ and supn≥1Mn
[ ‖Xt − Xs ‖b−r ] ≤ C0 |t − s|1+c for all
0 ≤ s, t ≤ T0.
We used here the same notationMn to represent a probability onC
ϑ([0, T0],H−r)
and the expectation with respect to this probability.
6.3. Tightness of the process Bnt for d = 1, 2. Recall the definition of the
H−r-valued process Bnt introduced at the beginning of this section. Note that
this process is continuous in time.
Fix 1 ≤ j, k ≤ d. By definition of the operator Π+2ρ , there exists finite collec-
tion Ej,k of subsets of Zd with at least two elements such that
(Π+2ρ hj,k)(η) =
∑
D∈Ej,k
cj,k,D(ρ)ωD .
In particular, to prove the tightness of the process Bnt , it is enough to prove
this property for the processes B
i,j,A,n
t , A a finite subset of Z
d with at least two
elements, where
B
i,j,A,n
t (F ) :=
∫ t
0
BA,ns (∂
2
xi,xjF ) ds
and
BA,nt (G) :=
1√
annd
∑
x∈Tdn
Gx ωx+A(t) (6.3)
for G : Tdn → R.
Fix 1 ≤ i, j ≤ d until the end of this subsection. We omit these indices from
the notation hereafter and represent Bi,j,A,nt , B
i,j,A,n
t simply as B
A,n
t , B
A,n
t ,
respectively. The tightness of the process B
A,n
t relies on the next estimate.
Lemma 6.4. Fix a finite subset A of Zd. Then, there exists a finite constant
C0 = C0(ρ,A) such that
Eµn
[ ∣∣∣ ∑
x∈Tdn
Fx ωx+A(t)
∣∣∣α ] ≤ C0 nαd/2 ‖F‖α∞ ( 1 + Hn(fnt ) )α/2
for all 1 ≤ α ≤ 2, t > 0, F : Tdn → R, probability measure µn and n ≥ 1. Here,
fnt stands for density of µnS
n(t) with respect to a Bernoulli measure νnρ .
28 MILTON JARA, CLAUDIO LANDIM
Proof. Fix 1 ≤ α ≤ 2. By Ho¨lder inequality, the expectation is bounded by
Eµn
[{ ∑
x∈Tdn
Fx ωx+A(t)
}2 ]α/2
.
By the entropy inequality, this expectation is less than or equal to
1
γ
Hn(f
n
t ) +
1
γ
logEνnρ
[
exp γ
{ ∑
x∈Tdn
Fx ωx+A
}2 ]
(6.4)
for all γ > 0.
Consider the second term. The function ωA can be written as
∑
1≤j≤p Cj(ρ) { fj(η)−
f˜j(ρ) }, where each fj is a cylinder function. Hence, by Schwarz inequality [to
move the sum over j out of the square], Ho¨lder’s inequality [to move the sum
over j out of the exponential], and Corollary 3.5, the second term of the previ-
ous displayed equation is bounded above by
C0(ρ,A) ‖F‖2∞ nd
provided γnd‖F‖2∞ < c0(ρ,A). Here 0 < c0 < C0 < ∞ are constants which
depend on A and ρ only. Therefore, setting γnd‖F‖2∞ = c0/2 yields that (6.4) is
bounded by
C0 n
d ‖F‖2∞
{
1 + Hn(f
n
t )
}
,
which completes the proof of the lemma because α ≤ 2 [so that Cα/20 ≤ C0]. 
Next result is a simple consequence of Lemma 6.4 and Ho¨lder’s inequality.
Corollary 6.5. Fix a finite subset A of Zd. Then, there exists a finite constant
C0 = C0(ρ,A) such that
Eµn
[ ∣∣∣ ∫ t
s
∑
x∈Tdn
Fx(u)ωx+A(u) du
∣∣∣α ]
≤ C0 nαd/2 |t− s|α sup
s≤u≤t
‖F (u)‖α∞ sup
s≤u≤t
(
1 + Hn(f
n
u )
)α/2
for all 1 ≤ α ≤ 2, 0 < s < t, F : Tdn → R, probability measure µn and n ≥ 1.
The proof of the tightness of the process B
A,n
t relies on the following esti-
mate. Recall the definition of the process BA,nt introduced in (6.3).
Lemma 6.6. Fix T > 0, a finite subset A of Zd with at least two elements and
δ > 0. Fix also 0 < θ < 1 and 1 < α ≤ 2. Let (µn : n ≥ 1) be a sequence of
probability measures such that Hn(µn | νnρ ) ≤ an + Rd(n). Then, there exist a
finite constant C1 = C1(ρ,A, T ) and an integer n0 = n0(δ, T ) such that
Pµn
[ ∣∣∣ ∫ t
s
BA,nu (F (u)) du
∣∣∣ > λ ] ≤ C1 1
λβ
Ωns,t sup
0≤u≤T
‖F (u)‖β∞
for all λ > 0, 0 ≤ s < t ≤ T , n ≥ n(δ, T ) and F : [0, T ]×Tdn → R. In this formula,
Ωns,t =
nδγ {an +Rd(n)}γ
(an nd)θ/2
| t− s |(θ/2)+α(1−θ)
and β = θ + (1 − θ)α, γ = θ + α(1 − θ)/2 and Rd(n) is the sequence introduced
in Theorem 2.7.
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Proof. Write the probability appearing in the statement of the lemma, denoted
by p, as pθ p1−θ. Apply Chebyshev inequality to both terms to obtain that the
previous integral is less than or equal to
1
λβ
Eµn
[ ∣∣∣ ∫ t
s
BA,nu (F (u)) du
∣∣∣ ]θ Eµn[ ∣∣∣
∫ t
s
BA,nu (F (u)) du
∣∣∣α ]1−θ , (6.5)
where β = [ θ + (1− θ)α].
By Corollary 5.3, the first expectation is bounded by
C1(A, ρ)
1
(an nd)θ/2
sup
s≤u≤t
‖F (u)‖θ∞
{(1 +Hn(fns )
an
+ Hn(s, t)
)
Hn(s, t)
}θ/2
,
where Hn(s, t) =
∫ t
s Hn(f
n
r ) dr + (t − s)(n/ℓn)d. Fix δ > 0. Since an ≤
√
logn,
there exists n(δ, T ) ≥ 1 such that, by (2.11) and (4.15), Hn(s, t) ≤ nδ (t−s) {an+
Rd(n)} for all n ≥ n(δ, T ), 0 ≤ s ≤ t ≤ T . We estimate [1 +Hn(fns )]/an+Hn(s, t)
by 3nδ (1 + T ) {an + Rd(n)} and the second Hn(s, t) by nδ (t − s) {an + Rd(n)}.
Hence, the expression appearing in the previous displayed equation is bounded
by
C1(A, ρ) (1 + T ) sup
0≤u≤t
‖F (u)‖θ∞
nδθ {an +Rd(n)}θ
(an nd)θ/2
| t− s |θ/2
for all 0 ≤ s, t ≤ T , n ≥ n(δ, T ). We estimated (1 + T )θ/2 by 1 + T , as θ < 1.
By Corollary 6.5, the second expectation in (6.5) is bounded by
C1(ρ,A) | t− s |α(1−θ) sup
0≤u≤t
‖F (u)‖α(1−θ)∞ sup
0≤u≤T
(
1 + Hn(f
n
u )
)α(1−θ)/2
.
Thus, by the bound on Hn(f
n
u ) presented in the previous paragraph, this ex-
pression is bounded by
C1(ρ,A, T ) | t− s |α(1−θ) sup
0≤u≤t
‖F (u)‖α(1−θ)∞ nδα(1−θ)/2 {an +Rd(n)}α(1−θ)/2
for all 0 ≤ s, t ≤ T , n ≥ n(δ, T ).
Putting together the previous estimates yields that (6.5) is bounded above
by
C1(ρ,A, T )
1
λβ
nδγ {an +Rd(n)}γ
(an nd)θ/2
| t− s |(θ/2)+α(1−θ) sup
0≤u≤t
‖F (u)‖β∞
for all n ≥ n(δ, T ), where γ = θ + α(1 − θ)/2 and, recall, β = θ + α(1 − θ). This
is the assertion of the lemma. 
The previous bound provides two estimates. The first one will be used later
in the proof of the tightness of the process Xnt in dimension d = 3. The second
one is needed in the proof of the tightness of the process Bnt in dimensions
d = 1, 2. Recall the definition of Ωns,t introduced in the previous lemma.
Corollary 6.7. Fix a finite subset A of Zd with at least two elements and δ > 0.
Fix also υ > 1, 0 < θ < 1 and 1 < α ≤ 2 such that
β := θ + α (1− θ) > υ .
Let (µn : n ≥ 1) be a sequence of probability measures such that Hn(µn | νnρ ) ≤
an + Rd(n). Then, there exist a finite constant C1 = C1(ρ,A, T ) and an integer
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n0 = n0(δ, T ) such that
Eµn
[ ∣∣∣ ∫ t
s
BA,nu (F (u)) du
∣∣∣υ ]β/υ ≤ C1 (β
υ
)β/υ
Ωns,t sup
0≤u≤T
‖F (u)‖β∞
for all 0 ≤ s < t ≤ T , n ≥ n(δ, T ) and F : [0, T ]× Tdn → R.
Proof. Fix 0 ≤ s ≤ t ≤ T , and write
Eµn
[ ∣∣∣ ∫ t
s
BA,nu (F (u)) du
∣∣∣υ ] = ∫ ∞
0
Pµn
[ ∣∣∣ ∫ t
s
BA,nu (F (u)) du
∣∣∣ > κ1/υ ] dκ .
Fix a > 0. We estimate the above probability by 1 on the interval 0 ≤ κ ≤ a. On
the other hand, by Lemma 6.6 with λ = κ1/υ, the previous integral restricted
to the interval [a,∞), is bounded above by
C1(ρ,A, T )Ω
n
s,t sup
0≤u≤t
‖F (u)‖β∞
∫ ∞
a
1
κβ/υ
dκ
for all n ≥ n(δ, T ), where, recall, β = θ + α(1 − θ). As β > υ, this expression is
equal to C1 (b− 1) a1−bΩns,t sup0≤u≤t ‖F (u)‖β∞, where b = β/υ > 1.
Up to this point, we proved that the expectation appearing in the statement
of the corollary is bounded by a + C1 (b − 1) a1−bΩns,t sup0≤u≤t ‖F (u)‖β∞ for all
a > 0. It remains to optimize over a to complete the proof. 
Recall that 1 ≤ i, j ≤ d are fixed and that BA,nt stand for Bi,j,A,nt .
Corollary 6.8. Fix a finite subset A of Zd with at least two elements and δ > 0.
Fix also υ > 1, 0 < θ < 1 and 1 < α ≤ 2 such that
β := θ + α (1− θ) > υ .
Finally, fix r > 0 such that
r >
d+ 5
2
+
d
β
·
Let (µn : n ≥ 1) be a sequence of probability measures such that Hn(µn | νnρ ) ≤
an + Rd(n). Then, there exist a finite constant C1 = C1(ρ,A, T, υ, θ, α, r) and an
integer n0 = n0(δ, T ) such that
Eµn
[
‖BA,nt − BA,ns ‖υ−r
]β/υ
≤ C1Ωn,s,t
for all 0 ≤ s < t ≤ T , n ≥ n0.
Proof. Fix 0 ≤ s ≤ t ≤ T , and write
Eµn
[
‖BA,nt − BA,ns ‖υ−r
]
=
∫ ∞
0
Pµn
[
‖BA,nt − BA,ns ‖−r > κ1/υ
]
dκ .
Fix a > 0 and estimate the above probability by 1 on the interval [0, a].
We turn to the interval [a,∞). Let {wm : m ∈ Zd} be the sequence given by
wm = w (1 + ‖m‖)−(d+1), where w is the normalizing constant chosen so that∑
m∈Zd
wm = 1 . (6.6)
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The probability on the right-hand side of the first displayed equation of the
proof is equal to
Pµn
[ ∑
m∈Zd
γ−rm ‖BA,nt (φm) − BA,ns (φm) ‖2 > κ2/υ
]
≤
∑
m∈Zd
Pµn
[
‖BA,nt (φm) − BA,ns (φm) ‖ > κ1/υ {wm γrm}1/2
]
.
By Lemma 6.6 with λ = κ1/υ {wm γrm}1/2, F (u) = ∂2xi,xjφm, since ‖∂2xi,xjφm‖∞ ≤
C0 ‖m‖2, the previous expression is bounded above by
C1(ρ,A, T )Ωn,s,t
1
κβ/υ
∑
m∈Zd
1
(wm γrm)
β/2
‖m‖2β
for all n ≥ n(δ, T ). As r > (d+ 5)/2 + (d/β), the sum overm is finite.
Up to this point, we proved that the expectation appearing in the statement
of the corollary is bounded by a + C2(b − 1)a1−bΩn,s,t for all a > 0. Here, b =
β/υ > 1 and C2 is a constant which depends on ρ, A, T and also on θ, α, υ, r
[through β]. It remains to optimize over a to complete the proof. 
Fix a finite subset A of Zd with at least two elements and r > 0. Let (µn : n ≥
1) be a sequence of probability measures such that Hn(µn | νnρ ) ≤ an + Rd(n).
Denote by QA,Bn the measure onD([0, T ],H−r) induced by the processBA,nt and
the measure Pnµn .
Corollary 6.9. In dimension 1 and 2, the sequence of probability measures
QA,Bn is tight in C([0, T ],H−r) for r > (3d+ 5)/2.
Proof. The proof relies on Theorem 6.3. The first condition of this theorem is
satisfied because B
A,n
0 = 0.
We turn to condition (ii). In Corollary 6.8, set α = 2, fix θ > 0 small, let
υ = 2(1 − θ), δ = dθ/4. With these choices, β = 2 − θ > υ, γ = 1, and, taking
r > (3d+ 5)/2,
Eµn
[
‖BA,nt − BA,ns ‖2(1−θ)−r
]
≤ C1
(an +Rd(n)
ndθ/4
)2(1−θ)/(2−θ)
| t− s |1+c(θ)
for all 0 ≤ s < t ≤ T , n ≥ n0. Here, c(θ) = [2−6θ+3θ2]/(2−θ) > 0. By definition
of the sequences an, Rd(n), in dimensions 1 and 2, [an + Rd(n)]/n
dθ/4 → 0.
The ratio is therefore bounded. Thus, condition (ii) holds [for n ≥ n0] with
b = 2(1− θ) > 0 and c = c(θ) > 0. 
Note that we actually proved that the sequenceQA,Bn is tight inC
ϑ([0, T ],H−r)
for ϑ < c(θ)/[2(1 − θ)] = (1/2) +O(θ).
Remark 6.10. Unfortunately, the previous argument does not apply to the di-
mension d = 3. The reason is the term 1/an in the estimate stated in Proposition
5.2, which does not depend on time. In particular, for |t− s| very small, the es-
timate is bad.
This term 1/an, independent of time, gives rise to the power 1/2 in the ex-
pression |t − s|θ/2 when we estimate the first expectation in equation (6.5). In
Proposition 5.2, if, we had, instead of 1/an, a term which decreases linearly in
time, as t → 0, we would get |t − s|θ in equation (6.5), instead of |t − s|θ/2, and
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the proof of the tightness could be carried out in dimension 3 taking θ = 2/3+ ǫ
in Corollary 6.8.
6.4. Tightness of the martingaleMnt . By [15, Lemma A.5.1],
Mnt (F )
2 −
∫ t
0
{
LnX
n
s (F )
2 − 2Xns (F )LnXns (F )
}
ds
is a martingale. Denote by Γn(F ) the expression inside braces. A straightfor-
ward computation yields that
Γn(F ) =
1
an nd
d∑
j=1
∑
x∈Tdn
cj(τxη) [ηx+ej − ηx]2 [(∆n,jF )(x/n)]2
+
1
nd
∑
x∈Tdn
∑
y
F (x/n)2 [ηy − ηx]2 ,
(6.7)
where ∇n,jF stands for the discrete partial derivative given by (∇n,jF )(x) =
n[F ((x + ej)/n) − F (x/n)]. Thus, |Γn(F ) | is bounded by C0 {‖F‖2∞ + ‖∇F‖2∞ }
for some finite constant C0, and
Enη
[
Mnt (F )
2
] ≤ C0 t { ‖F‖2∞ + ‖∇F‖2∞ } (6.8)
for all t > 0.
Lemma 6.11. Fix d ≥ 1 and r > 1+(d/2). Then, there exists and finite constant
C0 such that
lim
n→∞
sup
η∈Ωn
Enη
[
sup
0≤t≤T
‖Mnt ‖2−r
] ≤ C0 T .
Moreover,
lim sup
p→∞
lim sup
n→∞
sup
η∈Ωn
Enη
[
sup
0≤t≤T
∑
‖m‖≥p
γ−rm ‖Mnt (φm) ‖2
]
= 0 .
Proof. By the formula for theH−r-norm and since supt
∑
m am(t) ≤
∑
m supt am(t),
the first expectation is bounded by∑
m∈Zd
γ−rm E
n
η
[
sup
0≤t≤T
‖Mnt (φm) ‖2
]
.
Since Mnt (φm) is a martingale for each m ∈ Zd, by Doob’s inequality, this sum
is bounded by
4 sup
η∈Ωn
∑
m∈Zd
γ−rm E
n
η
[ ‖MnT (φm) ‖2 ] .
By (6.8) and by definition of φm, this expression is less than or equal to
C0 T
∑
m∈Zd
γ−rm (1 + ‖m‖2) .
This proves the first assertion of the lemma since r > 1 + (d/2). The proof of
the second one is similar. 
Fix r > 0, a sequence of probability measures µn on Ωn, and denote by Q
M
n
the measure on D([0, T ],H−r) induced by the martingaleMnt and the measure
Pnµn .
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Lemma 6.12. Fix d ≥ 1 and r > 1 + (d/2). The sequence of measures QMn is
tight inD([0, T ],H−r). Moreover, all limit points are concentrated on continuous
trajectories.
Proof. According to [15, Lemma 11.3.2], we have to show that
lim
A→∞
lim sup
n→∞
Pnµn
[
sup
0≤t≤T
‖Mnt ‖−r′ > A
]
= 0
for some r′ < r and that for every ǫ > 0,
lim
δ→0
lim sup
n→∞
Pnµn
[
sup
s,t
‖Mnt − Mns ‖−r > ǫ
]
= 0
where the supremum is carried over all 0 ≤ s, t ≤ R such that |t− s| ≤ δ.
The first condition follows from the first assertion of Lemma 6.11. By the
second assertion of this lemma, to prove the second condition, it is enough to
show that for all m ∈ Zd, ǫ > 0,
lim
δ→0
lim sup
n→∞
Pnµn
[
sup
s,t
‖Mnt (φm) − Mns (φm) ‖ > ǫ
]
= 0 .
The proof of this statement is similar to the one of [15, Lemma 11.3.7] and left
to the reader. 
6.5. Tightness of the process Int in dimension 1 and 2. Denote by I
n
t the
process defined by
I
n
t (F ) =
∫ t
0
Xns (AF ) ds , F ∈ C∞(Td) .
Themain result of this section asserts that the process Int is tight inD([0, T ],H−r)
for r > (3d+ 5)/2. The proof is based on a representation of Int .
Recall that we denote by (Pt : t ≥ 0) the semigroup associated to the operator
A. Fix 0 < t ≤ T . For F in C∞(Td), let Fs,t = Pt−sF , 0 ≤ s ≤ t. Denote by
Mn,ts (F ), 0 ≤ s ≤ t, the martingale defined by
Mn,ts (F ) := X
n
s (Fs,t) − Xn0 (F0,t) −
∫ s
0
(∂u + Ln)X
n
u (Fu,t) du , (6.9)
for F ∈ C∞(Td). Taking s = t yields a representation for Xnt (F ):
Xnt (F ) = X
n
t (Ft,t) = X
n
0 (F0,t) + M
n,t
t (F ) +
∫ t
0
(∂u+Ln)X
n
u (Fu,t) du . (6.10)
Since ∂uX
n
u (Fu,t) = −Xnu (AFu,t), by (3.3),
(∂u + Ln)X
n
u (Fu,t) = R
n
u(Fu,t) + B
n
u (Fu,t) , (6.11)
where Rn and Bn have been introduced just below (3.3). In particular, the
tightness of the process Int follows from the tightness of the processes I
p,n
t ,
1 ≤ p ≤ 4, where
I
1,n
t (F ) :=
∫ t
0
Xn0 (PsAF ) ds , I2,nt (F ) :=
∫ t
0
Mn,ss (AF ) ds ,
I
3,n
t (F ) :=
∫ t
0
∫ s
0
Rnu((AF )u,s) du ds , I4,nt (F ) :=
∫ t
0
∫ s
0
Bnu ((AF )u,s) du ds .
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Consider the process I
1,n
t . Recall from (2.7) that φm is an eigenvector of A
so that PsAφm = −λ(m) e−λ(m)s φm and Xn0 (PsAφm) = −λ(m) e−λ(m)sXn0 (φm).
In particular, by definition, of the H−r-norm, for 0 ≤ s ≤ t,∥∥ I1,nt − I1,ns ∥∥2−r = ∑
m∈Zd
γ−rm
∣∣∣λ(m) ∫ t
s
e−λ(m)u du
∣∣∣2 ∥∥Xn0 (φm)∥∥2 ,
so that ‖ I1,nt − I1,ns ‖2−r ≤ C0(t − s)2 ‖Xn0 ‖2−r+1 for some finite constant C0.
Therefore, by (3.5), for r > (d/2) + 1,
Eµn
[
sup
|t−s|≤δ
‖ I1,nt − I1,ns ‖2−r
] ≤ C0(ρ) δ2 1
an
(
Hn(µn | νnρ ) + C0
)
.
The tightness of the process I1,n in D([0, T ],H−r) for r > 1 + (d/2) follows from
this estimate and the fact that I
1,n
0 = 0.
We turn to the process I
3,n
t . Since φm is an eigenvector for A, a change of the
order of summations yields that
I
3,n
t (φm) = −
∫ t
0
Rnu(φm)
{
1 − e−λ(m) [t−u] } du .
Hence, by definition of the norm in H−r and Schwarz inequality,
‖ I3,nt ‖2−r ≤ t
∫ t
0
‖Rns ‖2−r ds
for all t > 0, r > 0. In particular, the tightness of the process I3,n inD([0, T ],H−r),
for r > 3 + (d/2), follows from Lemma 6.2.
We turn to the process I4,nt . As for I
3,n
t , we have that
I
4,n
t (φm) = −
∫ t
0
Bnu (φm)
{
1 − e−λ(m) [t−u] } du .
We may therefore repeat the arguments presented in Subsection 6.3 to prove
that, in dimension 1 and 2, the process I4,n is tight in D([0, T ],H−r) provided
r > (3d+ 5)/2.
Finally, we consider the process I
2,n
t . A computation, similar to the one per-
formed at the beginning of Subsection 6.4, yields that the predictable quadratic
variation of the martingaleMn,t(F ), denoted by 〈Mn,t(F )〉, is given by
〈Mn,t(F )〉s =
∫ s
0
Γnu(Fu,t) du , (6.12)
where Γn(F ) has been introduced in (6.7).
By Schwarz inequality and since φm is an eigenvector of A associated to the
eigenvalue λ(m), for m ∈ Zd,
‖ I2,nt (φm) ‖2 ≤ λ(m)2 t
∫ t
0
‖Mn,uu (φm) ‖2 du .
It follows from the two previous displayed equations that for every m ∈ Zd,
T > 0,
sup
η∈Ωn
Enη
[
sup
0≤t≤T
‖ I2,nt (φm) ‖2
] ≤ C0 T λ(m)2
∫ T
0
Enη
[ ∫ u
0
Γnu([φm]v,u) dv
]
du .
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This bound is the key estimate in the proofs of Lemmata 6.11 and 6.12.
We just obtained an additional factor λ(m)2. We may, therefore, repeat the
arguments presented in Subsection 6.4 to deduce that the process I
2,n
t is tight
in D([0, T ],H−r) for r > 3 + (d/2).
We have proved the following result. Let µn be a sequence of probability
measures on Ωn. Denote by Q
I
n the measure on D([0, T ],H−r) induced by the
process Int and the measure P
n
µn .
Lemma 6.13. Assume that d = 1 or 2. Let µn be a sequence of probability
measures on Ωn such limn→∞ a
−1
n Hn(µn | νnρ ) = 0. The sequence of probability
measures QIn is tight in D([0, T ],H−r) for r > (3d+ 5)/2.
6.6. Proof of Proposition 6.1. Fix r > (3d+5)/2 and assume that d = 1 or 2.
The tightness of the measure Qn in D([0, T ],H−r) follows from the decomposi-
tion (3.4), and Lemma 6.2, Corollary 6.9 and Lemmata 6.12, 6.13.
The fact that any limit point is concentrated on continuous trajectories fol-
lows from Lemma 6.12 and the fact thatMnt is the unique process which is not
continuous. 
Remark 6.14. The proof does not hold in dimension 3 only because we are not
able to prove that the H−r-valued process Bnt is tight in C([0, T ],H−r).
6.7. Tightness in dimension 3. In dimension 3, we prove that the time in-
tegral of Xnt is tight under the measure Pµn . We start with a bound in L
p for
p > 1. Throughout this subsection, µn is a sequence of probability measures on
Ωn such limn→∞ a
−1
n Hn(µn | νnρ ) = 0.
Lemma 6.15. For every p < 4/3, there exists a finite constantC0 = C0(ρ,A, T, p)
such that
Eµn
[ ∣∣Xnt (F ) ∣∣p ] ≤ C0 ‖F‖pC3(Td)
for all 0 ≤ t ≤ T , F ∈ C∞(Td), n ≥ 1.
Proof. In view of (6.10) and (6.11), we have to estimate four terms. The first
one is easy. By the proof of Lemma 3.2, and since ‖PtF ‖∞ ≤ ‖F ‖∞,
Eµn
[
Xn0 (PtF )
2
] ≤ C0
an
(
Hn(µn | νnρ ) + 1
) ‖F ‖2∞ . (6.13)
for some finite constantC0, depending only on ρ. By hypothesis, this expression
vanishes as n→∞. Note that this estimate holds also in dimension 1 and 2.
The martingale term is also simple to estimate. By (6.12) and (6.7),
Eµn
[
Mn,t0 (F )
2
] ≤ C0 { 1
an
sup
0≤s≤t
‖∇PsF ‖2∞ + ‖F ‖2∞
}
for some finite constant C0 depending only on the dimension. As Ps commutes
with the gradient, the right-hand side is bounded by C0 ‖F ‖2C1(Td).
We turn to the term Rn. By Schwarz inequality and (6.2),
Eµn
[ (∫ t
0
Rns (Pt−sF ) ds
)2 ]
≤ C0 T
ann2
{∫ t
0
Hn(f
n
s ) ds + t
}
sup
0≤s≤t
‖PsF‖2C3(Td)
for a finite constant which depends only on the cylinder functions hj,k. As
Ps commutes with the spatial derivatives, sup0≤s≤t ‖PsF‖2C3(Td) ≤ ‖F‖2C3(Td).
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Hence, by (2.11), for every δ > 0,
Eµn
[ (∫ t
0
Rns (Pt−sF ) ds
)2 ]
≤ C0(T )
n4−d−δ
‖F‖2C3(Td)
for all n large enough.
It remains to consider the term Bn. In Corollary 6.7, fix ǫ > 0 small, and let
s = 0, F (u) = Pt−uF , α = 2, δ = ǫ/2, θ = (2/3) + ǫ, υ = (4/3) − 2ǫ. With this
choice, β = (4/3)− ǫ > υ, and there exists a constant C1 = C1(ρ,A, T ) such that
Eµn
[ ∣∣∣ ∫ t
0
BA,ns Pt−s(F ) ds
∣∣∣υ ] ≤ C1 β
υ
(ΩnT )
υ/β sup
0≤u≤T
‖PsF‖υ∞
where
ΩnT =
nδγ Rd(n)
γ
(an nd)θ/2
T 2 .
As d = 3 and γ = (θ/2) + (β/2), by definition of Rd(n), the constant on front
of n is equal to a
β/2
n nδγn(β/2)−θ. Since γ ≤ 2, by definition of δ, β and θ, this
quantity is bounded by a
2/3
n n−ǫ/2, which vanishes as n→∞.
To complete the proof of the lemma, it remains to apply Ho¨lder’s inequality
to the first three terms to derive Lp estimates from L2 ones. 
Recall that Xnt is the H−r-valued process defined by
Xnt (F ) =
∫ t
0
Xns (F ) ds , F ∈ C∞(Td) .
Corollary 6.16. Fix T > 0, r > (3d + 7)/2, 0 < ϑ < 1/4. Let µn be a sequence
of probability measures on Ωn such limn→∞ a
−1
n Hn(µn | νnρ ) = 0. The sequence of
probability measures Pnµn ◦ (Xn)−1 on Cϑ([0, T ],H−r) is tight.
Proof. The proof is based on Theorem 6.3. The first condition of this result is
in force because Xn0 = 0. The second one follows from (6.14) below. Fix q so that
(q − 1)/q = ϑ and note that 1 < q < 4/3. We claim that there exists a finite
constant C0, depending on ρ, T , q and r such that
Eµn
[
‖Xnt − Xns ‖q−r
]
≤ C0 | t− s |q (6.14)
for all 0 ≤ s < t ≤ T .
The proof of this claim is similar to the one of Corollary 6.8. Fix 0 ≤ s ≤ t ≤
T , 1 < q < p < 4/3, and write
Eµn
[
‖Xnt − Xns ‖q−r
]
=
∫ ∞
0
Pµn
[
‖Xnt − Xns ‖−r > κ1/q
]
dκ .
Fix a > 0 and estimate the above probability by 1 on the interval [0, a].
We turn to the interval [a,∞). Recall the definition of the sequence {wm :
m ∈ Zd} introduced in (6.6). The probability on the right-hand side of the
previous displayed equation is equal to
Pµn
[ ∑
m∈Zd
γ−rm ‖Xnt (φm) − Xns (φm) ‖2 > κ2/q
]
≤
∑
m∈Zd
Pµn
[
‖Xnt (φm) − Xns (φm) ‖p > κp/q {wm γrm}p/2
]
.
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By Chebyshev, followed by Ho¨lder inequality and by Lemma 6.15, as ‖φm‖C3(Td) ≤
C0 ‖m‖3, this sum is bounded by
C1(ρ,A, T, p)
1
κp/q
∑
m∈Zd
‖m‖3p
(wm γrm)
p/2
|t− s|p .
As r > (3d+ 7)/2 > (d+ 7)/2 + (d/p), the sum overm is finite.
Up to this point, we proved that the expectation appearing in (6.14) is bounded
by a+ C2(b− 1)a1−b|t− s|p for all a > 0. Here, b = p/q > 1 and C2 is a constant
which depends on ρ, T , p, q and r. It remains to optimize over a to derive the
bound (6.14). 
7. PROOF OF THEOREMS 2.1 AND 2.2
The proof is divided in two parts. In the previous section, we proved that the
sequence Xn, Xn are tight in dimension d ≤ 2 and d = 3, respectively. Propo-
sition 7.6 below characterizes the limit points of the sequence Pµn ◦ (Xn)−1 in
dimension d ≤ 2, and Lemma 7.7 the ones of the sequence Pµn ◦(Xn)−1 in d = 3.
Throughout this section T > 0 and 0 < ρ < 1 are fixed, and, unless otherwise
stated, all results hold for d ≤ 3.
We start with a simple consequence of the entropy inequality. The proof of
this result is similar to the one of Lemma 5.1 and left to the reader. At the end
of the argument, one has to optimize over the parameter γ introduced in the
proof of Lemma 5.1.
Lemma 7.1. Fix a cylinder function f . Then, there exists a finite constant
C0 = C0(f, ρ) such that
Eµn
[ ∫ t
0
∣∣∣ ∑
x∈Tdn
Jx [ f(τxη
n(s))− f˜(ρ) ]
∣∣∣ ds ]
≤
∫ t
0
{ 1
γ
[
Hn(f
n
s ) + log 2
]
+ C0 γ n
d ‖J‖2∞ eC0 γ ‖J‖∞
}
ds
for every function J : Tdn → R, t > 0, n ≥ 1, γ > 0.
Fix a function F in C∞(Td), and recall the definition of the processRn(F ), in-
troduced in (3.3). It is expressed as the sum of two terms. To estimate the first
one, in the previous lemma, set Jx = {annd}−1/2
{
(∆nj,kF ) − (∂2xj ,xkF )
}
(x/n),
f = hj,k, γ =
√
Rn(d)ann. To estimate the second one, let Jx = (an/n
2)
{annd}−1/2(∆nF )(x/n), f(η) = η0, γ =
√
Rn(d)/ann
2. Putting together the
two estimates yield the following result.
Corollary 7.2. Consider a sequence of measures µn onΩn such thatHn(µn | νnρ ) ≤
Rd(n). For every function F in C
∞(Td), t > 0,
lim
n→∞
Eµn
[ ∫ t
0
∣∣Rns (F ) ∣∣ ds ] = 0 .
Recall the definition of the martingale Mnt (F ), F ∈ C∞(Td), introduced in
(3.1). LetH : R+×Td → R be a smooth function, and denote byHt : Tdn → R the
function given by Ht(x) = H(t, x), and by M
n
t (Hs) the value of the martingale
Mnt (F ) for F = Hs.
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Lemma 7.3. For every t > 0,
Mnt (Ht) = X
n
t (Ht)−Xn0 (H0) −
∫ t
0
{
LnX
n
s (Hs)+X
n
s (∂sHs)
}
ds +
∫ t
0
Mns (∂sHs) ds .
Proof. Fix t > 0 and let F = Ht. By definition of the martingaleM
n
t (F ),
Mnt (Ht) = X
n
t (Ht) − Xn0 (Ht) −
∫ t
0
LnX
n
s (Ht) ds .
WritingHt asHu+
∫
[u,t] ∂vHv dv, for u = 0 and u = s, yields that the right-hand
side is equal to
Xnt (Ht)−Xn0 (H0) −
∫ t
0
Xn0 (∂sHs) ds −
∫ t
0
LnX
n
s (Hs) ds −
∫ t
0
ds
∫ t
s
duLnX
n
s (∂uHu) .
Change the order of the integrals in the last term. The sum of this integral
with the third term is equal to
−
∫ t
0
{
Xn0 (∂sHs) +
∫ s
0
LnX
n
u (∂sHs) du
}
ds =
∫ t
0
{
Mns (∂sHs)−Xns (∂sHs)
}
ds .
This completes the proof of the lemma. 
This lemma provides a representation of the martingale Mn,t, introduced
in (6.9), in terms of the martingales Mn. Fix 0 < t ≤ T , and a function F in
C∞(Td). Let H(s, x) = (Pt−sF )(x), 0 ≤ s ≤ t. By (6.9) and Lemma 7.3, since
Ht = F and ∂sHs = −APt−sF = −AHs,
Mn,tt (F ) = M
n
t (F ) +
∫ t
0
Mns (Pt−sAF ) . (7.1)
Denote by 〈 · , · 〉 the scalar product in L2(Td):
〈F , G 〉 =
∫
Td
F (x)G(x) dx .
Lemma 7.4. Fix r > 1 + (d/2) and a sequence of probability measures µn on
Ωn such that Hn(µn | νnρ ) ≤ Rn(d). Then, under the sequence of measures QMn =
Pµn ◦ (Mn)−1 on D([0, T ],H−r) converges to the centered Gaussian random field
whose covariances are given by
QM
[
Mt(F )Ms(G)
]
= 4 dχ(ρ) (s ∧ t) 〈F , G 〉 , F , G ∈ C∞(Td) .
Proof. We proved in Subsection 6.4 that the sequence QMµn is tight. It remains
to check the uniqueness of limit points. Denote byQM one of them and assume,
without loss of generality, that the sequence QMµn converges to Q
M .
Fix a function F in C∞(Td). By (6.8), the martingale Mnt (F ) is uniformly
bounded in L2(Pnµn). Therefore, under the measure Q
M ,Mt(F ) is a martingale.
Recall the definition of Γn(F ), introduced in (6.7). We have seen in Subsec-
tion 6.4 that
M
(2),n
t (F ) := M
n
t (F )
2 −
∫ t
0
Γns (F ) ds
is a martingale. On the one hand, by Lemma 7.1 [with, for the main term,
Jx = n
−dF (x/n)2, f(η) =
∑
y[ηy − η0]2, γ =
√
Rd(n)nd] and Theorem 2.7, under
THE STOCHASTIC HEAT EQUATION AS THE LIMIT OF STIRRING + VOTER DYNAMICS 39
the hypotheses of the lemma,
lim
n→∞
Eµn
[ ∫ t
0
∣∣∣Γns (F ) − 4 dχ(ρ) ‖F‖2 ∣∣∣ ds ] = 0 .
On the other hand, by (9.2), the martingale M
(2),n
t (F ) is uniformly bounded
in L2(Pnµn). Therefore, under the measure Q
M , Mt(F )
2 − 4 dχ(ρ) ‖F‖2 t is a
martingale. In particular, for each F ∈ C∞(Td), Mt(F ) is a time-change of
Brownian motion, andMt(F ) a Gaussian random variable.
To complete the proof of the lemma, it remains to compute the covariance of
Mt(F ) andMs(G) through polarization. 
Note that the processMt can be represented in terms of a space-time white
noise, denoted by {ξ(t, x) : t ∈ R , x ∈ Td}, as
Mt(F ) =
√
4 dχ(ρ)
∫ t
0
ds
∫
Td
dxF (x) ξ(s, x) . (7.2)
Corollary 7.5. Fix 0 < t ≤ T and a real-valued function F in C0,∞([0, t]× Td).
Under the hypotheses of the lemma, the sequence of continuous processes
Mns =
∫ s
0
Mnu (Fu) du , 0 ≤ s ≤ t ,
converges in D([0, t],R) to the centered Gaussian process
∫ s
0
Mu(Fu) du.
Proof. This result follows from the lemma and the continuity of the function
Ψ : D([0, t],H−r)→ D([0, t],R) given by Ψ(M)s =
∫
[0,s]Mu(Fu) du. 
Fix 0 < t ≤ T and recall from (6.9) the definition of the H−r-valued process
Mn,ts , 0 ≤ s ≤ t. By (7.1), Mn,tt can be expressed in terms of the processes
Mnt and M
n
t , where the last one has been introduced in Corollary 7.5. The
continuity argument used in the proof of this corollary yields the following
result.
Fix p ≥ 1, 0 ≤ t1 < t2 < · · · < tp ≤ T and functions Fj ∈ C∞(Td), 1 ≤ j ≤
p. The random vector (Mn,t1t1 (F1), . . . ,M
n,tp
tp (Fp)) converges in distribution to a
centered Gaussian random vector, characterized by its covariances which are
given by
Cov
(
M
tj
tj (Fj) , M
tk
tk (Fk)
)
= 4 dχ(ρ)
∫ tj
0
〈Ptj−sFj , Ptk−sFk 〉 ds (7.3)
for tj < tk. A similar result holds for the process X
n.
Proposition 7.6. Let µn be a sequence of probability measures on Ωn such
limn→∞ a
−1
n Hn(µn | νnρ ) = 0. Fix p ≥ 1, 0 ≤ t1 < t2 < · · · < tp ≤ T and func-
tions Fj ∈ C∞(Td), 1 ≤ j ≤ p. Under the measure Pµn , the random vector
(Xnt1(F1), . . . , X
n
tp(Fp)) converges in distribution to a centered Gaussian random
vector whose covariances are given by
Cov
(
Xt1(F ) , Xt2(G)
)
= 4 dχ(ρ)
∫ t1
0
〈Pt1−sF , Pt2−sG 〉 ds
for every 0 ≤ t1 ≤ t2 ≤ T , F , G ∈ C∞(Td).
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Proof. Fix F ∈ C∞(Td), 0 < t ≤ T , and recall from (6.10) that
Xnt (F ) = X
n
0 (F0,t) + M
n,t
t (F ) +
∫ t
0
Rns (Fs,t) ds +
∫ t
0
Bns (Fs,t) ds .
By Theorem 3.3 and Corollary 7.2, as n → ∞, the last two terms converge to
0 in L1(Pµn). By (6.13), X
n
0 (F0,t) converges to 0 in L
2(Pµn). Hence, X
n
t (F ) −
Mn,tt (F ) converges to 0 in L
1(Pµn). It remains to compute the asymptotic be-
havior of the finite-dimensional distributions of Mn,tt . This has been done in
(7.3), which completes the proof of the proposition. 
The previous result identifies the limit points of the sequence Qn = Pµn ◦
(Xn)−1. A similar argument, relying on the computation of the limit of the
Fourier transform of linear combinations of the random variablesXntj (Fj) [based
on the observation that Xnt (F ) − Mn,tt (F ) converges to 0 in L1(Pµn), that
Mn,tt (F ) can be expressed in terms of the martingale M
n
s , and that this later
process converges], yields the following result.
Lemma 7.7. Let µn be a sequence of probability measures on Ωn such that
limn→∞ a
−1
n Hn(µn | νnρ ) = 0. Fix p ≥ 1, 0 ≤ t1 < t2 < · · · < tp ≤ T and func-
tions Fj ∈ C∞(Td), 1 ≤ j ≤ p. Under the measure Pµn , the random vector
(Xnt1(F1), . . . ,X
n
tp(Fp)) converges in distribution to a centered Gaussian random
vector. The covariances are the ones obtained by integrating the covariances
(7.3).
The process Xt can also be represented in terms of the space-time white
noise {ξ(t, x) : t ∈ R , x ∈ Td} introduced in (7.2):
Xt(F ) = 2
√
dχ(ρ)
∫ t
0
ds
∫
Td
dx (Pt−sF )(x) ξ(s, x) .
The last result of this section states that the processXt solves the stochastic
differential equation (2.8). Define the H−r-valued processMt by
Mt(F ) := Xt(F ) −
∫ t
0
Xs(AF ) ds ,
0 ≤ t ≤ T , F ∈ C∞(Td).
Lemma 7.8. The processes M is equal to
√
4 dχ(ρ) ξ, where ξ is a space-time
white noise.
Proof. Since M is a centered Gaussian random field, it is enough to compute
its covariances. Fix 0 ≤ s ≤ t ≤ T and F , G ∈ C∞(Td). By definition ofM and
Proposition 7.6, {4 dχ(ρ)}−1Q[Mt(F )Ms(G) ] is equal to∫ s
0
du 〈Pt−uF , Ps−uG 〉 −
∫ t
0
du
∫ u∧s
0
dv 〈Pu−vAF , Ps−vG 〉
−
∫ s
0
du
∫ u
0
dv 〈Pt−vF , Pu−vAG 〉
+
∫ t
0
du1
∫ s
0
du2
∫ u1∧u2
0
dv 〈Pu1−vAF , Pu2−vAG 〉 .
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Denote by Ij , 1 ≤ j ≤ 4, the j-th term in this expression. Recall that A and Pt
are symmetric operators in L2(Td). Let c(r) = 〈PrF , G 〉 = 〈F , PrG 〉, r ≥ 0.
As APt−s = −(d/ds)Pt−s, a straightforward computation yields that
I1 =
1
2
∫ t+s
t−s
c(r) dr , I2 =
1
2
{ ∫ s
0
c(r) dr +
∫ t−s
0
c(r) dr −
∫ t+s
s
c(r) dr
}
,
I3 =
1
2
{ ∫ t
t−s
c(r) dr −
∫ t+s
t
c(r) dr
}
,
I4 = s 〈F , G 〉 + 1
2
{
−
∫ s
0
c(r) dr +
∫ 2s
s
c(r) dr
}
+
1
2
{
−
∫ 2s
0
c(r) dr −
∫ t
t−s
c(r) dr +
∫ t+s
t
c(r) dr
}
.
Denote by Ij,p the p-th term of Ij . Observe that I2,1 + I4,2 = 0, I3,1 + I4,5 = 0,
I3,2 + I4,6 = 0 and [ I1 + I2,2 ] + [I2,3 + I4,3 + I4,4 ] = 0. Hence,
Q
[Mt(F )Ms(G) ] = 4 dχ(ρ) s 〈F , G 〉 ,
as claimed. 
Proof of Theorems 2.1 and 2.2. In dimensions d = 1 and 2, the convergence of
the process Xnt follows from the tightness proved in Section 6 and from the
characterization of the limit points established in Proposition 7.6. By Lemma
7.8, X solves the stochastic differential equation (2.8).
In dimensions d = 3, the asymptotic behavior of the finite-dimensional dis-
tributions of Xn have been computed in Proposition 7.6. The tightness of the
process Xn has been established in Corollary 6.16, and uniqueness of limit
points in Lemma 7.7. 
8. ENTROPY ESTIMATES
We present in this section some estimates, based on the entropy inequality,
used repeatedly in the article.
Lemma 8.1. Fix a cylinder function h. There exists a finite constant C0, de-
pending only on h, such that
Eµn
[ ∫ t
0
( 1√
nd
∑
x∈Tdn
Jx(s)
[
(τxh)(η
n
s ) − h˜(ρ)
])2
ds
]
≤ C0
{∫ t
0
Hn(f
n
s ) ds + t
}
sup
0≤s≤t
‖J(s)‖2∞ ,
for all t > 0, smooth function J : [0, t] × Tdn → R, probability measure µn and
n ≥ 1.
Proof. By the entropy inequality, the expectation appearing in the statement
of the lemma is bounded by∫ t
0
1
γs
{
Hn(f
n
s ) + log Eνnρ
[
exp γs
{ 1√
nd
∑
x∈Tdn
Jx(s)
[
(τxh)(η
n) − h˜(ρ) ] }2 ]} ds
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for every γs > 0. Apply Corollary 3.5 with f = h, Fx = Jx(s), a = γs =
c0/2‖J(s)‖2∞ to conclude that the previous expression is bounded by
C0
{∫ t
0
Hn(f
n
s ) ds + t
}
sup
0≤s≤t
‖J(s)‖2∞ ,
for some finite constant C0 which depends only on h. This complete the proof.

It follows from this result and Schwarz inequality that there exists a finite
constant C0, depending only on h, such that
Eµn
[ ( ∫ t
0
1√
nd
∑
x∈Tdn
Jx(s)
[
(τxh)(η
n
s ) − h˜(ρ)
]
ds
)2 ]
≤ C0 t
{∫ t
0
Hn(f
n
s ) ds + t
}
sup
0≤s≤t
‖J(s)‖2∞ ,
(8.1)
for all t > 0, smooth function J : [0, t] × Tdn → R, probability measure µn and
n ≥ 1.
9. FINITE STATE MARKOV CHAINS
We present in this section some general results on continuous-time Markov
chains, which we could not find in the literature.
Let E be a finite state-space andX(t) an E-valued, continuous-time Markov
chain. Denote its generator by L:
(Lh)(x) =
∑
y∈E
r(x, y) [h(y) − h(x) ] .
We start with a Feynman-Kac formula. For a probability measure µ on E,
let Γµ(h, h) be the functional given by
Γµ(h, h) =
1
2
∑
x,y∈E
µ(x) r(x, y) [h(y) − h(x) ]2
for h : E → R. This functional is sometimes called the “carre´ du champs”. In
the case where the process is reversible with respect to µ, Γµ coincides with
the Dirichlet form: Γµ(h, h) = −
∫
h (Lh) dµ.
Next result is an extension of [15, Lemma A.7.2], as it does not require the
measure µ to be stationary for the process X . This result appears as Lemma
3.5 in [12]. We provide a slightly different proof, based on the one of [15,
Lemma A.7.2].
Lemma 9.1. For every functionW : R+ × E → R, probability measure µ on E
and t > 0,
log Eµ
[
e
∫
t
0
W (s,X(s)) ds
]
≤
∫ t
0
sup
f
{∫
W (s) f dµ +
1
2
∫
Lf dµ − Γµ(
√
f,
√
f)
}
ds ,
where the supremum is carried over all densities f with respect to µ
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Proof. By the proof of [15, Lemma A.7.2], the left-hand side of the inequality
appearing in the statement of the lemma is bounded by∫ t
0
sup
h
{∫
W (s)h2 dµ +
∫
(Lh)h dµ
}
ds ,
where the supremum is carried over all functions h : E → R such that ∫ h2 dµ =
1.
A straightforward computation yields that
1
2
∫
Lh2 dµ −
∫
(Lh)h dµ = Γµ(h, h) .
Therefore, the previous integral is equal to∫ t
0
sup
h
{∫
W (s)h2 dµ +
1
2
∫
Lh2 dµ − Γµ(h, h)
}
ds ,
Since Γµ(|h| , |h|) ≤ Γµ(h, h), we may restrict the supremum to non-negative
functions h. At this point, to complete the proof of the lemma it remains to
replace h by
√
f . 
In the case of the voter model with stirring, the previous result provides the
following bound.
Corollary 9.2. For every functionW : R+ × Ωn → R, 0 < ρ < 1 and t > 0,
log Eνnρ
[
e
∫
t
0
W (s,ηn(s)) ds
]
≤
∫ t
0
sup
f
{∫
W (s) f dνnρ +
an
2
∫
V f dνnρ − n2 In(f)
}
ds ,
where the supremum is carried over all densities f with respect to νnρ and V is
the function introduced in (4.2).
Proof. We have to estimate the right-hand side of the formula appearing in the
statement of Lemma 9.1 with L = Ln. On the one hand, as the measure ν
n
ρ is
invariant for the exclusion dynamics,∫
Lnf dν
n
ρ = an
∫
LVn f dν
n
ρ = an
∫
(LV,∗n 1)f dν
n
ρ = an
∫
V f dνnρ ,
by definition of V
On the other hand, since all terms of Γνnρ are non-negative, disregarding the
ones associated to the voter dynamics yields that
Γνnρ (
√
f,
√
f) ≥ n2In(f) .
in view of the explicit formulae for In and Γνnρ . This completes the proof of the
corollary. 
Martingales. Denote by Γk, k = 2, 3, 4, the operators defined by
Γ2(h) = Lh
2 − 2 hLh , Γ3(h) = Lh3 − 3 hLh2 + 3 h2 Lh ,
Γ4(h) = Lh
4 − 4 hLh3 + 6 h2Lh2 − 4 h3Lh .
A straightforward computation yields that
Γk(h) =
∑
x,y∈E
r(x, y)
[
h(y) − h(x) ]k .
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Fix a function h : E → R. It is well known that
Mt(h) := h(X(t)) − h(X(0)) −
∫ t
0
(Lh)(X(s)) ds , (9.1)
M
(2)
t (h) := Mt(h)
2 −
∫ t
0
(Γ2h)(X(s)) ds
are martingales. The next lemma provides a formula for the quadratic varia-
tion ofM
(2)
t (h).
Lemma 9.3. Fix a function h : E → R. Let
A(s) = Γ4(h(X(s))) + 4Ms(h) Γ3(h(X(s))) + 6Ms(h)
2 Γ2(h(X(s))) .
Then,
Mt(h)
4 −
∫ t
0
A(s) ds
is a martingale which vanishes at t = 0. In particular, the compensator of the
martingaleM
(2)
t (h), denoted by 〈M (2)(h)〉t, is given by
〈M (2)(h)〉t =
∫ t
0
{
Γ4(h(X(s))) + 4Γ2(h(X(s)))
}
ds
+ 4Mt(h)
∫ t
0
Γ3(h(X(s))) ds+ 4M
(2)
t (h)
∫ t
0
Γ2(h(X(s))) ds .
Proof. The proof of this result relies on a long computation. As in the proof
of [15, Lemma A.5.1], the unique ingredients are integration by parts and the
fact that the integral of a predictable process with respect to a martingale is a
martingale. Since it is an identity, details are left to the reader. 
We apply Lemma 9.3 to the voter model with stirring. Fix a function F in
C∞(Td). Let h : Ωn → R be given by h(η) = Xn(F ). Then, there exists a
finite constant C0 such that |Γk(h) | ≤ C0{ ‖F‖k∞ + ‖∇F‖k∞ } for 2 ≤ k ≤ 4,
n ≥ 1. In particular, by Lemma 9.3 and by definition of the martingaleMnt (F ),
introduced in (3.1),
Enη
[
Mnt (F )
4
] ≤ C0
∫ t
0
Enη
[
c4 + c3 |Mnt (F ) | + c2Mnt (F )2
]
ds ,
where ck = ‖F‖k∞+‖∇F‖k∞. Hence, by (6.8) and Young’s inequality, there exists
a finite constant C0 such that
Enη
[
Mnt (F )
4
] ≤ C0 T 2 { ‖F‖4∞ + ‖∇F‖4∞ } (9.2)
all 0 ≤ t ≤ T , η ∈ Ωn, n ≥ 1.
10. DECOMPOSITION OF CYLINDER FUNCTIONS
Throughout this section, 0 < α < 1 is fixed. Consider a cylinder function
f : {0, 1}Zd → R. Denote by A ⊂ Zd its support: f(η) = f(ηz : z ∈ A). In
particular, there exist constants cB, B ⊂ A, such that.
f(η) =
∑
B⊂A
cB ηB ,
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where η∅ = 1, ηB =
∏
x∈A ηx and the sum is performed over all subsets B of A.
Note that the constants cB ’s may depend on α: f(η) = η0 − α is an admissible
cylinder function. With this notation, for 0 ≤ ρ ≤ 1,
f˜(ρ) =
∑
B⊂A
cB ρ
|B| and f˜ ′(ρ) =
∑
B⊂A ,B 6=∅
cB |B| ρ|B|−1 . (10.1)
Let ξρ
∅
= 1, ξρD =
∏
x∈D(ηx − ρ), D a finite subset of Zd. Since
ηB =
∑
D⊂B
ρ|B|−|D| ξρD ,
we may rewrite f(η) as
f(η) =
∑
D⊂A
ξρD
∑
B:D⊂B⊂A
cB ρ
|B|−|D| . (10.2)
The cylinder function f is said to have degree n ≥ 0 in L2(να) if there exists a
finite collection of subsets D of Zd with cardinality n and real numbers c′D such
that
f(η) =
∑
D
c′D ξ
α
D .
Denote by Πρ the operator given by
(Πρf)(η) := f(η) − f˜(ρ) − f˜ ′(ρ) (η0 − ρ) . (10.3)
Assertion 10.1. Fix a cylinder function f(η) =
∑
B⊂A cB ηB whose support is
contained in a finite subset A of Zd. Then, for every 0 < ρ < 1,
(Πρf)(η) = (Π
1
ρf)(η) + (Π
+2
ρ f)(η) ,
where
(Π1ρf)(η) =
∑
z∈A
c{z} (ηz − η0)
∑
B⊂A ,B∋z
cB ρ
|B|−1 ,
(Π+2ρ f)(η) =
∑
D⊂A , |D|≥2
ξρD
∑
B:D⊂B⊂A
cB ρ
|B|−|D| .
Note that Π1ρf corresponds to the terms of degree 1 of Πρf and Π
+2
ρ f to the
ones of degree greater than or equal to 2 in L2(νρ).
Proof of Assertion 10.1. By (10.1) and (10.2) f(η) − f˜(ρ) is equal to∑
z∈A
c{z} ξ
ρ
z +
∑
B⊂A , |B|≥2
cB
{∑
z∈B
ρ|B|−1 ξρz +
∑
D⊂B , |D|≥2
ρ|B|−|D| ξρD
}
.
and
f˜ ′(ρ) (η0 − ρ) = f˜ ′(ρ) ξρ0 =
∑
z∈A
c{z} ξ
ρ
0 +
∑
B⊂A , |B|≥2
cB |B| ρ|B|−1 ξρ0 .
Thus,
(Πρf)(η) =
∑
z∈A
c{z} (ηz − η0) +
∑
B⊂A , |B|≥2
cB ρ
|B|−1
∑
z∈B
(ηz − η0)
+
∑
B⊂A , |B|≥2
cB
∑
D⊂B , |D|≥2
ρ|B|−|D| ξρD .
To complete the proof, it remains to change the order of summations. 
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Remark 10.2. The above computation shows that the term f˜(ρ) removes the
contants from f(η), while the expression f˜ ′(ρ) (η0 − ρ) transforms the terms of
degree 1 of f(η) [that is, the expressions c{z}ξ
ρ
z ] in gradients of the form c{z} (ηz−
η0).
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