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a b s t r a c t
A finite volume andWENOmodel is developed, validated and applied to a one-dimensional
numerical investigation of the vascular system. Suitable balance laws are spatially
integrated using a finite volume WENO approach. Time integration is performed using
a five steps, fourth order accurate Runge–Kutta strong stability preserving scheme. A
detailed investigation of different sets of reflecting and non-reflecting boundary conditions
is performed to achieve a correct representation of limited portions of the vascular system.
Moreover, special attention is devoted to the numerical discretisation of the source term.
Finally, as an application of the whole model, the effect of an abdominal aorta aneurysm
on the blood flow is evaluated.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
One of the mechanisms which keep humans alive is the blood circulation in the whole human body. Considering both
the arterial and the venous side of the circulatory system, the number of diseases that may affect it is very large, including
neoplastic phenomena, for the modelling of the vascular system is relevant also to the multiscale description of cancer [1].
Different disciplines study such issues from different points of view. However, since many vascular diseases trace back
to mechanical and/or fluid dynamical disfunctions, it is largely achieved in the literature that continuummechanics can be
used to get amodel able to qualitatively describe the cardiovascular system and furnish away to quantify physical processes
governing blood and vessels motion.
From the mechanical point of view, the analysis of each blood vessel is a typical fluid-structure interaction problem,
which is studied in different ways, and at different detail levels in computational fluid dynamics. In [2] the Navier–Stokes
equations and a wall elasticity model are solved, in a weakly coupled manner, via finite element modelling (FEM). The
pressure obtained by the fluid solution is used as input in the wall model. Nadau and Sequeira [3] propose the use of finite
volume techniques to solve shear-dependent viscoelastic flow, and finite element methods to evaluate the wall response.
Quaini and Quarteroni [4] make use of fractional step methods to approach the fluid-structure problem. A two dimensional
reduced model is presented by Nicosia and Pezzinga [5], where a second order explicit scheme is developed. Čanić et al. [6]
numerically investigate one and two-dimensional effective viscoelastic reducedmodels, and furnish a comparison between
numerical and experimental results.
As it results in a good compromise between information achieved, structure detail and computational cost, one
dimensional models have attracted great interest both in the scientific speculation and in clinical practice. Integrating
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the velocity distribution over the vessel’s cross section, introducing an empirical velocity profile and a wall constitutive
law, the coupled system of the Navier–Stokes equations and of the equations of motion of the blood vessel is reduced to a
second order nonlinear hyperbolic system of partial differential equations. One of the earliest numerical implementations
of this problem solution is due to Noseda [7] who used the characteristics method as proposed by Barnard [8]. The finite
differences technique is applied by Olufsen et al. [9] and Smith et al. [10]. Finite element integration is performed in [11–13],
where the authors stress their attention on wall inertia, viscoelasticity as well as longitudinal elasticity terms. On the other
hand, Sherwin et al. [13] accurately examine the modelling of vessel branching. Even simple linear models show a good
applicability and give useful information. An important application of such models is proposed by Wang and Parker [14].
In this paper, a finite volume scheme, whose application is well established in the numerical treatment of gas dynamics
and shallow water equations [15], is adopted in the integration of a one-dimensional blood flow model. The paper is
organized as follows. In Section 2we deduce a nonlinear hyperbolic one-dimensionalmodel for the bloodmotion integrating
over the the vessel section, and using a suitable wall constitutive relation. In Section 3 we introduce a numerical scheme
to solve the model’s equations. Boundary cell fluxes are approximated by the Lax–Friedrichs formulation, and boundary
cell values are reconstructed using WENO approximations. Time integration is performed by a strong stability preserving
Runge–Kutta five steps scheme, fourth order accurate. Numerical integration is completed with a suitable treatment of
the source terms and by the introduction of proper boundary conditions. The source term is integrated by a standard
Gauss–Lobatto quadrature, while boundary conditions are accurately described and a non-reflecting boundary flux function
is formulated. In Section 4 we benchmark the model by studying an arterial shock and the presence of different boundary
conditions. Moreover, we test its possible clinical applicability considering a vessel’s branching and simulating the presence
of an abdominal aorta aneurysm. Finally, in Section 5we draw some conclusions and suggest possible research perspectives.
2. Mathematical modelling
A simple, largely used mathematical modelling of blood flow in the vascular system [8,10,12,11] is based on the two-
dimensional Navier–Stokes equations in a cylindrical, axially symmetric geometry [10]. Considering the coordinate system
(x, r), where the x is the abscissa along the vessel’s axis and r is the vessel’s radius, we write the twomomentum equations:
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∂t
+ Vr ∂Vx
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where Vx and Vr are the axial and radial components of the velocity, respectively, p is the pressure, ρ is the blood density
(assumed constant) and ν the kinematic viscosity. The equations above are completed by the mass conservation equation:
∂Vx
∂x
+ 1
r
∂(rVr)
∂r
= 0. (3)
Following [8], we write this system in non-dimensional form. If V0 and U0 represent typical velocities in the axial and radial
directions and R0 a representative vessel’s radius, a characteristic length L0 is defined as:
L0 = R0U0V0 .
As a consequence, we get the full set of non-dimensional quantities:
r˜ = r
R0
, x˜ = x
L0
, t˜ = tU0
L0
, V˜x = VxU0 , V˜r =
Vr
V0
, p˜ = p
ρU20
.
The maximum value of U0 coincides with the radial velocity of the wall. Thus, unless the latter is very flexible, the non-
dimensional parameter ε = U0V0 is small (see [8]). Under this assumption, retaining only terms of order ε, Eq. (1) reads:
∂
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,
while Eq. (2) gets:
∂ p˜
∂ r˜
= 0,
so that the pressure is constant across the vessel’s section. In order to write the previous equations in terms of averaged
quantities, the mean velocity:
U = 1
A
∫
A
2pirVxdr, (4)
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is introduced. Togetherwith the streamline condition for thewall, wewrite the continuity and the firstmomentumequation
as a system of partial differential equations in dimensional form:
∂A
∂t
+ ∂q
∂x
= 0 (5)
∂q
∂t
+ ∂
∂x
(
αˆ
q2
A
)
+ A
ρ
∂p
∂x
= 2piνR
[
∂Vx
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]
r=R
, (6)
where q = UA and αˆ is the momentum correction coefficient:
αˆ = 1
A · U2
∫ R
0
2pirV 2x dr.
The value αˆ = 1 is a common choice (see for example [12]). Eqs. (5) and (6) represent the undefined (without initial and
boundary conditions) one-dimensionalmodel for blood flow in large vessels and is frequently adopted in scientific literature
[8,7,9,10,12,6,11].
In order to close the system, awallmodel and an assumption on the velocity profile are needed. To express the interaction
between the fluid an the vessel structureweuse a simple Laplace’s law,with a Poisson’s coefficient equal to 0.5, asmentioned
in [9]:
p(x, t)− p0 = 43
Eh
r0
(
1−
√
A0
A
)
, (7)
where E represents the Youngmodulus, h thewall thickness, r0,A0 and p0 the radius, the section area andpressure in diastolic
condition, respectively. These coefficients permit one to define the quantity st = 43 Ehr0 . The velocity profile commonly
accepted (see e.g. [11,12,10]) is:
Vx = γ + 2
γ
U
[
1−
( r
R
)γ ]
, (8)
with γ = 9. Eqs. (7) and (8) are used to write (6) in conservative form:
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where:
k = st
ρ
√
A0.
Eqs. (5) and (9) give the system of hyperbolic equations we shall study. It can be written in vector form as:
Ut + F(U)x = S(U) (10)
where U = [A, q]T represents the conserved variables,
F(U) = [q, q2/A+ k√A]T
the corresponding fluxes, and
S(U) =
[
0,−2piν(γ + 2)U − 1
ρ
A
(
1− 2
√
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A
)
∂st
∂x
+ 2st
ρ
√
A
∂
√
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]T
the source term. Following the procedure sketched in [16], we evaluate the eigenstructure of (10), which is needed in the
sequel. The Jacobian matrix is written as:
dJ =
[ 0 1
k
2
A−
1
2 − q
2
A2
2q
A
]
. (11)
From the above definition, we get the eigenvalues:
λ = q
A
−√k/2 · A− 14 ,
µ = q
A
+√k/2 · A− 14 , (12)
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as well as the corresponding right eigenvectors:
rλ =
[
1
λ
]
, rµ =
[
1
µ
]
. (13)
From (12) and (13) it is easy to show that the field is genuinely nonlinear. To complete the problem characterization, we
write down the Riemann invariants as:
w(A, q) = q
A
− 4√k/2A− 14 , (14)
z(A, q) = q
A
+ 4√k/2A− 14 . (15)
2.1. Riemann problem solution
In view of using in Section 4 the Riemann problem solution of (10) to validate the numerical model, in this paragraph we
complete the model analysis analytically solving such a problem. To achieve a simpler expression for the conservation laws,
we write Eqs. (5) and (9) in lagrangian coordinates [17] dropping, in this case, the source term:
v − U = 0
U + p(v) = 0.
These equations written in conservative form read:
ut + f(u)x = 0, (16)
where U is defined in (4), v = 1/A, p(v) = k · v−η = k · A− 12 , the conserved variables are U = [v,U]T and the fluxes
functions are f = [U, p(v)]T. It is immediate to recognize (16) as a p-system with η = 1/2, whose Riemann problem’s
analytical solution can be found in [17]. The corresponding eigenvalues are:
κ = −√p′(v) < 0 < √p′(v) = ζ .
A typical Riemann problem is characterized by an initial condition in the form:
u(x, 0) = u0(x) =
{
ul = (vl,Ul) x < 0
ur = (vr ,Ur) x ≥ 0. (17)
In the application we propose (Fig. 4) we put Ul = Ur = 0 and vl < vr . In this case (see [17]) the solution u˜ is connected to
ul by a back rarefaction curve:
R1 : U − Ul = 4
√
k/2
(
v
1
4 − v 14l
)
, v > vl; (18)
while a front-shock curve connects u˜ to ur :
S2 : Ur − U = −
√
(vr − v)(p(v)− p(vr)), v < vr . (19)
For sake of completeness we write the front rarefaction curve:
R2 : U − Ul = −4
√
k/2
(
v
1
4
l − v
1
4
l
)
,
and the back-shock curve:
S1 : Ur − U = −
√
(vr − v)(p(v)− p(vr)), v > vr .
Eqs. (18) and (19) together give the following nonlinear system:
R1 :
S2 :
U˜ − Ul − 4
√
k/2
(
v˜
1
4 − v 14l
)
= 0
Ur − U˜ +
√
(vr − u˜)(p(v˜)− p(vr)) = 0,
which can be rapidly numerically solved. The graphical representation of the solution is given in Fig. 1. The analytical
treatment of the problem is completed with the shock travelling speed ξ (in lagrangian coordinates):
ξ = −Ur − U˜
vr − v˜ ,
and considering that the rarefaction fan, in the (x, t) plane in lagrangian coordinates, is comprised between κ(v˜) and κ(vl).
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Fig. 1. Shock-rarefaction curves for the Riemann problem.
3. Numerical modelling
In this section we numerically integrate Eq. (10) by a finite volumes scheme, using a fifth-order accurate WENO
reconstruction of border cell values and a Runge–Kutta strong stability preserving, five-steps fourth-order accurate time
integration. Moving from [18,16], we discretise system (10) on the domainD = {x ∈ [0, L]} using N − 1 uniformly spaced
cells of amplitude:
∆x = L
N − 1 .
We associate to each cell its centre xi and its edges xi− 12 and xi+ 12 . We integrate the conservation law on the single cell
extension [18,16]:∫ x
i+ 12
x
i− 12
Utdx+
∫ x
i+ 12
x
i− 12
F(U)xdx =
∫ x
i+ 12
x
i− 12
S(U)dx,
defining the mean value u¯ over the cell extension:
U¯ = 1
∆x
∫ x
i+ 12
x
i− 12
Udx.
Focusing by the moment on fluxes terms, we obtain the ordinary differential equation:
dU¯
dt
= − 1
∆x
(Fi+ 12 − Fi− 12 ). (20)
By this approach we are able to reduce a system of partial differential equations to an ordinary differential equations one,
separating spatial and time integration.
We achieve spatial integration defining a numerical approximation of the flux function. In general, we have:
Fˆi+ 12 = F
(
F−
i+ 12
, F+
i+ 12
)
.
In [19] are reported the most frequently used expressions for F , ordered from the least to the most dissipative:
(1) Godunov flux:
F(a, b) =
{
min
a≤u≤b F(U) if a ≤ b
max
b≤u≤a
F(U) if a > b.
(2) Engquist-Osher flux:
F(a, b) =
∫ a
0
max
(
F′(U), 0
)
dU+
∫ b
0
min
(
F′(U), 0
)
dU+ F(0).
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(3) Lax–Friedrichs flux:
F(a, b) = 1
2
[F(a)+ F(b)− ψ(b− a)] ,
where ψ is the maximum right eigenvalue in the significant range of u.
In this work we choose the Lax–Friedrichs flux formulations. This is the most dissipative one among the flux forms
introduced above [19], but has the advantage of a simple expression. Thus, the flux expression we use is:
Fˆi+ 12 =
1
2
[
F(U−
i+ 12
)+ F(U+
i+ 12
)− ψ(U+
i+ 12
− U−
i+ 12
)
]
.
To balance the dissipative behavior of the flux we use a fifth-order WENO reconstruction for the border cell values. WENO
stands for ‘‘Weighted Essentially Non-Oscillatory’’. In the sequel we limit ourselves to present only a brief description of
such a technique; the interested reader can found exhaustive reviews on this topic in [19,20].
The source term integration is achieved using a fourth-order accurate Gauss–Lobatto quadrature [21]:∫ x
i+ 12
x
i− 12
S(U)dx ≈ S(Ui− 12 ) ωi− 12 + S(Ui) ωi + S(Ui+ 12 ) ωi+ 12
where ωk represents the specific Gauss–Lobatto weight.
Attention is then focused on the reconstruction of the point value U−
i+ 12
. A similar approach, not described here, is used
to evaluate U+
i+ 12
and Ui.
The key element of the procedure consists in the introduction of a suitable polynomial Ri(x), defined over the cell
Ii = [xi− 12 , xi+ 12 ] and satisfying conservation, accuracy and non-oscillation requirements, such that:
U−
i+ 12
= Ri(xi+ 12 ).
(1) To ensure the conservative character of the reconstruction (conservation requirement) the following relation must hold:
1
∆x
∫ x
i+ 12
x
i− 12
Ri(x)dx = U¯i.
(2) The reconstruction is fifth-order accurate (accuracy requirement) if the following relation holds:
Ri(xi+ 12 ) = U(xi+ 12 , t)+ O(∆x
5).
(3) Finally, the reconstruction is named essentially non-oscillatory [19] (non-oscillation requirements) if the magnitude of the
oscillations near the discontinuities (Gibbs phenomena) decay as O(∆x5).
To fulfill these requirements [20], we select three sets of three cells (stencils) Pi+k = ∪l=+1l=−1 Ii+k+l, with k = −1, 0, 1. We
introduce three polynomials of degree 2, Pi+k(x), with k = −1, 0, 1, associated with the corresponding stencil Pi+k. The
coefficients of each polynomial Pi+k(x) are uniquely determined imposing the following conservation requirement in each
cell of the stencil Pi+k:
1
∆x
∫
Ii+k−j
Pi+k(x)dx = U¯i+k−j k = −1, 0, 1 j = −1, 0, 1. (21)
For further considerations, we also introduce a bigger stencil,Qi = ∪m=+2m=−2 Ii+m, and the corresponding polynomial Qi(x)
of degree 4. The coefficients of Qi(x) are uniquely determined imposing:
1
∆x
∫
Ii+m
Qi(x)dx = U¯i+m m = −2, 0, 2.
In case of a smooth function u(x, t), it is easy to prove [20] the following property of Qi(x):
Qi(xi+ 12 ) = U(xi+ 12 , t)+ O(∆x
5). (22)
Now, in order to ensure the accuracy and the non-oscillatory properties of the reconstruction, the polynomial Ri(x) is
written as a convex combination of the three polynomials Pi+k(x), using suitable variables weights,wki (k = −1, 0, 1):
Ri(x) =
1∑
k=−1
wki Pi+k(x). (23)
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Suchweights are functions of the solution regularity on each stencilPi+k.We compute them through the definitions of linear
weights dk and index of smoothness function ISki [20]. The linear weights are chosen in such a way that the reconstruction
satisfies the accuracy requirement, where the solution is smooth. For Ui− 12 and Ui+ 12 we get:
d−1 = 110 , d0 =
3
5
, d1 = 310 .
In the case of Ui to avoid coefficients becoming negative we prefer a fourth-order accurate reconstruction [22]:
d−1 = 14 , d0 =
1
2
, d1 = 14 .
The index of smoothness function allows the optimal weighting of polynomials Pi+k(x) in Eq. (23), where the solution is
discontinuous. In this paper we quantify the index of smoothness using the L2 norm of the polynomial derivatives P (l)i+k(x)
on the cell Ii:
ISki =
2∑
l=1
∫
Ii
∆x2l−1
(
P (l)i+k
)2
dx (24)
as suggested in [19]. The evaluation of (24) gives:
IS−1i =
13
12
(
U¯i−2 − 2U¯i−1 + U¯i
)2 + 1
4
(
U¯i−2 − 4U¯i−1 + 3U¯i
)2
,
IS0i =
13
12
(
U¯i−1 − 2U¯i + U¯i+1
)2 + 1
4
(
U¯i−1 − U¯i+1
)2
,
IS1i =
13
12
(
U¯i − 2U¯i+1 + U¯i+2
)2 + 1
4
(
3U¯i − 4U¯i+1 + U¯i+2
)2
.
Finally, the indices of smoothness are used in the final expressions for the weights:
αki =
dk(
 + ISki
)2 ; wki = αkil=1∑
l=−1
αli
, (25)
where  is equal to 10−6 to avoid the denominator to vanish.
Now it is proved [20] that, in case of smooth solution, the weights wki tends to dk and the convex combination (23),
evaluated in xi+ 12 , tends to:
1∑
k=−1
dkPi+k(xi+ 12 ) = Qi(xi+ 12 ). (26)
Therefore, considering the Eqs. (22) and (26) it is easy to understand how fifth-order accuracy is achieved. It is also
demonstrated [19] that the weights wki are O(∆x
4) or O(1) if the solution, inside Pi+k(x), is discontinuous or smooth,
respectively. As a consequence, the reconstruction u−
i+ 12
is basically based on the polynomials associated to stencils in which
the solution is continuous. This behavior of the weights avoids the Gibbs phenomena development.
Eq. (20) can be written in an more compact form as:
U˙ = L(U).
We integrated such an equation using a strong stability preserving Runge–Kutta five-steps fourth-order accurate scheme
(SSPRK(5, 4)). In this section we present only the fundamental keys of the technique, details can be found in [23].
Runge–Kutta schemes can be defined as linear combinations of Euler forward steps:
U(0) = Un,
U(i) =
i−1∑
k=0
(αikU(k) +∆tβikL(U(k))), i = 1, 2, . . . , s
Un+1 = U(s),
where αik and βik are the linear coefficients, ∆t is the time step and s is the number of steps between tn and tn+1. The
superscript in the above expression indicates the relative time level. In Table 1 we report the linear coefficients values and
Courant–Friedrichs–Lewy coefficients according to [23].
Time integration completes the domain solution. In the paragraphs that follow we present the source term integration
and the boundary conditions treatment.
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Table 1
Coefficients for RKSSP(5, 4)
αik
1
0.44437049406734 0.55562950593266
0.62010185138540 0 0.37989814861460 0
0.17807995410773 0 0 0.82192004589227
0.00683325884039 0 0.51723167208978 0.12759831133288 0.34833675773695
βik
0.39175222700392
0 0.36841059262959
0 0 0.36841059262959 0
0 0 0 0.54497475021237
0 0 0 0.08460416338212 0.22600748319395
cfl = 1.50818004975927
Fig. 2. Detailed representation of the inlet interface.
3.1. Boundary conditions
Boundary conditions are introduced to describe the inlet, the outlet or the branching of a vessel. In finite volumes
formulation we need to write a flux function that correctly describes the physical set. In this paragraph we introduce
a boundary flux function for non-reflecting boundary conditions, previously developed in shallow water equations
treatment [24]. The use of non-reflecting boundary conditions in blood-flow prediction is outlined by Formaggia et al. in [12,
25] which refer to Thompson’s work [26] to derive absorbing boundary conditions.
In a finite volume approach we have to write fluxes at the inlet, and at the outlet of each vessel, to complete the domain
solution. At the inlet we typically have a flow rate condition in the form: qin = q(t), which correspond the area Ain and
the velocity Uin. Considering the Riemann invariants definitions (14) and (15) we obtain the following expressions for the
velocity and area:
Uin = 12 (zsx + wdx)
Ain =
(
8
√
k/2
zsx − wdx
)4
,
(27)
where the notations refer to Fig. 2. We introduce an undisturbed state U [24] which plays the role of the conditions we
intend to conserve. We use the boundary condition and write the flow rate requirement:
qin = 512k
2(wdx + zU)
(zU − wdx)4 .
With this last requestwe obtain a non-reflecting value ofwdx. To complete the boundary definitionwe state the conservation
of zsx from the interior, using definition (27) to obtain the Uin and the Ain values. In conclusion, we can now write the non-
reflecting flux function for the inlet boundary:
Fin =
[
Ain
Uin + k
√
Ain
]
. (28)
At the outlet we impose the pressure to be constant, which violates a constant area requirement, see Eq. (7). In this work we
perform tests (see Section 4) using both reflecting andnon-reflecting conditions. Reflecting condition definition can be found
in the standard literature, see for example [27]. In the reflecting case we impose the conservation of wdx and the condition
Aout = A(t) on the area. It is worth noticing that the Riemann invariant choice is coherent with the inlet assumptions. The
system reads:
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Fig. 3. Branching scheme.{
Aout = A(t)
wout = wdx ⇒ uout − 4
√
k/2A
− 14
out = udx − 4
√
k/2A
− 14
dx .
In this waywe obtain the values of Aout and uout which let us to write the outlet reflecting boundary flux function Fout, whose
definition is analogous to (28). The non-reflecting outlet flux function requires the imposition of an undisturbed stateU [24],
in a similar way as the inlet flux function. The Riemann invariant that satisfies the boundary condition and the undisturbed
state is:
zsx = wU + 8
√
k/2 · A− 14out .
The Fout definition is completed assuming the conservation ofwdx.
The vascular apparatus is a tree-like network [28]; this is the reason why we need to model the branching of a vessel.
Fig. 3 represents the typical setting of a branch. In this paper we follow a classical fluid mechanical approach which requires
the conservation of mass and pressure at the node of branching vessels, see [29,27] for details.
The mass conservation reads:
3∑
i=1
qi = 0
where qi represents flow rate in the i-th vessel. In addition, we have to impose the pressure conservation at the junction [27]
and the proper Riemann invariants conservation. Branch 1 represents the incoming vessel; thus the node plays the role of an
outlet condition and the w1 invariant is conserved. Branches 2 and 3 are the outgoing vessels; thus the node represents an
inflow condition and z2 and z3 invariants are conserved. These assumptions are written in the following nonlinear system:
U1 · k21 · (st1 − p¯)−2 − U2 · k22 · (st2 − p¯)−2 − U3 · k23 · (st3 − p¯)−2 = 0
U1 − 2
√
2/ρ (st1 − p¯) 12 − w1 = 0
U2 + 2
√
2/ρ (st2 − p¯) 12 − z2 = 0
U3 + 2
√
2/ρ (st3 − p¯) 12 − z3 = 0.
(29)
The solution of the system provides the values for p¯, U1, U2 and U3 which define, through Eq. (7), the boundary flux functions
for the vessels. An application of these considerations is reported in Section 4.
4. Applications
In this section we present some applications of the model introduced above. We first perform a comparison between the
analytical and the numerical solution of the Riemann problem as a benchmark to validate the general model’s behaviour.
Then, we test the boundary conditions implementation using two different boundary settings. All the boundary conditions
introduced in Section 3.1 are applied to a branching vessel, in this way testing the simultaneous behaviour of all kinds of
boundaries and nodes treatment there presented. Finally, we apply the complete model to the clinically meaningful case of
an abdominal aorta aneurysm.
4.1. Arterial shock
The Riemann problem is often used to validate numerical schemes in different disciplines: the dam break problem in
shallow water theory [30], a shock tube in gas dynamics [16], the traffic light problem in traffic flow modelling [31]. In the
present section we study an ‘‘arterial shock’’ characterized by initial conditions defined in Eq. (17) and depicted in Fig. 4. We
impose a systolic pressure of 2.67× 104 Pa on the left side of the domain and a diastolic pressure value p0 = 0 on the right.
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Fig. 4. ‘‘Arterial shock’’ initial conditions.
Fig. 5. ‘‘Arterial shock’’ solution, comparison between analytical and numerical results.
The diastolic radius r0 is equal to 0.35 cm and the blood density is 1.055 g/cm3. The vessel wall properties are characterised
imposing k = 6.84× 105 cm2/s2. In this case we do not take in account the blood viscosity. Fig. 5 represents the Riemann
problem solution at time t = 0.061872 s. Looking at the analytical solution we notice that the backward rarefaction fan
is so narrow that it cannot be distinguished in this figure. Comparing the results, the numerical solution coincide with
the analytical one, and no oscillation is readable at a figure scale coherent with problem dimensions. Nevertheless, some
numerical diffusion is present but does not affect the results reliability.
4.2. Boundary conditions tests
To point out the behaviour of the different boundary condition implementations we carry out two test cases similar to
those proposed by Sanders in [24]. In a two metre long arterial segment, with the same structural properties as the one
in Section 4.1, we first consider a non-reflecting inlet condition and reflecting outlet with an incoming flow wave; then a
non-reflecting inlet is imposed with a non-reflecting outlet, a forward travelling flow wave and a backward travelling area
wave. Again, we do not consider blood viscosity. In Fig. 6 is represented the vessel with a non-reflecting inlet:
q(t) =
10 ·
(
0.5− 0.5 · cos
(
2pi t
0.1
))
for t < 0.1
0 for t ≥ 0.1
(30)
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(a) Area variation.
(b) Flow rate variation.
Fig. 6. Boundary conditions tests: (a) Area and (b) flow rate variation with non-reflecting inlet and reflecting outlet.
and a reflecting outlet A(t) = 0.4 cm2. In the (x, t) domain we notice that the flow wave, together with the corresponding
area wave (or pressure wave), moves forward with its characteristic celerity. When both waves reach the outlet, where the
area is fixed, the incoming pressure wave makes the flow rise correspondingly the area decreases below its initial value,
giving a backward flow reflection and a fast negative depression wave. Reflected waves reach the inlet and then leave the
domain undisturbed, because a non-reflecting condition is imposed.
Fig. 7 represents the same vessel with non-reflecting inlet and outlet in Eq. (30):
A(t) =
0.4+ 0.01342 ·
(
0.5− 0.5 · cos
(
2pi t
0.1
))
for t < 0.1
0 for t ≥ 0.1.
(31)
Both area and flow rate waves run across the domain with proper speed. At the midpoint, the area wave and the flow
rate waves combine together; then, they keep going their way, and when they reach the domain’s boundary they leave
undisturbed because of the non-reflectiveness of the boundary conditions.
4.3. Branching test case
In this paragraphwe implement the simultaneous use of all the boundary conditions techniques presented in Section 3.1
in a branching vessel test case. The setting is the same as in Fig. 3, the geometrical and structural data, as well as the initial
conditions, are presented in Table 2. To test the effect of all the boundary conditions shown in paragraph 4.2 the following
boundary conditions are prescribed:
• Non-reflecting inlet at vessel 1, see Eq. (30).
• Reflecting outlet at vessel 2, A(L2, t) = A(L2, 0).• Non-reflecting outlet at vessel 3, A(L3, t) = A(L3, 0).
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(a) Area variation.
(b) Flow rate variation.
Fig. 7. Boundary conditions tests: (a) Area and (b) flow rate with non-reflecting inlet and outlet.
Table 2
Structural-geometrical properties and initial conditions for the branching test case; x is measured along the vessel’s axis
Vessel Length (cm) k (cm2/s2) A(x, 0) (cm2) q(x, 0) (cm3/s) Inlet condition Outlet condition
1 100 6.84× 105 0.4000 0.00 q(t) Branching
2 100 6.31× 105 0.3342 0.00 Branching A(t)
3 100 5.97× 105 0.2937 0.00 Branching A(t)
No blood viscosity is taken into account. Fig. 8 represents the test solution at the midpoint of each vessel in terms of flow
rate and area. Vessel 1 presents initially a forward wave. Just after 0.2 s this is partially transmitted with positive celerity
and in part reflected with negative speed (the second small wave in vessel 1). In vessel 2 the second wave is due to the
reflecting outlet condition. This second backward travelling wave reaches the branching and it is in part reflected (the third
wave in vessel 2) and in part transmitted to vessels 1 and 2 (the third wave in vessel 1 and the second in vessel 3).
4.4. An applicative test case: Abdominal aorta aneurysm
One of the case-study problems most extensively investigated in the mathematical modelling of cardiovascular system
[32] is the abdominal aorta aneurysm. It consists in a pathological dilatation of the abdominal aorta, frequently in a region
close to the renal arteries, whose etiology is not completely understood, but is surely related to some kind of mechanical
disease. Many different approaches have been considered to model such a pathology, both from the structural and fluid-
dynamical point of view (see, e.g., [33–35]). In this paragraph we apply our model to the study of an aneurysmwith parietal
thrombus, as schematically represented in Fig. 9; geometry and structural properties refer to [33] and are summarize in
Table 3. In Di Martino et al. [33] thrombus and wall elasticity are given at the aneurysm section. In in our model, we need
a single stiffness value which can be achieved by simple equilibrium and compatibility considerations. We consider the
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Fig. 8. Solution of the branching test: flow rate and area variation at the midpoint of each vessel.
Fig. 9. Abdominal aorta aneurysm sketch.
lumen radius rl, the aorta radius rr , the wall thickness h, the thrombus and wall Young moduli Et and Ew , and then write the
equilibrium requirements:
p · rl = σeq(rr − rl), σeq · (rr − rl) = σw · h+ σt(rr − rl − h)
where σw is the wall stress, σt is the thrombus stress and σeq is the equivalent stress. Using the Laplace law (7), as well as
the compatibility condition for the equivalent strain, the wall strain and the thrombus strain:
εeq = εw = εt ,
we obtain the following equivalent Young modulus:
Eeq = Et · (rr − rl − h)+ Ew · hrr − rl .
The equivalent elastic modulus can now be used to write the aneurysm stiffness coefficient:
sta = 43 · Eeq ·
rr − rl
rl
,
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Table 3
Geometrical and structural properties of abdominal aorta and iliacs, both healthy and aneurysmal
Aneurysm Healthy
h 0.2 cm Aorta r0 1.05 cm
rl 0.75 cm Aorta st 3.37× 105 cm2/s2
rr 2.5 cm Iliacs r0 0.6 cm
Ew 1× 106 Pa Iliacs st 3.37× 105 cm2/s2
Et 0.131× 106 Pa
st 7.17× 105 cm2/s2
Fig. 10. Inlet flow rate for the abdominal aortic aneurysm.
and, using values from [33] we obtain sta = 7.17 × 104 Pa. We model a 10 cm long aorta characterized by the following
stiffness distribution along the vessel’s axis:
st = sth if x < 1 cm or x > 9 cm
st = sth + sta − sth2
(
1+ cos
(
2pi
8
(x− 5)
))
if 1 cm < x < 9 cm,
where sth is the stiffness coefficient for the healthy aorta as suggested by [9]. The aorta branches in the two iliacs. We
model the first 10 cm using a wall stiffness equal to that used for the healthy aorta. Studying only a limited segment of
the arterial tree we prescribe non-reflecting boundary conditions at the aorta inlet and at the iliacs outlet. The inflow is
evaluated according to [36] (see Fig. 10) and reconstructed by a fifty harmonics Fourier series. The source term is, in this
case, evaluated in each of its terms, and the blood viscosity values is assumed equal to 0.046 cm2/s. The results of this
simulation is presented in Fig. 11, where pressure and flow rate at an iliac midpoint are plotted and compared with those
of an healthy aorta. We observe that the influence of the modelled aneurysm is small both in flow rate and in pressure, due
to the short arterial length. Reduced values of pressure and flow rate, due to the aneurysm, are visible in Fig. 11(b).
5. Conclusions
In this paper a hyperbolic mathematical model, suitable for the analysis of pulsatile blood flow in large vessels, is
numerically integrated using a novel high-order finite volume WENO scheme. Fifth-order WENO reconstructions are
adopted for the spatial discretization, while a five-step, fourth-order Runge–Kutta strong stability preserving procedure is
applied for the time discretization. Particular attention is devoted to the numerical treatment of the boundary conditions and
of the source terms of the analytical model. Both partially reflecting and non-reflecting boundary conditions are considered.
Some test cases are used to verify the choice made in the modelling phase. The results obtained show an overall good
behavior of the model. In particular,the high-order accuracy allow one to achieve a very sharp reproduction of the large
pressure and flow rate gradients, typical of the pulsatile blood flow. The non-reflecting boundary treatment, originally
developed in the shallow water context and here applied to the blood flowmodelling for the first time, show an impressive
ability to permit to pressure and flowwaves leaving the computational domain unperturbed. This turns out to be very useful
when only a small portion of the vascular system tree is considered. Moreover, the original treatment of the geometrical
and viscous source terms has demonstrated its correctness in all the tests here proposed, as well as in other cases do not
reported for space reason.
Finally, the model is applied to the analysis of an abdominal aorta aneurysm to test its behavior in a clinical meaningful
case. In this application, the model provides an accurate reproduction of the effects on the blood flow of the variation of the
mechanical and geometrical properties of the artery.
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(a) Solution at one of the iliac mid point. (b) Solution detail.
Fig. 11. Solution of the abdominal aorta aneurysm test case at the iliac midpoint.
The model we adopt in this paper, whose main issues are extensively used in the literature, greatly simplifies blood-
vessel interaction. On the other hand, this characteristic renders the model suitable for the simulation of large portions of
the vascular system, with a level of detail proper for the distributed parameter models, as well as for the modelling of the
venous district, whose peculiarities will benefit from a hyperbolic-based approach as the one here proposed.
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