Abstract. We refine Osserman's argument on the exceptional values of the Gauss map of algebraic minimal surfaces. This gives an e¤ective estimate for the number of exceptional values and the totally ramified value number for a wider class of complete minimal surfaces that includes algebraic minimal surfaces. It also provides a new proof of Fujimoto's theorem for this class, which not only simplifies the proof but also reveals the geometric meaning behind it.
Introduction
The problem of finding the maximal number D g of the exceptional values of the Gauss map g of a complete non-flat minimal surface M in R 3 was settled by Fujimoto [F1] , [F2] with the best possible upper bound being 4. Indeed, for any number r, 0 a r a 4, we can construct complete minimal surfaces in R 3 whose Gauss map omits exactly r values. Moreover, Fujimoto proved that the totally ramified value number n g , which gives more detailed information than D g does, satisfies n g a 4, and this inequality is the best possible. Here, b A P 1 ¼ CP 1 is called a totally ramified value of g : M ! P 1 if at all the inverse image points of b, g branches. The exceptional values are regarded as totally ramified values, since it is natural to consider the multiplicity of an exceptional value to be infinite in the context of the Nevanlinna theory [Ko] . The totally ramified value number n g is a weighted sum of the number of totally ramified values (see §3 for a precise definition). In particular, D g a n g holds.
On the other hand, Osserman [O1] proved that the Gauss map of a non-flat algebraic minimal surface omits at most 3 values. By an algebraic minimal surface, we The first author is partially supported by OCAMI (Osaka City University Advanced Mathematical Institute).
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The third author is partially supported by Grant-in-Aid, 16204007, Ministry of Education and Science of Japan. mean a complete minimal surface with finite total curvature. There are no known examples, however, of algebraic minimal surfaces whose Gauss map omits 3 values, while there are many examples, of almost all topological types with the Gauss maps omitting 2 values [MS] . Thus an established conjecture is that the sharp upper bound of D g is 2. Moreover, as in the case of Fujimoto's theorem, we have an implicit conjecture that the same is true for the totally ramified value number n g . Surprisingly, the first author found algebraic minimal surfaces with totally ramified value number n g ¼ 2:5, i.e., strictly larger than 2 [Ka] . This overthrew the above implied conjecture, and a qualified problem to consider is then:
Does there exist some k, 2:5 a k < 3 which is an upper bound n g a k for n g ?
The totally ramified value number as well as the defect is well investigated in the Nevanlinna theory of transcendental meromorphic functions on C. But for the Gauss map of algebraic minimal surfaces, this number has not been considered, at the best of the authors' knowledge. Since this is an indispensable number when we discuss the problem of exceptional values, we study it here by refining Osserman's algebraic argument, and the results turned out to be much more e¤ective than we had expected (Theorem 3.3). They are e¤ective in the sense that the upper bound we obtain is described in terms of the degree of the Gauss map and the topological data of M. Moreover, in some sense, this is the best possible result, and gives a proper extension of Osserman's results. In particular, we prove that the totally ramified value number of an algebraic minimal surface is strictly less than 4.
Another advantage of the approach here is that we can develop our arguments on a wider class of complete minimal surfaces, i.e., on all complete minimal surfaces whose Weierstrass data descends to meromorphic data on a compact Riemann surface. We refer to such minimal surfaces as pseudo-algebraic minimal surfaces ( §3). As we do not assume the period condition, the surfaces may have infinite total curvature. For this class of minimal surfaces, we obtain a new proof of Fujimoto's theorem, which reveals the reason why n g a 4 holds. We also give a kind of unicity theorem (Theorem 5.1), which asks the least number of values at which if two Gauss maps g 1 and g 2 have the same inverse image then g 1 ¼ g 2 .
Moreover, our argument suggests how to estimate the characteristic function T g ðrÞ of the Gauss map lifted to the universal covering surface, which plays an essential role in the Nevanlinna theory on the unit disk ( §6). We believe that our results give an important link to the Nevanlinna theory for future research. 
up to translation. From here on we restrict ourselves to treat with non-flat minimal surfaces. If we put
then h dz is a holomorphic di¤erential and g is a meromorphic function on M. Geometrically, it is well-known that g is the stereographically projected Gauss map of M. We call ðh dz; gÞ the Weierstrass data. This is related to f j 's in a one to one way by
If we are given a holomorphic di¤erential h dz and a meromorphic function g on M, we get f j 's by this formula. They satisfy (C) automatically, and the condition (R) is interpreted as the poles of g of order k coincides exactly with the zeros of h dz of order 2k, because the induced metric on M is given by
A minimal surface is complete if all divergent paths have infinite length with respect to this metric. In general, for a given meromorphic function g on M, it is not so hard to find a holomorphic di¤erential h dz satisfying (R). But the period condition (P) always causes trouble. When (P) is not satisfied, we anyway obtain a minimal surface on the universal covering surface of M.
Here we notice that the triple of holomorphic di¤erentials e iy ðf 1 ; f 2 ; f 3 Þ; y A R also satisfies (C) and (R). The corresponding Weierstrass data is given by g y ðzÞ ¼ gðzÞ
As (P) is scarcely satisfied by these data, we get an S 1 parameter family of minimal surfaces defined on the universal covering surface by (2), which is called the associated family. Note that all surfaces in this family have the same Gauss map.
Example 2.1. Catenoid and Helicoid are well-known as surfaces belonging to the same associated family. The Gauss map of this family omits two values. Now the Gauss curvature K of M is given by
and the total curvature by
where dA is the surface element of M. Note that jtðMÞj is the area of M with respect to the (singular) metric induced from the Fubini-Study metric of P 1 by g. When the total curvature of a complete minimal surface is finite, the surface is called an algebraic minimal surface. (ii) The Weierstrass data ðh dz; gÞ is extended meromorphically to M,
We denote the number of exceptional values of g by D g . Other than Catenoid, there are many examples of algebraic minimal surfaces with D g ¼ 2, which include those of hyperbolic type.
Theorem 2.3 (Miyaoka-Sato [MS] ). There exist algebraic minimal surfaces with
where G (resp. k) is the genus (resp. the number of punctures) of the Riemann surface on which the surfaces are defined.
When G ¼ 0 and k ¼ 2, all such minimal surfaces are classified. Examples for G ¼ 0 and k ¼ 3 given below [MS, Proposition 3 .1] are important for later argument: Let M ¼ P 1 nfGi; yg, and define a Weierstrass data by
For any a, t satisfying s 2 < 0, we obtain an algebraic minimal surface of which Gauss map omits two values s, sa.
Applying the covering method to this surface (see Remark 3.6), we obtain examples of (ii) and (iii). But as these examples have all the same image in RAlgebraic minimal surfaces and their associated surfaces are certainly pseudoalgebraic. Another important example is Voss' surface. The Weierstrass data of this surface is defined on M ¼ Cnfa 1 ; a 2 ; a 3 g for distinct a 1 ; a 2 ; a 3 A C, by
As this data does not satisfy the period condition, we get a minimal surface x : D ! R 3 on the universal covering disk of M. In particular, it has infinite total curvature. We can see that the surface is complete and the Gauss map omits four values a 1 , a 2 , a 3 , y. Starting from M ¼ Cnfa 1 ; a 2 g, we get similarly a complete minimal surface x : D ! R 3 , of which Gauss map omits three values a 1 , a 2 , y. The completeness restricts the number of points a j 's to be less than four. Note that in both cases, no elements of the associated family satisfy (P), hence have infinite total curvature.
Remark 3.1. There exist complete minimal surfaces with D g ¼ 4 which are not pseudo-algebraic (see [L] ). Now we define the totally ramified value number n g of g.
Definition. We call b A P 1 a totally ramified value of g when at any inverse image of b, g branches. We regard exceptional values also as totally ramified values. Let fa 1 ; . . . ; a r 0 ; b 1 ; . . . ; b l 0 g H P 1 be the set of totally ramified values of g, where a j 's are exceptional values. For each a j , put n j ¼ y, and for each b j , define n j to be the minimum of the multiplicity of g at points g À1 ðb j Þ. Then we have n j b 2. We call
the totally ramified value number of g.
To explain the natural meaning of this number, we need the second main theorem in the Nevanlinna theory, which we have no space to mention here (see [Ko] ). Note that though n g is a rational number, the upper bound is given by the integer 4 by Fujimoto's theorem.
Theorem 3.2 (Kawakami [Ka] ). The Gauss map of the algebraic minimal surfaces given in (8) has totally ramified value number 2.5.
In fact, it has two exceptional values, and another totally ramified value at z ¼ 0 where g 0 ðzÞ ¼ 0. This theorem is a breakthrough to propose.
Conjecture. For algebraic minimal surfaces, there exists 2:5 a k < 3 which satisfies n g a k.
Note that the conjecture does not hold for pseudo-algebraic minimal surfaces, since Voss' surfaces satisfy n g ¼ 3 and 4. But we develop an algebraic argument on the pseudo-algebraic minimal surfaces in a unified way, and then specialize the results in the algebraic case. The following is the main result of this paper.
Theorem 3.3. Consider a non-flat pseudo-algebraic minimal surface with the basic domain M ¼ Mnf p 1 ; . . . ; p k g. Let G be the genus of M, and let d be the degree of g considered as a map on M. Then we have
More precisely, if the number of (not necessarily totally) ramified values other than the exceptional values of g is l, we have
On the other hand, the totally ramified value number of g satisfies
In particular, we have D g a n g a 4; ð13Þ and for algebraic minimal surfaces, the second inequality is a strict inequality. (11) and (12) are best possible in both algebraic and non-algebraic cases.
The geometric meaning of the ratio R is given in §6. This theorem implies the following known facts:
Corollary 3.4 (Osserman, Fang, Gackstätter) . For algebraic minimal surfaces, we have the following:
(ii) When G ¼ 1 and M has a non-embedded end, D g a 2 holds. If G ¼ 1 and D g ¼ 3 occur, d ¼ k follows and g does not branch in M, so g is a non-branched covering of
Remark 3.5. Fang [Fa, Theorem 3.1] shows that algebraic minimal surfaces with d a 4 satisfy D g a 2 (see [WX] for d a 3).
Remark 3.6. There exists a way of construction of algebraic minimal surfaces by a covering method of Klotz-Sario [BC] . If x : M ! R 3 is an algebraic minimal surface, and if p :M M ! M is a non-branched covering surface of M ¼ Mnf p 1 ; . . . ; p k g, then we obtain a new algebraic minimal surface byx x ¼ x p :M M ! R 3 . This surface has the same image as the original one, but the domainM M has di¤erent topological type. Nevertheless, we can see that the ratio R is invariant under this construction, via a little algebraic argument. Certainly, D g and n g are also invariant under the covering construction.
Proof
The proof of Theorem 3.3 is given by a refinement of the proof of Osserman's theorem in [O1] . In order to simplify the argument, we may assume without loss of generality that g has neither zero nor pole at p j , and moreover, the zeros and the poles of g are simple. By the completeness of the surface x : M ! R, h dz has poles of order m j b 1 at p j . The period condition implies m j b 2, but here we do not assume this. Let a s be (simple) zeros of g, b t (simple) poles of g. The following table shows the relation between the zeros and the poles of g, h dz and gh dz. The upper index means the order. Applying the Riemann-Roch formula to the meromorphic di¤erential h dz or gh dz on M, we obtain
Note that this equality depends on the above setting of zeros and poles of g, though d is an invariant. Thus we get
and
When M is an algebraic minimal surface or its associated surface, we have m j b 2 and so R À1 < 1. Now, we prove (11) (and (12)). Assume g omits r 0 ¼ D g values, and let n 0 be the sum of the branching orders of g at these exceptional values. Moreover, let n b be the sum of branching orders at the inverse images of non-exceptional (not necessarily totally) ramified values b 1 ; . . . ; b l of g. We see
Let n g be the total branching order of g. Then applying Riemann-Hurwitz's theorem to the meromorphic function g on M, we obtain
If we denote
we have 1 a n i a d. Now the number of exceptional values satisfies
where we have used (17), and hence (15) implies
In particular for algebraic minimal surfaces and its associated family, we have R > 1 so that
which is nothing but Osserman's theorem.
Next, we show (13). Let b 1 ; . . . ; b l 0 be the totally ramified values which are not exceptional values. Let n r be the sum of branching orders at b 1 ; . . . ; b l 0 . For each b i , the number of points in the inverse image g À1 ðb i Þ is less than or equal to d=n i , since n i is the minimum of the multiplicity at all g À1 ðb i Þ. Thus we obtain
Gauss map of minimal surfaces This implies
Hence, using the first inequality in (16) and n r a n b , we get
The sharpness of (11) and (12) follows from the following:
The surface given by (8) attains both equalities, since R ¼ 4, l ¼ 1 and D g ¼ 2, n g ¼ 2:5. Thus (11) and (12) are sharp.
(2) Voss' surface satisfies d ¼ 1 and (11) and (12) are sharp in non-algebraic pseudo-algebraic case, too.
Corollary 3.4 is obtained as follows: It is easy to see that r 0 ¼ 3 implies R a 2, and hence G À 1 þ 1 2 P k j¼1 m j a 2ðG À 1Þ þ k. As we have m j b 2 in the algebraic case, it follows that
Thus we obtain (i). When G ¼ 1, (20) implies m j ¼ 2 for all j, which means that all the ends are embedded ( [JM] ). Therefore, if M has a non-embedded end, then r 0 a 2. When r 0 ¼ 3, from (14), d ¼ k holds, and hence R ¼ 2. Therefore, from (11), l ¼ 0 holds, which means that g does not branch in M. r Remark 4.1. Inequality (11) gives more information than (10). In particular, (11) implies that the more branch points g has in M, the less is the number of exceptional values.
Remark 4.2. Inequality (10) is also the best possible for algebraic minimal surfaces in the following sence. In [MS, Theorem 3] , we constructed two infinite series of mutually distinct algebraic minimal surfaces of the fixed topological type G ¼ 1 and k ¼ 4, whose Gauss map omits 2 values. (There are some errors in signatures in [MS, Lemma 4 .1], but no e¤ect on the result.) They are given as follows. Let M be the square torus on which the Weierstrass } function satisfies ð} 0 Þ 2 ¼ 4}ð} 2 À a 2 Þ. Let M be given by removing 4 points satisfying } ¼ 0;Ga; y from M. Define the Weierstrass data by
Then choosing a suitable s, we obtain algebraic minimal surfaces with g omitting 2 values 0 and y. Since the degree of g is d ¼ 2j þ 3 in both cases and R ¼ d=2 ¼ ð2j þ 3Þ=2, 2 þ 2=R tends to 2 ð¼ D g Þ as close as we like. (Costa's surface is given by j ¼ 0, in which case ðG; k; dÞ ¼ ð1; 3; 3Þ, and g omits just one value 0.)
Unicity theorem and some other results
We give two applications of Theorem 3.3. The first one is an extension of Fujimoto's unicity theorem for algebraic minimal surfaces [F3] to the pseudo-algebraic case. By using Fujimoto's argument and Theorem 3.3, we obtain the following result:
Theorem 5.1. Consider two non-flat pseudo-algebraic minimal surfaces M 1 , M 2 with the same basic domain M ¼ Mnf p 1 ; . . . ; p k g. Let G be the genus of M, and let g 1 , g 2 be the Gauss maps of M 1 and M 2 respectively. Assume that g 1 and g 2 have the same degree d when considered as a map on M, but assume g 1 0 g 2 as a map M ! P 1 . Let c 1 ; . . . ; c q A P 1 be distinct points such that g
In particular, q a 6, and if M 1 and M 2 are algebraic, we have q a 5.
where a denotes the number of points. Then we have
using the same notation as in §4. Consider a meromorphic function j ¼
Then at each point of g À1 1 ðc j Þ X M, j has a pole, while the total number of the poles of j is at most 2d. Hence we get
Then from (22) and (23), we obtain Fujimoto [F3] gives an example of two pseudo-algebraic minimal surfaces with q ¼ 6, of which Gauss maps do not coincide. In the algebraic case, it is another interesting open problem, whether q ¼ 5 is best possible or not.
The second application of Theorem 3.3 is a proof of Gackstätter's result [G] :
Proposition 5.3 (Gackstätter [G] ). If the Gauss map of an algebraic minimal surface with G ¼ 1 omits 3 values a 1 ; a 2 ; a 3 A P 1 , then all branch points of g are located at the end points, and g is a non-branched covering map of P 1 nfa 1 ; a 2 ; a 3 g.
Proof. This follows immediately from Corollary 3.4 (ii). r
Thus the Gauss map descends to P 1 nf3 pointsg, but the minimal surface is not obtained from a covering of a minimal surface defined on P 1 nf3 pointsg, because if this is the case, by (ii) of Corollary 3.4, D g a 2. This implies that h dz can not descend to
The following is obvious:
Proposition 5.4. If the Gauss map g of a pseudo-algebraic minimal surface omits exactly r values a 1 ; . . . ; a r A P 1 with r ¼ 3 or 4, and has no branch points in the basic domain M, then g is a non-branched covering of P 1 nfa 1 ; . . . ; a r g.
In this situation, the universal covering surface of M (of P 1 nfa 1 ; . . . ; a r g, respectively) is a disk, which we denote by D (W, respectively). When g has no branch points in M, the lifted map g : D ! W is a non-branched holomorphic map, i.e., a hyperbolic isometry. Since the degree of g on M is d, the fundamental domain of M is given by
where each U i is di¤eomorphic to P 1 nfa 1 ; . . . ; a r g.
Example 5.5. Voss' surfaces are examples for d ¼ 1.
Toward the Nevanlinna theory
Unfortunately, the above argument does not prove the conjecture in §3. To go further, we state some links to the Nevanlinna theory [Ko] . We consider the case where the universal covering surface of M is the unit disk D. In order to adjust to the Nevanlinna theory, we use the hyperbolic metric o h with curvature À4p on D, and the Fubini-Study metric o FS with curvature 4p on P 1 (hence P 1 has area 1). Then by Gauss-Bonnet's theorem for a complete punctured Riemann surface with hyperbolic metric, we have
where A hyp ðMÞ is the hyperbolic area of M, and hence for the fundamental domain F of M, we get
Remark 6.1. The Gauss-Bonnet theorem (24) for ðM; o h Þ is often used without proof, so here we give a brief proof. Let D e j be the disk with radius e j around p j , j ¼ 1; 2; . . . ; k. We denote M e ¼ Mn S j D e j , and by e ! 0, we mean all e j ! 0. Consider any metric s on M which is flat in all D e j . Denoting locally (as Kähler forms) We now know the meaning of the ratio R; the ratio of the area of the fundamental domain with respect to the induced Fubini-Study metric to the one with respect to the hyperbolic metric on D.
Remark 6.2. Even when the conformal type of M is not hyperbolic, the ratio R is meaningful in Theorem 3.3. Now, recall Shimizu-Ahlfors' theorem on the characteristic function T g ðrÞ of g in terms of Here CðtÞ is the subdisk of D with radius 0 < t < 1 and center at the origin. In order to develop the Nevanlinna theory for meromorphic functions on the unit disk, we need the growth order of T g ðrÞ compared with
where r is su‰ciently close to 1. We always use this approximation formula, because in the Nevanlinna theory, a bounded quantity is ignored. Actually, we want to know the best estimate of type T g ðrÞ b h 2 log 1 1 À r ; ð27Þ to get the lemma on logarithmic derivatives on meromorphic functions on the unit disk [KKM] . In general, the area of CðtÞ is approximated by that of finite union of fundamental domains S F j . It seems that we get h from (26), but we need some argument here, since the hyperbolic symmetry never fits the shape of the disk. We discuss it in another occasion ( [KKM] ).
