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Abstract
The problem of optimal antipodal codes can be framed as finding low rank Gram matrices G with Gii = 1
and |Gij | ≤ ǫ for 1 ≤ i 6= j ≤ n. In 2018, Bukh and Cox introduced a new bounding technique by removing
the condition that G be a gram matrix. In this work, we investigate how tight this relaxation is, and find exact
results for real valued matrices of rank 2.
1 Introduction
An antipodal code is a set of pairs of points (x,−x) on the unit sphere in Rd in which the minimum distance
between distinct points is maximized. We can identify each pair (x,−x) with a single unit vector ux. The distance
between two unit vectors corresponds uniquely to their dot product. Therefore, we can consider the problem of
finding n unit vectors on Sd−1 such that no two have a large dot product by absolute value. This is generally
studied by considering Gram matrices, giving the following optimization problem.
Definition 1. Let θ(n, d) denote the minimum ǫ such that there exists an n× n Gram matrix B of rank at most
d with Bii = 1 for all i, and |Bij | ≤ ǫ for all i 6= j.
While this problem has been most successfully studied through the linear programming bounds pioneered by
Delsarte and Geothals [1], Bukh and Cox [2] have found success by taking a fundamentally different approach.
They ignore the constraint that B be a Gram (equivalently symmetric positive semidefinite) matrix, and propose
the following relaxation.
Definition 2. Let off(n, d) denote the minimum ǫ such that there exists an n × n matrix B of rank at most d
with Bii = 1 for all i, and |Bij | ≤ ǫ for all i 6= j.
They then observe that off(n, d) ≤ θ(n, d), and proceed to find lower bounds of off(n, d). By finding equality
cases with these bounds, they are able to exactly compute θ(n, d) for several previously unknown cases.
This suggests the natural question of understanding exactly how tight the inequality off(n, d) ≤ θ(n, d) is. In
particular, are there any cases in which off(n, d) < θ(n, d), or is this inequality always an equality? Answering this
question would not only characterize the strength of the techniques used by Bukh and Cox, but would also be of
great importance in computing off(n, d). Bounding off(n, d) has a number of applications including uses in coding
theory, derandomization, and low dimensional embeddings (see [3] for example), and therefore investigating the
relationship between off(n, d) and θ(n, d) could have benefits for understanding both of them.
The goal of this paper is to make further steps towards understanding the relationship between these two
problems. Our main results are as follows.
First, the central parameter used by Bukh and Cox to bound off(n, d) is the following.
Definition 3. [2] Let µ be a nonzero probability mass on Rk and define
L(µ) = inf
y∈supp(µ)\{0}
inf
v∈Rk\{0}
Ex∼µ[|〈v, x〉|
|〈v, y〉|
.
Let P(n, k) be the collection of all probability masses µ for which there is a multiset X of n vectors over Rk that
span Rk and where µ is the uniform distribution over X. Then
SL(n, k) = sup
µ∈P(n,k)
L(µ).
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They then show that
off(n, d) ≥
1
nSL(n, n− d)− 1
,
and subsequently focus on finding upper bounds of SL(n, n− d). We tighten this inequality to an equality.
Theorem 4. For all n, d,
off(n, d) =
1
nSL(n, n− d)− 1
.
Our other main result is about matrices of rank 2.
Theorem 5. For all n, off(n, 2) = θ(n, 2) = cos π
n
.
Previously known cases of equality include all n, d such that
off(n, d) = θ(n, d) =
√
n− d
d(n− 1)
.
This case corresponds to the Welch bound [4]. Bukh and Cox showed that for all n, d with n− d ∈ {1, 2, 3, 7, 23},
off(n, d) = θ(n, d).
What these cases have in common is that they all result from some construction of a symmetric positive
definite matrix meeting a lower bound of off(n, d). In particular, the Welch bound can be generalized to apply
to bound off(n, d), and the techniques employed by Bukh and Cox specifically bound off(n, d). Simply put, all
previously known cases of equality occurred when off(n, d) was used to bound θ(n, d).
This is in contrast to the case d = 2 which is presented in this paper, as bounding and computing θ(n, 2) is
quite trivial whereas bounding off(n, 2) is considerably more challenging. Because of this, we believe that our
result suggests a deeper relationship between off(n, d) and θ(n, d).
In our proof, we use an indirect method where we show how to “symmetrize” any”locally optimal” matrix of
rank 2 while preserving the minimal entry |Mij |. We leave open the conjecture that off(n, d) = θ(n, d) for all n, d,
and hope that our techniques for d = 2 lead to further headway on this problem.
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3 Preliminaries
We begin by presenting an alternative definition of SL(n, k). Broadly speaking, SL(n, k) is defined with respect
to distributions of n points over Rk. We will instead consider subspaces of rank k in Rn. To do so, we introduce
a quantity called “alignment”.
3.1 Alignment
Definition 6. For any a ∈ Rn\{0} we define
Ali(a) =
|ai|∑
j 6=i |aj |
.
In the case that
∑
j 6=i |aj | = 0, we define Ali(a) =∞. Here Ali stands for the alignment in the ith index.
Clearly, Ali(a) is highly dependent on which basis a is expressed in. Therefore, we always assume R
n to have
a fixed orthonormal basis e1, e2, . . . , en for which Ali is defined. We define the alignment of a space to just be the
maximum alignment of any vector in it.
Definition 7. Given a subspace A ⊂ Rn, we let
Ali(A) = max
a∈A\{0}
Ali(a).
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The alignment of A (denoted Al(A)) is defined as
Al(A) = max
i∈{1,2,...,n}
Ali(A).
Finally, we let Align(n, k) denote the minimum value of Al(A) over all subspaces of dimension at least n− d.
Note that the alignment of a space is well defined because Ali(a) is a scale invariant function, and because the
set of unit vectors forms a compact set.
The relationship between alignment and SL(n, k) is as follows. Let µ be a uniform distribution over n non-
zero vectors, x1, x2, . . . , xn ∈ R
k. For any v ∈ Rk let vx = (〈v, x1〉, 〈v, x2〉, . . . , 〈v, xn〉). Then for any v ∈ R
k, and
1 ≤ i ≤ n, we have
Ex∼µ[|〈v, x〉|
|〈v, xi〉|
=
∑n
j=1 |〈v, xj〉|
n|〈v, xi〉|
=
1
n
+
∑
j 6=i |〈v, xj〉|
n|〈v, xi〉|
=
1 + 1
Ali(vx)
n
.
Building from this observation, we have the following.
Theorem 8. For all n ≥ k > 0,
1 + 1
Align(n,k)
n
= SL(n, k).
Proof. Consider any µ ∈ P(n, k), and let it be the uniform distribution over {xi|1 ≤ i ≤ n} ⊂ R
k. Fix an
orthonormal basis e1, e2, . . . en of R
n, and let T : Rk → Rn be the map
T (v) =
∑
〈v, xi〉ei.
For any v ∈ Rk \ {0}, we have
Ex∼µ[|〈v, x〉|
|〈v, xi〉|
=
∑n
j=1 |〈v, xj〉|
n|〈v, xi〉|
=
1
n
+
∑
j 6=i |〈v, xj〉|
n|〈v, xi〉|
=
1 + 1
Ali(T (v))
n
.
Let A be the image of T . It follows that
L(µ) = inf
v∈Rk
Ex∼µ[|〈v, x〉|
|〈v, xi〉|
=
1 + 1
Al(A)
n
≤
1 + 1
Align(n,k)
n
.
Because xi spans R
k, we can also verify that A has dimension k.
To finish the proof, it suffices to show that some corresponding distribution µ exists for every A ⊂ Rn of rank
k. To do this, simply pick k vectors a1, a2, . . . , ak that span A. Let µ be the uniform distribution over the n rows
of [a1, a2, . . . , ak]. Then
SL(µ) ≥ L(µ) =
1 + 1
Al(A)
n
.
This implies the result.
Next, we further characterize the relationship between off(n, d) and alignment with the following theorem.
Theorem 9. Let A ⊂ Rn be a vector space with dimension n− d such that Ali(A) is finite for all i. Then there
exists a matrix G with the following properties.
1. G has rank at most d;
2. Gii = 1 for 1 ≤ i ≤ n;
3. |Gij | ≤ maxa∈AAli(a) for i 6= j;
4. Ga = 0 for all a ∈ A.
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Proof. Our strategy is to construct v1, v2, . . . , vn such that for all 1 ≤ i ≤ n the following three conditions hold.
vi is orthogonal to all a ∈ A, (vi)i = 1, and |(vi)j | ≤ Ali(A) for i 6= j. The result then follows from taking G to
be the matrix with rows vi. Without loss of generality, set i = 1.
Let ρ : A→ Rn−1 be the map sending the first coordinate of any vector to 0. Consider a = (a1, a2, . . . , an) ∈ A.
If ρ(a) = 0, then ai = 0 for i > 1. Since Al1(A) is finite, it follows that a1 = 0 as well. Therefore, ρ has a trivial
kernel.
As a result, we can define a linear map, f : ρ(A) → R as f(ρ(a)) = a1 where ρ(A) denotes the image of A
under ρ. We now use a lemma based on the Hahn Banach theorem (a proof can be found in the appendix).
Lemma 10. Let V ⊂ Rm be a subspace and f : V → R be a linear map. Fix some orthonormal basis of Rm so
that all v ∈ V can be represented with coordinates v1, v2, ..., vm. Let ǫ be the smallest positive real such that for all
v ∈ V
f(v) ≤ ǫ
∑
|vi|.
Then there exists u ∈ Rm such that |ui| ≤ ǫ for all i and such that for all v ∈ V , f(v) = 〈u, v〉.
Taking m = n − 1 and V = ρ(A), Lemma 10 yields a vector r ∈ Rn−1 such that f(ρ(a)) = 〈r, ρ(a)〉. Let
r′ ∈ Rn denote the unique vector such that r′1 = 0 and ρ(r
′) = r. Then for any a ∈ A,
〈e1, a〉 = a1
= f(ρ(a))
= 〈r, ρ(a)〉
= 〈r′, a〉.
Therefore, we have 〈a, e1 − r
′〉 = 0. By construction, r has all elements of absolute value at most ǫ. Therefore
taking v1 = e1 − r
′ suffices. An analogous process can be used to find vectors v2, v3, . . . , vn which complete the
proof.
This theorem implies that off(n, d) ≤ Align(n, n− d). This gives a proof of Theorem 4.
Proof. (Of Theorem 4) As shown by Bukh and Cox, off(n, d) ≥ 1
nSL(n,n−d)−1
, and as shown above, off(n, d) ≤
Align(n, n− d). Therefore, by Theorem 8, we must have equality between all three quantities.
3.2 An alternative formulation
Recall that θ(n, d) is the smallest real number ǫ such that there exist n vectors in Rd with all pairwise dot products
having absolute value at most ǫ. We now present a similar characterization of off(n, d), which will prove useful
for proving Theorem 5.
For any finite set of vectors S = {s1, s2, . . . , sn} ⊂ R
d \ {0}, let
H(S) = {
n∑
1
λisi;
∑
|λi| ≤ 1}.
In other words, H(S) is the convex region spanned by all si ∈ S as well as their negatives. Next, let Si = S \{si}.
Then we define the parameter αi as
αi(S) = max
rsi∈H(Si)
r.
αi(S) can be thought of as the fraction of si that is contained in H(Si).
Theorem 11. For any S ⊂ Rd \ {0} with |S| = n, let A ⊂ Rn denote the space of all a such that
∑
aisi = 0.
Then αi(S) = Ali(A).
Proof. We first show that Ali(A) ≤ αi(S). Fix a ∈ A, and let β denote Ali(a). Then
β =
|ai|∑
j 6=i |aj |
.
By the definition of A, we also have that aisi = −
∑
j 6=i ajsj . Dividing both sides by
∑
j 6=i |aj |, we see that
βsi =
∑
j 6=i
aj∑
j 6=i |aj |
sj ,
which implies that βwi ∈ H(Si). Since a was arbitrary, it follows that Ali(A) ≤ αi.
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Next, we show that Ali(A) ≥ αi(S). By the definition of αi, there exists some λ such that
∑
j 6=i |λj | = 1 and
αi(S)si =
∑
j 6=i λjsj . Let ai = αi(S), and aj = −λj for i 6= j. Then a = (a1, a2, . . . an) is an element of A that
satisfies Ali(a) = αi, thus Ali(A) ≥ αi.
Theorem 12. Let Sn,d denote all sets of n non-zero vectors in R
d. Then
off(n, d) = min
S∈Sn,d
max
1≤i≤n
αi(S).
Proof. By Theorem 11, minS∈Sn,d max1≤i≤n αi(S) ≥ Align(n, n− d). It remains to show that equality holds. Let
A be a space such that Al(A) = Align(n, n − d). Let W be a matrix with at most d rows and with n columns
such that W ’s rows span the orthogonal complement of A. Letting S be the set of W ’s columns suffices.
We now summarize our three formulations of off(n, d). If ǫ = off(n, d), then we must have,
• Some matrix G of rank ≤ d with Gii = 1 and |Gij | ≤ ǫ,
• Some space A ⊂ Rn of rank at least n− d with Al(A) = ǫ,
• Some set S = {s1, s2, . . . , sn} ⊂ R
d \ {0} with maxi αi(S) = ǫ.
All three of these “interpretations” will play a role in proving Theorem 5.
4 Proof of Theorem 5
We now show that off(n, 2) = θ(n, 2) = cos π
n
for all n ≥ 2. Let off(n, 2) = ǫ. Since off(n, 2) ≤ SP (n, 2), we know
that ǫ ≤ cos π
n
< 1. Applying our results on off(n, d), we define the following:
• Let Q be a matrix of rank ≤ 2 with Qii = 1 and |Qij | ≤ ǫ.
• Let A ⊂ Rn be a subspace with rank at least n− 2 such that Al(A) = ǫ.
• Let S = {w1, w2, . . . wn} ⊂ R
2 \ {0} be a set of non-zero vectors such that αi(S) ≤ ǫ for 1 ≤ i ≤ n.
Based on Theorems 9 and 11, we make the following additional assumptions and definitions.
• For each i, let ǫi denote Ali(P ). Thus ǫ = maxi ǫi.
• A is the null space of Qt, and is all the space of all linear dependencies of wi. In particular,
∑n
1 aiwi = 0 if
and only if (a1, a2, . . . , an) ∈ A.
• |Qij | ≤ ǫj with equality holding for some i for each j.
• Let P denote a matrix with column space A (implying QtP = 0) such that Pii = 1, and Ali(pi) = ǫi, where
pi denotes the ith column of P .
• αi(S) = ǫi.
• Let θi denote the directed angle from the x-axis to wi. We assume 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θn ≤ π. In other
words, the wi are ordered by their angles with the x-axis, and all have positive y-coordinate (this can be
guaranteed by noting the symmetry between wi and −wi).
The main steps of the proof are as follows:
1. We utilize w1, w2, . . . , wn to derive several properties about the structure of P .
2. We leverage Q’s local optimality to construct a diagonal matrix Λ such that QtPΛ = PΛQt = 0.
3. We show that PΛ is symmetric and conclude that Q+Q
t
2
is a gram matrix of rank 2.
Lemma 13. For 1 ≤ i ≤ n, pi is the unique vector up to scale in A such that Ali(pi) = ǫi. Furthermore, there
exist real numbers a1, b1, a2, b2, . . . an, bn with ai, bi < 0 for 1 ≤ i ≤ n− 1, and an, bn > 0 such that
P =


1 a1 bn
b1
. . .
. . .
. . .
. . . an−1
an bn−1 1

 ,
with all other terms in the matrix being 0.
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w1
−w1
w2
−w2
w3
−w3
. . .
. . .
wn
−wn
ǫ1w1
H(S1)
Figure 1: S and H(S1)
Proof. We first show that w1, w2, . . . , wn,−w1,−w2, · · ·−wn form a convex polygon (in that order). Assume they
didn’t. Then wi ∈ H(Si) for some i which in turn implies that ǫ ≥ ǫi ≥ 1 a contradiction. We can similarly show
that no two vectors wi, wj are parallel. This also implies that H(Si) is the union of a convex polygon with its
interior.
Recall that pi is the ith column of P such that pii = 1 and Ali(pi) = ǫi. Since
∑
aiwi = 0 for all a =
(a1, a2, . . . an) ∈ A, it follows that wi = −
∑
j 6=i(pi)jwj . Let λj = ǫi(pi)j . Then
∑
j 6=i |λj | = 1, and ǫiwi =∑
j 6=i λjwj .
By the maximality of ǫi, ǫiwi must be on the boundary of H(Si), and consequently on the line segment
wi−1wi+1 (see Figure 1 for an illustration with i = 1). Therefore, |λi−1|+|λi+1| = 1, and λj = 0 for j /∈ {i−1, i+1}.
This means (pi)j = 0 for j /∈ {i− 1, i, i+ 1} which implies that P must have the desired form.
Because wi−1, wi, and wi+1 are non-parallel vectors, there is a unique linear combination of wi−1 and wi+1
that yields ǫiwi. This linear combination corresponds to the unique vector (up to scale) in P with alignment
ǫi. Because (pi)i = 1, pi is uniquely determined. Finally, since wi is on the line segment wi−1wi+1, this linear
combination must have strictly positive coefficients, and this implies that ai, bi have the desired signs.
Lemma 14. ǫ1 = ǫ2 = · · · = ǫn = ǫ.
Proof. As demonstrated in the proof of Lemma 13, ǫiwi is the intersection of wi−1wi+1 with wi.
Suppose we pick some sufficiently small δ > 0 and replace wi with wi(1 − δ). Because w1, w2, . . . wn are the
vertices of a convex polygon, this will strictly increase ǫi and strictly decrease ǫi+1 and ǫi−1. All other ǫj will
be unchanged. Therefore, if there exists i with ǫi < ǫi+1, we can apply this operation and strictly decrease ǫi+1.
Repeatedly applying this, in any case in which not all ǫi are equal, we can decrease the largest one contradicting
the assumption that ǫ is optimal. Therefore, all ǫi are equal.
For the next several lemmas, we use the following abuse of notation.
1. For any matrix B we will use Al(B) to denote Al(C(B)) where C(B) denotes the column space of B.
2. We similarly use Ali(B) to denote Ali(B) = maxb∈C(B) Ali(b).
Lemma 15. Let M be a matrix. Then for 1 ≤ i ≤ n,
1. If 〈qi,Mpi〉 < 0, then as x→ 0, Ali(P + xMP ) ≤ ǫ−Θ(x).
2. If 〈qi,Mpi〉 = 0, then as x→ 0, Ali(P + xMP ) ≤ ǫ+ o(x).
Proof. Fix i. Let Pˆ denote the set of all unit vectors u ∈ im(P ) with ui ≥ 0. Because Ali is scale invariant, it
follows that Ali(P ) = Ali(Pˆ ) and
Ali((I + xM)P ) = max
u∈Pˆ
Ali(u+ xMu).
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For any u ∈ Pˆ we have
Ali(u+ xMu) =
|(u+ xMu)i|∑
j 6=i |(u+ xMu)j |
= ǫ+
|(u+ xMu)i| − ǫ
∑
j 6=i |(u+ xMu)j |∑
j 6=i |(u+ xMu)j |
.
Because (qi)i = 1, and |(qi)j | ≤ ǫ for j 6= i, for any x ∈ R
n with xi ≥ 0, |xi| − ǫ
∑
j 6=i |xj | ≤ 〈qi, x〉. Furthermore,
qi is orthogonal to all u ∈ Pˆ . As a result,
Ali(u+ xMu) ≤ ǫ+
〈qi, u+ xMu〉∑
j 6=i |(u+ xMu)j |
= ǫ+
〈qi, xMu〉∑
j 6=i |(u+ xMu)j |
.
Let pˆi =
pi
|pi|
, which implies pˆi ∈ Pˆ . Our strategy is to relate Ali(u+ xMu) to the distance from u to pˆi. We
have that
Ali(u+ xMu) ≤ ǫ+
〈qi, xMu〉∑
j 6=i |(u+ xMu)j |
= ǫ+
x〈qi,M(u− pˆi)〉∑
j 6=i |(u+ xMu)j |
+
x〈qi,Mpi〉∑
j 6=i |(u+ xMu)j |
.
Since M is fixed and all u ∈ Pˆ are unit vectors, there exist A,≥ 0 and B > 0 that are dependent on M,P,Q and
independent of x such that
〈qi,M(u− pˆi)〉∑
j 6=i |(u+ xMu)j |
≤ A||u− pˆi||,
and
〈qi,Mpi〉∑
j 6=i |(u+ xMu)j |
≤ B〈qi,Mpi〉.
Therefore,
Ali(u+ xMu) ≤ ǫ +Ax||u− pˆi||+Bx〈qi,Mpi〉. (1)
We now state a lemma about metric spaces and apply it to our particular case. A proof can be found in the
appendix.
Lemma 16. Let U be a compact metric space with metric d, and α : U ×R+ → R be a continuous function with
the following properties.
1. There exists a unique u0 ∈ U such that α(u0, 0) > α(u, 0) for all u 6= u0.
2. α(u, x) ≤ C +Axd(u, u0) +Bx for constants A,B,C ∈ R with A ≥ 0 and B ≤ 0.
Then we have the following.
1. If B < 0 then α(u, x) ≤ C −Θ(x) as x→ 0.
2. If B = 0 then α(u, x) ≤ C + o(x) as x→ 0.
We now verify that the conditions of Lemma 16 are met. Pˆi is a compact metric space with standard euclidean
distance metric. Taking α(u, x) = Ali(u+ xMu), we have the following.
1. By Lemma 13, pˆi is the unique maximum of α(u, 0).
2. By Equation 1, we have that α(u, x) ≤ ǫ+ Axd(u, pˆi) +Bx〈qi,Mpi〉
Since B ≥ 0, B〈qi,Mpi〉 ≤ 0 with equality holding when 〈qi,Mpi〉 = 0. This completes all of the conditions, and
a direct application of Lemma 16 finishes the proof.
Lemma 15 gives a sufficient condition on M for perturbing by M to allow Ali(P + xMP ) ≤ Ali(P ). Applying
it simultaneously for all i and noting that P is a global optimum gives us the following.
Lemma 17. Let M be a matrix such that for all 1 ≤ i ≤ n, 〈qi,Mpi〉 ≤ 0. Then for all 1 ≤ i ≤ n, 〈qi,Mpi〉 = 0.
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OA
−wx
1
B
−wx
2
C
−wx
3
D
D′
A′
. . .
. . .
wx
n
−wx
n
Figure 2: Diagram for scaling wx
1
Proof. We assume towards a contradiction, that for some i, 〈qi,Mpi〉 < 0. Without loss of generality, i = 1. By
Lemma 15, as x→ 0,
Al1((I + xM)P ) ≤ ǫ −Θ(x),
Al2((I + xM)P ) ≤ ǫ + o(x),
. . .
Aln((I + xM)P ) ≤ ǫ + o(x).
(2)
Our strategy is to “massage” the matrix (I + xM)P into a matrix that has alignment strictly lower than ǫ.
Let W = [w1, w2, . . . , wn] be the matrix with columns wi. For sufficiently small x, (I + xM) is invertible. Let
wxi be the ith column of W (1 + xM)
−1. Since WP = 0, we also have that
0 =WP
=W (1 + xM)−1(1 + xM)P.
It follows that the row space and column space of W (1 + xM)−1 and (1 + xM)P are orthogonal conjugates. Let
Sx = {wx1 , w
x
2 , . . . , w
x
n}, and let ǫ
x
i = Ali((1 + xM)P ). By Theorem 11, αi(S
x) = ǫxi .
If x is sufficiently small, then wxi is very close to wi for all i. As a result, w
x
1 , w
x
2 , . . . , w
x
n,−w
x
1 , · · · − w
x
n form
a convex polygon. Therefore, by the same argument given in Lemma 13, ǫxi w
x
i = w
x
i ∩ w
x
i−1w
x
i+1.
We now mimic the proof of Lemma 14. The key idea is to scale the lengths of wxi so that the values of ǫ
x
i come
closer together with the goal of making them all strictly smaller than ǫ. This will contradict the optimality of ǫ,
finishing the proof.
Fix c1 > 0, and suppose we “scale” w
x
1 to w
x
1 (1 − c1x). Our goal is to find the effect that this has on
ǫx1 , ǫ
x
2 , . . . , ǫ
x
n. To avoid confusion, we let γ
x
i denote the new value of ǫ
x
i after scaling.
Because ǫxi w
x
i is the intersection of w
x
i−1w
x
i+1 and w
x
i , γ
x
i = ǫ
x
i for i /∈ {1, 2, n}. By a direct computation,
γx1 =
ǫx
1
1−c1x
. Provided c1 is sufficiently small and applying equation 2, we have
γx1 =
ǫx1
1− c1x
= ǫx1(1 + c1x+ o(x))
≤ (ǫ−Θ(x))(1 + 2c1x)
< ǫ.
Next, we bound γx2 . Refer to Figure 2 for the following. Let O be the origin, let A,B,C denote w
x
1 , w
x
2 , w
x
3
respectively, and let D = AC ∩OB. Then, let A′ = wx1 (1− c1x) and D
′ = A′C ∩OB. It follows that
OD
OB
= ǫx2 , and
OD′
OB
= γx2 .
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Therefore, γx2 =
OD′
OD
ǫx2 . Because x ranges over a sufficiently small neighborhood, there exists a constant c2,
determined only by {wi : 1 ≤ i ≤ n}, such that DD
′ ≥ c2AA
′. By the definition of A′, OA
′
OA
= 1 − c1x, which
means AA′ = |wx1 |c1x. As a result,
γx2 = ǫ
x
2
OD′
OD
= ǫx2(1−
DD′
|wx2 |
)
≤ ǫx2(1−
c2AA
′
|wx2 |
)
= ǫx2(1−
c1c2x|w
x
1 |
|wx2 |
).
However, by Equation 2, ǫx2 ≤ ǫ+ o(x). Therefore, we have that
γx2 ≤ ǫ
x
2(1−
c1c2x|w
x
1 |
|wx2 |
)
≤ (ǫ+ o(x))(1−Θ(x))
≤ ǫ−Θ(x),
as x goes to 0.
It is possible to apply the same argument for γxn, but this won’t be necessary, so we simply bound γ
x
n ≤ ǫ
x
n. In
summary, this gives us the following upper bounds on γxi .
γx1 < ǫ,
γx2 ≤ ǫ−Θ(x),
γx3 = ǫ
x
3 ≤ ǫ+ o(x),
. . .
γxn < ǫ
x
n ≤ ǫ+ o(x).
We can repeat this process by scaling wx2 by 1− c3x for some sufficiently small constant c3. If x is sufficiently
small, the bounding procedure we used for γxi will similarly work, as c3x still asymptotically dominates o(x) by
definition. Doing this results in γx2 < ǫ and γ
x
3 ≤ ǫ − Θ(x). Repeating this procedure n times yields yields a
configuration in which all ǫxi are strictly less than ǫ, which contradicts the optimality of ǫ. Therefore our initial
assumption was false, and the claim must hold.
Lemma 18. There exists diagonal matrix Λ with positive diagonal elements such that
PΛQt = QtPΛ = 0.
Proof. Since QtP = 0, it suffices to show PΛQt = 0. By Lemma 17, for any matrix M such that
〈q1,Mp1〉 ≤ 0,
〈q2,Mp2〉 ≤ 0,
. . .
〈qn,Mpn〉 ≤ 0,
〈qi,Mpi〉 = 0 for all i. Switching inner products, we have 〈qi,Mpi〉 = 〈qip
t
i,M〉 where 〈A,B〉 is defined as TrA
tB
for matrices A,B. We now apply the following variant of Farkas Lemma (proved in the appendix).
Lemma 19. Let a1, a2, . . . , an ∈ R
k be vectors such that for all i, there does not exist any vi ∈ R
k with 〈vi, ai〉 < 0
and 〈vi, aj〉 ≤ 0 for j 6= i. Then there exist positive reals λ1, λ2, . . . , λn such that
∑
λiai = 0.
Using this, there exist λ1, λ2, . . . , λn > 0 such that
∑
λiqip
t
i = 0. Letting Λ have diagonal entries λ1, λ2, . . . , λn
implies PΛQt = 0.
We will continue to refer to the diagonal matrix found in Lemma 18 as Λ.
Lemma 20. PΛ is symmetric.
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Proof. Right multiplication by Λ scales the columns of P . By Lemma 13, PΛ has form
PΛ =


λ1 c1 dn
d1
. . .
. . .
. . .
. . . cn−1
cn dn−1 λn

 ,
for ci, di < 0 for 1 ≤ i ≤ (n− 1) and cn, dn > 0. Each column of P has alignment ǫ. Since Q
tP = 0 and |Qij | ≤ ǫ
for i 6= j,
1. Qij = ǫ if Pij < 0, i 6= j,
2. Qij = −ǫ if Pij > 0, i 6= j,
By Lemma 18, QtPΛ = PΛQt = 0. It follows that,
λ1 = ǫ(|c1|+ |dn|) = ǫ(|d1|+ |cn|),
λ2 = ǫ(|c2|+ |d1|) = ǫ(|d2|+ |c1|),
. . .
λn = ǫ(|cn|+ |dn−1|) = ǫ(|dn|+ |cn−1|).
By rearranging the equations, we see that
|c1| − |d1| = |c2| − |d2| = · · · = |cn| − |dn|.
Recall that A is the space of linear dependencies of S = {w1, w2, . . . , wn}. Therefore,
∑
(pi)jwj = 0. Substituting
ci, di and multiplying by λi, we see that
ci−1wi−1 + diwi+1 = λiwi.
Let φi denote the angle between wi and wi+1. It follows that
|di|
|ci−1|
=
|wi−1| sinφi−1
|wi+1| sinφi
.
Multiplying these inequalities over all i implies ∏
|di| =
∏
|ci|.
Because |ci| − |di| is the same for all i, this implies that |ci| = |di| for all i. Since ci, di have the same sign, we
have that ci = di which implies that PΛ is symmetric, as desired.
Lemma 21. PΛ has rank ≥ n− 2
Proof. If we delete the first column and the last row, we get a matrix that is lower diagonal with no zeroes on
the diagonal (since ci 6= 0 for all i). Thus the rank is at least n− 2.
Let PΛ = S. We make the following observations about S.
1. By Lemma 18, QtS = SQt = 0. Taking transposes, we have QS = QtS = 0.
2. By Lemma 20 S is symmetric.
3. By Lemma 21, S has rank is at least n− 2.
Let Q′ = Q+Q
t
2
. Then Q′S = 0, which means that Q′ has rank at most 2. Furthermore, all off-diagonal
elements of Q′ are at most ǫ by absolute value. All that remains is to show that Q′ is positive semidefinite.
Q′ has rank at most 2, and therefore has at most two non-zero eigenvalues, and at least n− 2 eigenvalues of
0. Since ǫ ≤ 1, each eigenvalue of Q′ is at most n. Since tr(Q′) = n, both non-zero eigenvalues of Q′ must be
non-negative, which makes Q′ positive semidefinite.
This implies that θ(n, 2) ≤ ǫ, which gives θ(n, 2) = off(n, 2) = ǫ. By citing that θ(n, 2) = cos π
n
([5] for
example), we are done.
10
References
[1] P. Delsarte, J. Goethals, and J. Seidel, “Spherical codes and designs,” Geometriae Dedicata, vol. 6, 1977.
[2] B. Bukh and C. Cox, “Nearly orthogonal vectors and small antipodal spherical codes,” arXiv e-prints,
p. arXiv:1803.02949, Mar 2018.
[3] N. Alon, “Perturbed identity matrices have high rank: proof and applications,” Combinatorics, Probability
and Computing, vol. 18, 2009.
[4] L. R. Welch, “Lower bounds on the maximum cross correlation of signals,” IEEE Transactions on Information
Theory, 1974.
[5] J. H. Conway, R. H. Hardin, and N. J. A. Sloane, “Packing lines, planes, etc.: Packings in grassmannian
space,” Experimental Mathematics, 2002.
A Proofs of Lemmas
Proof. (Lemma 10) Let L1(w) =
∑m
1 |wi| for any w ∈ R
m. Then ǫL1 is sub-linear on R
m. Because ǫL1 dominates
f , the Hahn Banach Theorem implies there exists g : Rm → R such that g(v) = f(v) for all v ∈ V , and g is
dominated by ǫL1. g is a linear map, so there exists a unique u ∈ R
m such that g(v) = 〈u, v〉. This suffices. If
ui > ǫ, then we have g(ei) = 〈ui, ei〉 > ǫL1(ei), a contradiction.
Proof. (Lemma 16) We first show the following lemma that we use in both cases.
Lemma 22. Let M ⊂ U be a compact subspace such that u0 /∈M . Then there exists δ > 0 and D < C such that
for all x < δ and m ∈M , α(m,x) < D.
Proof. Let C′ = maxu∈M α(u, 0). Then C
′ < C because u0 is the unique optimum of α(u, 0) over U .
Let f(x) = maxm∈M α(m,x). Then f(0) = C
′. Because M is compact, f is a continuous function. Let
D = C+C
′
2
. Then there exists δ > 0 such that f(x) < C′′ for x < δ. Therefore, for all m ∈ M and x < δ,
α(m,x) ≤ f(x) < D as desired.
We split into two cases corresponding to the statement of the theorem.
Case 1: B < 0.
Pick some small open neighborhood N of u0 such that for all u ∈ N , Ad(u, u0) <
1
2
|B|. Then for all u ∈ N ,
α(u, x) ≤ C + 1
2
Bx = C −Θ(x). Therefore, we need only show that the same holds for u /∈ N .
Let M = U −N . By Lemma 22, there exists δ > 0, and D < C such that α(m,x) < D for x < δ. Therefore
α(m,x) < C − (C −D) < C − cx for a sufficiently small constant c. The result follows.
Case 2: B = 0.
Let Nx ⊂ U denote all u such that α(u, x) > C. Define rx = supu∈Nx d(u0, u). Therefore, for all u ∈ U ,
α(u, x) ≤ C + Axrx. It suffices to show that as x→ 0, rx → 0.
Let Mǫ = {u, d(u, uo) ≥ ǫ}. Mǫ is compact and doesn’t contain u0. By Lemma 22, there exists δǫ > 0 such
that for all 0 < x < δǫ and m ∈ Mǫ, α(m,x) < C. It follows that rx ≤ ǫ for all x < δ. Since ǫ was arbitrary,
rx → 0 as x→ 0 and we are done.
Proof. (Lemma 19) Let A be the matrix with columns a1, a2, . . . an. For all ai, there does not exist any v with
Atv ≤ 0 and ativ < 0. Therefore, by Farkas lemma, there exists xi ≥ 0 such that Axi = −ai. Letting x
′
i = xi + ei
where ei is the vector with ith coordinate 1 and all other coordinates 0, we see that λ =
∑n
1 x
′
i satisfies Aλ = 0.
Furthermore, all coordinates of λ are strictly positive (in fact at least 1) which completes the proof.
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