ABSTRACT
INTRODUCTION
Recent advancements in array-based comparative genomic hybridization (aCGH) technology enable entire genomes to be scanned for copy number changes using high-resolution oligonucleotide tiling arrays. In particular, it is now possible to design the content of arrays with a high degree of flexibility as a number of companies offer rapid custom array generation as a standard service. Due to the particular needs of specific experimental questions, microarrays frequently contain oligonucleotide probes displaying variable performance particularly when designs are targeted towards regions of the genome with complex architecture. For example, regions containing repetitive sequences are important for studies of both copy number variation (CNV) and copy number alterations (CNA) and often need to be included in array designs. Replication hot spots contain large numbers of repetitive structures and often underlie the mechanisms for copy number break point formation, which include non-allelic homologous recombination (NAHR), non-homologous end joining (NHEJ), and fork stalling * To whom correspondence should be addressed. and template switching (FosTes) mechanisms (Gu et al., 2008) . Probe performance in and around replication hot spots in repetitive regions is often poor and characterized by heterogeneous probe response. This variable probe response increases the general noise and number of outliers seen across an array, which in turn can cause problems during normalization. With ever-increasing array resolution and complexity, the need for a consistent, efficient, universal normalization method has become of greater importance.
It is well established that a bias exists between the two fluorophores (Cy5 and Cy3) (Chari et al., 2007) due to differential efficiency in enzymatic labelling. This bias manifests as a difference between the two resulting intensity distributions and if left uncorrected is highly likely to skew the ratio calculated during downstream analysis. Over the years there have been a number of different approaches taken for dye bias removal including both linear and non-linear methods (Yang et al., 2002) . These methods were primarily developed for the normalization of expression microarrays and have more recently been applied to aCGH microarrays (Staaf et al., 2007) . The most commonly used and widely trusted dye bias normalization methods tend to be based on lowess (locally weighted regression) techniques. However, standard regression techniques can be sensitive to outliers, which are common features of aCGH data. As a result, lowess-based dye bias normalization approaches normally use robust regression techniques, becoming computationally intensive and severely limiting if applied to microarrays comprising >300 000 probes (Wang et al., 2004) .
Normalization methods based on fitting smoothing spline functions have most often been seen in relation to 'between-chip' quantile normalization of microarrays (Skvortsov et al., 2007) and although promising work has been carried out previously (Workman et al., 2002) have thus far seldom been applied to two-colour aCGH microarray data. One possible explanation for this is that when fitting a spline curve only a subset of data is used and without appropriate action can lead to inaccurate data adjustment when applied to complex datasets (Springer et al., 2009 ).
Here we describe an efficient, robust normalization method using natural cubic spline interpolation (aCGH.Spline), which consistently removes, in a computationally efficient manner, the dye biases seen across a large range of aCGH data.
(Agilent, Santa Clara, CA, USA and NimbleGen, Madison, USA). We support both the reading and writing of the Feature Extraction data format (Agilent), NimbleScan data format (NimbleGen) and a custom data format. aCGH.Spline will automatically flag data points using the image analysis exclusion criteria, which include: spot quality (circularity), spatial effects, low-intensity values and image intensity saturation. To render the method insensitive to outliers and reduce the likelihood of a poor fit and subsequent inaccurate data adjustment, every data point deviating from a defined threshold (see aCGH.Spline Documentation in Supplementary Material) outside of the central distribution of intensity log 2 ratios is excluded from the fitting step. The threshold applied to exclude data points within the spline fit is directly linked to the inherent variability ('noise') of the dataset. Noise calculation can be performed using two different approaches.
The first approach is to calculate the 68th percentile of the absolute median-normalized log 2 ratios between the Cy5 and Cy3 intensities: this value (rp68) is a robust estimation of the experimental log 2 ratio variability (Fiegler et al., 2006) . The second approach is based on assessing the interquartile range between consecutive data points by calculating the derivative log 2 ratio spread (dLRs).
Noise estimations of highly complex aCGH datasets (e.g. annioploid samples) can be difficult. Large-scale re-arrangements (CNA's) are likely to produce more then one distinct distribution within a dataset. The 'rp68', being based on a Gaussian distribution, is highly likely to report with a falsely elevated value in such cases. As the 'dLRs' value is based on the distribution of differences between consecutive data points, it will give a better estimation of the normally distributed noise within such datasets. To further aid in this type of noise estimation, we provide a custom segmentation method to perform an initial change point detection analysis on the raw data values. This allows us to estimate the true baseline or centralized log 2 ratio distribution as well as allowing us to assess the log 2 ratio distribution as if it were unimodal (see aCGH.Spline Documentation in Supplementary Material).
Spline fitting
aCGH.Spline is based on a natural cubic spline using Gaussian elimination and backward substitution to obtain the cubic coefficients (Mathews, 1992) . The two intensity distributions are fitted independently towards their geometric mean.
The cubic splines used are of the form:
The number of knot points and an offset parameter can be adjusted. The offset parameter gives the option of performing a number of spline fits by offsetting the knot points by a given value. If a given set of coordinates (knots points) are {(x 0 ,y 0 ),(x 1 ,y 1 ),...,(x n ,y n )}, the required set of n splines are S i (x),i = 0,...,n−1. These are then computed, using Gaussian elimination, subject to the usual derivative constraints for the splines. Spline interpolation is carried out using the coefficients obtained from each of the offset knot points and the mean result is taken.
Linear interpolation of outlier values
After spline fitting, we perform a linear interpolation on the original data values and the spline fitted values to calculate the fitted value for every outlier data point. The formula for this linear interpolation step is:
where 'd' is the outlier fitted value, 'g' is the outlier original value, 'g 1 ' and 'g 2 ' are the original values for the flanking points within the original dataset which were included in the spline fitting step and 'd 1 ' and 'd 2 ' are the corresponding (fitted) values to 'g 1 ' and 'g 2 '.
By using this approach we are able to estimate accurately the adjustment values for all outlier data points without allowing them to affect the overall spline fit.
Comparison of normalization methods
To assess the quality and speed of our method, we compared aCGH.Spline against four different dye bias removal strategies currently available in R. The four methods are: 'qspline.normalize' contained inside the bioconducter package 'affy' (Yang et al., 2002) , 'printTipLoess' contained inside the bioconducter package 'marray' (Yang et al., 2002) , the 'popLowess' method (Staaf et al., 2007) and a simple method utilizing the default 'Lowess' function in R. To assess every method reliably, we used 12 replicate experiments run on a custom 244k oligonucleotide whole-genome tiling array, generated by co-hybridizing the well-known samples NA15510 and NA10851 (available at http://ccr.coriell.org).
Estimation of false discovery rate
To quantify the effect of the different normalization methods on the detection of copy number change point intervals, we estimated false discovery rates (FDRs) by using an ultra high-resolution CGH platform as the gold standard. This platform-the 42M set-consists of a set of 20 NimbleGen arrays containing 2.1 million probes, giving a total of 42 million features evenly spaced across the entire genome with a median coverage of one probe every 56 bp (Conrad et al., 2010) . DNA samples from 40 human individuals (including NA15510) were compared to one single reference sample (NA10851) on the 42M set (data provided by the International GSV consortium-http://www.sanger.ac.uk/humgen/cnv/) and CNVs were detected using the genome alteration detection analysis (GADA) algorithm (Pique-Regi et al., 2008) .
We then applied six different settings of the GADA algorithm to detect copy number change point intervals from the custom 244k Agilent array. For the six different settings, we constantly kept 'alpha' (the sparseness hyperparameter) at a value of 0.1 and varied only 'T ' (the difference between the sample averages of the probes falling on the left and right segment, divided by a pooled estimation of the standard error) and 'minL' (the total number of probes required to detect a change). Settings 1, 2 and 3 had a 'minL' of 2 and a 'T ' of 2, 3 and 4, respectively, whereas settings 4, 5 and 6 had a 'minL' of 3 and a 'T' of 2, 3 and 4, respectively. As a final step, we also filtered out any change point with an absolute mean ratio of <0.1.
A large number of the features discovered as a result of the 42M study were experimentally validated using either Fluorescence in situ hybridisation (FISH) or PCR (Conrad et al., 2010) . The CNV change point intervals from the 42M set were filtered to contain only intervals that could be detected on the 244k Agilent array when applying each of the different GADA settings (Fig. 3A and B) . This gave us a minimum functional false discovery resolution of 35.4 kb, equal to one-third of the coverage on our 244k Agilent array (median probe spacing of 11.8 kb). We then compared the intervals detected on the 244k Agilent array against those from the filtered 42M set and calculated both FDR as well as the true and false positive rates as follows:
• True positives (TPs) were defined as an interval detected on the Agilent array, which had any overlap with an interval from the filtered 42M set.
• False positives (FPs) were defined as an interval detected on the Agilent array that had no overlap with any interval from the filtered 42M set.
• True negatives (TNs) were defined as the number of change point intervals seen over the entire filtered 42M dataset (39 samples) that which had no overlap with either the 42M data or the 244k Agilent data for the co-hybridization between NA15510 and NA10851.
• False negatives (FNs) were defined as an interval detected on the filtered 42M set that had no overlap with any interval from the 244k Agilent data.
Comparison with 'CGHNormaliter'
To highlight the benefits of using aCGH.Spline to remove the dye bias and estimate the true baseline of complex datasets, we compare aCGH.Spline against the recently published 'CGHNormaliter' bioconductor package. 'CGHNormaliter' was specifically developed to deal with complex datasets and uses an iterative approach (van Houte et al., 2009) . We used Case 4 from the ALL lymphoblastic leukaemia dataset (van Houte et al., 2009) to compare the performance of the two algorithms. We ran both CGHNormaliter and aCGH.Spline using their default settings, for aCGH.Spline we then applied the 'CGHcall' algorithm (van de Wiel et al., 2007) to the resulting log 2 ratio using the same settings as are used by the final change point detection of CGHNormaliter (van Houte et al., 2009) . From the resulting 'aCGHcall' objects we plotted the data to produce the two Figure 4A and B. We have also produced similar figures for three further cases from the ALL dataset and have included them within the Supplementary Material.
RESULTS

Assessment of normalization quality
We have developed a new normalization method-'aCGH.Spline' -to correct dye biases on aCGH profiles. As shown by a number of previous studies, non-linear dye bias normalization methods outperform and add considerable benefit over their linear counterparts (Berger et al., 2004; Wang et al., 2004; Workman et al., 2002; Yang et al., 2002) . We have compared aCGH.Spline to four different, freely available, non-linear methods within the R environment. In order to obtain a reliable comparison between the different normalization methods, we used 12 replicate aCGH experiments (NA15510 versus NA10851) on one custom Agilent 244k whole-genome microarray and applied every normalization method to each replicate. Then we compared normalization performances in two different ways. First, we estimated the inherent variability ('noise') of each normalized profile by two independent measurements: the dLRs (the dLRs, a metrics developed by Agilent Technologies) and the rp68 (the 68th percentile of median-normalized absolute log 2 ratio values). Secondly, each normalized profile has been analysed using the GADA change point detection algorithm (Pique-Regi et al., 2008) , which is available as an R package on the comprehensive R archive network (CRAN). By using an independent set of highresolution aCGH data as gold standard (see Section 2 for details), we calculated for each profile the CNV FDR, FP rate (FPR) and TP rate (TPR) after applying six different settings of the GADA algorithm ( Fig. 3A and B) .
For the improvement of inherent experimental variability ('noise') across all 12 samples, we see that when using either the robust locally weighted regression methods ('marray' and 'poplowess') or aCGH.Spline there is a strong decrease in both the dLRs and rp68 value (Fig. 1A and B) . When looking at the samples within the middle of the noise distribution ( Fig. 1C and D) we see that, for the rp68, there is a strong decrease in noise for all normalization methods with the exception of 'qspline.normalize'. For the dLRs value we see a less strong, but marked improvement in noise for all normalization methods when compared to using only a global median (Fig. 1B and D) .
It is clear that, when using only a global median normalization, dye bias removal will surely be compromised due to not accounting for any non-linear effects ( Fig. 2A) . Moreover, when using either the global spline fitting method 'qspline.normalize' or the locally weighted regression method 'R lowess', where no prior outlier exclusion is applied, outlier data points are likely to affect curve fitting, thus resulting, for both methods, in inaccurate adjustment of both outlier and non-outlier data points ( Fig. 2B and C) . When using the robust regression methods, 'marray' and 'poplowess', the adjustment of data points are not adversely affected by outlier values; however, the adjustment itself results in the distribution of data points being forced towards a normal distribution ( Fig. 2D and E) . With aCGH.Spline, by excluding outlier values prior to spline fitting and correcting them by posterior interpolation, we were able to adjust accurately both outlier and non-outlier data points (Fig. 1D) . This allows us to retain a distribution of data points closer to the true distribution ( Fig. 2A and F) but with most of the dye bias removed (Fig. 2F) .
The receiver operating characteristics (ROC) curves based on mean values across the 12 replicates for every GADA setting indicate that aCGH.Spline demonstrates improved sensitivity (TPR) below the 5% FP cut-off when compared to all other normalization methods (Fig. 3B) . We also found that on average aCGH.Spline came out top in terms of the reduction of FDRs for each of the GADA settings used (Fig. 3A) . Furthermore, aCGH.Spline performed consistently well for the reduction of FDRs for each of the individual samples, the ROC curves and FDR for each individual sample can be found in Supplementary Material (see ROC curves and FDR for 12 replicate aCGH datasets in Supplementary Material). We also observe that overall, across the 12 replicate datasets, aCGH.Spline comes out on top in terms of the reduction of FDR (Table 1 ) and for Replicate 3 shows a dramatic reduction in FDR compared to all other normalization methods.
Comparison with 'CGHNormaliter'
Figures 4A and B show that, for Case 4 from the ALL lymphoblastic leukaemia dataset (van Houte et al., 2009) , aCGHcall indentifies 14 duplications, most of which were confirmed by FISH, when using data normalized by either CGHNormaliter (van Houte et al., 2009) or aCGH.Spline. However, the probability of each change point (represented by the length of the green bars) is improved when using aCGH.Spline rather than CGHNormaliter. On top of that, normalizing the data using the default parameters for CGHNormaliter results in the incorrect identification of a deletion on chromosome 9. Additionally, both the normalization quality and noise reduction are highly comparable when using either aCGH.Spline or CGHNormaliter.
As a result of the iterative nature of the CGHNormaliter method (van Houte et al., 2009) , it has become computationally demanding and even when applied to a relatively small number of data points (<32 000) is considerably slower than aCGH.Spline. 244k Agilent whole-genome microarray after each normalization method using GADA setting 3 (alpha = 0.1, T = 4, minL = 2).
Computation speed
We measured the time required by aCGH.Spline to process a variety of array formats as well as the number of outlier interpolations performed (Table 2 ). In R 2.10, running on a MacBook4.1 Intel Core 2 Duo (2.1 GHz), aCGH.Spline takes on average 69 s (including file reading and writing) to process an Agilent Feature Extraction file containing 244 000 data points (performing 4820 outlier interpolations) and 499 s to process an Agilent Feature Extraction file containing 1 million data points (performing 30 404 outlier interpolations).
To assess the speed performance of aCGH.Spline against the other non-linear normalization methods, we computed the mean time taken by each method to process the 12 replicate 244k custom Agilent arrays. The 'R lowess' method took an average of 42 s and the 'qspline.normalize' method took an average of 46 s to process 244 000 data points; this level of performance was expected as neither method is fully robust to outliers. The two robust regression methods did not fair so well, the 'printTipLoess' method from 'marray' taking on average 482 and the 'popLowess' method 318 s to process 244 000 data points. We also calculated the time taken by 'CGHNormliter' to process the 244k Agilent arrays, taking on average 1923 s (32 min).
DISCUSSION
In this study, we have shown that aCGH.spline enables efficient dye bias removal on aCGH profiles, giving similar, if not superior, results to several approaches available within the R programming environment (Staaf et al., 2007; van Houte et al., 2009; Yang et al., 2002) . Interestingly, aCGH.Spline not only increases data quality by reducing the experimental noise (Fig. 1) , but also decreases the FDR (Fig. 3 and Table 1) in the majority of situations. Removing a large portion of the dye bias reduces the inherent noise of aCGH profiles and decreases the magnitude of falsely elevated or lowered log 2 ratio values (Fig. 2). Fig. 4 . aCGHcall detection of Case 4 from ALL (leu) dataset showing the detection probability of 14 experimentally validated duplications using data normalized by either CGHNormaliter or aCGH.Spline. (A) Data normalized by CGHNormaliter using default settings. (B) Data normalized by aCGH.Spline with the 'segN' option set to true. Plot resolution is 1:1, the green bars indicating the duplication detection probability and red bars indicating the deletion detection probability. Most of the 14 duplicated chromosomes [4-8,10-12,14,17,18,21-23(X) ] are confirmed by both CGHNormaliter and aCGH.Spline; however, the aCGH.Spline comes out top in terms of duplication probability.
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Estimating experimental variability can be difficult with highly rearranged or aneuploid samples where the majority of data points respond to an altered copy number state, thus falsely increasing noise estimations (Neuvial et al., 2006; Oshlack et al., 2007; Springer et al., 2009; Staaf et al., 2007; Yang et al., 2002) . We chose to use two different estimations of the systematic noise in aCGH profiles: (i) the rp68 (68th percentile of the absolute log 2 ratio values), which gives an accurate estimation of the spread of the noise within the centralized log 2 ratio distribution; (ii) the dLRs that measure the probe-to-probe noise across the array. Although both of these measures are, to some degree, insensitive to outliers, using a combination of the two is necessary for accurate quality control of aCGH data. Indeed, by using the dLRs value alone as a quality control (QC) metric, it is possible to miss subtle artefacts within the dataset. For example, the auto-correlation or 'wave' profile often seen in aCGH data (Marioni et al., 2007) will not be well reflected by a dLRs value. Additionally, by using only the rp68 value as a QC measure, the noise estimation of highly variable datasets (e.g. annioploid samples) can be compromised. As the use of ultra-high-resolution microarrays becomes a standard for aCGH analysis, it is important to be aware of the potential for increased FDRs. Using a custom microarray comprising 1 million probes in our hands leads to the detection of >1000 CNVs. With a FDR of 5% (which is usually considered as an acceptable cut-off) this analysis would include 50 false discoveries. Decreasing FDRs is of great importance for the identification of CNVs associated with disease or evolution and for avoiding unnecessary and wasteful validation of results.
aCGH.Spline is efficient for the normalization of arrays with >1 million data points and performs consistently over a range of data complexities (Figs 1, 2, 3 and 4) . This method is particularly useful for the processing of large numbers of ultra-high-resolution microarray datasets (Table 2) . Although all of the results presented here have been generated using Agilent aCGH arrays, the method can be applied to any dual colour microarray data. The aCGH.Spline R package contains various functions for the reading and writing of standard microarray data formats, including the complex feature extraction data format from Agilent, the generation of QC statistics and the plotting of data. The package is deliberately distributed with mild default parameters (see aCGH.Spline Documentation in Supplementary Material) and aims to include only data points that are representative of the dye bias within the spline fit. This reduces the likelihood of inaccurate adjustment of the data and tends to decrease the FDR (see Fig. 3 and Table 1) .
We are currently developing other methods to further improve the quality of aCGH data and remove some commonly observed artefacts; these new methods require some prior knowledge about array design and performance. The aCGH.Spline normalization method can be used to remove the dye bias from any aCGH profile and thus improve data quality without the need for any prior understanding of array performance characteristic.
Effective normalization of aCGH data is of great importance for inferring accurate estimations of copy number change (Oshlack et al., 2007; Staaf et al., 2007; Workman et al., 2002; Yang et al., 2002) . Here, we demonstrate that the aCGH.Spline method removes most of the dye bias seen between the two fluorophores Cy5 and Cy3 and results in a decrease in both the experimental noise and copy number change point FDR. Compared to Lowess-based methods (Staaf et al., 2007; van Houte et al., 2009; Yang et al., 2002) , the most widely used of normalization strategies for the reduction of the dye bias seen within aCGH data, aCGH.Spline demonstrates improved normalization performance as well as a reduction in computation time.
The aCGH.Spline method has been written in R and Java and submitted to the R-project as a package, available at http://cran.rproject.org. The distributed version of the R package utilizes the 'rJava' package and draws upon methods contained inside a Java class to increase speed performance. A Java GUI will be available soon, which allows the processing of most standard array data formats within an easy to use interface.
