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Zusammenfassung
Der vorliegende Interne Bericht enth

alt die Beitr

age zum Seminar
"
Netzwerk-Manage-
ment und Hochgeschwindigkeits-Kommunikation\, das im Sommersemester 1996 zum
14. Mal stattgefunden hat.
Die Themenauswahl kann grob in folgende f

unf Bl

ocke gegliedert werden:
1. Ein Block ist dem Management von Netzen gewidmet. Hier werden zum einen all-
gemeine Ans

atze wie TMN und TINA vorgestellt und der Einsatz objektorientierter
Techniken im Management diskutiert. Zum anderen nden sich Beitr

age zum Mana-
gement in ATM-Netzen. Themen sind hier das ILMI, Aspekte des Accounting sowie
das Fehler- und Leistungsmanagement in ATM.
2. Ein zweiter Block besch

aftigt sich mit Fragen im Zusammenhang von Multicast in
ATM-Netzen. Hier werden der Mechanismus der Adreau

osung mittels des MARS-
Konzepts sowie die reihenfolgetreue Auslieferung in Multicast-Gruppen diskutiert.
3. Ein weiteres Thema ist ein Vergleich aktueller Authentisierungs- und Zertizierungs-
systeme und liegt damit im Bereich der Sicherheit von Systemen.
4. Der vierte Themenbereich des Seminars besch

aftigt sich mit dem ATM-Adaptions-
schichtprotokoll SSCOP, das oft zur Unterst

utzung von Signalisierungsmechanismen
wie denen des Q.2931 eingesetzt wird.
5. Schlielich werden noch Aspekte verteilter Simulationen betrachtet.
Abstract
This Technical Report includes student papers produced within small lessons called
seminar of \Network Management and High Speed Communications". For the fourteenth
time this seminar has attracted a large number of diligent students, proving the broad
interest in topics of network management and high speed communications.
The topics of this report may be divided into ve blocks:
1. One block is devoted to the management of networks. Firstly, general approaches like
TMN and TINA are introduced, and the deployment of object-oriented techniques
in management is discussed. Secondly, there are contributions to the management
of ATM networks. Topics are the ILMI, aspects of accounting, and the fault and
performance management in ATM.
2. The second block deals with questions regarding multicast in ATM. Here, the MARS
mechanism for the resolution of addresses and aspects of ordered multicast commu-
nication are discussed.
3. Another topic is a comparison of recent authentication and certication systems,
taken from the area of security in communication systems.
i
4. The fourth area covered in the seminar deals with the ATM adaptation layer protocol
SSCOP, which is often used to support signalling mechanisms like those specied in
ITU Q.2931.
5. Finally, aspects of distributed simulations are dealt with.
ii
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Vorwort
Das Seminar
"
Netzwerk-Management und Hochgeschwindigkeits-Kommunikation\ er-
freute sich in den letzten Jahren immer gr

oerer Beliebtheit. Gerade heutzutage sind
Stichworte wie
"
ATM\,
"
Quality of Service\,
"
Mobil-Kommunikation\ oder
"
Internet\
in aller Munde. Daher sind die Forschungsgebiete in diesen Bereichen auch von allge-
meinem Interesse, so da sie eine derartige Vielzahl von innovativen Arbeiten aufweisen
k

onnen, deren Behandlung in anderen Lehrveranstaltungen so detailliert nicht m

oglich
ist.
Jetzt liegt auch der nunmehr vierzehnte Seminarband als Interner Bericht vor. Durch
die engagierte Mitarbeit der beteiligten Studenten konnte so zumindest ein Ausschnitt
aus dem komplexen und umfassenden Themengebiet klar und

ubersichtlich pr

asentiert
werden. F

ur den Flei und das Engagement der Seminaristen sei daher an dieser Stelle
recht herzlich gedankt.
Die ausgesprochen gute Resonanz bei den Studenten hat uns veranlat, auch im Winter-
semester 1996/97 ein derartiges Seminar | nat

urlich mit ge

andertem aktuellem Inhalt
| durchzuf

uhren, so da bald ein weiterer Interner Bericht mit neuen Forschungser-
gebnissen aus innovativen Tagungsbeitr

agen erscheinen wird. Doch vorerst sollen im
vorliegenden Band folgende Themengebiete vorgestellt werden:
Telecommunication Management Network
Der Betrieb und die Wartung moderner Telekommunikationsnetze kann nur durch um-
fassende technische Unterst

utzung

okonomisch realisiert werden. Diese Unterst

utzung
soll zuk

unftig verst

arkt durch Telekommunikations-Management-Netze (TMN) erbracht
werden. An der Standardisierung solcher Managementnetze wird bereits seit 1986 auf
internationaler Ebene gearbeitet. Der Beitrag gibt eine Einf

uhrung in die bisher erarbei-
teten Konzepte von TMNs und einen

Uberblick

uber die wichtigsten Standardisierung-
gremien in diesem Bereich.
Vergleich aktueller Authentisierungs- und Zertizierungssysteme
Mit der zunehmenden Vernetzung von sowohl Rechnern zu lokalen Netzen als auch der
Verkn

upfung der lokalen Netze zu einem globalen Internetzverbund

uber Weitverkehrs-
netze steigt der Bedarf an Sicherheitsdiensten, die sicherstellen, da Rechnerressourcen
nur von den Personen genutzt werden k

onnen, die dazu berechtigt sind. Authentisierung
ist der Sicherheitsdienst, mit dem die Identit

at von Instanzen

uberpr

uft werden kann.
Dieser Beitrag stellt aktuelle Authentisierungs- und Zertizierungssysteme gegen

uber
und vergleicht ihre spezischen St

arken und Schw

achen miteinander.
Einsatz objektorientierter Techniken im Netzwerk- und
Anwendungsmanagement
Der Beitrag gibt eine Einf

uhrung in objektorientierte Konzepte und beschreibt ihre Nut-
zung in den Bereichen des Netzwerk- und Anwendungsmanagements.
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Das Adaptionsschichtprotokoll SSCOP
Der von der ATM-Schicht zur Verf

ugung gestellte Dienst ist nicht zuverl

assig; es k

onnen
bei der

Ubertragung beispielsweise Zellen verlorengehen. Das Protokoll SSCOP (Service
Specic Connection Oriented Protocol) kann als SSCS (Service Specic Convergence
Sublayer) der ATM-Adaptionsschicht eingesetzt werden und bietet an seiner Dienst-
schnittstelle einen gesicherten Dienst. Dieser wird etwa von Signalisierungsprotokollen
genutzt.
Dieser Beitrag stellt die Funktionsweise von SSCOP vor und geht auch auf dessen Lei-
stungsf

ahigkeit ein.
Adreau

osung f

ur Multicastgruppen mit MARS
Das Internet Protocol (IP) stellt einen verbindungslosen Multicast-Dienst zur Verf

ugung,
der eine 1:N-Kommunikation im Internet erm

oglicht. Mit demMARS (Multicast Address
Resolution Server) liegt ein Mechanismus vor, der diesen Dienst auf den verbindungs-
orientierten Dienst, der vom User Network Interface (UNI) 3.0/3.1 von ATM angeboten
wird, abbildet.
Die verwendeten Mechanismen sowie ein typischer Ablauf einer Mehrpunkt-Kommuni-
kation werden in diesem Beitrag vorgestellt. Darin wird auch auf die zwei m

oglichen
Realisierungsformen f

ur Multicast

uber IP mittels MARS | ein Netz von Multicast
ATM-Verbindungen bzw. Nutzung sogenannter Multicast Server (MCS) | eingegangen.
Reihenfolgetreue Auslieferung in Multicast-Gruppen
Arbeiten beispielsweise mehrere Benutzer mit einer Datenbank, die auf einem zweiten
Rechner gespiegelt wird oder die sogar verteilt realisiert ist, so ist es unbedingt erforder-
lich, da

Anderungsauftr

age bei alle Teilen der Datenbank in der gleichen Reihenfolge
durchgef

uhrt werden. Dabei kann ein Dienst hilfreich sein, der eine gesicherte, reihenfol-
getreue Auslieferung von Nachrichten im Multicast- (1:N-) oder Multipeer- (M:N-) Fall
sicherstellt.
Dieser Beitrag stellt verschiedene Vorgehensweise vor, mit denen ein solcher Dienst be-
reitgestellt werden kann. Dabei wird auch auf Fragen der Leistungsanalyse eingegangen.
Aspekte verteilter Simulationen
Ereignisgesteuerte Simulationen bieten f

ur bestimmte Fragestellungen eine gute Hilfe
zur Analyse von Systemen, die nicht und nur sehr schwierig analytisch zu erfassen sind.
Solche Simulationen k

onnen mitunter sehr umfangreich werden. Aus diesem Grund ist
man bestrebt, solche Simulationen auf mehrere Rechner zu verteilen.
Der Beitrag beginnt mit einer Vorstellung von Grundlagen ereignisgesteuerter Simula-
tionen. Anschlieend wird auf Aspekte der Verteilung, insbesondere m

ogliche Realisie-
rungsformen, und die damit verbundenen Schwierigkeiten eingegangen.
vi
Interim Local Management Interface
Vom ATM Forum wurde f

ur das Management von privaten ATM-Netzwerken ein Ma-
nagement-Interface festgelegt. Dieses Interim Local Management Interface (ILMI) basiert
auf dem Protokoll SNMP, dem Managementprotokoll des Internets. Dieser Beitrag stellt
die ILMI-Schnittstelle vor. Dabei wird zum einen die Schnittstelle selbst sowie das Pro-
tokoll behandelt, zum anderen wird die ILMI-MIB, die Management Information Base
mit allen Managementobjekten der ILMI-Schnittstelle, vorgestellt. Hierbei ist vor allem
der abschlieende Vergleich mit der ATM-MIB der IETF von Interesse.
Fehler- und Leistungsmanagement in ATM-Netzen
Zwei Bereiche des Netzwerkmanagements, das Fehler- und das Leistungsmanagement,
werden in dem vorliegenden Beitrag in Bezug auf ATM-Netzwerke untersucht. Grundle-
gende Funktionen zu diesen beiden Bereichen des Managements von ATM-Netzwerken
werden mit Hilfe von OAM-Zellen (Operation, Administration and Maintenance) rea-
lisiert, die parallel zu den eigentlichen Nutzdaten auf dem ATM-Netzwerk

ubertragen
werden k

onnen. Der Beitrag beinhaltet einerseits eine Vorstellung aller Funktionen, die
durch OAM-Zellen momentan zur Verf

ugung gestellt werden. Andererseits wird der Vor-
schlag f

ur eine MIB (Management Information Base) behandelt. Diese MIB deniert
Objekte f

ur das Testing von ATM-Netzen. Dabei werden f

ur die Durchf

uhrung dieser
Tests haupts

achlich OAM-Zellen benutzt.
Accounting in ATM-Netzen
Bezogen auf das Netzwerkmanagement l

at sich Accounting in den Teilbereich des Ab-
rechnungsmanagements einordnen. Die wesentliche Aufgabe dabei ist, Daten

uber die
Benutzung des Netzwerks und seiner Ressourcen zu erfassen. Diese Daten werden von den
ATM-Systemen gesammelt und in einer MIB dem Netzwerkmanagement zur Verf

ugung
gestellt. Neben der Beschreibung des Accountings in ATM-Netzen besch

aftigt sich dieser
Beitrag im wesentlichen mit einem Vorschlag f

ur eine Accounting-MIB.
Telecommunications Information Networking Architecture (TINA)
Die Telecommunications Information Networking Architecture wurde 1990 im Rahmen
eines eigens daf

ur durchgef

uhrten Workshops entwickelt. Ziel des gegr

undeten TINA-
Konsortiums ist es, eine allgemeine Architektur festzulegen, welche die Bereiche der
Informatik und der Telekommunikation zusammenbringt. Dieser Beitrag beschreibt zum
einen die bis heute festgelegte TINA-Architektur und stellt zum anderen das TINA
Network Resource Model vor.
vii
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Telecommunication Management Network
Thomas Dietz
Kurzfassung
Dieser Artikel gibt einen

Uberblick

uber die Architektur eines Telekommunikations-Management-
Netzwerkes. Er stellt das funktionale Architektur-Modell vor, das die Funktionalit

at des Ma-
nagement Netzwerkes in verschiedene Bl

ocke aufteilt. Die physikalische Architektur integriert
die verschiedenen Funktionsbl

ocke in Ger

aten und deniert die Schnittstellen zwischen den
Ger

aten. Desweiteren werden einige ausgew

ahlte Funktionseinheiten und Funktionen beschrie-
ben, die Informationen zwischen verschiedenen Netzwerkelementen transportieren. Auerdem
wird noch kurz auf die TMN Schichten und die Verteilung von TMN-Funktionen eingegangen.
Am Schlu werden noch einige Gremien und Organisationen vorgestellt, die an der Standardi-
sierung der Telekommunikations-Management-Netzwerke arbeiten.
1 Einleitung
Telekommunikationsnetzwerke werden jeden Tag gr

oer und
"
intelligenter\ und ihre Ver-
teilung nimmt immer mehr zu. Die Netzwerke entwickeln sich zu softwarebasierten Syste-
men mit tausenden von intelligenten Netzwerkelementen, die eine Vielzahl von Diensten
bereitstellen. Um diese Netzwerke zu betreiben und zu verwalten ist eine entsprechende
Infrastruktur n

otig. Eine solche Infrastruktur soll durch ein Managementnetzwerk mit
Standard-Protokollen, Schnittstellen und Architekturen geschaen werden, das von der
International Telecommunications Union{Telecommunications (ITU-T { fr

uher CCITT)
als Telecommunications Management Network (TMN) bezeichnet wird.
Das TMN soll die Funktionen f

ur den Betrieb, die Verwaltung und die Instandhaltung des
Telekommunikationsnetzwerks bereitstellen. Diese Funktionen k

onnen in zwei Gruppen
eingeteilt werden { die Basisfunktionen und die erweiterten Funktionen. Die Basisfunk-
tionen sind
{ Managementfunktionen wie Kongurationsmanagement, Leistungsmanagement, Feh-
lerbehandlung, Accounting-Management und Sicherungsfunktionen;
{ Kommunikationsfunktionen zwischen den verschiedenen Funktionseinheiten;
{ und Plannungsfunktionen, unter anderem auch die physikalische Plannung des Netzes
und Arbeitsplannung.
Diese Basisfunktionen dienen als Grundlage f

ur die erweiterten Funktionen, die dann
Funktionen wie Dienstmanagement, Wiederherstellung des Netzwerkes, Rekonguration
und Bandbreitenzuteilung erm

oglichen.
Ich m

ochte in diesem Artikel TMNModelle, Architekturen, Standardschnittstellen, Kom-
munikationsfunktionen und auch die Verteilung der TMN-Funktionen vorstellen. Der Ar-
tikel kann aber nur einen

Uberblick geben, da ein TMN sehr verschiedene Auspr

agungen
haben kann.
1
2 Funktionales Architektur-Modell
Funktional gesehen ist das TMN ein eigenst

andiges Netzwerk, das die Verwaltung ei-
nes Telekommunikationsnetzwerkes erm

oglicht. In der Realit

at wird es aber Teile des
Telekommunikationsnetzwerkes mitbenutzen, um seine Funktionalit

at zu erbringen. Mit
anderen Worten: Teile des TMN k

onnen ein im Telekommunikationsnetzwerk eingebet-
tetes logisches Netzwerk sein.
Das TMN stellt nun die Mittel bereit, um die Informationen, die mit der Verwaltung
eines Telekommunikationsnetzwerkes und seiner Dienste zusamenh

angen, zu transpor-
tieren und zu verarbeiten. Die Funktionalit

at kann im wesentlichen in drei Bl

ocke einge-
teilt werden, den Betriebssystem Funktionsblock (operations systems function OSF), den
Vermittlungsfunktionsblock (mediation function MF) und den Kommunikations Funkti-
onsblock (data communication function DCF). Auerdem beinhaltet das TMN Teile der
Netzwerkelement Funktionsbl

ocke (network element function NEF), der Arbeitsstatio-
nen Funktionsbl

ocke (workstation function WSF) und der Q Adapter Funktionsbl

ocke
(Q adaptor function QAF) des Telekommunikationsnetzwerkes. Die einzelnen Funktions-
bl

ocke haben die folgende Funktionalit

at:
Operations Systems Functions Blocks: Diese Bl

ocke beinhalten die meisten der Ba-
sis- und der erweiterten Funktionen aus Abschnitt 1. Es werden viele verschiedene
Bl

ocke ben

otigt um die ganzen Management- und Planungsfunktionen der heutigen
Telekommunikationsnetzwerke zu erf

ullen. Die ITU-T deniert vier OSF Bl

ocke, um
verschiedene Schichten zu unterst

utzen, das Business Management Layer, das Service
Management Layer, das Network Management Layer und das Network Element Ma-
nagement Layer auch Subnetwork Management Layer genannt (vgl. dazu Abschnitt
6.1).
Mediation Function Blocks: Die MF Bl

ocke erlauben den verschiedenen TMN-Funk-
tionsbl

ocken, miteinander

uber verschiedene Schnittstellen bzw. Referenzpunkte zu
kommunizieren. Die Grenzen zwischen OSF und MF Bl

ocken sind nicht klar gezo-
gen, da die ITU-T auch Verarbeitungs- und Transportfunktionen f

ur die MF Bl

ocke
deniert. Beispiele f

ur MFs sind Informationstransportfunktionen wie Protokoll-, Si-
gnalkonvertierung, und Routing und Informationsverarbeitungsfunktionen wie Aus-
f

uhrung, Speicherung und Filterung.
Data Communications Function Blocks: Die Hauptfunktionalit

at dieser Bl

ocke ist
der Informationstransport f

ur die Kommunikation zwischen den verschiedenen TMN-
Bl

ocken.
Network Element-Network Management Function Blocks: Da die Netzwerkele-
mente in den letzten Jahrzehnten immer intelligenter geworden sind, wurden viele
OSF und MF Funktionen in die NEs integriert. Beispiele f

ur NE-NM Funktionen
sind Protokollkonvertierung, Routing, Fehlerlokalisierung und Datenbackup.
Workstation Network Management Function Blocks: Die WS-NMF Bl

ocke stel-
len die Funktionen f

ur die Benutzerinteraktion zur Verf

ugung.
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Q Adaptor Network Management Function Blocks: Die Bl

ocke konvertieren zwi-
schen TMN Referenzpunkten und Nicht-TMN Referenzpunkten.
NE-NMF
NEF
WSF
WS-NMF
QA-NMF
QAF
OSF
MF
q3
q3
q3
q3
qx
qx
f
f
m
g
OSF
qx
x
x
Abbildung 1. TMN Funktionsbl

ocke und Referenzpunkte.
Die Verbindungen zwischen den einzelnen Funktionsbl

ocken sind Referenzpunkte. Ein
Referenzpunkt ist ein konzeptioneller Punkt an dem Information zwischen sich nicht

uberlappenden Bl

ocken ausgetauscht wird. Der Referenzpunkt wird zur Schnittstelle,
wenn die verbundenen Funktionsbl

ocke in getrennten physikalischen Ger

aten unterge-
bracht sind. Abbildung 1 zeigt die Funktionsbl

ocke im TMN mit ihren Referenzpunkten.
Im TMN sind die folgenden Referenzpunkte deniert:
q Referenzpunkt: Er verbindet die TMN OSF, MF, NEF, und QAF Funktionsbl

ocke
entweder direkt oder

uber DCF. Dabei verbindet der q3 Referenzpunkt NEF, MF,
QAF und OSF mit OSFs und der qx Referenzpunkt MF mit MF, NEF und QAF.
f Referenzpunkt: Er verbindet OSF und MF Funktionsbl

ocke mit dem WSF Funkti-
onsblock.
x Referenzpunkt: Er verbindet OSF Funktionsbl

ocke in verschiedenen TMNs oder
auch einen OSF Funktionsblock mit einer gleichwertigen Einrichtung in einer Nicht-
TMN Umgebung.
g Referenzpunkt: Er geh

ort eigentlich nicht mehr zum TMN, obwohl er Informationen
des TMNs

ubertr

agt. Der g Referenz Punkt ist auerhalb des TMNs zwischen WSF
und dem Benutzer anzusiedeln.
m Referenzpunkt: Er erm

oglicht es Netzwerkelemente zu managen, die nicht mit dem
TMN konform sind. Er ist ebenfalls auerhalb des TMNs anzusiedeln und stellt die
Verbindung zu den nicht TMN-konformen Einheiten dar.
3
3 Physikalische Architektur
Die TMN-Funktionen k

onnen in vielf

altiger Weise in einer physikalischen Architektur
implementiert werden. Die physikalische Architektur schat die Grundlage, um die In-
formationen f

ur das Management des Telekommunikationsnetzwerkes zu transportieren
und zu verarbeiten. Eine solche Architektur besteht aus Betriebssystemen (Operations
Systems OSs), Kommunikationsnetzwerken (Data Communications Networks DCNs),
Vermittlungsger

aten (Mediation Devices MDs), Arbeitsstationen (Workstations WSs),
Netzwerkelementen (Network Elements NEs) und Q Adaptern (Q Adaptors QAs).
Da die Telekommunikationseinrichtungen u.a. durch den Einsatz von Mikroprozessoren
immer komplexer werden, k

onnen die Architekturen sehr unterschiedlich ausfallen. Ein
Beispiel f

ur eine solche Architektur ist in Abbildung 2 gegeben. Es ist m

oglich, da
Teile wie z.B. MDs oder auch QAs fehlen. Auch die Auspr

agungen des DCN reichen von
einer einfachen Punkt-zu-Punkt-Verbindung bis zu einem komplexen paketvermittelnden
Netzwerk.
Die Referenzpunkte aus dem funktionalen Architektur-Modell werden hier zu Schnitt-
stellen, wenn die Funktionsbl

ocke in unterschiedlichen Ger

aten untergebracht sind. Die
Verbindungen zwischen den einzelnen Einheiten (NEs, OSs, WSs, usw.)

uber ein DCN
werden mit standardisierten Schnittstellen realisiert. Damit das TMN seine Manage-
mentfunktionen auch unabh

angig von der Art der einzelnen Ger

ate und deren Hersteller
erf

ullen kann, m

ussen kompatible Kommunikationsprotokolle mit kompatiblen generi-
schen Nachrichtendenitionen vorhanden sein. Die interoperable Schnittstelle vereinfacht
die Komunikationsprobleme in einem Netzwerk, das aus vielen Komponenten von ver-
schiedenen Herstellern besteht. Sie deniert den Protokollturm und die Nachrichten, die
mit diesem Protokoll verschickt werden. Sie basiert auf der objektorientierten Sichtwei-
se der Kommunikation, und alle Nachrichten manipulieren Objekte. Die interoperable
Schnittstelle ist also eine formal denierte Menge von Protokollen, Prozeduren, Nachrich-
tenformaten und Semantiken, die f

ur die Managementkommunikation benutzt werden.
Die TMN Schnittstellen basieren auf den Konzepten des OSI-Referenzmodells. Die Pro-
tokollt

urme sollten interoperable Schnittstellen unterst

utzen und sich, soweit es

okono-
misch m

oglich ist, an das OSI-Schichtenmodell halten.
Die Qx Schnittstelle: Sie unterst

utzt nur eine kleine Anzahl von Funktionen und be-
n

otigt deshalb auch im allgemeinen nur die Schichten 1 und 2 des OSI-Referenz-
modells. Sie wird h

aug f

ur einfache Funktionen wie das

Andern des Alarmstatus
oder R

ucksetzen von Alarmmeldungen usw. eingesetzt. Soll eine gr

oere Anzahl von
Funktionen unterst

utzt werden, so werden zus

atzliche Protokolldienste von Schicht 3
bis hin zu Schicht 7 ben

otigt.
Die Q3 Schnittstelle: Sie unterst

utzt die komplexen Funktionen und ben

otigt deshalb
meist die Protokolldienste von Schicht 1 bis 7. Manche Dienste k

onnen aus

okonomi-
schen oder auch leistungsbedingten Gr

unden entfallen.
Die X Schnittstelle: Sie unterst

utzt die Funktionen zwischen einem OS aus einem
4
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Abbildung 2. Eine einfache physikalische TMN Architektur.
TMN und einem OS aus einem anderen Management System. Sie ben

otigt ebenfalls
die Protokolldienste der Schichten 1 bis 7, um ihre Aufgabe zu erf

ullen. Sie kann u.U.
auch als Ersatz f

ur die Q3 Schnittstelle zwischen OSs eingesetzt werden.
Die F Schnittstelle: Sie unterst

utzt diejenigen Funktionen, die Arbeitsstationen

uber
ein DCNmit den Komponenten verbindet, die OSF und MF Funktionalit

at enthalten.
4 Funktionseinheiten
In diesem Abschitt m

ochte ich einen kurzen

Uberblick

uber die wichtigsten TMN-Funk-
tionseinheiten geben.
Embedded Communications Channels: Die bestehenden Standarddigitalsignale set-
zen sich aus Kan

alen, die Nutzdaten transportieren, und aus Kan

alen, die keine Nutz-
daten transportieren, zusammen. Die eingebetteten Kommunikationskan

ale (Embed-
ded Communications Channels ECC) sind die Kan

ale, die keine Nutzdaten transpor-
tieren. Das Wort
"
eingebettet\ bedeutet, da die ECCs von Digitalsignalen im sel-
ben physikalischen Medium wie die Nutzdatenkan

ale tranportiert werden. Hier sind
die ECCs von Bedeutung, die Netzwerkmanagement-Anwendungen unterst

utzen. Die
ECCs benutzen entweder schon existierende ungenutzte Bits in einem Digitalsignal
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oder reservieren sich eigene Bits im Digitalsignal. Die Neustrukturierung bestehen-
der Signalformate erm

oglicht oft freigewordene Bitfelder f

ur die ECCs zu nutzen.
Manch neue Signalformate haben reservierte, ungenutzte Kapazit

aten die f

ur ECCs
genutzt werden k

onnen. Wenn es notwendig ist, k

onnen auch ganze Kan

ale in einem
Digitalsignal als ECC genutzt werden.
Embedded Operations Channels: Die Teile der ECCs, die f

ur TMN Funktionen
und Anwendungen genutzt werden, sind die eingebetteten Operationskan

ale (Embed-
ded Operations Channels EOC). Man unterscheidet zwischen nachrichtenorientierten
EOCs (message-oriented EOCs) und bitorientierten EOCs (bit-oriented EOCs). Bei
nachrichtenorientierten EOCs werden die Informationen im Datenteil der h

ochsten
Protokollebene transportiert. Die Nachrichten k

onnen hier sehr viele Bits umfassen.
Im Gegensatz dazu sind die bitorientierten EOCs nur f

ur einfache Nachrichten wie
Fehler- oder Alarmanzeigen geeignet. Ihr Vorteil liegt darin, da sie keine h

oheren
Protokollschichten ben

otigen.
Operations Channel: Wenn f

ur die Kommunikation zwischen Netzwerkelementen (NE
zu NE bzw. NE zu OS) ein eigenes

Ubertragungsmedium zur Verf

ugung steht, nennt
man dies einen Operationskanal (Operations Channel OC). Die Unterscheidung zwi-
schen EOC und OC ist notwendig, da sie verschiedene physikalische Schnittstellen
besitzen.
Shared Channel: Bei den Shared Channels (SC) teilen sich Dienste und Management
Operationen einen Kanal im statistischen Mutiplexverfahren.
Network Element: Ein Netzwerkelement (Network Element NE) ist im allgemeinen
ein prozessorgesteuerter Netzwerkknoten der haupts

achlich Nutzdaten transportiert,
aber auch Daten f

ur Managementoperationen bef

ordern kann. Das NE unterscheidet
sich von OS und WS darin, da weder OS noch WS Nutzdaten transportieren.
Subnetzwerk
End-NE
DCNINE GNE OS
End-NE
End-NE
End-NE
End-NE
INE INE
Abbildung 3. Die verschiedenen NE Typen.
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Man unterscheidet drei verschiedene Arten von Netzwerkelementen: Gateway NEs
(GNE), Intermediate NEs (INE) und End NEs (siehe auch Abb. 3).
Gateway NE: Das GNE hat einerseits direkten Zugri zu einem paketvermittelnden
Netzwerk, einem OS oder einem weiteren GNE und andererseits Zugri auf ein
Subnetzwerk. Es erm

oglicht den entfernten Zugri auf die NEs im Subnetzwerk

uber EOCs oder OCs. Es routet den Verkehr, der durch den Knoten iet, bietet
statistisches Multiplexen und erf

ullt Gateway Funktionen wie Protokollkonvertie-
rung, Nachrichtenumsetzung oder Flukontrolle f

ur das Subnetzwerk. Ein GNE
verh

alt sich also wie ein Konzentrator oder eine Paketvermittlung.
Intermediate NE: Das INE hat, im Gegensatz zum GNE, keinen direkten Zugri
auf ein paketvermittelndes Netzwerk oder ein OS. Es besitzt aber auch unterge-
ordnete NEs und erf

ullt f

ur diese Elemente Routingfunktionen und statistisches
Multiplexen. Ein INE kann auch Gateway Funktionen besitzen.
End NE: Das End NE bearbeitet nur seinen eigenen Netzverkehr und braucht daher
auch keine Routingfunktionen oder statistisches Multiplexen. Es kann aber Zugri
zu einem beliebigen anderen NE, einem paketvermittelnden Netzwerk oder einem
OS haben.
Operations Interface Module: Das Operations Interface Module (OIM) stellt eine
Menge von generischen Funktionen und Protokollarchitekturen zur Verf

ugung, die
f

ur das Netzwerkmanagement ben

otigt werden. Die Funktionen und Protokollarchi-
tekturen k

onnen in Hardware oder Software oder auch in einer Kombination von
beidem implementiert werden. Sie k

onnen in einem NE integriert werden, in einem
eigenen Ger

at untergebracht sein oder auch eine Mischung aus beidem darstellen. Die
OIM Funktionen k

onnen in zwei Klassen eingeteilt werden { exklusive OIM Funk-
tionen (OIM dedicated functions OIM DFs) und gemeinsame OIM Funktionen (OIM
common functions OIM CFs). OIM DFs werden ausschlielich von NM Anwendungen
benutzt, wohingegen die OIM CFs auch mit anderen Anwendungen geteilt werden.
OIM CFs sind beispielsweise Routing und Multiplexen, Flukontrolle oder auch Ga-
teway Funktionen. Ein OIM kann sowohl nur aus OIM DFs bestehen als auch aus
einer Auswahl aller OIM Funktionen.
Generische NE Funktionen f

ur NM Data Networking:
Die folgenden NE OIM Funktionen stellen eine kleine Auswahl von Funktionen dar, die
f

ur den Betrieb eines TMN bzw. den NM Datentransport von Bedeutung sind. Sie sollen
einen

Uberblick

uber die Vielfalt der OIM Funktionalit

at geben.
EOC Access: Diese Funktion erm

oglicht einem NE den Zugri auf einen EOC in einem
digitalen Signal. Ein

Ubertragungsmedium kann viele solcher Signale transportieren,
und jedes Signal kann mehrere EOCs beinhalten.
EOC Monitoring: Diese Funktion erlaubt dem NE, den Inhalt eines EOC mitzulesen,
ohne seinen Inhalt zu ver

andern.
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EOC Termination: Diese Funktion erm

oglicht dem NE, der Endpunkt eines EOCs zu
sein und dessen Inhalt zu verarbeiten, d.h. Operationsnachrichten zu analysieren, zu
interpretieren und auszuf

uhren, Protokollkonvertierungen durchzuf

uhren und vieles
mehr.
EOC Protection Switching: Diese Funktion erlaubt es, beim Ausfall des prim

aren
EOC auf den Schutz-EOC auszuweichen. Abh

angig von der Architektur des Systems
und den Anforderungen an die Kommunikation kann dabei ein EOC mehrere prim

are
EOCs sch

utzen oder mehrere EOCs k

onnen als Schutz f

ur einen einzigen prim

aren
EOC vorgesehen sein.
EOC Status Indication and Report: Der EOC kann in drei Zust

anden sein: (1) ak-
tiv; (2)
"
standby\ (als Schutz-EOC); und (3) verf

ugbar. Die NEs sollten den jewei-
ligen Status der aktiven und der standby EOCs speichern und

Anderungen an das
entsprechende OS weiterleiten.
EOC Idle Code Insertion: Diese Funktion erm

oglicht dem NE, in der Zeit, in der kei-
ne Daten im EOC gesendet werden, einen Leerlaufcode zu senden. Ein EOC mit ge-
nerischer Schnittstelle k

onnte zum Beispiel das Flag 01111110 von LAPB und LAPD
oder auch nur 1en als Leerlaufcode besitzen.
Statistical Multiplexing (Concentration): Diese Funktion macht es dem NE m

og-
lich, ankommende Nachrichten zu kombinieren und

uber den entsprechenden Aus-
gang weiterzuleiten nachdem evtl. notwendige Manahmen wie Protokollkonvertie-
rung oder Puerung durchgef

uhrt wurden. Die Funktion soll auch zur Kostenredu-
zierung (

Ubertragungskosten etc.) beitragen.
Protocol Conversion: Diese Funktion erm

oglicht zwei verschiedenen Protokollt

urmen
miteinander zu kommunizieren. Sie ist n

otig, weil NEs, OSs und paketvermittelnde
Knoten verschiedene generische Schnittstellen f

ur den NM Datentransport benutzen
k

onnen.
Address Mapping: Diese Funktion erlaubt einem NE, Nachrichten zwischen zwei un-
terschiedlichen Schnittstellen zu routen, die zwei verschiedene Adressierungsalgorith-
men verwenden oder ein unterschiedliches Adreformat besitzen.
Message Translation: Diese Funktion wird ben

otigt, wenn zwei Knoten miteinander
kommunizieren wollen, die ein unterschiedliches Nachrichtenformat benutzen. F

ur
manche Funktionen reichen einfache bitorientierte Nachrichten aus. Ein NE kann
nun solche Nachrichten interpretieren und einen Bericht mittels zeichenorientierten
Nachrichten an das OS senden. Auch kann zum Beispiel der bitorientierte EOC eines
kleinen NEs von einem GNE oder INE in einen zeichenorientierten EOC umgewandelt
werden.
Routing: Ein NE, das den NM Verkehr seiner untergeordneten NEs sammelt und sta-
tistisches Multiplexen durchf

uhrt, braucht Routingfunktionen, um den Verkehr der
f

ur andere Knoten bestimmt ist, weiterleiten zu k

onnen.
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Alternate Routing: Alternatives Routen soll die Verl

alichkeit und die Leistung eines
NEs steigern. Dadurch, da alternative Wege zur Verf

ugung stehen, kann der Ausfall
eines Knotens kompensiert werden und somit die Verl

alichkeit erh

oht werden. In

Uberlast- oder Stausituationen kann ein alternativer Weg gew

ahlt werden und damit
die Leistung (hier: h

oherer Durchsatz und niedrigere Paketwartezeit) des Knotens
erh

oht werden.
Flow Control: Das NE kann ankommende Nachrichten zur

uckweisen, wenn es zu ei-
nem Fehler kommt oder das NE

uberlastet ist. Dabei kann das NE, je nach Art der
Flukontrolle, alle Nachrichten zur

uckweisen oder nur bestimmte Nachrichten, die
z.B. einen bestimmten Nachrichtenpuer betreen.
Message Duplication/Broadcasting: Diese Funktion erlaubt es dem NE, eine Nach-
richt, die es von einem anderen NE oder einem OS erhalten hat, zu vervielf

altigen
und an mehrere Ziele weiterzusenden. So k

onnen zum Beispiel Nachrichten an alle
NEs eines Subnetzwerks gesendet werden oder NEs benachrichtigt werden, die zu
einer bestimmten Gruppe geh

oren.
Die drei NE Arten unterst

utzen eine unterschiedliche Anzahl von NE Funktionen. F

ur
End NEs hat beispielsweise das Routing und das Multiplexen keine Bedeutung. Den
gr

oten Funktionsumfang besitzt das GNE, w

ahrend ein INE schon mit wesentlich we-
niger Funktionen auskommen kann.
5 Implementations-Architektur
Um alle erweiterten Dienste und Netzwerkf

ahigkeiten der heutigen groen Telekommuni-
kationsnetzwerke bereitzustellen, sind eine Vielzahl von Kommunikationswegen zwischen
den intelligenten NEs, OSs und WSs notwendig. Es ist aber meist

okonomisch nicht sinn-
voll, jedes NE direkt an ein paketvermittelndes Netz (Packet Switching Network PSN)
anzuschliessen. Besser ist es, wenn ein NE die NM Daten sammelt und dann an das
PSN weiterleitet, um Anschlukosten zu sparen. Weiter helfen generische NE Funktio-
nen und Schnittstellen Kosten zu sparen, da sie Produkte unterschiedlicher Hersteller
unterst

utzen sollen.
Die Kommunikationsfunktionen des TMN werden durch ein Kommunikationsnetzwerk
(DCN) realisiert. Da dieses DCN sehr gro werden kann, wird es, wie in Abbildung 4
zu sehen ist, in drei Teile zerlegt. Die Subnetzwerke sind ein Backbone-DCN (B-DCN),
und zwei Zugrisnetzwerke die OSs und NEs mit dem B-DCN verbinden. Das erste ist
das OS-Zugrisnetzwerk (OS-Access Network) und das zweite das NE-Zugrisnetzwerk
(NE-Access Network).
OS-Access Network: Es stellt die Kommunikationswege zwischen den OSs bereit und
verbindet die OSs mit dem B-DCN. Die einfachste Architektur besteht aus Punkt-zu-
Punkt-Verbindungen zwischen den OSs bzw. zwischen OS und NE. Da diese Architek-
tur meist nicht exibel und leistungsf

ahig ist, werden komplexere Architekturen wie
Hochgeschwindigkeits-LANs oder FDDI f

ur die Anbindung der OSs an das B-DCN
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und f

ur die Kommunikation der OSs untereinander eingesetzt. Die Anbindung an das
B-DCN erfolgt auch meist

uber mehr als ein GNE, um die Zuverl

assigkeit und den
Durchsatz zu steigern. Nat

urlich sind weiterhin einzelne direkte Verbindungen zwi-
schen OSs und dem B-DCN oder einem GNE m

oglich, um speziellen Anwendungen
Rechnung zu tragen und die Zuverl

assigkeit weiter zu steigern.
NE-Access Network: Es bindet die NEs an das B-DCN an und stellt die Verbindung
zu den einzelnen NEs her. Das Netzwerk benutzt EOCs, um die Zugriskosten auf
das B-DCN zu vermindern. Das EOC Konzept wird benutzt, um Netzwerkressourcen
(

Ubertragungsmedien, NEs, Schnittstellen) mit verschiedenen Anwendungen zu teilen
um NM Kosten zu reduzieren. Diese M

oglichkeit, Ressourcen zwischen Anwendungen
aufzuteilen, ist eine der wichtigsten Funktionen der heutigen ISDN Architekturen.
Da nicht alle NEs direkt an das B-DCN bzw. ein OS angeschlossen werden k

onnen,
werden GNEs, INEs und Vermittlungsger

ate benutzt, um ein NE-Access Network zu
bauen.
Backbone Data Communications
Network (DCN)
OS-Access Network
NE-Access Network
OS-1 OS-M
NE-1 NE-2 NE-N
Abbildung 4. Modell einer Implementations Architektur.
Die Vermittlungsger

ate werden eingesetzt, um den NM Netzverkehr derjenigen INEs
und End NEs zu sammeln, die nicht an ein GNE angeschlossen sind. Groe GNEs, die
Vermittlungsfunktionen besitzen, k

onnen auch direkt an ein OS angeschlossen sein.
Die

Ubertragungswege und -medien des Telekommunikationsnetzwerks sind schon
vorhanden, da die NEs Nutzdaten transportieren. Das Reservieren eines Teils der
Kapazit

at des digitalen Signals f

ur den EOC erm

oglicht es, kosteng

unstig ein NE-
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Access Netzwerk zu realisieren.
Backbone-DCN: Das B-DCN kann ein leitungsvermittelndes Netzwerk, ein paketver-
mittelndes Netzwerk oder ein beliebiges anderes Netzwerk sein. Dieser Abschnitt
befat sich mit paketvermittelnden Netzwerken als Grundlage f

ur ein B-DCN. Ein
eigenst

andiges PSN w

are keine kosteneektive L

osung, deshalb werden gemeinsam
benutzte PSNs verwendet.
Ein

oentliches PSN kann sowohl NM Daten als auch Nutzdaten transportieren,
besitzt aber einige Nachteile. So sind nicht

uberall Zug

ange zum PSN vorhanden
und wenn sie vorhanden sind reichen die

Ubertragungsraten meist nicht aus, so da
Multiplexer/Demultiplexer ben

otigt werden.
Die GNEs besitzen aber schon OIM Konzentrator- und Routingfunktionen. Aus-
gew

ahlte GNEs, sogenannte Backbone-GNEs (B-GNEs), k

onnen also benutzt werden,
um ein eingebettetes PSN zu implementieren. Die Kommunikation mit den B-GNEs
wird

uber EOCs abgewickelt. Die GNEs (oder auch MDs) sammeln und b

undeln NM
Verkehr aus den untergeordneten NEs und stellen die Funktionen bereit, um zwischen
B-DCN und dem NE-Access Network zu kommunizieren. Damit entf

allt die Notwen-
digkeit eines Multiplexers des gemeinsam genutzten PSNs. Die B-GNEs verhalten
sich wie einfache Paketvermittlungen, und die GNEs sind Zugriskonzentratoren.
Auerdem hat das Konzept des eingebetteten PSN noch weitere Vorteile: Mit der
Aufr

ustung eines NEs werden gleichzeitig die F

ahigkeiten des TMN aufger

ustet. Das
TMN protiert dann auch von erweiterten Funktionen wie dynamische Bandbrei-
tenreservierung oder Rekonguration des Netzwerks. Auch gibt es viele alternative
Routing- und Rekongurationsm

oglichkeiten, da ein GNE meist mit vielen weiteren
GNEs verbunden ist.
Ein eingebettetes PSN kann speziell f

ur Netzwerkmanagement ausgelegt sein oder
auch mit anderen Anwendungen geteilt werden. Es ist auch m

oglich, f

ur ein TMN
eine Kombination aus verschiedenen PSNs zu verwenden.
6 TMN Schichten und Verteilung von TMN
Funktionen
6.1 TMN Schichten
Wenn man ein Managementnetzwerk entwirft, mu man physikalische und logische Ge-
sichtspunkte ber

ucksichtigen. Die physikalischen Gesichtspunkte sind das Management
der physikalischen Einheiten (z.B. NEs, Stromversorgung etc.), und die logischen Ge-
sichtspunkte sind logische Einheiten wie Dienste, Netzwerkplanung, Arbeitseinteilung,
Accounting, Sicherheit usw. Die TMN Funktionen sind in f

unf funktionale Management-
schichten aufgeteilt, um den Entwurf eines TMN zu vereinfachen.
Network Element Layer (NEL): Die NEL TMN-Funktionen werden durch die NEs
bereitgestellt. Das NEL ist auch haupts

achlich f

ur das Management des NEs verant-
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wortlich. Die Funktionen beinhalten so grundlegende Funktionen wie Protokollkon-
vertierung, Adreumsetzung, sammeln von Leistungsdaten usw.
Network Element Management Layer (NEML): Das NEML wird oft auch Sub-
network Management Layer genannt. Seine Funktionen werden von einem Subnetwork
Controller (SNC) zur Verf

ugung gestellt. Die Schicht verwaltet eine Reihe von NEs
(ein Subnetzwerk). Einige Funktionen dieser Schicht sind NML Funktionen, haben
aber einen eingeschr

ankten Wirkungsbereich.
Network Management Layer (NML): Die NML Funktionen werden in der Regel
von den OSs erbracht. Diese Funktionen unterst

utzen die Anwendungen, die eine
Ende-zu-Ende Sicht des Telekommunikationsnetzwerks ben

otigen. Die Schicht sam-
melt und analysiert die Daten, die sie von der NEML erh

alt, und erzeugt eine globale
Sicht f

ur ihren Bereich. Die Schicht kommuniziert mit anderen Schichten

uber eine
Standardschnittstelle.
Service Management Layer (SML): Die SML ist nicht mit dem Management von
physikalischen Einheiten befat, sondern stellt den Kontaktpunkt zum Benutzer dar.
Business Management Layer (BML): Sie ist f

ur das ganze Unternehmen verant-
wortlich. Auf dieser Ebene werden Vertr

age mit den Operatoren geschlossen und
strategische Planungen unterst

utzt.
6.2 Verteilung von TMN Funktionen
In den heutigen Telekommunikationsnetzwerken ist die Netzwerkmanagement Intelligenz
gr

otenteils in den OSs angesiedelt. Die NEs besitzen so gut wie keine Intelligenz. Da die
Telekommunikationsnetzwerke weltweit immer st

arker wachsen und immer neue Dienste
anbieten, werden die OSs immer mehr mit Funktionen belastet, die sie davon abhalten
das Netzwerk ezient zu managen. Deshalb sollten Netzwerkmanagementfunktionen in
die bisher praktisch nicht vorhandene NEML Schicht bzw. in die NEL Schicht verlagert
werden. In zuk

unftigen TMN-Architekturen sollten OSFs und MFs gemeinsam von OSs,
SNCs und NEs implementiert werden.
Die TMN-Funktionen k

onnen dazu in zwei Klassen eingeteilt werden: globale Funktionen
und nichtglobale Funktionen. Die nichtglobalen Funktionen brauchen, im Gegensatz zu
den globalen Funktionen, keine Ende-zu-Ende Sicht des Netzwerks und k

onnen daher
von SNCs und NEs

ubernommen werden. Die globalen Funktionen sollten in den OSs
untergebracht sein, da sie eine Ende-zu-Ende Netzwerksicht oder eine sehr weitreichen-
de Kontrolle

uber das Netzwerk ben

otigen. Die globalen Funktionen bedienen sich der
nichtglobalen Funktionen, um komplexere Aufgaben wie Dienstmanagement, Wiederher-
stellung des Netzwerks oder dynamische Bandbreitenreservierung zu erledigen.
Um diese Verteilung zu erreichen, werden SNCs ben

otigt. Die SNCs werden in der Re-
gel von den gleichen Herstellern produziert, die auch die NEs vertreiben. Da SNCs die
Managementfunktionen der NEs benutzen und zus

atzlich noch verteiltes Management
erlauben, ist es m

oglich, kosteng

unstige L

osungen zu schaen. Auerdem k

onnen neue
Dienste, Produkte und Architekturen schneller eingef

uhrt werden. Die SNCs k

onnen auch
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helfen, die heutigen Flaschenh

alse und Leistungsprobleme zu l

osen. Die SNCs k

onnen
auf der Grundlage von Standard Hard- und Software Plattformen mit Standardschnitt-
stellen entwickelt werden, um Produkte verschiedener Hersteller zu unterst

utzen und die
Anwendungsentwicklung kosteng

unstig zu gestalten.
7 Standardisierungsbem

uhungen
ITU-T und ISO
Standards f

ur Telekommunikations-Management-Netzwerke werden von vielen nationa-
len und internationalen Gremien ausgearbeitet. Hier sollen kurz die wichtigsten Gruppen
vorgestellt werden.
1
Die internationale Standardisierung f

ur das TMN hat die Study Group IV der Internatio-
nal Telecommunications Union{Telecommunications (ITU-T)

ubernommen. Sie befat
sich mit den allgemeinen Modellen und auch mit Teilen der Dienste und der Technologie.
Die Study Group XI tr

agt zur Standardisierung der Protokolle und des Management-
Modells vor allem f

ur SS7 und verschiedene ISDN Anwendungen bei, und die Group XV
besch

aftigt sich mit den

ubertragungstechnischen Aspekten der Modelle.
Das ISO/IEC Joint Telecommunications Committee (JTC1) unterst

utzt die Arbeit der
ITU-T vor allem auf dem Gebiet der daten-orientierten Anwendungen. Die ISO befat
sich mehr mit der technischen Seite, arbeitet aber auch in der ITU-T Study Group VII
am Informationsmodell mit.
Die ITU-T Empfehlungen k

onnen in diverse Kategorien eingeteilt werden:
M.3000 Serie: besch

aftigt sich mit den allgemeinen Prinzipien des TMN und
dem Rahmenwerk,
M.3100 Serie: hat die TMN Modelle und Objektdenitionen zum Inhalt,
M.3200 Serie: beinhaltet die Managementdienste, die ein TMN unterst

utzen k

onnte,
M.3300 Serie: behandelt Aspekte der Arbeitsstationen, die an ein TMN
angeschlossen sind,
M.3400 Serie: befat sich mit den Management Funktionen, die TMN
Dienste unterst

utzen.
F

ur weiter Informationen siehe [Cci89] und [Cci92].
ANSI
In Nord-Amerika entwickelt das Komitee T1 Telekommunikationsstandards f

ur die ANSI.
Das technische Unterkomitee T1M1 begann 1986 damit, Schnittstellen-Standards f

ur die
TMN Schnittstellen zu entwerfen. Heute ist das Unterkomitee T1M1 damit besch

aftigt
die TMN Standards der ITU-T an regionale Gegebenheiten anzupassen. Auf Gebieten,
auf denen es noch keine Arbeiten der ITU-T gibt oder die Arbeiten nicht mit denen
1
Stand August 1992
13
des Komitees

ubereinstimmen, unterst

utzt das Komitee die ITU-T durch Informationen

uber ihre Sichtweise der TMN Modelle.
ANSI Standards sind:
T1.204: Lower Layer Protokolle f

ur OS/NE Schnittstellen
T1.208: Upper Layer Protokolle f

ur OS/NE Schnittstellen
T1.210: Architektur und Funktionen f

ur ein TMN
T1.215: Fehlermanagement-Nachrichten zwischen OSs und NEs
T1.224: Protokolle f

ur OS/OS Schnittstellen
ETSI
Das European Telecommunications Standards Institute (ETSI) ist das europ

aische Ge-
genst

uck zum Komitee T1. Das technische Unterkomitee NA4 ist f

ur die Arbeiten im
Zusammenhang mit TMN verantwortlich. Es produziert europ

aische Standards und stellt
auch seine Informationen der ITU-T zur Verf

ugung. Das ETSI und T1M1 sind dabei,
Prozeduren zu

uberarbeiten, um sowohl den regionalen als auch den internationalen
Bed

urfnissen Rechnung zu tragen.
ETSI Standards sind beispielsweise:
NA432: Allgemeine Prinzipien des TMN
NA43203: TMN Vokabular
NA433: Modellierung des TMN; Spezikation von Schnittstellen
TTC
Das TTC ist das japanische Gegenst

uck zu T1 und ETSI. Das TTC entwirft bisher keine
eigenen Standards. Es legt lediglich seine W

unsche der ITU-T zur Pr

ufung vor.
8 Ausblick
Wir haben hier ein Modell f

ur ein Telekommunikations Management Netzwerk gesehen.
Es wurde deutlich, da f

ur die Verwaltung eines Telekommunikationsnetzwerkes eine
Vielzahl von Funktionen n

otig ist. Durch die steigende Anzahl von Netzwerkelementen
und die immer gr

oeren (globalen) Netzwerke steigt auch der Verwaltungsaufwand. Te-
lekommunikationsnetze dienen auch nicht mehr nur der klassischen Telekommunikation
sondern werden auch f

ur den digitalen Datentransport eingesetzt. Durch die immer intel-
ligenteren Netzwerkelemente ist es aber auch m

oglich und n

otig die Verwaltungsaufgaben
zu verteilen. So wird ein Netz nicht mehr von einem groen OS verwaltet, sondern die
Verwaltungsaufgaben werden aufgeteilt, und das OS hat die einzelnen Aufgaben zu koor-
dinieren. Damit ist das TMN kein eigenst

andiges Netzwerk mehr, sondern

uberschneidet
sich mit dem zu verwaltenden TN. Das f

uhrt dazu, da Stabilit

at zu einem entscheiden-
den Faktor wird, der durch redundante Wege, Subnetzwerke und alternatives Routing
gesichert werden soll.
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SONETAsynchronous Broadband
Advanced Intelligent Network
(AIN)
Information Networking Architecture
(INA)
Abbildung 5. Die Entwicklung der TMN Architektur.
Wichtige Designkriterien und Schl

usselfunktionen f

ur zukunftige TMN Netzwerke sind:
{ Schnellere Einf

uhrung von neuen Diensten und Technologien
{ Unterst

utzung f

ur den Einsatz von Produkten verschiedener Hersteller durch oene
Architekturen und Standardschnittstellen
{ Wiederverwendbare und Portable Software
{ Niedrigere Entwicklungskosten
{ Stabilit

at
{ Verteiltes Rechnen
{ Objekt-Orientiertes Design
{ Modulare Funktionalit

at
Die heutigen asynchronen Netzwerke werden sich { vor allem durch SONET (Synchrono-
us Optical NETwork) Produkte { zu synchronen Netzwerken wandeln. In den n

achsten
Jahren werden neue Produkte entwickelt werden, um die neuen Broadband Integrated
Services Digital Network (B-ISDN) Dienste zu unterst

utzen. Insgesamt werden sich die
TN-Architekturen zu Information Networking Architectures (INA, s.[Bel94] und Abb. 5)
entwickeln.
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A Abk

urzungsverzeichnis
TN Telcommunication Network
TMN Telecommunication Management Network
OS Operations System
DCN Data Communication Network
MD Mediation Device
WS Workstation
QA Q Adaptor
NE Network Element
GNE Gateway Network Element
INE Intermediate Network Element
OSF Operations Systems Function
MF Mediation Function
DCF Data Communication Function
NEF Network Element Funtction
WSF Workstation Function
QAF Q Adaptor Function
ECC Embedded Communications Channel
EOC Embedded Operations Channel
OC Operations Channel
SC Shared Channel
OIM Operations Interface Module
SNC Subnetwork Controller
PSN Packet Switching Network
NEL Network Element Layer
NEML Network Element Management Layer
NML Network Management Layer
SML Service Management Layer
BML Business Management Layer
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Vergleich aktueller Authentisierungs- und
Zertizierungssysteme
Alexander Will
Kurzfassung
Im folgenden Artikel wird ein Verfahren zur Authentisierung und Privilegienverwaltung in ver-
teilten Systemen von Yoshiki Sameshima vorgestellt, das mit Zertikaten arbeitet, in denen
der geheime Schl

ussel des Besitzers eingetragen ist. Im Vergleich zu existierenden Ans

atzen
und Implementierungen wie Kerberos oder X.509 werden die Vor- und Nachteile bez

uglich des
Aufwands, der Sicherheit, des Managements und der verwendeten Protokolle aufgezeigt.
1 Einleitung
Authentisierung ist der Nachweis der Identit

at von Instanzen in einem Kommunikations-
system. Dies ist n

otig, um Ressourcen vor Mibrauch zu sch

utzen. Zertizierung ist die
Zusicherung bestimmter Eigenschaften von Instanzen wie die Identit

at oder Privilegien.
Zertikate werden zumeist von vertrauensw

urdigen Instanzen ausgestellt. Beispiele f

ur
Zertikate sind ein Personalausweis, der die Identit

at best

atigt und eine Bahnfahrkarte,
die es erlaubt, Bahn zu fahren. Um in einem elektronischen vernetzen System Zertikate
vor Ver

anderung oder F

alschung zu sch

utzen, werden Methoden der Verschl

usselung ein-
gesetzt. Verschl

usselung dient zur Sicherung der Kommunikation

uber unsichere Netze
sowie zur Erhaltung der Vertraulichkeit und Integrit

at von Daten. Ich will nun einige
gebr

auchliche Verfahren zur Authentisierung vorstellen:
{ Anmeldung an einem Rechnersystem mit Benutzernamen und Pawort. Dies ist im
einfachsten Fall ein groes Sicherheitsproblem, da das Pawort unverschl

usselt

uber
die Leitung bzw. das Netz geschickt wird. Dar

uber hinaus m

ussen die Authentisie-
rungsinformationen (in diesem Fall Name und Pawort) zentral in einer Datenbank
gespeichert und verwaltet werden, was auch ein Angrispunkt darstellt.
{ Gegen das Abh

oren der Kommunikationswege kann man Verschl

usselung mit in jeder
Sitzung wechselnden Schl

usseln (session keys) einsetzen. Ein Protokoll, mit dem ses-
sion keys vergeben werden und mit dem eine Authentisierung erfolgen kann ohne da
ein Pawort im Klartext

ubermittelt wird, ist Kerberos, das sp

ater noch vorgestellt
wird.
{ Um einen Angri auf zentral gespeicherte Informationen, wie Listen mit Paw

ortern
zu unterbinden kann man Zertikate einsetzen, die durch entsprechende Verschl

usse-
lung gesch

utzt,

oentlich zug

anglich und verteilt gespeichert werden k

onnen. Ein
solches System wurde von der CCITT mit X.509 standardisiert. Auch dieses Authen-
tisierungsschema wird sp

ater vorgestellt.
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{ Eine weitere M

oglichkeit zur Authentisierung und zur gleichzeitigen Verwaltung von
Privilegien und Rechten in verteilten Systemen ist die Verwendung von Zertikaten,
in denen geheime Schl

ussel der Benutzer gespeichert sind. Diese Secret Key Certi-
cates k

onnen durch entsprechende Manahmen gesichert auch

oentlich gespeichert
werden. Protokolle, die darauf basieren, werden den Schwerpunkt des vorliegenden
Textes bilden.
2 Verschl

usselungsverfahren
Die besten Verfahren zur Authentisierung und Zertizierung sind nur so gut wie die ein-
gesetzten Verschl

usselungsverfahren. Die public key Verschl

usselung wird i.A. als st

arker
als symmetrische Verfahren angesehen, da bei ihr l

angere Schl

ussel verwendet werden.
Gerade bei Verwendung von symmetrischer Verschl

usselung und session keys sollte des-
halb auf eine ausreichende Schl

ussell

ange geachtet werden.
2.1 Symmetrische Verfahren
Bei einer symmetrischen Verschl

usselung teilen sich zwei Kommunikationspartner einen
gemeinsamen Schl

ussel, der zum Ver- bzw. Entschl

usseln von Nachrichten dient. Ein Bei-
spiel f

ur ein symmetrisches Verfahren ist DES. Bild 6 zeigt die Anwendung symmetrischer
Verfahren.
NachrichtNachricht
verschlüsselte Nachricht
verschlüsseln entschlüsseln
Sender S Empfänger E
gemeinsamer Schlüssel gemeinsamer Schlüssel
Abbildung 6. Symmetrische Verschl

usselung
2.2 Public Key Verschl

usselung
Bei asymmetrischen (public key) Verschl

usselungsverfahren besitzt jeder Teilnehmer der
Kommunikation ein Schl

usselpaar, bestehend aus einem f

ur alle zug

anglichen

oentli-
chen Schl

ussel und einem geheimen Schl

ussel. Will nun der Sender dem Empf

anger eine
Nachricht schicken, so verschl

usselt er sie mit dessen

oentlichem Schl

ussel. Nur der
rechtm

aige Empf

anger kann sie dann wieder entschl

usseln. Bild 7 zeigt die Ver- und
Entschl

usselung bei public key Verfahren.
Umgehehrt kann man aber auch die Nachricht mit dem eigenen geheimen Schl

ussel
verschl

usseln, so kann der Empf

anger, der sie mit dem

oentlichen Schl

ussel des Senders
dekodiert, sicher sein, da die Nachricht nur vom Sender kommen kann. Diesen Vorgang,
wie er in Bild 8 dargestellt wird, nennt man auch unterschreiben.
Ein Verfahren, das diese Eigenschaften besitzt ist RSA. Es gilt bei hinreichender Schl

us-
sell

ange heute als sicher. Ein Nachteil der asymmetrischen Verfahren ist meist die Ver-
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NachrichtNachricht
verschlüsselte Nachricht
verschlüsseln entschlüsseln
Sender S Empfänger E
Schlüssel von E (geheim)Schlüssel von E (öffentlich)
Abbildung 7. Asymmetrische Verschl

usselung
NachrichtNachricht verschlüsseln entschlüsseln
unterschriebene Nachricht
Sender S Empfänger E
Schlüssel von S (geheim) Schlüssel von S (öffentlich)
Abbildung 8. Unterschreiben einer Nachricht
bzw. Entschl

usselungsgeschwindigkeit. W

ahrend man symmetrische Verfahren wie DES
meist in Hardware implementieren kann, (damit lassen sich dann Massendaten, wie sie
zum Beispiel bei der Audio

ubertragung anfallen in Echtzeit verschl

usseln) ben

otigen pu-
blic key Verfahren wie RSA oft Langzahlarithmetik, was die Geschwindigkeit einschr

ankt.
3 Kerberos
Kerberos ist eine Sicherheitssoftware f

ur verteilte Systeme, die am MIT entwickelt wur-
de. Es hat sich zum de facto Standard zur Authentisierung in vernetzten Client-Server
Umgebungen entwickelt [Sta94]. Es basiert auf symmetrischer Verschl

usselung, um

uber
das Netz verbreitete Nachrichten zu sichern. Dar

uber hinaus setzt es Zeitlimits ein, um
die Gefahr von unberechtigter Nutzung von Zufrisprivilegien zu minimieren. Kerbe-
ros verl

at sich auf die Authentisierung durch eine "vertrauensw

urdige dritte Instanz".
Das bedeutet, das alle Benutzer und Diensterbringer einem ausgezeichneten Authenti-
sierungsdienst vertrauen. Der Authentisierungsdienst speichert die Paw

orter aller Be-
nutzer und aller anderen Server des Systems in einer zentralen Datenbank. Bild 9 zeigt
die in einem Kerberos System vorkommenden Instanzen.
client Datenbank
authentication server
server Datenbank
ticket granting server application server
client
Netz
geheimer Schlüssel geheimer Schlüssel
geheimer Schlüssel
(Benutzerpaßwort)
Abbildung 9. Architektur eines Kerberos Systems
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Der Benutzer schickt dem authentication server eine Nachricht, die die User ID des
Benutzers und eine Anfrage nach einem sogenannten ticket granting ticket beinhaltet.
Der authentication server antwortet mit einem ticket granting ticket und einem sessi-
on key. (Siehe Bild 10) Die gesamte Nachricht wird mit dem Pawort des Benutzers
verschl

usselt. Nachdem die Antwort des authentication server auf der Workstation des
Benutzers angekommen ist, wird dessen Pawort abgefragt und damit die Antwort ent-
schl

usselt. Das ticket granting ticket besteht aus der ID des ticket granting servers, der
ID des Benutzers, einem Zeitstempel, einer G

ultigkeitsdauer und einer Kopie des sessi-
on keys. Das gesammte ticket granting ticket ist mit einem Schl

ussel verschl

usselt, den
der authentication server und der ticket granting server miteinander teilen, damit kein
Benutzer das ticket granting ticket

andern kann.
User ID, Zeitstempel
Gültigkeitsdauer, session key
geheimer Schlüssel
Benutzer passwort
session key
ticket granting ticket:
Abbildung 10. Antwort des authentication servers
Der Benutzer erzeugt nun einen sogenannten Authenticator, der aus der ID des Benut-
zers, dessen Adresse und einem weiteren Zeitstempel besteht. Der Benutzer schickt eine
Nachricht bestehend aus dem Authenticator, dem ticket granting ticket und einer Anfra-
ge nach dem gew

unschten Server (z.B.: einem Datei- , Applikations- oder Druckdienst)
an den ticket granting server. Der Authenticator wird dabei mit dem session key, der
auch im ticket granting ticket steht verschl

usselt.
Der ticket granting server

uberpr

uft die ID des Benutzers mit der ID im ticket granting
ticket, die Adresse des Benutzersmit der Quelladresse der Nachricht und den Zeitstempel.
Ist alles in Ordnung, so antwortet der ticket granting server mit einem neuen session key
und einem service granting ticket, das unter anderem die Benutzer ID und den neuen
session key enth

alt. Das service granting ticket ist mit einem Schl

ussel verschl

usselt,
den der ticket granting server und der Server, dessen Dienst der Benutzer in Anspruch
nehmen will, teilen. Die ganze Antwort ist, wie Bild 11 zeigt, mit dem alten session key
des Benutzers verschl

usselt.
Zu diesem Zeitpunkt kann der Benutzer auch die Authentit

at des Servers

uberpr

ufen.
Er schickt ihm einen Authenticator, verschl

usselt mit dem (neuen) session key und das
service granting ticket. Der Server entschl

usselt den Authenticator mit dem session key
im service granting ticket und antwortet mit dem Zeistempel des Authenticators nachdem
er ihn um 1 erh

oht hat.
Nach diesem Proze haben sich sowohl Benutzer als auch Server gegenseitg authentisiert
und teilen einen gemeinsamen session key, mit dem sie ihre Nachrichten verschl

usseln.
Das Kerberos System hat den Vorteil, da kein Pawort unverschl

usselt

ubertragen wird.
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geheimer Schlüssel
service granting ticket:
alter session key
User ID, Zeitstempel
neuer
session key
Gültigkeitsdauer, neuer session key
Abbildung 11. Antwort des ticket granting servers
Das wird aber dadurch erkauft, da alle Benutzerinformationen zentral gespeichert sind.
Dies hat zur Folge, da der Rechner, auf dem der authentication server l

auft physikalisch
vor Zugri gesch

utzt werden muss. Wird die Verf

ugbarkeit der Server durch Replikation
erreicht, so bietet das notwendige Management zur Erhaltung der Konsistenz der ein-
zelnen Datenbanken einen Angrispunkt, um in das System einzubrechen. Wegen der
zentralen Speicherung der Benutzerinformationen eignet sich Kerberos nur f

ur kleine-
re Dom

anen. Ein Authentisierungsverfahren, das weltweit arbeiten soll, mu dagegen
dezentral aufgebaut sein, damit nicht alle Verantwortung f

ur das System und dessen
Verf

ugbarkeit an einem Punkt liegt.
4 X.509
Die public key Verschl

usselung bietet eine andere M

oglichkeit zur Authentisierung. Wenn
ich den public key meines Kommunikationspartners kenne, so kann ich eine sichere Kom-
munikation aufbauen. Die Frage ist nur noch: Wie bekomme ich den public key, ohne
da dieser von Dritten gef

alscht werden kann?
Ein Ansatz zur Authentisierung ist die Benutzung von Zertikaten. Ein Zertikat be-
schreibt eine Eigenschaft (z.B.: Identit

at oder Recht) eines Benutzers und wird von einer
vertrauensw

urdigen Instanz ausgestellt. Wie Bild 12 zeigt, enthalten Zertikate nach
dem X.509 Standard eine Versionsnummer, eine laufende Seriennummer, die ausstellen-
de Instanz, einen G

ultigkeitsbereich, das zertizierte Objekt und dessen public key. Das
Ganze ist vom Aussteller unterschrieben. [Sta95]
Serien-
nummer
Unterschrift
des Ausstellers
Algorithmus
Parameter
Schlüssel
Algorithmus
Parameter
nicht vor
nicht nachVersion Aussteller Subjekt
Algorithmenidentifikator Public Key des SubjektsGültigkeitsbereich
Abbildung 12. X.509 Zertikat
Der Standard benutzt folgende Notation um ein Zertikat zu denieren:
YX = Zertikat des Benutzers X ausgestellt durch Y
YfIg = I unterschrieben von Y. Es besteht aus I, dem ein verschl

usselter Hashwert

uber
I angeh

angt wurde.
Zertikate haben folgende Eigenschaften:
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{ Jeder Benutzer mit dem public key des Ausstellers kann die zertizierten public keys
lesen.
{ Niemand auer dem Aussteller kann die Zertikate ver

andern, ohne da dies entdeckt
wird.
Aus diesen Gr

unden k

onnen Zertikate ohne besonderen Schutz in

oentlich zug

anglichen
Verzeichnissen gespeichert werden.
In groen Systemen ist es praktisch unm

oglich,da alle Benutzer den selben Aussteller
von Zertikaten benutzen. Wenn sich aber die Aussteller gegenseitig zertizieren, kann
eine Kette des Vertrauens zwischen den Benutzern aller Aussteller geschaen werden.
Das funktioniert folgendermaen:
Angenommen Benutzer A hat ein Zertikat von Aussteller X
1
und Benutzer B eins von
Aussteller X
2
. Dar

uber hinaus gibt es ein Zertikat von X
2
ausgestellt von X
1
. Dann
kann A den public key von X
2
lesen und damit B's Zertikat ausgestellt von X
2

uber-
pr

ufen. In der X.509 Notation wird diese Kette folgendermaen dargestellt:
X
1
 X
2
 X
2
 B
Dieses Schema ist nicht auf zwei Zertikate beschr

ankt. X.509 schl

agt vor,da die Aus-
steller von Zertikaten hierarchisch angeordnet sind.
Z
YW
V
X
C A B
X<<C>> X<<A>>
W<<X>>
X<<W>>
V<<W>>
W<<V>>
Z<<B>>
Y<<Z>>
Z<<Y>>
V<<Y>>
Y<<V>>
U<<V>>
V<<U>>
U
Abbildung 13. Beispiel f

ur hierarchische Anordnung von Ausstellern von Zertikaten
In dem in Bild 13 gezeigten Beispiel kann A durch
X  W  W  V  V  Y Y  Z  Z  B
eine Kette zu B aufbauen.
Zertikate k

onnen vor Ablauf der G

ultigkeitsdauer f

ur ung

ultig erkl

art werden, indem
der Aussteller eine Liste f

uhrt, in der alle zur

uckgenommenen Zertikate stehen. Selbst-
verst

andlich ist diese Liste vom Aussteller unterschrieben.
Aufbauend auf den public key Zertikaten deniert X.509, wie in Bild 14 gezeigt, drei
Alternativen zur Authentisierung:
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{ Ein-Weg Authentisierung:
Ein-Weg Authentisierung bei einer Nachricht von Benutzer A zu Benutzer B sichert
folgendes:
1. Die Identit

at von A und da die Nachricht von A erzeugt wurde.
2. Das Ziel der Nachricht war B.
3. Die Integrit

at und Orginalit

at (sie wurde nur einmal gesendet) der Nachricht.
Die Nachricht besteht aus: einem Zeitstempel t
A
, einem Z

ahler r
A
und der Identit

at
von B. Sie wird mit A's secret key unterschrieben. Der Z

ahler r
A
ist w

ahrend des
G

ultigkeitszeitraums der Nachricht eindeutig, so verhindert man Wiederholungsat-
tacken. Zus

atzlich k

onnen noch Daten sgnData und ein sesion key K
AB

ubermittelt
werden, wobei der session key noch mir B's public key verschl

usselt wird.
{ Zwei-Wege Authentisierung:
Schickt B eine gleichartige Nachricht an A zur

uck mit t
B
, r
B
und A, so kennen beide
Seiten die Identit

at der anderen.
{ Drei-Wege Authentisierung:
Schickt nun A zus

atzlich den Z

ahler r
B
zur

uck, so m

ussen die Zeitstempel nicht mehr
gepr

uft werden, da jede Seite den Z

ahler der anderen Seite zur

uckgeschickt hat. So
k

onnen Wiederholungsattacken verhindert werden. Dieses Verfahren wird eingesetzt,
wenn es keine synchronisierte Uhrzeit im System gibt.
Ein-Weg Authentisierung
Zwei-Wege Authentisierung
Drei-Wege Authentisierung
BA
BA
BA
1. A{ta,ra,B,sgnData,[Kab]}
1. A{ta,ra,B,sgnData,[Kab]}
2. B{tb,rb,A,ra,sgnData,[Kba]}
1. A{ta,ra,B,sgnData,[Kab]}
2. B{tb,rb,A,ra,sgnData,[Kba]}
3. A{rb}
Abbildung 14. X.509 Authentisierungsverfahren
Zusammenfassend ist zu sagen, da sich durch die Verteilung der Zertikate und durch
die M

oglichkeit, die Authentisierung selbst durchzuf

uhren, X.509 gut f

ur die Authen-
tisierung in sehr groen Netzen wie dem Internet eignet, denn die Zertikate werden
ja nur im Verzeichnisdienst gespeichert und die Ausstellung der Zertikate kann oine
vorgenommen werden. Andererseits bergen lange "Ketten des Vertrauens" immer das
Risiko, da ein schwaches Glied existiert, das angreifbar ist.
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5 Secret Key Zertikate
In den folgenden Protokollbeschreibungen wird der Authentisierungsserver AS und der
Privilegserver PAS genannt. Ein secret key Zertikat [SMSP96] beinhaltet den secret
key des Benutzers, verschl

usselt mit dem secret key des AS oder PAS. Die Struktur
ist

ahnlich zu den in X.509 denierten public key Zertikaten. Das Zertikat eines Be-
nutzers X mit dessen secret key K
X
verschl

usselt mit dem Schl

ussel K
S
des Servers
S wird fX; fK
X
g
K
S
; Lg
K
S
geschrieben, wobei fIg
K
Information I unterschrieben mit
Schl

ussel K bedeutet und fIg
K
f

ur Information I verschl

usselt mit K steht. L enth

alt
dabei Kontrollinformationen des Zertikats.
5.1 Einfaches Protokoll
Dieses Protokoll zeigt, wie der Benutzer C einen session key vom AS zum PAS erh

alt,
dann einen session key vom PAS zum Anwendungsserver S und damit Zugri auf S mit
dem Recht P. Das Ticket T
K
X;Y
ist

ahnlich wie in Kerberos deniert: fX;Y;K
X;Y
; l; t
s
g
K
wobei l die G

ultigkeitsdauer und t
s
der Zeitstempel ist. Das Zertikat fX; fK
X
g
K
S
; Lg
K
S
wird KeyCert
S;X
und fX;P;Lg
K
S
wird PrivCert
S;X;P
genannt. Bild 15 beschreibt die
einzelnen Schritte des Protokolls.
1. Authentisierungsanforderung: C fordert vom AS ein Ticket f

ur den PAS. Er
sendet dazu die Schl

usselzertikate von C und PAS.
C  > AS : C;PAS;KeyCert
AS;C
;KeyCert
AS;PAS
2. Authentisierungsantwort: AS

uberpr

uft die Schl

usselzertikate, liest K
C
und
K
PAS
und erzeugt einen session key K
C;PAS
. Dann erzeugt AS Tickets f

ur C und
PAS mit dem Benutzernamen, dem Namen des PAS, dem erzeugten session key und
einem Zeitstempel und verschl

usselt sie mit K
C
bzw. K
PAS
. Diese sendet er zur

uck
zu C.
AS  > C : T
K
C
C;PAS
; T
K
PAS
C;PAS
3. Privileganforderung: C berechnet K
C;PAS
mit seinem secret key und erzeugt eine
Privileganforderung mit dem Servernamen S, einem Privileg P zum Zugri auf S und
dem Zeitstempel aus dem Ticket. Diese verschl

usselt er mit K
C;PAS
und schickt es
zusammen mit dem Ticket f

ur PAS, dem Pivilegzertikat des Privilegs P und dem
Schl

usselzertikat von S ab.
C  > PAS : T
K
PAS
C;PAS
; fS; P; l; t
s
g
K
C;PAS
; P rivCert
PAS;C;P
;KeyCert
PAS;S
4. Privilegantwort: PAS berechnetK
C;PAS
aus T
K
PAS
C;PAS
, entschl

usselt damit die Anfor-
derung und vergleich die Zeitstempel der Anforderung und des Tickets. Dann berech-
net er Tickets f

ur C und S mit dem Benutzernamen C, dem Servernamen C, einem
neuen session key und einem neuen Zeitstempel und verschl

usselt sie mit K
C;PAS
und
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KS
aus dem Schl

usselzertikat von S. Dar

uber hinaus erzeugt PAS ein tempor

ares
Privilegzertikat, das best

atigt, da C das Privileg P hat, und antwortet damit und
mit den beiden Tickets.
PAS  > C : T
K
C;PAS
C;S
; T
K
S
C;S
; fC;P; lg
K
S
5. Serveranforderung: Der Benutzer berechnet K
C;S
aus T
K
C;PAS
C;S
und erzeugt die
Anfrage mit dem Servernamen S und dem Zeitstempel aus dem Ticket. Die Anfrage
wird mit dem session key verschl

usselt und zusammen mit Ticket f

ur S und dem
tempor

aren Privilegzertikat zu S abgeschickt.
C  > S : T
K
S
C;S
; fS; l; t
s
g
K
C;S
; fC;P; lg
K
S
6. Serverantwort: S bekommt den session key aus dem Ticket, entschl

usselt das tem-
por

are Privilegzertikat und die Anfrage und

uberpr

uft, da C das Privileg P hat.
Dann antwortet er mit dem um eins erh

ohten Zeitstempel.
S  > C : ft
S
+ 1g
K
C;S
7. Authentisierung: C entschl

usselt die Antwort,

uberpr

uft den Zeitstempel und
vervollst

andigt damit die Authentisierung. Jetzt teilen C und S den session key, mit
dem die weitere Kommunikation verschl

usselt wird.
C 7
AS PAS S
3 4 521 6
Abbildung 15. Aufrufreihenfolge beim einfachen Protokoll
5.2 Erweitertes Protokoll
Beim einfachen Protokoll benennt der Benutzer den gew

unschten Server explizit. Manch-
mal ist es aber w

unschenswert, nur den Diensttyp ST zu spezizieren. Das erweiterte
Protokoll erm

oglicht dies. Bild 16 zeigt die Aufrufreihenfolge des erweiterten Protokolls.
1. Privileganforderung: Wir nehmen an, da der Benutzer C sich gegen

uber AS au-
thentisiert und das Ticket f

ur PAS erhalten hat. C sendet die Privileganforderung f

ur
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ST genau wie im einfachen Protokoll, nur ohne Schl

usselzertikat f

ur einen bestimm-
ten Server.
C  > PAS : T
K
PAS
C;PAS
; fST; P; l; t
s
g
K
C;PAS
; P rivCert
PAS;C;P
2. Privilegantwort: PAS erzeugt einen session key K
ST;PAS
und zwei Tickets, die er
mit K
C;PAS
und K
ST;PAS
verschl

usselt. Dann erzeugt er ein tempor

ares Privilegzerti-
kat, in dem steht, da C das Privileg P hat. Das Privvilegzertikat wird mitK
ST;PAS
verschl

usselt. Dar

uber hinaus erzeugt er ein Ticket mit K
ST;PAS
f

ur sich selbst. Alle
drei Tickets und das tempor

are Privilegzertikat werden an C geschickt.
PAS  > C : T
K
C;PAS
C;ST
; T
K
ST;PAS
C;ST
; T
K
PAS
ST;PAS
; fC;P; lg
K
ST;PAS
3. Dienstanforderung: Der Benutzer richtet eine Dienstanforderung an einen Server,
der ST bereitstellt. Die Anforderung ist die gleiche, wie im einfachen Protokoll, auer
da T
K
PAS
ST;PAS
, T
K
PAS
C;PAS
und der Diensttyp mitgeschickt werden.
C  > S : T
K
ST;PAS
C;ST
; fST; l; t
s
g
K
C;ST
; fC;P; lg
K
ST;PAS
; T
K
PAS
ST;PAS
; T
K
PAS
C;PAS
; ST
4. Zertikatanforderung: Der Server S, der die Anforderung bekommt, sendet eine
Zertikatanforderung an PAS und benutzt dabei K
S;PAS
aus der Authentisierung. Er
sendet das Privilegzertikat, in dem steht, da S ST unterst

utzt, sowie alles, was er
vom Benutzer bekommen hat, bis auf ST.
S  > PAS : T
K
PAS
S;PAS
; fPAS; l; T
s
g
K
S;PAS
; P rivCert
PAS;S;ST
;
T
K
ST;PAS
C;ST
; fST; l; t
s
g
K
C;ST
; fC;P; lg
K
ST;PAS
; T
K
PAS
ST;PAS
; T
K
PAS
C;PAS
5. Zertikantwort: PAS bekommt K
ST;PAS
mit T
K
PAS
ST;PAS
, entschl

usselt T
K
ST;PAS
C;ST
und
erf

ahrt dann, da C auf einen Server, der ST bereitstellt, zugreift und zwar mit
dem session key K
C;ST
. Die

Uberpr

ufung der Privileg-Zertikate zeigt, da S ST
unterst

utzt und da C das Privileg P hat. Dann antwortet PAS dem Server mit
dem Benutzer C, dessen Privileg P, einem neuen session key zwischen C und S, dem
Zeitstempel und G

ultigkeitsbereich aus der Anfrage von C. PAS verschl

usselt diese
Informationen mit K
S;PAS
und schickt auch ein Ticket, das den session key zwischen
C und S enth

alt.
PAS  > S : T
K
C;PAS
C;S
; fC;P;K
C;S
; l; t
s
g
K
S;PAS
6. Dienstantwort: S entschl

usselt die Antwort um den zugreifenden Benutzer und
dessen Privileg zu

uberpr

ufen und schickt die Dienstantwort mit dem neuen Ticket
zur

uck.
S  > C : T
K
C;PAS
C;S
; ft
s
+ 1g
k
C;S
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7. Authentisierung: C entschl

usselt das neue Ticket mit K
C;PAS
, bekommt damit den
neuen sessoin key K
C;S
und dessen Zeitstempel und authentisiert den Server durch
die Berechnung von t
s
+ 1.
C 7
SPAS
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4
5
6
Abbildung 16. Aufrufreihenfolge beim erweiterten Protokoll
5.3 Weitergabe von Privilegien
Die Weitergabe von Privilegien wird gebraucht, wenn ein Benutzer ein Zwischensystem
beauftragt, in dessen Namen zu handeln. Ein Beispiel daf

ur ist ein Druckdienst: Der
Benutzer beauftragt den Druckdienst eine Datei von einem Fileserver zu drucken. In
diesem Fall braucht der Druckdienst Leserechte auf die Datei, die er normalerweise nicht
hat, also durch den Benutzer zugewiesen werden sollte. Im folgenden Protokoll beauf-
tragt ein Benutzer C ein System I mit einem Job, der das Privileg P erfordert mit der
Einschr

ankung R. Bild 17 zeigt die teilnehmenden Instanzen.
1. Delegierungsanforderung: C erbittet von PAS die Erzeugung eines Privilegs. Die
Anfrage beinhaltet das Zwischensystem, das Privileg und die Einschr

ankung und wird
mit K
C;PAS
verschl

usselt. Der Benutzer schickt dar

uberhinaus noch das Schl

usselzer-
tikat von I und das Privileg-Zertikat, das beweist, da er das Privileg P besitzt.
C  > PAS : T
K
PAS
C;PAS
; fI; P;R; l; t
s
g
K
C;PAS
; P rivCert
PAS;C;P
;KeyCert
PAS;I
2. Delegierungsantwort: PAS entschl

usselt die Anforderung mit dem session key aus
T
K
PAS
C;PAS
und erf

ahrt, da C Delegierung von P mit R zu I im Zeitraum l w

unscht. Das
Privilegzertikat best

atigt, da C das Privileg P hat. PAS antwortet mit dem Namen
des Zwischensystems I, dem Privileg P, dessen Einschr

ankung R, der G

ultigkeitszeit
l und dem Namen des Benutzers C, der zur Abrechnung benutzt werden kann. Das
erzeugte Privileg wird mit dem Schl

ussel des PAS verschl

usselt und zusammen mit
Tickets f

ur C und I zur

uckgeschickt.
PAS  > C : T
K
C;PAS
C;I
; T
K
I
C;I
; fI; P;R; l; fCgg
K
PAS
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3. Dienstanforderung: C schickt I eine Anforderung zusammen mit dem Privileg,
dem Ticket f

ur I, P und R
C  > I : T
K
I
C;I
; fI; l; t
s
g
K
C;I
; fI; P;R; l; fCgg
K
PAS
; P;R
4. Dienstantwort: I schickt eine Antwort zur Authentisierung.
I  > C : ft
s
+ 1g
K
C;I
5. Privileganforderung: I schickt PAS eine Privileganforderung mit dem erhaltenen
Privileg und dem Schl

usselzertikat des Zielservers S. Die Anfrage beinhaltet S, das
Privileg P, die Einschr

ankung, die G

ultigkeitszeit und den Zeitstempel des Tickets
und wird verschl

usselt mit dem session key zwichen I und PAS.
I  > PAS : T
K
PAS
I;PAS
; fS; P;R; l; t
s
g
K
I;PAS
; fI; P;R; l; fCgg
K
PAS
;KeyCert
PAS;S
6. Privilegantwort: PAS entschl

usselt die Anforderung mit dem session key aus T
K
PAS
I;PAS
und

uberpr

uft die Privilegien. PAS antwortet mit Tickets f

ur I und S und einem neuen
Privileg, das P,R,l und fC,Ig enth

alt. Die Komponente fC,Ig wird zur Abrechnung
benutzt und besagt, da das Privileg von C stammt,

uber das System I.
PAS  > I : T
K
I;PAS
I;S
; T
K
S
I;S
; fS; P;R; l; fC; Igg
K
S
7. Dienstanforderung: I schickt eine Anforderung mit dem neuen Privileg.
I  > S : T
K
S
I;S
; fS; l; t
s
g
K
I;S
; fS; P;R; l; fC; Igg
K
S
8. Dienstantwort: S schickt eine Antwort zur Authentisierung.
S  > I : ft
s
+ 1g
K
I;S
PAS I
1 2 3 4
5
6
S
7
8
C
Abbildung 17. Aufrufreihenfolge bei der Weitergabe von Privilegien
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5.4 Nachrichtensysteme
In Systemen, die Nachichten austauschen, hat die Verwendung der Zertikate zwei Vor-
teile: Der eine ist die Authentisierung des Privilegs des Senders und dessen Kontext. Der
andere ist die Auswahl des Empf

angers durch dessen Privilegien und Kontext.
5.4.1 Privileg- und Kontextauthentisierung Der erste Vorteil der Anwendung
von Zertikaten ist die Authentisierung der Privilegien und Kontextinformationen, nicht
nur des Namens sondern auch dessen Rolle und Titel sowie Kontextinformation wie Sen-
dezeitpunkt, Sendeort oder Nachrichtentyp durch den Empf

anger. Im folgenden Protokoll
bittet der Sender O mit Privileg P PAS das Privileg und den Kontext C zu zertizieren.
Bild 18 beschreibt die Aufrufreihenfolge.
1. Authentisierungsanforderung: O erzeugt die Nachricht MSG und berechnet
einen Hashwert h. Dieser Wert wird zusammen mit P und C mit dem Schl

ussel von
O verschl

usselt und zusammen mit dem Schl

usselzertikat und dem Privilegzertikat
von O zum PAS geschickt. Der Kontext C ist entweder ein Kontexttyp wie Zeit, Ort
oder ein Kontextattribut (Typ plus Wert) wie Nachrichtentyp.
O  > PAS : fh; P;Cg
K
O
;KeyCert
PAS;O
; P rivCert
PAS;O;P
2. Authentisierungsantwort: PAS entschl

usselt die Anforderung mit dem Schl

ussel
des Senders aus dessen Schl

usselzertikat. PAS

uberpr

uft, da O das Privileg P hat
und erzeugt Authentisierungsinformationen bestehend aus dem Hashwert h, dem Sen-
der, dem Privileg P und dem Kontext C, verschl

usselt mit dem Schl

ussel des PAS.
C wird je nach Typ unterschiedlich behandelt: War C in der Anfrage ein Typ, so be-
steht C in der Antwort aus dem Typ und dem dazugeh

origen Wert. (z.B. war C in der
Anfrage gleich time so steht im Ergebnis time = 1.1.1999) War C in der Anfrage ein
Attribut, so wird das Attribut selbst zur

uckgegeben. z.B. messageType = PostScript
PAS  > O : fh;O; P;Cg
K
PAS
3. Abschicken der Nachricht: O sendet die Nachricht MSG zusammen mit den
Authentisierungsinformationen an den Empf

anger R.
O  > R :MSG; fh;O; P;Cg
K
PAS
4. Zertizierungsanforderung: Der Empf

anger R sendet diee Authentisierungsin-
formationen zusammen mit seinem Schl

usselzertikat an den PAS.
R  > PAS : fh;O; P;Cg
K
PAS
;KeyCert
PAS;R
5. Zertizierungsantwort: PAS entschl

usselt die Anforderung und verschl

usselt sie
wieder mit dem Schl

ussel von R aus dessen Schl

usselzertikat.
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PAS  > R : fh;O; P;Cg
K
R
6.

Uberpr

ufung der Nachricht: R berechnet den Hashwert von MSG und vergleicht
ihn mit dem Hashwert der Antwort. Sind beide gleich, so ist die Integrit

at der Nach-
richt, sowie die Indentit

at des Senders, seine Privilegien sowie der Senderkontext
gesichert.
PAS R
O
1 2 3
4
5
6
Abbildung 18. Aufrufreihenfolge bei Privileg- und Kontextauthentisierung
5.4.2 Auswahl des Empf

angers durch Privilegien und KontextDer zweite
Vorteil, der durch Nutzung der Zertikate entsteht, ist, da der Sender den Empf

anger
nicht nur durch dessen Namen, sondern auch durch dessen Privilegien und den Emp-
fangskontext wie z.B. erlaubte Entschl

usselungszeit festlegen kann.
1. Senden der Nachricht: Der Sender O erzeugt die Nachricht MSG, verschl

usselt
sie mit einem zuf

allig erzeugten Schl

ussel k und sendet die verschl

usselte Nachricht
zusammen mit den Schl

usselinformationen, die k, die Privilegien des Empf

angers und
dessen Kontext enthalten und mit dem Schl

ussel des Senders verschl

usselt sind, sowie
das Schl

usselzertikat von O zum Empf

anger R. In Bild 19 werden die Protokollschrit-
te gezeigt.
O  > R : fMSGg
k
; fk; P;Cg
K
O
; P; C;KeyCert
PAS;O
2. Entschl

usselungsanforderung: R schickt dem PAS die Schl

usselinformationen,
das Schl

usselzertikat von O, das eigene Privilegzertikat, das P entspricht und das
eigene Schl

usselzertikat.
R  > PAS : fk; P;Cg
K
O
;KeyCert
PAS;O
; P rivCert
PAS;R;P
;KeyCert
PAS;R
3. Entschl

usselungsantwort: Der Server entschl

usselt die Schl

usselinformationen,
und liest k. Nach

Uberpr

ufung der Privilegien des Empf

angers sowie des Empfangs-
kontext wie z.B Zeitbedingungen schickt PAS den Schl

ussel k zur

uck zum Empf

anger
R.
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PAS  > R : fkg
K
R
4. Entschl

usselung: Der Empf

anger liest k und entschl

usselt so die Nachricht MSG.
PAS R
O
1
2
3
4
Abbildung 19. Aufrufreihenfolge bei Empf

angerauswahl
5.5 Zusammenfassung der Eigenschaften
Die Verwendung von Verfahren mit secret key Zertikaten eignet sich durch den Ein-
satz zentraler Server wie dem AS und dem PAS nur f

ur kleinere Netze, hat aber ge-
gen

uber Kerberos den Vorteil, da die Benutzerinformationen nicht zentral gespeichert
und gesch

utzt werden m

ussen. Dennoch mu die Verf

ugbarkeit der Server sichergestellt
werden, was sich wie bei Kerberos durch Replikation erreichen l

at. Public key Zertikate
eignen sich gut um in einem System Rechte und Privilegien fein abgestuft zu denieren
und zu verteilen. Ein Schwachpunkt bei secret key Zertikaten ist, da sie dem Benutzer
der seinen eigenen geheimen Schl

ussel kennt, erlaubt eine sog. chosen-plaintext Attacke
zu starten. Durch Einf

uhrung eines zuf

alligen Arbeitsschl

ussels k, mit dem bei Ausstel-
lung des Schl

usselzertikats der geheime Schl

ussel des Benutzers verschl

usselt wird, kann
das verhindert werden. Das Schl

usselzertikat m

usste dann folgendermaen aussehen:
KeyCert
S;X
= fX; fK
X
g
k
; fkg
K
S
; Lg
K
S
6 Bewertung
Der Vergleich der vorgestellten Verfahren zeigt, da alle ihre Vor- und Nachteile haben.
Die folgende Tabelle zeigt Eigenschaften und Unterschiede aufgeschl

usselt nach einzelnen
Kriterien.
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Kerberos X.509
Secret Key
Zertikate
Verschl

usselung symmetrisch
asymmetrisch,
symmetrisch symmetrisch
Austausch von session
keys ja ja ja
Benutzung von
Zertikaten nein ja ja
Speicherung der
Benutzerinformationen zentral, geheim
verteilt,

oentlich verteilt, geheim
m

ogliche Systemgr

oe mittel gro sehr gro klein
Authentisierungsinstanz
authentication
server Benutzer
authentication
server
Verwaltung von
Privilegien ja, zentral nein
verteilt, durch
Privileg-
zertikate
Weitergabe von
Privilegien nein nein
ja, auch mit
Einschr

ankungen
Verbreitung
gro, da z.B. in
OSF/DCE
eingesetzt standardisiert
nur Testimple-
mentierungen
Die Verwendung von Secret Key Zertikaten erm

oglicht es, Privilegien zu verwalten und
weiterzugeben. Durch die Vermeidung der (langsamen) asymmetrischen Verschl

usselung
wird jedoch ein zentraler Server n

otig, der zur Laufzeit des Systems Zertikate

uberpr

uft.
Die drei vorgestellten Verfahren verhalten sich unterschiedlich bei

Anderung des Schl

ussels
des Servers. W

ahrend bei Kerberos sich f

ur den Benutzer sichtbar nichts

andert, werden
bei Secret Key Zertikaten die Anfragen mit veralteten Schl

usselzertikaten zur

uckge-
wiesen. Bei X.509 mu der Rechner des Benutzers pr

ufen, ob das Zertikat ung

ultig
geworden ist.
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Einsatz objektorientierter Techniken im
Netzwerk- und Anwendungsmanagement
Clemens Braun
Kurzfassung
Immer komplexere Netzwerksysteme stellen immer h

ohere Anforderungen an das Netzwerk-
und Anwendungsmanagement. Ein Netzwerkmanagement-System ist laut [Kau95] f

ur Pla-
nungsaufgaben, den reibungslosen Netzbetrieb, Fehlersuche und -behebung sowie Kongura-
tionsverwaltung zust

andig und das Anwendungsmanagement regelt die Implementierung, In-
stallation und den Betrieb von Anwendungen. Um diesen Anforderungen gerecht zu werden,
m

ussen die zu verwaltenden Systeme modularisiert werden, um beherrschbar zu bleiben. Die-
ser Artikel stellt einen Ansatz zur Modularisierung solcher Systeme mit Hilfe objektorientierter
Techniken vor.
1 Einleitung
Die Aufgaben des Netzwerkmanagements sind es, f

ur einen m

oglichst reibungslosen Be-
trieb des Netzes zu sorgen, Fehlersuche zu betreiben sowie die Planung des Netzes vorzu-
nehmen. Dazu mu das Netzwerkmanagement jede technische oder logische Komponente
eines Netzwerkes

uberwachen und gegebenenfalls deren Zustand

andern. Diese Kompo-
nenten k

onnen alle Teile sein, die ein Netzwerk ausmachen oder auch nur am Rande mit
dem Netzwerk zu tun haben. Die Palette reicht vom einfachen Kabel oder Kanal bis hin
zu komplexen Vermittlungssystemen. Ein System, das diese Aufgaben

ubernimmt, nennt
man Netzwerkmanagement-System (NMS). Diese Abk

urzung stammt aus [Pyl94]. Das
Buch [Sei94] enth

alt eine gute Einf

uhrung zum Thema Netzwerkmanagement, w

ahrend
in [Kau95] das Thema vertieft behandelt wird und einige Probleme aufgezeigt werden.
Netzwerkmanagement-Systeme gibt es in den unterschiedlichsten Ausf

uhrungen. Ein
Techniker, der anhand von Zustandsanzeigen auf Ger

aten oder Warnsignalen eine Ak-
tion im Netzwerk vornimmt ist ebenso ein NMS, wie ein Computerprogramm, das auf
einer Rechenanlage betrieben wird und Informationen aus dem Netzwerk speichert und
anzeigt oder dessen Zustand ver

andert.
Geht man davon aus, da ein modernes Telefonnetzwerk aus tausenden verschiedenen
Komponenten besteht, aus verschiedenen Technologien und von verschiedenen Herstel-
lern, stellt sich sofort eine Frage: Was macht man, wenn jede Komponente mit ihrem ei-
genen NMS ausgestattet ist? Die Administratoren solcher komplexen Netzwerke m

uten
lernen, mit tausenden verschiedenen Systemen umzugehen. Alle NMS k

onnten verschie-
dene Schnittstellen aufweisen und w

ahrend eine Warnung an einem Ger

at unbedeutend
ist, k

onnte dieselbe Warnung an einem anderen Ger

at zum kompletten Systemabsturz
f

uhren. Leider ist dieses Bild von der Realit

at nicht allzu fern, und noch nicht sehr
lange gibt es Bestrebungen, dieses Chaos durch Integration der heterogenen Netze und
Netzkomponenten in den Gri zu kriegen.
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In Kapitel 2 werden Ans

atze beschrieben, durch die auch komplexe Netzwerke

ubersicht-
lich und verwaltbar bleiben. Auerdem wird darauf eingegangen, wie verteilte Anwen-
dungen verwaltet werden k

onnen. Der Schl

ussel dazu ist das Anwendungsmanagement,
das sich mit der Implementierung, der Verf

ugbarmachung und dem Betrieb von Anwen-
dungen besch

aftigt. Kapitel 3 besch

aftigt sich mit der OO Analyse und dem OO-Entwurf,
mit dessen Hilfe man NMSe entwickeln kann. In Kapitel 4 werden dann die objektorien-
tierten Techniken vorgestellt.
2 Integration von Netzwerkmanagement und
verteilten Anwendungen
2.1 Entwicklung von Netzwerkmanagement-Systemen
Lange Zeit war das Netzwerkmanagement lokal bei den physischen Bestandteilen des
Netzwerkes angesiedelt. Das heit die Komponenten wie Router, Schalter oder Multiple-
xer wurden vom Personal direkt

uberwacht oder geschaltet. Netzwerkmanagementauf-
gaben werden bei dieser Strategie vor allem dann n

otig, wenn Fehler auftreten, die der
Betreiber entweder selbst bemerkt oder auf die er vom Benutzer aufmerksam gemacht
wird. Vor allem daran ist zu erkennen, da diese Strategie nicht die benutzerfreundlichste
und eektivste sein kann. Solange ein Netzwerk aber vor allem aus elektromechanischen
Elementen bestand, gab es wohl keine bessere Alternative.
Im Zeitalter der Computertechnik aber, mit immer leistungsf

ahigeren elektronischen
Bausteinen, vor allem Mikroprozessoren, entwickelten sich auch ganz neue M

oglichkei-
ten f

ur das Netzwerkmanagement. Ein rechnergesteuerten Netzwerk kann nicht nur viel
schneller auf auftretende Fehler reagieren, sondern in einem gewissen Mae auch Pro-
bleme vorausahnen und durch intelligente Planung vermeiden. Auerdem kann der Per-
sonalaufwand gering gehalten werden, was gleichbedeutend mit Wirtschaftlichkeit ist.
Das Netzwerkmanagement ist dazu getrennt von den technischen Bausteinen und ver-
waltet per Kommunikation nicht direkt die physischen Komponenten sondern deren lo-
gische Repr

asentationen. Durch Ferndiagnose, Fernschalten und Fernparametrieren soll
der personalintensive Service-Aufwand vor Ort minimal bleiben. Die Informationen von
den Netzwerkelementen werden dabei als Overhead zur Informations

ubermittlung inner-
halb des Netzes oder

uber ein eigenes Datennetz

ubertragen. Mit dem starken Wachstum
der

oentlichen und privaten Telefon- und Datennetze wurde diese Art des Netzwerk-
managements das wichtigste Werkzeug, die steigende Komplexit

at dieser Netze im Gri
zu behalten.
2.2 Integration des Netzwerkmanagements
Bis vor kurzem entwickelte jeder Hersteller von Netzwerken oder Netzwerkzubeh

or eigene
Kontrollsysteme f

ur sein Produkt. Es gab lange Zeit keine Normen oder Standards, an
die sich die Hersteller h

atten halten k

onnen. Deshalb tendierte das Netzwerkmanagement
dazu, technologie-, produkt- und herstellerspezisch zu werden. Das Ziel eines NMS sollte
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es aber sein, viele Netzwerkelemente verschiedener Fabrikate anzeigen und kontrollieren
zu k

onnen. Ein NMS, das dies imstande ist zu leisten, nennt man integriertes NMS
(INMS).
Von Standardisierungsgremien wurde ein Modell f

ur die Integration heterogener Systeme
entwickelt. Dieses Modell nennt sich Systems ManagementModel und ist in Abbildung 20
dargestellt, die aus [Pyl94] stammt. Eine Realisierung dieses Modells mu sehr umfang-
reich und komplex sein, um eine Plattform f

ur die Integration von Netzwerkelementen
sein zu k

onnen. Denn um eine solche Plattform zu entwickeln, mu das Modell sehr
fundamental und umfassend umgesetzt werden.
Manager Kommunikation Managementobjekte
(Managed Objects)
Managementoperationen
Meldungen (Notifications)
Netzwerkumgebung
Agent
Abbildung 20. Systems Management Model
2.3 Standards im Netzwerkmanagement
Es existieren zwei Standards, die das Modell verwirklichen. Zum einen das Simple Net-
work Management Protocol (SNMP) mir der zugeh

origen Datenbasis (management in-
formation base MIB), das von der Internet Engineering Task Force (IETF) entwickelt
wurde und auf dem Internet mit TCP/IP eingesetzt wird. Dieses Protokoll entstand
aus der Aufgabe, das Internet als Weitverkehrsnetz zum Verbinden von lokalen Rech-
nernetzen handhabbar zu gestalten. Beim Management von TCP/IP-Netzen werden die
Managementfunktionen

uber das SNMP zwischen Managementstation und Netzelement

ubertragen. Das Netzelement mu, um diese Informationen verarbeiten zu k

onnen,

uber
einen Agenten verf

ugen. Dazu wird jedes Netzelement als eine Menge von abstrakten
Datenobjekten modelliert, wie sie in Kapitel 3.2 vorgestellt werden. Das Protokoll wur-
de st

andig weiterentwickelt, und ist daher heute leistungsf

ahig genug, auf breiter Basis
eingesetzt zu werden.
Die International Organization for Standardization (ISO) erarbeitete zusammen mit der
International Telecommunications Union - Telecommunications (ITU-T), der fr

uheren
CCITT das Common Management Information Protocol (CMIP) und eine dazugeh

ori-
ge MIB zur Verwaltung von OSI-Netzwerken. Dieses Protokoll ist sehr genau spezi-
ziert und die Konzepte und Begrie des OSI-Netzmanagements sind in einem Regelwerk
festgelegt. Beide kurz vorgestellten Systeme machen mehr oder weniger Gebrauch von
objektorientierten Techniken, wie sie in den folgenden Kapiteln vorgestellt werden.
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2.4 Anforderungen an das Anwendungsmanagement
Ebenso wie die Netzwerkkomponenten, m

ussen auch die Anwendungen, die auf dem
Netzwerk verteilt ausgef

uhrt werden sollen, verwaltet werden. Das Anwendungsmanage-
ment sollte sowohl solche Anwendungen, die von Anfang an als verteilte Anwendungen
f

ur ein Netzwerk entwickelt wurden, als auch Einzelanwendungen, die auf dezentralen
Netzwerken installiert werden sollen, verwalten k

onnen. Dazu m

ussen die Anwendungs-
komponenten um eine Schnittstelle erweitert werden, um vom Anwendungsmanagement
kontrolliert werden zu k

onnen. Dieser Prozess, der Instrumentierung genannt wird, mu
ebenso wie das Anwendungsmanagement selbst, folgenden Anforderungen gen

ugen:
{ Allgemeing

ultigkeit
Alle Anwendungstypen m

ussen auf die gleiche Art und Weise in das Managementsy-
stem eingebunden werden k

onnen.
{ Erweiterbarkeit
Neue Objekte m

ussen ohne groen Aufwand in das System integriert werden k

onnen.
Ohne groen Aufwand heit, das System soll nicht neu konguriert werden m

ussen
und die Modikation des zu integrierenden Objekts soll nicht zu aufwendig sein.
{ Flexibilit

at
Das System soll exibel sein bez

uglich dem Verhalten und der Anordnung der ver-
teilten Anwendungen. Das heit jedes m

ogliche Verhalten der Anwendung sollte vom
Managementsystem verarbeitet werden k

onnen.
Ein Management-System, das diesen Anforderungen gerecht werden mu, l

at sich am
besten mit Hilfe der objektorientierten Techniken implementieren, die in den Kapiteln 3
und 4 vorgestellt werden. Eine Arbeitsgruppe vom IBMZurich Research Laboratory erar-
beitete einen Ansatz, durch den jegliche Anwendungen durch objektorientierte Techniken
so erweitert werden k

onnen, da sie den geforderten Anforderungen gen

ugen [STK94].
F

ur diese Aufgabe soll eine hierarchische Klassenbibliothek erstellt werden, mit dessen
Hilfe der Quellcode der Anwendungen instrumentiert, das heit mit einer geeigneten
Objektschnittstelle (Kapitel 3.3) ausgestattet wird.
3 Objekte
Objekte stellen in ihrer Gesamtheit eine Miniwelt dar, die Abbild der Realit

at sein soll.
Alle f

ur das System wichtigen Elemente werden bei der OO Analyse als Objekte abgebil-
det. Abh

angig von der Anwendung k

onnen alle m

oglichen Gegenst

ande solche Objekte
sein: Eine Person, ein Apfel, ein Schalter, ein Modem, ein Kabel, usw. All diese Objek-
te besitzen Attribute, z. B.: die Person heit Herr M

uller, das Kabel ist unterbrochen,
usw. Desweiteren besitzen die Objekte Funktionalit

aten, die Methoden genannt werden,
durch die ihre Eigenschaften ver

andert und beschrieben werden. Z. B. kann die Person
mit einer anderen Person reden, ein Modem kann Daten

ubertragen und der Apfel kann
gegessen werden, womit er als Objekt aus dem System verschwindet. Objekte k

onnen
also auch erzeugt und wieder gel

oscht werden. Die Methoden eines Objektes werden
entweder als Funktionen oder als Prozeduren implementiert.
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3.1 Klassen
Um ein hinreichendes Abbild der Realit

at zu erhalten,

uberlegt man sich, aus welchen
Komponenten das zu entwerfende System besteht. All diese Komponenten werden dann
als Klassen implementiert, aus denen dann beim Betrieb des Systems die Objekte erzeugt
werden k

onnen. Zuvor mu man sich allerdings noch

uberlegen, welche Oberklassen,
Unterklassen und Instanzen es gibt, man mu eine Klassenhierarchie erstellen. Eine solche
ist beispielhaft in Abbildung 21 dargestellt. Es handelt sich dabei um die Vereinbarung
von Scanner -Objekten nach der Summarization Function [Sei94], [10192]. Dabei ist Top
die h

ochste Oberklasse, Unterklassen von Top sind Scanner und Dynamic Scanner. Als
Beispiel f

ur die Bedeutungen der Klassen soll der Zusammenhang zwischen Scanner,
Heterogeneous Scanner, Homogeneous Scanner und Mean Scanner erl

autert werden:
{ DieManaged Object Class (siehe 3.2) Scanner ist eine nicht instanziierbare Superklas-
se, die Hilfsmittel zur periodischen Abtastung bestimmter Attribute in spezizierten
Objekten deniert.
{ Die Managed Object Class Homogeneous Scanner ist ebenfalls nicht instantiierbar
und verfeinert die von der Scanner-Klasse ererbten Eigenschaften um die M

oglichkeit
zur Selektion abzutastender Attribute sowie dazugeh

origer Objekte, wobei die Attri-
bute global zu allen Objekten deniert werden, also in allen Objekten verf

ugbar sein
m

ussen.
{ Daraus wird die instantiierbare Klasse Mean Scanner abgeleitet, welche die Funk-
tionalit

at aufweist, zu einer Anzahl von Stichproben je Attribut das dazugeh

orige
arithmetische Mittel zu bestimmen.
{ Parallel zu der Klasse der Homogeneous Scanner existiert die Managed Object Class
Heterogeneous Scanner, die im Gegensatz dazu bereits instantiierbar ist. Mit ihr
k

onnen unterschiedliche Managed Objects mit verschiedenen Attributen

uberwacht
werden.
Beim OO Entwurf eines NMS werden durch die Objekte eine M

oglichkeit bereitgestellt,
die physischen oder logischen Komponenten auf verwaltbare Daten abzubilden, mit de-
nen das NMS arbeiten kann. Physische Komponenten sind reale Bauteile und Systeme,
wie Schalter, Multiplexer oder Router, die das NMS ebenso ben

otigt, wie die logischen
Komponenten eines Netzes, was Verbindungen, Pfade oder Systemsoftware sein k

onnen.
3.2 Managementobjekte
Alle f

ur das Netzwerkmanagement ben

otigten physischen und logischen Komponenten
werden beim Entwurfsprozess zu Objekten, den sogenannten Managementobjekten (Ma-
naged Objects). All diese Objekte m

ussen in einen Regelkreis (Abbildung 22) eingebun-
den werden k

onnen. In diesem Kreis greift das NMS durch Managementoperationen
ins Netzwerk ein. Das Netzwerk wiederum zeigt dem NMS seinen Zustand durch Senden
seiner Zustandsdaten an. Um an den Managementobjekten diese Funktionalit

at bereitzu-
stellen, werden die eigentlichen Objekte um eine Schnittstelle erweitert (Abbildung 23),
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Abbildung 21. Beispiel f

ur eine Klassenhierarchie
die den Datenaustausch mit dem NMS regelt. Zur Erzeugung mu der Benutzer des Ma-
nagementobjektes dessen Namen und die statischen Managementinformationen wie Typ
und Leistungsf

ahigkeit in die MIB (Management-Informations-Basis) eintragen.
3.3 Objektschnittstellen
Ein Objekt enth

alt zun

achst einen Teil, der dem Geheimnisprinzip (siehe Kapitel 4.2)
gen

ugt und vor allem aus internen Datenstrukturen und Algorithmen besteht. Desweite-
ren enth

alt es wohldenierte Schnittstellen,

uber die es mit anderen Objekten kooperieren
und kommunizieren kann. In einem NMS m

ussen alle Managementobjekte eine Manage-
mentschnittstelle aufweisen (Abbildung 23)

uber die sie mit dem NMS verbunden sind.
Diese Schnittstelle besteht aus Attributen des Objektes, Zust

anden des Objektes und
Managementoperationen. Ein Attribut hat einen Namen und einen Wert. W

ahrend der
Zeitdauer der Existenz eines Objektes d

urfen nur die Werte der Attribute ge

andert wer-
den, es d

urfen jedoch keine Attribute hinzukommen oder gel

oscht werden. Der Status
beschreibt den momentanen Zustand eines Objektes bez

uglich Verf

ugbarkeit und Ope-
rabilit

at. Die Managementoperationen sind zum Teil Methoden, um die Zust

ande und
Attribute des Objektes ver

andern zu k

onnen. Zum Teil sind es aber auch Methoden, die
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Abbildung 22. Der Management-Proze
Managementobjekt
Management-Interface
Management-
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Status-
anzeigen
Objekt-Instrumentation
normale Objektschnittstelle
Interaktion mit
anderen Objekten
Abbildung 23. Struktur eines Managementobjektes
Meldungen Objektes (sogenannte Notikationen)

uber das Netz an das Managementsy-
stem senden k

onnen.
4 Objektorientierte Techniken
Zur Integration von NM-Systemen eignen sich hervorragend die objektorientierten Tech-
niken. Diese Techniken k

onnen in sowohl in den objektorientierten Sprachen wie z. B.
C++, Smalltalk, Eiel oder Sather angewendet werden, wie auch in anderen nicht ob-
jektorientierten Sprachen wie z. B. Pascal. Die OO-Programmiersprachen bieten dabei
nat

urlich bessere M

oglichkeiten den objektorientierten Entwurf zu implementieren als
die nicht-objektorientierten Sprachen. Die OO-Techniken werden sowohl in [Pyl94], als
auch in [Mey90] ausf

uhrlich behandelt.
4.1 Generizit

at
Generische Klassen haben Typen als Parameter, wodurch sie nicht direkt instanziierbar
sind, sondern Muster f

ur Unterklassen darstellen. Sie werden auch abstrakte Klassen ge-
nannt, wogegen ihre instanziierbaren Unterklassen konkrete Klassen sind. Ein einfaches
Beispiel ist in Abbildung 24 dargestellt. Listenelemente k

onnen verschiedene Datentypen
sein, unter anderem Integer- und Realzahlen. Generizit

at ist eine M

oglichkeit, Hierarchi-
en wie in Abbildung 21 relativ einfach zu verwirklichen.
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Liste[T]
Liste[Real]Liste[Integer]
Abbildung 24. Einsatz generischer Parameter
Generizit

at kann aber auch dazu verwendet werden, verschiedene Sichten eines Objektes
verschiedenen Anwendergruppen zug

anglich zu machen. Generische Klassen werden dazu
mit verschiedenen Schnittstellen ausgestattet. Nur die Elemente der Schnittstelle eines
Objektes werden dem Benutzer zug

anglich gemacht, w

ahrend alle anderen Informationen
des Objektes geheim bleiben. Beim Netzwerkmanagement ist es dadurch m

oglich, dem
INMS eine groe komplexe Schnittstelle einer Komponente zu bieten, w

ahrend der Benut-
zer eine sehr einfache Schnittstelle zur Verf

ugung haben sollte, die auf seine Bed

urfnisse
zugeschnitten ist und keine Attribute oder Funktionen beinhaltet, die er nicht ben

otigt.
Dieses Konzept,

oentliche Objektschnittstellen zu gestalten, die eine einfache Sicht auf
unter Umst

anden sehr komplexe Objekte zu gestatten, ist ein zentrales Prinzip im OO-
Entwurf. Zugleich ist diese Eigenschaft der Objeke, f

ur verschiedene Leute, verschieden
auszusehen, ein erster Schritt ein INMS zu erm

oglichen.
4.2 Geheimnisprinzip
Schon mehrmals erw

ahnt, vor allem im letzten Abschnitt, wurde das Geheimnisprinzip.
Es besteht daraus, komplexe und interne Details wie Algorithmen oder Zwischenwer-
te zu verbergen. Jedes Objekt besteht aus zwei Teilen, der Schnittstelle (public) und
den Details der Implementierung (private). Der Benutzer hat nur Zugri auf den Teil
der Attribute und Methoden, die er wirklich braucht und die durch den Ausdruck pu-
blic (C++-Notation) gekennzeichnet sind. Die versteckten Daten werden in C++ durch
private gekennzeichnet.
Gerade die Integration von NM-Systemen ist von sich aus schon sehr komplex, und ein
Netzwerk besteht zu weiten Teilen auch wieder aus sehr komplexen Einzelteilen. Des-
weiteren gibt es die groe Zahl verschiedener Modelle eines Elements von verschiedenen
Anbietern und Herstellern. Ohne das Geheimnisprinzip w

are es praktisch unm

oglich den

Uberblick

uber ein INMS zu behalten, zumal sich die Netzwerkarchitekturen, Technolo-
gien und Funktionen dauernd weiterentwickeln und

andern.
Auerdem ist es durch das Geheimnisprinzip m

oglich, Module zu spezizieren, die sowohl
von anderen Modulen, als auch von der Implementierung, unabh

angig sind. Solche Mo-
dule tragen einen groen Teil dazu bei, das Entwurfsprinzip der Wiederverwendbarkeit
zu f

ordern, und sie erleichtern es, Ver

anderungen im System vorzunehmen. Diese Eigen-
schaften sind grundlegend f

ur die Integration unterschiedlicher Systeme. Die

oentlichen
Attribute und Funktionen der einzelnen Objekte werden in der Systembeschreibung de-
niert, w

ahrend der interne Aufbau der Objekte beliebig implementiert werden kann. Erst
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diese fest denierten Schnittstellen und Datenstrukturen machen eine Kommunikation,
wie sie beim Systems Management Model (Abbildung 20) ben

otigt wird, m

oglich.
4.3 Vererbung
Es gibt zwei Wege, eine Klasse zu benutzen. Der einfachere Weg ist der, da ein Objekt
ein oder mehrere Objekte aus anderen Klassen beinhalten darf. In der Literatur wird
dieses Verh

altnis als Kunde und Lieferant bezeichnet (so z. B. in [Mey90]). Wenn eine
Klasse A ein Attribut vom Typ B enth

alt, heit A Kunde von B, und B wird Lieferant
von A genannt. Es ist sogar m

oglich, da eine Klasse Kunde von sich selbst ist, wie das
folgende einfache Beispiel zeigt.
class BANKKUNDE feature
name: STRING;
b

urge: BANKKUNDE;
end
Der andere Weg, eine Klasse zu benutzen, ist die Vererbung. Durch das Prinzip der
Vererbung ist es m

oglich, Hierarchien wie in Abbildung 21 zu verwirklichen. Die erben-
de Klasse ist dabei immer eine Spezialisierung seiner Oberklasse. Um ein Beispiel aus
Abbildung 21 zu benutzen: Mean Scanner ist Unterklasse von Homogeneous Scanner
und erbt damit von der Klasse Homogeneous Scanner. Die Pfeile k

onnen bei einer sol-
chen Hierarchiedarstellung als erbt von gelesen werden. Ein Mean Scanner ist damit
ein spezieller Homogeneous Scanner, der die Eigenschaften aller Homogeneous Scanner
wie die M

oglichkeit zur Selektion abzutastender globaler Attribute besitzt und deswei-
teren mit zus

atzlicher Funktionalit

at wie der Bestimmung eines arithmetischen Mittels
ausgestattet ist. Diese Sichtweise der Spezialisierung entspricht dem Prinzip des Top-
Down-Entwurfs.
Im oben genannten Beispiel hat jede Klasse genau ein Elternteil, es ist aber auch m

oglich,
da eine Klasse von mehreren Klassen erbt, dieser Prozess wird Mehrfachvererbung ge-
nannt. Die Mehrfachvererbung ist keine reine Spezialisierung einer Oberklasse, sondern
verbindet die Eigenschaften aller Elternteile.
Unterklassen k

onnen instanziierbar (konkrete Klassen) oder nicht intanziierbar (abstrak-
te Klassen) sein. Instanziierbar heit, aus diesen Klassen k

onnen Objekte erzeugt werden.
Abstrakten Klassen k

onnen dagegen keine Objekte als Instanzen erzeugen, sondern sie
werden zur Hierarchiebildung ben

otigt. Das mag nach unn

otigem Mehraufwand klingen,
bringt aber in Wirklichkeit eine Vereinfachung mit sich. Durch Blockbildung von

ahn-
lichen Klassen zu abstrakten Oberklassen, wird das System zum ersten

ubersichtlicher,
zum zweiten kann darauf verzichtet werden, den gleichen Programmcode in

ahnlichen
Klassen zu vervielf

altigen.
Die Vererbung ist ebenso wie die Generizit

at und das Geheimnisprinzip ein wichtiger
Schritt auf dem Weg zum Ziel der Erreichung von Wiederverwendbarkeit. Das Ma der
Wiederverwendbarkeit wird sehr hoch, wenn die Hierarchie und alle Objektschnittstellen
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eines Modelles gut geplant und sauber implementiert worden sind. Genau diese Wieder-
verwendbarkeit ist es, die das Systems Management Model trotz schnell wechselnder
Technologien realisierbar und wirtschaftlich machen kann.
4.4 Allomorphismus
Allomorphismus bedeutet, da ein Objekt oder eine Funktion in mehreren Klassen de-
niert sein kann. Abbildung 25 zeigt ein Beispiel, in dem die Klasse Modem zwei Unter-
klassen hat: Data-Modem und Fax-Modem. Der Ausschnitt des Eiel-Programmes zeigt,
da die Funktion send-data mehrfach deniert ist: In der Klasse Data-Modem f

ur ein
ASCII-Datenobjekt und in der Klasse Fax-Modem f

ur ein Bitmap-Objekt. Ein Aufruf
der Funktion in der Form Modem.send-data (X) wird diejenige Funktion ausgef

uhrt, die
mit dem Parameter X konform ist.
Modem
Fax-ModemData-Modem
Abbildung 25. Vererbungshierarchie zum Beispiel f

ur Allomorphismus
class Modem
feature
-- allgemeine Attribute und Funktionen
-- jedes Modemtyps
end; -- class Modem
class Data-Modem
inherit Modem -- erbt alle Attribute und
-- Methoden der Klasse Modem
feature
.
.
send-data (ascii-data-object doc) is
do
-- Hier steht die Implementierung der
-- Funktion fuer Datenmodems.
end; -- send-data
.
.
end; -- class Data-Modem
42
class Fax-Modem
inherit Modem -- erbt alle Attribute und
-- Methoden der Klasse Modem
feature
.
.
send-data (bit-map-object doc) is
do
-- Hier steht die Implementierung der
-- Funktion fuer Faxmodems.
end; -- send-data
.
.
end; -- class Fax-Modem
Dieses Verhalten hat zwei groe Vorteile, vor allem im Hinblick auf die Probleme bei
INMSen:
1. Der Hersteller kann einfach neue Unterklassen von Modem entwerfen und dem System
hinzuf

ugen, die send-data f

ur andere Datenobjekte enthalten, ohne irgendwo im alten
Programmcode etwas ver

andern zu m

ussen.
2.

Altere Systeme k

onnen mit einem erweiterten Modem-Objekt genauso kommunizie-
ren wie mit der einfacheren alten Version.
Mit dem Prinzip des Allomorphismus ist es m

oglich, die Komplexit

at, die durch neben-
einander bestehende Versionen mit unterschiedlichem Verhalten entsteht, in den Gri zu
kriegen. Gerade im Bereich des Netzwerkmanagements, das mit den vielen unterschied-
lichen Versionen von Netzwerkelementen zurecht kommen mu, ist dieses Prinzip fast
unverzichtbar.
5 Zusammenfassung
F

ur groe heterogene Netze ist das Netzwerkmanagement unverzichtbar geworden, und
auch f

ur kleine Netze bringt es groe Vorteile. Vor allem vom wirtschaftlichen Stand-
punkt her ist es n

otig, mehr in die Planung und Beschaung gut organisierter Manage-
mentsysteme zu investieren. Denn der Betrieb von schlecht organisierten Netzen ist sehr
personalintensiv und damit teuer. Es stellt sich aber die Frage, welches NMS eingesetzt
werden soll. Die zwei konkurierenden Standards wurden im Kapitel 2.3 vorgestellt. Hier
m

ochte ich nun versuchen, die beiden Protokolle zu vergleichen und sie auf objektori-
entierte Ans

atze zu untersuchen. Einen ausf

uhrlicheren Vergleich der beiden Protokoole
ndet man in [dIF95].
Am h

augsten kommt das SNMP (Simple Network Management Protocol) zum Einsatz.
Die Informationseinheiten aus dem Managementinformations-Datenbasis (Management
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Information Base, MIB) werden zwar Objekte genannt, von den objektorientierten Tech-
niken wird jedoch nur sp

arlich Gebrauch gemacht. Die Objekte sind nur einfache Da-
tenstrukturen, oft werden sie deshalb auch treender als Variablen bezeichnet. Es wird
kein Gebrauch vom Geheimnisprinzip gemacht und die Klassen sind nicht wiederver-
wendbar, da keine Vererbung realisiert ist. Den Erfolg dieses Modells verdankt es wohl

uberwiegend seiner Einfachheit. Denn ohne langwierige Standardisierungsbem

uhungen
und durch die Beschr

ankung auf das Wesentliche lie sich dieses Modell eben wesent-
lich schneller verwirklichen wie das CMIP und wurde und wird noch immer st

andig
weiterentwickelt.
Die Grundlage des Common Management Information Protocol (CMIP) der OSI ist auch
eine MIB, die darin gespeicherten Informationseinheiten werden aber zurecht als Objekte
bezeichnet. Sowohl Attribute, als auch Aktionen und Bedingungen k

onnen nach dem
Geheimnisprinzip gekapselt werden. Die Klassen sind wiederverwendbar und auch sogar
mehrfache Vererbung ist m

oglich. Es wird also umfassend von den objektorientierten
Techniken Gebrauch gemacht. Leider wird das CMIP heute noch ebenso selten eingesetzt
wie der gesamte OSI-Protokollturm. Denn wer heute nach einer kleinen wirtschaftlichen
L

osung f

ur ein Netzwerk sucht, wird im Rahmen von TCP/IP eher f

undig werden als
das im ISO/OSI-Umfeld der Fall sein d

urfte. Das mag sich in den n

achsten f

unf Jahren

andern, aber diese Honung hatte man auch schon vor f

unf Jahren.
Man darf gespannt sein, was aus der Idee der Klassenbibliothek f

ur die Instrumentation
von Anwendungen aus [STK94] wird. Die Realisierung dieser Idee bringt sicherlich einige
groe Probleme mit sich, denn von den hohen Anforderungen aus Abschnitt 2.4 darf man
keine vernachl

assigen, wenn das System funktionieren soll. Ein weiteres Problem dieser
Idee ist es, da der Quellcode der Anwendungen vorliegen mu, der aus Gr

unden des
Copyrights von den Herstellern und Verk

aufern normalerweise nicht mitgeliefert wird.
Ohne Zweifel w

are ein solches System nat

urlich sehr n

utzlich. Es liee sich, sobald es erst
einmal vorhanden w

are, auch noch n

utzlich erweitern. Die Bibliothek k

onnte mit Hilfe
der objektorientierten Techniken problemlos ausgebaut werden, so da die Anwendungen
durch Dienste der Authentizierung, des Fehlermanagements oder des Accounting erwei-
tert werden. Letzendlich ist es durch diese Vorgehensweise auch m

oglich, ein System zu
entwickeln, das mit anderen Managementsystemen interagieren k

onnte. Damit h

atte man
das Ziel der Integration nicht nur von Netzelementen sondern auch von verschiedenen
Netzwerkmanagementsystemen erreicht.
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Das Adaptionsschichtprotokoll SSCOP
Holger Kraemer
Kurzfassung
Der Artikel besch

aftigt sich mit dem Service Specic Connection Orientated Protocol (SSCOP).
Dieses Protokoll ist eine Realisierung einer Teilschicht der ATM Adaptionsschicht. Zun

achst
wird kurz auf ATM eingegangen, dann wird gezeigt wie ATM geschichtet ist und in welcher
Teilschicht SSCOP angesiedelt ist. Daran anschlieend wird SSCOP in seiner Funktionalit

at
erkl

art und anhand eines einfachen mathematischen Modells gezeigt, wie man die wichtigsten
Parameter in diesem Protokoll am besten w

ahlt.
1 Einleitung
ATM (Asynchronous Transfer Mode) ist ein paketorientierter Dienst mit dem Vorteil ho-
her Skalierbarkeit. Mit ATM lassen sich

Ubertragungsraten von 155 MBit/sec realisieren.
F

ur Breitbandanwendungen hat sich gezeigt, da konventionelle Protokolle (X.25, LAPB,
LAPD...) an ihre Grenzen stoen. Ein weiteres Beispiel, bei dem diese Protokolle sich
als ungeeignet erwiesen haben, war die Satelliten

ubertragung, weil hier der sogenannte
round trip delay enorm hoch ist. Unter round trip delay ist die Zeit zu verstehen, die das
Signal vom Sender zum Empf

anger und vom Empf

anger zur

uck zum Sender unterwegs
ist. Als Konsequenz daraus wurde f

ur ATM ein eigener Protokollstack entwickelt, der
diese speziellen Anforderungen besser bew

altigen kann. ATM wurde als dreischichtiges
Protokoll entworfen. Es besteht aus einer physikalischen Schicht, einer ATM Schicht und
der ATM Adaptionsschicht, wie in Abbildung 1 dargestellt.
AAL
ATM Layer
Physical Layer
Ebenenm
anagem
ent
Schichtenm
anagem
ent
Kontroll
Ebene
Benutzer
Ebene
Managementebene
ATM Adaptation Layer
Abbildung 26. ATM Schichtenmodell
In dieser Ausarbeitung geht es darum, SSCOP (Service Specic Connection Oriented
Protocol) vorzustellen. SSCOP ist in die ATM-Adaptionsschicht (AAL) einzuordnen
und beinhaltet viele Protokollmechanismen, die f

ur ein High Performance Protokoll not-
wendig sind. Die AAL gliedert sich in eine Convergence Sublayer (CS) sowie eine Seg-
mentation and Reassembly Sublayer (SAR), wie aus Abbildung 2 zu entnehmen ist.
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Die Convergence Sublayer ihrerseits besteht aus den beiden Teilschichten Service Speci-
c Convergence Sublayer (SSCS) und Common Part Convergence Sublayer (CPCS), wie
man ebenfallsAbbildung 2 entnehmen kann. Das Protokoll SSCOP, das in dem folgenden
Artikel behandelt wird, ist eine Variante der SSCS.
Segmentation and Reassembly
SSCS
Sublayer (SAR)
Convergence Sublayer (CS)
CPCS
Abbildung 27. Schichtung der ATM Adaptionsschicht
2 ATM und das ATM Schichtmodell
In diesem Abschnitt sollen zun

achst einmal die Eigenheiten von ATM dargestellt werden.
Anschlieend soll versucht werden, das ATM Schichtmodell mit dem OSI Protokollturm
zu vergleichen. ATM ist ein paketorientierter Dienst, d.h. die Zuteilung der Bandbreite
ist nicht statisch festgelegt, sondern erfolgt variabel. Durch die virtuellen Pfade und
virtuellen Kan

ale ist ATM verbindungsorientiert. Die ATM Pakete werden als Zellen
bezeichnet und sind 53 Byte lang, wobei 5 Byte f

ur den Header reserviert sind und 48
Byte als Nutzdaten zur Verf

ugung stehen. Unter asynchron ist zu verstehen, da die an
ATM

ubergebenen Daten nicht periodisch sein m

ussen. Auf der Leitung selbst werden
die Zellen kontinuierlich gesendet. Innerhalb der physikalischen Schicht werden Leerzellen
eingef

ugt wenn nicht genug Zellen vom Benutzer

ubergeben wurden.
48 Byte5 Byte
DatenATM Header
Abbildung 28. ATM Zelle
Der ATM Header dient dazu, die Zellen durch das Netz zu routen. Er enth

alt weiterhin
eine Pr

ufsumme

uber den Zellkopf und zeigt an, ob es sich im Datenfeld um Benutzer-
daten oder um Netzwerkdaten handelt. Der Header sieht im einzelnen folgendermaen
aus.
Dabei bedeuten die Felder:
VPI (Virtual Path Identier): Der Virtual Path Identier ist eine logische Einheit
der ATM Adresse. Ein virtueller Pfad kann mehrere VCI (Virtual Channel Identier)
enthalten. Der VPI ist immer nur zwischen zwei Netzwerknoten g

ultig.
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VPI
PTI
VPI VCI
VCI
VCI
HEC
CLP
Abbildung 29. ATM Header
VCI (Virtual Channel Identier): Der Virtual Channel Identier ist ebenfalls eine
logische Einheit der ATM Adresse und gilt auch nur innerhalb eines virtuellen Pfades.
Wenn die virtuellen Kan

ale innerhalb eines Pfades liegen

andern sich die VCI nicht.
PTI (Payload Type Information): Dieses Feld enth

alt Informationen

uber die Da-
ten im Datenfeld und ist 3 Bit lang. Daraus ergeben sich 8 m

ogliche Kombinationen
zur Klassizierung der Nutzdaten.
1. 000 User Data Cell, congestion not experienced , ATM Layer User to ATM Layer
User = 0
2. 001 User Data Cell, congestion not experienced, ATM Layer User to ATM Layer
User = 1
3. 010 User Data Cell, congestion experienced, ATM Layer User to ATM Layer User
= 0
4. 011 User Data Cell, congestion experienced, ATM Layer User to ATM Layer User
= 1
5. 100 Segment OAM F5 ow cell
6. 101 End to End OAM F5 ow cell
7. 110 Future reserve
8. 111 Future reserve
CLP (Cell loss priority): Falls dieses Bit gesetzt ist, wird die Zelle bei Engp

assen im
Netz eher vernichtet als bei nicht gesetztem Bit.
HEC (Header Error Detection/Correction)
Eine Einordung von ATM in das OSI Schichtenmodell ist nicht ohne weiteres m

oglich.
ATM liegt mit seiner Funktionalit

at zwischen den Schichten 2 und 4. Die Einordnung in
die Schicht 4 ist deswegen m

oglich, weil ATM Quality of Service Parameter

ubergeben
werden k

onnen, und weil es eine gesicherte Ende zu Ende Verbindung

uber ein Subnetz
zur Verf

ugung stellt. Es werden auch Routing Aufgaben, die der Schicht 3 zuzuordnen
sind angeboten.
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Die Einordnung von ATM in die OSI Schicht 2 ist deshalb gerechtfertigt, weil ATM
teilweise unter TCP/IP genutzt wird und somit nur die Aufgaben der Sicherungsschicht,
n

amlich einen gesicherten Kanal zur Verf

ugung zu stellen,

ubernehmen mu. Wie schon
in Abbildung 1 zu sehen war, gibt es f

ur ATM ein eigenes Schichtenmodell. Im Gegen-
satz zum OSI Modell handelt es sich nun um ein dreidimensionales Gebilde. Neben den
bekannten Schichten kommen hier noch die S

aulen oder Ebenen hinzu. Im einzelnen han-
delt es sich hier um die Benutzerebene, die Managemetebenen und die Kontrollebene. Die
Benutzerebene dient dazu, die Daten des Benutzers zu

ubertragen und den Datentrans-
fer zu regulieren. Sie entspricht somit in etwa dem B-Kanal beim Schmalband-ISDN.
Die Mangementebene teilt sich noch einmal in das Ebenenmanagement, welches f

ur die
Koordination zwischen den einzelnen Ebenen verantwortlich ist, und das Schichtenmana-
gement, das die Management-Funktionen f

ur die spezischen Schichten ent

alt. Als dritte
Ebene gibt es noch die Kontrollebene, die die

Ubertragung der Signalisierungsinforma-
tionen

ubernimmt.
3 Funktionalit

at der ATM Schicht
Die ATM-Schicht stellt der ATM-Adaptionsschicht eine Reihe von Diensten zur Verf

ugung,
die sie durch die Dienste der physikalischen Schicht realisiert. Zu diesen Diensten geh

oren:
{ Cell Multiplexing / Demultiplexing: Diese Funktion stellt beim Sender einen zusam-
mengesetzten Zellstrom her, der Zellen mit verschiedenen VPI bzw. VCI zusammen-
setzt. Auf der Empf

angerseite wird der Zellstrom wieder zerlegt und entsprechend
weitergeleitet.
{ Cell Relaying: Das Cell Relaying betrit das Routing, d.h. die Auswertung der VPI
bzw. VCI.
{ Delay Priority Processing: Die Priorit

at wird beim Verbindungsaufbau ausgehandelt.
Die Funktion nutzt die VPI/VCI, um die entsprechende Verbindung zu ermitteln.
{ Cell Loss Priority Processing: Diese Funktion utzt das Feld CLP um entsprechend
gekennzeichnete Zellen zu vernichten.
{ Connection Assignment: Das Connection Assignment ordnet bestimmte Verbindun-
gen bestimmten ATM Funktionen und Endpunkten zu. Hierbei wird es vom ATM-
Management gesteuert.
{ Connection Removal: Diese Funktion stellt das Gegenteil von Connection Assignment
dar. Auch sie wird durch das ATM-Management gesteuert und beendet Assoziationen
innerhalb der ATM Schicht.
{ Cell Construction: Dient dazu, die Header Felder zu generieren. Dabei benutzt es
Informationen der Funktion Connection Assignment.
{ Unassigned Cell Construction: Diese Funktion nimmt den Zellu der belegten Zellen
und f

ugt leere Zellen entsprechend der Transferrate der physikalischen Schicht ein.
Hierbei wird ein eindeutiges VPI/VCI Feld verwendet.
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{ Unassigned Cell Extraction: Gegenst

uck zu Unassigned Cell Construction. Diese
Funktion nimmt die nicht belegten Zellen und vernichtet sie.
{ Cell Copying: Die Funktion kopiert den Datenteil zur ATM-Mangement Instanz. Sie
wird durch ATM Mangement gesteuert.
{ Cell Reception: Hier wird da PTI-Feld ausgewertet. Diese Daten werden teilweise an
das ATM-Management weitergegeben.
4 ATM Adaptionsschicht
Die ATM Adaptionsschicht stellt dem ATM User Dienste zur Verf

ugung, die sie unter
Nutzung der ATM Schicht erbringt. Man kann die Dienste der ATM Adaptionsschicht
in 4 Klassen unterteilen:
{ A asynchroner und synchroner Transport (gleichbleibende Bitrate)
{ B variable Bitraten
{ C verbindungsorientierter Dienst mit variabler Bitrate
{ D verbindungsloser Dienst mit variabler Bitrate
Die Dienstklassen sind nicht mit den AAL-Typen zu verwechseln. Momentan gibt es
4 AAL-Typen und f

ur jeden Diensttyp A bis D steht mindestens ein AAL-Typ zur
Verf

ugung. Die AAL-Schicht l

at sich in die Segmentation and Reassembly und die
Convergence Sublayer unterteilen. Die SAR nimmt Daten von der CS, segmentiert sie
und f

ugt Header oder Trailer zum zusammensetzen oder zur Fehlererkennung ein. Die
fertigen Bl

ocke, die eine L

ange von 48 Byte haben, gibt sie an die ATM-Schicht weiter.
Die Convergence Sublayer bietet Funktionen zur Fehlererkennung und zur Flukontrolle
an. Die Header bzw. Trailer dieser Schicht werden um das von oben entgegengenommene
Paket gebaut, was bedeutet, da sie nicht um jede einzelne Zelle gebaut werden. Bis
Zeitbeziehung
zwischen Quelle
und Ziel
Verbindungsmodus
Bit Rate
Klasse A Klasse B Klasse C Klasse D
erforderlich
konstant
verbindungslos
variabel
nicht 
erforderlich
verbindungsorientiert
Abbildung 30. ATM Service Klassen
zum jetzigen Zeitpunkt wurden 4 ATM Adaptionlayer Typen speziziert, die jetzt im
einzelnen n

aher beschrieben werden sollen.
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{ AAL Typ 1: Der AAL Typ 1 unterst

utzt speziell 64 kbps Str

ome und stellt die
Dienste Zeiterkennung, Zeitanzeige, Synchronisation und die Anzeige von Verlusten
zur Verf

ugung. Dieser Typ ist verbindungsorientiert. Der AAL Typ 1 hat einen ein
Byte langen Header, der wie folgt aufgebaut ist. Dabei bedeuten:
SNP
Sequence Count SubfieldCSI Subfield
Even ParityCRC Code
SN
Abbildung 31. Header des AAL Typs 1
 SN: Sequence Number, L

ange 4 Bit.
 SNP: Sequence Number Protection eld, L

ange 4 Bit.
 CSI: Convergence Sublayer Indication, L

ange 1 Bit.
 SC: Sequence Count, L

ange 3 Bit.
 CRC: Code

uber SN Feld.
 Parity: gerade Parit

at

uber die ersten 7 Bit.
Die Convergence Sublayer des Typ 1 ist noch nicht vollst

andig speziziert.
{ AAL Typ 2: Der AAL Typ 2 unterst

utzt variable Bitraten mit Timing. Momentan
sind zu diesem Typ aber weder die SAR noch die Convergence Teilschicht speziziert.
{ AAL Typ 3/4: Der AAL Typ 3/4 unterst

utzt eine Ende-zu-Ende-Kommunikation
mit variabler Bitrate. Bei diesem AAL-Typ ist die Convergence Sublayer noch einmal
unterteilt, und zwar in die Service Specic Convergence Sublayer (SSCS) und zum
anderen in die Common Part Convergence Sublayer (CPCS). Dies wurde schon in
Abbildung 1 deutlich gemacht. Die CPCS bietet den ungesicherten Transport mit
variabler Bitrate. F

ur den gesicherten Transport wird die Funktionalit

at der SSCS
ben

otigt. Die SSCS benutzt zur Realisierung eines gesicherten Transportes Sequenz-
Nummern und

Ubertragungswiederholungen. Beim AAL Typ 3/4 sieht eine SAR-
PDU wie in Abbildung 7 dargestellt aus.
ST CRCSN MID SAR-PDU Payload LEN
Abbildung 32. Segmentation and Reassembly PDU der AAL 3/4
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Dabei bedeuten:
 ST: Sequence Type (BOM, COM, EOM = Begin, Continuation, End Of Message
oder SSM = Single Segment Message).
 SN: Sequence Number, modulo 16.
 MID: Der Message Identier dient dazu, verschiedene AAL-Verbindungen zu einer
ATM-Verbindung zu multiplexen.
 LEN: Anzahl der Bytes mit Nutzdaten (0 - 44).
 CRC: Cyclic Redundancy Check.
Die CPCS PDU, also diejenige PDU, die eine Teilschicht h

oher vorliegt, ist in Abbil-
dung 8 dargestellt.
CPCS-PDU Header CPCS-PDU Payload Pad CPCS-PDU Trailer
BASizeCPI BTag AL ETag Length
Abbildung 33. CPCS PDU der AAL 3/4
Dabei bedeuten:
 CPI: Common Part Indicator.
 Btag: Fehlerkontrollfeld, Etag im Trailer enth

alt denselben Wert.
 BA-Size: Entweder L

ange der Nutzdaten oder die maximale L

ange.
 AL: F

ullt den Trailer derart, da er an die 32 Bit Grenze geht.
 ETag: siehe BTag.
 Length: L

ange der Nutzdaten ohne PAD.
{ AAL Typ 5: Der AAL Typ 5 unterst

utzt speziell die Anforderungen der Klasse C,
da heit einen verbindungsorientierten Dienst mit variabler Paketl

ange. Dieser Typ
ist eine vereinfachte Version des Typs 3/4 und ist daf

ur gedacht unter, TCP/IP
zu arbeiten. Die wichtigsten Unterschiede zum Typ 3/4 bestehen darin, da es keine
gesicherte

Ubertragung gibt, da diese ohnehin von z.B. TCP/IP zur Verf

ugung gestellt
wird. Zum anderen entf

allt das Multiplexing, da dies bereit von der unter der AAL-
Schicht liegenden ATM-Schicht

ubernommen wird. Die AAL-Typ 5 ist hier wichtig,
weil SSCOP

uber der AAL Typ 5 arbeitet. Eine CPCS PDU des AAL Typs 5 ist in
Abbildung 9 dargestellt.
Dabei bedeuten:
 UU: F

ur Benutzer reserviert.
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CPCS-UU
CPCS-PDU Payload PAD (0-47) CPCS-PDU Trailer
CRC32LengthCPI
Abbildung 34. CPCS PDU der AAL 5
 CPI: Common Part Identier.
 Length: Nutzdaten in Byte.
 CRC32: Cyclic Redundancy Check.
Auallend beim AAL-Typ 5 ist, da es weder einen Header noch einen Trailer gibt,
sondern da die SAR PDU mit ihrer ganzen Breite von 48 Byte Nutzdaten enth

alt.
5 SSCOP

Uberblick
SSCOP (Service Specic Connection Oriented Protocol) ist ein Hochleistungs-Siche-
rungsprotokoll (GBit/sec), das auch hohe

Ubertragungsverz

ogerungen, wie sie beispiels-
weise bei der

Ubertragung durch einen Satelliten entstehen, verkraften kann. SSCOP
stellt eine X.212 Schnittstelle f

ur die h

oheren Schichten zur Verf

ugung. Weiterhin bie-
tet SSCOP eine Ende-zu-Ende-Kommunikation, Mechnismen zur Flukontrolle und ein
selektive

Ubertragugswiederholung an. Ein Vorteil von SSCOP ist, da es keinerlei An-
gaben

uber den round trip delay ben

otigt. SSCOP ist in der Lage, die L

ange seiner
Datenpakete an die Verlustrate anzupassen, die gerade auf dem Netz herrscht. Es wur-
de speziell f

ur die Signalisierung entworfen und bietet eine

ahnliche Funktionalit

at wie
LAPD bei ISDN. Je nach Bedarf werden bestimmte Teile der Funktionalit

at von SSCOP
den verschiedenen Anforderungen zur Verf

ugung gestellt. Die Anforderungen wiederum
sind zu bestimmten Service Specic Coordination Functions zusammengefasst. Die bei-
den ersten standardtisierten SSCF wurden zwar f

ur die User-To-Network Interface (UNI)
bzw. die Network-To-Network Interface (NNI) Signalisierung entworfen, aber eine weite-
re SSCF, die die Funktionalit

at der OSI-Schichten 3 und 4

ubernehmen soll, wird gerade
entwickelt. Es bleibt noch zu bemerken, da SSCOP nicht auf ATM beschr

ankt ist, son-
dern sich auch f

ur andere Umgebungen mit hoher Leitungsverz

ogerung oder mit stark
rauschendem Kanal gut eignet.
6 Beschreibung der Funktionalit

at von SSCOP
SSCOP bietet eine gesicherte

Ubertragung von Frames variabler L

ange an. Zu diesem
Zweck werden die verschiedenen Frames solange beim Sender zwischengespeichert, bis
sie vom Empf

anger best

atigt wurden.
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Um verlorengegangene oder verf

alschte Pakete zu reparieren, benutzt SSCOP den Me-
chanismus der selektieven

Ubertragungswiederholung, was bedeuted, da nur die Pake-
te, die auch tats

achlich verloren gegangen sind, erneut

ubertragen werden. Ein weiterer
in anderen Protokollen verwendeter Mechanismus, der als Alternativeebenfalls denkbar
w

are, ist die Go Back N Strategie. Diejenige Prozedur, die die erneute

Ubertragung
verlorengegangener Pakete in Gang setzt, heit ARQ (automatic repeat request). Die
Entscheidung, ob

uberhaupt Frames verlorengingen, wird mit Hilfe von Sequenznum-
mern getroen. Der Empf

anger best

atigt dem Sender den Empfang der Pakete. Falls der
Empf

anger ein Paket vermit, fordert er beim Sender explizit eine erneute

Uberrtagung
genau dieses einen Paketes an. Der Sender wiederum

ubertr

agt nur die Pakete erneut, die
vom Empf

anger explizit noch Mal angefordert wurden, das bedeutet insbesondere, da
es keine Time Outs gibt und somit auch Timer

uber

ussig werden. F

ur den Empf

anger
bedeutet dieses Verfahren, da er einen Puer zur Verf

ugung stellen mu, in dem er
die korrekt empfangenen und die urspr

unglich verlorengegangenen Frames wieder in die
richtige Reihenfolge bringen kann.
Die Flukontrolle bei SSCOP wird duch eine Schiebefensterprotokoll (sliding window pro-
tocol) mit variabler Fenstergr

oe realisiert. Die Gr

oe des Fensters kann vom Empf

anger
dynamisch ver

andert werden.
SSCOP benutzt vier Rahmentypen, wobei einer dieser 4 Frame-Typen f

ur Sequenced
Data (SD) und die anderen drei f

ur Flukontrolle vorgesehen sind. Bei den drei f

ur
die Flukontrolle vorgesehenen Paketen handelt es sich im einzelnen um POLL, STAT
und USTAT. SD Frames haben eine variable L

ange von bis zu 65636 Byte. Jeder dieser
Rahmen kann eine Sequenznummer modulo 2
24
enthalten.
POLL-Frames werden vom Sender verschickt und veranlassen den Empf

anger dazu, sei-
nen aktuellen Status an den Sender zur

uckzuschicken. Ein POLL-Frame enth

alt die Se-
quenznummer des Paketes, das der Sender als n

achstes SD-Frame verschickt, sowie eine
POLL Sequenz Nummer, die wie eine Art Timer zu verstehen ist. Ein POLL wird auf
Senderseite entweder nach Ablauf eines Timers generiert oder alternativ dazu nach dem
Absenden einer bestimmten Anzahl von Daten-Rahmen.
STAT-Frames werden vom Empf

anger an den Sender geschickt. Sie beinhalten Informa-
tionen wie die Fenstergr

oe, d.h. eine Sequenznummer, die der Sender nicht

uberschreiten
darf, die Sequenznummer des n

achsten erwarteten Daten-Frames, die vom Sender emp-
fangenen POLL-Sequenz-Nummer (wird eins zu eins kopiert) und eine Liste der verloren-
gegangenen Daten-Frames. Die verlorengegangenen Datenpakete erkennt der Empf

anger
anhand von L

ucken in den Sequenznummern, die sich in dem Puer benden, sowie der
Nummer des n

achsten zu verschickenden Paketes (die vom Sender im POLL-Frame ein-
getragen wurde). Der Sender nutzt die im STAT-Feld enthaltenen Daten, um die vom
Empf

anger best

atigten SD-Frames aus seinem Puer zu entfernen, die vom Empf

anger
als verloren angegebenen SD-Frames noch einmal zu

ubertragen und die Gr

oe des

Ubert-
ragungsfensters entsprechend den Angaben des Empf

angers einzurichten.
USTAT-Frames (unsolicited status) werden ebenfalls vom Empf

anger an den Sender
geschickt. Sie werden unmittelbar nach Erkennen eines verlorenen Daten-Frames abge-
schickt und fordern beim Sender die erneute

Ubertragung genau des einen verlorengegan-
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genen Datenpaketes an. Der Unterschied liegt zum einen darin, da das USTAT Frame
nicht eine ganze Liste von verlorengegangenen Daten-Frames beinhaltet, sondern nur ein
einziges, zum anderen darin, da das USTAT Frame unabh

angig von einem POLL an
den Sender verschickt wird. Eine weitere Besonderheit bei einem USTAT-Frame besteht
darin, da es nur einmal pro verlorengegangenem Daten-Frame verschickt wird. Geht
dieses Frame erneut verloren, so folgt kein USTAT mehr. Dieser Mechanismus soll noch
einmal anhand eines Beispiels verdeutlicht werden. In Abbildung 10 ist zu sehen, da
der Sender die Pakete 0 bis 6 fehlerfrei an den Empf

anger

Ubertragen kann, bei Pa-
ket Nr. 7 tritt ein Fehler auf, den der Empf

anger aber erst nach Empfang von Paket 8
bemerkt. Daraufhin schickt er ein USTAT an den Sender zur

uck. Den Sender erreicht
dieses USTAT unmittelbar nach dem Versenden seines zweiten Polls, und er

ubertr

agt
das Paket 7 noch einmal. In dem STAT, das der Sender nun aufgrund seines Polls erh

alt,
ist das Paket 7 noch als fehlend eingetragen, wird aber nicht noch einmal verschickt.
STAT
0
2
1
3
4
POLL
6
7
9
8
5
POLL
7
10
11
STAT
USTAT
Abbildung 35. Beispiel der Flukontrolle
7 Analyse der einzelnen Parameter von SSCOP
Bei SSCOP sind die wichtigsten Parameter die Gr

oe des Fensters, das der Empf

anger
dem Sender f

ur die Puerung der Daten zur Verf

ugung stellt, die Gr

oe der Datenrah-
men, die SSCOP der dar

uberliegenden Schicht zur Verf

ugung stellt, und das Intervall
zweier aufeinanderfolgender Polls des Senders, mit dem er die Empfangsbest

atigung der
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versendeten Daten beim Empf

anger anfordert. Ziel ist es, den maximalen Durchsatz
durch das Netz zu optimieren und dabei das Fenster m

oglichst klein, die Paketgr

oe
m

oglichst gro und das Intervall zwischen zwei Polls m

oglichst gro zu halten. Die Mi-
nimierung der Fenstergr

oe hat einfach den Vorteil gesparten Speicherplatzes, die Ma-
ximierung der Paketl

ange birgt den Vorteil, den Overhead innerhalb eines Paketes zu
reduzieren und die Ausdehnung des Poll-Intervalls f

uhrt dazu, den Protokolloverhead zu
verringern. In diesem Abschnitt geht es nun darum, ein mathematisches Modell vorzu-
stellen, mit dem es m

oglich ist den maximalen Protokolldurchsatz in Abh

angigkeit von
der Fenstergr

oe und dem Abstand zwischen zwei Polls darzustellen. Um diese Modell
nun n

aher zu erl

autern, sind einige Denitionen n

otig.
{ r stellt die Bitrate dar.
{ rtd steht f

ur den round trip delay, d.h. die Zeit, die ein Paket vom Sender zum
Empf

anger und wieder zur

uck an den Sender unterwegs ist.
{ Tr gibt die Anzahl der Pakete an, die innerhalb des round trip delay abgesendet
werden k

onnen. Es gilt die Beziehung: Tr = r  rtd=(8  s).
{ s soll die Rahmengr

oe angeben.
{ e steht f

ur die Bitfehlerrate.
{ p steht f

ur die Rahmenfehlerrate, wobei hier vom Zusammenhang p = 1   (1   e)
8s
ausgegangen werden soll. Desweiteren soll e < 10
 7
gelten.
{ Tp gibt die Anzahl der Datenpakete an, die zwischen zwei Timer-Polls verschickt
werden. F

ur Tp gilt also Tp = r  T imerPoll=8s.
{ W gibt die Gr

oe des Fensters in Rahmen an.
Weiterhin werden einige Anforderungen an das Modell gestellt, um eine gewisse Verein-
fachung zu erhalten. Dazu z

ahlen:
{ Die Zeitachse hat nur diskrete Werte mit Intervall T = 8s=r. Dies entspricht der
Rahmen

ubertragungszeit. Weiter seien TR und TP die nach oben aufgerundeten
Werte von Tr und Tp.
{ Der Datenu wird als unidirektional vorausgesetzt. POLL und STAT messages hin-
gegen werden auf einem bidirektionalen, verlustfreiem Kanal

ubertragen.
{ Alle erneuten

Ubertragungen von verlorengegangenen Daten verlaufen erfolgreich.
{ F

ur jedes verlorengegangene Frame wird ein USTAT erzeugt, d.h. insbesondere, da
keine zwei aufeinanderfolgenden Frames verloren gehen.
{ Dem Sender stehen Sendedaten in ausreichender Menge zur Verf

ugung.
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Tr+3+X
L 2 3 R
POLL STAT
2Tr+3+X
USTAT
Tr+3
) Tr+2
Abbildung 36. Beispiel der Flukontrolle
Unter der maximalen Durchsatzezienz verstehen wir p
max
=
erfolgreiche Frames
alle Frames
. Es soll
nun versucht werden, die Fenstergr

oe in Abh

angigkeit des round trip delay und des
Poll Intervalls zu betrachten und f

ur die einzelnen Beziehungen dieser Parameter den
Durchsatz zu bestimmen. Dies soll in Abbildung 11 verdeutlicht werden. Die Abbildung
zeigt die Situation aus Sicht des Senders. Falls das erste Paket verlorengeht, was hier
durch L angedeuted wird, dauert es 2 + Tr=2, bis der Empf

anger das n

achste Paket
empf

angt und somit den Verlust bemerkt. Er reagiert darauf, indem er sofort ein USTAT
an den Sender zur

uckschickt. Dieses USTAT erreicht den Sender zum Zeitpunkt Tr+3.
Dieses Paket mu jetzt noch mit einem STAT best

atigt werden. Ein POLL wird zum
Zeitpunkt TR + 3 + X abgeschickt, wobei X im Bereich 0  X  TP   1 liegt. Das
zugeh

orige STAT erreicht den Sender also zum Zeitpunkt 2  TR + 3 +X. Aus diesem
Zusammenhang ergeben sich nun 3 wichtige F

alle f

ur die Fenstergr

oe.
1. W > 2TR + TP In diesem Fall mu der Sender nie auf den Empf

anger warten. Im
ung

unstigsten Fall tritt das POLL erst TP   1 Zeitintervalle nach dem Anfang der
erneuten

Ubertragung auf (also X = TP   1). Das entsprechende STAT trit zum
Zeitpunkt 2TR+TP+2 ein. Zu diesem Zeitpunkt ist das Fenster des Senders noch
nicht

ubergelaufen, was bedeutet, da der Sender nie auf den Empf

anger warten mu.
Hier gilt f

ur den Durchsatz:
p
max
= 1  p
2. TR+TP  W  2TR+TP In diesem Fall mu der Sender immer dann warten, wenn
Wiederholungen erforderlich geworden sind. Die Fenstergt

oe ist so ausgelegt, da der
Puer nicht

uberl

auft, wenn keine erneuten

Ubertragungen notwendig werden, denn
es besteht ja die M

oglichkeit TP Frames, also alle Frames zwischen zwei Polls, und
TR Frames, also die Anzahl von Frames die innerhalb eines round trips verschickt
werden, zwischenzuspeichern. Hier gilt f

ur den Durchsatz:
p
max
= 1  p(1 +
1
TP
TP 1
X
k=0
max(0; 2TR+ TP  W   k + 1))
3. W < TR + TP Jetzt mu der Sender auch dann auf den Empf

anger warten, wenn
alle

Ubertragungen korrekt verlaufen sind. In diesem Fall ist das Fenster kleiner als
die Anzahl der Frames, die vom abschicken des Polls bis zum Empfange des STAT
eignetlich zwischengespeicher werden m

uten. Hier kommt eine starke Abh

angigkeit
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von TP zu TR hinzu und f

ur den Durchsatz gilt:
p
max
=
W
TP
; falls TP  TR und W < TP   TR
p
max
=
W + TP   TR
2TP
; falls TP  TR und TP   TR < W < TP + TR
p
max
=
W
TR+ TP
; falls TP < TR
8 Zusammenfassung
In dieser Ausarbeitung wurde das Service Specic Connection Oriented Protocol SSCOP
vorgestellt. Hierzu wurde kurz auf ATM und das dazugeh

orende Schichtenmodell ein-
gegangen. Es wurde dann eine Einordnung von SSCOP in dieses Modell vorgenommen
und versucht, einen Bezug zum OSI Modell herzustellen. Daran anschlieend wurde
SSCOP im Detail erkl

art, und es wurde aufgezeigt wo die St

arken dieses Hochgeschwin-
digkeitsprotokolls liegen. Im letzten Teil ging es darum ein Modell zu erstellen, mit dem
sich die einzelnen Parameter, die in SSCOP gesetzt werden k

onnen mathematisch opti-
mieren lieen. Insbesondere hat sich gezeigt, da die Fenstergr

oe einen entscheidenden
Einu auf den Durchsatz aus

ubt. Im letzten Kapitel daher noch auf diesen Zusammen-
hang n

aher eingegangen.
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Adreau

osung f

ur Multicast-Gruppen mit
MARS
Michael Hocke
Kurzfassung
Die Implementation von IP und den dazugeh

origen Multicast-Diensten auf ATM-Netzwerken
ist eine nicht-triviale Aufgabe, da ATM nur verbindungsorientiert arbeitet. Der Text beschreibt,
wie eine solche Abbildung von IP auf ATM aussehen kann, und wie u.a. die Adreabbildung
(IP-Adressen auf ATM-Adressen) realisiert werden kann.
ATM-basierte IP-Hosts und -Routers benutzen einen speziellen Server, den MARS, der die
Multicastadressen in ATM Link Layer-Adressen au

ost, die dann zur Errichtung von UNIs
,,point-to-multipoint" virtuellen Verbindungen benutzt werden.

Uber diese Verbindungen wer-
den dann die Nachrichten abgesetzt. Cluster von ATM-Endpunkten werden von einem MARS
bedient, der daf

ur sorgt, da die einzelnen Verbindungen immer auf den neuesten Stand gehal-
ten werden, da immer wieder neue Prozesse dazustoen bzw. alte gehen.
Der MARS unterst

utzt sowohl ein Netz von VCs als auch den Einsatz von Multicastservern, die
auf ATM-Ebene arbeiten. Welche Realisierung letztendlich benutzt wird, ist f

ur den Dienstneh-
mer am ATM-Endpunkt unsichtbar und kann vom Netzwerkadministrator frei gew

ahlt werden.
Broadcasting ist ein Spezialfall des Multicastings und kann ebenfalls durch Einsatz des MARS
realisiert werden.
1 Einleitung
Multicasting ist eine sehr universelle Methode der Rechner-Rechner-Kommunikation, da
Unicasting und Broadcasting als Spezialf

alle angesehen werden k

onnen. Besonders bei
jeder Anwendung, in der mehrere Prozesse Daten von einer Quelle empfangen m

ussen,
bietet sich der Einsatz von Multicasting an. Bei der heutigen Vernetzung fast aller Ein-
richtungen unserer Umgebung und den daraus ergebenden Vorteile und Bequemlichkei-
ten ist meistens die Situation von einem Dienstgeber und einer Masse von Konsumenten
gegeben. Diese Empf

anger erreicht man am unkompliziertesten per Multicasting. Jeder
interessierte Konsument meldet sich in einer Gruppe an, an die die gew

unschten Daten
gesendet werden.
Im Gegensatz zur Anwendung bestehender Multicastumgebungen ist die Implementation
solcher nicht immer eine triviale Angelegenheit. Stehen schon Medien zur Verf

ugung, die
Multicasting ,,von Haus aus" beherrschen (z.B. das Ethernet), ist die Implementierung
sicherlich einfacher als bei Kommunikationsmitteln, bei denen ein Sender sich erst an-
melden mu und dabei sogar den Adressaten nennen mu, bevor irgendwelche Daten
verschickt werden k

onnen. Dieses Szenario ist bei ATM-basierten Netzwerken gegeben.
Die folgenden Kapitel besch

aftigen sich mit einem Vorschlag der Implementierung von
Multicasting auf ATM-Netzwerke.
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In Kapitel 2 wird die allgemeine Problematik angesprochen, wie Protokolle, die paket-
vermittelt arbeiten, auf die ATM Link Layer aufgesetzt werden k

onnen. Eine Adaption
wird hier am Beispiel von IP erl

autert.
Kapitel 3 beschreibt dann die M

oglichkeiten, wie Multicasting realisiert werden kann,
indem ein Server (der MARS) eingef

uhrt wird, der sowohl f

ur die Abbildung der IP-
Adressen auf die ATM-Adressen als auch f

ur die Verwaltung von Multicast-Gruppen
verantwortlich ist.
Wie ATM-Endpunkte mit dem MARS interagieren, und welche Protokolle verwendet
werden, wird dann in Kapitel 4 besprochen, wobei darauf eingegangen wird, wie sowohl
aus der Sicht des MARS als auch der Klienten vorgegangen werden mu.
Einen kurzen Abri zum Thema Broadcasting und eine Realisierung desselben mittels
des MARS wird abschlieend in Kapitel 5 gegeben.
2 ATM und IP
Das Problem bei der Implementierung von IP auf einem ATM-Netzwerk besteht darin,
da ATM selbst rein verbindungsorientiert arbeitet. Dazu mu eine Adaptionsschicht
geschaen werden, die paketvermittelnde Dienste zur Verf

ugung stellt. Der Anschlu
eines ATM-Endpunkts geschieht

uber die vom ATM Forum entwickelte Software UNI
3.0 bzw. 3.1, die verschiedene (u.a. ,,point-to-multipoint" unidirektionale und ,,point-
to-point" bidirektionale) Verbindungsdienste anbietet. Das Aufsetzen von IP auf das
UNI ist eine nicht-triviale Aufgabe und verlangt unter anderem auch eine M

oglichkeit
der Adreaufl

osung der IP-Adressen auf die Link Layer-Adressen des ATM-Netzwerks.
Dazu wird die gesamte Menge der ATM-Endpunkte zu Logical IP Subnets (LIS) zu-
sammengefat, die je von einem Address Resolution Protocol (ARP) Server bedient
werden (siehe Abbildung 37). Ein solcher Server dient der Zuweisung einer IP-Adresse
zur korrespondierenden ATM-Adresse und wird bei jedem Verbindungsaufbau abgefragt.
Die Details der Implementierung k

onnen im RFC 1577 [Lau93] nachgelesen werden. Die
Kombination ATM, UNI und RFC 1577 stellen ein Szenario, welches in Abbildung 38
dargestellt ist. Zwei LIS werden von einem ARP Server bedient, der in diesem Beispiel
auch als Router fungiert.
IP
ATM
ARP
20-Byte-Adressen
4-Byte-Adressen
Abbildung 37. ARP bildet IP-Adressen auf ATM-Adressen ab.
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LIS 129.13.32
LIS 129.34.12
UNI 3.0/3.1
ARP Server129.13.32.15
129.13.32.27
129.34.12.4
129.34.12.8
Abbildung 38. Szenario eines ATM-Netzwerks unterteilt in zwei LIS.
3 Multicasting in ATM-Netzwerken unter IP
Die aktuellste Version von UNI stellt die schon oben erw

ahnten ,,point-to-multipoint"
unidirektionalen Verbindungen zur Verf

ugung, mit denen Nachrichten an Multicast-
Gruppen verschickt werden k

onnen. Dazu mu eine solche Verbindung vom Sender zu
allen Gruppenmitgliedern aufgebaut werden. Das Hinzuf

ugen und Hinwegnehmen von
Zweigen aus einer Verbindung kann nur der Initiator durchf

uhren, d.h. er mu immer
kontaktiert werden, falls die Gruppe sich

andert.
Unter IP wird der Adressbereich 224.0.0.0 bis 239.255.255.255 f

ur Multicast-Adressen re-
serviert, d.h.

uber eine solche Adresse kann eine gesamte Gruppe von Prozessen erreichbar
sein. Jeder Prozess mu dazu der zu der Adresse geh

orenden Multicast-Gruppe beitre-
ten. Wird nun ein Datagramm an eine Multicast-Adresse geschickt, mu die M

oglichkeit
gegeben sein, da die Daten auch alle Mitglieder der Gruppe erreichen. Die IP-Multicast-
Implementation (siehe auch RFC 1112 [Dee89]) sieht dazu vor, da ein an eine Multicast-
Adresse gerichtetes Paket nicht geroutet wird, sondern einfach in das lokale Subnetz ge-
speist wird. Somit empfangen sowohl alle lokalen Gruppenmitglieder die Daten, als auch
weiter entfernte, die

uber einen lokal verf

ugbaren Multicastrouter versorgt werden.
3.1 Kommunikation zwischen Sender und Empf

anger
Solange multicastf

ahige Medien, wie zum Beispiel das Ethernet, verwendet werden, ist
die Umsetzung einer IP-Multicast-Adresse nach Link Layer-Multicast-Adresse trivial und
kann meistens algorithmisch gel

ost werden. Unter ATM und UNI mu bei der Realisie-
rung auf die schon gegebene M

oglichkeit der ,,point-to-multipoint" unidirektionalen vir-
tuellen Verbindungen (VC) zur

uckgegrien werden: der Sender eines Datagramms steht
an der Wurzel, und die Mitglieder der Gruppe sind die Endpunkte der VC. Dadurch
existieren zwei verschiedene Konzepte zur Topologie der VCs:
{ Anwendung von Multicastserver (MCS) (Abbildung 39)
{ Vermaschung der Endpunkte (VC meshes) (Abbildung 40).
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MCS
Multicastgruppe
VC
Sender
Abbildung 39. Die Gruppe wird

uber einen MCS erreicht.
Multicastserver empfangen vom sendenden Prozess die gew

unschte Zieladresse
2
und das
zu versendende Datagramm, welches dann vom Server an alle Mitglieder der Gruppe
per unidirektionalem ,,point-to-multipoint" VC weitergeleitet werden. Der Vorteil einer
solchen Implementation liegt darin, da nur eine Verbindung vom sendenden Endpunkt
zum ATM-Netzwerk aufrecht erhalten werden mu.
Sender
Empfänger
Abbildung 40. Sender und Empf

anger sind durch VC-Maschen vernetzt.
VC-Maschen vernetzen den Sender mit allen Mitgliedern der Multicast-Gruppe, wodurch
die Kommunikation mit diesen auf direktem Wege geschieht. Daf

ur mu jedoch f

ur jedes
einzelne Gruppenmitglied ein VC gehalten werden, was eventuell h

ohere Kosten verur-
sachen kann.
2
Eigentlich wird unter ATM keine Empf

angeradresse verwendet. Das Ziel wird durch eine Verbindungs-
nummer (VPI/VCI) erreicht, die in jeder Zelle mitgeliefert wird
62
3.2 Au

osung einer Multicast-Adresse
Beiden Realisationsm

oglichkeiten ist jedoch das Problem der Au

osung einer Multi-
cast-Adresse gemeinsam. Bei der Betrachtung des ATMARP (das Address Resolution-
Protokoll unter ATM) f

allt auf, da man dasselbe Konzept auf Multicast-Adressen er-
weitern kann. M

ochte ein Proze Daten an eine Multicast-Adresse schicken, wird bei
der Adreau

osung anstelle einer ATM-Adresse eine ganze Liste von ATM-Adressen
geliefert, zu denen dann je ein VC aufgebaut werden kann. Diese Erweiterung des AT-
MARP Servers stellt der MARS (Multicast Address Resolution Server) dar, der im IETF
3
Internet-Draft von Armitage [Arm96] beschrieben wird. Im weiteren Verlauf werden die
Vorgehensweise des MARS und die verwendeten Protokolle beschrieben, ohne zu sehr
ins Detail zu gehen.
4 Zusammenspiel von MARS und Klient
Der MARS spielt die zentrale Rolle in der Au

osung von Multicast-Adressen und der
Verwaltung der Gruppenzugeh

origkeiten. Dazu m

ussen alle ATM-Endpunkte bei
{ der Adressau

osung,
{ zum Beitritt in einer Gruppe und
{ zum Verlassen einer Gruppe
den MARS kontaktieren. Ebenfalls mu der MARS seine Klienten bei Gruppen

anderun-
gen informieren. Es ist wichtig zu verstehen, da MCSs und Multicastrouter ebenfalls
nur Dienstnehmer des MARS sind, und nur geringf

ugig anders bedient werden.
4.1 Dienste des MARS
Zur Verwaltung der ATM-Endpunkte wird der verwaltungstechnische Begri Cluster
eingef

uhrt. Jeder Cluster wird von mindestens einem MARS versorgt. Zu einem Cluster
geh

oren alle ATM-Endpunkte, die
{ sich einen dazugeh

origen MARS als Server ausgesucht haben, und
{ eine direkte ATM-Verbindung zum MARS aufbauen k

onnen.
4.1.1 Verwaltung des Clusters. Bevor ein ATM-Endpunkt Multicasting betreiben
kann, mu er einen MARS nden, bei dem er sich registrieren lassen kann. Mit dieser
Registrierung wird der Endpunkt in den zum MARS geh

orenden Cluster aufgenom-
men. Nur registrierte Endpunkte werden bedient. Die Registrierung erfolgt durch eine
MARS JOIN-Nachricht
4
an den MARS, der daraufhin den Endpunkt als Blatt in die
3
Internet Engineering Task Force
4
Zur Unterscheidung eines JOIN zur Registrierung und des JOIN f

ur den Eintritt in eine Multi-
cast-Gruppe (siehe n

achsten Abschnitt) existiert in der Nachricht ein Datenfeld zur Markierung
(mar$ags.register).
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ClusterControlVC einf

ugt. Dieser Kanal wird f

ur Kontrollnachrichten vom MARS zu
den Klienten benutzt (siehe Abbildung 41). Das Verlassen eines Clusters geschieht durch
eine MARS LEAVE-Nachricht
5
, welche zur Konsequenz hat, da die ClusterControl-
Verbindung zum Endpunkt fallen gelassen wird.
Cluster-Mitglied
ClusterControlVC
MARS
Abbildung 41. MARS und Klienten stehen untereinander in Verbindung.
4.1.2 Verwaltung der Gruppen. In Multicastumgebungen gem

a RFC 1112 ge-
schieht der Beitritt einer Gruppe durch die Nutzung des JoinLocalGroup-Dienstes der
IP-Ebene. Durch einen solchen Aufruf in einem MARS-Szenario wird das Senden eines
MARS JOIN an den MARS veranlat, der den Endpunkt dann bei sich in die Tabelle
in die Liste der zur Gruppe geh

orenden ATM-Adressen eintr

agt.

Ahnlich funktioniert
das Verlassen einer Gruppe, was z.B. durch ein LeaveLocalGroup bei IP ausgel

ost wird.
Dazu wird die Nachricht MARS LEAVE benutzt und der MARS l

oscht den Endpunkt
aus der Gruppe.
Wie schon erl

autert wurde, k

onnen nur die Eigent

umer von VCs zu Multicast-Gruppen
diese erweitern bzw. verkleinern, falls sich eine Gruppe

andert. Dazu mu jeder Klient
eines MARS ebenfalls von allen MARS JOINs und MARS LEAVEs in Kenntnis gesetzt
werden, damit die Endpunkte bei Bedarf ihre schon zu einer ver

anderten Gruppe beste-
henden VCs aktualisieren k

onnen. Um dies zu erreichen, werden alle JOINs und LEAVEs
vom MARS auf dem ClusterControlVC weitergereicht.
4.1.3 Au

osen von Multicast-Adressen. Der MARS verwaltet eine Tabelle, die
im Prinzip aus folgenden Zeilen aufgebaut ist:
fMulticastadresse, ATM-Adresse.1, ATM-Adresse.2, : : : , ATM-Adresse.ng
Diese Tabelle wird durch MARS JOINs und MARS LEAVEs immer wieder ver

andert.
Wenn ein ATM-Endpunkt eine Multicast-Adresse aufgel

ost haben m

ochte, sendet er ei-
ne MARS REQUEST-Nachricht an den MARS und

ubergibt die Multicast-Adresse. Der
MARS sucht nun in der Tabelle nach der Adresse und sendet im Erfolgsfall dem End-
punkt die Liste der ATM-Adressen in einer oder mehreren MARS MULTI-Nachrichten.
Im Falles eines Mierfolgs wird ein MARS NAK geliefert.
5
siehe Funote zu MARS JOIN
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4.2 MARS aus der Sicht des Klienten
Auf der Seite des Klienten mu zwischen dem Senden und Empfangen von Multicast-
Nachrichten unterschieden werden, da das Senden keinen Beitritt zu einer Gruppe erfor-
dert.
4.2.1 Senden einer Multicast-Nachricht. Bevor ein Datagramm an eine Multi-
cast-Gruppe verschickt werden kann, wird erst einmal kontrolliert, ob der Sender schon
einen VC zu der Gruppe bestehen hat. Ist dies der Fall, so ist keine weitere Aktion
vonn

oten. Ansonsten mu f

ur den Aufbau eines VC die Multicast-Adresse in die Link
Layer-Adressen der Gruppenmitglieder aufgel

ost werden. Dazu wird dem MARS ein
MARS REQUEST geschickt, der dann in einer oder mehreren MARS MULTI-Nachrich-
ten die ATM Adressen zur

uckliefert (siehe Abbildung 42). Zur Sicherung der

Ubertra-
gung mehrerer dieser Nachrichten werden sie mit Sequenznummern (zweiter Parameter
des MARS MULTI in der Abbildung) versehen, die den Klienten den Verlust einer Nach-
richt erkennen lassen. Wird ein Sprung in der Sequenz erkannt, wird auf das letzte, zu
der Anfrage geh

orende MARS MULTI gewartet und dann ein neues MARS REQUEST
abgesetzt (Abbildung 43). Das letzte MARS MULTI wird durch ein boolesches Flag ge-
kennzeichnet, welches in der Abbildung der erste Parameter darstellt. Um den Verlust der
letzten Nachricht zu erkennen, wird ein Timer benutzt, nach dessen Ablauf der MARS
erneut gefragt wird.
MARS_MULTI (0,1,{ATM.1,...,ATM.p})
MARS_MULTI (0,2,{ATM.p+1,...,ATM.2p})
MARS_MULTI (1,k,{ATM.(k-1)p+1,...,ATM.n})
MARS_IND (MCA)MARS_REQ (MCA)
Klient MARS
Abbildung 42. Fehlerfreie Au

osung einer Multicast-Adresse.
Sobald die Adressen der Gruppenmitglieder bekannt sind, kann ein ,,point-to-multipoint"
VC eingerichtet werden, der den Sender mit jedem Teilnehmer der Multicast-Gruppe ver-
bindet. Es kann durchaus sein, da eine oder mehrere Verbindungen nicht zustande kom-
men. In diesem Fall mu nach Fehlermeldung dierenziert werden, denn bei tempor

aren
Fehlern mu im Hintergrund weiter versucht werden, die Verbindung aufzubauen. Nur
bei gravierenden Fehlern wird der ATM-Endpunkt aus der Liste, die vomMARS geliefert
wurde, gestrichen.

Uber den damit aufgebauten VC kann nun an die gew

unschte Multicast-Gruppe gesendet
werden.
4.2.2 Aktualisierung der VCs. Da eine Multicast-Gruppe eine dynamische Menge
ist, mu auf Seiten der Sender daf

ur Sorge getragen werden, da die abgehenden VCs
an die Mitglieder einer Gruppe immer auf dem aktuellsten Stand bleiben. Das bedeutet,
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MARS_MULTI (0,1,{ATM.1,...,ATM.p})
MARS_MULTI (0,2,{ATM.p+1,...,ATM.2p})
MARS_IND (MCA)MARS_REQ (MCA)
Klient MARS
MARS_MULTI (1,k,{ATM.(k-1)p+1,...,ATM.n})
MARS_REQ (MCA) MARS_IND (MCA)
MARS_MULTI (0,1,{ATM.1,...,ATM.p})
MARS_MULTI (0,2,{ATM.p+1,...,ATM.2p})
MARS_MULTI (1,k,{ATM.(k-1)p+1,...,ATM.n})
MARS_MULTI (0,3,{ATM.2p+1,...,ATM.3p})
Abbildung 43. Das zweite MARS MULTI ist verlorengegangen.
da, sobald ein neuer Endpunkt der Gruppe beitritt, auch gleich ein VC vom Sender mit
dem neuen Mitglied der Gruppe aufgebaut wird. Dazu musen immer die Nachrichten auf
dem ClusterControlVC verfolgt werden. Falls ein neuer ATM-Endpunkt einer Gruppe
beitritt, in die ein anderer etwas sendet, so mu der Sender das neue Mitglied in die
VC zwischen ihm und der Gruppe aufnehmen. Ebenso mu reagiert werden, falls ein
Endpunkt aus einer Gruppe austreten m

ochte.
4.2.3 Lebensdauer der VCs. Wird ein VC zu einer Multicast-Gruppe f

ur eine l

ange-
re Zeit nicht mehr benutzt, sollte daf

ur Sorge getragen werden, da dieser automatisch
abgebaut wird.
4.2.4 Beitreten zu einer Multicast-Gruppe. Das Beitreten zu einer Gruppe ge-
schieht durch das Absetzen einer MARS JOIN-Nachricht an den MARS unter Angabe
der gew

unschten Multicast-Gruppe (identiziert durch ihre Multicast-Adresse). Als Re-
aktion darauf werden dann im weiteren Verlauf verschiedene potentielle Sender versu-
chen, einen VC mit dem Endpunkt aufzubauen. Auf diesen VCs k

onnen nun die Nach-
richten, die an die Gruppe adressiert sind, empfangen werden.
4.2.5 Verlassen einer Gruppe. Durch Senden eines MARS LEAVE an den MARS
(unter Angabe der Multicast-Adresse) wird eine Multicast-Gruppe verlassen. Daraufhin
werden alle ehemaligen Sender ihre VCs mit dem Endpunkt abbauen.
4.3 Multicastrouter
RFC 1112 [Dee89] speziziert die Funktionsweise von Multicastroutern, die die Aufgabe
haben, Multicast-Pakete in andere Subnetze zu leiten. Zu diesem Zweck wird f

ur jedes
Subnetz, das der Router bedient, eine Tabelle angelegt, die aussagt, welche Gruppen
dort bedient werden m

ussen (siehe Abbildung 44). Ebenfalls ist er das Ziel von allen im
Subnetz abgesetzten Multicast-Nachrichten, da nur er entscheiden kann, ob noch weitere
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Gruppenmitglieder in anderen Subnetzen existieren. Im Prinzip bedeutet das, da der
Router Mitglied aller Gruppen ist, die in dem jeweils bedienten Netz benutzt werden.
Dies wirft bei Verwendung von ATM und MARS ein Problem auf, da der Router f

ur jede
Multicast-Adresse ein MARS JOIN ausf

uhren m

ute, wenn er seinen Dienst aufnimmt.
a
b
a,c
b
a,b,c
a,d
a,c,d
c,e
a,c,d,
ee,f
b,f
b,e,f
lokales Netz
Multicastrouter
Host
a,b,... Multicastgruppe
Tunnel
Abbildung 44. Multicastnetze sind durch Multicastrouter verbunden
Das Problem l

at sich dadurch l

osen, da dem MARS bei einem MARS JOIN nicht nur
eine Multicast-Adresse gegeben wird, sondern ein ganzer Bereich von Adressen, spezi-
ziert durch das Paar < min;max >. Ein Multicastrouter braucht somit nur noch die
Nachricht MARS JOIN (< 224:0:0:0; 239:255:255:255 >) an den MARS schicken. Einfa-
che Endpunkte dagegen setzen
min = max = gew

unschte Multicast-Gruppe
und werden f

ur eine Gruppe registriert.
Damit die Router zu jeder Zeit genau Bescheid wissen, welche Gruppen im Subnetz
benutzt werden, wurde unter IP das IGMP (Internet Group Management Protocol) in-
tegriert. Jeder Aufruf von JoinLocalGroup sendet eine IGMP-Nachricht an 224.0.0.1 (die-
se Gruppe beinhaltet alle lokalen Rechner) und teilt somit unter anderem den Routern
mit, da Pakete eventuell f

ur eine weitere, neue Gruppe in das Subnetz geleitet werden
m

ussen. Ebenfalls senden die Router in zuf

allig bestimmten zeitlichen Abst

anden eine
Nachricht an alle lokal verf

ugbaren Rechner, um die Zugeh

origkeiten abzufragen.
Eine solche Vorgehensweise w

are bei Anwendung des MARS jedoch unsinnig, da der
MARS selber schon alle f

ur den Router notwendige Daten bereith

alt. Dazu stellt der
MARS das Dienstprimitiv MARS GROUPLIST REQUEST bereit, das er dann mit ei-
nem MARS GROUPLIST REPLY beantwortet, der alle notwendigen Daten beinhaltet.
Auf diese Weise wird der Verkehr von IGMP-Nachrichten im ATM-Netz gering gehalten.
Da multicastf

ahige Netze in einem Netzverbund wie z.B. dem Internet nur kleine In-
seln darstellen, m

ussen diese durch sogenannte Tunnel verbunden werden. Das bedeu-
tet, da die Multicast-Nachrichten von einem Multicastrouter in eine Unicast-Nachricht
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eingepackt werden und diese per Unicast an den Multicastrouter des Empfangsnetzes
geschickt werden, wo sie wieder ausgepackt und per Multicast weitergeleitet wird.
4.4 MARS und MCSs
Wie weiter oben schon erl

autert wurde, gibt es zu den VC-Maschen auch die Alternative
des Einsatzes von Multicastservern (MCS), welche dann die eigentliche Verbindung zu
allen Gruppenmitgliedern aufrechterh

alt (siehe Abbildung 45). Mit ein paar Erweiterun-
gen des schon beschriebenen MARS lassen sich MCSs betreiben, ohne da die Klienten es
bemerken. Bei der Au

osung einer Adresse wird anstelle einer Liste der ATM-Adressen
der Gruppenmitglieder nur die Adressen der involvierten MCSs geliefert. Nur wenn ein
MCS selber die Mitglieder einer Gruppe erfahren m

ochte, wird ihm die Liste aller ATM-
Adressen der Endpunkte gegeben. F

ur diese Unterscheidung mu der MARS eine zweite
Tabelle, die Servertabelle, verwalten. Multicastserver werden mit der schon oben erw

ahn-
ten Information
fMulticastadresse, ATM-Adresse.1, ATM-Adresse.2, : : : , ATM-Adresse.ng
beliefert, w

ahrend die normalen Endpunkte
fMulticastadresse, MCS-Adresse.1, MCS-Adresse.2, : : : , MCS-Adresse.mg
erhalten. Um diese Tabelle aufzubauen, mu der MARS von den MCSs wissen, welche
Gruppen sie bedienen. Das teilen sie ihm durch die Nachricht MARS MSERV mit. Wenn
ein Server eine Gruppe aus dem Angebot gestrichen hat, mu dies mit MARS UNSERV
dem MARS mitgeteilt werden.
Sender
Empfänger
MARS-Klient VC
MCS
MARS
point-to-multipoint VC
Abbildung 45. VCs zwischen MARS, MCS und Klienten.
Auch MCSs m

ussen jederzeit auf

Anderungen der einzelnen Gruppen hingewiesen wer-
den, welches vom MARS

uber die ServerControlVC anhand von MARS SJOIN und
MARS SLEAVE Nachrichten geschieht. Sobald ein MCS sich beim MARS registrie-
ren l

asst, wird dieser durch die ServerControlVC mit dem MARS verbunden. Jedes
MARS JOIN bzw. MARS LEAVE wird

uber diese Verbindung an alle Server weiterge-
leitet, die daraufhin ihre VCs zu den Endpunkten aktualisieren.
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4.5 Fehlersicherheit
4.5.1 Verlust von Nachrichten. Ein Netzwerk ist niemals gegen Verluste von Daten
gesichert. Aus diesem Grunde m

ussen immer Vorkehrungen getroen werden, verlorenge-
gangene Nachrichten zu erkennen und nachzufordern. Bei der Kommunikation zwischen
MARS und Klienten m

ussen Verluste in folgenden Situationen erkannt werden:
{ Senden der ATM-Adressen per MARS MULTI,
{ Bekanntgeben von MARS JOINs und MARS LEAVEs

uber den ClusterControlVC,
{ MARS SJOINs und MARS SLEAVEs Meldungen an MCSs (

uber den ServerControl-
VC).
In Kapitel 4.2.1 (Senden einer Multicast-Nachricht) wurden schon die Manahmen er-
l

autert, die bei einem Verlust von MARS MULTI Nachrichten getroen werden.
Sequenznummern werden auch f

ur die Erkennung von JOIN- bzw. LEAVE- Nachrichten
benutzt, die nicht empfangen wurden. Dazu wird jeder dieser Nachricht eine clusterweite
Sequenznummer (die CSN
6
) zugewiesen, die jedesmal modulo 2
31
um 1 inkrementiert
wird (f

ur SJOINs und SLEAVEs wird eine gesonderte Nummer, die SSN
7
, benutzt).
Bemerkt ein Endpunkt des Clusters, da die CSN einer Nachricht auf dem ClusterCon-
trolVC nicht den erwarteten Wert (HSN
8
) aufweist, werden sofort alle ausgehenden VCs
markiert. Wenn ein Paket durch einen VC geschickt werden soll, der markiert ist, wird,
nachdem die Daten verschickt worden sind, der Erneuerungsproze gestartet (revalida-
tion). Dies geschieht fast genauso, wie ein neuer VC zu einer Multicast-Gruppe er

onet
wird. Der Unterschied dazu liegt darin, da, w

ahrend der VC rekonguriert wird, immer
noch Nachrichten

uber denselben verschickt werden k

onnen. Eine Erneuerung bedeutet
also keine tempor

are Schlieung eines Kanals. Die dadurch entstehenden Inkonsistenzen
m

ussen von Protokollen h

oherer Ebenen behoben werden.
4.5.2 Probleme mit dem MARS. Wenn ein Endpunkt einmal keine Antwort auf
seine Anfrage vom MARS bekommt, so wird zuerst angenommen, da es ein transientes
Problem ist, d.h. es sollte nach einer gewissen Zeit nochmal versucht werden, den MARS
zu kontaktieren. Falls das dann funktioniert, mu der Endpunkt sich wieder registrieren
lassen (f

ur den Fall, da der MARS vor

ubergehend ausgefallen ist und die Informationen
bzgl. der Cluster-Mitglieder verloren gegangen ist). Daraufhin mu der Endpunkt f

ur
jede Gruppe, f

ur die er vorher registriert war, ein MARS JOIN absetzen, bevor dann
angefangen werden kann, die einzelnen VCs wieder zu rekongurieren. Wichtig ist zu
bemerken, da w

ahrend der gesamten Prozedur die schon oenen VCs weiter genutzt
werden, um den Datenverlust gering zu halten.
Handelt es sich um kein tempor

ares Problem, sind zwei Alternativen denkbar:
6
Cluster Sequence Number
7
Server Sequence Number
8
Host Sequence Number, die jedes Clustermitglied f

ur sich selbst f

uhrt
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1. Falls Reserve-MARSs vorhanden sind, mu sich der Endpunkt bei einem von diesen
registrieren lassen.
2. Falls keine Reserve existiert, mu der Endpunkt solange in l

angeren zeitlichen Ab-
st

anden versuchen, den MARS anzusprechen, bis er entweder von alleine wieder funk-
tioniert oder ein Systemverwalter eingreift.
5 Broadcasting in ATM-Netzwerken
Broadcasting ist im Prinzip ein Sonderfall des Multicastings, bei dem es eine Multicast-
Gruppe gibt, die alle Hosts beinhaltet (je nach Reichweite des Broadcasts). Bei Broad-
cast-Medien, wie z.B. dem Ethernet, ist die Implementierung von Broadcasting eine
triviale Angelegenheit. Bei ATM-basierten Netzen mu jedoch eine andere L

osung ge-
funden werden.
Der MARS, wie er oben beschrieben wird, macht keine Einschr

ankung bez

uglich der
Multicast-Adressen, d.h. z.B. unter IP kann auch Gruppen beigetreten werden, deren
Adressen nicht im Multicast-Bereich liegen. Somit kann ein MARS zur Realisierung
von Broadcasting herangezogen werden, wie es von Smith und Armitage in [SA96] be-
schrieben wird. Je nach Reichweite des Broadcasts
9
wird einfach ein Multicast an die
entsprechende Broadcastadresse gerichtet, die der MARS in ATM-Adressen au

ost. Da-
zu mu jedoch jeder Host sich beim MARS registrieren lassen und gleich den entspre-
chenden Multicast-Gruppen beitreten. Unter IP w

are das auf jeden Fall erst einmal
255.255.255.255, bis der Host seine Netzwerk- und Subnetzwerknummer kennt.
Bei der Anwendung eines MARS sollte ebenfalls daf

ur Sorge getragen werden, da jedes
LIS einen eigenen MARS besitzt, da sonst bei einem beschr

ankten Broadcast eventuell
auch andere Hosts aus einem anderen Subnetz angesprochen werden, weil sie sich unter
derselben Gruppenadresse eingetragen haben.
6 Zusammenfassung
Mit Hilfe des MARS ist es m

oglich, auf ATM-NetzwerkenMulticasting zu betreiben. Der
MARS dient dabei auf zweierlei Weise:
{ f

ur die Au

osung der Multicast-Adressen in ATM Link Layer-Adressen, die f

ur den
Aufbau der virtuellen Kan

ale vom Sender zur Multicast-Gruppe ben

otigt
{ f

ur die Verwaltung der einzelnen Multicast-Gruppen.
9
Bei IP kann zwischen
{ 255.255.255.255 (,,all ones" broadcast), alle Hosts
{ x.y.255.255, alle Rechner im Netz x und Subnetz y
{ x.255.255.255, alle Rechner im Netz x
unterschieden werden.
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Sobald ein ATM-Endpunkt Multicast-Nachrichten verschicken m

ochte, mu dieser sich
zu allererst bei einem MARS registrieren lassen. Die Multicast-Adressen werden dann
vom MARS in eine Liste von ATM-Adressen abgebildet, die dann f

ur den Aufbau einer
Verbindung zu den Gruppenmitgliedern benutzt wird.

Anderungen in den Gruppen wer-
den allen beim MARS registrierten Endpunkte bekanntgegeben, so da die Verbindungen
aktualisiert werden k

onnen.
Das Beitreten zu bzw. das Verlassen einer Gruppe geschieht ebenfalls durch Senden einer
Nachricht an den MARS, der den Endpunkt dann in die Tabellen aufnimmt bzw. streicht.
Multicastserver und Multicastrouter sind bei der Verwendung des MARS transparent f

ur
den Dienstnehmer. Die Kommunikation zwischen diesen und dem MARS unterscheidet
sich selber nur geringf

ugig von der normalen Kommunikation zwischen MARS und ATM-
Endpunkt.
Broadcasting unter ATM kann durch das Beitreten zu Gruppen mit speziellen Multicast-
Adressen mit Hilfe des MARS erm

oglicht werden.
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Reihenfolgetreue Auslieferung in
Multicast-Gruppen
Martin Seeger
Kurzfassung
Innerhalb dieser Ausarbeitung werden Einschr

ankungen der kausalen und totalen reihenfol-
getreuen Multicast-Kommunikationsunterst

utzung erl

autert. Dar

uber hinaus wird ein Bewer-
tungssystem f

ur reihenfolgetreue Multicast-Protokolle vorgestellt. Um die Einsatzm

oglichkeit
des Bewertungssystems zu erkunden, werden drei Protokolle unter zur Hilfenahme dieses Be-
wertungssystems miteinander verglichen. Zus

atzlich wird der Fortsetzungsgraf-Algorithmus,
der ein weiteres Protokoll f

ur die reihenfolgetreue Multicast-Kommunikation ist, beschrieben.
1 Einleitung
Die Seminararbeit

uber die reihenfolgetreue Auslieferung in Multicast-Gruppen beinhal-
tet drei wesentliche Betrachtungsweisen von Protokollen der reihenfolgetreuen Multicast-
Kommunikation.
Das zweite Kapitel befat sich mit den Einschr

ankungen der kausalen und totalen reihen-
folgetreuen Kommunikationsunterst

utzung (CATOCS). Es wird zun

achst erl

autert, was
man unter einem kausalen und totalen reihenfolgetreuen Multicast versteht. In diesem
Zusammenhang wird die Bedeutung der Begrie atomar und dauerhaft f

ur diese Mul-
ticasts besprochen. Danach werden die vier wichtigsten Einschr

ankungen des CATOCS
und deren Auswirkungen vorgestellt.
Um dar

uber hinaus verschiedene L

osungen des Problems der reihenfolgetreuen Auslie-
ferung in Multicast-Gruppen miteinander vergleichen zu k

onnen, wird im dritten Ka-
pitel ein Bewertungssystem f

ur reihenfolgetreue Multicast-Protokolle vorgestellt. Dieses
Bewertungssystem ist in der Lage, netzwerkabh

angige Faktoren herauszultern und das
Ausma auftretender Verz

ogerung zu berechnen. Um die Einsatzm

oglichkeit diese Bewer-
tungssystem darzustellen, werden zum Abschlu des Kapitels drei Protokolle innerhalb
einer schwach frequentierten Umgebung hinsichtlich ihrer Verz

ogerung analysiert.
Im vierten und letzten Kapitel wird der Fortsetzungsgraf-Algorithmus vorgestellt. Dieser
ist ein weiteres Protokoll f

ur die reihenfolgetreue Multicast-Kommunikation. Es werden
in dieser Seminararbeit nur die Hauptmerkmale dieses Algorithmus betrachtet, denn eine
detaillierte Bewertung dieses Protokolls sprengt den Rahmen dieser Ausarbeitung.
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2 Einschr

ankungen der kausalen und totalen
reihenfolgetreuen Kommunikationsunterst

utzung
(causally and totally ordered communication
support, CATOCS)
Bevor die Einschr

ankungen der kausalen und totalen reihenfolgetreuen Kommunikations-
unterst

utzung er

ortert werden, sollte vorab gekl

art werden, was man

uberhaupt unter
einer kausalen und totalen reihenfolgetreuen Kommunikation versteht.
In einem kausal reihenfolgetreuen Nachrichtensystem werden Nachrichten in der Reihen-
folge

ubertragen, in der sie vom Sender an den

Ubertragungsdienst gegeben werden. Die
Reihenfolge ist bestimmt durch die
"
fr

uher geschehen\-Beziehung. Diese Beziehung ist
durch den folgenden Sachverhalt charakterisiert: Nachricht m
1
ist
"
fr

uher geschehen\ als
Nachricht m
2
, wenn m
1
von einem Proze zuerst gesendet oder empfangen werden mu,
bevor Nachricht m
2
von diesem Proze gesendet werden kann.
Das kausale Multicast

ubertr

agt Nachrichten gem

a der
"
fr

uher geschehen\-Beziehung
innerhalb einer Prozegruppe. Besonders wenn zwei Nachrichten an dieselbe Proze-
gruppe per Multicast gesendet werden und das Senden der einen Nachricht fr

uher als
das Senden der zweiten Nachricht geschieht, wird die erste Nachricht vor der zweiten
Nachricht an alle Prozesse in der Gruppe

ubertragen. Die Bedeutung eines kausalen
Multicasts besteht also darin, da die
"
fr

uher geschehen\-Beziehung bewahrt bleibt.
Das total reihenfolgetreue Multicast

ubertr

agt alle Nachrichten an alle Prozesse inner-
halb einer Prozegruppe in der gleichen Reihenfolge. Die Nachrichten

ubertragung ist
gew

ohnlich im Bezug der
"
fr

uher geschehen\-Beziehung zu sehen.
Viele Systeme, auch CATOCS, stellen eine Implementierung der atomaren Nachrich-
ten

ubertragung zur Verf

ugung. Diese atomare

Ubertragung liefert nur eine Nachricht
an alle Prozesse, wenn diese Nachrichten

ubertragung an alle Prozesse fehlerfrei abge-
wickelt werden kann. Ohne atomare Nachrichten

ubertragung k

onnte der Verlust einer
Nachricht bei einem Proze eine Verz

ogerung hervorrufen, durch die der Empfang von
allen kausal abh

angigen Nachrichten nicht mehr bestimmbar w

are. Denn die folgenden
Nachrichten, der verlorengegangenen Nachricht, m

uten auf unbestimmte Zeit verz

ogert
werden, um die
"
fr

uher geschehen\-Beziehung zu bewahren. Die Implementierung dieser
atomaren Nachrichten

ubertragung ist recht einfach. Jeder Proze innerhalb der Gruppe
puert jede Nachricht, die er empf

angt, bis er sich sicher ist, da die Nachricht einen
stabilen Zustand angenommen hat. Dieser Zustand ist erreicht, wenn z. B. alle restlichen
Teilnehmer der Gruppe die Nachricht auch empfangen haben. Bez

uglich der atomaren
Nachrichten

ubertragung, die auch CATOCS zur Verf

ugung stellt, ist zu erw

ahnen, da
deren Eigenschaften nicht diejenigen Prozesse einschlieen, die w

ahrend einer CATOCS-
Multicast Ausf

uhrung versagen. Daher ist die Nachrichten

ubertragung zwar atomar, aber
nicht dauerhaft.
Denition: Eine Aktion ist dauerhaft, wenn sie trotz ihres Fehlschlagens

uberlebt, und
sie anschlieend wieder hergestellt wird.
Die Realisierung einer atomare und dauerhafte Nachrichten

ubertragung innerhalb des
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CATOCS ist aber im Moment noch zu aufwendig.
Ein allgemeines Problem entsteht bei dem Versuch, CATOCS auf aktuelle Anwendungs-
probleme anzuwenden. Dies l

at sich wie folgt charakterisieren: CATOCS ist nicht in der
Lage, die Konsistenz der Anwendungsebene zu sichern und einen zus

atzlichen Mecha-
nismus f

ur die Zustandsebene bereitzustellen. Um diese M

angel zu beheben, verzichtet
man entweder auf die Nutzung des CATOCS, oder die Realisierung wird sehr schwierig.
2.1 Vier spezielle Einschr

ankungen des CATOCS
Nachdem nun einige allgemeine Problem des CATOCS angesprochen worden sind, wer-
den nun vier spezielle Einschr

ankungen des CATOCS behandelt.
2.1.1 Nichterkennen der Kausalit

at
Kausale Beziehungen zwischen Nachrichten k

onnen auf der Semantikebene auf-
treten. Diese sind durch die
"
fr

uher geschehen\-Beziehung zwischen Nachrichten
nicht zu erkennen und sind daher mittels CATOCS nicht durchsetzbar. Diese
Situation kann durch einen externen oder versteckten Kommunikationskanal ent-
stehen, wie z.B. bei einer verteilten Datenbank oder einer externen Umgebung.
Diese Einschr

ankung vermindert die Einsatzm

oglichkeiten der kausalen Kommunikation
f

ur viele Anwendungen, denn die meisten Interaktionen nden ausschlielich auf externen
Kan

alen statt, also auerhalb des Kommunikationsbereichs.
Betrachtet man die kausalen Abh

angigkeiten, so kann festgestellt werden, da sich die-
se durch das Anf

ugen der vorgeschriebene Reihenfolgeinformation an Nachrichten leicht
handhaben lassen. Diese spiegelt die richtige Reihenfolge und die kausalen Abh

angigkei-
ten wider. Die Empf

anger k

onnen diese Information nutzen um ihre eigene Ordnung zu
sichern. Durch diese Methode wird die Notwendigkeit des CATOCS

uber

ussig.
2.1.2 Fehlen serieller F

ahigkeiten
CATOCS ist nicht in der Lage, serialisierbare Reihenfolgentreue zwischen Opera-
tionen der korrespondierenden Nachrichtengruppen zu sichern.
Updates von Datenstrukturen betreen in der Regel Gruppen von Speicheroperationen.
Ein Update wird ben

otigt, um die Konsistenz der Anwendungsebene zu gew

ahrleisten.
Weiter ist zu bemerken, da CATOCS nur die Reihenfolgetreue f

ur die individuellen
Nachrichten liefert. Ein Update, das eine Menge von Nachrichten verlangt, wird als eine
serielle Einheit gehandhabt. Diese serielle Einheit ben

otigt einen zus

atzlichen Mechanis-
mus, der die Notwendigkeit des CATOCS

uber

ussig macht.
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2.1.3 Die nicht angesprochenen semantischen reihenfolgetreuen Einschr

ankun-
gen
Viele semantische reihenfolgetreue Einschr

ankungen k

onnen von der
"
fr

uher ge-
schehen\-Beziehung nicht ausgedr

uckt werden und sind daher von CATOCS nicht
durchsetzbar.
Verallgemeinert man die vorangegangene Einschr

ankung, so sieht man, da das korrekte
Verhalten einer Anwendung innerhalb ihrer Zust

ande reihenfolgetreue Restriktionen

uber
die Operationen verlangt. Diese Retriktionen beziehen sich auf die semantischen reihen-
folgetreue Einschr

ankungen und sind st

arker als die reihenfolgetreuen Einschr

ankungen,
die durch die
"
fr

uher geschehen\-Beziehung auferlegt wurden. Dies hat zur Folge, da
geringf

ugige semantischen reihenfolgetreuen Einschr

ankungen, wie es z.B. beim kausalen
Ged

achtnis der Fall ist, durch das Benutzen eines totalen reihenfolgetreuen Multicast
erzwungen werden k

onnen. Diese Restriktionen k

onnen aber nicht durch den Gebrauch
eines kausalen Multicast durchgesetzt werden. Die Realisierung der totalen reihenfolge-
treuen Multicast-Protokolle ist sehr aufwendig. Man realisiert deshalb die semantischen
reihenfolgetreuen Einschr

ankungen durch einfachere Protokolle, welche die logische Uh-
ren der Zustandsebene nutzen.
Zur Realisierung von st

arkeren reihenfolgetreue Einschr

ankungen, welche liniearisierbar
und serialisierbar sind, ist kein kausaler und kein totaler reihenfolgetreue Multicast aus-
reichend.
2.1.4 Kein Leistungsvorteil gegen

uber der Technik der Zustandsebene
CATOCS Protokolle haben keine Leistungsvorteile gegen

uber der Technik der
Zustandsebene und scheinen weit weniger skalierbar zu sein.
Innerhalb des CATOCS besitzt jede Nachricht einen Overhead zur Wahrung der Reihen-
folge. Dieser hebt aber dennoch nicht die Notwendigkeit der vorgeschriebenen Reihenfolge
der Nachrichten und die geforderten Operationen f

ur die end to endSSemantik auf. Das
heit, CATOCS beseitigt oder reduziert z. B. nicht den Bedarf von Zeitmarken oder
die Mehrfachversionen innerhalb der Echzeitanwendungen. Auerdem neigt CATOCS
dazu, auf Grund einer falschen Kausalit

at, die Nachrichten zu verz

ogern. Eine falsche
Kausalit

at tritt immer dann auf, wenn Nachrichten auf der Kommunikationsebene einen
zuf

alligen kausalen Zusammenhang haben, jedoch dieser Zusammenhang zwischen den
Nachrichten keine semantische kausale Abh

angigkeit ist. Diese Situation entsteht da-
durch, da die
"
fr

uher geschehen\-Beziehung zwischen Nachrichten nur einen Hinweis
auf eine m

ogliche Kausalit

at liefert. Diese Beziehung ist aber nicht in der Lage, eine
tats

achliche Kausalit

at zu signalisieren. Das bedeutet also nicht notwendigerweise, da
{ falls eine Nachricht vor einer zweiten empfangen wird { die erste die zweite verur-
sacht haben mu. Die falsche Kausalit

at reduziert die Leistungsf

ahigkeit deswegen, weil
die Nachrichten solange unn

otige verz

ogert werden, bis die fr

uhste, vermeintlich
"
kausal
verwandte\, Nachricht empfangen wird.
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Insgesamt beschr

ankt sich das CATOCS als Kommunikationseinrichtung auf die Zusi-
cherung der Semantik auf der Kommunikationsebene. Das heit, CATOCS kann keine
Anwendung der Zustandsebene oder keine
"
end-to-end\ Semantik-Anforderungen erken-
nen und erzwingen. Diese Gesamteinschr

ankung spiegelt das
"
end-to-end\ Argument
wider, welches besagt, da eine Einrichtung auf niedriger Ebene nicht die Semantiken
auf den h

oheren Ebenen zusichern kann. Sie kann bestenfalls eine Optimierung f

ur den
"
high level\ Mechanismus sein.
Nun kennt man die wichtigsten Einschr

ankung eines CATOCS. M

ochte man nun ver-
schiedene Protokolle der reihenfolgetreuen Multicast-Kommunikation miteinander ver-
gleichen, ben

otigt man ein Bewertungssystem, womit man die einzelnen Protokolle ana-
lysieren kann. Solch ein Bewertungssystem f

ur reihenfolgetreue Multicast-Protokolle soll
im n

achsten Abschnitt vorgestellt werden.
3 Ein Bewertungssystem f

ur reihenfolgetreue
Multicast-Protokolle
Innerhalb dieses Kapitels wird ein Bewertungssystem f

ur reihenfolgetreue Multicast-
Protokolle vorgestellt. Danach wird die Einsatzm

oglichkeit des Bewertungssystems an-
hand von drei Protokollen

uberpr

uft.
3.1 Existierende Bewertungsmethoden
Um erst einmal einen Einblick

uber existierende Bewertungsmethoden zu bekommen,
werden die wichtigsten Bewertungssysteme kurz vorgestellt.
Reihenfolgetreue Multicast Protokolle werden oft hinsichtlich der Anzahl an Kontroll-
nachrichten verglichen. Diese werden erzeugt, um Benutzernachrichten

ubertragen zu
k

onnen. Christian et al. [CA86] berechnet analytisch die durchschnittliche Anzahl sol-
cher Nachrichten, die per Broadcast durch eine Kommunikationskette gesendet wur-
den. Chang und Maxemchuk [CM84] berechnen die Anzahl der Kontrollnachrichten pro
Benutzer-Broatcast der unterschiedlichen Protokollfamilien. Die Autoren legen dabei ei-
ne Broadcast-Netzwerkumgebung zugrunde. So wird innerhalb ihrer Bewertungsmetho-
de jede Broadcastoperation als eine einfache Kontrollnachricht berechnet. Garcia-Molina
und Spauster rechnen mit der Wahrscheinlichkeit, da die Broadcast-Einrichtungen nicht
zur Verf

ugung stehen. F

ur diesen Fall, berechnen sie jeden Broadcast wie n Kontroll-
nachrichten, wobei n die Anzahl der Empf

anger ist. Auerdem k

onnen reihenfolgetreue
Multicast-Protokolle hinsichtlich der Bearbeitungszeit bewertet werden. Christian mit
die Multicast-Leistung innerhalb eines Zeitabschnitt, welcher deniert ist als ein Zei-
tintervall zwischen dem Senden einer Nachricht und ihrer

Ubertragung an die letzte
Empf

angergruppe.
3.2 Modell, Architektur und dazugeh

orende Funktionen
Innerhalb des Abschnitt 3.2 wird ein reihenfolgetreues Multicast als ein Dienst deniert.
Auerdem wird eine Architektur vorgestellt, die ein reihenfolgetreues Multicast-Protokoll
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beschreibt. F

ur diese Architektur werden Funktionen deniert, mit denen man in der
Lage ist, die Protokolle hinsichtlich der Verz

ogerung zu bewerten.
Um die Funktion des Nachrichtenaustausch besser erl

autern zu k

onnen, wird folgendes
angenommen: Eine Anwendung, die die Multicast Kommunikation nutzt, besteht aus
mehreren Sendern S und Empf

angern R mit:
S = fS
1
; S
2
; : : : S
m
g
R = fR
1
; R
2
; : : : R
n
g
Die Sender und Empf

anger kooperieren beim Austausch von Nachrichten

uber eine Men-
ge
Q = fq
1
; q
2
; : : :g:
Der Nachrichtenaustausch wird von mehreren zuverl

assigen Multicast-Operationen voll-
zogen. Jede Nachricht von Q stammt von genau einem Sender S. Auerdem wird von Q
genau eine Nachricht zu jedem Empf

anger R

ubertragen. Beschreibt man diesen Vorgang
formal, so deniert man eine Eintrittsfunktion I mit:
I =
(
Q! R
q 7! I(q) = Zeit, zu der q von einem Sender

ubergeben wurde
und eine

Ubertragungsfunktion D mit
D =
8
>
<
>
:
Q! R
n
q 7! (D
1
(q);D
2
(q); : : : ;D
n
(q)) mit D
i
(q) die Zeit, die ben

otigt wird, um die
Nachricht an den Empf

anger R
i
zu

ubertragen
Dabei sind beide Funktionen von Q abh

angig, und es gilt D
i
(q) > I(q)8q8i.
Die Sender arbeiten unabh

angig voneinander und k

onnen ihre Multicast-Nachrichten
parallel ausgeben. Diese Eigenschaft wird
"
gleichzeitiges Multicast-Szenario\ genannt,
wenn es eine semantische Abh

angigkeit zwischen den ausgegeben Multicasts der ver-
schiedenen Sender gibt, die eine Synchronisation der individuellen Multicast notwendig
macht.
Das reihenfolgetreue Multicast ist eine spezielle Form einer gleichzeitigen Multicast-
Synchronisation. Zwei beliebige Nachrichten zweier Sender m

ussen von allen Empf

anger
in der gleichen Reihenfolge empfangen werden, um die globale Semantik einzuhalten.
Dieser Sachverhalt kann durch die folgenden Notation ausgedr

uckt werden.
8q1; q2 2 Q81  i; j  n : [D
i
(q
1
) < D
i
(q
2
)]) [D
j
(q
1
) < D
j
(q
2
)]
Gem

a den verschiedenen Netzwerkverz

ogerungen werden die Multicast-Nachrichten,
falls keine Synchronisation stattndet, zu verschiedenen Zeitpunkten bei den Empf

angern
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Abbildung 46. Multicast-Szenario
eintreen. Dies hat zur Folge, da Multicast-Nachrichten von verschieden Sendern in un-
terschiedlichen Reihenfolgen an die individuellen Empf

anger

ubertragen werden. Um
dies zu verdeutlichen, wird nun ein Szenario betrachtet, bei dem ein Sender S
1
und ein
Empf

anger R
1
durch ein LAN verbunden sind, und ein Sender S2 mit einem Empf

anger
R
2

uber ein zweiten LAN verbunden sind. Dies kann nur, wie man auf dem Abbildung 47
sehen kann, mittels eines WANs erreicht werden.
Eine Multicast-Nachricht q1, die von einem Sender S
1
innerhalb einer globalen Zeit
t = 0 ausgegeben wurde, kommt auf der Empf

angerseite R
1
zum Zeitpunkt t = 20 und
zum Zeitpunkt t = 100 auf der Empf

angerseite R2 an (gem

a der Gr

oe der WAN-
Verz

ogerung). Eine andere Multicast-Nachricht q
2
, die zur selben Zeit von einem Sender
S
2
gesendet wurde, wird als erstes auf der R
2
-Seite ankommen (Abbildung 47).
Abbildung 47. Nachrichtenlaufzeiten bedingen eine unterschiedliche Auslieferungsreihenfolge
bei verschiedenen Empf

angern
Wenn das System q
1
und q
2
, sofort nachdem sie an der jeweiligen Stelle angekommen
sind,

ubertr

agt, z. B. D(q
1
) = (20; 100) und D(q
2
) = (50; 10), w

are die reihenfolgetreue
Multicast-Eigenschaft somit verletzt. Verlangt man nun eine totale Ordnung f

ur dieses
Beispiel, so k

onnte ein reihenfolgetreues Multicast-Protokoll die

Ubertragung von q
1
an
R
1
bis zum Zeitpunkt t = 51 verz

ogern und k

onnte in der Zwischenzeit die anderen
Nachrichten sofort ausliefern.
3.2.1 Die Synchronisationsschicht Innerhalb einer speziellen Architektur kann das
reihenfolgetreue Multicast einer unabh

angigen Synchronisationsschicht zugewiesen wer-
den, die unterhalb der Anwendungs- und

uber der Transportschicht des Netzwerkes an-
gesiedelt ist. Die Transportsicht stellt zwar einen zuverl

assigen Multicast-Transfer zur
Verf

ugung, aber dieser ist nicht synchronisiert. Anwendungen benutzen deshalb einen
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Transportdienst, der um die Funktionalit

at zur Synchronisation erg

anzt wurde. Inner-
halb der Multicast-Synchronisationsschicht benden sich zwei Typen von Nachrichten-
und Schnittstellenprimitiven:
{ Die eine wird f

ur den Transfer der Benutzerdaten ben

otigt.
{ Die andere benutzt diesen Transfer zur Kontrolle, z.B. zur Synchronisation der si-
multanen

Ubertragungsinstanzen.
Zwei Unterkomponenten der Schicht verdeutlichen diese Einteilung.
Die Benutzer-Daten

ubertragung Die Benutzernachrichten m

ussen so geordnet werden,
da sie an allen Empfangsstellen in der gleichen Reihenfolge ankommen. Dies hat zur
Folge, da die Benutzerdaten solange verz

ogert werden m

ussen, bis die vorrangigen
Benutzernachrichten eintreen. Aus diesem Grund mu eine Verz

ogerungseinheit zur
Verf

ugung stehen, die die ankommenden Benutzernachrichten in einen lokalen Speicher
puert, so da diese zu einem sp

ateren Zeitpunkt unver

andert

ubertragen werden k

onnen.
Um die Verz

ogerung einer Nachricht bestimmen zu k

onnen, mu ihre Ankunft von ei-
ner Beobachtungseinheit registriert und geordnet werden. Hierzu wird eine Beobach-
tungs/Verz

ogerungskomponte (Observe/Delay, O/D) ben

otigt.
Synchronisations

ubertragung Die O/D-Komponente stellt ein Werkzeug f

ur die Kontrol-
le der Benutzernachrichten dar. Diese O/D-Komponente wird durch die Synchronisations-
Dienst-Einheit (Synchronization Service Entity, SSE)

uberwacht. Die SSE ist f

ur die
Koordination der

Ubertragungen verantwortlich. Innerhalb jeder Empfangs- und Sende-
stelle existiert eine solche SSE. Diese SSE besitzt eine Schnittstelle zur Tranzportschicht
und eine Schnittstellen zur O/D-Komponente (Abbildung 48).
Abbildung 48. Das der Bewertung zugrundeliegende Schichtenmodell

Uber die Transportschichtschnittstelle tauschen die SSEs untereinander Protokolldaten
aus. Die SSEs f

uhren alle ein Mehrpartner-Protokoll aus, um die

Ubertragung der Nach-
richten zu koordinieren (Abbildung 49).
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Abbildung 49. Austausch von Protokolldaten
Die O/D-Schnittstelle einer SSE bendet sich innerhalb der Multicast-Synchronisations-
schicht und vereinigt die Elemente des Benutzerdaten-Transfers mit den Elementen der
Synchronisation. Diese Vereinigung geschieht folgendermaen: Trit eine Nachricht, von
der Transportschicht kommend, bei der O/D-Komponente ein, so signalisiert das Be-
obachtungselement der O/D-Komponente das Eintreen der Nachricht der SSE. Die
SSE wiederum sendet eine bestimmte Nachricht zur

uck an die O/D-Komponente, die
in dem Verz

ogerungselement der O/D-Komponente gepuert wird. Diese Aufteilung der
Multicast-Synchronisationsschicht in die Komponenten O/D und SSE ist dazu bestimmt,
die Abwicklung der Nachrichten, die w

ahrend der Protokollausf

uhrung stattndet, zu
strukturieren.
Diese Architektur kann in folgenden Punkten ver

andert werden:
{ Protokolldaten der SSE benutzen dieselben Dienst-Zugangspunkte auf der Transport-
schicht wie der Request der Benutzerdaten. In diesem Falle mu ein Selektor in der
Nachricht eine korrekte Zuordnung der Nachrichten erlauben.
{ Protokolldaten von einer SSE k

onnen an Nachrichten der Benutzerdaten angeh

angt
werden (piggyback), um so das Protokoll zu optimieren.
3.3 Herleitung der Synchronisationsverz

ogerung
Es wurde bereits erw

ahnt, da bei Forderung einer reihenfolgetreuen Semantik die Verz

oge-
rung der Benutzernachrichten innerhalb der O/D-Komponenten nicht vermieden werden
kann. Es zeigt sich anhand der Summe der Verz

ogerung, da die Zeit, um die Benut-
zernachrichten verz

ogert werden, stark von der Entscheidungen des Synchronisations-
Protokoll abh

angt.
Anstatt die Verz

ogerung des Netzwerks zu messen, berechnet man den Verz

ogerungs-
Overhead, der von einem reihenfolgetreuen Protokoll verursacht wird, das nicht die op-
timale Sequenz w

ahlt.
Es werden dazu folgende Annahmen gemacht:
a) Der Nachrichtenaustausch an den Schnittstellen und die Abwicklung verz

ogern die
Nachrichten. Die Verz

ogerung auf dem Netzwerk und die Verz

ogerung, die durch die
O/D-Komponente verursacht wird, sind die einzigen Faktoren, die zur Berechnung
ben

otigt werden.
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b) Das Mehrpartner-Multicast Protokoll, das auf allen SSEs l

auft, hat keine Auswirkung
auf die Verz

ogerungen der Benutzernachrichten auf den Netzwerk.
c) Die Auslieferung der Nachrichten zu den Anwendungen wirkt sich nicht auf die

Uber-
tragung weiterer Nachrichten durch die Anwendung aus.
d) Die O/D-Komponenten der Sender verursachen keine Verz

ogerungen.
Die zweite Annahme verk

orpert eine wichtige Beschr

ankung, denn hier k

onnten die Nach-
richten eines Multicast Synchronisations-Protokolls zu einer Verstopfung des Netzwerkes
f

uhren. Zu erw

ahnen ist in diesem Zusammenhang, da zwar die Synchronisationsnach-
richten generell von ihrer Gr

oe kleiner sind als die Benutzernachrichten, jedoch sollte
ihr Einu auf den Gesamtverkehr dennoch begrenzt sein.
Zur Beschreibung der Beeinussung des Netzwerkes wird eine Netzwerk-Verz

ogerungs-
funktion N , kurz N -Verz

ogerung deniert.
N =
8
>
<
>
:
Q! R
n
q 7! (N
1
(q); N
2
(q); : : : ; N
n
(q)) mit N
i
(q) die Netzverz

ogerung der Nachricht q,
die an den Empf

anger R
i
gesendet wird
Die N -Verz

ogerung beschreibt die Zeit, die eine Nachricht zwischen dem Verlassen der
Multicast-Synchronisationsschicht des Senders und dem Eintritt an der Empf

angerseite
ben

otigt. Falls die Verz

ogerung von Sender S
i
zu Empf

anger R
j
immer konstant und
unabh

angig von der Richtung ist, so werde die Verz

ogerung mit 
ij
bezeichnet. Es gilt
dann:
8q8j : [S
i
gab q aus]) [N
j
(q) = 
ij
]
Die Denition einer Ankunftsfunktion A lautet:
A =
(
Q! R
n
q 7! (A
1
(q); A
2
(q); : : : ; A
n
(q)) mit A
i
(q) = I(q) +N
i
(q)
Innerhalb dieser Architektur ist A als Zeitpunkt deniert, zu dem eine Nachricht von der
Transportschicht zu der O/D-Komponente des Empf

angers gelangt. Eine weitere abge-
leitete Funktion ist die Synchronisations-Verz

ogerungsfunktion , kurz S-Verz

ogerung.
Sie mit den Aufenthalt einer Nachricht in einer O/D-Komponente.
 =
(
Q! R
n
q 7! (q) = D(q) A(q)
Zuletzt wird die Summe der S-Verz

ogerung  deniert:
 =
X
q2Q
j(q)j mit j(q)j =
n
X
i=1

i
(q)
Die S-Verz

ogerungssumme beschreibt die Summe der Synchronisationsverz

ogerung. Mit
diesen Verz

ogerungs-Funktionen k

onnen nun Protokolle bewertet werden.
82
3.4 Das Verhalten der reihenfolgetreuen Multicast-Protokolle bei geringem
Datenverkehr
Der Abschnitt 3.4 erl

autert die Einsatzm

oglichkeit des Bewertungssystem anhand dreier
Protokolle. Es wird das Verhalten dieser Protokoll bei geringem Datenverkehr analysiert.
Unter Ber

ucksichtigung der Frage, wie sich die Protokolle bei schwachem Multicast-
Verkehr verhalten, werden hier drei reihenfolgetreue Multicast-Protokolle hinsichtlich
ihrer Leistung untersucht und miteinander verglichen. Die Untersuchung ber

ucksichtigt,
im Falle da andere Multicast-Nachrichten noch gesendet werden, die geringe Wahr-
scheinlichkeit f

ur das Senden einer Multicast-Nachricht. Das charakteristische Verhalten
eines Protokolls unter geringem Datenverkehr kann durch Untersuchung der Auswirkun-
gen eines einzelnen Sender-Pilot beschrieben werden. Ein einzelner Sender-Pilot geht
davon aus, da nur eine einzige Nachricht von einem willk

urlichen Sender ausgegeben
wird. Nach dem Prinzip des einzelnen Sender-Pilots sind auch die Protokolle konstruiert,
die nun vorgestellt und analysiert werden.
3.4.1 Ein Sender-kontrolliertes Protokoll Zuerst wird ein Sender-kontrolliertes
Protokoll vorgestellt. Das ABCAST Protokoll von Birman/Joseph [Bir87] ist ein sol-
ches Sender-kontrolliertes Protokoll: Die SSEs der sendenden Teilnehmer spielen bei der
Bestimmung der

Ubertragungsreihenfolge eine koordinierende Rolle (Abbildung 50).
Um ein solches Protokoll besser erl

autern zu k

onnen, verfolgt man die verschiedenen
Nachrichten

ubertragungen, die in Abbildung 50 dargestellt sind. Die O/D-Komponente
des Senders verz

ogert keine Nachrichten. So kann eine Benutzernachricht (1) sofort an
die Transportschicht gegeben werden, welche sie per Multicast an die Empf

anger sen-
det (2). Die O/D-Komponenten der Empf

anger signalisieren ihren jeweiligen SSEs den
Empfang dieser Nachricht (3) und puern diese in einen lokalen Speicher. Jede SSE der
Empf

anger bestimmt die Priorit

at dieser Nachricht und sendet diese Priorit

at mittels der
Transportschicht an die SSE des Senders zur

uck (4). In der zweiten Phase kommt die
Koordinationsrolle der SSE des Senders zum tragen. Sie berechnet das Maximum dieser
Priorit

aten und sendet diese per Multicast zur

uck an die SSEs der Empf

anger (5). Die
SSEs veranlassen (6) nun ihre O/D-Komponente die Benutzernachricht auszuliefern (7).
Der Gebrauch von Priorit

aten garantiert, da alle Empf

anger-SSE dieselbe Entscheidung
f

ur die Wahl der n

achsten zu

ubertragenden Nachricht treen.
Abbildung 50. Nachrichtenaustausch beim Sender-kontrollierten Protokoll
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Die Ankunftsfunktion A f

ur das Sender-kontrollierte Protokoll ist deniert als:
A(q
1
) = (
11
; 
12
; :::; 
1n
)
Die Zeitmarken (Priorit

at) der Nachrichten werden sofort von den SSEs der Empf

anger
erzeugt und kommen zur

uck zum Sender S1. Dieser Vorgang nimmt folgende Zeit in
Anspruch: 2
11
, 2
12
, usw. Bis zum Empfang der letzten Nachricht vergeht folgende Zeit:
t = max
i=1:::n
f2
1i
g
Die letzte zu

ubertragene Synchronisationsnachricht ist demnach der Multicast zu den
Empf

anger. F

ur die gesamte Sender-kontrollierte Protokollausf

uhrung erh

alt man die
folgende

Ubertragungsfunktion:
D
i
(q) = max
j=1:::n
f2
1j
g+ 
1i
; i = 1; 2; : : : ; n
Berechnet man das Ergebnis der Dierenz D(q
1
) A(q
1
) innerhalb einer S-Verz

ogerungs-
summe, so bekommt man
 = 2  n  max
j=1:::n
f
1j
g
Nimmt man an, da die N-Verz

ogerung zwischen jeweils zwei Standorten gleich  ist,
dann lautet die S-Verz

ogerung
 = 2  n  :
3.4.2 Ein Empf

anger-kontrolliertes Protokoll Das zweite Protokoll, das nun vor-
gestellt wird, ist ein Empf

anger-kontrolliertes Protokoll. Das Protokoll von Chang und
Maxemchuk [CM84] geh

ort z.B. dieser Klasse an. Die SSEs auf der Empfangsseite ko-
ordinieren die

Ubertragung selbst. Das bedeutet, die Nachrichten

ubertragungen nden
ohne Unterst

utzung eines Senders statt (Abbildung 51). Treen nun Nachrichten beim
Empf

anger ein (2), wird dies jeder SSE signalisiert. Einer der Empf

anger wird zum
"
Hauptempf

anger\ bestimmt. Im Gegensatz zu den anderen Empf

anger kann er sofort
die

Ubertragung der Nachrichten (3) anordnen. Gleichzeitig sendet der Hauptempf

anger
eine Best

atigung mit der Reihenfolge, in welcher die Nachrichten

ubertragen werden
m

ussen, zu den anderen Empf

anger (4). Die
"
Nebenempf

anger\ ordnen die Auslieferung
einer Benutzernachricht (5,6) erst dann an, wenn sie die Benutzernachricht vom Sender
und die Best

atigung vom
"
Hauptempf

anger\ haben.
F

ur die Berechnung der Verz

ogerung dieses Protokolls wird angenommen, da R
1
der
Hauptempf

anger ist und das Netzwerk die Nachricht zwischen R
1
und den restlichen
Empf

anger R
1
, R
2
, : : : , R
n
durch 
1
, 
2
, : : : , 
n
verz

ogert. Somit kann man die

Ubertra-
gungsfunktion f

ur dieses Protokoll aufstellen.
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Abbildung 51. Nachrichtenaustausch beim Empf

anger-kontrollierten Protokoll
D
1
(q
1
) =A
1
(q
1
) = 
11
D
i
(q
1
) = maxf
1i
; 
11
+ 
i
g f

ur i = 2; 3; : : : ; n
Dieses f

uhrt zu der S-Verz

ogerungssumme
 =
n
X
i=2
max(0; 
11
+ 
i
  
1i
)
F

ur eine identische N -Verz

ogerung  zwischen Teilnehmern im Netzwerk bekommt man
eine einfache Formel:  = (n   1)  .
3.4.3 Ein Zeit-kontrolliertes Protokoll Das dritte Protokoll, das hier vorgestellt
werden soll, ist ein Zeit-kontrolliertes Protokoll. Das Protokoll von Christian et al. [CA86]
benutzt eine Gesamtdierenz, die Grundlage f

ur die Zeit-kontrollierte Methode ist. Die-
se Methode kann angewendet werden, wenn Netzwerk und Kommunikationssoftware
Echzeit-Eigenschaften besitzen, insbesondere wenn es eine obere Zeitschranke f

ur ei-
ne
"
end-to-end\

Ubertragungsnachricht gibt. Unter dieser Bedingung stellt das Zeit-
kontrollierte Protokoll eine geordnete

Ubertragung mit wenigen Synchronisationsnach-
richten zur Verf

ugung (Bild 7). Die SSE eines Senders f

ugt jeder Benutzernachricht (1)
eine Synchronisationsnachricht (3) an (2), beide werden zu den Empf

angern gesendet.
Die SSE-Nachrichten enthalten eine Zeitmarke, die von einer Uhr erzeugt wird, die in-
nerhalb der Sender SSE verwaltet wird. Die SSEs der Empf

anger leiten von diesem Wert,
zusammen mit der Netzwerklatenz und den Gangunterschieden der Uhren, den letzten
Zeitpunkt her, bei dem alle Benutzernachrichten auf der Empf

angerseite sein m

ussen.
Diese Zeit ist als

Ubertragungszeit deniert. Jede SSE der Empf

anger verwaltet eine
lokale Uhr (4) und ordnet zu diesem Zeitpunkt die

Ubertragung der Benutzernachricht
an. Da alle Empf

anger eine Nachricht zur gleichen Zeit

ubertragen, und da die Uhrzeit
an allen Empfangsstellen monoton w

achst, werden die Benutzernachrichten

uberall in
der identischen Reihenfolge

ubertragen (5).
Das Zeit-kontrollierte Protokoll f

uhrt zu einer S-Verz

ogerung, denn die Nachrichten an
jeden Empf

anger werden so lange verz

ogert, bis der letzte diese Nachrichten empfangen
hat. Die

Ubertragungsfunktion f

ur dieses Protokoll ist deniert als:
D
i
(q
1
) = "+ max
j=1:::n
f
1j
g i = 2; 3; : : : ; n;
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Abbildung 52. Nachrichtenaustausch beim Zeit-kontrollierten Protokoll
wobei " die Synchronisationsvarianz der Uhren ist.
Die S-Verz

ogerungssumme berechnet sich demnach wie folgt:
 = n"+ n  max
i=1:::n
f
1i
g  
n
X
i=1

1i
F

ur identische Verz

ogerungen und vollst

andig synchronisierte Uhren gilt:  = 0.
Die Tabelle liefert eine Zusammenfassung der durchschnittlichen S-Verz

ogerung.
Einzelner Sender Sender-kontrolliert Empf

anger-kontrolliert Zeit-kontrolliert
Pilot (=n)
Allgemeiner Fall 2 max
i=1:::n
f
1i
g
1
n
n
X
i=2
max(0; 
11
+ 
i
  
1i
) " + max
i=1:::n
f
1i
g  
1
n
n
X
i=1

1i
Identische N-Verz

o-
gerung, Synchro- 2
n  1
n
 0
nisierte Uhr
Tabelle 1. Durchschnittliche S-Verz

ogerung
Durch die Ergebnisse der Bewertung von Protokollen ist der Benutzer eines Systems in
der Lage, geeignete Protokoll f

ur seine Anwendung auszuw

ahlen.
4 Fortsetzungsgraf-Algorithmus
Das vierte und letzte Kapitel dieser Seminararbeit besch

aftigt sich mit einem Protokoll
f

ur die reihenfolgetreue Multicast-Kommunikation. Dieses Protokoll wird in der Literatur
Fortsetzungsgraf-Algorithmus genannt. Der Fortsetzungsgraf-Algorithmus l

ost vielfache
reihenfolgetreue Multicast- Gruppen Probleme durch eine bestimmte Organisation logi-
scher Knoten innerhalb eines Waldes (Grafentheorie). Bevor man den Fortsetzungsgraf-
Algorithmus erkl

art, sollten die Probleme der reihenfolgetreuen Multicast-Kommunika-
tion ber

ucksichtigt werden. Das Hauptproblem und die Hauptaufgabe eines Multicast-
Protokolls ist es, die reihenfolgetreue

Ubertragung von Nachrichten zu den Zielprozessen
zu garantieren. Zum besseren Verst

andnis werden die verschiedenen Arten der Reihen-
folgetreue aufgez

ahlt.
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a) Einfach reihenfolgetreue Quelle. Wenn die Nachrichten m
1
und m
2
von demselben
Sender erzeugt werden und sie an dieselbe Multicast-Gruppe adressiert sind, dann
bekommen alle Zielprozesse diese Nachrichten in derselben Reihenfolge.
b) Mehrfache reihenfolgetreue Quelle. Wenn die Nachrichten m
1
und m
2
an dieselbe
Multicast-Gruppe adressiert sind, dann bekommen alle Zielprozesse diese Nachrichten
in derselben Reihenfolge, auch wenn sie von verschieden Quellen stammen.
c) Mehrfach reihenfolgetreue Gruppe.Wenn die Nachrichtenm
1
undm
2
an zwei Prozesse

ubertragen werden, werden sie in derselben Reihenfolge

ubertragen, auch wenn sie von
verschiedenen Quellen stammen und an verschiedene, aber

uberlappende Multicast-
Gruppen adressiert sind.
Es gibt Anwendungen, die diese Eigenschaften nicht verlangen. Aber es gibt nat

urlich
auch Anwendungen, bei denen der Empfang von Nachrichten in unterschiedlicher Rei-
henfolge zu Inkonsistenz und zu Totpunkt-Problemen f

uhren kann.
Um diese Inkonsistenz zu vermeiden, wurde das Protokoll des Fortsetzungsgraf-Algorith-
mus entwickelt. Man entwarf ein Modell, in dem Nachrichten innerhalb eines Netzwerk
und an alle Knoten fehlerfrei

ubertragen werden. Innerhalb des betrachteten Netzwerks
werden Nachrichten zwischen einem Knotenpaar in einer bestimmten Reihenfolge

ubert-
ragen. Ein Ziel der Struktur des Systems ist es zu versuchen, einige der Overheads der
gesamt L

osungen zu reduzieren. Die Nachrichten werden durch mehrere strukturierte
Knoten innerhalb des Fortsetzungsgraf angeordnet. Jeder Knoten des Grafen repr

asen-
tiert dabei eine Berechnungsstelle. Der Graf beschreibt die Pfade, auf denen die Nachrich-
ten ihr Ziel erreichen. Die Nachrichten werden somit

uber mehrere Knoten weitergereicht.
Diese Knoten ordnen die Nachrichten entlang des Pfades, indem sie die Nachrichten f

ur
verschiedene Gruppen miteinander verschmelzen. Die Knoten sind damit in der Lage, die
richtige Reihenfolge der empfangenen Nachrichten zu erkennen. Diese Tatsache hat zur
Folge, da die Knoten nur noch auf die fr

uher abgeschickten Nachrichten warten m

ussen,
bevor sie die schon empfangenen Nachrichten an den Zielproze

ubertragen k

onnen.
Die Grundidee ist daher, da man die Knoten als Vermittlungsknoten innerhalb der
Schnittpunkte der Multicast-Gruppen verwendet.
Der Fortsetzungsgraf-Algorithmus besteht aus dem Fortsetzungsgraf (propagation graph,
PG) Generator und dem Nachrichten

ubermittlungsprotokoll (message passing, MP). Der
PG-Generator ist verantwortlich f

ur den Aufbau des Fortsetzungsgrafen f

ur eine gegebene
Menge von Multicast-Gruppen. Das MP-Protokoll wird von einem Knoten genutzt um
Nachrichten zu senden, zu empfangen und weiter zu geben.
4.1 Der PG-Generator
Betrachtet man den PG-Generator n

aher, so sollte er eine Garantie f

ur folgende Eigen-
schaften liefern:
1. Alle Nachrichten werden in derselben Reihenfolge

ubertragen.
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2. Wenn x sich innerhalb einer Gruppe  bendet, bekommt x alle Nachrichten, die f

ur
die Gruppe  bestimmt sind.
Um diese Forderungen zu erf

ullen, ist es ausreichend, wenn man f

ur den Fortsetzungs-
grafen folgende Eigenschaften betrachtet.
(PG1) F

ur jede Gruppe  gibt es nur ein prim

ares Ziel p.
(PG2) F

ur jede Stelle x 2  gibt es nur einen Pfad von p nach x.
Es gibt auerdem zwei optionale Eigenschaften, die der Graf aufweisen kann. Der PG-
Generator versucht, diese Eigenschaften bereitzustellen:
(PG3) Das prim

are Ziel der Gruppe  ist in der Gruppe  enthalten.
(PG4) Ist p das prim

are Ziel von , und ist x ein anderer Knoten der Gruppe , dann
sind alle Knoten, die auf dem Pfad von p nach x liegen, auch in der Gruppe .
Um den Algorithmus des PG-Generator besser erl

autern zu k

onnen, zeigt Abbildung 53
ein Beispiel f

ur einen Fortsetzungsgrafen. Dieser besteht aus neun Knoten: a, b, c, d, e,
f , g, h und j und aus acht Zielgruppen: 
1
= fc; dg, 
2
= fa; b; cg, 
3
= fb; c; d; eg,

4
= fd; e; fg, 
5
= fe; fg, 
6
= fb; gg, 
7
= fc; hg und 
8
= fd; jg.
Abbildung 53. Beispiel f

ur einen Fortsetzungsgrafen
Der PG-Generator bestimmt aus den Zielgruppen denjenigen Knoten, der in den meisten
Gruppen enthalten ist, und macht ihn zur Wurzel. Im obigen Beispiel ist dies der Knoten
d. Diese Heuristik hilft, den Baum in einemWald klein zu halten. Zum besseren Verst

and-
nis nennt man die Gruppe, in der sich die Wurzel bendet, Wurzelgruppe. Die Wurzel ist
das erste Ziel aller Wurzelgruppen. Die Kinder der Wurzel werden durch eine Prozedur
new subtree bestimmt. Die Arbeitsweise der Prozedur ist folgende: Zuerst zerlegt sie die
"
Nicht-Wurzelgruppen\ in mehrere disjunkte Mengen. In dem obigen Beispiel erh

alt man
somit zwei disjunkte Mengen: P
1
= fa; b; cg; fb; gg; fc; hg und P
2
= fe; fg. Von diesen
Mengen wird eine zum Kind der Wurzel gew

ahlt. Nun beginnt die gleiche Prozedur von
vorn. Man w

ahlt wieder den Knoten, der in den meisten Untermengen enthalten ist,
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und macht ihn zur Unterwurzel. Die Prozedur wird so lange rekursiv aufgerufen, bis alle
Knoten abgearbeitet sind. Durch diese Rekursion wird ein baumf

ormiger Graf aufgebaut
(siehe Abbildung 54). F

ur die Knoten, die nach dem Prozedur new subtree-Aufruf noch
nicht behandelt worden sind, mu eine neue Wurzel gew

ahlt werden.
Abbildung 54. Der Beispielgraf nach einigen Arbeitsschritten des Algorithmus.
4.2 Das MP-Protokoll
Der Fortsetzungsgraf speziziert den Flu der Nachrichten innerhalb eines Netzwerkes.
Die Wurzel beinhaltet das prim

are Ziel jeder Multicast-Gruppe. Empf

angt ein Knoten
eine Nachricht, die sich im Teilbaum nach unten fortpanzt, so ist der Knoten Teil einer
Zielgruppe f

ur diese Nachricht. Im obigen Beispiel ist d das prim

are Ziel f

ur fc; dg;fb, c,
d, eg, fd; e; fg und fd; jg. Empf

angt nun die Instanz d eine Nachricht f

ur fb; c; d; eg, so
sendet sie eine Kopie zu c und e. Die Nachricht wird auf diese Weise durch den Baum
nach unten gehangelt. Um die Bearbeitung der Nachrichten innerhalb des MP-Protokolls
zu verdeutlichen, sei im folgenden eine Analyse f

ur ein Punkt-zu-Punkt Netzwerk dar-
gestellt. Das MP-Protokoll verlangt von jedem Knoten, f

ur jeden Knoten, der ihm eine
Nachricht sendet, Sequenznummern zu f

uhren. Die Sequenznummern werden vom dem
Fortsetzungsgraf bestimmt. Dies garantiert, da ein Empf

anger die Nachrichten eines
Senders, die m

oglicherweise ungeordnet eintreen, korrekt anordnen kann. Diese Metho-
de kann auch zur Entdeckung von verlorengegangenen Nachrichten verwendet werden.
4.2.1 Warteschlangen innerhalb des MP-Protokolls Innerhalb des MP-Protokoll
sind keine Empfangsbest

atigungen n

otig. Sendepausen werden zur Fehlerentdeckung ge-
nutzt. Eine weitere Charakteristik dieser Methode ist, da jeder Knoten zwei Warte-
schlangen besitzt. Es gibt eine Warteschlange f

ur die Nachrichten, die f

ur einen lokalen
Proze bestimmt sind, und es gibt eine Warteschlange f

ur die Nachrichten, die in der
falschen Reihenfolge ankommen. Empf

angt nun ein Knoten eine Nachricht,

uberpr

uft
er die Sequenznummer mit der Sequenznummer, die er von dem Sender erhalten hat.
Stimmen diese nicht miteinander

uberein, wird die Nachricht in einer Warteschlange des
Knoten abgelegt. Die Nachricht verharrt solange in der Warteschlange, bis die vor ihr
ausgelieferte Nachricht eingetroen ist. Stimmen die Sequenznummern

uberein, wird der
nachfolgende Empf

anger bestimmt, f

ur den die Nachricht bestimmt ist. Der Empf

anger
sendet danach die Nachricht an seine Kinder, die wiederum Unterwurzeln des Baumes
sind. Ist der Empf

anger in einer Zielgruppe enthalten, so stehen die Nachrichten f

ur eine
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lokale Auslieferung in der Warteschlange. Zus

atzlich

uberpr

uft der Empf

anger, ob es in
der Warteschlage Nachrichten vom Sender gibt, auf die er gewartet hat. Diese Nachrich-
ten werden auf dieselbe Art und Weise wie oben erl

autert behandelt.
Somit sind die wichtigsten Komponenten und die Funktionsweise des Fortsetzungsgraf-
Algorithmus beschrieben, und es k

onnte nun eine Leistungsanalyse durchgef

uhrt werden.
Diese Analyse wird in dieser Arbeit nicht erl

autert. Es soll aber dennoch erw

ahnt werden,
da der Fortsetzungsgraf-Algorithmus in vielen F

allen Vorteile gegen

uber den Sender-
kontrollierten Protokollen hat. Die Nachteile dieser Methode liegen bei dem groen Im-
plementierungsaufwand des Fortsetzungsgrafen, deshalb sollte diese Technik nur bei lang-
lebig Multicast-Str

omen benutzt werden.
5 Zusammenfassung
Im zweiten Kapitel wurden Einschr

ankungen des CATOCS vorgestellt. Es wurden die
vier wichtigsten Einschr

ankungen herausgearbeitet. Dabei hat man gesehen, da das
Nichterkennen der Kausalit

aten, das Fehlen serieller F

ahigkeiten, die nicht angesproche-
nen semantischen reihenfolgetreuen Einschr

ankungen und der fehlende Leistungsvorteil
gegen

uber der Technik der Zustandsebene innerhalb des CATOCS die Anwendung des
CATOCS sehr einschr

anken. Das Anwendungsgebiet des CATOCS beschr

ankt sich so-
mit auf die Zusicherung der Semantik auf der Kommunikationsebene. Es wurden deshalb
andere Mechanismen entwickelt, die die reihenfolgetreue Kommunikation auf h

oheren
Ebenen gew

ahrleisten. Diese Mechanismen wurden aber in dieser Ausarbeitung nur kurz
erw

ahnt.
Im dritten Kapitel wurde eine neue Methode f

ur die Bewertung der reihenfolgetreu-
en Multicast-Protokolle erl

autert. Innerhalb einer Multicast-Sychronisationsarchitektur
wurde die Synchronisationsverz

ogerung deniert, die zur Ermittlung der Gesamtverz

oge-
rung bestimmt wurde. Diese Synchronisationsverz

ogerung ist das Herzst

uck dieses Be-
wertungssystems, das den Vergleich zwischen reihenfolgetreuen Multicast-Protokolle er-
m

oglicht. Um die Einsatzm

oglichkeit dieses Systems zu zeigen, wurde das Verhalten von
drei Protokollen bei geringem Multicast-Verkehr analysiert. Das vierten Kapitel stellt
den Fortsetzungsgraf-Algorithmus vor. Dieser Algorithmus ist ein entwickeltes Protokoll
f

ur reihenfolgetreue Multicasts. Es wurde in diesem Kapitel nur auf die Funktionswei-
se des Algorithmus eingegangen, denn eine Betrachtung der Leistung dieses Protokolls
h

atte den Rahmen dieser Seminararbeit gesprengt.
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Aspekte verteilter Simulationen
Frank Lamprecht
Kurzfassung
Der folgende Beitrag besch

aftigt sich mit Simulationen und den Problemen bei deren Verteilung
auf ein Rechnernetzwerk. In den unterschiedlichsten Gebieten werden Simulationen eingesetzt,
um das Verhalten komplexer Systeme zu untersuchen, verstehen oder optimieren zu k

onnen. Je
aussagekr

aftiger aber die Ergebnisse der Simulationen sein sollen, um so langwieriger sind die
Berechnungen. Um die Geschwindigkeit der Berechnungen zu steigern, wird versucht, die Si-
mulationen auf mehrere Prozessoren oder Rechner zu verteilen. Die verschiedenen Aspekte, die
dabei beachtet werden m

ussen, sollen im folgenden erl

autert werden. Nach einer Einf

uhrung der
Prinzipien von verschiedenen Simulationsmethodenmit besonderem Augenmerk auf ereignisori-
entierte Simulationen werden L

osungsans

atze zur Parallelisierung durch Verteilung dargestellt.
1 Was ist Simulation?
Bei einer Simulation wird das Verhalten eines realen Systems durch ein Modell nachge-
bildet. Solch ein Modell ist in der Regel ein vereinfachtes Abbild des komplexen realen
Systems, verh

alt sich aber bez

uglich der relevanten Aspekte genauso wie dieses.
Es gibt verschiedene Gr

unde, weshalb man bestrebt ist, ein reales System durch ein Mo-
dell nachzubilden. Beispielsweise ist das reale System zu gef

ahrlich, um damit Versuche
anzustellen, wie dies bei einem Reaktor der Fall w

are. Weiterhin k

onnte es zu kostspielig
sein, ein reales System f

ur Versuchszwecke zu benutzen, wie zum Beispiel bei Crashtests.
Auch die Zeit spielt eine entscheidende Rolle. Wollte man die Entwicklung der Welt-
bev

olkerung f

ur das n

achste Jahrhundert bestimmen, dauerte es zu lange, 100 Jahre zu
warten. Andererseits l

auft zum Beispiel die Z

undung in einem Verbrennungsmotor zu
schnell ab, um sie untersuchen zu k

onnen.
Somit ist es also w

unschenswert oder auch notwendig, manche Vorg

ange zu simulieren,
um die realen Gegebenheiten optimieren, testen oder

uberpr

ufen zu k

onnen.
Nat

urlich beinhalten Simulationen auch Probleme. Ein sehr groes Problem ist zum Bei-
spiel die tats

achliche Realit

atsn

ahe. Es ist in der Regel unm

oglich, ein reales System
vollst

andig und mit allen Gesetztm

aigkeiten nachzubilden. Somit sind die Simulations-
ergebnisse mit Vorsicht auszuwerten, da sie schwer zu bestimmende Ungenauigkeiten
enthalten. Ein weiteres sehr groes Problem ist die Modellbildung und Simulation auf
dem Computer. Wenn man ein System auf dem Computer modellieren m

ochte, ist man
schon durch den verf

ugbaren Speicher und die M

oglichkeiten der Simulationssoftware
in dem Grad der Realit

atsn

ahe beschr

ankt. Hinzu kommt dann noch die Laufzeit der
Simulation. Die Rechner werden zwar immer leistungsf

ahiger, doch ist die Komplexit

at
eines Systems meist auch unbeschr

ankt gro, und man wird versucht sein, das Modell so
genau wie m

oglich zu erstellen. Neben der Verwendung immer leistungsf

ahigerer Com-
puter wird deshalb ein Weg gesucht, h

ohere Leistung mit der vorhandenen Hardware zu
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erzielen. Dies ist m

oglich durch die Vernetzung mehrerer Rechner und der Verteilung der
Simulation auf diese Rechner. Hier bieten sich auch interessante M

oglichkeiten mit dem
Internet. Bei der Verteilung auf viele Rechner, die

uber das Internet verbunden sind,
darf nat

urlich der Kommunikationsbedarf zwischen den Rechnern nicht sehr gro sein.
Derartige Rahmenbedingungen werden aber oft schon durch die Art und Weise bestimmt,
wie ein reales System in eine Simulation

uberf

uhrt wird. Welche M

oglichkeiten es hier
gibt, soll das n

achste Kapitel darlegen. Anschlieend wird darauf eingegangen, welche
M

oglichkeiten der Verteilung der verschiedenen Arten von Simulationen existieren.
2 Die Arten der Simulation
Simulationen lassen sich in zeitgesteuerte und ereignisgesteuerte Systeme untergliedern.
Prinzipiell kann man bei zeitgesteuerten Simulationen noch zwischen kontinuierlichen
und diskreten dierenzieren. Da jedoch f

ur die Berechnung auf dem Computer alles
diskretisiert werden mu, sind die kontinuierlichen Simulationen nur ann

aherbar.
Bei der Umsetzung von realen Systemen in Computersimulationen ist ein wichtiges Merk-
mal zu beachten: In der Realit

at brauchen die Zustands

anderungen, die simuliert werden
sollen, selbst keine Zeit, da sie sich normalerweise kontinuierlich

andern und nur zu be-
stimmten Zeitpunkten beobachtet werden. Daf

ur vergeht unter Umst

anden sehr viel Zeit
zwischen den Beobachtungszeitpunkten. Bei der Computersimulation dagegen ist diese
Zeit vernachl

assigbar und die Zustands

anderungen m

ussen in der Regel mit groem
Zeitaufwand berechnet werden. Dieses Dualit

atsprinzip [MM89] ist sehr wichtig bei den
Betrachtungen zur Verteilung und parallelen Verarbeitung von Simulationen, wie sp

ater
noch gezeigt wird.
Zun

achst sollen die beiden Grundarten der Simulation erl

autert werden, wobei der ereig-
nisgesteuerten die gr

oere Bedeutung zukommt, da die meisten Simulationen nach diesem
Prinzip ablaufen. Der im folgenden verwendete Begri der Simulationszeit bezieht sich
nicht auf die Laufzeit der Berechnungen, sondern auf die virtuelle Zeit innerhalb der
Simulation.
2.1 Zeitgesteuerte Simulation
Die zeitgesteuerte Simulation k

onnte man auch als quasi-kontinuierliche Simulation be-
zeichnen. Hierbei wird immer nach einem vorgegebenen Zeitintervall der aktuelle Zu-
stand des Systems aus dem vorhergehenden Zustand berechnet. Beispiele f

ur kontinuier-
liche Systeme, die man hiermit modellieren kann, nden sich vor allem im physikalisch-
technischen Bereich, z.B. Wettersimulationen. Derartige Systeme werden oft durch Die-
rentialgleichungen beschrieben, so da die Aufgabe des Computers in einer numerischen
L

osung dieser Gleichungen besteht.
Ein weiteres, wenn auch sehr einfaches, Beispiel einer zeitgesteuerten Simulation (oh-
ne Dierentialgleichungen) ist Conway's Game of Life. Hier bestimmen einfache Ge-
setzm

aigkeiten den jeweils n

achsten Zustand. Es wird eine Zellpopulation simuliert,
wobei einfach die Positionen eines zweidimensionalen Feldes entweder mit einer oder
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keiner Zelle besetzt sind. Bei dieser Simulation wird davon ausgegangen, da nach einer
bestimmten Zeitspanne Zellen entsprechend der Anzahl ihrer Nachbarn starben, neu ent-
standen oder unver

andert blieben. Die entsprechende Zeitspanne kann bei der Simulation

ubergangen werden. Rechenzeit kostet jedoch das Z

ahlen der Nachbarn usw.
Die Dauer der Zeitspanne zwischen zwei Beobachtungs- bzw. Berechnungszeitpunkten
ist im allgemeinen ein sehr wichtiger Punkt. Sie spielt eine entscheidende Rolle bei der
Gesamtlaufzeit der Simulation und auch bei der Aussagekraft der Resultate. W

ahlt man
die Zeitspanne zwischen zwei Berechnungszeitpunkten sehr gro, l

auft die gesamte Si-
mulation sehr schnell ab. Dadurch k

onnen aber unter Umst

anden wichtige Resultate
verlorengehen. Dies verh

alt sich ganz entsprechend dem Abtasttheorem: Mit einer fest-
gelegten Abtastrate kann man nur Frequenzen bis zu einer bestimmten Gr

oe erfassen.
W

urde man bei der Simulation andererseits die Zeitspanne zwischen den Berechnungen
sehr klein w

ahlen, wird unter Umst

anden viel Rechenzeit verschwendet. Indem man ei-
ne sehr kleine Zeitspanne w

ahlt, erh

alt man eine Ann

aherung an eine kontinuierliche
Simulation.
2.2 Ereignisgesteuerte Simulation
Bei der ereignisgesteuerten Simulation nden die Berechnungen nicht nach vorbestimm-
ten Zeitabschnitten statt, sondern nur dann, wenn bestimmte Ereignisse eintreten. Ist
ein Ereignis eingetreten, werden die Folgen daraus berechnet. Dies sind in der Regel
auch immer weitere Ereignisse, die in der Zukunft liegen. Diese resultierenden Ereignisse
werden im allgemeinen in einer Ereignisliste gespeichert, die nach den Eintrittszeitpunk-
ten geordnet ist. Anschlieend wird die Simulationszeit auf den Eintrittszeitpunkt des
n

achsten Ereignisses gesetzt und dieses bearbeitet.
Ereignisse
1           2           3            4           5            6           7           8           9           10
e0            e1                    e2                 e3                   e4
Simulationszeit
Abbildung 55. Schematische Darstellung einer Ereignisliste.
Man kann sich das ganze am besten an einem Beispiel verdeutlichen. Betrachtet man ein
Billardspiel, gibt es hier als Ereignisse die Kollisionen von Kugeln. Das initiale Ereignis
ist das Anstoen der weien Kugel. Aus Anstowinkel und -kraft und den Positionen der
anderen Kugeln kann man das n

achste Ereignis, die Kollision mit einer Kugel auf dem
Weg und dessen Eintrittszeitpunkt berechnen. Die Zeit, in der die Kugel nun unterwegs
zu dieser Kollision ist, kann

ubersprungen werden, da hier nichts passiert.
Hier wird auch ein Problem der zeitgesteuerten Simulation deutlich, w

urde man diese
Simulationsart benutzen. W

ahlt man n

amlich die Zeitabst

ande zu gro, wird die Kugel
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wom

oglich immer gleich um mehrere Zentimeter weitergesetzt und verfehlt ein Kollision
vollst

andig. Bei der ereignisgesteuerten Simulation wiederum wird die Simulationszeit
nun einfach auf den Zeitpunkt der n

achsten Kollision gesetzt. Da nach der Kollision in
der Regel nun zwei Kugel sich bewegen, k

onnen zwei neue Ereignisse berechnet und in die
Ereignisliste eingetragen werden. Das ganze setzt sich solange fort, bis keine Ereignisse
mehr in der Liste stehen. Es gibt noch viele weitere Beispiele f

ur ereignisgesteuerte
Simulationen, wie zum Beispiel die Simulation einer Ampelsteuerung. Hierbei w

aren die
Ereignisse das Eintreen von Autos an der Ampel und das Umschalten der Ampelphasen.
Es gibt nat

urlich noch viele Variationen der ereignisgesteuerten Simulation. Bei dem
oben beschriebenen Billardspiel gibt es nur eine globale Ereignisliste. Eine oft praktizierte
Variante ist, die Simulation aus einer Menge interagierender Objekte aufzubauen. Hier ist
auch schon ein Ansatz von Parallelit

at zu sehen, auf welchen sp

ater noch eingegangen
wird. Die Objekte beim Beispiel Billard w

aren die Kugeln. Jede Kugel hat dann eine
eigene Ereignisliste, in der die eigenen Kollisionen eingetragen werden. Da bei einer
Kollision aber immer mindestens zwei Kugeln beteiligt sind, mu solch ein Ereignis immer
auch bei einem anderen Objekt in die Ereignisliste eingetragen werden. Eine ruhende
Kugel hat zum Beispiel zu Beginn eine leere Ereignisliste. Wenn nun eine andere Kugel
in Richtung dieser ruhenden Kugel gestoen wird, tr

agt die angestoene Kugel als Objekt
die folgende Kollision bei sich selbst und bei der ruhenden Kugel in die Ereignisliste ein.
Objekt 1
Simulationszeit
Objekt 4
Objekt 3
Objekt 2
Abbildung 56. Allgemeines Beispiel f

ur vier parallel arbeitende Objekte.
Genau dieses Eintragen in fremde Listen bereitet Probleme bei der Parallelisierung. In der
Realit

at l

at sich oftmals solch eine Einteilung in Objekte vornehmen, die oensichtlich
gleichzeitig nebeneinander agieren. Zur Parallelisierung k

onnte man nun einfach jedem
Prozessor solch ein Objekt zuteilen. Der Prozessor bearbeitet dann jeweils ein Ereignis
und springt zum n

achsten in der Ereignisliste und bearbeitet dieses. Das Problem ist
nun, da er zwischen zwei solchen Ereignissen noch ein weiteres eingetragen bekommen
k

onnte. Bevor der Prozessor also die eigene lokale Simulationszeit auf den n

achsten Ein-
trag in der Ereignisliste setzen kann, m

ute sichergestellt sein, da alle Ereignisse vor
diesem Zeitpunkt abgearbeitet wurden.
Daraus folgt, da eigentlich alle Ereignisse streng chronologisch abgearbeitet werden
m

uten. Damit wird deutlich, da die ereignisgesteuerte Simulation eigentlich inh

arent
sequentiell ist. Wie man dennoch eine Parallelisierung erreichen kann, soll in den n

achsten
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Abschnitten gezeigt werden.
3 Auf der Suche nach der Parallelit

at
Bei der Verteilung von Simulationen gibt es zwei grunds

atzliche Probleme. Das eine ist,
wie teilt man das System auf mehrere Rechner auf, um eine gr

otm

ogliche parallele Ab-
arbeitung zu erreichen. Im Idealfall s

ahe das so aus, da man bei einer Verteilung der
Simulation auf n Rechner eine Geschwindigkeitssteigerung um n im Gegensatz zu einem
Rechner erh

alt. Es gibt Spezialf

alle, in welchen dies erreicht werden kann. Im Normal-
fall jedoch fallen die Geschwindigkeitssteigerungen erheblich geringer aus. Das andere
Problem bei der Verteilung ist die Kommunikation zwischen den Rechnern. Hierbei gibt
es F

alle, in denen kaum Kommunikation notwendig ist, und andere, in denen sehr viel
notwendig ist. Auch die Topologie des vorhandenen Netzwerkes ist dabei von Bedeutung.
In den folgenden Abschnitte sollen verschiedeneM

oglichkeiten der Verteilung von Simula-
tionsaufgaben im Hinblick auf die Probleme der Parallelisierung und der Kommunikation
dargestellt werden. Der erste Abschnitt bezieht sich dabei auf vorteilhafte Spezialf

alle,
w

ahrend der zweite sich mit mit allgemeinen Strategien besch

aftigt.
3.1 Superechner und Unabh

angigkeiten
Die folgenden Spezialf

alle nutzen Gegebenheiten des zu simulierenden Systems oder der
Hardware aus, um die beiden Probleme der Parallelisierung und Kommunikation zu
bew

altigen.
3.1.1 Superechner Die einfachste Methode, Simulationen zu parallelisieren, ist, einen
Parallelrechner mit entsprechendem parallelisierenden Compiler zu benutzen. Man kann
dann eine sequentielle Simulation nehmen und hat keine Arbeit mit der Parallelisierung.
Solche Compiler parallelisieren in der Regel aber nur im Kleinen, das heit vereinfacht
ausgedr

uckt, anstehende Prozessorbefehle werden auf ihre Parallelisierbarkeit

uberpr

uft
und dann gleichzeitig ausgef

uhrt. Unter Umst

anden erreicht man hiermit kaum eine par-
allele Ausf

uhrung, und vor allem wird die oft schon im Modell steckende Parallelit

at
nicht ausgenutzt.
Superrechner sind aber immer dann von Vorteil, wenn es auf Echtzeitsimulationen an-
kommt, wie zum Beispiel bei Flugsimulatoren. Die Kommunikation zwischen den System-
teilen ist hier kein Problem, da auf gemeinsamen Speicher oder einen schnellen Datenbus
zur

uckgegrien werden kann.
3.1.2 Unabh

angige Simulationsl

aufe Eine weitere M

oglichkeit der einfachen Par-
allelisierung ist die Ausnutzung der Notwendigkeit unabh

angiger Simulationsl

aufe. Um
zum Beispiel stochastische Signikanz zu erreichen oder um einfach mehrere Ergebnisse
zu erhalten, m

ussen mehrere Simulationsl

aufe mit ver

anderten Parametern durchgef

uhrt
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werden. Bei Wettervorhersagen beispielsweise sollte man die Simulation mit unterschied-
lichen Werten starten, um mit ausreichender Wahrscheinlichkeit Aussagen

uber den wei-
teren Verlauf des realen Wetters treen zu k

onnen. Genauso sind bei Crashtests die
Resultate f

ur unterschiedliche Geschwindigkeiten und Aufprallwinkel interessant.
Somit kann man also auf n Rechnern n Simulationen starten, welche nicht einmal mitein-
ander kommunizieren m

ussen w

ahrend der Berechnungen. Dadurch ist ein theoretischer
Speedup von n zu erreichen. Eine eventuell notwendige Kommunikation beschr

ankt sich
auf das Starten der Simulationen mit den unterschiedlichen Startwerten und auf das
Einsammeln der Ergebnisse. Damit ist auch die Topologie des benutzten Netzwerkes
weniger von Bedeutung. Es bietet sich jedoch eine sternf

ormige Anordnung an mit ei-
nem zentralen Verteiler, der zudem eventuell ben

otigte Zwischenergebnisse einsammeln
k

onnte. F

ur eine direkte parallele Verarbeitung der einzusammelnden Zwischenergebnis-
se w

urde sich auch eine Baumstruktur anbieten, bei ein Knoten die Daten der S

ohne
schon vorverarbeitet.
Auch wenn dieses Verfahren f

ur alle Simulationen mit vielen unabh

angigen Simulati-
onsl

aufen am besten geeignet erscheint, kann es sinnvoller sein, besser einzelne L

aufe zu
beschleunigen. Dies ist zum Beispiel der Fall, wenn ein einziger Lauf einer Wettervorher-
sage schon 2 Tage dauern w

urde.
3.1.3 Funktionale Verteilung Eine Vorgehensweise zur parallelen Verarbeitung, die
mehr Aufwand erfordert, ist die funktionale Verteilung. Bei Simulationen gibt es einige
Aufgaben, die nichts direkt mit der Simulation selbst zu tun haben. Es m

ussen bei-
spielsweise Pseudozufallszahlen berechnet, Steuerungsaufgaben erledigt und Ergebnisse
eingesammelt werden. Derartige Aufgaben k

onnen gut auf die vorhandenen Prozesso-
ren aufgeteilt werden. Hierbei f

allt allerdings einige Kommunikation an, die bew

altigt
werden mu. Nach [MM89] bringt die funktionale Verteilung jedoch kaum nennenswerte
Geschwindigkeitssteigerungen bei den meisten Simulationen, wenn man eziente Algo-
rithmen benutzt.
3.1.4 Simulation von Netzwerken Die Simulation von Netzwerken selbst wird sehr
h

aug ben

otigt. Hierbei m

ochte man das Design von weit verteilten Systemen und
die Ezienz von Kommunikationsprotokollen untersuchen [Yan93]. Dazu bietet es sich
nat

urlich an, die Knoten des zu simulierenden Netzwerkes auf lokale Rechner abzubilden.
Die Rechner simulieren dann ein zu testendes Kommunikationsprotokoll und benutzen
zur Kommunikation untereinander die

ublichen Mechanismen. Zwischen diese beiden
Protokolle mu auerdem noch ein Modul gesetzt werden, welches propagation delay,
packet drops und Bandbreitenbegrenzung simuliert. Der Zeitverlust durch die Kommu-
nikation zwischen den lokalen Rechner kann dabei direkt eingearbeitet werden, da er
normalerweise erheblich geringer ist als bei der Kommunikation zwischen weit entfern-
ten Rechnern.
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3.2 Optimistische und pessimistische Strategien
W

ahrend die oben beschriebenen Verfahren spezielle Gegebenheiten ausgenutzt haben,
soll hier beschrieben werden, wie man bei einem Groteil der ereignisgesteuerten Simu-
lationen eine parallele Verarbeitung erreichen kann.
Die Verteilung wird hier so vorgenommen, wie im Abschnitt

uber ereignisgesteuerte Si-
mulation dargestellt wurde. Die einzelnen Objekte werden also den vorhandenen Rech-
nern zugeteilt und kommunizieren dann

uber Nachrichten. Als Topologie des Netzwerkes
w

are es deshalb am besten, wenn jeder Rechner mit jedem anderen verbunden ist. Da dies
in der Regel jedoch nicht realisierbar ist, kann man versuchen, das System so aufzuteilen,
da die Teile, die am h

augsten Nachrichten austauschen, auch die schnellsten Verbin-
dungen haben. Da normalerweise jedem Rechner mehrere Objekte zugeordnet werden,
erh

alt jedes Objekt einen eigenen Proze. Die Simulation l

auft also so ab, da ein Proze
ein Ereignis bearbeitet und sich aus diesem Ereignis Konsequenzen f

ur andere Prozes-
se ergeben, die diesen

uber Nachrichten mitgeteilt werden. Dabei besitzt jeder Proze
eine eigene Simulationszeit, wodurch

uberhaupt erst eine eziente parallele Verarbei-
tung erreicht werden kann. Wenn ein Proze ein Ereignis bearbeitet hat, kann er nach
M

oglichkeit seine Simulationszeit erh

ohen und so schon das n

achste Ereignis bearbeiten.
An dieser Stelle sollen noch einmal die wichtigsten Merkmale des Beispiels Billard darge-
stellt werden: Die einzelnen Kugeln sind die eigenst

andigen Objekte, die den Prozessen
zugeordnet werden. Die relevanten Ereignisse sind die Kollisionen zwischen den Kugeln
oder mit dem Umrandung. Zur Verdeutlichung sei angenommen, da auf der vorhande-
nen Hardware trigonometrische Berechnungen

auerst lange dauern. Die \komplizierten"
Berechnungen also, die m

oglichst parallel ablaufen sollen, sind die neuen Bewegungsrich-
tungen und -geschwindigkeiten nach Kollisionen.
Es gibt nun grunds

atzlich zwei verschiedene Strategien, mit welchen man das Problem
der Parallelisierung angehen kann. Diese werden konservative oder pessimistische und
optimistische Strategien genannt.
3.2.1 Die pessimistische Strategie Bei der pessimistischen Strategie erh

oht ein
Proze seine Simulationszeit immer nur dann auf das n

achste Ereignis, wenn er sicher
sein kann, da kein anderes Ereignis dazwischenkommen kann. Um dies zu gew

ahrlei-
sten, erhalten alle Nachrichten, die verschickt werden, einen Zeitstempel mit der aktuellen
Zeit des Senders. Weiterhin mu feststehen, welcher Proze welchem anderen eine Nach-
richt schicken kann. Das bedeutet, da ein Proze bestimmte Eing

ange und bestimmte
Ausg

ange besitzt. Wenn nun an allen Eing

angen Nachrichten anliegen, kann der Proze
seine Simulationszeit auf die Zeit der Nachricht mit dem kleinsten Zeitstempel erh

ohen.
Wenn allerdings auch nur ein Eingang ohne Nachricht vorhanden ist, mu der Proze
warten, da hier eine Nachricht eintreen k

onnte, die einen Zeitstempel vor allen anderen
Nachrichten tr

agt. Das ganze sei an Bild 57 verdeutlicht. Proze P2 ist auf die darge-
stellte Art mit den Prozessen P1, P3 und P4 verbunden. Die Nachrichten werden durch
Paare (t,m) dargestellt, wobei t der Zeitstempel und m der Inhalt sei. Da an dem Ein-
gang von P3 her die Nachricht mit dem kleinsten Zeitstempel anliegt und kein Eingang
ohne Nachricht ist, kann P2 nun seine Simulationszeit auf 2 erh

ohen und die Nachricht
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(5,m3) verschicken.
(3,m1)
P1 P3
P4
P2 P1 P3
P4
P2
(5,m3)
(3,m1)
(2,m2)
Abbildung 57. Eine Verklemmung liegt vor.
Bei dieser Strategie kann es nun sehr leicht zu Verklemmungen (deadlocks) kommen.
In dem Beispiel war die einzige Konsequenz auf die Nachricht von P3 ein Nachricht
zu P4. Somit liegt nun eine Verklemmung vor. P3 wartet auf eine Nachricht von P2
und umgekehrt. Eine M

oglichkeit, solche Verklemmungen zu vermeiden, sind sogenann-
te Nullnachrichten. Daf

ur ist es erforderlich, da jeder Proze eine untere Grenze f

ur
eine Zeitspanne hat, innerhalb welcher er alle Nachrichten voraussagen kann, welche
er verschicken wird. Wenn er also wei, da bis zu einem bestimmten Zeitpunkt keine
Nachrichten zu schicken sind, kann er eine Nullnachricht mit entsprechendemZeitstempel
schicken. Bild 58 verdeutlicht dies. Hier sind zus

atzlich die lokalen Zeiten mit angege-
ben. P2 hat nun die lokale Zeit 2 und wartet auf P3. Da P2 z.B. zwei Zeiteinheiten
vorausschauen kann, schickt er eine Nullnachricht an P3. P3 hat nun diese Nachricht als
einzige Nachricht und kann somit seine Zeit auf 4 setzen. Danach schickt er ebenso eine
Nullnachricht an P2. P2 hat jetzt wieder an allen Eing

angen ein Nachricht anliegen und
kann die Nachricht (3,m1) verarbeiten, was z.B. zu der Nachricht (8,m4) f

uhrt.
Eine weitere M

oglichkeit, gegen Verklemmungen vorzugehen, ist, Verklemmungen festzu-
stellen und sie dann zu beheben. Wenn also ein Proze eine Verklemmung feststellt, kann
er bei dem betreenden Vorg

anger dessen lokale Zeit erfragen, um so weiterzukommen.
Ist nun die lokale Zeit dieses Vorg

angers gr

oer als seine eigene, schickt der Vorg

anger
diese zur

uck. Ansonsten fragt dieser wiederum bei seinen Vorg

angern nach.
3.2.2 Die optimistische Strategie Die optimistische Strategie geht davon aus, da
zun

achst keine unerwarteten Ereignisse auftreten. Dies sei nochmals an dem Billardbei-
spiel erl

autert. Der Proze f

ur Kugel 8 behandele gerade das Ereignis, da die Kugel in
einem bestimmten Winkel und mit bestimmter Kraft von Kugel 3 angestoen wurde.
Nun

uberpr

uft er, ob auf der resultierenden Strecke ein anderes Hindernis liegt bzw.
eine von den gerade rollenden Kugeln kreuzt. Angenommen, das n

achste Hindernis sei
der Umrandung, also plant der Proze die Kollision mit der Umrandung als n

achstes
Ereignis ein. Dies machte er, weil er optimistisch ausgelegt ist und nicht mit unerwar-
teten Ereignissen, d.h. Kollisionen, auf dem Weg zur Umrandung rechnet. Der Proze
erh

oht nun die Simulationszeit auf den Zeitpunkt der Kollision mit der Umrandung und
berechnet das weitere Vorgehen.
Nun kann es nat

urlich vorkommen, da er an der Umrandung angekommen feststellt,
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P1 P3
P4
P2 P1 P3
P4
P2
4
P1 P3
P4
P2
3 2 2(4,null)(3,m1) (3,m1)
(6,null)
(8,m4)
(6,null)
3 43
5
5 5
3 2
Abbildung 58. Au

osung der Verklemmung.
da er eigentlich unterwegs mit Kugel 3 h

atte kollidieren m

ussen, da diese nach ein
paar Kollision mit der Umrandung wieder die Bahn kreuzte. In diesem Fall mu ein
sogenannter \Roll-Back" durchgef

uhrt werden. Das bedeutet, da wieder der Zustand
wiederhergestellt wird, der zum Zeitpunkt des betreenden Ereignisses bestand.
Realisiert wird das ganze zum Beispiel durch den sogenannten Time Warp Algorithmus.
Dieser funktioniert folgendermaen: Wenn ein Proze eine Nachricht erh

alt, die eigent-
lich schon vor der aktuellen lokalen Zeit h

atte bearbeitet werden m

ussen, setzt er seinen
Zustand auf den Zeitpunkt des Zeitstempels der Nachricht zur

uck. Auerdem werden
\Antinachrichten" geschickt, d.h. alle Nachrichten, die nach dem betreenden Zeitpunkt
geschickt wurden, werden zur

uckgerufen. Wenn nun ein Proze solch eine \Antinach-
richt" erh

alt, gibt es mehrere M

oglichkeiten. Da beim Time Warp Algorithmus keine
Reihenfolgetreue eingehalten werden mu, kann es sein, da die urspr

ungliche Nach-
richt, auf die sich die \Antinachricht" bezieht, noch gar nicht angekommen ist. Dann
wird die \Antinachricht" einfach bis zur Ankunft gespeichert und hebt dann die positive
Nachricht auf. Das gleiche passiert auch, wenn die positive Nachricht noch gar nicht
bearbeitet wurde. Wenn sie schon bearbeitet wurde, mu dieser Proze ebenso einen
\Roll-back" durchf

uhren.
Diese Vorgehensweise, da alle m

oglicherweise falschen Nachrichten zur

uckgenommen
werden, nennt sich \aggressive cancellation". Es gibt eine \lazy cancellation". Hierbei
werden zun

achst keine \Antinachrichten" geschickt, sondern erst, wenn sich im weiteren
Verlauf herausstellt, da eine Nachricht eigentlich h

atte anders laufen m

ussen.
Es m

ussen also bei diesem Algorithmus alle Zust

ande bis zur letzten sicher korrekten
Zeit gespeichert werden. Diese korrekte Zeit ist das Minimum alle lokalen Zeiten.
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3.3 Vergleichsdaten
Die

Uberschrift V ergleichsdaten mag etwas irref

uhrend sein, da es immer sehr schwie-
rig ist, verschiedene Messungen miteinander zu vergleichen. Um jedoch einen groben

Uberblick zu erhalten, in welcher Gr

oenordnung sich die Geschwindigkeitssteigerungen
bewegen, sollen hier ein paar Beispiele genannt werden. Der Speedup wird hierbei entwe-
der als Speedup von x bei y Prozessoren oder in Prozent angegeben. Ersteres bedeutet
die x-fach schnellere Ausf

uhrung bei der Benutzung von y Prozessoren statt einem. Die
Prozentangabe setzt die beiden Gr

oen in Relation zueinander. 100% bedeutet z.B. einen
Speedup von x bei x Prozessoren.
[Lud87] beschreibt ein zeitgesteuertes, quasi-kontinuierliches Simulationsexperiment auf
dem Erlanger 26-Prozessor-DIRMU-Experimentalsystem zur L

osung der Boltzmann-
Gleichung aus dem Bereich der kinetischen W

armetheorie. Der beste gemessene Speedup
betrug hierbei 16 bei 26 Prozessoren. Ein anderes Beispiel beschreibt bei einem konser-
vativen Ansatz mit Nullnachrichten auf einem System mit 17 Prozessoren und einer
toroiden Topologie einen Speedup von 75%. Bei einem konservativen Ansatz mit dem
Time Warp Algorithmus konnte teilweise ein Speedup von 90% erreicht werden.
4 Zusammenfassung
Es ist deutlich geworden, da die Verteilung einer Simulation immer im Zusammenhang
mit den gew

unschten Ergebnissen und den vorhandenen Gegebenheiten betrachtet wer-
den mu. Liegt einer der Spezialf

alle vor, bietet es sich an, eine Vorgehensweise wie in
Abschnitt 3.1 zu w

ahlen. W

ahlt man dagegen eine Verteilung der einzelnen Objekte,
ist zu

uberlegen, ob eine konservative oder eine optimistische Strategie zur Parallelver-
arbeitung benutzt werden soll. Der konservative Ansatz hat weniger Speicherbedarf als
der optimistische, braucht aber eine festgelegte Verbindungshierarchie. Auerdem treten
h

auger Totzeiten durch Warten auf. Insgesamt scheint der optimistische Ansatz mehr
Potential zur Geschwindigkeitssteigerung zu bieten. Auerdem ist er exibler, da die Ver-
bindungen zwischen den Prozessen nicht festgelegt sein m

ussen wie beim konservativen
Ansatz.
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Interim Local Management Interface
Matthias Weng
Kurzfassung
Dieser Vortrag besch

aftigt sich mit der vom ATM-Forum entwickelten Schnittstelle zum Ma-
nagement von privaten ATM-Netzwerken (ILMI). Die Management Information Base dieser
Schnittstelle wird vorgestellt und mit einer Management Information Base der Internet Engi-
neering Task Force verglichen.
1 Einleitung
Mit der Einf

uhrung von ATM-Netzwerken wurden auch neue Anforderungen an das
Netzwerkmanagement gestellt. Es galt nun die verschiedenen Verkehrstypen, den Durch-
satz und die ganze Bandbreite von Bedingungen und Optionen, die ATM bereith

alt,
zu verwalten. Da es auf diesem Gebiet bisher noch keine einheitliche und umfassende
L

osung gab, entwickelte das ATM-Forum eine

Ubergangsversion f

ur ein Management
Interface, das sogenannte ILMI (Interim Local Management Interface)[AF95].
Im folgenden soll zuerst das Management von ATM-Netzwerken betrachtet werden, bevor
die Eigenschaften der ILMI und ihrer Management Information Base vorgestellt werden.
In Kapitel 4 wird das Interface des ATM-Forums mit dem der Internet Engineering Task
Force verglichen.
2 Management von ATM-Netzen
2.1 ATM-Netze
Durch den gr

oer werdenden Bedarf an Netzkapazit

at gewinnen hohe

Ubertragungsge-
schwindigkeiten, wie sie ATM erm

oglicht, immer mehr an Bedeutung. ATM Verbindun-
gen erlauben

Ubertragungsraten von 155 Mbit/s (in Zukunft sogar noch mehr). Durch
Paketvermittlung und Zeitmultiplex ist es jedoch auch m

oglich, mit verschiedenen Ge-
schwindigkeiten zu

ubertragen, die vor der

Ubertragung mit der Empf

angerseite
"
aus-
gehandelt\ werden. Vor dem Versenden wird eine Nachricht von der ATM - Adaptions-
schicht (ATM Adaptation Layer, AAL) in Pakete zerlegt und abwechselnd mit anderen
Nachrichtenpaketen versandt. Im Zellkopf ist dabei eine Verbindungskennung enthalten,
so da jedes Paket

uber mehrere ATM-Vermittlungsstellen (Switches) zu seinem Bestim-
mungsort gelangt, wo es mittels der ebenfalls im Zellkopf enthaltenen Informationen mit
den zugeh

origen Paketen in der richtigen Reihenfolge wieder zusammengesetzt wird.
Eine Ende-zu-Ende Verbindung wird mit virtuellen Kan

alen hergestellt, von denen jeder
Kanal durch eine Nummer gekennzeichnet ist (Virtual Channel Identier, VCI). Mehrere
virtuelle Kan

ale k

onnen zu einem Virtuellen Pfad zusammengesetzt sein, der ebenfalls
einen Identikator besitzt (Virtual Path Identier, VPI). Die Kombination von VPI und
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VCI stellt die erw

ahnte Verbindungskennung dar, die bei ATM nur lokale Bedeutung
hat, da sie in allen Switches umgesetzt werden kann.
2.2 Netzwerkmanagement
Um das Funktionieren eines Netzes zu gew

ahrleisten, bedarf es einer zentralen Instanz,
dem Netzwerkmanager, der den Zustand des Netzes

uberwacht. Er kommuniziert

uber ein
Managementprotokoll mit den Agenten, die an bestimmten Ger

aten wie z.B. Gateways,
Routern oder Workstations plaziert sind (s. Abb. 59). Als ein Standard hat sich dabei
das Simple Network Management Protocol (SNMP) des Internets durchgesetzt.
Der Manager schickt eine Anfrage oder einen Befehl an einen Agenten, der daraufhin die
gew

unschte Information zur

uckgibt oder auf den Befehl reagiert. Ebenso kann der Agent
bei auftretenden Fehlern eine Benachrichtigung (Trap) an den Manager schicken.
Es ist erforderlich, da Manager und Agent auf einer gemeinsamen Datenbasis arbeiten,
um sich gegenseitig zu
"
verstehen\. Diese Datenbasis wird als Management Information
Base (MIB) bezeichnet. In der MIB werden z.B. Vereinbarungen

uber

Ubertragungsarten
und -medien,

uber bestehende virtuelle Verbindungen und Statistiken

uber das Netz fest-
gehalten. Diese Objekte werden in ASN.1 (Abstract Syntax Notation No.1) formuliert.
            
            


Privater ATM-
Switch
Offentlicher
ATM-Switch
. .
Private
UNI
Offentliche
ILMI ILMI
AME AME AME AMEUNI
AME = ATM Interface Management Entity
UNI = User Network Interface
Agent Agent
 ..
manager
system
ATM-End-
Netzwerk-
Abbildung 59. Manager und Agent
2.3 Das Managementmodell des ATM-Forums
Die vielen Anforderungen an einen Netzmanager veranlaten das ATM-Forum, ein Mana-
gementmodell zu entwickeln, das die verschiedenen Managementpfade in ATM-Netzwer-
ken deniert (s. Abb. 60). Es wurden f

unf grundlegende Managementschnittstellen fest-
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gelegt, die mit M1 bis M5 bezeichnet werden. M1 und M2 denieren jeweils die Schnitt-
stellen zwischen der lokalen Managementeinheit und einem ATM-Endger

at beziehungs-
weise dem lokalen Netzwerk. Mit M3 wird die Schnittstelle zwischen den lokalen und den
Managementsystemen des

oentlichen Netzbetreibers bezeichnet. M4 ist die Schnittstel-
le zwischen der Managementeinheit des Netzanbieters und dem

oentlichen Netz. M5
legt die Verbindung zwischen zwei Managementsystemen des Betreibers fest. Sie ist die
komplexeste aller Schnittstellen und bis heute noch nicht n

aher speziziert.
     
     
     
     
     
     



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     
     
     
     
     





    
    
    
    
    





           
M3 M5
. .
Privater
Netzwerkmanager
Netzwerkmanager
des Betreibers
Switch
ATM-
ATM-Arbeitsgruppe
Interface
Netz/Netz
Interface
Privates
Interface
Privates
M1 M2 M4
Privates ATM-Netz
Offentliche ATM-Netzwerke
. .
Abbildung 60. Rahmenwerk f

ur ATM-Management des ATM-Forums
3 Funktionsweise der ILMI
In jedem ATM-Ger

at ist eine Schnittstellen-Managementeinheit (ATM Interface Mana-
gement Entity, AME) vorhanden, die die ILMI - Funktionen der Schnittstelle unterst

utzt.
Ein Nachrichtenaustausch ndet immer nur zwischen zwei benachbarten AMEs statt, die
zu diesem Zweck auch auf die MIB-Daten der jeweils anderen AME zugreifen k

onnen
(s. Abb. 59). F

ur die Kommunikation zwischen zwei AMEs wird ein spezieller virtueller
Kanal reserviert.

Uber diesen Kanal werden Anfragen, Antworten und Traps als AAL-
gekapselte SNMP-Nachrichten geschickt. Es gibt eine Voreinstellung f

ur den ILMI-Kanal
(VPI=0,VCI=16), die jedoch auch ver

andert werden kann. Die Cell Loss Priority f

ur die
Managementzellen ist 0, d. h., die Zellen d

urfen auch bei zu hohem Datenaufkommen
nicht verworfen werden. Als Richtlinie gilt, da der SNMP-Verkehr nicht mehr als ein
Prozent der Bandbreite einer Verbindung betragen sollte.
Alle Eigenschaften einer Schnittstelle sind als sogenannte Managed Objects in einer
MIB festgehalten. Managed Objects stellen in diesem Fall Variablen dar, die gesetzt
und ausgelesen werden k

onnen. Die MIB ist in Form eines Baumes organisiert, in dessen
Bl

attern die Informationen enthalten sind. Die ISO hat einen Namensbaum f

ur Managed
Objects deniert, in den jede Organisation ihren eigenen Teilbaum
"
einh

angen\ kann
(s. auch [Sei94]). Die ILMI-MIB gliedert sich in den Namensbaum unter dem Knoten
enterprises(353) ein (s. Abb. 61).
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iso (1)
... org(3)
...dod(6)
... internet(1)
directory(1) experimental(3)
mgmt(2) private(4)
enterprises(1)
ibm(2) ... dec(36) ...
atmForumAdmin(1)
...
atmForum(353)
atmForumUni(2)
atmfPhysicalGroup(1)
atmfAtmLayerGroup(2)
atmfAtmStatsGroup(3)
atmfVpcGroup(4)
atmfAtmVccGroup(5)
...
...
...
...
...
mib(1)
...
Abbildung 61. Der Namensbaum f

ur Managed Objects
4 Die ILMI Management Information Base
Die ILMI - MIB unterteilt sich in zwei Unterb

aume. Der Teilbaum atmForumAdmin
enth

alt die Denitionen f

ur m

ogliche Werte der Schnitttstellenobjekte, sogenannte Ob-
ject Identier Denitions, und der Teilbaum atmForumUni die Schnittstellenobjekte
selbst, die weiter in die MIB-Groups unterteilt sind.
4.1 Object Identier Denitions
4.1.1 atmfTransmissionTypes In dieser Gruppe werden die neun verschiedenen

Uber-
tragungstypen deniert, die von der MIB zur Zeit unterst

utzt werden (unbekannt, Sonet
STS-3c, DS3, 4B5B, etc.).
4.1.2 atmfMediaTypes Hier werden sechs verschiedene Medientypen vereinbart, die
von der MIB unterst

utzt werden (unbekannt, Koaxialkabel, Single Mode Fiber, Multi
Mode Fiber, Shielded Twisted Pair, Unshielded Twisted Pair).
4.1.3 atmfTracDescrTypes Acht verschiedeneVerkehrsvereinbarungenwerden der-
zeit von der MIB unterst

utzt. Diese umfassen Parameter wie Cell Loss Priority (CLP),
Sustainable Cell Rate (SCR) und Tagging.
4.2 MIB Groups
4.2.1 Managed Objects der atmfPhysicalGroup Diese Gruppe beschreibt die Ei-
genschaften der physikalischen Verbindung. Sie besteht aus:
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{ der Tabelle atmfPortTable mit dem Unterknoten atmfPortEntry f

ur die folgenden
Eintr

age:
 atmfPortIndex : Identikation einer bestimmten physikalischen Schnittstelle eines
ATM-Ger

ats,

uber einen Index.
 atmfPortAddress: Dieses Objekt enth

alt die ATM-Adresse dieses Ports. In der
neuen Version der UNI ist eine separate MIB zur Registrierung von Adressen
vorgesehen. Aus diesem Grund sollte es nicht mehr implementiert werden, auer
wenn ein Abw

artskompatibilit

at zu fr

uheren UNIs erforderlich sein sollte.
 atmfPortTransmissionType: Dieses Objekt gibt an welche der in atmfTransmissi-
onTypes vereinbarten

Ubertragungsarten (s. 4.1.1) fuer diese physikalische Schnitt-
stelle gew

ahlt wurde( z.B. atmfSonetSTS3c f

ur Sonet STS-3c mit 155.52 Mbit/s).
 atmfPortMediaType: Hier ist festgelegt welches der in atmfMediaTypes vereinbar-
ten

Ubertragungsmedien (s. 4.1.2) an dieser Schnittstelle verwendet wird. (z.B.
atmfMediaCoaxCable f

ur ein Koaxialkabel).
 atmfPortOperStatus: Der Status zeigt an, ob die physikalische Schnittstelle aktiv
(In-Service), nicht aktiv (Out-of-Service) oder im Loop Back Mode (Loop Back)
ist.
 atmfPortSpecic : Dieses Objekt enth

alt zus

atzliche spezische

Ubertraguns- und
Medieninformationen.
 atmfPortMyIfName: Hier wird der Name dieser Schnittstelle festgehalten.
{ atmfMyIpNmAddress und atmfMyOsiNmNsapAddress: Im Normalfall wird von einer
AME nur eines dieser beiden Objekte unterst

utzt. Sie enthalten jeweils die IP-oder
die NSAP-Adresse, die vom Netzwerkmanager zum Management des ATM-Ger

ats
benutzt werden kann.
{ atmfMySystemIdentier : Ein 48 Bit Identikator f

ur das System.
4.2.2 Managed Objects der atmfAtmLayerGroup Diese Gruppe enth

alt Infor-
mationen

uber die ATM-Schicht. Wie die atmfPhysicalGroup besteht sie aus einer Ta-
belle, atmfAtmLayerTable bezeichnet, mit dem Unterknoten atmfAtmLayerEntry f

ur die
Eintr

age:
 atmfAtmLayerIndex : Der Index zur Kennzeichnung der ATM-Schnittstelle.
 atmfAtmMaxVPCs: Hier wird festgelegt wieviele virtuelle Pfade maximal gleich-
zeitig unterst

utzt werden.
 atmfAtmMaxVCCs:

Ahnlich wie im vorherigen Objekt wird hier angegeben wie-
viele virtuelle Kan

ale maximal gleichzeitig unterst

utzt werden.
 atmfAtmLayerConguredVPCs: Hier wird die momentane Anzahl von virtuellen
Pfaden festgehalten.
105
 atmfAtmLayerConguredVCCs: Dieses Objekt h

alt die momentane Anzahl von
Virtuellen Kan

alen fest.
 atmfAtmLayerMaxVpiBits: An dieser Stelle ist angegeben wieviel Bits maximal
f

ur die VPIs zur Verf

ugung stehen.
 atmfAtmLayerMaxVciBits: Dieses Objekt legt fest wieviel Bits maximal f

ur die
VCIs zur Verf

ugung stehen.
 atmfAtmLayerUniType: Hier ist der ATM-Schnittstellentyp angegeben. Er kann
vom Typ
"
public\ (

oentlich) oder
"
private\ (privat) sein.
 atmfAtmLayerUniVersion: Hier erfolgt die Angabe der neuesten ATM-Forum UNI
Spezikation, die von dieser Schnittstelle unterst

utzt wird.
 atmfAtmLayerDeviceType: Dieses Objekt bestimmt die Rolle der referenzierten
Schnittstelle
"
user\ (Benutzer) oder
"
node\ (Knoten).
4.2.3 Managed Objects der atmfAtmStatsGroup Diese Gruppe mu nicht im-
plementiert sein. Sie enth

alt eine Statistik

uber die empfangen und gesendeten ATM-
Zellen. Wie die vorigen besteht auch sie aus einer Tabelle, dem Knoten atmfAtmStats-
Table, deren Eintr

age im Unterknoten atmfAtmStatsEntry stehen.
 atmfAtmStatsIndex : Es wird wiederum die Nummer der ATM-Schnittstelle als
Index verwendet.
 atmfAtmStatsReceivedCells: Hier wird die Anzahl der erhaltenen ATM - Zellen an
diesem Interface, die nicht verworfen wurden festgehalten.
 atmfAtmStatsDroppedReceivedCells: In diesem Objekt ist die Anzahl der verwor-
fenen ATM - Zellen enthalten. Zellen k

onnen verworfen werden aufgrund von
 einer Fehlermeldung der Zellkopf - Fehlerkontrolle
 falschem Zellkopormat
 falschem VPI oder VCI.
 atmfAtmStatsTransmittedCells: Dieses Objekt enth

alt die Anzahl der gesendeten
ATM - Zellen.
4.2.4 Managed Objects der atmfVpcGroup In dieser Gruppe zur Verwaltung der
virtuellen Pfade (Virtual Path Connection, Vpc) sind nur permanente Verbindungen
repr

asentiert. Auch sie besteht aus einer Tabelle mit der Bezeichnung atmfVpcTable,
deren Eintr

age im Unterknoten atmfVpcEntry stehen.
 atmfVpcPortIndex : Es wird der gleiche Interface Index wie in den vorherigen
Gruppen verwendet.
 atmfVpcVpi : Hier ist der VPI f

ur den aktuellen Pfad festgehalten.
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 atmfVpcOperStatus: Zur Kennzeichnung des Arbeitsstatus sind die Werte
"
un-
known\,
"
end2endUp\,
"
end2endDown\,
"
localUpEnd2endUnknown\ und
"
local-
Down\ vorgesehen..
 atmfVpcTransmitTracDescriptorType und
atmVpcTransmitTracDescriptorParam1-5 : Je nach angegebenem Typ sind 0 bis
5 Parameter vorhanden, die jeweils die Eigenschaften des ausgehenden Verkehrs
beschreiben. Die Parameter k

onnen dabei die Werte annehmen, die in der Gruppe
atmfTracDescrType (s. 4.1.3) vereinbart sind (z.B. atmfClpTaggingScr).
 atmfVpcReceiveTracDescriptorType und
atmfVpcReceiveTracDescriptorParam1-5 :Wie im vorherigen Objekt sind je nach
angegebenem Typ 0 bis 5 Parameter vorhanden, die jeweils die Eigenschaften des
Eingangverkehrs beschreiben. Auch hier sind nur die vereinbarten Typen zul

assig.
 atmfVpcQoSCategory: Dieses Objekt sollte nicht mehr implementiert werden,
auer wenn eine Abw

artskompatibilit

at mit der Version 2.0 der UNI ben

otigt
wird.
 atmfVpcTransmitQoSClass: Hier wird die

Ubertragungsqualit

at beim Senden fest-
gelegt.
 atmfVpcReceiveQoSClass: Analog zum vorherigen Objekt erfolgt hier die Festle-
gung der

Ubertragungsqualit

at beim Empfang.
4.2.5 Managed Objects der atmfVccGroup Diese Gruppe zur Verwaltung der
virtuellen Kanale (Virtual Channel Connection, Vcc) gleicht der atmfVpcGroup. Die Ta-
belle atmfVccTable enth

alt wieder den Unterknoten atmfVccEntry, der die folgenden Ob-
jekte enth

alt: atmfVccPortIndex , atmfVccVpi , atmfVccOperStatus, atmfVccTransmit-
TracDescriptorType, atmVccTransmitTracDescriptorParam1-5 , atmfVccReceiveTraf-
cDescriptorType, atmfVccReceiveTracDescriptorParam1-5 , atmfVccQoSCategory,
atmfVccTransmitQoSClass und atmfVccReceiveQoSClass. Die Funktion eines Objekts
entspricht jeweils der Funktion des

aqiuvalenten Objekts in Abschnitt 4.2.4. Zus

atzlich
gibt es hier noch das Objekt atmfVccVci , das den VCI beschreibt.
4.2.6 Traps F

ur die ILMI wurden zwei Traps deniert. Es gibt den Trap atmfVcc-
Change der das L

oschen oder Einrichten eines virtuellen Kanals anzeigt und den Trap
atmfVpcChange f

ur den selben Vorgang bei virtuellen Pfaden.
5 Vergleich der ILMI - MIB mit der ATM - MIB
der IETF (RFC 1695)
Auer der vom ATM-Forum entwickelten ILMI-MIB gibt es auch noch eine Reihe wei-
terer MIBs f

ur ATM-Netze, die von anderen Arbeitsgruppen erstellt wurden, so z.B. die
AToM-MIB der Internet Engineering Task Force (IETF) [AT94]. Die Gruppe st

utzte sich
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dabei auf eine Menge schon vorhandener MIBs, wie die ILMI-MIBs, die Sonet MIB und
andere. Die AToM - MIB konzentriert sich derzeit haupts

achlich auf das Management
von permanenten virtuellen Verbindungen (PVCs) und nicht auf geschaltete virtuelle
Verbindungen (SVCs).
Im Gegensatz zur ILMI-MIB gibt es bei der AToM-MIB allerdings einen ausf

uhrlichen
Teil zur Verwaltung der Weitervermittlung von Verbindungen wie sie haupts

achlich in
Knoten anzutreen ist. Ein weiterer Schwerpunkt der AToM-MIB liegt auf dem Mana-
gement von AAL5 Verbindungen f

ur die es in der MIB eine eigene Gruppe gibt. Die
AToM-MIB ist ebenfalls im ISO-Namensbaum eingegliedert, und zwar unter dem Kno-
ten mib (37) (s. Abb. 60).
Die Managed Objects der AToM MIB sind im wesentlichen in den folgenden Gruppen
eingeordnet :
{ atmInterfaceConfTable: Diese Gruppe entspricht der atmfPhysicalGroup bei der ILMI-
MIB. Wie dort sind auch hier die Informationen

uber die aktive Anzahl von VC-
Cs und VPCs,

uber die maximale Zahl von VCIs und VPIs und

uber die Schnitt-
stelle enthalten. Zus

atzlich gibt es noch die zwei Objekte atmInterfaceIlmiVpi und
atmInterfaceIlmivci , die angeben, welcher Pfad und welcher Kanal an dieser ATM-
Schnittstelle die ILMI unterst

utzen.
{ atmTracDescrParamTable): Im Gegensatz zur ILMI-MIB, wo die Beschreibung der
Verkehrsparameter in den VCC und VPC-Gruppen erfolgt werden diese Parameter
hier zentral vereinbart und die anderen Gruppen greifen darauf zu.
{ atmVplTable:Diese Funktion Gruppe entspricht der atmfVpcGroup (Virtuelle Pfade)
in ihrer Funktionalit

at. Zus

atzlich ist noch ein Identikator atmVplCrossConnect-
Identier vorhanden, wenn es sich um eine weitervermittelte Verbindung handelt.
{ atmVclTable: Diese Gruppe entspricht der atmfVccGroup bei der ILMI. Wie beim
vorherigen Objekt ist ein Identikator atmVclCrossConnectIdentier f

ur weiterver-
mittelte Verbindungen vorhanden.
{ atmInterfaceDs3PlcpTable: Eine spezielle Gruppe f

ur Schnittstellen, die DS3 PLCP
als

Ubertragungsart benutzen.
{ atmInterfaceTCTable: Eine spezielle Gruppe f

ur Schnittstellen, die TC Sublayer als
Teilschicht zur Anpassung an die

Ubertragungsart verwenden.
{ atmVpCrossConnectTable: In dieser Gruppe werden die weitervermittelten Verbin-
dungen (Cross-connect) eingetragen. Es gibt einen ausf

uhrlichen Teil zum Aufbau
und zur Verwaltung dieser Verbindungen. Jede Verbindung hat einen eigenen atmVp-
CrossConnectIndex der mit dem atmVplCrossConnectIdentier aus der Gruppe atm-
VplTable

ubereinstimmt. Auerdem sind Informationen

uber Eingangs- und Aus-
gangs-VPI vorhanden.
{ atmVcCrossConnectTable: Dies ist die zur vorhergehenden

aquivalente Gruppe f

ur
virtuelle Kan

ale. In dieser Gruppe werden nicht nur die weitervermittelten virtu-
108
ellen Pfade, sondern auch die virtuellen Kan

ale verwaltet. Wie bei atmVpCross-
ConnectTable gibt es einen ausf

uhrlichen Teil zum Aufbau und zur Verwaltung dieser
Verbindungen, bei denen hier

uber den eigenen atmVcCrossConnectIndex und

uber
Eingangs- und Ausgangs-VCI und-VPI auf den einzelnen Kanal zugegrien werden
kann.
{ aal5VccTable:Hier sind statistische Informationen

uber alle AAL5 Verbindungen, die
in diesem Ger

at enden, eingetragen. Dies

ahnelt der ATM-Schicht Statistik in der
Gruppe atmfAtmLayerStats der ILMI.
6 Zusammenfassung und Ausblick
In diesem Beitrag wurde die ILMI-Schnittstelle f

ur das Management von privaten ATM-
Netzen vorgestellt. In jeder AME, die die ILMI unterst

utzt ist die ILMI-MIB wie sie in
Kapitel 4 beschrieben wurde vorhanden.
Die ILMI ist, ebenso wie auch die AToM-MIB, darauf beschr

ankt, die Schnittstelle zwi-
schen zwei benachbarten AMEs zu managen. Sie ist nicht in der Lage Managementinfor-
mationen durchs Netz zu verteilen. Es ist allerdings zu erwarten, da zuk

unftige Schnitt-
stellenmanager dazu in der Lage sein werden. Die ILMI wurde nur als

Ubergangsl

osung
entwickelt, aber man kann davon ausgehen, da weitere Entwicklungen darauf aufbauen
werden. Die ILMI ist somit als eine Art Vorschlag zu verstehen, der von den Anbietern
von Managementanwendungen nach ihren Vorstellungen modiziert werden kann, und
der einen Einstieg in das Management von ATM-Netzen bietet.
Es wird mit Sicherheit noch einige Zeit dauern, bis es eine komplette L

osung f

ur das
Management von ATM - Netzen geben wird, und es gibt Bem

uhungen, die zuk

unftigen
Operationen ohne SNMP durchzuf

uhren. Dabei sollen intelligente Zellen, sogenannte
OAM-Zellen (Operations, Admimistration and Maintenance) zum Einsatz kommen, die
wie normale ATM - Zellen durchs Netz gehen und durch ihren Header als Managementzel-
len erkannt werden k

onnen. Diese Entwicklung w

urde dazu f

uhren, da erheblich weniger
Managementverkehr im Netz herrschen w

urde und die Notwendigkeit zur Verteilung von
MIBs zur

uckgehen w

urde. In Zukunft werden noch weitere OAM-Zellen deniert werden,
doch es wird noch einige Jahre dauern, bis es eine Managementanwendung gibt, die auf
diese Weise funktioniert.
Es bleibt auch noch weiterhin Spielraum um z.B.Schnittstellen zwischen ATM-Netzen
und herk

ommlichen Netzen zu entwickeln. Die Zielsetzung bei der Entwicklung neuer Sy-
steme ist jedoch und sollte es auch bleiben, auf einer gemeinsamen, einheitlich denierten
Basis (wie sie z.B. auch die ILMI darstellt) die n

otigen anwender- und herstellerspezi-
sche Auspr

agungen anzubieten.
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Fehler- und Leistungsmanagement in
ATM-Netzen
Sven Buth
Kurzfassung
Der Beitrag stellt im wesentlichen die Vorschl

age f

ur das Fehler- und Leistungsmanagement von
ATM-Netzen mit Hilfe von OAM-Zellen vor. Hierzu z

ahlen zum Beispiel Loopback-Tests und
Kontinuit

ats

uberpr

ufungen. Auerdem wird der Vorschlag f

ur eine Management Information
Base (MIB), die Loopback-Tests in ATM-Netzen erm

oglicht, beschrieben. Es werden zudem
einleitend die wichtigsten Begrie aus der Welt des ATM-Netzwerkmanagements erkl

art.
1 Einleitung
In groen Netzwerken gewinnt das Management zunehmend an Bedeutung. Insbesonde-
re in modernen Hochleistungsnetzwerken werden spezielle Funktionen ben

otigt, die den
Netzwerkadministrator bei dieser Aufgabe unterst

utzen. Das ATM-Forum hat hierf

ur
bereits beim Entwurf des ATM-Standards ein Konzept eingeplant, das auf sogenannten
OAM-Zellen (Operations and Maintenance) basiert. Dieser Beitrag zeigt die M

oglichkei-
ten des Fehler- und Leistungsmanagements mit Hilfe dieser OAM-Zellen auf.
Im folgenden Kapitel wird zun

achst kurz die grundlegende Architektur des ATM-Netz-
werkmanagements beschrieben, insbesondere werden die in dieser Arbeit h

aug verwen-
deten Begrie Virtual Path (VP) und Virtual Channel (VC) erl

autert.
Im dritten Kapitel wird zuerst der allgemeine Aufbau von OAM-Zellen vorgestellt, um
dann auf die speziellen Eigenschaften in Bezug auf die einzelnen Funktionen des Fehler-
und Leistungsmanagements in ATM-Netzen einzugehen.
Hieran schliet sich im vierten Kapitel die Untersuchung eines Vorschlags f

ur eine Ma-
nagement Information Base (MIB) f

ur Loopback-Tests in ATM-Netzen und deren Ein-
ordnung in das OAM-Konzept an.
2 ATM-Managementarchitektur
2.1 Die ATM-Schicht
Abbildung 62 zeigt, da die ATM-Schicht direkt oberhalb der Physikalischen Schicht
(SONET bzw. SDH) liegt. Die ATM-Schicht verwaltet die virtuellen Pfade (VP) und
die virtuellen Kan

ale (VC). Abbildung 63 zeigt den Zusammenhang zwischen virtuellen
Pfaden und virtuellen Kan

alen. Ein virtueller Pfad ist Teil einer physikalischen Verbin-
dung und eindeutig durch den Virtual Path Identier (VPI) gekennzeichnet. In einem
virtuellen Pfad sind wiederum mehrere virtuelle Kan

ale enthalten, die ebenfalls eindeutig
(bezogen auf den Pfad) durch einen Virtual Channel Identier (VCI) gekennzeinet sind.
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Eine Verbindung von Instanzen oberhalb der ATM-Schicht wird als Virtual Channel
Connection (VCC) bezeichnet. Diese setzt sich aus mehreren VCs zusammen. Die Ver-
bindung zwischen den Endpunkten eines VCs wird als Virtual Path Connection (VPC)
bezeichnet und besteht aus mehreren VPs.
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Section-Ebene
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ATM-Kanal-Verbindung (VCC)
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ATM-Pfad (VP)
Endpunkte
Verbindungspunkte
Abbildung 62. Informations

usse in den verschiedenen Protokollebenen
VC
VC
VC
VP
VP
VP
VC
VC
VC
VP
VP
VP
Übertragungsmedium
Abbildung 63. ATM-Kan

ale (VC) und ATM-Pfade (VP)
Abbildung 64 zeigt diese Zusammenh

ange an einem Beispiel.
2.2 Management
Das Management von ATM-Netzen erfolgt mit Hilfe von OAM-Zellen (Operations and
Maintenance), die von den entsprechenden Knoten auf den gleichen ATM-Pfaden bzw.
ATM-Kan

alen verschickt werden wie die Daten. Im folgenden Kapitel wird der Aufbau
und die Funktionsweise von OAM-Zellen n

aher erl

autert.
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ATM-Cross-Connect
VP-Switch
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ATM-Cross-Connect
VP-Switch
VCI=57
VPI=2
VCI=57 VCI=28
VCI=28VCI=57
VCC
VPC VPC
VCI=28
Abbildung 64. Darstellung einer virtuellen Verbindung
3 Management mit Hilfe von OAM-Zellen
3.1 Typen von OAM-Zellen
Wie in Abbildung 65 zu sehen ist, ist das Format f

ur VPC (F4) OAM-Zellen und f

ur VCC
(F5) OAM-Zellen im Grunde das gleiche. Unterschiedlich ist lediglich die Bedeutung der
einzelnen Felder. W

ahrend bei F4-Zellen der VCI angibt, ob es sich um eine Segment-
Verbindung (VCI=3) oder um eine Ende-zu-Ende-Verbindung (VCI=4) handelt, wird
bei F5-Zellen der VCI zur Identikation der Verbindung ben

otigt. Daher wird hier

uber
den Payload Type angeben, ob es sich um eine Segment-Verbindung (PT = 100) oder
um eine Ende-zu-Ende-Verbindung (PT = 101) handelt.
Tabelle 2 zeigt die verschiedenen Arten von OAM-Zellen und die dazugeh

origen Funkti-
onstypen. Die angegebenen Kodierungen kennzeichnen die entsprechenden OAM-Zellen
in den jeweiligen Feldern. Momentan sind OAM-Zellen f

ur das Fehlermanagement, f

ur
das Leistungsmanagement und zur Aktivierung/Deaktivierung von bestimmten Funk-
tionen deniert. F

ur jede Art existieren spezielle Funktionen. Diese umfassen bei Feh-
lermanagement-Zellen das Alarm Indication Signal (AIS), die Remote Defect Indication
(RDI, Far End Reporting Failure FERF bedeutet das gleiche), die Continuity Check
Funktion und die Loopback Funktion. F

ur Leistungsmanagement-Zellen sind die Funk-
tionen Forward Monitoring und Backward Reporting vorgesehen. Auerdem gibt es noch
Funktionen zum Aktivieren/Deaktivieren von Kontinuit

ats

uberpr

ufung und Performan-
ce Monitoring.
Die im folgenden beschriebenen Denitionen der funktionsspezischen Felder der OAM-
Zellen basieren auf der ATM Forum B-ICI Spezikation [AF93]. Hierzu wird im Abschnitt
3.2 zuerst auf das Fehlermanagement eingegangen und in Abschnitt 3.3 dann auf das
Leistungsmanagement.
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F4-OAM-Zelle (VPC)
F5-OAM-Zelle (VCC)
VPI
C
F
G
VCI PT L
C
P
H
C
E CRC-10
10 bits6 bits45 octets4 bits4 bits5 octets
VPI
C
F
G
VCI PT L
C
P
H
C
E CRC-10
10 bits6 bits45 octets4 bits4 bits5 octets
PT=100 : Segment
funtionsspezifische
Felder
Informationsfeld
Informationsfeld
Typ Typ
funktionsspezifische
Felder reserviert
reserviertTyp Typ
dieselbe Belegung
wie Benutzerzelle
VCI=3 : Segment
wie Benutzerzelle VCI=4 : Ende-zu-Ende
PT=101 : Ende-zu-Ende
Funktions-
Funktions-OAM-
OAM-
PT = Informations-Typ (Payload Type)
GFC = Generische Fluß-Kontrolle (Generic Flow Control)
CLP = Zellenverlust-Priorität (Cell Loss Priority)
HEC = Header-Prüfsummen-Feld (Header Error Control)
Header
Header
dieselbe Belegung
Abbildung 65. ATM OAM-Zellen Format
OAM Type Function Type
Fault Management 0001 AIS 0000
RDI/FERF 0001
Kontinuit

ats

uberpr

ufung 0100
Loopback 1000
Leistungs-Management 0010 Forward Monitoring 0000
Backward Reporting 0001
Monitoring & Reporting 0010
Aktivierung/Deaktivierung 1000 Performance Reporting 0000
Kontinuit

ats

uberpr

ufung 0001
Tabelle 2. OAM Typen und deren Funktionstypen
3.2 Fehlermangament
Das Fehlermanagement dient dazu, Fehler zu erkennen und andere, an der Verbindung
beteiligte Elemente dar

uber zu informieren. Daf

ur vorgesehen sind die OAM-Zellen-
Funktionstypen AIS, RDI/FERF, Kontinuit

ats

uberpr

ufung und Loopback-Test.
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3.2.1 AIS und RDI/FERF Abbildung 66 zeigt die funktionsspezischen Felder von
AIS und RDI/FERF OAM-Zellen. Die einzelnen Felder haben folgende Bedeutung:
{ Failure Type : Er zeigt an, welche Art von Fehler aufgetreten ist. Es sind noch keine
speziellen Werte standardisiert.
{ Failure Location : Sie gibt an, wo der Fehler aufgetreten ist. Es sind noch keine
speziellen Werte standardisiert.
Failure
Type* Location*
Failure
Unused*
8 9x8 35x8 bits
* Default Coding = ’6A’Hex for all octets
Abbildung 66. Funktionsspezische Felder von AIS und RDI/FERF OAM-Zellen
Abbildung 67 zeigt, wie der Einsatz von AIS und RDI/FERF OAM-Zellen funktioniert.
Im ersten Beispiel tritt nur in einer Richtung ein Fehler auf, im zweiten Beispiel in bei-
den Richtungen. Bemerkt im ersten Beispiel der benachbarte Knoten (Knoten 3) den
Fehler so schickt er uabw

arts eine AIS-Zelle zum Verbindungsendpunkt (Knoten 4).
Dieser schickt dann uaufw

arts eine RDI/FERF-Zelle zum anderen Endpunkt (Kno-
ten 1). Im zweiten Beispiel sind beide Richtungen vom Fehler betroen. Daher schicken
auch beide benachbarten Knoten (Knoten 2 und 3) eine AIS-Zelle zum jeweiligen Ver-
bindungsendpunkt (Knoten 1 und 4). Somit sind schon beide Endpunkte

uber den Fehler
informiert. Nach Konvention schicken aber trotzdem beide eine RDI/FERF-Zelle zum
entsprechenden anderen Endpunkt. Da in beiden F

allen beide Verbindungsendpunkte

uber den Fehler informiert sind, k

onnen sie durch ein anderes Routing die fehlerhafte
Strecke umgehen.
3.2.2 Loopback Loopback-Zellen dienen dazu, Fehler aufzusp

uren, die nicht durch
das Prinzip der AIS und RDI/FERF-Zellen entdeckt werden k

onnen. Ein Beispiel hierf

ur
ist eine Fehlkonguration der VPI- und/oder der VCI-Umsetzung, so da die Zellen ihr
Ziel nie erreichen. In Abbildung 68 sind die funktionsspezischen Felder der Loopback
OAM-Zellen zu sehen. Die einzelnen Felder haben folgende Bedeutung:
{ Loopback Indication : Sie enth

alt \01", wenn die Zelle erzeugt wird, und wird vom
Empf

anger auf \00" gesetzt. Somit wird verhindert, da die OAM-Zelle in eine End-
losschleife l

auft.
{ Correlation Tag : Es wird vom Erzeuger benutzt, um die zur

uckkommenden OAM-
Zellen identizieren zu k

onnen, da auf einem VPC/VCC mehrere Zellen unterwegs
sein k

onnen.
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"Upstream"
from A
"Downstream"
from A
"Downstream"
from B
"Upstream"
from B
"Upstream"
from A
"Downstream"
from A
Failure-B
Failure-A
RDI/FERF-B
AIS-B
AIS-A
RDI/FERF-A
(b) Fehler in beiden Richtungen
Failure-A
AIS-A
RDI/FERF-A
(a) Fehler in einer Richtung
1 2 3 4
4321
Abbildung 67. Funktionsweise von AIS und RDI/FERF OAM-Zellen
Correlation
Tag
Loopback
Location
Source
ID
Loopback
Indication
**
Unused*
0000000
Unused * Default Coding = ’6A’Hex for all octets
** is a field interpreted at the receiver
bits9x88 16x812x812x8
0/1
7 1 bits
Abbildung 68. Funktionsspezische Felder von Loopback OAM-Zellen
{ Loopback Location ID : Sie zeigt bei einem Segment Loopback an, bei welchem Knoten
der Loopback stattnden soll. Der Default-Wert (alle Bits auf 1) legt fest, da der
Loopback beim Endpunkt stattnden soll.
{ Source ID : Sie wird benutzt, um die Loopback-Quelle feststellen zu k

onnen.
In Abbildung 69 sind Beispiele f

ur die beiden grundlegenden Loopback Funktionen Seg-
ment-Loopback und Ende-zu-Ende-Loopback zu sehen. Im ersten Fall testet dabei Kno-
ten 1 das Segment bis hin zu Knoten 3 und im zweiten Fall f

uhrt Knoten 1 ein Ende-zu-
Ende-Loopback mit Endpunkt 2 durch.
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Knoten
1
End-
punkt 1
Knoten
2
Knoten
3
End-
punkt 2
Loopback Indication=1
Loopback ID=Node 3
Correlation Tag=X
Loopback ID=Node 3
Correlation Tag=X
Loopback Indication=0
a) Segment Loopback Beispiel
b) Ende-zu-Ende Loopback Beispiel
Loopback Verified
Loopback Verified
Loopback Indication=1
Correlation Tag=X
Correlation Tag=X
Loopback ID=End
Loopback ID=End
Loopback Indication=0
Abbildung 69. Beispiele f

ur Loopback Funktionen
Abbildung 70 zeigt in einem weiteren Beispiel die Verwendung der Loopback-Funktion. In
Teil a) wird ein Ende-zu-Ende-Loopback durchgef

uhrt, um die Verbindung der beiden
Endpunkte zu pr

ufen. Falls dieser fehlschl

agt, kann z.B. das Netzwerk 2 den Fehler
wie folgt nden. Teil b) zeigt die

Uberpr

ufung der Verbindung zwischen einem Knoten
in Netzwerk 2 und dem Endpunkt 2 mit einem Ende-zu-Ende Loopback. Falls dieser
fehlschl

agt, liegt der Fehler zwischen Netzwerk 2 und Endpunkt 2. Teil c) zeigt das gleiche
f

ur Endpunkt 1. Falls dieser Loopback-Test fehlschl

agt, liegt der Fehler entweder in der
Verbindung zwischen Netzwerk 1 und Endpunkt 1, im Netzwerk 1, in der Verbindung
zwischen Netzwerk 1 und 2 oder im Netzwerk 2 selbst. Teil d) zeigt die

Uberpr

ufung der
Verbindung

uber Netzwerk 1 und Netzwerk 2 mit Hilfe eines Segment-Loopback-Tests.
Falls dieser erfolgreich ist liegt der Fehler in der Verbindung zwischen Netzwerk 1 und
Endpunkt 1. Teil e) zeigt die

Uberpr

ufung der Verbindung vom Eingang zum Ausgang
in Netzwerk 2. Ist diese erfolgreich, so liegt der Fehler in Netzwerk 1.
3.2.3 Kontinuit

ats

uberpr

ufung Die Kontinuit

ats

uberpr

ufung dient dazu, mit Hil-
fe von periodisch in einem bestimmten Intervall gesendeter Zellen zwischen einer unbe-
nutzten und einer fehlgeschlagegen Verbindung zu unterscheiden. Im ANSI Dokument
[ANS94] wird dieses Konzept erweitert, indem festgelegt wird, da in einem bestimmten
Intervall (2 bis 20s) mindestens eine Nutz- oder Kontinuit

ats

uberpr

ufungs-Zelle empfan-
gen werden mu. Andernfalls wird stromaufw

arts eine VP-RDI/FERF-Zelle geschickt.
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Endpunkt 1 Netzwerk 1 Netzwerk 2 Endpunkt 2
c)
d)
e)
a)
b)
Abbildung 70. Anwendung der Loopback Funktion
F

ur die Kontinuit

ats

uberpr

ufungs-Zellen sind noch keine funktionsspezischen Felder
standardisiert, und sie sind lediglich f

ur virtuelle Pfade (VP) gedacht.
Abbildung 71 gibt ein Beispiel f

ur einen Fehler, der durch AIS nicht erkannt wird, wohl
aber durch Kontinuit

ats

uberpr

ufung. Teil a) zeigt eine VPC

uber drei Cross-Connect-
Knoten, die zur Zeit ausschlielich Kontinuit

ats

uberpr

ufungs-Zellen (CC) transportiert.
In Teil b) ndet eine fehlerhafte Vermittlung (Cross-Connect) in Knoten 2 statt, die den
Strom der CC-Zellen abreien l

at. In Teil c) stellt Knoten 3 den Kontinuit

atsfehler fest
und schickt eine VP-RDI/FERF-Zelle in entgegengesetzter Richtung.
3.3 Leistungsmanagement
Dieser Abschnitt besch

aftigt sich mit der Messung und Einsch

atzung der Netzwerk-
Leistung (Network Performance NP) und der Dienstqualit

at (Quality of Service QoS).
W

ahrend QoS 'nur' die vom Benutzer am Endpunkt wahrgenommene Leistung des
Dienstes darstellt, ndet NP Verwendung im Netzmanagement.
3.3.1 NP/QOS Messung Abbildung 72 zeigt die funktionsspezischen Felder der
OAM-Zellen zum Aktivieren bzw. Deaktivieren der Leistungsmessung. Die einzelnen
Felder haben folgende Bedeutung:
{ Message ID :
 '000001' Aktivierung (Anfrage)
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a) Initiale Virtual Path Connection
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VP-RDI/FERF
Abbildung 71. Verwendung von Kontinuit

ats

uberpr

ufungs-Zellen (CC)
 '000010' Aktivierung (Best

atigung)
 '000011' Aktivierung (Ablehnung der Anfrage)
 '000101' Deaktivierung (Anfrage)
 '000110' Deaktivierung (Best

atigung)
 '000111' Deaktivierung (Ablehnung der Anfrage)
{ Direction of Activation : Sie ist deniert als A-B ('10') vom Aktivierer aus, B-A ('01')
zum Aktivierer hin und ('11') f

ur beide Richtungen.
{ Correlation Tag : Es wird vom Erzeuger benutzt, um die zur

uckkommenden OAM-
Zellen identizieren zu k

onnen, da auf einem VPC/VCC mehrere Zellen unterwegs
sein k

onnen.
{ PM Block Size A-B : Sie bezeichnet die Gr

oe des Blocks zur Leistungsmessung (Per-
formance Measurement PM), der in A-B-Richtung unterst

utzt wird, kodiert durch
eine Bitmaske f

ur die Gr

oen 1024, 512, 256 und 128.
{ PM Block Size B-A : Sie bezeichnet in gleicher Art die Gr

oe in B-A-Richtung.
Die Aktivierung/Deaktivierung l

auft nach dem folgenden Schema ab. A schickt eine
Aktivierungs-(Deaktivierungs-)Anfrage f

ur A-B, B-A oder beide Richtungen an B. B
schickt dann entweder eine Best

atigung oder eine Ablehnung der Anfrage zur

uck an A.
Eine Ablehnung kann dadurch begr

undet sein, da der Endpunkt nicht in der Lage ist,
Leistungsmanagement-Funktionen zu unterst

utzen, oder da die angeforderte Funktion
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Message
ID
Correlation
Tag Sizes A-B**
PM Block
Sizes B-A**
PM Block Unused
Octets*
*  Default Coding = ’6A’ Hex
** Default Coding = ’0000’
of Activation
Direction
bits42x844826
Abbildung 72. Funktionsspezische Felder der Aktivierungs/Deaktivierungs-OAM-Zellen
im Moment nicht unterst

utzt wird. Falls die Anfrage beide Richtungen fordert, aber nur
eine angeboten werden kann, so wird die Anfrage mit dem Hinweis best

atigt, da die
nichtausf

uhrbare Funktion ignoriert wird. Wenn die Leistungsmessung einmal aktiviert
ist, l

auft der im folgenden beschriebene Vorgang ab.
Abbildung 73 zeigt die dabei relevanten funktionsspezischen Felder der OAM-Zellen
zur Leistungmessung. Die einzelnen Felder haben folgende Bedeutung:
{ Monitoring Sequence Number (MSN) : Dies ist die PM-Zellennummer modulo 256.
{ Total User Cell (TUC) Number : Dies ist die absolute Zahl an Zellen mit Nutzdaten,
die seit der letzten PM-Zelle gesendet wurden.
{ BIP-16 : Dies ist ein Block-Fehler-Code, der

uber alle Nutzzellen berechnet wird, die
seit der letzten PM-Zelle gesendet wurden.
{ Time Stamp : Er wird beim Backward Reporting benutzt, um die Verz

ogerung zu
ermitteln. Dieser Zeitstempel sollte eine Genauigkeit von mindestens 1s haben.
{ Block Error Result : Dies wird beim Backward Reporting verwendet, um die Zahl der
fehlerhaften BIP-16 Bits mitzuteilen.
{ Lost/Misinserted Cells : Dies ist eine vorzeichenbehaftete Zahl, welche die Anzahl der
empfangenen Zellen minus der TUC-Anzahl anzeigt.
Monitoring
Sequence
Number (MSN)
Total User
Cell Number
(TUC)**
Stamp
Time 
*,***
Unused
*,** Results**
Block
Error Misinserted
Cell Count**
Lost/
BIP-16*
bits8 2x8 2x8 4x8 33x8 8 2x8
*** Default Coding = all 1s when Time Stamp is not used
**  Default Coding = ’6A’ Hex when no backward monitoring
*   Default Coding = ’6A’ Hex when no forward monitoring
Monitoring Use Reporting Use
Abbildung 73. Funktionsspezische Felder der OAM-Zellen zur Leistungsmessung
Abbildung 74 zeigt das Einf

ugen und Verarbeiten von OAM-Zellen zur Leistungsmes-
sung. In beiden Richtungen werden hierf

ur PM-Zellen eingef

ugt. Dabei kann die Block-
gr

oe der beiden Richtungen unterschiedlich gro sein. Auf der Senderseite werden die
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PM-Zellen eingef

ugt, die Nutzzellen gez

ahlt und der BIP-16 Wert berechnet. Auf der
Empf

angerseite werden die PM-Zellen dann wieder extrahiert, ebenfalls die Nutzzellen
gez

ahlt und der BIP-16 Wert berechnet, um sie mit den Werten der Senderseite zu ver-
gleichen.
Source
/Sink
User
Measurement
Performance
Processing
Count,
BIP-16
Count,
BIP-16
Insert
Extract
PM OAM Cell
User Cell
A B
A
Abbildung 74. Funktionsweise der OAM-Leistungsmessung
3.3.2 NP/QOS Parameter Einsch

atzung In der ITU-T Empfehlung I.356 werden
folgende

Ubertragungsergebnisse f

ur Zellen deniert :
{ Erfolgreiche Zellen

ubertragung : Die Zelle wird in richtiger Reihenfolge innerhalb einer
bestimmten Zeit Tmax empfangen. Der bin

are Inhalt der empfangenen Zelle weist
keine Fehler auf und die Zelle besitzt einen g

ultigen Zellenkopf.
{ Fehlerhafte Zellen

ubertragung : Die Zelle wird in richtiger Reihenfolge innerhalb einer
bestimmten Zeit Tmax empfangen. Der bin

are Inhalt der empfangenen Zelle weist
Fehler auf oder die Zelle wird mit einem fehlerhaften Zellenkopf empfangen.
{ Zellenverlust : Es wird innerhalb von Tmax keine Zelle empfangen.
{ Fehlplazierte Zellen : Hierbei handelt es sich um Zellen, die in falscher Reihenfolge
empfangen werden. Hierzu geh

oren sowohl in der Reihenfolge vertauschte Zellen als
auch Phantom-Zellen.
{ Stark fehlerhafter Zellenblock : Falls M oder mehr fehlerhafte Zellen

ubertragungen,
Zellenverluste oder fehlplazierte Zellen in einem Zellenblock mit N fortlaufend

uber-
tragenen Zellen beobachtet werden, ist ein stark fehlerhafter Zellenblock gegeben.
Aus diesen Werten k

onnen die folgenden Leistungsmerkmale berechnet werden. Die An-
gaben in Klammern entsprechen dabei den zugeh

origen QoS-Merkmalen.
Zellen-Fehler-Verh

altnis (Genauigkeit)
Verh

altnis der stark fehlerhaften Zellenbl

ocke (Genauigkeit)
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Zellen-Verlust-Verh

altnis (Zuverl

assigkeit)
Rate der fehlplazierten Zellen (Genauigkeit)
Verz

ogerung der Zellen

ubertragung (Geschwindigkeit)
Mittlere Verz

ogerung der Zellen

ubertragung (Geschwindigkeit)
Variation der Verz

ogerung der Zellen

ubertragung (Geschwindigkeit)
Im folgenden werden die aufgef

uhrten Leistungsmerkmale genauer beschrieben und An-
merkungen zu ihrer Berechnung gegeben.
Zellen-Fehler-Verh

altnis =
Fehlerhafte Zellen
Erfolgreich

ubertragenen Zellen + Fehlerhafte Zellen
Erfolgreich

ubertragene Zellen aus stark fehlerhaften Zellenbl

ocken sollten dabei von der
Berechnung des Zellen-Fehler-Verh

altnisses ausgeschlossen werden.
Fehlerhafte Zellen k

onnen nur durch Z

ahlen der bis zu M (2  M  16, mit einem
Standartwert von 4) Parit

atsfehler im BIP-16 Feld des Blocks ermittelt werden.
Verh

altnis der stark fehlerhaften Zellenbl

ocke =
Stark fehlerhafte Zellenbl

ocke
Insgesamt

ubertragene Zellenbl

ocke
Ein stark fehlerhafter Zellenblock ist ein Zellenblock mit mehr als M (2 M  16, mit
einem Standart-Wert von 4) BIP-16 Fehlern oder mehr als K (2  K  M , mit einem
Standart-Wert von 2) verlorenen oder fehlplazierten Zellen.
Zellen-Verlust-Verh

altnis =
Verlorene Zellen
Insgesamt

ubertragene Zellen
Verlorene und

ubertragene Zellen aus stark fehlerhaften Zellenbl

ocken sollten von der
Berechnung des Zellen-Verlust-Verh

altnisses ausgeschlossen werden.
Die Anzahl der verlorenen Zellen kann aus der Dierenz der letzten beiden Total User
Cell Numbers (TUC) minus der Anzahl der im aktuellen Block empfangenen Zellen
ermittelt werden.
Rate der fehlplazierten Zellen =
Fehlplazierte Zellen
Zeit-Intervall
Stark fehlerhafte Zellenbl

ocke sollten von der Berechnung der Rate der fehlplazierten
Zellen ausgenommen werden.
Die Anzahl der fehlplazierten Zellen kann aus der Anzahl der empfangenen Zellen minus
der Dierenz der beiden letzten Total User Cell Numbers (TUC) ermittelt werden.
Die Verz

ogerung der Zellen

ubertragung ist deniert als die Zeit von dem Moment, in
dem die Zelle die Quelle verl

at, bis zu dem Moment, wo sie bei der Senke eintrit.
Die zur Zeit vorgeschlagenen Methoden zur Bestimmung der Verz

ogerung sind optional
und benutzen entweder einen Zeitstempel oder ein wohldeniertes Test-Signal. F

ur die
Zeitstempel-Methode ist es notwendig, genau synchronisierte Uhren zu haben. Daf

ur
sind aber noch keine Methoden standardisiert. Die mittlere Verz

ogerung ergibt sich aus
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dem Durchschnitt einer bestimmten Anzahl von Verz

ogerungsmessungen. Die Varianz
der Verz

ogerung l

at sich berechnen, indem eine Quelle alle T Sekunden eine PM-Zelle
abschickt und die Senke die Abst

ande zwischen den Zellen mit und hiervon jeweils T
subtrahiert.
4 MIB f

ur ATM-Loopback-Tests
Der aus [NT96] stammende Vorschlag f

ur eine MIB f

ur Loopback-Tests in ATM Netzen
wird im folgenden zun

achst beschrieben und anschlieend in das OAM-Konzept einge-
ordnet. Diese MIB tr

agt den Namen ATMTEST-MIB.
4.1 Beschreibung
Aus Abbildung 75 geht hervor, da der Wurzelknoten atmTESTMIB der ATMTEST-
MIB momentan unter dem experimental-Knoten der grundlegenden MIB-II eingeordnet
ist. Dies begr

undet sich damit, da es sich bei dieser MIB nur um einen Vorschlag
handelt. Falls die MIB zum Standard wird, soll sie unter dem Knoten atmMIBObjects
eingegliedert werden.
Unterhalb von atmTESTMIB benden sich die Knoten atmTESTMIBObjects und
atmTESTMIBConformance, wobei der erste die Objekte enth

alt, die ben

otigt werden,
um Tests durchf

uhren zu k

onnen. Der zweite wird hier nicht n

aher betrachtet. Der
Knoten atmTESTMIBObjects gliedert sich wiederum in die Zweige atmLoopbackTest-
Group und atmEndptGroup auf. Im Zweig atmEndptGroup wird festgelegt, ob ein ATM-
Knoten Endpunkt eines VPs bzw. VCs ist. Diese Information wird bei den Segment-
Loopback-Tests ben

otigt, um festzustellen, in welchem Knoten der Loopback stattnden
soll. Im Zweig atmLoopbackTestGroup benden sich die Bl

atter atmLoopbackID, atm-
LoopbackLocID, atmLoopbackSrcID sowie der Zweig atmLoopbackTestTypes. Das Ob-
jektatmLoopbackID dient dazu, das ATM-Device zu identizieren. Der Default-Wert ist
alle Bits auf 1, was einen Segment-OAM-Loopback-Test bedeutet. Das Objekt atm-
LoopbackID kann von anderen Devices benutzt werden, um ein Loopback einer ATM-
OAM-Zelle in diesem Device zu erreichen. Das Objekt atmLoopbackLocID gibt an, wo
der Loopback stattnden soll. Der Default-Wert ist alle Bits auf 1, was einen Segment-
OAM-Loopback-Test bedeutet. Das Objekt atmLoopbackSrcID ist ein optionaler Para-
meter, der die Quelle des Loopback-Tests angibt. Die acht Testtypen, die als Bl

atter an
atmLoopbackTestTypes h

angen, werden nachfolgend beschrieben.
{ atmLoopbackVpE2e : Dies ist ein Ende-zu-Ende-Test f

ur VPs.
{ atmLoopbackVcE2e : Dies ist ein Ende-zu-Ende-Test f

ur VCs.
{ atmLoopbackVpSegment : Mit diesem Test kann ein Segment eines VPs getestet wer-
den.
{ atmLoopbackVcSegment : Mit diesem Test kann ein Segment eines VCs getestet wer-
den.
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Abbildung 75. Die Test-MIB im Namensbaum f

ur Managed Objects
{ atmLoopbackVpLocationID : Dieser Test erm

oglicht es, nur einen Teil eines VP Seg-
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ments zu testen.
{ atmLoopbackVcLocationID : Dieser Test erm

oglicht es, nur einen Teil eines VC Seg-
ments zu testen.
{ atmLoopbackVpServcInternal : Dieser Test veranlat den entsprechenden Agenten,
den internen Teil eines bestimmten VPs zu testen.
{ atmLoopbackVcServcInternal : Dieser Test veranlat den entsprechenden Agenten,
den internen Teil eines bestimmten VCs zu testen.
Da nur ein Test zur Zeit auf einem Interface laufen kann, mu ein Manager zun

achst
den Besitz des Objekts ifTestTable, welches in [MK94] deniert wird, erhalten, um einen
Test durchf

uhren zu k

onnen. Als n

achstes m

ussen die entsprechenden Parameter gesetzt
werden. F

ur einen VP-Segment-Loopback-Test mu z.B. der Unterbezeichner atmLoop-
backVpSegment.p mit dem VPI des zu testenden VPs belegt werden. Ausgef

uhrt wird
der Test dann, indem der Manager den Wert von ifTestType, welches ebenfalls in [MK94]
deniert wird, mit dem Wert von atmLoopbackVpSegment belegt. Nachdem der Test ge-
startet wurde, erh

alt man das Ergebnis des Tests durch pollen des Objekts ifTestResult.
Ist der Test noch nicht beendet, enth

alt ifTestResult den Wert inProgress(3). Trit die
OAM Loopback-Zelle innerhalb von 5 Sekunden wieder beim Absender ein, so wird dies
durch den Wert success(2) angezeigt. Andernfalls erh

alt ifTestResult den Wert failed(7).
4.2 Einordnung in das OAM-Konzept

Uber die ATMTEST-MIB k

onnen mit Hilfe von OAM-Zellen Loopback-Tests in ATM-
Netzen durchgef

uhrt werden. Die ATMTEST-MIB stellt somit eine Art Front-End f

ur
OAM-Loopback-Tests dar. Initiert eine Manager-Station

uber SNMP einen Loopback-
Test bei einem Agenten, so verschickt dieser die entsprecheden OAM-Zellen und stellt je
nach Ausgang des Tests das Ergebnis als MIB-Objekt zur Verf

ugung.
5 Zusammenfassung
Im Rahmen dieses Beitrages wurden das allgemeine OAM-Konzept zur Verwaltung von
ATM-Netzen sowie die bisher zur Verf

ugung stehenden Funktionen zum Fehler- und
Leistungsmanagement vorgestellt. Anschlieend wurde anhand der ATMTEST-MIB ge-
zeigt, wie man die OAM-Funktionen (in diesem Fall die Loopback-Tests) in der Praxis
nutzen kann.
Da OAM bereits beim Entwurf des ATM-Standards voll integriert wurde, lassen sich
auch nachtr

aglich ohne groe Probleme zus

atzliche OAM-Funktionen hinzuf

ugen bzw.
die schon vorhandenen in ihrem Funktionsumfang erweitern. Dies ist ein groer Vorteil
gegeng

uber dem urspr

unglichen ISO/OSI-Referenzmodell, das keinerlei Mangementfunk-
tionalit

at vorsieht. Wie in Abschnitt 3.1 zu sehen ist, sind auch l

angst noch nicht alle
Kodierungen von OAM-Typen sowie deren Funktionstypen belegt. Somit bleiben noch
viele M

oglichkeiten zur Erweiterung von OAM oen.
125
126
Accounting in ATM-Netzen
Ulf Hansson
Kurzfassung
In diesem Beitrag werden zuerst die Anforderungen an ein Accountingmanagmentsystemvorge-
stellt, speziell bei groen Netzen und hohen Datenraten. Dann wird berichtet, welche Probleme
heutige Managementsysteme in diesem Bereich noch aufweisen und was derzeit in verschiede-
nen Standardisierungsorganisationen diskutiert wird. Insbesondere wird das allgeimene Mana-
gementmodell des ATM-Forums vorgestellt sowie ein Vorschlag f

ur eine Accounting-MIB, der
von der Internet Engineering Task Force stammt.
1 Einleitung
Seit den ersten Schritten bei der Kommunikation zwischen Rechnern ist die Nachfrage
nach besser Leistung und schnellerer Vermittlung stetig gestiegen und deshalb hat auch
die Leistung und Vermittungsgeschwindigkeit zugenommen. Was damit begann, da be-
queme Betriebssystemsentwickler sich das Treppensteigen beim Datenaustausch sparen
wollten, hat heute eine wichtige Rolle bekommen und viele Leute k

onnen sich ein Le-
ben ohne ,,das Netz" nicht mehr vorstellen. Fast t

aglich entstehen neue Anwendungen
f

ur Netzwerke. Die n

achste Generation der Netzwerke wird f

ur Anwendungen wie Vi-
deo auf Anforderung und

Ubertragung von medizinischen Daten in Echtzeit geplant und
entworfen[Zit95].
Um diese zuk

unftigen Anforderungen an moderne Kommunikationsnetze und noch an-
dere wie mehrere Teilnehmer und schnelleren Verkehr erf

ullen zu k

onnen, nden neue
Techniken wie z.B. ATM, FDDI und DQDB Verwendung[BHK95][Zit95][Tan96].
Die Nachfrage nach leistungsf

ahigeren Netzwerken hat auch die Forderungen im Bezug
auf das Management erh

oht. Obwohl in den letzten Jahren bereits viel

uber system

uber-
greifendes Netzwerkmanagment diskutiert wurde, sind noch keine endg

ultligen L

osungen
in Sicht. Die meisten bereits existerenden Managementfunktionen sind problemspezisch
und deswegen nicht einfach erweiterbar [AC95]. Deswegen versuchen die verschiedenen
Standardisierungsorganisationen, wie z.B. das ATM Forum, die ITU-T und die Internet
Engineering Task Force, einen zuk

unftigen Netzwerkmanagmentstandard zu entwerfen.
Dieses zuk

unftige Managementmodell sollte unter anderem verschiedene M

oglichkeiten
bei der Abrechnung auf dem Gebiet des Accounting und bessere Hilfsmittel zur Auf-
zeichnungen des Datenverkehrs bieten.
2 Grundlagen
2.1 Asynchroner Transfermodus - ATM (Asynchronous Transfer Mode)
Mit der Einf

uhrung des asynchronen Transfermodus ATM soll die immer st

arker werden-
de Forderung nach Diensteintegration erf

ullt werden. Um diese Diensteintegration und
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andere Anforderungen zu erf

ullen, verwendet ATM eine Technik, die auf Vermittlung
von relativ kleinen Bl

ocken fester L

ange, den sogenannten ATM-Zellen, basiert. Neben
dieser Vereinfachung erm

oglicht die moderne Technik mit ihrer

Ubertragungstechnik und
den Lichtwellenleitern, die genannten Anforderungen zu erf

ullen. Ein anderer wichtiger
Begri, der ebenfalls eine Vereinfachung darstellt, ist der Begri der virtuellen Netzver-
bindungen (Virtual Channel)[Zit95]. Die prinzipiell zugrundeliegende Idee bei ATM ist
aber nicht neu sondern stammt aus den 60er Jahren, damals unter den Namen Asyn-
chronous Time Division Multipexing. Die Technik konnte sich aber zu der Zeit nicht
durchsetzen, haupts

achlich wegen der leistungsschwachen Rechner und fehlender techni-
scher Fortschritte im Bereich der integrierten Schaltkreise, und kam deshalb erst 1987
wieder in die Diskussion, als STM (Synchrone Transfermodus) die erw

unchten Forderun-
gen nicht erf

ullen konnte. Die kurze, feste Zellenl

ange macht ATM exibel und schnell.
Die kurze Zellenl

ange sorgt dabei f

ur die gew

unchte Flexibilit

at beim Multiplexen und
die feste Gr

oe der Zellen vereinfacht die Verarbeitung der Zellen, so da diese schnel-
ler durchgef

uhrt werden kann. Der wichtige Bergri der virtuellen Verbindungen bei
ATM wurde bereits eingef

uhrt. Wenn eine solche Verbindung aufgebaut ist, folgen al-
le ATM-Zellen der Verbindung dem gleichen Weg durch das Netz. Ein hierarchisches
Verbindungskonzept unterschiedet dabei zwei unterschiedliche Typen von virtuellen Ver-
bindungen: virtuelle Kan

ale (Virtual Channel Connections, VCCs) und virtuelle Pfade
(Virtual Path Connections, VPCs)[AT94].
Ein virtueller Kanal stellt eine unidirektionale Transportm

oglichkeit zu Verf

ugung, ob-
wohl es die M

oglichkeit gibt, dem Flu in einer Richtung eine Null-Kapazit

at zu geben.
Virtuelle Pfade hingegen repr

asentieren eine Menge von virtuellen Kan

alen mit den
VC
VC
VPVC
VP
VP
VC
VC
VC
PHY
Abbildung 76. ATM-Verbindung. Die physische Verbindung ist in mehrere Pfade unterteilt,
ein Pfad in mehrere Kan

ale.
gleichen Endpunkten. Bei den virtuellen Verbindungen gibt es zwei verschiedene Typen,
die permanenten virtuellen Verbindung (PVC) und die geschalteten virtuellen Verbin-
dung (SVC) (Abbildung 76). Eine permanente Verbindung mu

uber das Management
eingerichtet werden, eine geschaltete hingegen kann nach Bedarf mit Hilfe der Signali-
sierung aufgebaut werden. Beide Arten von Verbindungen k

onnen Punkt-zu-Punkt oder
Punkt-zu-Mehrpunkt sein.
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2.2 Management
In den fr

uhen Tagen des Internets schickte man ,,pings\ hin und her und konnte von
der Dauer der Antwort ableiten, wo Probleme bei der Daten

ubertragung waren. Mit zu-
nemender Gr

oe des Netzes war dieses Verfahren bald nicht mehr realistisch einsetzbar.
Um f

ur diesen Zweck jetzt etwas

ubersichtliches und praktisch einsetzbares zu erhalten,
entwarf die Internet Engineering Task Force 1987 das Simple Gateway Monitoring Pro-
tocol (SGMP)[Sei94][BHK95].
Dieses Protokoll hatte als Ziel, die Information in den Gateways des Internets verwalten
zu k

onnen. Die Teilziele dabei waren:
{ geringe Kosten f

ur die das Protokoll unterst

utzende Software;
{ gr

otm

ogliche Ausnutzung der zu Verf

ugung stehenden Internet-Resourcen;
{ m

oglichst geringe Beschr

ankung hinsichtlich der Managementverwendung;
{ Realisierung einer leicht verst

andlichen und kompakten Menge von Managementfunk-
tionen.
Die Managementinformation beim Internetmanagment liegt auf den ersten Blick genau
wie beim ISO/OSI-Management in Objekten vor [BHK95], obwohl die Objekte des In-
ternetmanagments [AT94], die Managed Objects, sich bez

uglich das Aufbaus von denen
des ISO-Managementrahmenwerks unterschieden. Die Objekte des Internetmanagments
sind eigentlich nur Variablen ohne Zust

ande und nur mit Lese- und Schreiboperationen.
Sie sind in einem Namensbaum (Abbildung 77) eingeordnet und k

onnen gelesen oder
gesetzt werden. Die Struktur erlaubt auch Listen und Tabellen und wird gem

a dem
Objekt-Type-Macro, das von der Structure of Management Information (SMI) beschrei-
ben wird, deniert. Dabei werden die Objekte mittels ASN.1 speziert.
Jeder angeschlossenen Netzwerkeinheit ist eine Menge solcher Variabeln (Objekte) zuge-
teilt, die durch eine aktive Instanz auf dem Knoten, dem Agenten, f

ur das Management
zug

anglich gemacht werden.
Der netzwerkweite Zugang zu den Information der Managed Objects in dem Namens-
baum wird mit dem Simple Network Management Protocol (SNMP), einem einfachen
Managementprotokoll, realisert. Das SNMP-Modell besteht dazu aus vier Teilen: die
verwalteten Knoten, die Managementstationen, die Managementinformation und das
Managementprotokoll [BHK95] [Tan96].
Ein SNMP-basiertes System bieten nicht die M

oglichkeit, \das Ganze" zu

uberwachen;
ein Netzwerkmanager will einen Ende-zu-Ende

Uberblick

uber z.B. Durchsatz und Jitter
f

ur alle virtuellen Verbindungen (bis zu zehntausend) haben. Er braucht die M

oglich-
keit, die unterliegende physikalische Struktur

uberwachen und kontrollieren zu k

onnen.
Die neue ATM-Technik hat diese Schw

ache noch deutlicher gezeigt. Manager von ATM-
Netzen brauchen ein Hilfsmittel, ein Management- Framework, um Service-Provisioning,
Fehler und Leistung, Kontrollverfahren und Resourcevergabe zu

uberwachen und zu
steuern. Deswegen hat das ATM-Forum ein Modell entwickelt, das in f

unf Schnittstellen
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Abbildung 77. Der Namensbaum f

ur Managed Objects
gegliedert ist [AC95]. Dieses Modell deniert Schnittstellen zwischen privaten und

oent-
lichen Netzwerken, zwischen LANs und WANs und es deniert auch die Funktionen, um
Managementinformation automatisch im Netz zu verteilen.
Die Network Management Working Group (NMWG) des ATM-Forums hat ein

uber-
greifendes Ende-zu-Ende-Management f

ur private und

oentliche Netzwerke und ein In-
ternetworking zwischen den Netzen entworfen. F

unf Schnittstellen f

ur das Management
sind dabei von der NMWG deniert worden, die M1 bis M5 genannt werden.
M1 undM2 denieren die Schnittstellen zwischen einem Netzwerkmanagmentsystem des
Kunden und einem ATM-Endsystem oder einem ATM-Switch.
M3, die Kundennetzwerkmanagmentschnittstelle (Customer NetworkManagement Inter-
face, CNM), beschreibt die Schnittstelle zwischen einem Kunden und dem Netzbetreiber.
Diese Schittstelle erm

oglicht es dem Kunden, Einsicht in das Netz des Betreibers (z.B.
f

ur eine Echtzeitkontrolle) zu erhalten.
M4 ist die Schnittstelle, die eine Zusammenarbeit zwischen dem Privatnetz und dem

oentlichen Netz mit Hilfe der Netzwerkmanagmentstufeschnittstelle (Network Manage-
ment Level, NML) und dem Element Management Level (EML) erm

oglicht. Diese beiden
bieten zwei verschiedene Sichtweisen: zum einen vom Privatnetz ins

oenlichen Netz, um
angebotene Dienste zu benutzen und Dienste bez

uglich ihrer Qualit

at zu

uberwachen;
zum anderen vom

oentlichen Netz ins Privatnetz, um als Diensterbringer herauszun-
den, welche Dienste angeboten werden sollen.
M5 ist die Managementschnittstelle zwischen Netzwerkmanagmentsystemen des Dienster-
bringers. Sie ist die komplexeste Schnittstelle von den f

unf genannten.
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2.3 Accounting
Die Ende-zu-Ende-Architektur von ATM-Netzen erfordert, die Kostenzuteilung und Ab-
rechnung zu ver

andern. Obwohl die Komplexit

at diese Aufgabe

uberw

altigend ist, sollte
schnell eine geeignete L

osung gefunden werden. Das erforderliche Berechnungssystem
sollte den Diensterbringern (carriers) und den Netzanbietern (corporate networkers) die
M

oglichkeit geben, die Qualit

at f

ur jede Verbindung zu bestimmen und darauf aufbauend
die Benutzung durch die Anwendungen zu messen. Groe Bereiche der Netzgemeinschaft
sind der Meinung, da anwendungsbasierte Berechnug die L

osung ist, um die Kosten f

ur
ATM billig zu halten und um ATM als einen Dienst f

ur jederman anzubieten.
Anwendungsbasierte Berechnung bedeutet, da der Benutzer nur f

ur die verwendete
Bandbreite bezahlt. Ebenso sind Dienste denkbar, bei denen die ausgelieferte Datenmen-
ge abgerechnet wird, wie beispielsweise bei der Anforderung eines Videolms (Video-on-
Demand). Es ist auch beabsichtigt, da Organizationen anwendungsbasierte Berechnung
verwenden k

onnen, um zu bestimmen, wieviel die verschiedenen Abteilungen benutzen
[AC95].
3 Vorschlag f

ur eine Accounting-MIB
3.1 Motivation und Anforderungen
Nach Vorstellung der Arbeiten des ATM-Forum soll nun eine von der Internet Enginee-
ring Task Force vorgeschlagene MIB beschrieben werden.
Weil es sich dabei um einen experimentellen Internet-Draft handelt, ist noch nicht al-
les endg

ultig festgelegt. Die Information stammt jedoch aus dem zweiten Vorschlag f

ur
diese MIB [GP96], so da bereits einige Diskussionsergebnisse eingearbeitet sind. Kurz
vor der Fertigstellung dieses Beitrages ist sogar schon der dritte Vorschlag f

ur diese MIB
ver

oentlicht worden [GMP96].
Das Ziel der MIB ist es, die erforderlichen Managed Objects zu bieten, die ein ATM-
Accountingmanagment erm

oglichen, und obwohl viele Netwerkmanager nur mit Informa-
tion

uber den gesamten Verkehr umgehen, ist es manchmal auch n

otig, Accountinginfor-
mation wie die Bandbreite einer Anwendung und andere Netzwerkmittel pro Verbindung
messen zu k

onnen.
Die M

oglichkeit zur Sammlung der Information in Dateien soll f

ur alle Arten von Verkehr
zu Verf

ugung stehen, sowohl f

ur die permanenten virtuellen Verbindung (PVC) als auch
f

ur die geschalteten virtuellen Verbindung (SVC) und ebenso f

ur die fast-permanenten
virtuellen Verbindungen (SPVCCs).
Laut Internet Engineering Task Force soll die entworfene MIB die folgenden Grundlagen
erf

ullen:
{

Unterst

utzung f

ur ATM PVC und SVC Daten.
{ Das Speichern von PVC- und SVC-Daten mu nicht unterst

utzt werden, wenn es je-
doch unterst

utzt wird, sollte es sich an die MIB-Spezikation halten. Anbieter k

onnen
dabei auch eigene Anpassungen machen.
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{ Das Speichern von PVC- und SVC-Daten sollte in getrennten Dateien geschehen.
Allerdings sind dabei das gleiche Steuerverfahren und die gleichen MIB-Objekte zu
verwenden.
{ Das Ein- und Ausschalten des Speicherns in einer Log-Datei sollte durch die MIB
erm

oglicht werden. In dem Fall sollte auch die Trapinformation zu Ver

anderungen
des Logging-Zustandes unterst

utzt werden.
{ Die MIB sollte eine Untersuchung der Accounting-Information in der Logdatei sowie
das Ver

andern der Struktur in dieser Datei durch Set-Komandos unterst

utzen.
{ Der Zeitpunkt des Schreibens von Information in die Logdatei sollte exibel eingestellt
werden k

onnen. Entweder werden die Daten beim Abbau einer Verbindung in die
Datei geschrieben, oder aber periodisch in einem vorbestimment Zeitintervall.
{ Die Informationselemente f

ur das Accounting sind exibel zu beschreiben, damit
zuk

unftige Erweiterungen einfacher realisierbar sind.
{ F

ur Logdateien ist eine maximale Gr

oe festzulegen, die eingehalten werden mu.
{ Bei Erreichen der maximalen Gr

oe einer Logdatei ist ein Trap zu erzeugen.
{ Die Syntax (Low-Level-Kodierung) der Daten in einer Logdatei ist von der MIB
festzulegen.
{ Eine Operation sollte die Daten in die Logdatei schreiben.
Die Aufzeichnung der Accounting-Daten geschieht wie folgt:
Ein Netzwerkelement (Switch) sammelt die Daten zuerst in einem Zwischenspeicher.
Wenn die Menge der Daten eine gewisse Obergrenze erreicht hat, schreibt er die Daten
in eine Logdatei, die sich der Manager sp

ater holen kann.
Ein neues Konzept dieser MIB ist, SNMP nur f

ur die Steuerung des Accountings zu
verwenden. Die aufgezeichneten Accounting-Daten hingegen werden in einer Logdatei
gespeichert, welche sich der Netzwerkmanager mit Hilfe von FTP oder einem

ahnlichen
Protokoll f

ur den Dateiaustausch anschlieend holen kann.
3.2 Die Objekte
Die Objekte der momentanen Version der Accounting-MIB sind zur Zeit im Namesbaum
(Abbildung 77) unter \experimental" eingeordnet. Nach erfolgreicher Standardisierung
wird die MIB dann wahrscheinlich unter mib(1) und accounting(12) eingeordnet. Die
anderen Objekte unter mib(1) sind in Abbildung 78 aufgelistet. Das Objekt 9 wird nie
benutzt und fehlt deswegen. Wenn eine Nummer n

amlich einmal vergeben worden ist,
kann sie nicht wiederverwendet werden.
Das gegenw

artige Modell der MIB sieht Log-Dateien f

ur die Sammlung der Abrechnungs-
information vor. Eine solche Log-Datei hat eine maximale Gr

oe, kann aber auch schon
fr

uher geschlossen werden. In folgenden Situationen wird eine Log-Datei geschlossen:
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Nummer Bezeichnung Erkl

arung
1 system Information

uber das zu verwaltende Ger

at selbst
2 interfaces Daten zum Netzwerk-Interface
3 at Daten zur Adre

ubersetzung zwischen IP-Adresse
und physikalischer Adresse
4 ip Daten

uber das Internet Protocol
5 icmp Daten

uber das Internet Control Message Protocol
6 tcp Daten

uber das Transmission Control Protocol
7 udp Daten

uber das User Datagram Protocol
8 egp Daten

uber das Extreior Gateway Protocol
10 transmission Informationen

uber medienspezische Objekte
11 snmp Daten

uber das Simple Network Management Protocol
Abbildung 78. Teilb

aume unter dem mib(1)-Knoten
{ Eine Speicherung weiterer Daten w

urde die maximale Gr

oe der Datei

uberschreiten.
{ Der Netzwerkmanager startet das Loggen in eine neue Datei.
{ Eine zeitbasierte Umschaltung sorgt f

ur das Loggen in eine neue Datei.
Wenn eine Datei geschlossen worden ist, wird sofort eine neue Datei angelegt, in der
ab diesem Zeitpunkt die neuen Abrechnungsdaten gespeichert werden. Der Name der
neuen Datei unterscheidet sich von dem Namen der alten durch den um eins erh

ohten
ganzzahligen Sux. Erst nach dem Schlieen einer Datei ist es erlaubt, sie mit Hilfe von
z.B. FTP zu holen.
Die Daten, die f

ur jede Verbindung gesammelt werden, bestehen aus einer Menge von
Objekten (Abbildung 79) und den Werten dieser Objekte. F

ur die Sammlung dieser
Objekte und Werte gibt es zwei Anl

asse: wenn eine SVC-oder PVC-Verbindung abgebaut
wird und/oder periodisch f

ur jede Verbindung.
Jede Zeile in der atmAcctngControlTable bietet die M

oglichkeit, eine neue Datei zu
spezizieren, und das erm

oglicht z.B. Daten

uber PVCs und SVCs in verschiedenen
Dateien zu speichern.
Jede Datei enth

alt mindestens:
{ Der Index der Kontrolldatentabelle.
{ Welche Daten in der Datei gespeichert sind.
{ Eine Beschreibung der nachfolgenden Objekte.
{ Danach folgen null oder mehr Verbindungsdaten.
Im folgenden soll ein Beispiel das Zusammenspiel der Objekte in der MIB bei dem Schrei-
ben von Accounting-Daten in ein Logle verdeutlichen. Die MIB-Objekte haben dazu
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atmAcctngMIBObjects (1)
atmAccntgControl (1)
atmActngControlTable (1) atmAcctngControlIfTable (2)
atmAcctngControlEntry (1) atmAcctngControlIfEntry (1)
atmAcctngNotifications (3)
atmAcctngNotifyPrefix (0)
atmAcctngFileNearlyFull (1) atmAcctngFileFull (2)
atmAccountingConformance (4)
atmAcctngCompliances (2)
atmAcctngDataObjects (2)
atmAcctngGroups (1)
atmAcctngBasicBroups (1)
32 Objekte
16 Objekte 2 Objekte
experimental(3)
atmAccountingControlMIB (xx)
Abbildung 79. Die vorgeschlagene MIB
die folgenden Werte:
atmAcctngFilename: PVCData
atmAcctngFilenameCurrentSuffix: 1
atmAcctngCurrentSubtree, atmAcctngCurrentList: Zeigt auf PVC-zuhorige
Objektelemente, die gespeichert werden sollen.
atmAcctngDescription: 'PVC-Daten fur Switch XY'
atmAcctngCheckpointTimeInterval: 60 (Sekunden)
atmAcctngFileChangeTimeInterval: 86400 (Sekunden, d.h. 24 Stunden)
atmAcctngMaxFileSize: 1000000 (Bytes)
Die Objekte werden dann wie folgt verwendet:
F

ur das Speichern der Accounting-Daten wird eine Datei mit dem Namen PVCData.1
angelegt. Neue Daten werden jede Minute (d.h. alle 60 Sekunden) in die Datei PVCDa-
ta.1 geschrieben. Alle 24 Stunden (86400 Sekunden) wird die aktuelle Datei geschlossen,
das Sux inkrementiert und eine neue Datei unter dem neuen Namen ge

onet. In die-
sem Beispiel w

urde die Datei PVCData.1 nach 24 Stunden geschlossen und eine Datei
mit dem Namen PVCData.2 ge

onet. Wenn dann beispielsweise die Datei PVCData.2
innerhalb der n

achsten 24 Stunden die maximale Gr

oe von 1000000 Bytes

uberschrei-
tet, wird schon vor Ablauf der festgelegten Frist f

ur den Dateiwechsel (24 Stunden) die
Datei PVCData.2 geschlossen und eine neue Datei mit dem Namen PVCData.3 ge

onet.
Wie Abbildung 79 zeigt, besteht die MIB aus vier \Hauptteilb

aumen", die sich in wei-
tere B

aume aufgliedern. Die wichtigste Teilb

aume sind die atmAcctngMIBObjects (1)
und die atmAcctngDataObjects (2). Diese enthalten alle wesentlichen Objekte, die beim
Accounting ben

otigt werden.
atmAcctngTable
Die Tabelle atmAcctngTable ist ein Hauptbestandsteil der MIB und enth

alt folgende
atmAcctngControlEnty-Eintr

age:
atmAcctngControlIndex (1) - Durch den Kontrollindex wird die Zeile eindeutig iden-
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tiziert.
atmAcctngCurrentSubtree (2) - Das Tupel (atmAcctngCurrentSubtree, atmAcct-
ngCurrentList) beschreibt die zu

uberwachenden Objekte. Dabei legt atmAcctng-
CurrentSubtree den Teilbaum aus der MIB fest.
atmAcctngCurrentList (3) - Das Tupel (atmAcctngCurrentSubtree, atmAcctngCur-
rentList) beschreibt die zu

uberwachenden Objekte. Dabei legt atmAcctngCurrent-
List die Objekte aus dem Teilbaum fest.
atmAcctngFilename (4) - Der Hauptteil des Names der Datei, in der die Accounting-
daten gerade gespeichert werden. Dieser Name wird noch um einen Sux erg

anzt,
der in atmAcctngFilenameCurrentSux deniert ist.
atmAcctngFilenameCurrentSux (5) - Der Sux des Names der Datei, in der die
Accountingdaten gerade gespeichert werden. Dieser Sux ist ganzzahlig und wird
inkrementiert, wenn die Datei ihre maximale Gr

oe erreichen w

urde oder wenn eine
zeitbasierte Umschaltung zu einer neuen Datei erfolgt.
atmAcctngForceCheckpoint (6) - Dieses Objekt erm

oglicht es, die aktuelle Daten-
menge in eine Datei zu schreiben und dabei auch das aktuelle Sux um eins zu
erh

ohen.
atmAcctngNextSubtree (7) - Mit dem Tupel (atmAcctngNextSubtree, atmAcctng-
NextList) k

onnen zus

atzliche Objekte f

ur die

Uberwachung deniert werden. Wenn
keine zus

atzliche Objekte

uberwacht werden sollen, sind atmAcctngNextSubtree und
atmAcctngCurrentSubtree gleich.
atmAcctngNextList (8) - Mit dem Tupel (atmAcctngNextSubtree, atmAcctngNext-
List) k

onnen zus

atzliche Objekte f

ur die

Uberwachung deniert werden. Wenn keine
zus

atzliche Objekte

uberwacht werden sollen, sind atmAcctngNextList und atmAc-
ctngCurrentList gleich.
atmAcctngDescription (9) - Eine Textbeschreibung zur Benennung und Erl

auterung
der aktuellen Zeile.
atmAcctngMaxFileSize (10) - Die maximale Gr

oe der Datei, in der die Daten ge-
speichert werden. Wenn die Gr

oe der Datei diesen Wert erreicht, werden die folgen-
den Daten verworfen oder die sie werden in einer neuen Datei mit einem erh

ohten
Suxwert gespeichert. Die Gr

oe ist ver

anderbar, aber nur in gr

oere Werte.
atmAcctngFileEncoding (11) - Dieses Objekt legt das Format fest, in dem die Daten
in der Datei gespeichert werden. Voreingestellt ist dabei das Format BER (Basic
Encoding Rules).
atmAcctngCheckpointTimeInterval (12) - Dieses Objekt deniert periodische Kon-
trollpunkte, an denen dann neue Daten gespeichert werden. Mit Hilfe des Objekts
wird dazu das Intervall kontrolliert und neu gesetzt. Wenn Kontrollpunkte nicht be-
nutzt oder unterst

utzt werden, enth

alt das Objekt den Wert (-1).
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atmAcctngFileChangeTimeInterval (13) - F

ur Systeme, die das periodische Spei-
chern von Daten unterst

utzen, erm

oglicht dieses Objekt das Lesen und Setzen des
Intervalls (in Sekunden) zwischen dem Neuanlegen zweier aufeinanderfolgender Da-
teien. Wenn das periodische Speichern nicht benutzt oder unterst

utzt wird, enth

alt
das Objekt den Wert (-1).
atmAcctngTrapThreshold (14) - Dieser Grenzwert legt die Gr

oe der Datei fest, bei
deren Erreichen ein Trap (
"
nearly-full\) zur Benachrichtigung an den Netzwerkma-
nager geschickt wird.
atmAcctngTrapEnable (15) - Mit Hilfe dieses Objekts wird festgelegt, ob die Traps
atmAcctngFileNearlyFull und atmAcctngFilefull zur Zeit aktiviert sind.
atmAcctngRowStatus (16) - Dieses Objekt dient dazu, eine neue Zeile in der Tabelle
anzulegen, eine bestehende Zeile zu

andern oder eine Zeile zu l

oschen.
atmAcctngControlIfTable
Die Tabelle atmAcctngControlIfTable verwaltet die Objekte zu den Interfaces (Schnitt-
stellen des Ger

ats), an denen die Daten gesammelt werden sollen. Sie enth

alt folgende
Eintr

age:
atmAcctngControlIfEnable (1) - Dieses Objekt zeigt an, f

ur welche Arten von Ver-
bindungen an dieser Schnittstelle (wenn

uberhaupt) Aufzeichnungen gemacht werden
sollen.
atmAcctngControlIfCollectMode (2) - Dieses Objekt zeigt an, wann die Accoun-
tingdaten f

ur diese Schnittstelle in die aktuelle Datei geschrieben werden sollen.
atmAcctngDataObjekts
Das Objekt atmAcctngDataObjekts stellt einen Teilbaum dar, der die 32 Objekte enth

alt,
welche momentan f

ur eine Aufzeichnung beim Accounting deniert sind und somit dem
Benutzer zur Verf

ugung stehen. Sie werden im folgenden vorgestellt:
atmAcctngIfIndex (1) - Dies ist der Index f

ur das Interface (Schnittstelle des Ger

ats),
der auch in der ifTable (MIB-II) enthalten ist.
atmAcctngCurrentTimeStamp (2) - Dieser Zeitstempel deniert die aktuelle Zeit
f

ur die Daten.
atmAcctngSysName (3) - Dieses Objekt legt einen Namen f

ur den Knoten fest. In
der Regel entspricht dieser Name dem echten Knotennamen in der jeweiligen Umge-
bung.
atmAcctngConnectionType (4) - Hiermit wird die Art der Verbindung beschrieben,
die PVC, PVP, SVC oder SVP sein kann.
atmAcctngCastType (5) - Dieses Objekt beschreibt den Typ einer Verbindung, der
Punkt-zu-Punkt oder Punkt-zu-Mehrpunkt sein kann.
136
atmAcctngIfName (6) - Hierbei handelt es sich um den Namen der aktuellen Schnitt-
stelle, f

ur welche die Daten gesammelt werden. Wenn der lokale SNMP-Agent das
Objekt ifName unterst

utzt, wird dieser Name benutzt.
atmAcctngVpi (7) - Dieses Objekt enth

alt den VPI (Virtual Path Identier) der Ver-
bindung.
atmAcctngVci (8) - Dieses Objekt enth

alt den VCI (Virtual Channel Identier) der
Verbindung.
atmAcctngCallingParty (9) - Eine Kennzeichnung des Initiators der Verbindung (des
Anrufers) ist hier enthalten. Wenn der Gespr

achspartner unbekannt ist, steht nur ein
EOF-Zeichen in dem Objekt.
atmAcctngCalledParty (10) - Dieses Objekt identiziert den zweiten Teilnehmer der
Verbindung (den Angerufenen). Wenn der Gespr

achspartner unbekannt ist, steht nur
ein EOF-Zeichen in dem Objekt.
atmAcctngCallReference (11) - Hier ist eine Referenznummer f

ur die Verbindung
enthalten.
atmAcctngStartTime (12) - Der Zeitpunkt, ab dem die Verbindung erfolgreich auf-
gebaut war, ist in diesem Objekt festgelegt.
atmAcctngCollectionTime (13) - Hier wird der Zeitpunkt des Verbindungsabbaus
festgehalten.
atmAcctngCollectMode (14) - Mit Hilfe dieses Objekts kann der Grund angegeben
werden, warum Daten zu dieser Verbindung aufgezeichnet werden.
atmAcctngReleaseCause (15) - Dieses Objekt beschreibt den Grund f

ur den Abbau
der Verbindung.
atmAcctngServiceCategory (16) - Hier wird der Diensttyp der Verbindung festge-
legt.
atmAcctngTransmittedCells (17) - Die Anzahl auf dieser Verbindung

ubertragener
Zellen wird von diesem Objekt festgehalten.
atmAcctngTransmittedClp0Cells (18) - Die Anzahl auf dieser Verbindung

uber-
tragener Zellen mit CLP = 0 ist hier enthalten.
atmAcctngReceivedCells (19) - Die Anzahl auf dieser Verbindung empfangener Zel-
len wird durch dieses Objekt angegeben.
atmAcctngReceivedClp0Cells (20) - Die Anzahl auf dieser Verbindung empfange-
ner Zellen mit CLP = 0 (Cell Loss Priority) ist hier enthalten.
atmAcctngTransmittTracDescriptorType (21) - Hier wird die Art des ausge-
henden Verkehrs der Verbindung beschrieben. Der Wert dieses Objekts legt die Be-
deutung der folgenden 5 Objekte fest.
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atmAcctngTransmittTracDescriptorParam1 (22) - Dieses Objekt enth

alt den
ersten Parameter zur Beschreibung des ausgehenden Verkehrs. Die genaue Bedeutung
dieses Objekts h

angt vom Wert des Objekts atmAcctngTransmitDescriptorType ab.
atmAcctngTransmittTracDescriptorParam2 (23) - Dieses Objekt enth

alt den
zweiten Parameter zur Beschreibung des ausgehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vomWert des Objekts atmAcctngTransmitDescriptorType
ab.
atmAcctngTransmittTracDescriptorParam3 (24) - Dieses Objekt enth

alt den
dritten Parameter zur Beschreibung des ausgehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vomWert des Objekts atmAcctngTransmitDescriptorType
ab.
atmAcctngTransmittTracDescriptorParam4 (25) - Dieses Objekt enth

alt den
vierten Parameter zur Beschreibung des ausgehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vomWert des Objekts atmAcctngTransmitDescriptorType
ab.
atmAcctngTransmittTracDescriptorParam5 (26) - Dieses Objekt enth

alt den
f

unften Parameter zur Beschreibung des ausgehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vomWert des Objekts atmAcctngTransmitDescriptorType
ab.
atmAcctngReceiveTracDescriptorType (27) - Hier wird die Art des eingehen-
den Verkehrs der Verbindung beschrieben. Der Wert dieses Objekts legt die Bedeu-
tung der folgenden 5 Objekte fest.
atmAcctngReceiveTracDescriptorParam1 (28) - Dieses Objekt beinhaltet den
ersten Parameter zur Beschreibung des eingehenden Verkehrs. Die genaue Bedeutung
dieses Objekts h

angt vomWert des Objekts atmAcctngReceiveTracDescriptorType
ab.
atmAcctngReceiveTracDescriptorParam2 (29) - Dieses Objekt beinhaltet den
zweiten Parameter zur Beschreibung des eingehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vom Wert des Objekts atmAcctngReceiveTracDescrip-
torType ab.
atmAcctngReceiveTracDescriptorParam3 (30) - Dieses Objekt beinhaltet den
dritten Parameter zur Beschreibung des eingehenden Verkehrs. Die genaue Bedeutung
dieses Objekts h

angt vomWert des Objekts atmAcctngReceiveTracDescriptorType
ab.
atmAcctngReceiveTracDescriptorParam4 (31) - Dieses Objekt beinhaltet den
vierten Parameter zur Beschreibung des eingehenden Verkehrs. Die genaue Bedeutung
dieses Objekts h

angt vomWert des Objekts atmAcctngReceiveTracDescriptorType
ab.
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atmAcctngReceiveTracDescriptorParam5 (32) - Dieses Objekt beinhaltet den
f

unften Parameter zur Beschreibung des eingehenden Verkehrs. Die genaue Bedeu-
tung dieses Objekts h

angt vom Wert des Objekts atmAcctngReceiveTracDescrip-
torType ab.
atmAcctngNotifyPrex
Schlielich wird hier noch der Teilbaum atmAcctngNotifyPrex vorgestellt, der relativ
wenig Information beinhaltet.
atmAcctngFileNearlyFull (1) - Eine Anzeige, da die Gr

oe der aktuellen Logdatei
f

ur die Accountingdaten fast die maximale Gr

oe erreicht hat. Diese Warngrenze kann
in der MIB eingestellt werden.
atmAcctngFileFull (2) - Eine Anzeige, da die maximale Dateigr

oe

uberschritten
worden ist und somit entweder in eine neue Datei geschrieben wird oder die Daten
verworfen werden. Diese Anzeige kann als Zeichen dienen, die alte Datei auf das
Accountingsystem zu

uberf

uhren (z.B. mit ftp).
4 Zusammenfassung
Schon seit mehren Jahren war klar, da die zur Verf

ugung stehenden M

oglichkeiten f

ur
das Management nicht f

ur die immer gr

oer werdenden Netze ausreichend sind. Dies
beweisen vor allem die neuen Hochleistungsnetze wie ATM. Die momentan verf

ugbaren
Werkzeuge sind zumeist f

ur einzelne Zwecke ausgelegt und k

onnen daher in der Regel
nicht zusammenarbeiten.
Nach Meinung des ATM-Forums ist deshalb ein ganz anderer, neuer Ansatz erforderlich.
Zu diesem Zweck hat das ATM-Forum eigene Schnittstellen f

ur das Management von
ATM-Netzen deniert, die zuk

unftige Managementprobleme l

osen sollen.
Inzwischen hat auch die Internet Engineering Task Force einen Vorschlag f

ur eine zuk

unf-
tige L

osung entworfen. Bez

uglich des Accountings in ATM-Netzen ist mittlerweile der
dritte Draft als Standardisierungsvorschlag ver

oentlicht worden. Diese Accounting-MIB
erm

oglicht es, die gew

unschten Daten von permanenten virtuellen Verbindungen (PVC),
von geschalteten virtuellen Verbindung (SVC) sowie von fast-permanenten virtuellen
Verbindungen (SPVCCs) in einer Logdatei abzulegen, die dann von Netzwerkmanager
per Filetransfer abgeholt werden kann.
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Telecommunications Information
Networking Architekture
Bj

orn M

uller
Kurzfassung
Technische Entwicklungen, wie das Home Banking, schaen neue Computeranwendungen und
Dienste, die eine engere Beziehung zwischen der Telekommunikation und der Informatik erfor-
dern. Der Artikel beschreibt die Architektur des Telekommunikations-Informations-Netzwerks,
das zum Ziel hat, diesen neuen Anforderungen gerecht zu werden. Da dieses auf bestehenden
Standards aufbaut, werden die Grundlagen des Intelligenten Netzwerks wie auch des Telekom-
munikations Management Netzwerks angef

uhrt. Als ein Ergebnis der TINA Initiative wird das
Netzwerk Ressourcen Informations Modell vorgestellt, das der Dienstsoftware die notwendi-
ge Abstraktion zur Verf

ugung stellt, um die Ressourcen des Netzwerks zu benutzen und zu
verwalten.
1 Einleitung
Die bislang getrennten Gebiete der Telekommunikation und der Informatik werden durch
neue Techniken immer st

arker miteinander verbunden. Kommunikationsnetzwerke nut-
zen in zunehmendem Mae Computer, und Computer kommunizieren mehr und mehr
mit Hilfe von Telekommunikationsnetzwerken.
Neue technische Entwicklungen wie Videokonferenzen, Home Banking und Computerar-
beitspl

atze schaen neue Computeranwendungen und Dienste, die eine engere Beziehung
zwischen der Telekommunikation und der Informatik erfordern.
Diese Anforderungen f

ordern den gegenseitigen Austausch von Ideen zwischen der Com-
puter- und der Telekommunikationsindustrie. Desweitern haben Entwicklungen im Be-
reich des verteilten Rechnens und der Breitbandkommunikationssyteme die Machbarkeit
von Telekommunikationsdiensten als verteilte Anwendungen erh

oht.
Der Wunsch nach anspruchsvollen Diensten, wie z.B. universelle pers

onliche Kommuni-
kation, virtuelle Netzwerkdienste und Multimediadienste nimmt zu. Diese Dienste erfor-
dern einen exibleren Zugang, exibleres Management und eine exiblere Abrechnung,
als es heutige Dienste anbieten k

onnen. Sie ben

otigen eine Netzwerk-Infrastruktur, in
welcher Dienste leicht, schnell und problemlos eingef

uhrt werden k

onnen.
Der wichtigste Bestandteil dieser Infrastruktur ist die Software. Die Wiederverwend-
barkeit, die Portabilit

at und die Mehrfachnutzung der Softwarekomponenten sind die
wichtigsten zu l

osenden Aufgaben.
Die hier vorgestellte Telekommunikations-Informations-Netzwerk Architektur versucht,
diese Aufgaben zu l

osen.
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2 Management von Telekommunikationsnetzen
2.1 Anforderungen an moderne Telekommunikationsnetzwerke
Die Anforderungen an Telekommunikationsnetzwerke steigen mit dem technischen Fort-
schritt und der Anzahl und Komplexit

at ihrer Dienste. Ein modernes Informationsnetz-
werk soll dem Benutzer die Zugrism

oglichkeiten auf Informationen sowie das Bearbei-
ten von Information zu jeder Zeit, an jedem Ort, in jedem Umfang und in jeder Form
erm

oglichen.
Eine Informations-Netzwerk-Architektur soll wiederverwendbare Netzwerkfunktionen zu-
sammenfassen und eine netzwerkweite Verwendbarkeit unterst

utzen.
2.2 Vom
"
Intelligenten Netzwerk\ zum
"
Informations-Netzwerk\
Das Ziel der Entwicklung eines Intelligenten Netzwerks (IN) ist die Konstruktion ei-
ner Menge von Schnittstellen und Protokollen, die eindeutig die Vermittlungs- von den
Dienstaspekten trennen [JBI93]. Das Intelligente Netzwerk mu dem unter Umst

anden
verteilten Charakter der Anwendungssoftware sowie der Mehrfachverwendung durch ver-
teiltes Netzwerkmanagement, Dienstmanagement und CPE-Software gerecht werden.
Aus diesen Gr

unden ist ein objektorientierter Ansatz f

ur die IN-Architektur sinnvoll,
da die Objektorientierung diese Prinzipien unterst

utzt.
Objekte bilden eine nat

urliche Grenze f

ur die Verteilung und sind fundamental f

ur
die Entwicklung fortschrittlicher verteilter Prozesoftware. Die Zahl der neuen Dienste,
wie Multimediadienste, nimmt stetig zu. Deshalb mu ein Verbindungsmodell exible
mehrfache Kanalkontrolle unterst

utzen. Ein Kommunikationsmodell mu f

ur diese neu-
en Dienste konstruiert sein und es wird erwartet, da solch ein Modell objektorientiert
sein wird.
Um schnell komplexe Dienste einf

uhren zu k

onnen, ist eine einheitliche verteilte Pro-
zeumgebung n

utzlich, die es Netzwerkknoten erlaubt, Dienste anzubieten, und es an-
deren Diensten erlaubt, auf diese Dienste zuzugreifen.
Vornehmlich aus diesen Gr

unden wird sich die heutige IN-Architektur zu einer Informa-
tions-Netzwerk-Architektur entwickeln. Dabei liegt die Konzentration auf einer fort-
schrittlichen Entwicklung vom physikalischen Netzwerk hin zu einem Software System
mit den Prinzipien des verteilten Arbeitens der Software Architektur.
Ein Informations-Netzwerk Modell erfordert ein objektorientiertes Modell zur Entwick-
lung von verteilten Anwendungen, welches Prinzipien der Trennung unterst

utzt. Diese
Prinzipien sind:
{ Trennung zwischen Verbindungs- und

Ubertragungsprodukttechnologiedetails und
Funktionen, die mit dem Dienst zu tun haben
{ Trennung zwischen gemeinsamem Dateimanagement und der gesch

aftsspezischen
Nutzung dieser Daten
{ Trennung zwischen Details der Benutzerschnittstellen und anderen Kerngesch

afts-
funktionen
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In den n

achsten Abschnitten werden die Komponenten und Konzepte eines objektorien-
tierten Modells beschrieben.
2.2.1 Objekte und Dienste Ein Objekt ist ein Teil des Telekommunikationssystems.
Es umfat Daten und deren Verarbeitung. Dabei werden zwei Arten von Objekten un-
terschieden, die
"
rechnenden\ Objekte und die
"
nichtrechnenden\ Objekte.
Zu einem rechnenden Objekt geh

ort eine Menge von Operationen, die auf diesem Objekt
deniert ist. Ein solches Objekt interagiert mit anderen rechnenden Objekten, indem es
Operationen auf diesen aufruft. Ein Zugri oder eine Ver

anderung der Datenkomponente
ist nur durch eine der Operationen m

oglich, die auf diesem Objekt deniert sind. Beispiele
f

ur rechnende Objekte sind:
{ Objekte, die den k

urzesten Weg zwischen Quelle und Bestimmungspunkt einer Ver-
bindung berechnen
{ Objekte, die Managementoperationen auf einer physikalischen Schicht unterst

utzen
Nichtrechnende Objekte interagieren miteinander in allgemeinerer Art und Weise durch
den Austausch von Information, die als Sequenz von Bits codiert ist. Beispiele f

ur nicht-
rechnende Objekte sind:
{ Bidirektionale Gespr

achskommunikation
{ Audio Video Kommunikation
Unter Diensten versteht man eine Menge von F

ahigkeiten, die von einem Objekt ange-
boten oder unterst

utzt werden, das von anderen Objekten benutzt werden kann. Dienste
k

onnen auch Endbenutzern angeboten werden (z.B. Konferenzschaltungen). Die De-
nition von Diensten, die durch Objekte zur Verf

ugung gestellt werden, besteht aus der
Festlegung der Schnittstelle und der Dienstsemantik. Ein Objekt kann mehrere Dienste
zur Verf

ugung stellen, welche jeweils eine andere Semantik haben. Zwei Objekte, die

uber
einen Dienst interagieren, haben eine Dienstgeber/Dienstnehmer-Beziehung.
Jeder Dienst ist eine Instanz eines Diensttyps, wobei Dienste, die Instanzen desselben
Diensttyps sind, identische Dienstschnittstellen und -semantik haben. Instanzen k

onnen
sich in der Leistung, der Qualit

at der Dienstparameter, den Geb

uhren usw. unterschei-
den. Diese Aspekte werden Dienstattribute genannt.
2.2.2 Building Blocks und Dienstvertr

age Ein Building Block ist ein Software-
produkt, das mehr als ein rechnendes Objekt enth

alt. Ein solches Objekt innerhalb eines
Building Blocks kann einen Dienst anbieten, dessen Merkmale in einem Dienstvertrag
festgelegt sind. Objekte aus verschiedenen Building Blocks interagieren nur

uber einen
Dienstvertrag. Die Infrastruktur f

ur diese Interaktion wird durch eine verteilte Prozeum-
gebung zur Verf

ugung gestellt. Ein Building Block kann mehrere Dienstvertr

age anbieten.
Er hat folgende Merkmale:
{ Einheit des Betriebs: Ein Building Block ist als eine Einheit installiert und verwaltet.
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{ Einheit der Verteilung: Ein Building Block ist immer an einem Knoten des Netzwerks
lokalisiert. Die Adressierung kann sich

andern. Um lokale Transparenz zu gew

ahrleis-
ten, ist jeder Dienstvertrag durch einen logischen Namen deniert, der unabh

angig
vom Ort des Building Blocks ist.
{ Einheit der Sicherheit : Interaktionen

uber Building Blocks werden durch Sicher-
heits

uberpr

ufungen abgesichert, Interaktionen innerhalb von Building Blocks nicht.
{ Einheit der Interaktion: Interaktionen

uber Building Blocks sind nur durch Dienst-
vertr

age m

oglich, die durch standardisierte Modelle, Protokolle und Notationen spezi-
ziert sind. Interaktionen innerhalb von Building Blocks k

onnen nichtstandardisierte
Modelle und Protokolle benutzen.
2.2.3 Anordnung von Objekten in Building Blocks Eine grundlegende Metho-
de, an die man sich bei der Anordnung von Objekten in Building Blocks halten sollte,
ist das Segmentierungsprinzip. Dieses Prinzip besagt, da Funktionalit

aten, die von der
Technologie zur Vermittlungs- und

Ubertragungsausr

ustung benutzt werden, von den
anderen Funktionalit

aten getrennt werden sollen.
Die erste Kategorie nennt man

Ubertragungssegment Funktionen. Sie unterst

utzen die
Vermittlung und die

Ubertragung von Information (z.B. Vermittlungsausr

ustungskon-
trollfunktionen).
Die zweite Kategorie sind die Dienstsegment Funktionen. Sie befassen sich mit dem
Management von Netzwerkressourcen und Endbenutzerdiensten (z.B. Abrechnungsver-
waltung).
Dienstsegment Building Blocks und

Ubertragungssegment Building Blocks interagieren
nur

uber Vertr

age. Diese Interaktion basiert auf dem Agentenmodell, das von Netz-
werkmanagementstandards festgelegt wird. Jeder

Ubertragungssegment Building Block
unterst

utzt Managementoperationen durch Sammlung von Information

uber Netzwerk-
ressourcen, die als Managementobjekte modelliert sind. Diese Operationen sind in Ver-
tr

agen angeordnet. Dienstsegment Building Blocks erf

ullen ihre Managementfunktionen
durch das Anrufen dieser Vertr

age.

Ubertragungssegment Building Blocks nutzen bei der
Implementierung ihrer Vertr

age produktspezische Technologien.
Diese Trennung erlaubt die Wiederverwendbarkeit von Dienstsegment Building Blocks

uber die verschiedenen Herstellerausr

ustungen, die auf unterschiedlichen Technologien
beruhen. Desweiteren erlaubt diese Trennung eine schnellere Einf

uhrung und Modika-
tion von Diensten.
2.3 Verteilte Prozeumgebung
Eine Verteilte Prozeumgebung (DPE, Distributed Processing Environment) unterst

utzt
die erforderliche Infrastruktur, um Objekte aus verschiedenen Building Blocks interagie-
ren zu lassen. Sie unterst

utzt verteilte Transparenz, indem die Komplexit

at der Vertei-
lung vor den Objekten verborgen wird. Die meisten Komponenten der DPE sind mit
Hilfe von Building Blocks und Vertragsprinzipien aufgebaut. So ist gesichert, da die
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einzelnen Komponenten nur

uber Standardprotokolle interagieren. Der Zweck der DPE
ist das Anbieten von Diensten, die verteiltes Bearbeiten erm

oglichen (vgl. Abbildung 80).
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Abbildung 80. Dienstsegmentierung
Ein intelligentes Netzwerk kann in vier Ebenen untergliedert werden.
{ Die unterste Ebene ist die grundlegende Rechen- und Kommunikationsumgebung.
Diese besteht aus dem Betriebssytem und damit verbundenen Diensten, wie z.B.
Diensten der Transportschicht, die Ende-zu-Ende Kommunikation unterst

utzen.
{ Die n

achste Ebene besteht aus der bereits vorgestellten DPE. Die DPE-Laufzeitumge-
bung besteht aus zwei Komponenten, dem DPE-Kern und den DPE-Dienstgebern.
Der DPE-Kern unterst

utzt dabei Mechanismen zum Senden und Empfangen von
Nachrichten. Bei DPE-Dienstgebern hingegen k

onnen die folgenden unterschieden
werden:
 Vertragsh

andler : Er unterst

utzt die Vertragsregistration und Vertragsauswahl-
dienste.
 Authentisierungs-Server : Dieser Server unterst

utzt die Dienste zur Authentisie-
rung der Benutzer und der Building Blocks.
 Genehmigungs-Server : Er unterst

utzt die Dienste zum Setup und zur Modikation
von Zugangskontrollen in Dienstvertr

agen.
DPE Dienstgeber werden mit Hilfe von Building Blocks und Vertragsprinzipien auf-
gebaut. Jeder Dienstgeber unterst

utzt einen oder mehrere Vertr

age, die von Building
Blocks oder anderen Dienstgebern genutzt werden k

onnen. Der DPE-Kern ist in je-
dem Netzwerkknoten vorhanden.
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{ Die n

achste Ebene wird als Netzwerkressourcenmanagement bezeichnet. Sie befat
sich mit dem Management und der Kontrolle von Netzwerkressourcen. Man unter-
scheidet zwei Funktionen:
 Systemmanagement-Funktionen: Diese Funktionen unterst

utzen das Management
von individuellen Netzwerkressourcen.
 Netzwerkmanagement-Funktionen: Diese Funktionen benutzen Systemmanagement-
Funktionen, um Strategien des Netzwerkressourcenmanagements durchzusetzen.
Auerdem wird das Zusammenspiel verschiedener Netzwerkressourcen verwaltet.
{ Die oberste Ebene ist die Dienstebene des Informationsnetzwerkes. Sie ist aus Dienst-
segment Building Blocks zusammengesetzt. Diese unterst

utzen dienstspezische Funk-
tionen f

ur Endbenutzer.
2.4 Exkurs: Die Architektur eines Telekommunikations Management
Netzwerkes
Funktional kann ein Telekommunikations Management Netzwerk (TMN) in die folgenden
f

unf Schichten untergliedert werden [AKS93]:
{ Netzwerkelement-Schicht : Hier werden alle Elemente modelliert, die das zu managen-
de Netzwerk bilden.
{ Netzwerkelementmanagement-Schicht : Sie ist verantwortlich f

ur das Management ei-
ner Teilmenge der Netzwerkelemente im gesamten Netz.
{ Netzwerkmanagement-Schicht : Diese Schicht ist f

ur die technische Unterst

utzung der
von h

oheren Schichten angeforderten Dienste verantwortlich.
{ Dienstmanagement-Schicht : Sie ist f

ur alle Verhandlungsergebnisse zwischen einem
Benutzer und dem ihm angebotenen Dienst verantwortlich.
{ Unternehmensweite Management-Schicht : Diese Schicht ist f

ur das Management des
gesamten Unternehmens verantwortlich.
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3 Die Telekommunikations-Informations-Netzwerk
Architektur (TINA)
3.1 Einf

uhrung
3.1.1 Das TINA-Konsortium Das TINA-Konsortium ist ein multinationales, welt-
weites Konsortium mit dem Ziel, eine oene Architektur f

ur Telekommunikationsdien-
ste zu denieren und diese zu validieren [DNI95]. Diese Architektur soll auf verteiltem
Rechnen basieren und ist mit objektorientierten Konzepten sowie anderen Standards der
Telekommunikations- und Computerindustrie in Verbindung zu bringen (z.B. IN, TNM).
Seit der Gr

undung im Jahre 1992 in Japan arbeiten Ingenieure von mehr als 30 Unter-
nehmen an diesem Projekt. Im Moment arbeiten mehr als 40 Ingenieure im zentralen
Team in New Jersey. Die ersten beiden Teile der TINA-Architektur Spezikation wurden
in den Jahren 1993 und 1994 fertiggestellt, der dritte sollte Ende 1995 folgen.
3.1.2 Die Ziele des Konsortiums Viele Fragen, denen die Telekommunikationsin-
dustrie gegen

ubersteht, sind weltweit

ahnlich. Netzwerkbenutzer erwarten, da Hinder-
nisse abgebaut und sie an den Netzwerken beteiligt werden. Vielfach ist nicht mehr die
Frage, wie man einen standardisierten Dienst unterst

utzt, sondern welchen und wann.
Das Intelligente Netzwerk (IN) und das Telekommunikations Management Netzwerk
(TMN) sind bereits zwei weitgehend anerkannte standardisierte Versuche, Teile dieser
Fragen zu l

osen. Sie m

ussen jedoch zusammen betrachtet werden.
Die Vision des TINA-Konsortiums ist eine einheitliche Architektur f

ur die oene Tele-
kommunikation. Diese Architektur soll sich nach dem Bedarf der traditionellen und der
neuen Dienste sowie dem der Management- und Operationsdienste richten und exibel
f

ur neue Technologien sein. Die Softwarearchitektur sollte dazu folgendes anbieten:
{ Wiederverwendbarkeit von Softwarekomponenten
{ Unterst

utzung netzwerkweiter Softwarebenutzung
{ leichte Konstruktion, leichter Test und leichter Einsatz der Dienste
{ Verbergen der Komplexit

at der zugrundeliegenden Technologie und der durch die
Verteilung hervorgebrachten Komplexit

at vor dem Programmierer
Die neuesten Fortschritte im verteilten Rechnen und der objekt-orientierten Analyse
sollen zu diesem Zweck verwendet werden.
3.2 Die TINA-Architektur
Die TINA-Architektur ist in die drei Bereiche Computing-, Dienst- und Management-
architektur unterteilt. Jeder dieser Bereiche wird in einem der folgenden Abschnitte
vorgestellt.
Die generelle Architektur der Dienste ist dabei so, wie sie in Kapitel 2 bereits beschrie-
ben wurde. Um eine gute Strukturierung zu erreichen, werden die regul

aren (nicht DPE)
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Dienstkomponenten in drei Kategorien unterteilt, die aktuellen Dienstkomponenten, die
in der Dienstarchitektur beschrieben werden, die Ressourcenmanagement Komponen-
ten und die Ressourcen Komponenten, die in der Managementarchitektur beschrieben
werden (vgl. Abbildung 81).
Hardware
umgebung
verteilte Umgebung
Dienste Ressourcen-
manage-
ment
Ressour-
cen
Netzwerk
Ressourcen
Natuerliche Computing- und Kommunikations-
Abbildung 81. generelle Architektur
3.2.1 Die Computingarchitektur Eines der ersten Prinzipien der TINA-Compu-
tingarchitektur ist die Nutzung der Objektorientiertheit. Als eine Verbesserung des RM-
ODP Objektmodells wurde ein zusammengesetztes Modell mit einer sinnvollen Trennung
der Bereiche einer Softwarekomponente unterst

utzt. Dieses Modell (USCM) besagt, da
jede Softwarekomponente aus einem Kern, der das Modell grunds

atzlich beschreibt, ei-
nem Nutzungsteil, der das Erscheinungsbild f

ur den Benutzer beschreibt, einem Manage-
mentteil, der Operationen, Wartung und Verwaltung der Komponente unterst

utzt, und
einem Substanzteil, der die Abh

angigkeit zu anderen Komponenten beschreibt, besteht.
Ein anderes Prinzip der TINA-Computingarchitektur besagt, da Telekommunikations-
dienste, Telekommunikationsmanagementdienste und verteilungsspezische Gesichtspunk-
te als softwarebasierte Anwendungen betrachtet werden.
Das Interaktionsmodell schreibt dabei die Regeln vor, nach denen eine Softwarekompo-
nente mit einer anderen interagieren kann (computationel modeling concept). Die Soft-
warekomponenten interagieren

uber Schnittstellen, wobei jede Komponente Dienste an
mehreren Schnittstellen anbietet und Dienste anderer Schnittstellen aufrufen kann.
Bei den Schnittstellen kann zwischen verarbeitenden Schnittstellen und Datenuschnitt-
stellen unterschieden werden. An verarbeitenden Schnittstellen k

onnen Interaktionen in
Bezug auf den Aufruf der Operationen und die Antwort darauf gegliedert werden.
Datenuschnittstellen hingegen repr

asentieren Kommunikationsendpunkte oder verar-
beiten einen Informationsu. Die Schnittstellen sind unabh

angig von einer Program-
miersprache durch eine Spezierungsnotation festgelegt. Wie bereits in Kapitel 2 be-
schrieben, liefert die verteilte Prozeumgebung (DPE) dabei die Grundlagen f

ur die
softwarebasierten Anwendungen.
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3.2.2 Dienstarchitektur Die grundlegende Computingarchitektur wurde erweitert
um Konzepte und Prinzipien, die in der Dienstarchitektur zusammengefat sind. Diese
Dienstarchitektur stellt Mittel zur Verf

ugung, umDienste und eine Dienstunterst

utzungs-
umgebung zu bilden. Sie ist anwendbar auf eine Menge von Diensttypen, z.B. auf Ma-
nagementdienste, Informationsdienste, Transportdienste und Zugangsdienste.
Die Dienstarchitektur enth

alt eine Denition der Grunds

atze,

uber die nachgedacht
werden mu, wenn ein Dienst deniert wird, und eine Denition

uber die Rolle, die
diese Dienste spielen. Die wichtigsten Rollen sind die des Benutzers, des Teilnehmers,
des Netzwerkbetreibers, des Dienstanbieters, des Dienst/Netzwerk-Designers und des
Dienst/Netzwerk-Managers. Es wurde auch ein Lebenszyklusmodell entworfen, in dem
f

unf Zust

ande eines Dienstes unterschieden werden:
{ der Bedarf eines Dienstes
{ die Konstruktion eines Dienstes
{ die Einrichtung eines Dienstes
{ die Ausf

uhrung eines Dienstes
{ die Zur

ucknahme eines Dienstes
Die Dienstarchitektur identiziert auerdem die wichtigsten Laufzeitkomponenten der
meisten Dienste. Dies erlaubt es, eine Bibliothek von wiederverwendbaren Komponenten
aufzubauen, die n

utzlich sind, um weitere Dienste zu entwickeln. Diese Komponenten
bestehen unter anderem aus:
{ generischen Endpunkten f

ur Sitzungen
{ Benutzeragenten
{ Managern f

ur Dienstsitzungen
{ Managern f

ur Kommunikationssitzungen
Ein Informationsmodell und ein Ausf

uhrungsmodell sind bereits verf

ugbar. Die Dienst-
architektur tritt ferner f

ur eine Trennung zwischen Dienstlogik und Verbindungsverwal-
tung auf der einen sowie Ressourcenbereitstellung, -kontrolle und -management auf der
anderen Seite ein. Diese Trennung erlaubt es, Dienste unabh

angig vom Netzwerk zu ent-
werfen, und aus dem Netzwerkbetrieb erh

ohten Gewinn zu erzielen, indem mehr Dienste
angeboten werden k

onnen.
3.2.3 Managementarchitektur Die Managementarchitektur speziziert eine Menge
von wiederverwendbaren Managementfunktionen in Bezug auf Netzwerkmanagement-
dienste, Dienstmanagementdienste und DPE-Managementdienste.
Desweiteren wurden wichtige Richtlinien und Prinzipien in diese Architektur aufgenom-
men, wie beispielsweise die Schichtenstruktur des TMN-Modells, die OSI-basierte funk-
tionale Trennung der Managementbereiche sowie das Paradigma der Managed Objects.
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Aus der Sicht der Informationsbehandlung f

uhrt die Anwendung der oben genannten
Prinzipien zur Betrachtung von Managementdiensten und ihre gemanageten Ressourcen
als m:n-Relationen. Eine Managementressource, wie z.B. ein Transportnetzwerk, wird
modelliert als eine Zusammensetzung von Teilnetzwerken, Verbindungen, Endpunkten
und Wegen, die Endpunkte durch Aneinanderreihen von Teilstrecken verbinden.
Aus der Sicht der Ausf

uhrung f

uhrt die Anwendung der genannten Prinzipien dazu, da
so viele Softwarekomponenten deniert werden, wie funktionale Managementbereiche
(OSI) pro TMN-Schicht vorhanden sind. So tritt die TINA-Managementarchitektur z.B.
f

ur eine Trennung zwischen dem Verbindungsverwalter auf der Netzwerkmanagement-
Schicht und dem auf der Netzwerkelementmanagement-Schicht ein. Die zur Zeit spezi-
zierten Softwarekomponenten umfassen Verbindungs-Managementdienste, Ressourcen-
Kongurationsdienste, Fehler-Managementdienste, CSPS DPE-Managementdienste und
Beschreibungsdienste.
Das n

achste Kapitel beschreibt als ein Ergebnis von TINA das Netzwerk Ressourcen
Modell.
3.3 Das TINA Netzwerk Ressourcen Modell
3.3.1 Zweck Das Netzwerk Ressource Informations Modell (NRIM) deniert ein Mo-
dell der Netzwerkressourcen, das der Dienstsoftware die notwendige Abstraktion zur
Verf

ugung stellt, um die Ressourcen des Netzwerks zu benutzen und zu verwalten
[LPW
+
96]. Dienstsoftware nutzt das NRIM, wenn Netzwerkverbindungen aufgebaut wer-
den m

ussen, und wenn sie f

ur das Management von Netzwerkressourcen verantwortlich
ist. Das Modell unterst

utzt eine vollst

andige Sicht der Verbindungen auf allen Netzwer-
kebenen. Die Sicht der obersten Ebene wird f

ur Anwendungen genutzt.
Die Ziele der NRIM-Spezikation sind, die Managementressourcen zu spezizieren, die
den Dienstanwendern zur Verf

ugung gestellt werden, die Managementressourcen zu spe-
zizieren, die den Netzwerkmanagementanwendungen zur Verf

ugung gestellt werden, und
die Wiederverwendbarkeit der Dienste und der Netzwerkmanagement-Anwendungssoft-
ware zu erm

oglichen. Das TINA Netzwerk Ressourcen Modell bietet eine generische
Betrachtungsweise von Netzwerkressourcen wie Teilnetzwerken, Netzwerkelementen,We-
gen, Verbindungen und Endpunkten aus Sicht der Informationsbehandlung. Die grunds

atz-
lichen Ziele des NRIM sind dabei:
{ verschiedene Diensttypen zu unterst

utzen
{ von der

Ubertragungs- und Vermittlungstechnologie unabh

angig zu sein
{ bestehende Standards bestm

oglich zu nutzen
3.3.2 Nutzung von bisherigen Ergebnissen ITU-T Empfehlung G.803 besagt, da
jedes Netzwerk aus einer Anzahl von geschichteten Netzwerken besteht. Diese geschich-
teten Netzwerke k

onnen in Subnetzwerke und Verbindungen zerlegt werden. Subnetz-
werke bestehen wiederum aus kleineren Subnetzwerken und zugeh

origen Verbindungen.
Am Ende der Zerlegung erh

alt man ein Netzwerkelement. Die Verbindungsbeziehung der
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Dienstgeber/nehmer Beziehung zwischen benachbarten Schichten wird durch einen Weg
des Netzwerks der Dienstschicht zur Verf

ugung gestellt.
Standard M.3100 zum generischen Netzwerkinformationsmodell erkl

art eine Reihe von
generischen Objekt

uberklassen, wie das Managed Element und den Endpunkt.
Die gr

ote Erg

anzung der TINA zu den oben genannten Modellen ist das Konzept
des Verbindungsdiagramms. Es zeigt ein Modell der Verbindungsm

oglichkeiten zwischen
Endpunkten, unabh

angig davon, wie es geschaen wurde, und unabh

angig von der zu-
grundeliegenden Netzwerktechnologie.
Das TINA NRIM deniert auch andere Objekttypen wie:
{ die Verbindungsgruppe: Diese hat zum Ziel, Gruppen von Verbindungen zu managen,
die synchronisiert werden m

ussen.
{ Kante: Sie geht mit Mobilit

at und mehrartigen Verbindungen um.
3.3.3 Das Modell Das NRIM-Modell besteht aus einer Reihe von Bereichen. Bis-
her wurden neun solcher Bereiche deniert. Als ein Beispiel wird der Verbindungs-
Modellbereich beschrieben.
Der Verbindungs-Modellbereich enth

alt vor allem Objekte der Ressourcenebene. In Be-
zug auf Verbindungsm

oglichkeiten k

onnen innerhalb des geschichteten Netzwerks zwei
verschiedene Verbindungstypen unterschieden werden:
{ Subnetzwerkverbindung (SNC): Sie beschreibt die Verbindungsm

oglichkeit in einem
Subnetzwerk und ist exibel beim Auf- und Abbau als Teil des Verbindungsmanage-
ments.
{ Verbindung: Sie beschreibt die Verbindungsm

oglichkeit zwischen zwei Subnetzwerken
und ist unexibel in Bezug auf das Verbindungsmanagement.
Die Topologische Verbindung und ihre Einzelverbindungen werden vom Ressourcen-
Kongurationsmanagement verwaltet, Subnetzverbindungen hingegen durch das Verbin-
dungsmanagement.
Die ITU Empfehlung G.803 f

uhrt ein Tandem-Verbindungsobjekt ein, das seriell verbun-
dene Verbindungen und Subnetzverbindungen identiziert. W

ahrend ein Weg(objekt)
nur Wissen

uber seine Endpunkte besitzt, hat eine Tandem -Verbindung das Wissen

uber alle seine individuellen Subnetzverbindungen und deren Verbindungen, die zusam-
men die Ende-zu-Ende Verbindungsm

oglichkeit bieten.
Ein Kanten-Objekt bindet einen existierenden Endpunkt an eine Subnetzverbindung.
Die Endpunkte werden dabei durch die Ressourcenverwaltung zur Verf

ugung gestellt
und verwaltet. Instanzen der Kanten-Klasse werden vom Verbindungsmanagement beim
Aufbau einer Verbindungen gebildet und gel

oscht, wenn die Verbindung abgebaut wird.
Bei Einrichtung einer Subnetzverbindung wird gleichzeitig ein Kanten-Objekt erzeugt
und an den quellseitigen Endpunkt gebunden. Ein Verbindungsobjekt hat somit folgendes
Aussehen.
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4 Zusammenfassung
Dem TINA-Konsortium ist es gelungen, eine Softwarearchitektur zu denieren, die be-
reits auf den wichtigen Standards des verteilten Arbeitens aufbaut.
Sie besteht aus einer Computing Architektur, die die Basis f

ur alle verteilte Telekommuni-
kationssoftware-basierten Anwendungen bietet, einer Dienstarchitektur, die Konzepte
der Dienstbildung, -entwicklung und -bearbeitung hinzuf

ugt, und einer Managementar-
chitektur, die wiederverwendbare Managementdienste erkennt und Richtlinien zur Ent-
wicklung von Managementdiensten und Managementressourcen deniert hat. Die TINA-
Architektur will dem Telekommunikationsanbieter helfen, Breitband-Multimediadienste
ezient zu entwickeln.
Neben einer allgemeinen Vorstellung der TINA-Architektur pr

asentiert dieser Beitrag das
vom TINA-Konsortium entwickelte Netzwerk Ressourcen Modell (NRIM). Das NRIM
baut auf bestehenden Konzepten auf und unterst

utzt eine Reihe neuer Multimedia Dien-
ste, indem es ein Modell der Netzwerkressourcen deniert, das der Dienstsoftware die
notwendige Abstraktion zur Verf

ugung stellt, um die Ressourcen des Netzwerks zu be-
nutzen und zu verwalten.
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