1 Abstract 1 A cornerstone of theoretical neuroscience is the circuit model: a system of equations that captures 2 a hypothesized neural mechanism. Such models are valuable when they give rise to an experimen-3 tally observed phenomenon -whether behavioral or in terms of neural activity -and thus can offer 4 insights into neural computation. The operation of these circuits, like all models, critically depends 5 on the choices of model parameters. Historically, the gold standard has been to analytically derive 6 the relationship between model parameters and computational properties. However, this enterprise 7 quickly becomes infeasible as biologically realistic constraints are included into the model increas-8 ing its complexity, often resulting in ad hoc approaches to understanding the relationship between 9 model and computation. We bring recent machine learning techniques -the use of deep generative 10 models for probabilistic inference -to bear on this problem, learning distributions of parameters 11 that produce the specified properties of computation. Importantly, the techniques we introduce 12 offer a principled means to understand the implications of model parameter choices on compu-13 tational properties of interest. We motivate this methodology with a worked example analyzing 14 sensitivity in the stomatogastric ganglion. We then use it to generate insights into neuron-type 15 input-responsivity in a model of primary visual cortex, a new understanding of rapid task switch- 16 ing in superior colliculus models, and attribution of error in recurrent neural networks solving a 17 simple mathematical task. More generally, this work suggests a departure from realism vs tractabil-18 ity considerations, towards the use of modern machine learning for sophisticated interrogation of 19 biologically relevant models. 20 1 2 INTRODUCTION 2 Introduction 21
3.2 A deep generative modeling approach to emergent property inference 3 RESULTS (Section B.1.1). 146 3.2 A deep generative modeling approach to emergent property inference 147 Emergent property inference (EPI) systematizes the three-step procedure of the previous section. 148 First, we consider the model as a coupled set of differential (and potentially stochastic) equations 149 [23]. In the running STG example, its activity x = [x f1 , x f2 , x hub , x s1 , x s2 ] is the membrane potential (1)
where C m =1nF, and h leak , h Ca , h K , h hyp , h elec , h syn are the leak, calcium, potassium, hyperpolar- 
which completes the quantification of the emergent property. 161 Third, we perform emergent property inference: we find a distribution over parameter configura-162 tions z, and insist that samples from this distribution produce the emergent property; in other 163 words, they obey the constraints introduced in Equation 2. This distribution will be chosen from in Figure 1C (see Section B.1). Then, mathematically, we must solve the following optimization 
where T (x), µ are defined as in Equation 2, and p(x|z) is the intractable distribution of data from 170 the model, x, given that model's parameters z (we access samples from this distribution by running 171 the model forward). The purpose of each element in this program is detailed in Figure 1D . Finally,
172
we recognize that many distributions in Q will respect the emergent property constraints, so we 173 require a normative principle to select amongst them. 
Stars indicate the linear response prediction. C. EPI distributions on differential input dh conditioned on differential response B(α, y). Supporting evidence for the four generated hypotheses are indicated by gray boxes with labels H1, H2, H3, and H4. The linear prediction from two standard deviations away from y (from negative to positive) is overlaid in magenta (very small, near origin).
of GABAergic interneurons in V1 [40, 41, 42] , and that these inhibitory cell types follow specific 197 connectivity patterns ( Fig. 2A) and a power n = 2, the dynamics are driven by the rectified and exponentiated sum of recurrent 205 (W x) and external h inputs:
The effective connectivity weights W were obtained from experimental recordings of publicly avail-
neuron-type population. Throughout subsequent analyses, the baseline input is b = [1, 1, 1, 1] .
210
With this model, we are interested in the differential responses of each neuron-type population to 211 changes in input dh. Initially, we studied the linearized response of the system to input dxss dh at the 212 steady state response x ss , i.e. a fixed point. All analyses of this model consider the steady state 213 response, so we drop the notation ss from here on. While this linearization accurately predicts 214 differential responses dx = [dx E , dx P , dx S , dx V ] for small differential inputs to each population 215 dh = [0.1, 0.1, 0.1, 0.1] ( Fig 2B left) , the linearization is a poor predictor in this nonlinear model 216 more generally (Fig. 2B right) . Currently available approaches to deriving the steady state response 217 of the system are limited.
218
To get a more comprehensive picture of the input-responsivity of each neuron-type beyond linear 219 theory, we used EPI to learn a distribution of the differential inputs to each population dh that 220 produce an increase of y ∈ {0.1, 0.5} in the rate of each neuron-type population α ∈ {E, P, S, V }.
221
We want to know the differential inputs dh that result in a differential steady state dx α (the change 222 in x α when receiving input h = b+dh with respect to the baseline h = b) of value y with some small, 223 arbitrarily chosen amount of variance 0.01 2 . These statements amount to the emergent property
We maintain the notation B(·) throughout the rest of the study as short hand for emergent prop- level emergent properties like network syncing and differential neuron-type population responses.
256
In the remainder of the study, we focus on using EPI to understand models of more abstract 257 cognitive function. 
285
EPI demonstrates that, for greater task accuracies, the task mode eigenvalue increases, indicating 286 the importance of W to the task representation ( Fig. 4D , purple). Stepping from random chance 287 (50%) networks to marginally task-performing (60%) networks, there is a marked decrease of the 288 side mode eigenvalues ( Fig. 4D , orange). Such side mode suppression remains in the models achiev-289 ing greater accuracy, revealing its importance towards task performance. There were no interesting 290 trends with task accuracy in the all or diag mode (hence not shown in Fig. 4 ). Importantly, we can 291 conclude from our methodology that side mode suppression in W allows rapid task switching, and 292 that greater task-mode representations in W increase accuracy. These hypotheses are confirmed by 293 forward simulation of the SC model ( Fig. 4E ). Thus, EPI produces novel, experimentally testable 294 predictions: increase in rapid task switching performance should be correlated with changes in 295 effective connectivity resulting in an increase in task mode and decrease in side mode eigenvalues. 
where x is the network activity, W is the network connectivity, φ(·) = tanh(·), and h is the input to 
where χ i,j ∼ N (0, 1 N ), g is the random strength, and the entries of m and n are drawn from Gaussian 309 distributions m i ∼ N (M m , 1) and n i ∼ N (M n , 1). We used EPI to infer the parameterizations of 310 rank-1 RNNs solving an example task, enabling discovery of properties of connectivity that result 311 in different types of error in the computation. where:
The RNN is trained to solve this task by producing readout activity that is on average the posterior 317 mean µ post , and activity whose variability is the posterior variance σ 2 post (Fig. 5A , a setup inspired 
We specify a substantial amount of variance in these emergent property statistics, so that the given the model parameters. On the other end of the spectrum, many forward simulation iterations may be required before a high quality measurement of the emergent property statistic is available 382 (e.g. Section B.2.1). In such cases, optimization will be expensive. , it is unsurprising that these models pose a 401 challenge. In Section 3.3, we showed that EPI was far more informative about neuron-type input-402 responsivity than the predictions afforded through the available linear analytical methods. By
403
flexibly conditioning this V1 model on different emergent properties, we performed an exploratory 404 analysis of a model rather than a dataset, which generated a set of testable hypotheses, which 405 were proved out. Of course, exploratory analyses can be directed towards formulating hypotheses 406 of a specific form. For example, when interested in model parameter changes with behavioral 407 performance, one can use EPI to condition on various levels of task accuracy as we did in Section 408 3.4. This analysis identified experimentally testable predictions (proved out in-silico) of patterns 409 of effective connectivity in SC that should be correlated with increased performance.
410
In our final analysis, we presented a novel procedure for doing statistical inference on interpretable networks. International Conference on Learning Representations, 2017.
interneurons account for nearly 100% of neocortical gabaergic neurons. Developmental neuro-
Given a simulator defined by a theoretical model x ∼ p(x | z) and some emergent property of 599 interest B, q θ (z) is optimized via the neural network parameters θ to find an optimally entropic distribution q * θ within the deep variational family Q producing the emergent property:
Since we are optimizing parameters θ of our deep probability distribution with respect to the entropy 602 H(q θ (z), we will need to take gradients with respect to the log probability density of samples from 603 the deep probability distribution. To do EPI with the dynamics matrix elements as the free parameters z = a 1 a 2 a 3 a 4 (fixing 619 τ = 1), the emergent property statistics T (x) were chosen to contain the first-and second-moments 620 of the oscillatory frequency ω and the growth/decay factor d of the oscillating system. To learn the 621 distribution of real entries of A that yield a distribution of d with mean zero with variance 0.25 2 , and oscillation frequency ω with mean 1 Hz with variance (0.1Hz) 2 , we selected the real part of Those emergent property statistics were then constrained to
where ω = 1Hz. Unlike the models we presented in the main text, which calculate E x∼p(x|z) [T (x)] 628 via forward simulation, we have a closed form for λ 1 of the dynamics matrix. The eigenvalues can 629 be calculated using the quadratic formula:
where λ 1 is the eigenvalue of 1 τ A with greatest real part. . Instead, we can use EPI to learn the linear system 635 parameters producing such a band of oscillations ( Fig. S1B ).
636
Even this relatively simple system has nontrivial (though intuitively sensible) structure in the 637 parameter distribution. To validate our method (further than that of the underlying technology on 638 a ground truth solution [20] ) we analytically derived the contours of the probability density from the 639 emergent property statistics and values (Fig. S2 ). In the a 1 − a 4 plane, the black line at real(λ 1 ) = 640 a 1 +a 4 2 = 0, and the dotted black line at the standard deviation real(λ 1 ) = a 1 +a 4 2 ±0.25, and the grey 641 line at twice the standard deviation real(λ 1 ) = a 1 +a 4 2 ± 0.5 follow the contour of probability density 642 of the samples. ( Fig. 2A) . The distribution precisely reflects the desired statistical constraints and 643 model degeneracy in the sum of a 1 and a 4 . Intuitively, the parameters equivalent with respect to 644 emergent property statistic real(λ 1 ) have similar log densities.
645
To explain the structure in the bimodality of the EPI distribution, we examined the imaginary When τ = 1 and a 1 a 4 > a 2 a 3 (center of distribution above), we have the following equation for the 648 other two dimensions:
Since we constrained E z∼q θ [imag(λ)] = 2π (with ω = 1), we can plot contours of the equation 650 imag(λ 1 ) 2 = a 1 a 4 − a 2 a 3 = (2π) 2 for various a 1 a 4 (Fig. S2A ). If
then we plot the contours as a 1 a 4 = 0 (black), a 1 a 4 = −σ 1,4 (black dotted), and a 1 a 4 = −2σ 1,4 652 (grey dotted) (Fig. S2B ). This validates the curved structure of the inferred distribution learned 653 through EPI. We take steps in negative standard deviation of a 1 a 4 (dotted and gray lines), since 654 there are few positive values a 1 a 4 in the learned distribution. Subtler model-emergent property 655 combinations will have even more complexity, further motivating the use of EPI for understanding 656 these systems. As we expect, the distribution results in samples of two-dimensional linear systems 657 oscillating near 1Hz (Fig. S3 ). 
676
The intention is that c and η start at values encouraging entropic growth early in optimization. 
However, this computation has cubic complexity in dimensionality for fully connected layers. By Consider the goal of doing variational inference with an exponential family posterior distribution 692 p(z | x). We use the following abbreviated notation to collect the base measure b(z) and sufficient 693 statistics T (z) intoT (z) and likewise concatenate a 1 onto the end of the natural parameterη(x).
694
The log normalizing constant A(η(x)) remains unchanged.
Variational inference with an exponential family posterior distribution uses optimization to mini-696 mize the following divergence [62]:
We analyze how the parameters z = g el g synA govern the emergent phenomena of network 718 syncing in a model of the stomatogastric ganglion (STG) shown in Figure 1A with activity x = 719 [x f1 , x f2 , x hub , x s1 , x s2 ]. Each neuron's membrane potential x α (t) for α ∈ {f1, f2, hub, s1, s2} is the 720 solution of the following differential equation:
The membrane potential of each neuron is affected by the leak, calcium, potassium, hyperpolariza-722 tion, electrical and synaptic currents, respectively, which are functions of all membrane potentials 723 and the conductance parameters z. The capacitance of the cell membrane was set to C m = 1nF .
724
Specifically, the currents are the difference in the neuron's membrane potential and that current 725 type's reversal potential multiplied by a conductance:
The reversal potentials were set to V leak = −40mV , V Ca = 100mV , V K = −80mV , V hyp = −20mV , 732 and V syn = −75mV . The other conductance parameters were fixed to g leak = 1 × 10 −4 µS. g Ca , 733 g K , and g hyp had different values based on fast, intermediate (hub) or slow neuron. Fast: g Ca = 734 1.9×10 −2 , g K = 3.9×10 −2 , and g hyp = 2.5×10 −2 . Intermediate: g Ca = 1.7×10 −2 , g K = 1.9×10 −2 , 735 and g hyp = 8.0 × 10 −3 . Intermediate: g Ca = 8.5 × 10 −3 , g K = 1.5 × 10 −2 , and g hyp = 1.0 × 10 −2 .
736
Furthermore, the Calcium, Potassium, and hyperpolarization channels have time-dependent gating 737 dynamics dependent on steady-state gating variables M ∞ , N ∞ and H ∞ , respectively.
738
M ∞ = 0.5 1 + tanh
740 N ∞ = 0.5 1 + tanh Finally, there is a synaptic gating variable as well:
When the dynamic gating variables are considered, this is actually a 15-dimensional nonlinear 749 dynamical system.
750
In order to measure the frequency of the hub neuron during EPI, the STG model was simulated Finally, to differentiate through the maximum frequency identification, we used a sum-of-powers 764 normalization. Let X α ∈ C |Φ| be the complex exponential filter bank dot products with the signal x α ∈ R N , where α ∈ {f1, f2, hub, s1, s2}. The "frequency identification" vector is
The frequency is then calculated as ω α = v α Φ with β = 100.
767
Network syncing, like all other emergent properties in this work, are defined by the emergent 768 property statistics and values. The emergent property statistics are the first-and second-moments 769 of the firing frequencies. The first moments are set to 0.542Hz, while the second moments are set 
For EPI in Fig 2C, The dynamics of each neural populations average rate x = x E x P x S x V are given by:
Some neuron-types largely lack synaptic projections to other neuron-types [43], and it is popular 793 to only consider a subset of the effective connectivities [24, 44, 45] . We used the entries of this full effective connectivity matrix that are not considered to be ineffectual 800 (Equation 52).
801
We look at how this four-dimensional nonlinear dynamical model of V1 responds to different inputs, 802 and compare the predictions of the linear response to the approximate posteriors obtained through 803 EPI. The input to the system is the sum of a baseline input b = 1 1 1 1 and a differential 804 input dh:
All simulations of this system had T = 100 time points, a time step dt = 5ms, and time constant 806 τ = 20ms. And the system was initialized to a random draw x(0) i ∼ N (1, 0.01).
807
We can describe the dynamics of this system more generally by
where the input to each neuron is
Then, the linear response is
which is calculable by
This calculation is used to produce the magenta lines in Figure 2C , which show the linearly predicted 812 inputs that generate a response from two standard deviations (of B) below and above y.
813
The emergent property we considered was the first and second moments of the change in steady 814 state rate dx ss between the baseline input h = b and h = b + dh. We use the following notation to 815 indicate that the emergent property statistics were set to the following values: 
820
For each B(α, y) with α ∈ {E, P, S, V } and y ∈ {0.1, 0.5}, we ran EPI with five different random 821 initial seeds using an architecture of four coupling layers, each with two hidden layers of 10 units. 822 We set c 0 = 10 5 . The support of the learned distribution was restricted to z i ∈ [−5, 5]. 
830
We order the elements of x and u in the following manner
The internal variables follow dynamics:
with time constant τ = 0.09s and Gaussian noise σdB controlled by the magnitude of σ = 1.0. The 833 weight matrix has 8 parameters sW P , sW A , vW P A , vW AP , hW P , hW A , dW P A , and dW AP (Fig.   834 4B).
The system receives five inputs throughout each trial, which has a total length of 1. 
and an input to the right or left-side depending on where the light stimulus is delivered. 
We have an additional constraint that the Pro neuron on the opposite hemisphere should have the 851 opposite value (0 and 1). We can enforce this with a final constraint:
Since the maximum variance of a random variable bounded from 0 to 1 is the Bernoulli variance 853p
(1 −p), and the maximum squared difference between to variables bounded from 0 to 1 is 1, we 854 do not need to control the second moment of these test statistics. In practice, these variables are 855 dynamical system states and can only exponentially decay (or saturate) to 0 (or 1), so the Bernoulli 856 variance error and squared difference constraints can only be undershot. This is important to be 857 mindful of when evaluating the convergence criteria. Instead of using our usual hypothesis testing 858 criteria for convergence to the emergent property, we set a slack variable threshold only for these 859 technically infeasible emergent property values to 0.05.
860
Training DSNs to learn distributions of dynamical system parameterizations that produce Bernoulli 861 responses at a given rate (with small variance around that rate) was harder to do than expected.
862
There is a pathology in this optimization setup, where the learned distribution of weights is bimodal 863 attributing a fraction p of the samples to an expansive mode (which always sends x LP to 1), and a 864 fraction 1 − p to a decaying mode (which always sends x LP to 0). This pathology was avoided using 865 an inequality constraint prohibiting parameter samples that resulted in low variance of responses 866 across noise.
867
In total, the emergent property of rapid task switching at accuracy level p was defined as
For each accuracy level p, we ran EPI for 10 different random seeds and selected the maximum 869 entropy solution using an architecture of 10 planar flows with c 0 = 2. The support of z was R 8 .
in the presence of a constant input h = y − (n − M n ) can be derived following [26] are 897 κ r = G 1 (κ r , κ n , ∆ 0 , ∆ ∞ ) = M m κ n + y κ n = G 2 (κ r , κ n , ∆ 0 , ∆ ∞ ) = M n [φ i ] + [φ i ] ∆ 2 0 − ∆ 2 ∞ 2 = G 3 (κ r , κ n , ∆ 0 , ∆ ∞ ) = g 2 DzΦ 2 (κ r + ∆ 0 z) − Dz DxΦ(κ r + ∆ 0 − ∆ ∞ x + ∆ ∞ z)
where here z is a gaussian integration variable. We can solve these equations by simulating the 898 following Langevin dynamical system to a steady state. 899 l(t) = ∆ 0 (t) 2 − ∆ ∞ (t) 2 2 ∆ 0 (t) = 2x(t) + ∆ ∞ (t) 2 dκ r (t) dt = −κ r (t) + F (κ r (t), κ n (t), ∆ 0 (t), ∆ ∞ (t)) dκ n (t) dt = −κ n + G(κ r (t), κ n (t), ∆ 0 (t), ∆ ∞ (t)) dl(t) dt = −l(t) + H(κ r (t), κ n (t), ∆ 0 (t), ∆ ∞ (t)) d∆ ∞ (t) dt = −∆ ∞ (t) + L(κ r (t), κ n (t), ∆ 0 (t), ∆ ∞ (t))
Then, the chaotic variance, which is necessary for the Gaussian posterior conditioning example, is 900 simply calculated via
In addition to the Gaussian posterior conditioning example in Section 3.5, we modeled two tasks 902 from Mastrogiuseppe et al.: noisy detection and context-dependent discrimination. We used the 903 same theoretical equations and task setups described in their study. 
