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Resumen El desarrollo sustentable y eﬁciente de los cultivos implica
un seguimiento sobre los factores que afectan a los mismos. Esta investi-
gacio´n busca determinar las caracter´ısticas que inﬂuyen en el desarrollo
de los cultivos c´ıtricos a trave´s de las variables ﬁtofenolo´gicas que son
almacenadas en el sistema FruTIC, mediante te´cnicas de miner´ıa de da-
tos. La metodolog´ıa utilizada es CRISP-DM y la implementacio´n en el
lenguaje R. Los modelos de clasiﬁcacio´n construidos fueron evaluados
con las me´tricas Kappa y a´rea bajo la curva ROC; y los de regresio´n,
con el RMSE y R2. La prediccio´n de las variables tuvieron una precisio´n
superior al 76% para la mayor´ıa de los modelos, excepto para minador y
Diaphorina; aun as´ı se pudieron identiﬁcar y cuantiﬁcar la importancia
de los atributos predictores con respecto a cada una de las variables ob-
jetivos deﬁnidas. De los modelos implementados random forest y xgboost
obtuvieron mejor desempen˜o.
Palabras Clave: Miner´ıa de datos · Metodolog´ıa CRISP-DM · Culti-
vos c´ıtricos · Modelos de prediccio´n de rendimiento · FruTIC · Manejo
integrado de cultivos.
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1. Introduccio´n
El manejo integrado de cultivos deﬁne estrategias que abarcan varios conceptos
a tener en cuenta en el desarrollo de cultivos: la sustentabilidad del medio am-
biente, el manejo de plagas y enfermedades, y el uso eﬁciente de los recursos con
el objetivo de lograr el mejor rendimiento posible.
Una herramienta desarrollada por el INTA para el manejo integrado de cul-
tivos es el FruTIC [1] [2]. La misma es utilizada para generar reportes y alertas
en tiempo real y operativo a los productores y te´cnicos, e informar los momentos
o´ptimos para realizar las diferentes intervenciones en el cultivo, permitiendo as´ı
un uso ma´s eﬁciente de los recursos disponibles. Este sistema almacena informa-
cio´n sobre las variables meteorolo´gicas, las etapas de desarrollo de los cultivos y
la incidencia de plagas y enfermedades.
Si bien esta herramienta provee de varias funcionalidades de gran utilidad,
se ha podido observar que al tratarse de una herramienta de manejo integrado
de cultivos no se evalu´an las distintas variables dentro de las bases de datos del
FruTIC de una manera conjunta. Por ello se ha propuesto realizar un ana´lisis
integrado de las variables presentes por medio de te´cnicas de miner´ıa de datos
para descubrir patrones y correlaciones en los datos. El desarrollo de modelos
de prediccio´n permite contar con conocimiento anticipado a la hora de tomar
decisiones, basado en una fuente de informacio´n so´lida de cara´cter histo´rico.
Asimismo, estos modelos pueden permitir un uso ma´s eﬁciente de los recursos
al realizar acciones puntuales sobre los lotes que resultan menos invasivos para
el ambiente y permitan un ahorro en los recursos econo´micos. Por otro lado,
el uso de modelos predictivos pueden reducir las cantidades de monitoreo que
tienen que realizar los te´cnicos y productores si se contara con buenos niveles
de precisio´n. Finalmente, a trave´s de las te´cnicas desarrolladas se cuantiﬁca la
importancia de cada una de las variables predictoras en los modelos permitiendo
conocer en mayor detalle el grado de inﬂuencia de las mismas sobre los atributos
de respuesta.
1.1. Trabajos relacionados
Teniendo en cuenta antecedentes relevantes asociados a esta investigacio´n,
se puede citar en primer lugar a Knowledge Discovery and Data Mining to
Identify Agricultural Patterns [3] en donde los autores proponen la utilizacio´n
de un proceso de descubrimiento del conocimiento sobre datos provenientes
de actividades agr´ıcolas de cultivos de trigo y arroz. Se basan especialmente
en algoritmos de agrupamiento, utilizando la herramienta WEKA para su
implementacio´n.
Por otra parte Kaur y Singh proponen en Knowledge Discovery on Agricul-
tural Dataset Using Association Rule Mining [4] el uso de reglas de asociacio´n
sobre agrodatos y el desempen˜o de distintos algoritmos de este tipo.
Finalmente, se puede citar el trabajo realizado por Bombelli, “Modelado
para la prediccio´n de enfermedades en cultivos de alto valor comercial” [5] en
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donde propone la utilizacio´n de modelos matema´ticos para predecir enfermeda-
des en los cultivos de ara´ndanos. Esta investigacio´n es importante en referencia
al presente trabajo dado que utiliza el concepto de tria´ngulo de las enfermedades.
2. Materiales y me´todos
2.1. Repositorios de datos
La base de de datos con la que se trabajo´ fue provista por el INTA EEA Con-
cordia. La misma proviene del sistema de manejo integrado de cultivos FruTIC,
con datos referentes a variables meteorolo´gicas, informacio´n fenolo´gica (estadios
de ﬂoracio´n y brotacio´n de la planta), estado de cultivos, color y calibre de fru-
tos, informacio´n sobre cantidades y especie de moscas de los frutos encontradas
en las trampas, y cantidades de ramas infestadas con minador y Diaphorina.
Estos repositorios presentaban datos provenientes de varios lotes observados:
042-Salustiana, 058-INTA-NovaR, Don Tito Nova, Don Tito Valencia Late y
Lote II Nova. Los registros de datos analizados esta´n comprendidos en el perio-
do enero del 2006 a diciembre del 2015.
Los conjuntos de datos fenolo´gicos y de plagas presentaban una frecuencia
de muestreo semanal, mientras que los datos meteorolo´gicos una frecuencia por
hora. Cada uno de los datasets debieron ser analizados en te´rminos de revisio´n
de calidad de datos para luego ser pre procesados.
2.2. Metodolog´ıa CRISP-DM
La metodolog´ıa de miner´ıa de datos utilizada fue CRISP-DM, la cual es un mo-
delo de procesos jera´rquicos estandarizado que agrupa las tareas del proyecto en
cuatro niveles de abstraccio´n (de generales a espec´ıﬁcas): fases, tareas generales,
tareas espec´ıﬁcas e instancias de procesos. En la Figura 1 puede observarse la
arquitectura de niveles o jerarqu´ıas que presentan las tareas en esta metodolog´ıa.
Las fases deﬁnidas en CRISP-DM son: entendimiento del negocio, entendi-
miento de los datos, preparacio´n de los datos, modelado, evaluacio´n, despliegue
[6]. Esta metodolog´ıa es un proceso con retroalimentacio´n permitiendo que en
cualquiera de las etapas pueda volverse hacia atra´s para realizar los ajustes
necesarios ante el surgimiento de nuevos requerimientos [7].
En la presente investigacio´n se realizaron todas las fases a excepcio´n de
la fase de despliegue, que consiste en que los modelos seleccionados en la
evaluacio´n sean puestos en produccio´n.
Entendimiento del negocio
Inicialmente se realizo´ un relevamiento de los to´picos relacionados a la miner´ıa
de datos como los modelos que se iban a aplicar y la forma de evaluar la
precisio´n de estos modelos predictivos. Por otra parte, se tuvo que inves-
tigar acerca del contexto agr´ıcola: tria´ngulo de las enfermedades, manejo
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Figura 1. Fases de la metodolog´ıa CRISP-DM [6].
integrado de cultivos, fenolog´ıa de los cultivos, as´ı como plagas y enfermeda-
des que afectan a estos cultivos. Esta fase de entendimiento del negocio es
esencial para conocer el contexto y como los datos toman relevancia en el mismo.
Entendimiento de los datos
Una vez conocido el contexto se procedio´ a realizar un ana´lisis inicial de los
datos. Los procesos involucrados fueron: ana´lisis de la estructura de datos,
descripcio´n de atributos, conteo de frecuencias de atributos catego´ricos y
exploracio´n de distribuciones de atributos nume´ricos.
Preparacio´n de los datos
La preparacio´n de los datos esta´ relacionado con la limpieza y puesta en calidad
de los datos. En esta etapa se realizaron procesos de transformacio´n de tipos de
datos, creacio´n de nuevos atributos, recodiﬁcacio´n de categor´ıas, exploracio´n y
correccio´n de outliers [8], exploracio´n e imputacio´n de datos faltantes.
Tratamiento de outliers
Inicialmente se procedio´ a explorar, a trave´s de visualizaciones, los datasets en
busca de valores que no sigan el comportamiento normal de los datos. Se pudo
notar que solamente los datos referidos a meteorolog´ıa presentaban, en ciertos
periodos, valores fuera de los para´metros normales. En la Figura 2 se puede
observar la existencia de outliers. Los mismos fueron generados por fallas en
las estaciones meteorolo´gicas en contextos conocidos. Se puede percibir que en
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algunos casos se presentan valores aislados, aunque tambie´n las fallas en las
estaciones pueden durar varios d´ıas. Cuando la estacio´n meteorolo´gica presenta
problemas de medicio´n, los valores asignados son -99, sin importar la variable
medida.
Se procedio´ a convertir estos casos a valores NA en el lenguaje R, y
posteriormente tratarlos en conjunto con el procesamiento de datos faltantes.
Figura 2. Exploracio´n de outliers en la variable temperatura.
Tratamiento de valores faltantes
En el caso de valores faltantes, para inferirlos se recurrio´ a diversas te´cnicas como
el Promedio Mo´vil Ponderado [9], Modelo Log´ıstico Ordenado [10] y el Ajuste
de la Media Predictiva [11]. Luego de que los datos fueron imputados se evaluo´
que los mismos se encuentren dentro de los para´metros normales de los atributos
imputados, para evitar sesgos en el ana´lisis. En la Figura 3 puede avistarse la
variable brotacio´n antes y luego del proceso de imputacio´n. En la misma puede
observarse las proporciones de cada categor´ıa de brotacio´n teniendo en cuenta
la semana del an˜o. Con las visualizaciones se pudo conﬁrmar que au´n luego
de imputar los datos se siga cumpliendo el ciclo fenolo´gico de la planta en el
transcurso del an˜o.
Los datos faltantes en los datasets fenolo´gicos y de plagas se produjeron segu´n
alguna de las siguientes causas:
Falta de personal para realizar monitoreos.
Se preve´ que no hayan cambios importantes de una semana a otra.
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Figura 3. Distribucio´n del atributo brotacio´n antes y despue´s de la imputacio´n.
En la Tabla 1 se presentan los porcentajes de datos faltantes segu´n atributo
para el dataset de variables meteorolo´gicas. Se considero´ descartar aquellos
atributos con un porcentaje de datos faltantes mayor al 10% e imputar
aquellos atributos con un porcentaje menor o igual al 10%, para disminuir la
introduccio´n de sesgo en los datos.
Consolidacio´n de datos
Dado que se estudiaron varios datasets, antes de modelar se procedio´ a integrar
los mismos en un solo dataset consolidado. Dado que los datasets referidos
a fenolog´ıa y los de plagas poseen un muestreo semanal (los monitoreos son
semanales), la integracio´n de las mismas se realizo´ de manera directa. Por otro
lado, los datos de meteorolog´ıa se encontraban con una frecuencia por hora,
por lo que fue necesario reducir el dataset a una frecuencia semanal, y de esta
manera se procedio´ a converger este dataset con los dema´s. Si bien existe una
pe´rdida de informacio´n, se crearon atributos acumulativos, como por ejemplo,
las precipitaciones acumuladas semanales, para conservar la ma´xima cantidad
de informacio´n posible. El conjunto de datos ﬁnal presento´ 34 atributos y 13.620
observaciones.
Antes de proceder a la fase de modelado se realizo´ un ana´lisis del conjunto
de datos consolidado para observar el comportamiento y las interrelaciones
entre las distintas variables. Entre estas tareas se realizaron visualizaciones y
ana´lisis de correlaciones.
Modelado
Las te´cnicas supervisadas de miner´ıa de datos pueden clasiﬁcarse segu´n el tipo
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Tabla 1. Porcentajes de datos faltantes por atributo en el dataset Meteorolog´ıa.
Variable Nu´mero de registros
con datos faltante
Proporcio´n de datos
faltantes
radiacion.max 47.004 59,25%
humedad.hoja 19.125 24,11%
viento.max 3.520 4,44%
viento.media 3.520 4,44%
temp.min 2.967 3,74%
temp.max 2.967 3,74%
temp.media 2.940 3,71%
humedad.max 2.581 3,25%
precipitacion 2.573 3,24%
radiacion.media 2.558 3,22%
humedad.media 2.558 3,22%
humedad.min 2.558 3,22%
fecha 0 0%
de problema a resolver, estos pueden ser problemas de clasiﬁcacio´n o problemas
de regresio´n. En las te´cnicas de miner´ıa de datos de clasiﬁcacio´n la variable
de respuesta es de tipo catego´rica o discreta. Por otro lado, en las te´cnicas de
regresio´n la variable objetivo que se intenta predecir corresponde a un valor
continuo.
Adema´s, los modelos pueden combinarse para obtener mejores desempen˜os.
Los modelos combinados llevan el nombre de modelos ensamblados y su objetivo
principal es reducir la variancia y el sesgo para lograr un desempen˜o global
mejorado [12]. Algunos ejemplos de modelos ensamblados son los modelos
basados en boosting y bagging.
El dataset consolidado consistio´ en los siguientes atributos: fe-
cha, lote, id.planta, total.minador, total.diaphorina, estado, brotacion,
ﬂoracion, brot.inicial.minador, brot.inicial.diaphorina, calibre, color,
mtd.jackson.mediterraneo, mtd.mcphail.mediterraneo, mtd.mcphail.americana,
vel.max.viento, vel.media.viento, humedad.media, humedad.min, humedad.max,
temp.media, temp.max, temp.min, grados.acum, duracion.heladas, pre-
cip.promedio, precip.acumuladas, radiacion.media, duracion.precip, mos-
cas.temp, moscas.humedad, minador.temp, diaphorina.temp, mes, anio y
sem.del.anio.
Una vez que se obtuvo el conjunto de datos consolidado se proce-
dio´ a desarrollar los modelos de prediccio´n para cada variable objeti-
vo. Las variables de respuesta seleccionadas para generar los modelos
fueron: estado, brotacio´n, ﬂoracio´n, calibre, atributos referidos a canti-
dades de moscas (mtd.jackson.mediterraneo, mtd.mcphail.mediterraneo,
mtd.mcphail.americana), cantidades de ramas con incidencia de minador y
Diaphorina. Los tipos de datos y valores que pueden tomar estos atributos se
describen en la Tabla 2.
CAI, Congreso Argentino de AgroInformática
47JAIIO - CAI - ISSN: 2525-0949 - Página 366
Tabla 2. Descripcio´n de las variables de respuesta seleccionadas.
Atributo Descripcio´n
Estado Estado general de la planta.
Valores posibles: Malo, Regular, Bueno, Muy Bueno.
Brotacio´n Estadio de brotacio´n de la planta observada.
Valores posibles: B1, B2, B3, B3.4, B4, B5, B6, B7, B8.
Floracio´n Estadio de ﬂoracio´n de la planta observada.
Valores posibles: F0, F1.0, F1.1, F2, F3, F4, F5, F6,
F7, F8.
Calibre Dia´metro ecuatorial del fruto.
Valores mayores a cero.
MTD Jackson Mediterra´neo Cantidad de moscas del Mediterra´neo por d´ıa en
trampas Jackson
Valores mayores o iguales a cero.
MTD McPhail Mediterra´neo Cantidad de moscas del Mediterra´neo por d´ıa en
trampas McPhail
Valores mayores o iguales a cero.
MTD McPhail Americana Cantidad de moscas americanas por d´ıa en trampas
McPhail
Valores mayores o iguales a cero.
Total minador Cantidad total de ramas con presencia de minador en
la planta observada.
Total Diaphorina Cantidad total de ramas con presencia de Diaphorina
en la planta observada.
Una vez determinadas las variables objetivo se deﬁnio´ el tipo de problema
en cuestio´n para asignar que´ modelos deber´ıan generarse para las predicciones.
Para los atributos de respuesta del tipo nume´rico se crearon modelos de miner´ıa
de datos basados en las siguientes te´cnicas: k-nearest neighbors [13][14], random
forest [15][16], gradient boosting machine [17] [18], extreme gradient boosting
machine [16] [18]. Por otro lado, para los modelos de prediccio´n de atributos ca-
tego´ricos se seleccionaron las siguientes te´cnicas: CART [20][21], C5.0, k-nearest
neighbors, random forest, gradient boosting machine, extreme gradient boosting
machine y redes neuronales. Las te´cnicas mencionadas fueron implementadas
con el paquete caret [22] en el lenguaje R.
Durante el modelado se utilizo´ la conﬁguracio´n por defecto, y consiste en dar
valores al azar a los para´metros y evaluar distintas combinaciones de estas para
minimizar el error. Si bien por fuera de estos para´metros pueden haber otros
que se desempen˜en mejor en el espacio de bu´squeda, se considero´ una posicio´n
optimista utilizando solamente los para´metros asignados por defecto para evitar
un incremento en el tiempo de procesamiento.
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Evaluacio´n
Para evaluar los modelos previamente construidos se utilizo´ una divisio´n del da-
taset de 75-25. Para el entrenamiento y la validacio´n cruzada se utilizo´ el 75%
de los datos y el 25% restante para la evaluacio´n del modelo. En relacio´n a las
variables catego´ricas se utilizo´ un muestreo estratiﬁcado debido a la existencia de
clases no balanceadas, esto permitio´ reproducir la proporcio´n de cada categor´ıa
en los conjuntos de entrenamiento y prueba. El me´todo de resampling utilizado
fue validacio´n cruzada con k = 3.
Para evaluar los modelos de clasiﬁcacio´n se utilizaron las me´tricas la pre-
cisio´n, el coeﬁciente Kappa [23], y el a´rea bajo la curva ROC [24]. Para los
modelos de regresio´n se tuvieron en cuenta el RMSE [25] y el coeﬁciente de
determinacio´n [25].
Para indicar que un modelo obtuvo un nivel de precisio´n aceptable, se han
establecido umbrales de precisio´n que estos modelos debieron superar. Los mo-
delos de clasiﬁcacio´n se evaluaron teniendo en cuenta los valores de a´rea bajo
la curva ROC con un umbral mı´nimo de 0,7. Para los modelos de regresio´n se
utilizo´ el coeﬁciente de determinacio´n con un umbral mı´nimo de 0,8.
Se puede observar que en la mayor´ıa de casos los modelos con mayor poder
de prediccio´n fueron random forest y extreme gradient boosting machine tanto
en modelos de clasiﬁcacio´n como de regresio´n. Estos modelos se conocen como
modelos ensamblados y poseen una complejidad superior a modelos como CART
y knn. Esta complejidad se ve reﬂejada en el nu´mero de para´metros utilizados en
los modelos y en el grado de complejidad que puede adquirir su interpretacio´n
[24]. Las precisiones de los modelos seleccionados sobre el conjunto de prueba
se indican en la Tabla 3.
Tabla 3. Precisio´n de los modelos seleccionados evaluados sobre el conjunto de prueba.
Atributo Modelo Me´trica Valor
Estado xgboost AUC 0,7910
Brotacio´n xgboost AUC 0,7723
Floracio´n xgboost AUC 0,7889
Calibre random forest AUC 0,97
MTD Jackson Mediterra´neo xgboost R2 0,9709
MTD McPhail Mediterra´neo xgboost R2 0,8891
MTD McPhail Americana random forest R2 0,9292
Total minador random forest R2 0,4234
Total Diaphorina random forest R2 0,3157
En la Tabla 4 se establecieron que´ modelos tuvieron un mejor desempen˜o en
relacio´n a la me´trica evaluada.
Importancia de atributos predictores y precisiones de modelos
En la prediccio´n del estado de las plantas el modelo que obtuvo mejor desempen˜o
fue xgboost con 0,7910 para el a´rea bajo la curva ROC, seguido por gbm con
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0,7582; random forest con 0,7441; C5.0 con 0,6797; rpart con 0,6686; knn con
0,6289; y ﬁnalmente nnet con un a´rea bajo la curva ROC de 0,6055 y Kappa
igual a cero. En funcio´n a los resultados mencionados se selecciono´ el modelo
basado en xgboost.
Tabla 4. Modelo seleccionado segu´n atributo y me´trica evaluada.
Atributo Me´trica Modelo ganador Modelo seleccionado
Precisio´n random forest
Estado Kappa random forest xgboost
AUC xgboost
Precisio´n xgboost
Brotacio´n Kappa xgboost xgboost
AUC xgboost
Precisio´n C5.0
Floracio´n Kappa C5.0 xgboost
AUC xgboost
Calibre RMSE random forest random forest
R2 random forest
MTD Jackson
Mediterra´neo
RMSE xgboost xgboost
R2 xgboost
MTD McPhail
Mediterra´neo
RMSE xgboost xgboost
R2 xgboost
MTD McPhail
Americana
RMSE xgboost xgboost
R2 xgboost
Total minador RMSE random forest random forest
R2 random forest
Total Diaphorina RMSE random forest random forest
R2 random forest
Algunas de las variables con mayor poder predictivo en este modelo fue-
ron: humedad ma´xima, calibre, brotacio´n B7, temperatura mı´nima, tempera-
tura ma´xima, lote D. Tito Nova, humedad media, velocidad media del viento,
velocidad ma´xima del viento, temperatura media, humedad mı´nima, velocidad
ma´xima del viento, MTD de moscas del Mediterra´neo en trampas McPhail, lote
INTA Salustiana y radiacio´n global media. Entre los atributos que mas impacta-
ron en las predicciones se encuentra la humedad, e´sta puede estar indirectamente
relacionada con el contenido del agua en el suelo impactando en el estado de las
plantas. El estadio de brotacio´n B7 representa el predominio de ramas con hojas
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enfermas o senescentes, este atributo contiene un nivel fuerte de incidencia sobre
las predicciones de estado. Con respecto a la relacio´n del calibre en las predic-
ciones del atributo estado, no se ten´ıa presente una relacio´n espec´ıﬁca, aunque
puede darse el caso particular del lote D. Tito – V. Late, en que se maniﬁesta en
forma creciente una infeccio´n de CVC (clorosis variegada de los c´ıtricos, enfer-
medad causada por la bacteria siste´mica Xylela fastidiosa) y uno de los s´ıntomas
ma´s destacados de esta enfermedad es el crecimiento reducido de los frutos. Los
datos de este lote son predominantes en el total, dado que son varios an˜os de
registro, y pesan en el modelo predictivo.
En la prediccio´n de los estadios de brotacio´n el mejor desempen˜o lo obtuvo
xgboost con un a´rea bajo la curva ROC 0,7723. Las variables con mayor im-
pacto en este modelo fueron principalmente las variables meteorolo´gicas como
radiacio´n media, temperatura media y temperatura mı´nima. Por otro lado, los
estadios de ﬂoracio´n F1.0 y F1.1 impactaron fuertemente en la prediccio´n del
estadio de brotacio´n.
En las predicciones del estadio de ﬂoracio´n se obtuvo un a´rea bajo la curva
ROC de 0,7889 para el modelo xgboost. Entre los atributos con mayor importan-
cia en el modelo seleccionado resultaron: calibre, humedad ma´xima, lote D. Tito
- V. Late, radiacio´n media, brotacio´n B1, velocidad ma´xima del viento, humedad
media, lote INTA Salustiana, humedad mı´nima, temperatura mı´nima y lote D.
Tito Nova.
En la prediccio´n del calibre de los frutos el modelo con mejor desempen˜o fue
random forest y obtuvo un coeﬁciente de determinacio´n de 0,97. El modelo selec-
cionado fue random forest por presentar el mejor coeﬁciente de determinacio´n.
Entre los atributos que tuvieron mayor impacto en la precisio´n de este modelo
se encuentran: color N0(0% naranja - 100% verde), lote INTA Salustiana, hu-
medad ma´xima, MTD de mosca del Mediterra´neo en trampas Jackson, MTD
de mosca americana en trampas McPhail, radiacio´n media, MTD de mosca del
Mediterra´neo en trampas McPhail, moscas.humedad (atributo creado en el pre
procesamiento de datos), velocidad media del viento, lote D. Tito Nova y la hu-
medad media. El alto grado de precisio´n de este modelo es importante dado que
el calibre es un componente clave en la calidad comercial del producto, y esta´
ligado fuertemente a los esta´ndares y demandas del mercado.
En la predicciones de moscas se obtuvieron modelos con precisiones de en-
tre 88% y 97% para las tres especies. En todos los casos se obtuvo el mejor
desempen˜o con el algoritmo xgboost. Los atributos con mayor importancia resul-
taron: grados.acum, moscas.temp, lote.dtitonova, calibre, temp.media y hume-
dad.media. Cabe destacar que el atributo moscas.temp fue creado a partir de las
temperaturas favorables para el crecimiento de moscas, y resulto´ siendo un buen
predictor para el modelo. Por lo tanto, hay que tener en cuenta la relevancia de
estudiar el contexto para la construccio´n de nuevos atributos.
Para la prediccio´n de minador se obtuvo un R2 de 42,34% con el mode-
lo random forest. Los atributos mas signiﬁcativos para este modelo resulta-
ron ser: lote.dtitovlate, humedad.max, calibre, temp.max, precip.acumuladas,
vel.media.viento.
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En los modelos de prediccio´n de Diaphorina se obtuvo un coeﬁciente de de-
terminacio´n de 31,57% con el modelo random forest. Los atributos que tuvieron
una mayor inﬂuencia en la precisio´n de este modelo fueron las variables me-
teorolo´gicas como la humedad ma´xima, la duracio´n de las precipitaciones, la
radiacio´n global media y la temperatura ma´xima. Por otro lado, otras variables
que impactan fuertemente en las predicciones son el calibre del fruto y el lote
observado.
3. Conclusiones y recomendaciones
Teniendo en cuenta los umbrales establecidos se puede observar que solamente
los modelos de prediccio´n de minador y Diaphorina no obtuvieron resultados
aceptables. En consecuencia, estos modelos no se consideran aptos para
implementarlos en produccio´n, pero aun as´ı son importantes porque pudieron
identiﬁcar y cuantiﬁcar la importancia de los atributos predictores con respecto
a la variable de respuesta.
Sin embargo, para los dema´s atributos de respuesta (estado de cultivos,
estadios de brotacio´n y ﬂoracio´n, niveles de moscas y calibre del fruto) se
obtuvieron modelos predictivos con niveles aceptables de precisio´n capaces de
ser utilizados dentro del sistema FruTIC. Esto permitir´ıa que productores y
te´cnicos no tengan que monitorear los atributos en campo, o puedan reducir la
frecuencia de los mismos. Hay que destacar que en varias ocasiones la falta de
datos se deb´ıa a que no hab´ıa personal disponible para realizar los monitoreos.
Es importante aclarar que los resultados obtenidos son va´lidos en el marco
de la muestra, los modelos deber´ıan ser actualizados perio´dicamente para
reﬂejar cambios del contexto y en el caso de que se incorporen nuevas variables
que se quieran incluir en los modelos predictivos.
Finalmente, los resultados obtenidos permitieron conocer y cuantiﬁcar
el nivel de importancia de las variables del tria´ngulo de las enfermedades y
las relaciones que se dan entre los atributos del repositorio. De esta manera
te´cnicos e investigadores y otras partes interesadas en el sistema FruTIC
tienen un conocimiento ma´s detallado de las variables y asociaciones que existen
en los repositorios de datos y que forman parte del tria´ngulo de las enfermedades.
3.1. L´ıneas futuras de investigacio´n
En primera instancia, ser´ıa de gran valor ampliar la etapa de despliegue de
la metodolog´ıa CRISP-DM, ya que permitir´ıa an˜adir los modelos construidos
a las funcionalidades ya existentes dentro del sistema FruTIC. Adema´s, esto
permitir´ıa la actualizacio´n constante de los modelos con la informacio´n que se
va agregando al sistema, reﬂejando el estado actual del escenario.
Por otro lado, ser´ıa pra´ctico implementar nuevas variables en los datasets
que reﬂejen con una mayor realidad el tria´ngulo de las enfermedades. En
particular el registro de intervenciones realizadas en los cultivos, y el monitoreo
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de otras plagas y enfermedades.
Dado que el concepto del tria´ngulo de las enfermedades es va´lido para
otros tipos de cultivos, se puede utilizar las te´cnicas de miner´ıa de datos como
las propuestas (supervisadas), o bien, realizar diversos ana´lisis con te´cnicas
no supervisadas (como asociacio´n y agrupamiento), para la extraccio´n de
conocimiento de repositorios de otras especies. En estos casos, la diferencia
estar´ıa en la fenolog´ıa del cultivo, las condiciones meteorolo´gicas de la regio´n
estudiada y las plagas y enfermedades que afectan a estos lotes; y en caso de
seleccionar otras te´cnicas, adecuarse a las restricciones de las mismas.
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