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Abstract
We study the properties of star-forming galaxies at redshift z ∼ 2, an era in which a
substantial fraction of the stellar mass in the universe formed. Using 114 near-IR spectra
of the Hα and [N II] emission lines and model spectral energy distributions fit to rest-
frame UV through IR photometry, we examine the galaxies’ star formation properties,
dynamical masses and velocity dispersions, spatially resolved kinematics, outflow properties,
and metallicities as a function of stellar mass and age. While the stellar masses of the
galaxies in our sample vary by a factor of ∼ 500, dynamical masses from Hα velocity
dispersions and indirect estimates of gas masses imply that the variation of stellar mass is
due as much to the evolution of the stellar population and the conversion of gas into stars
as to intrinsic differences in the total masses of the galaxies. About 10% of the galaxies
are apparently young starbursts with high gas fractions, caught just as they have begun to
convert large amounts of gas into stars. Using the [N II]/Hα ratio of composite spectra to
estimate the average oxygen abundance, we find a monotonic increase in metallicity with
stellar mass. From the estimated gas fractions, we conclude that the increase in metallicity
as gas is converted to stars is more likely to explain the observed mass-metallicity relation
than the loss of metals through outflows. The picture that emerges is of galaxies with a
broad range in stellar population properties, from young galaxies with ages of a few tens of
Myr, stellar masses M⋆ ∼ 109 M⊙, and metallicities Z ∼ 1/3Z⊙, to massive objects with
M⋆ ∼ 1011 M⊙, Z ∼ Z⊙, and ages as old as the universe allows. All, however, are rapidly
star-forming, power galactic-scale outflows, and have masses in gas and stars of at least
v∼ 1010 M⊙, in keeping with their likely role as the progenitors of elliptical galaxies seen
today.
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1Chapter 1
Introduction
Several lines of recent evidence indicate that the redshift range 1.5 ∼< z ∼< 2.5 was one of
the most active periods in the history of the universe. High levels of quasar activity and
accretion onto massive black holes are indicated by the number density of luminous QSOs,
which reaches a peak in this redshift range (e.g., Fan et al. 2001; Di Matteo et al. 2003),
while the very bright but dusty submillimeter galaxies have recently been found to have
a median redshift z = 2.2 (Chapman et al. 2005). Other studies indicate that much of
the stellar mass in the universe today formed approximately during this redshift interval;
Dickinson et al. (2003) find that 50–75% of the mass in today’s galaxies had formed by
z ∼ 1, but only 3–14% had formed by z ∼ 2.7. Similarly, Rudnick et al. (2003) find that
the universe at z ∼ 3 had ∼ 1/10 the stellar mass density it has today, while half of the
stellar mass in the universe had formed by z ∼ 1–1.5. This era also sees the transition from
the compact, irregular galaxies seen at z ∼ 3 (Giavalisco et al. 1996) to the familiar Hubble
sequence, which takes shape by z ∼ 1.
Until recently, however, very little was known about the normal galaxies that populated
the universe during this period. This span of cosmic time was known as the “redshift
desert,” because the strong emission lines usually used to identify galaxies shift out of the
optical window past z ∼ 1.4. However, such galaxies can in fact be selected efficiently by
their rest-frame optical colors, through a method analogous to the selection of the Lyman
break galaxies (LBGs) at z ∼ 3. Their redshifts can be confirmed not through their optical
emission lines, as has been traditional, but through their rest-frame UV spectra, which
present a distinctive set of strong interstellar metal absorption lines. Advances in CCD
sensitivity at short wavelengths have made such spectra relatively easy to obtain, as a typical
2z ∼ 2 galaxy with R ∼ 24–25 can be well-detected with moderate ∼ 1–2 hour exposure
times on a blue-sensitive multi-object spectrograph attached to an 8–10 m telescope. In
this way we have assembled a sample of ∼ 1000 galaxies with redshifts 1.5 ∼< z ∼< 2.6. This
thesis is concerned with the properties of these galaxies. We describe the selection of the
sample, and the methods used to study the galaxies, in more detail below.
1.1 The Selection of Galaxies at z ∼ 2
The selection criteria we use for the z ∼ 2 galaxies are adapted from those used to identifiy
the Lyman break galaxies at z ∼ 3 (Steidel et al. 2003), which have distinctive colors in
the UnGR filter set as the Lyman break at 912 A˚ passes through the Un filter. There is no
comparable break with which to identify galaxies at z ∼ 2, but nevertheless such objects
occupy a unique region in the UnGR plane. The color criteria used to select these galaxies
were developed by using simple models to predict the colors that galaxies with SEDs similar
to the LBGs would have at z ∼ 2, and then empirically verified and adjusted to improve
their efficiency. Overviews of the z ∼ 2 selection techniques and spectroscopic sample are
given by Adelberger et al. (2004) and Steidel et al. (2004), respectively. We show the UnGR
color selection window for galaxies with 2 ∼< z ∼< 2.5 in the left panel of Figure 1.1 (from
Adelberger et al. 2004), with the predicted locations of galaxies at z = 2 and z = 2.5 shown
by red and blue symbols. A histogram of the spectroscopic redshifts of galaxies selected by
the z ∼ 2 criteria is shown in the right panel. We use two sets of criteria aimed at galaxies
with 1.5 ∼< z ∼< 2 and 2 ∼< z ∼< 2.5; most of our observing time has focused on candidates
described by the higher redshift set. The surface density of objects satisfying either of the
two criteria is ∼ 9 arcmin−2, and the fraction of low-redshift interlopers selected by the
2 ∼< z ∼< 2.5 criteria is ∼ 9%, of which 3% are stars and 6% are star-forming galaxies at
z ∼ 0.2 (Steidel et al. 2004). Most interlopers are bright in the near-IR, with K ∼< 20.
No set of selection criteria will provide a complete sample, of course. It is not possible
to use a single method to find all galaxies in a particular redshift range with reasonable
efficiency; some balance must be struck between the fraction of interlopers allowed and
the number of galaxies in the desired range rejected. Our UnGR criteria miss all galaxies
fainter than the R < 25.5 cutoff; such objects may have very little current star formation
or have nearly all their rest-frame UV light absorbed by dust. We also miss brighter highly
3Figure 1.1 Left: The Un−G vs.G−R plane in which we select galaxies. The selection window
for 2 ∼< z ∼< 2.5 galaxies is shown by the trapezoid. It is primarily populated by star-forming
galaxies in this redshift range, whose predicted locations (from de-redshifting the SEDs of
the z ∼ 3 LBGs) at z = 2 and z = 2.5 are shown by the red and blue symbols. A small
fraction of interlopers, shown by stars (representing stars) and green tracks representing
low-redshift galaxies, also enter the box. Right: A histogram of the spectroscopic redshifts
of galaxies selected by the z ∼ 2 critera. The distribution has 〈z〉 = 2.13 ± 0.37. 1198
galaxies are shown, 1031 of which have 1.5 < z < 2.6.
4reddened star-forming galaxies, which fall to the right of our selection window in Figure 1.1.
Expanding the criteria to include these objects would substantially increase the interloper
fraction as well.
Other criteria efficient at selecting galaxies at z ∼ 2 have recently been developed. These
are based on rest-frame optical colors, and are aimed at both star-forming (Daddi et al.
2004) and passive (Franx et al. 2003; Daddi et al. 2004) objects. Reddy et al. (2005) have
recently quantified the overlap between the various samples, finding that galaxies selected by
the UnGR criteria account for ∼ 70% of the star formation rate density at z ∼ 2. The prime
advantages of the rest-frame UV criteria are the modest amounts of observing time required
(relative to the time needed to obtain deep K-band images for rest-frame optical selection),
and, especially, the focus on galaxies that are bright enough to examine spectroscopically.
It is primarily from such spectra that we gain insights into their properties.
1.2 The Importance of Rest-Frame Optical Spectra
The bulk of this thesis concerns the interpretation of a large sample of rest-frame optical
spectra of the z ∼ 2 galaxies, primarily focused on the Hα emission line. For 2 ∼< z ∼< 2.5,
Hα falls in the K-band, [O III] and Hβ in the H-band, and [O II] in the J-band. The
measurement of the full set of lines for a large sample of objects requires a prohibitive
amount of observing time, however, because most near-IR spectrographs can observe only
one band at a time, and efficient multi-object near-IR spectrgraphs are still being developed.
We have therefore concentrated on Hα, assembling a sample of 114 spectra.
Because it is produced in H II regions photoionized by massive stars, the Hα luminosity
is directly related to the number of massive stars and is therefore commonly used as a
diagnostic of the star formation rate (SFR). It is among the most well-calibrated of such
indicators (e.g., Kennicutt 1998a; Charlot & Longhetti 2001; Brinchmann et al. 2004), and
the dependence of the conversion between Hα luminosity and SFR on metallicity and other
factors is relatively well-understood. For this reason observations of Hα are particularly
valuable for determining the star formation properties of high redshift galaxies; such data
minimize the systematic uncertainties involved in the comparisons of local and distant
samples. Hα is arguably more useful than, for example, the rest-frame UV continuum,
which is much more easily obtained for large samples at z ∼> 2 (requiring only optical
5photometry), because UV observations of local galaxies are more difficult.
Hα is also an extremely useful tracer of galaxies’ kinematics. It is used to determine
rotation curves locally and up to z ∼ 1, and provides a measure of a galaxy’s dynamical mass
through the Hα velocity dispersion. Not surprisingly, the determination of the kinematic
properties of high redshift galaxies presents fundamental problems not encountered in the
local universe; the lack of a priori knowledge of the galaxies’ structure, and the lack of spatial
resolution in the spectra, mean that kinematic data, whether spatially resolved or not, are
difficult to interpret. Thus observations of Hα in local starburst galaxies are particularly
useful for our present purposes, as these systems are probably the closest analogs to the
z ∼ 2 galaxies in our sample. Such data at least suggest the extent to which Hα may trace
the potential wells of starbursts (e.g., Lehnert & Heckman 1996), and at least one recent
study of Hα in local starbursts directly addresses the issues likely to be encountered at high
redshift (Colina et al. 2005).
Because they allow a determination of the systemic redshifts of distant galaxies, spec-
troscopic observations of Hα (or the other nebular emission lines) in combination with the
rest-frame UV allow measurements of the outflow speeds of the galactic-scale winds that are
ubiquitous in starburst galaxies at both low and high redshifts. Offsets of several hundred
km s−1 are seen between the redshifts of the nebular lines and the interstellar absorption
lines, which are typically blueshifted, and between the nebular lines and Lyα, which is
redshifted (Pettini et al. 2001). These offsets are interpreted through the standard model
in which we see interstellar absorption from approaching outflowing material, while Lyα is
redshifted through resonant scattering off the receding shell on the far side of the galaxy.
The outflow velocities of winds in local starbursts have been seen to vary with the masses
and star formation rates of their host galaxies (Martin 2005; Rupke et al. 2005), and the
determination of the outflow velocities in a large sample of z ∼ 2 galaxies in combination
with the SFRs and dynamical masses from Hα allow us to test for the existence of such
correlations at high redshift.
Finally, the ratio of [N II]λ6583 to Hα correlates with the abunance of oxygen and is
therefore useful as an indicator of metallicity (Pettini & Pagel 2004). Because the [N II]
line is quite weak in individual spectra, composite spectra that increase the S/N are the
only way to determine the abundances of all but the most metal-rich galaxies in our sample
6(for which [N II] can be well-detected in individual spectra; Shapley et al. 2004). A large
sample, which can be subdivided according to properties that might be expected to vary
with metallicity, therefore enables useful studies of abundance trends at high redshift. We
carry out such a study in Chapter 4, dividing the sample of Hα spectra into bins by both
stellar mass and luminosity.
1.3 Stellar Population Parameters from Model Spectral En-
ergy Distributions
The other major component of this thesis involves the estimation of the stellar masses,
ages, star formation rates, and reddening of the z ∼ 2 galaxies via the comparison of
multi-wavelength photometry and model spectral energy distributions. Such techniques are
well-established in the study of high redshift galaxies (Papovich et al. 2001; Shapley et al.
2001, 2005b). Photometry extending at least to the rest-frame optical (the observed K-
band) is required, and the addition of rest-frame IR data, which are more senstive to older
stars and somewhat less influenced by current star formation, improves the uncertainties
considerably (Shapley et al. 2005b). Stellar masses are the most well-constrained of the
fitted parameters, while degeneracies between age and reddening, which have a similar
effect on the UV slope, limit the accuracy to which the other properties can be determined.
For this reason the most useful results come from large samples; even when the properties
of individual objects are uncertain, statistical trends can provide useful results. We focus
here on relating the properties determined through SED modeling to those derived from
the Hα spectra, looking particularly at variations of star formation rate, dynamical mass,
and metallicity with stellar mass.
The outline of the thesis is as follows. Chapter 2 describes our pilot observations of
Hα at z ∼ 2, which were conducted in May 2002. We present results for 16 galaxies and
focus on their kinematics and star formation rates. This chapter has been published as
Erb et al. (2003). The work in Chapter 3 (published as Erb et al. 2004) was inspired by the
surprisingly large fraction of galaxies in our pilot study that showed spatially resolved and
tilted emission lines suggestive of rotation; it describes a study of the kinematics of galaxies
selected for their elongated morphologies. In Chapter 4 we discuss the full sample of 114
7spectra, and study the variations of the properties determined from Hα (including Hα line
width and dynamical mass, amplitude of velocity shear, outflow velocities, Hα equivalent
width, and star formation rate) with stellar mass, age and rest-frame optical luminosity.
We also introduce estimates of the galaxies’ gas masses, derived from the empirical local
correlation between star formation density and gas density. In Chapter 5 we construct
composite near-IR spectra as a function of stellar mass and find a relation between stellar
mass and metallicity, which we examine in the context of the simple, “closed box” model
of chemical evolution using the gas masses mentioned above. A brief epilogue describes
two ways that new telescope instrumentation may enable the resolution of questions that
remain from this work.
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9Abstract
We present near-infrared spectroscopy of Hα emission lines in a sample of 16 star-forming
galaxies at redshifts 2.0 < z < 2.6. Our targets are drawn from a large sample of galaxies
photometrically selected and spectroscopically confirmed to lie in this redshift range. We
have obtained this large sample with an extension of the broadband UnGR color crite-
ria used to identify Lyman break galaxies at z ∼ 3. The primary selection criterion for
IR spectroscopic observation was proximity to a QSO sightline; we therefore expect the
galaxies presented here to be representative of the sample as a whole. Six of the galaxies
exhibit spatially extended, tilted Hα emission lines; rotation curves for these objects reach
mean velocities of ∼ 150 km s−1 at radii of ∼ 6 kpc, without corrections for inclination
or any other observational effect. The velocities and radii give a mean dynamical mass
of 〈M〉 ≥ 4 × 1010M⊙. We have obtained archival HST images for two of these galaxies;
they are morphologically irregular. One-dimensional velocity dispersions for the 16 galaxies
range from ∼ 50 to ∼ 260 km s−1 , and in cases where we have both virial masses im-
plied by the velocity dispersions and dynamical masses derived from the spatially extended
emission lines, they are in rough agreement. We compare our kinematic results to similar
measurements made at z ∼ 3, and find that both the observed rotational velocities and
velocity dispersions tend to be larger at z ∼ 2 than at z ∼ 3. We also calculate star for-
mation rates (SFRs) from the Hα luminosities, and compare them with SFRs calculated
from the UV continuum luminosity. We find a mean SFRHα of 16 M⊙ yr
−1 and an average
SFRHα/SFRUV ratio of 2.4, without correcting for extinction. We see moderate evidence for
an inverse correlation between the UV continuum luminosity and the ratio SFRHα/SFRUV,
such as might be observed if the UV-faint galaxies suffered greater extinction. We discuss
the effects of dust and star formation history on the SFRs, and conclude that extinction is
the most likely explanation for the discrepancy between the two SFRs.
2.1 Introduction
Our knowledge of star-forming galaxies at high redshift has increased enormously in the
past ten years, particularly at z ∼ 3; large samples of galaxies at these redshifts are now
known (Steidel et al. 1999, 2003), and they have been studied in both the rest-frame UV
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(Pettini et al. 2000; Shapley et al. 2003) and optical (Shapley et al. 2001; Papovich et al.
2001; Pettini et al. 2001), as well as at submillimeter (Chapman et al. 2000; Adelberger & Steidel
2000) and X-ray (Nandra et al. 2002) wavelengths to some extent. Much less is known
about galaxies at z ∼ 2. Because these objects lack strong spectroscopic features in the
optical window, they have traditionally been difficult to identify. This is unfortunate, as
z ∼ 2 is likely the epoch in which a large fraction of the stars in the present day universe
formed (Madau, Pozzetti, & Dickinson 1998; Blain et al. 1999), in which bright QSO ac-
tivity reached its peak (Schmidt, Schneider, & Gunn 1995; Pei 1995; Fan et al. 2001), and
in which rapidly star-forming galaxies of compact and disordered morphologies became the
normal Hubble sequence galaxies of the z < 1 universe (Dickinson 2000).
The situation is improving, however. With the advent of sensitive IR detectors observa-
tions of rest-frame optical features are now feasible, and have been carried out successfully.
Teplitz, Malkan, & McLean (1998) reported 11 Hα emitters discovered in a narrow-band
IR imaging survey; Yan et al. (1999) and Hopkins, Connolly, & Szalay (2000) used slitless
spectroscopy with the Near Infrared Camera and Multi-Object Spectrograph (NICMOS)
on the Hubble Space Telescope (HST) to study the Hα luminosity function and star for-
mation rate in galaxies at z ≤ 1.9. Objects at z ∼ 2 are in fact ideally suited for ground-
based IR spectroscopy, since Hα falls in the K-band, [O III] and Hβ in the H-band, and
[O II] in the J-band. This coincidence has been exploited with recent observations em-
ploying near-IR spectrographs on 8–10 m telescopes; most of these have focused on Hα
emission (Kobulnicky & Koo 2000; Lemoine-Busserolle et al. 2003). Among these spec-
tra is a rotation curve of a galaxy at z ∼ 2 that reaches a velocity of ∼> 200 km s−1
(Lemoine-Busserolle et al. 2003), suggesting that near-IR spectroscopy may be able to pro-
vide the most detailed kinematic information yet available on galaxies at high redshift. It
is also clear from most of the above results that star formation rates measured from Hα
are consistently higher than those measured from the UV continuum luminosity; this is in
accordance with observations at z ∼ 1 (Glazebrook et al. 1999; Tresse et al. 2002) and at
lower redshifts (e.g., Bell & Kennicutt 2001; also see Sullivan et al. (2000) and Buat et al.
(2002) for comparisons of Hα and UV SFRs). The difference is generally accounted for by
the differing sensitivities of the Hα and UV continuum star formation rate diagnostics to
the presence of dust and to star formation history.
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In this paper we present Hα spectroscopy in theK-band of 16 UV-selected galaxies in the
redshift range 2.0 < z < 2.6. In §2.2 we describe our target selection process, observations,
and data reductions. In §2.3 we comment individually on any noteworthy features of the
galaxies. Section 2.4 addresses the kinematics of the galaxies: we discuss the rotation curves
in §2.4.1 and the one-dimensional velocity dispersions in §2.4.2. In §2.5 we calculate star
formation rates from Hα and rest-frame UV emission and compare them, and we discuss
our conclusions in §2.6. We use a cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and
ΩΛ = 0.7 throughout. In this cosmology, the universe at z = 2.3 is 2.8 Gyr old, or 21% of
its present age, and a proper distance of 8.2 kpc subtends an angular distance of 1′′.
2.2 Target Selection and Observations
The objects discussed herein are drawn from a large sample of galaxies photometrically
selected and spectroscopically confirmed to be in the redshift range 2.0 ≤ z ≤ 2.6. We
summarize the selection technique here; a more complete discussion will be given in a
forthcoming paper. We have extended the broadband color criteria used to select galaxies
at z ∼ 3 (Steidel & Hamilton 1993; Steidel, Pettini, & Hamilton 1995; Steidel et al. 1996)
to other regions of the (Un−G) vs. (G−R) plane, identifying candidates according to the
following conditions:
G−R ≥ −0.1
Un −G ≥ G−R+ 0.2 (2.1)
G−R ≤ 0.3(Un −G) + 0.2
Un −G < G−R+ 1.0.
We refer to these objects as “BX” (e.g., Q1700-BX691); 92% of the objects satisfying these
criteria are galaxies in the redshift range 1.6 ≤ z ≤ 2.8, with 72% in the range 2.0 ≤ z ≤ 2.6.
These criteria were developed by calculating the colors that typical z ∼ 3 Lyman break
galaxies (LBGs) would have if they were placed at z ∼ 2; they are therefore designed to
select objects with similar intrinsic spectral energy distributions (SEDs) at both redshifts
(Adelberger 2002). Our sample also contains four “MD” objects (e.g., Q1623-MD107); these
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objects are detected in the Un-band and meet the criteria
G−R < 1.2
Un −G ≤ G−R+ 1.5 (2.2)
Un −G ≥ G−R+ 1.0.
They have the redshift distribution 〈z〉 = 2.79± 0.27 (Steidel et al. 2003), so that the low
redshift end of the distribution encompasses objects with z ≤ 2.6. Both the BX and MD
candidates are restricted to R ≤ 25.5 (roughly equivalent to R ∼< 26 at z ∼ 3). The
two remaining objects in our sample, Q0201-B13 and CDFb-BN88, satisfy the BX criteria
but have different names because they predated the systematic use of the z ∼ 2 selection
technique. Once candidates are photometrically identified, we confirm their redshifts with
rest-frame UV spectra obtained with the Low Resolution Imaging Spectrometer (LRIS;
Oke et al. 1995) on the Keck I telescope. The redshifts from the UV interstellar absorption
lines and Lyα when present are listed in Table 2.1, and spectra for two of the objects are
shown as examples in Figure 2.1. The rest-frame UV observations will be described in detail
elsewhere.
The galaxies targeted for IR spectroscopy were selected as part of an ongoing project
examining the interplay between galaxies and the intergalactic medium (IGM) in which we
combine spectroscopy of faint star-forming galaxies with QSO absorption line observations
of the IGM in the same volume (Adelberger et al. 2003). A detailed comparison of the
galaxies and the IGM requires accurate measurements of the galaxy redshifts, and ultimately
an understanding of the star formation rates, masses, and ages of galaxies near the QSO
lines of sight; therefore the primary selection criterion (beyond the color criteria described
above) for the present sample was proximity to a QSO sightline. This naturally results
in a sample with a wide range of UV properties (as distinguished, for example, from the
galaxies in the z ∼ 3 sample of Pettini et al. (2001), which were selected to be particularly
UV-bright).
Twelve of our 16 galaxies are within 60′′ of QSOs in fields at 1700+64 and 1623+27,
and have redshifts slightly lower than those of the QSOs themselves; these were observed
with the Near Infrared Imaging Spectrograph (NIRSPEC; McLean et al. 1998) on the Keck
13
Figure 2.1 Sample rest-frame UV spectra for two of the galaxies. We show Q1623-BX376
at zabs = 2.408 (top), and Q1623-BX428 at zabs = 2.053 (bottom). The rest wavelengths of
the lines labeled are Lyα λ1215 A˚, SiII λ1260 A˚, OI λ1302 A˚, CII λ1334, SiIV λ1394, SiII
λ1526, CIV λ1549, and FeII λ1608.
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II telescope in May 2002. We observed an additional galaxy in the Groth-Westphal field
on the same run. The other three objects in the sample (SSA22a-MD41, Q0201-B13, and
CDFb-BN88) were observed with the Infrared Spectrometer and Array Camera (ISAAC;
Moorwood et al. 1998) on the Very Large Telescope 1 (VLT 1) in October 2000, and were
among the small number of z ∼ 2–2.5 galaxies in the z ∼ 3 LBG survey fields at the
time. They were also selected because of their UV brightness, and because of the favorable
wavelength of Hα relative to night sky emission lines and the possibility of measuring
rotation.
2.2.1 Data Acquisition
Most of our targets were observed on May 19 and 20, 2002 (UT) with the NIRSPEC
spectrograph on the Keck II telescope. NIRSPEC is described in detail by McLean et al.
(1998); it uses a 1024 × 1024 pixel (ALADDIN2) InSb detector with 27 µm pixels. In the
medium-dispersion mode used for these observations, each detector pixel corresponds to
0.′′143 in the spatial direction, and the dispersion in the spectral direction is 4.2 A˚ per pixel.
We used a 0.′′76 × 42′′ entrance slit, which gives a resolving power of R ≃ 1400 corresponding
to a spectral resolution of ∼ 15 A˚ FWHM in the observed frame K-band, as measured from
the widths of sky lines. In almost all cases we were able to place two galaxies on the slit at
the same time by setting the appropriate position angle. Because the galaxies are too faint
to be acquired directly on the spectrograph slit, we placed them on the slit by offsetting
from a nearby bright star or from the QSO with a sightline near the galaxy. Individual
exposures were 900 s, and we typically took four exposures of each object for a total of 1
hour of integration. Between each exposure we reacquired the offset star, moved it along
the slit by approximately 5′′, and offset once again to the target object. The detector was
read out in multiple-read mode, with 16 reads at the start and end of each integration; the
results were then averaged to reduce noise. The choice of filter and wavelength range was
governed by the expected position of the Hα line based on each galaxy’s optical redshift; we
used the NIRSPEC6 and NIRSPEC7 filters, which span the wavelength ranges 1.56–2.32
and 1.84–2.63 µm, respectively. The spectral dispersion allows a range of approximately 0.4
µm to be placed on the detector at one time. Conditions were photometric on both nights,
with approximately 0.′′5 FWHM seeing in K-band.
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SSA22a-MD41, Q0201-B13, and CDFb-BN88 were observed on October 20–22, 2000
(UT) with the ISAAC spectrograph on the VLT1. The short-wavelength channel of ISAAC
(Moorwood et al. 1998) uses a 1024 × 1024 pixel Rockwell HgCdTe array with 18.5 µm
pixels. The pixel scale along the 1′′× 120′′ slit is similar to that of NIRSPEC, 0.′′146 pixel−1,
but the spectral resolution is 2.5 times higher, with R ≃ 3500 and sky line widths of ∼ 6
A˚ FWHM. We observed in the K-band, again targeting the expected position of Hα from
rest-frame UV redshifts. The position angles were chosen to align with the major axes of
the galaxies if any extended structure was apparent in the optical images; this was the case
with SSA22a-MD41 and with CDFb-BN88 to a lesser extent. We also placed a bright star
on the slit along with each galaxy to facilitate the determination of offsets between images.
We performed an ABBA series of four 720 second exposures, with 10′′ offsets between the
A and B positions. The object was then reacquired at a different position along the slit and
the procedure was repeated, typically for a total of ∼ 3 hours of integration. Conditions
were not photometric, and the seeing varied between 0.′′5 and 0.′′6 FWHM. The targets and
observations are summarized in Table 2.1.
2.2.2 Data Reduction
The fully reduced spectra are shown in Figure 2.2. The two-dimensional images were re-
duced with IRAF; preliminary steps included flagging and masking any pixels that exhibited
aberrant behavior in the dark and flat-field images, flat-fielding the data using the spectrum
of a quartz halogen lamp, and cutting out and rotating the image of the slit. Spatial distor-
tion was corrected by stepping a bright star along the slit at 5′′ intervals for the NIRSPEC
data and 10′′ intervals for that from ISAAC, combining the resulting images, and deter-
mining the star trace as a function of slit position. We then applied a wavelength solution
to the rectified images by identifying the OH sky lines with reference to a list of vacuum
wavelengths from the Kitt Peak National Observatory Fourier Transform Spectrograph,1
resulting in 2-D images rectified both spatially and spectrally.
For the NIRSPEC objects, we took four 900 s exposures of each galaxy or galaxy pair,
moving the object(s) along the slit for each integration. In order to subtract the sky
background, we constructed a sky frame from the temporally adjacent images; after scaling
1Available at http://www2.keck.hawaii.edu:3636/inst/nirspec/data/oh.lst
16
Figure 2.2 Fully reduced one-dimensional spectra for all of the galaxies in our sample. The
Hα emission line is marked on each spectrum, and the vertical lines to either side mark
the positions at which [N II] emission would appear. Plotted below each galaxy spectrum
is a sky spectrum, in arbitrary flux units. The spectra have been smoothed with a two
pixel boxcar filter. We plot a larger wavelength range for Q1700-BX691, the only object in
which we see [N II] and [S II] emission. The last three objects, SSA22a-MD41, Q0201-B13,
and CDFb-BN88, were observed with ISAAC on the VLT, and their spectra have been
smoothed to approximate the resolution of NIRSPEC. We discuss the objects individually
in § 2.3.
17
Figure 2.2 Continued
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and smoothing in the spatial direction, this sky frame was subtracted from the science image.
Sky subtraction was done slightly differently for the ISAAC observations, which were taken
using ABBA offsets: A sky frame made from the sum of the A images was subtracted
from the B images, and vice versa. Further background subtraction was done for both the
NIRSPEC and ISAAC observations by fitting a polynomial in the spatial direction at each
wavelength bin, avoiding the positions of any bright objects on the slit; this removed some
of the residuals of the sky lines. Finally, we produced a fully reduced, two-dimensional
spectrogram of each galaxy by registering and averaging the individual frames, excluding
bad pixels identified from combined dark and flat-field images. This step also produced a
two-dimensional frame of the statistical 1 σ error appropriate to each pixel. The last step
was to extract one-dimensional spectra of each galaxy; this was done by summing the pixels
containing a signal along the slit. The same aperture was then used to extract a variance
spectrum from the square of the error image described above; the square root of this is a 1
σ error spectrum that was used to determine the uncertainties in the line fluxes and widths.
2.2.3 Flux Calibration
In order to put the one-dimensional spectra onto an absolute flux scale, we observed A0 and
A2 stars from the list of UKIRT photometric standards.2 These typically have K ≃ 7 mag,
and were observed at similar airmass and with the same instrumental configuration as the
galaxies themselves. Flux calibration was done by scaling the spectral energy distribution
of Vega (Colina, Bohlin, & Castelli 1996) according to the magnitude of the standard used,
and dividing the spectrum of the standard star by this scaled Vega spectrum. This gives a
sensitivity function in counts per unit flux density, by which we divided our one-dimensional
galaxy spectra. Because the spectra of A stars are relatively smooth at the wavelengths
of interest, they provide a measurement of the atmospheric absorption, and dividing our
galaxy spectra by the sensitivity function therefore corrects for atmospheric absorption.
The uncertainties in the flux calibration process are both substantial and difficult to
quantify; however, we have attempted to estimate them in several ways. As described
above, we extracted 1 σ error spectra for each of the galaxies; these primarily reflect the
noise of the sky background. By integrating the flux in the variance (σ2) spectrum at the
2Available at http://www.jach.hawaii.edu/JACpublic/UKIRT/astronomy/calib/
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position of Hα and taking the square root of the result, we can measure the random error
associated with the observation; this is ≤10%. More difficult to measure are systematic
errors: The largest sources of uncertainty are the flux lost due to imperfect centering of
the objects on the slit, seeing and seeing variations, and the possibility of the objects being
larger than the slit itself. We can get a sense of the importance of these effects by comparing
the fluxes received in each of the individual exposures that were co-added to produce our
final spectra. We find that flux levels between exposures vary by about 30% (1 σ); this
includes random as well as systematic error. The uncertainty in the mean flux of our three or
four exposures is then 15–20%. This accounts for variations in object centering and seeing,
but not for flux consistently lost due to the width of the slit. As the galaxies observed
are small (r1/2 ∼ 0.′′2–0.′′3 in an HST WFPC2 pointing that includes several of them), we
assume that in most cases the flux loss is not significant; however, a few of the galaxies are
particularly irregular and extended, and in these cases the flux loss may be significant. We
can perform a further check by calibrating the same object with several different standard
stars; in doing so we find variations in flux of 15% at maximum, and usually much less
(again, 1 σ). Because we have K ′-band photometry for one of the galaxies in our sample
(Q1700-BX691, one of the few in which we detect a continuum signal), we can compare the
photometric flux with the continuum flux; we find that our spectrum underestimates the
photometric flux by a factor of 1.3, or about 25%. Because the continuum is so faint, this
measurement is subject to large errors, and is more a test of our sky subtraction than of
our spectrophotometry. We have also extracted one-dimensional spectra of the standard
stars with a variety of aperture widths in order to determine whether an aperture correction
might be necessary; we find that less than 5% of the flux is lost with the apertures used to
extract the galaxy spectra. As this is much smaller than other sources of error, no aperture
correction was applied. Based on all of these tests, we take our measured fluxes as uncertain
by about 25%. This uncertainty propagates directly into the derived luminosities and star
formation rates, and will be adopted in the analyses that follow.
2.3 Comments on Individual Objects
While our selection process naturally leads to a wide range of UV properties, with R
ranging between 23.1 and 25.5 mag (i.e., a factor of 9 in luminosity), we see less variation
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in the Hα fluxes, which vary only by a factor of 4. The UV and Hα properties are not
necessarily correlated, however; some of the strongest Hα luminosity comes from the faintest
UV objects. Because we have rest-frame UV spectra of the galaxies, we are confident that
none of them are AGN; we see no high-ionization emission lines, and few even show Lyα
emission. The lack of strong [N II] emission also indicates that the galaxies are not AGN.
Veilleux & Osterbrock (1987) find that AGN have log [N II]λ6583/Hα ∼> −0.2, while we
detect [N II] emission in only one case, and that weakly. We hesitate to infer anything about
the metallicity of the galaxies based on the absence of these lines, however, given the limited
S/N of our data. The galaxies are faint, with no spectroscopically detected continuum in
most cases, and we have not yet obtained rest-frame optical magnitudes; therefore we are
unable to calculate Hα equivalent widths. We see a larger variation in the velocity dispersion
σ than in previous samples of comparable size at high redshift (Pettini et al. 2001), but the
most notable feature of our sample is the six galaxies that show evidence of ordered rotation,
as we discuss in § 2.4.1. We comment on each object below.
Q1623-BX376: This is one of the brightest rest-frame UV objects in our sample, and the
only one in which the star formation rate calculated from the UV emission is unambiguously
higher than that from the Hα emission (see § 2.5). In ground-based imaging it appears
extended, with a fainter component extending ∼ 2.′′5 to the west. The association between
the two components is less clear with higher-resolution imaging (see Figure 2.3); however,
the Hα emission also consists of two lines at the same redshift, separated by 2.′′5. We have
extracted spectra for both components, as shown in Figure 2.2; the primary component is
labeled Q1623-BX376a, and the fainter Q1623-BX376b. Because our optical photometry
treated both components as a single extended object, we sum the fluxes from both lines in
order to calculate the Hα star formation rate in § 2.5.
Q1623-BX428: Unfortunately this galaxy lies at a redshift such that Hα falls very close
to a strong sky line, to which we have lost significant flux. This can be seen clearly in
Figure 2.2, where the sky line falls just to the left of Hα. Because of the loss of flux we
are able to place a lower limit on the Hα star formation rate, but the sky subtraction has
affected the line profile such that the velocity dispersion cannot be determined.
Q1623-BX447: This is one of the six galaxies for which we derived rotation curves from
tilted Hα emission lines; it is also one of the few for which we have HST imaging, which
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shows it to be morphologically complicated (see Figure 2.3). We also see from the HST
image that our slit was offset from the most extended axis of the galaxy by ∼ 60 degrees.
Q1623-BX511: Of the six galaxies for which we were able to derive rotation curves, this
has the smallest Hα flux and hence the smallest spread in velocity and the largest uncer-
tainties. The Hα emission falls between two bright sky lines, as can be seen in Figure 2.2.
At R= 25.37 it is among the faintest UV objects in our sample as well.
Q1700-BX691: This is the only galaxy in which we clearly detect [N II]λλ6549, 6583
and [S II]λλ6717, 6734 emission lines as well as Hα. All of the lines are tilted in the two-
dimensional spectra, providing strong evidence for rotation. The Hα rotation curve reaches
a velocity of ∼ 240 km s−1 at ∼ 9 kpc, with no sign of flattening; this is clearly a massive
system. The fact that we see [N II] and [S II] lines suggests a relatively high metallicity;
however, we defer a calculation until we are able to obtain measurements of [O III] in the
H-band. Interestingly this is among the faintest UV objects in our sample, with R=25.33.
A K ′-band image of this object (Teplitz et al. 1998; private communication) shows it to
be extremely red, with R−K ′ = 5.10. The K ′-band image also shows that our slit was
fortuitously aligned with the major axis.
Q1700-MD103: This galaxy has the strongest Hα emission in our sample, and hence
the largest Hα-derived star formation rate, 27 M⊙ yr
−1. It is also one of the six objects in
which we detect rotation.
Westphal-BX600: One of the six objects in which we detect rotation, this galaxy is
second only to Q1700-BX691 in rotational velocity and implied mass. We detected Hα
emission serendipitously, while observing the nearby z ∼ 3 galaxy Westphal-MD115. This
object had been previously classified as a z ∼ 2 galaxy candidate based on its rest-frame UV
colors, but it has not yet been observed with LRIS. Although we have no optical redshift,
we believe the line detected here to be Hα because its UV colors are entirely consistent with
a redshift of z = 2.16; the contamination fraction in the optical color selection process is
less than 10%, with most of the interlopers being galaxies at low redshift (z = 0.05–0.15).
We do not know of any strong emission lines that would fall in our spectral window for
a galaxy in this redshift range; for a redshift of z = 0.008, He I (2.058 µm; Lanc¸on et al.
2001) would fall at the wavelength of the observed line, but then we would also expect to
see stronger Brγ (2.166 µm) emission at 2.18 µm, which we do not.
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SSA22a-MD41: This is one of the three galaxies that were observed with the ISAAC
spectrograph on the VLT. Conditions were not photometric during the ISAAC run, so we
are only able to place a lower limit on the Hα star formation rate. We detect rotation in
the Hα emission, with a large spatial extent of nearly ±10 kpc.
Q0201-B13 and CDFb-BN88: The other two galaxies observed with ISAAC. As with
SSA22a-MD41, we place lower limits on the star formation rate from Hα. Q0201-B13 shows
some evidence of rotation in a slight tilt of the emission line, but the signal-to-noise ratio
(S/N) is too low to construct a reasonable rotation curve.
Q1623-BX432, Q1623-BX449, Q1623-BX522, Q1623-MD107, Q1700-BX717, Q1700-
MD109: These are the remaining objects in the sample. They span a factor of 3 in Hα
luminosity, from Q1623-BX432 at the bright end to Q1623-BX449 at the faint end, but none
show evidence of velocity shear. Our only kinematic information about these objects comes
from the velocity dispersion; for three of the fainter objects (Q1623-BX449, Q1623-MD107,
and Q1700-BX717) we were only able to place an upper limit on this quantity.
Non-detections: There are 10 galaxies that we observed with NIRSPEC but failed to
detect. Four of these are accounted for by two observations in which we did not detect
either of the galaxies we placed on the slit; in the cases of the other six, we detected one
of the galaxies on the slit, but missed the other. For one of these the optical redshift was
unknown, so our hopes for detecting it were not high. These 10 non-detections could have
a variety of explanations, including errors in our optical redshifts (which are of marginal
quality in many cases), in the astrometry, or in the guiding and tracking of the instrument
and telescope. The objects could also be intrinsically faint due to extinction or a decline in
the star formation rate, as discussed in § 2.5.
2.4 Kinematics
2.4.1 Rotation
Six galaxies in our sample of 16 show evidence of velocity shear, in the form of a spatially
resolved, tilted Hα emission line. We have constructed rotation curves for these objects by
fitting a Gaussian profile in wavelength to the emission line at each spatial location along
the slit, summing three pixels in the spatial direction at each point in order to approximate
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Figure 2.3 HST WFPC2 images of four of the galaxies in our sample. North is up and
east to the left in all images, and positions of the slit are marked. Upper left: SSA22a-
MD41, one of the objects in which we detect rotation, and the only one in which the slit
was intentionally aligned with the major axis. Upper right: Q1623-BX447, another of the
objects that show evidence of velocity shear. In this case the slit and the major axis were
misaligned by ∼ 60 degrees. Lower left: We detect strong Hα emission from Q1623-BX432,
but see no evidence of velocity shear despite the near alignment of the slit along the major
axis. Lower right: Q1623-BX376, the object with the largest velocity dispersion in our
sample. We also detect Hα emission at the same redshift from the object on the right; the
two were classified as one extended object in our ground-based photometry. The gray line
running through the image is the boundary between two of the wide-field detectors.
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the seeing of ∼ 0.′′5. Velocity offsets were measured with respect to the systemic redshift of
the galaxy as determined from the central wavelength of the integrated Hα emission line;
when possible, the spatial center was defined by summing the spectra in the dispersion
direction without including the emission line and locating the center of the continuum. For
those with no apparent continuum emission (Q1700-MD103 and Q1623-BX511), the center
was defined as the spatial center of the emission line. The 2-D emission lines are shown in
Figure 2.4 and the rotation curves in Figure 2.5. The observed velocities range from ∼ 50 to
∼ 240 km s−1 , comparable to those observed in local galaxies and up to z ∼ 1 (Vogt et al.
1996, 1997). In most cases they show no sign of flattening at a terminal velocity; the blue-
shifted end of the curve of West-BX600 is the only one that appears to flatten, and this is
probably caused by imperfect subtraction of an adjacent sky line.
There are several systematic effects to be considered here; most of them result in an
underestimation of the rotational velocity. Except in the case of SSA22a-MD41, no attempt
was made to align the slit with the major axis of the galaxy (position angles were chosen
in order to place two objects on the slit; see § 2.2); in fact, in most cases our ground-based
images do not have sufficient resolution to allow the determination of a major axis. In the
K ′-band image of Q1700-BX691, however, it appears that here our slit was fortuitously
aligned with the major axis of the galaxy. We also have an HST WFPC2 image of Q1623-
BX447 (see Figure 2.3) in which it is apparent that the position angles of the slit and the
galaxy differ by ∼ 60 degrees. In the other three cases, the slit and the major axis were mis-
aligned by an unknown amount. In addition the inclinations of the galaxies are not known.
Given a random inclination and a random slit orientation, we will on average underestimate
the rotational velocity by a factor of (pi/2)2 ≃ 2.5, where a factor of pi/2 (the inverse of the
average value of sinx over the interval (0, pi/2)) comes from each effect. Also, because all
or most of each galaxy falls within the slit, the velocity we measure at each spatial point
along the slit is biased away from the maximum projected velocity at the major axis by the
lower velocities of points away from the major axis. We must also consider the possibilities
of uneven distribution of Hα emission and non-circular motions; both of these are likely,
given the irregular morphologies of the galaxies (see Figure 2.3). A concentration of Hα
away from the major axis of the galaxy would lead to an underestimate of the rotational
velocity, but the effect of non-circular motions is more difficult to predict. Typically many
25
1"
BX691
1"
BX600
1"
MD41
1"
BX447
1"
BX511
1"
MD103
Figure 2.4 The two-dimensional spectra of the galaxies for which we have derived rotation
curves, showing the tilt in the Hα emission line. From upper left, the galaxies are Q1700-
BX691 at z = 2.1895; West-BX600 at z = 2.1607; SSA22a-MD41 at z = 2.1713; Q1623-
BX447 at z = 2.1481; Q1700-MD103 at z = 2.3148; and Q1623-BX511 at z = 2.2421. A
tilted [N II]λ6584 emission line is visible above Hα in the spectrum of Q1700-BX691. The
x axis is spatial, with 1′′ scale bars shown, and y is the dispersion direction.
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Figure 2.5 Rotation curves for the six galaxies that show spatially resolved, tilted Hα
emission lines. From the rotational velocities and radii we derive lower limits on the mass
of each galaxy; the mean dynamical mass is 〈Mdyn〉 ≥ 4× 1010M⊙. The galaxies are shown
in order of decreasing mass; from upper left, Q1700-BX691, West-BX600, SSA22a-MD41,
Q1623-BX447, Q1700-MD103, and Q1623-BX511. Note that the points are correlated due
to the seeing of ∼ 5′′. We have used a cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3,
and ΩΛ = 0.7 for the transformations between arcsec and kpc.
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of these effects are modeled and corrected for in rotation curves for less distant galaxies
(Vogt et al. 1996, 1997; Swaters et al. 2003). Given the chaotic, or unknown, morphologies
in our sample, we have not attempted to model these corrections.
We have used archival HST WFPC2 images that contain two of these galaxies, SSA22a-
MD41 (in the F814W filter; proposal ID 5996) and Q1623-BX447 (F702W; proposal ID
6557). We reduced the images following the drizzling procedure outlined in the HST Dither
Handbook (Koekemoer et al. 2002); see Fruchter & Hook (2002) for more details. The im-
ages are shown in Figure 2.3, with the position of the slit marked. Neither appears to be
a well-formed disk; most of the rest-frame UV emission in SSA22a-MD41 is concentrated
in a knot at the southwest edge, and Q1623-BX447 shows two distinct areas of emission.
It is interesting to contrast these with images of two other galaxies for which we did not
detect rotation: Figure 2.3 also shows images of Q1623-BX432 and Q1623-BX376, which
are also contained in the Q1623 pointing and which also appear irregular. This demon-
strates the difficulty of predicting the kinematics of these objects from even high-resolution
imaging; complicated morphologies make inclinations and major axes difficult to determine,
and objects with similar UV continuum morphologies may exhibit quite different Hα kine-
matic properties. We also point out that the Hα and UV emission may not be coincident;
Pettini et al. (2001) observed nebular line emission extending ∼ 1′′ beyond the UV emission
in a galaxy at z = 3.2, and similar effects have been seen in local galaxies (Leitherer et al.
1996; de Mello et al. 1998; Johnson et al. 2000). Specifically, Conselice et al. (2000) com-
pared Hα and UV emission in six nearby starburst galaxies, finding that the Hα and UV
fluxes were well-correlated in three of the systems, but that they showed different morpholo-
gies in the other three.
Although we have no direct evidence that these galaxies are in fact disks, we make this
assumption in order to use the radius r and the circular velocity vc to calculate the enclosed
mass,
Mdyn = v
2
c r/G. (2.3)
Since we have neither well-defined terminal velocities nor spatial centers for these objects,
we have calculated lower limits on the masses by using half of the total spread in both
velocity and distance, for vc and r, respectively. We obtain an average dynamical mass of
〈M〉 ≥ 4 × 1010M⊙; individual masses for each galaxy are shown in Table 2.2. As the Hα
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emission traces only the central star-forming regions of these objects, which are probably
baryon-dominated, the masses derived are underestimates of the total halo masses of the
galaxies. We can use an order of magnitude argument to estimate the total masses: for
Ωb = 0.02h
−2 and Ωm = 0.3, Ωm/Ωb ∼ 7 and the universe contains about six times more
dark than baryonic matter. We therefore expect the total masses of the galaxies to be about
seven times larger than their stellar masses, and we place a lower limit of M ∼> 3× 1011M⊙
on the typical halo mass of these galaxies. This is generally consistent with mass estimates
from the clustering properties of LBGs at z ∼ 3: Adelberger et al. (1998) find a typical mass
of 8×1011h−1M⊙ for a ΛCDM model, based on the number density and correlation length of
the galaxies. Other analyses yield similar results (Baugh et al. 1998; Giavalisco & Dickinson
2001). We defer an analysis of the clustering of the z ∼ 2 galaxies to a later work. We
can also compare our mean baryonic mass with the median stellar mass from population
synthesis models found for LBGs at z ∼ 3 by Shapley et al. (2001),mstar = 1.2×1010h−2M⊙;
again the two are in rough agreement.
There are few other examples of such rotation curves at redshifts of z ≫ 1. Lemoine-Busserolle et al.
(2003) have recently reported a rotation curve of a gravitationally lensed galaxy at z = 1.9;
the rotation curve looks much like those we present here, with v ∼> 200 km s−1 at a radius
of ∼ 1′′, although when the lensing correction is applied this radius corresponds to only ∼ 1
kpc. Genzel et al. (2003) have used millimeter interferometry to observe rest-frame 335 µm
continuum and CO(3–2) line emission from a massive submillimeter galaxy at z = 2.8; their
data indicate a rotating disk with velocity ≥ 420 km s−1 at ∼ 8 kpc in radius. From obser-
vations of [O III] at z ≃ 3.2, Moorwood et al. (2003) present a rotation curve with a velocity
of 108 km s−1 at ≃ 12 kpc. Also in observations of [O III] and Hβ in 15 LBGs at z ∼ 3,
Pettini et al. (2001) see two spatially resolved and tilted emission lines, but the observed
velocities reach only ∼ 50 km s−1 . Simply counting the instances of rotation shows that
the two samples are different at the 95% confidence level; the difference is actually more
significant, because this test does not account for the larger rotational velocities at z ∼ 2.
It is interesting that we see stronger evidence for rotation in a sample of similar size at
z ∼ 2, and we will spend a moment speculating on the possible reasons for this. Poorer
seeing during the z ∼ 3 observations could perhaps account for the differences; this does not
explain the larger values of the velocity dispersion σ we see at z ∼ 2 (see § 2.4.2), however,
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as these should be unaffected even if the lines are spatially unresolved. It might then be
that Hα is a more sensitive probe of rotation and velocity dispersion than [O III] because of
higher surface brightness; but Pettini et al. (2001) typically measured [O III]λ5007/Hβ ∼ 3,
and Hα/Hβ ∼ 3 as well, so Hα and [O III]λ5007 should have roughly comparable strengths
in the z ∼ 3 galaxies. We also note that in rotation curves for which they had both Hα
and [O III]λ5007 data, Vogt et al. (1996) found that the flux distributions and velocities
of the two lines matched well. Lemoine-Busserolle et al. (2003) also have both Hα and
[O III]λ5007 observations for their rotation curve, and again the two lines give comparable
results. The differences could also be due to S/N effects; but the z ∼ 3 galaxies were gen-
erally observed with longer integration times than those in the current sample, and their
spectra have S/N comparable to or higher than that of those presented here. We should
also discuss the possibility that we may be observing different populations of galaxies at
z ∼ 2 and z ∼ 3. We therefore consider the evidence for other intrinsic differences between
galaxies at the two redshifts. The most obvious of these is apparent UV luminosity; the
galaxies of Pettini et al. (2001) are brighter than those presented here, with only a few
exceptions. This is simply because the brightest galaxies were selected for IR observation
at z ∼ 3, but not at z ∼ 2. As discussed in § 2.2, however, the z ∼ 2 selection criteria were
chosen so that the galaxies they select would have SEDs similar to galaxies at z ∼ 3. If we
are indeed looking at different sets of objects at z ∼ 2 and z ∼ 3, both the average and
range of their far-UV properties must be similar (although we do sample the luminosity
function more deeply at z ∼ 2). It is also possible that we are observing the two samples
to different radii: Surface brightness is a strong function of redshift, scaling as (1 + z)4,
and this may limit the radii to which we can observe the galaxies at higher redshift. Star
formation progressing to larger radii in the disks at later times could produce a similar
effect. It is also possible that our stronger evidence for rotation reflects an increase in the
number of rotating galaxies and their rotational speeds between z ∼ 3 and z ∼ 2. With the
present data such a conclusion would be premature, however, since we cannot rule out all
observational effects.
It is interesting to consider objects such as these in the context of hierarchical models
of galaxy formation. We compare our data with predictions of the properties of LBGs at
z ∼ 3 (Mo, Mao, & White 1998, 1999), although it is not yet clear how the current sample
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and the z ∼ 3 galaxies are related. LBGs are thought to be the central galaxies of the
most massive dark halos present at z ∼ 3, and they are predicted to be small and to have
moderately high halo circular velocities but low stellar velocity dispersions. For a ΛCDM
cosmology, Mo et al. (1999) predict that the median effective radius Reff (defined as the
semimajor axis of the isophote containing half of the star formation activity) is about 2 h−1
kpc, and most galaxies should have Reff between 0.8 and 5 h
−1 kpc. While the maximum
radial extent of some of our rotation curves is larger than this, it is likely that the galaxies
are visible at radii beyond Reff , and these predictions are consistent with our measurements
of half-light radii from the WFPC2 images. Mo et al. (1999) also predict a median halo
circular velocity of 290 km s−1 for ΛCDM, with most galaxies falling between 220 and 400
km s−1 , and a median stellar velocity dispersion of ∼ 120 km s−1 . Both of these predictions
are reasonably consistent with our data, considering that we have not corrected our circular
velocities for inclination or slit alignment effects, and that our velocities are lower limits
due to the lack of flattening in the rotation curves. In fact, as noted above, the z ∼ 2
galaxies are a better match to these predictions than the z ∼ 3 LBGs, which have observed
rotational velocities of only ∼ 50–100 km s−1 and velocity dispersions of ∼ 70 km s−1 .
Finally, additional observations will clarify the kinematics of the z ∼ 2 sample. High
resolution imaging in both the optical and the IR will allow a determination of the mor-
phologies of the galaxies and the extent of the rest-frame optical emission; spectroscopic
observations with varying position angles will provide strong constraints on rotating disk
models. We are also optimistic about the possibility of obtaining a larger sample of rotation
curves, since those presented here represent almost 40% of the galaxies observed. Looking
farther into the future, integral field IR spectrographs that provide kinematic information
at high spatial resolution over a contiguous region encompassing the entire galaxy will be
ideal for probing the dynamics of high redshift galaxies; this may be the only way that the
kinematic major axes of these objects can be determined.
2.4.2 Velocity Dispersions
We can obtain a limited amount of information about the dynamics and masses of the
galaxies by simply measuring the widths of the emission lines. We have measured the
one-dimensional velocity dispersion σ by fitting a Gaussian profile to each emission line,
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measuring its FWHM, and subtracting the instrumental broadening in quadrature from the
FWHM. The instrumental broadening was measured from the widths of sky lines, and is
∼ 15 A˚ for NIRSPEC and ∼ 6 A˚ for ISAAC. The velocity dispersion is then the corrected
FWHM divided by 2.355. We find a mean velocity dispersion of 〈σ〉 ∼ 110 km s−1 , with
a maximum of 260 km s−1 . The dispersions for each galaxy are shown in Table 2.2, with
1 ∆σ uncertainties from propagating the errors in each Gaussian fit (to avoid confusion
stemming from overuse of the symbol σ, we use ∆σ to represent the standard deviation in
the velocity dispersion). Most of the lines are resolved; for those that are not we have set an
upper limit of 2 ∆σ. Our average velocity dispersion is ∼ 60% higher than that found from
the widths of [O III]λ5007 and Hβ at z ∼ 3 by Pettini et al. (2001), who found a median of
∼ 70 km s−1 .3
Assuming that these velocities are due to motion of the gas in the gravitational potential
of the galaxy, we can estimate the masses of the galaxies. For the simplified case of a uniform
sphere,
Mvir = 5σ
2(r1/2/G). (2.4)
From the HST image of the galaxies in the Q1623 field, we find r1/2 ∼ 0.′′2, which in our
adopted cosmology corresponds to ∼ 1.6 kpc at z = 2.3. We use this value to calculate the
masses shown in Table 2.2. Accounting for the lower limits on four of the objects by using
ASURV Rev. 1.2 (Lavalley, Isobe, & Feigelson 1992), a software package that calculates
the statistical properties of samples containing limits or non-detections (survival analysis;
Feigelson & Nelson 1985), we find a mean mass of ∼ 2×1010M⊙; this is in general agreement
with the rotationally derived masses in § 2.4.1. As we noted when deriving masses from the
rotation curves above, because the nebular emission comes mostly from the central star-
forming regions of high-surface brightness, the velocity dispersions probably do not reflect
the full gravitational potential of the galaxies.
There are several issues to consider in the interpretation of these mass estimates. In ad-
dition to the obvious caveats related to the assumption of spherical geometry, the uncertain
value of r1/2, and the sometimes large uncertainties in σ, we should consider whether or not
3We also find a mean of ∼ 70 km s−1 in the [O III]λ5007 velocity dispersions of a sample of 11 LBGs at
z ∼ 3, which we observed with NIRSPEC in April 2001. These data are unpublished, and will be described
in detail in a later work.
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the line broadening is indeed gravitational in origin. Galaxy-scale starburst-driven outflows
with speeds of several hundred km s−1 have been shown to be ubiquitous in star-forming
galaxies at z ∼ 3 (Pettini et al. 2001). These are measured from the offsets of Lyα and the
interstellar absorption lines with respect to the nebular emission lines taken to define the
systemic velocity of the galaxy; Lyα is consistently redshifted with respect to the systemic
velocity, while the interstellar lines are blueshifted. We are unable to determine conclusively
whether or not similar outflows exist in the present sample, since in many cases the S/N
ratios of our rest-frame UV spectra are too low to determine redshifts from Lyα and inter-
stellar absorption lines with the necessary precision. However, for those objects that have
spectra of sufficient quality, we have measured the velocities of the interstellar absorption
lines and Lyα with respect to the Hα redshifts. The results are shown in Figure 2.6. We
see that in this small sample, Lyα is consistently redshifted by several hundred km s−1 ,
but that the interstellar lines are both blueshifted and redshifted with respect to Hα. This
offers marginal support for the existence of outflows, but clearly a larger sample is neces-
sary. Even if these outflows do exist, however, it is not clear that they would result in an
increase in the velocity dispersion. Our velocity dispersions are from Hα emission, which
we take to be coming primarily from nebular gas at the systemic redshift of the galaxy, not
from outflowing material. In addition, a correlation between the velocity dispersion and
the speed of the outflow (here defined as the average of vLyα − vneb and vneb − vIS) might
be expected if the line broadening were due to outflowing gas. With this in mind we have
examined a sample of 23 galaxies at z ∼ 3 for which we have both velocity dispersions from
the width of the [O III]λ5007 emission line and outflow velocities from the offsets between
the nebular, interstellar absorption, and Lyα redshifts. We see no evidence for a strong
link between the velocity dispersion and the speed of the outflow; the correlation coefficient
between them is 0.13. These considerations lead us to believe that the presence of outflows
is not a strong argument against gravitational broadening of the lines.
We are also struck by the spatial complexity of some of these objects. In particular, the
Hα emission of Q1623-BX376 appears as two lines at the same redshift but separated by 2.′′5.
The brighter of these, Q1623-BX376a, has the largest velocity dispersion in the sample, and
shows an asymmetric line profile (see Figure 2.2), with a blueshifted tail extending about
0.′′5 in the opposite direction from the fainter component, Q1623-BX376b. It is primarily
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Figure 2.6 Velocity offsets between the systemic velocity of Hα and the velocities of the
interstellar absorption lines (blue triangles) and Lyα emission (red squares). The sample is
small because most of our galaxies do not have rest-frame UV spectra of sufficient S/N to
make this comparison.
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this tail that is responsible for the large velocity dispersion. This faint emission is also
visible in the WFPC2 image shown in Figure 2.3 (where, unfortunately, the galaxy falls
on the border between two of the wide-field detectors). Given the complicated structure of
this object, we hesitate to attribute its broad emission line purely to random gravitational
motions; galactic mergers or interactions could also produce such broadened emission lines
and disturbed morphologies.
As a final test, we compare the one-dimensional velocity dispersion with luminosity. We
see from Figure 2.7 that neither the 1500 A˚ continuum nor the Hα emission line luminosity
correlates with velocity dispersion, either with or without a correction for extinction. Such
a lack of correlation is also seen for galaxies at z ∼ 3 (Pettini et al. 2001). This does not
necessarily mean that the line widths are unrelated to the masses of the galaxies; it may
be that large variations in the mass-to-light ratio are blurring any trend. We conclude that
while these caveats are important, none of them provide a compelling argument against
using the velocity dispersions to estimate the masses of the galaxies; therefore for the
moment we will continue to do so.
2.5 Star Formation Rates and Extinction
Hα emission is one of the primary diagnostics of the star formation rate (SFR) in local
galaxies, and therefore its observation at high redshift is particularly valuable for the sake
of comparison with nearby samples. Redshifts of z ∼< 2.6 are the highest at which Hα can
currently be detected before it shifts out of the near-IR K-band window. Except for a
few other observations of Hα at z > 2 (Teplitz et al. 1998; Kobulnicky & Koo 2000), most
determinations of the star formation rate at high redshift have so far been based on the UV
stellar continuum and, to a lesser extent, the Hβ emission line (Pettini et al. 2001). Here
we compare star formation rates for the 16 galaxies in our sample deduced from the Hα
flux and from the UV continuum emission; as the two are affected differently by dust and
star formation history, our results can in principle tell us about the extinction and stellar
populations of the galaxies. We have calculated Hα SFRs following Kennicutt (1998a):
SFR (M⊙ yr
−1) = 7.9× 10−42 L(Hα) (erg s−1). (2.5)
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Figure 2.7 The velocity dispersion σ plotted against the 1500 A˚ continuum and Hα lumi-
nosities, without extinction corrections (a and b), and corrected as described in the text
(c and d). Arrows indicate upper limits on σ. See § 2.5 for a discussion of the errors in
luminosity.
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The nebular recombination lines are a direct probe of the young, massive stellar popula-
tion, since only the most massive and short-lived stars (M ∼> 10M⊙) contribute significantly
to the ionizing flux. Thus the emission lines provide a nearly instantaneous measure of the
SFR, independent of the star formation history. The above equation assumes a Salpeter
IMF with upper and lower mass cutoffs of 0.1 and 100 M⊙ and case B recombination at
Te=10,000 K. It also assumes that all of the ionizing photons are reprocessed into nebular
lines, i.e., that they are not absorbed by dust before they can ionize an atom, and that they
do not escape the galaxy.
Ultraviolet-derived star formation rates were calculated from the broadband optical
photometry, using the G magnitude as an approximation for the 1500 A˚ continuum (at
z = 2.3, the mean redshift of our sample, the central wavelength of the G filter, 4830 A˚,
falls at a rest wavelength of 1464 A˚). SFRs were calculated as follows (Kennicutt 1998a):
SFR (M⊙ yr
−1) = 1.4× 10−28 L1500 (erg s−1 Hz−1). (2.6)
This relationship applies to galaxies with continuous star formation over timescales of
108 years or longer; for a younger population, the UV continuum luminosity is still increasing
as the number of massive stars increases, and the above equation will underestimate the
star formation rate. The assumed IMF is the same as above.
The fluxes and corresponding SFRs are summarized in Table 2.3, and a comparison of
the uncorrected star formation rates is shown in the left panel of Figure 2.8. The error bars
reflect the uncertainties in flux calibration of the Hα emission and the UV photometry, about
25% and 10%, respectively; for the Hα spectra this includes both random and systematic
error, as discussed in § 2.2.3, and is likely an underestimate in the noisiest cases. Uncertain-
ties in the conversion from flux to SFR are not included. There are four objects for which
we are only able to place lower limits on the SFR from Hα: Q1623-BX428, in which the Hα
line fell on top of a strong sky line to which we have lost significant flux, and SSA22a-MD41,
Q0201-B13, and CDFb-BN88, which were observed during non-photometric conditions (and
calibrated with the least extinguished exposure of a standard, in order to place lower limits).
Without correcting for extinction, we find SFRHα > SFRUV in all but five cases; four of
these are the lower limits described above. We find 〈SFRHα/SFRUV〉 = 2.4; this was com-
puted using ASURV Rev. 1.2 (Lavalley, Isobe, & Feigelson 1992), a software package that
37
calculates the statistical properties of samples containing limits or non-detections (survival
analysis; Feigelson & Nelson 1985). This result is in qualitative agreement with previous
observations of galaxies at z ∼> 1: Yan et al. (1999) find that the global star formation
rate derived from Hα exceeds that from the UV by a factor of ∼ 3, and Hopkins et al.
(2000) obtain a measurement of SFR density from Hα at 0.7 ≤ z ≤ 1.8 that is a factor
of 2–3 greater than that estimated from UV data. Glazebrook et al. (1999) study a sam-
ple of 13 galaxies at z ∼ 1 from the Canada France Redshift Survey (CFRS); when the
same Kennicutt (1998a) calibrations are used, their data give an Hα SFR 1.9 times higher
than the UV SFR, without applying an extinction correction (Yan et al. 1999).4 It is also
comparable to the results of Bell & Kennicutt (2001), who find 〈SFRHα/SFRUV〉 = 1.5 for
galaxies with SFR ∼> 1M⊙ yr−1 in a sample of 50 nearby star-forming galaxies. There is
clearly a trend for the Hα-derived SFRs to be higher than those from the UV luminosity,
in spite of differing selection criteria; both the Yan et al. (1999) and Hopkins et al. (2000)
samples were selected in the IR, while ours is UV-selected and the Bell & Kennicutt (2001)
sample is drawn from local galaxies observed by the Ultraviolet Imaging Telescope (UIT).
We will discuss possible reasons for this trend below. We also note that the one remaining
object with a larger UV SFR, Q1623-BX376, is a somewhat unusual case. It is bright and
extended in the UV, and the Hα emission appears in two distinct lines at the same redshift
but separated by 2.′′5. Since the UV photometry encompassed both components we have
added the flux from both lines to calculate the Hα SFR, but it is clear from the WFPC2
image of Q1623-BX376 (Figure 2.3) that the fainter of the two components is largely off
the edge of the slit; therefore we have likely missed some of the Hα emission.
There are at least two possible explanations for the larger Hα SFRs: dust extinction and
the two star formation rate indicators’ differing sensitivities to the ages of stellar populations
and star formation histories. Our observations are consistent with the assumption that the
ultraviolet emission generally suffers greater extinction than the Hα, as would be the case
if both pass through the same clouds of dust. However, in analogy to local starbursts, it
may be the case that the UV and nebular line emission come from different regions in the
galaxies and encounter different amounts of dust accordingly (Calzetti 1997). In particular,
4Yan et al. (1999) and Glazebrook et al. (1999) assume H0 = 50 km s
−1 Mpc−1 and q0 = 0.5. Using this
cosmology lowers our SFRs by 5–10%; the ratios of the Hα and UV rates are, of course, unaffected.
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Figure 2.8 Left: Star formation rates from Hα and UV emission, uncorrected for extinction.
Arrows indicate lower limits on the Hα SFR for objects observed during non-photometric
conditions (SSA22a-MD41, Q0201-B13, and CDFb-BN88) or contaminated by sky lines
(Q1623-BX428). Errors are 25% in SFRHα and 10% in SFRUV, reflecting uncertainties in
flux calibration. Uncertainties in the conversion from flux to SFR are not included. Right:
The SFRs corrected for extinction as described in § 2.5. The error bars reflect uncertainties
in E(B − V ) only; flux calibration errors and errors in conversion from flux to SFR are not
included. The dotted lines represent equal rates from Hα and UV emission.
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it has been suggested that the most massive stars are still embedded in the dust clouds in
which they formed, leading to greater extinction of the nebular line emission. This may
be the case with Q1623-BX376, which is bright in the rest-frame UV, with Lyα emission
and strong interstellar absorption lines, but which is undistinguished when observed in the
rest-frame optical.
We can estimate the UV extinction using the observed broadband colors and an assumed
spectral energy distribution (SED); we have calculated E(B − V ) in this way, using the
G − R colors and an SED corresponding to continuous star formation with an age of 320
Myr, the median age found for LBGs at z ∼ 3 by Shapley et al. (2001). Because extinction
corrections are highly sensitive to errors in color measurements, we have made an effort
to quantify the uncertainties and biases in our photometry. We added a large number of
artificial galaxies of known colors and magnitudes to the actual images, and then recovered
them using the same photometric tools that we applied to the real data (see Adelberger
2002; Steidel et al. 2003). We then selected artificial galaxies whose recovered colors match
our selection criteria, and sorted them into bins by color and R magnitude. We used these
to measure the mean and dispersion of ∆(G − R) = ((G − R)meas − (G − R)true), where
the mean indicates systematic biases in the recovered colors and the dispersion reflects
the characteristic measurement error, σ(G − R). For the brightest galaxies in our sample
(R < 23.5) both of these quantities are small: 〈∆(G − R)〉 ≃ 0.03 and σ(G − R) ≃ 0.05.
For those with R > 25, we find 〈∆(G−R)〉 ≃ 0.04 and σ(G−R) ≃ 0.14. For each galaxy
in our sample, we have used these statistics to correct the measured G − R color for the
bias, and the color error has been propagated to determine uncertainties in E(B−V ); these
range from 0.03 for the brightest galaxies to 0.08 for the faintest.
After calculating E(B − V ) in this way, we used the Calzetti et al. (2000) extinction
law to correct the G magnitudes, and then used these to recalculate the UV star formation
rates. For the sake of comparison we have also corrected the Hα fluxes, assuming the same
values of E(B − V ); we found this to give better agreement between the corrected UV and
Hα SFRs than the Calzetti (1997) relation Es(B − V ) = (0.44 ± 0.03)En(B − V ) (where
Es(B−V ) is the color excess of the stellar continuum and En(B−V ) is that of the nebular
emission lines). There may be some justification for this: If indeed there are galactic-scale
outflows in these galaxies as in those at z ∼ 3, then a screen of outflowing material may be
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obscuring all regions equally. Unfortunately we have no way of independently measuring
the nebular extinction with our current data, as we do not have H-band measurements of
Hβ. It should also be noted that the uncertainties inherent in flux calibration are too large
to allow a reliable measurement of the Balmer decrement even if we had been able to obtain
Hβ fluxes; for a Balmer decrement of 10%, expected for our mean E(B − V ) = 0.10 mag,
we would need to measure each line flux with an accuracy of 5% or less, far better than
our current capabilities. The issue is further complicated by the fact that Hα and Hβ lie in
different bands and cannot be observed simultaneously, so there may be a systematic offset
between the flux calibrations of the two observations. It will therefore be difficult to test
the Calzetti model directly.
A comparison of the extinction-corrected SFRs is shown in the right panel of Figure 2.8.
They are in better agreement than the uncorrected SFRs, with 〈SFRHα/SFRUV〉 = 1.2
and a reduction in the scatter of 50% (1 σ; again accounting for the lower limits on four
of the Hα SFRs). As emphasized above, the extinction correction is highly sensitive to
uncertainties in the G−R colors; the errors bars reflect the errors in E(B−V ) determined
above, propagated through to the star formation rates. Not shown are uncertainties in the
extinction law, flux calibrations, or conversion of flux to star formation rate, all of which
are considerable. Given these sources of error, and the uncertainty in the value of E(B−V )
that should be used for the nebular emission, the extinction-corrected SFRs should be taken
with caution.
In Figure 2.9 we plot the ratio SFRneb/SFRUV against the rest-frame UV continuum lu-
minosity; none of these quantities have been corrected for extinction. We include data from
Pettini et al. (2001), who used Hβ fluxes and the standard ratio Hα/Hβ = 2.75 (Osterbrock
1989) to calculate SFRs from recombination lines in galaxies at z ∼ 3. We have also in-
cluded unpublished data from our NIRSPEC run in April 2001; these are LBGs at z ∼ 3,
and star formation rates have been calculated in the same way as in Pettini et al. (2001).
These data will be discussed in detail in a future paper. The dotted curves represent lines
of constant nebular line SFR, and the number at the top of each curve is its SFRneb, in
M⊙ yr
−1. We see that there is a moderate trend for the UV-faint galaxies to have higher
nebular line SFRs relative to their UV SFRs, as might be the case if these objects were
more heavily reddened. From the curves of constant SFRneb it can be seen that galaxies
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with similar nebular line luminosities and varying amounts of UV extinction will naturally
follow such a trend. As noted in § 2.3, the UV luminosities of the galaxies in our sample
vary by a factor of 9, while the Hα luminosities are the same to within a factor of 4; this
is consistent with the idea that the galaxies in our sample have roughly the same SFR,
but differ in the amount of UV extinction. This model may offer an explanation for the
difference between our results and those of Pettini et al. (2001), who observed no tendency
for SFRHβ to be systematically greater than SFRUV. As is apparent from the figure, the
galaxies in their sample are brighter in the UV than all but four of those presented here, and
could plausibly suffer less extinction. Several caveats are in order, however. We observe
no correlation between either the (G − R) color or E(B − V ) and the ratio of SFRs; if
reddening is indeed the cause of the observed trend, then UV continuum measurements are
not sufficient to quantify it. We also note that many objects with faint Hα emission would
fall in the lower left corner of the plot; this is apparent when we add the objects we failed to
detect to the figure (shown as magenta stars). We have plotted only those objects that were
placed on the slit with another galaxy that was detected, so that we know our astrometry
was correct. We have placed upper limits on their Hα star formation rates by assigning
a maximum SFRHα corresponding to 1 σ less than the flux of our weakest detection, and
we have calculated UV SFRs based on their photometry as with the rest of the sample. It
is clear from this exercise that the absence of data points in the lower left is a selection
effect; such galaxies would have undetectably small SFRs. The absence of data points in
the upper right is more significant, as these objects would be easily detectable; from the
curves of constant SFRneb, we see that any galaxies falling here would have extremely large
SFRs. In spite of these cautions, we believe that this figure is consistent with a model in
which reddening is the primary cause of the discrepancy between the two SFR indicators.
Changes in the star formation rate on short timescales could also be reflected in our
differing star formation rates, since Hα emission is a more instantaneous measure of the
SFR than the UV emission. The nebular recombination lines are the reprocessed light of
only the most massive (M ∼> 10M⊙) and short-lived stars, while the UV emission probes
a wider mass range (M ∼> 5M⊙). Therefore a starburst that has begun in the past ∼ 108
yr will not yet have reached full UV luminosity and will have an underestimated UV star
formation rate, whereas a decline in star formation will cause an immediate decrease in
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Figure 2.9 A comparison of the ratio of SFRs from nebular line and UV continuum emis-
sion with UV continuum luminosity. Red squares are the current data set, magenta stars
represent upper limits on the ratio of SFRs for the five objects that we did not detect while
successfully observing another galaxy on the same slit, blue triangles are from the z ∼ 3
sample of Pettini et al. (2001), and green circles are unpublished z ∼ 3 data from our April
2001 NIRSPEC run. The dotted curves are lines of constant SFRneb, and the number at
the top of each curve is its SFRneb in M⊙ yr
−1. UV luminosity is computed from the G
magnitude for the z ∼ 2 sample; the center of the G filter corresponds to ∼ 1500 A˚ at
z = 2.3. For the z ∼ 3 sample we use the R magnitude, corresponding to ∼ 1700 A˚ at
z = 3. SFRs for the Pettini et al. (2001) and April 2001 samples were calculated from Hβ
emission, assuming Hα/Hβ = 2.75 and applying the Kennicutt (1998a) conversion from Hα
to SFR. Errors are suppressed for clarity, but are ∼ 25% in SFRHα and 10% in SFRUV and
G as discussed in the text. See Pettini et al. (2001) for discussion of errors in the SFRs
from Hβ.
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Hα emission as the most massive stars die off. In a large sample of galaxies with redshifts
0 < z < 0.4, Sullivan et al. (2000) find that the UV flux indicates a consistently higher SFR
than the Hα, and that the discrepancy is best explained by short bursts of star formation
superimposed on a smooth star formation history. Such a model could also explain the
larger UV SFR of a galaxy such as Q1623-BX376; however, this relationship between the
UV and Hα SFRs is strongest at the fainter end of the Sullivan et al. (2000) sample, whereas
Q1623-BX376 would fall at the bright end. As noted above, there were several galaxies that
we observed but failed to detect. This could be explained by a decline in the star formation
rate, but due to the difficulties presented by the sky background in the IR, the marginal
quality of some of our optical redshifts, and the possibility of errors in astrometry or the
guiding and tracking of the instrument and telescope, these objects have not been included
in the statistical comparison of SFRs.
In the following paragraphs we explain why we believe that a young stellar population
is not the primary cause of the discrepancy between the SFRs. As we have no information
on the ages of the stellar populations of the galaxies in our sample, we will assume that
they are similar to LBGs at z ∼ 3, although as we have pointed out above, the samples at
z ∼ 2 and z ∼ 3 have different kinematic properties and the z ∼ 3 sample tends to cover
brighter UV luminosities. The stellar populations of LBGs at z ∼ 3 are now well-studied
(Shapley et al. 2001; Papovich et al. 2001), and the Papovich et al. (2001) sample includes
some galaxies in the range z = 2–2.5. Population synthesis models for a sample of 81 LBGs
by Shapley et al. (2001) give a median age since the onset of the most recent episode of star
formation of tsf ≃ 320 Myr, with more than 40% having tsf > 500 Myr and 25% having
tsf < 40 Myr. We might then expect ∼ 25% of our sample to have an underestimated UV
SFR; however, the youngest galaxies in the Shapley et al. (2001) sample are also the most
extinguished and have the highest star formation rates. Among those with tsf < 100 Myr,
the mean E(B − V ) is 0.27, higher than that of any of the objects in our sample and 3
σ higher than our sample mean of 0.10. The mean star formation rate among the same
subset is 261 M⊙ yr
−1, far higher than that of any of the objects in our sample even after
correcting for extinction. Assuming that star-forming galaxies at z ∼ 2 are similar to those
at z ∼ 3, it is therefore unlikely that the stellar populations of our sample are young enough
to account for the difference in SFRs.
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Papovich et al. (2001) fit a set of detailed models to 33 LBGs in the Hubble Deep
Field North, finding that the age distribution is strongly dependent on metallicity, IMF,
the choice of extinction law, and the assumed star formation history. It is possible to
vary these parameters to make the ages young enough to lead to an underestimate of
the UV star formation rate; the youngest ages, 〈t〉 ≃ 40 Myr, are given by a Scalo IMF
with 0.2 Z⊙. Although this may be a reasonable estimate for the metallicity of these
objects—Pettini et al. (2001) find 0.1 to 0.5 Z⊙ for galaxies at z ∼ 3—the theoretical
stellar atmospheres used in the population synthesis models are not well-tested for low
metallicities, and the results should therefore be treated with caution. More generally,
even ages as young as these cannot fully explain the discrepancy between the SFRs. The
mean factor of 2.4 difference between the Hα and UV rates would require the average UV
luminosity to have reached only ∼ 40% of its full value, which occurs less than 5 Myr after
the beginning of a burst of continuous star formation. Such an extremely young age is
unphysical; the time required for a burst of star formation to propagate across a galaxy is
approximately the dynamical timescale, and tdyn ≃ 30 Myr for galaxies of the masses and
sizes found in § 2.4. We can state the timescale argument in another way as well: The
average stellar mass of our galaxies, 〈M〉 ∼> 4 × 1010M⊙, combined with an assumed age
of 2 Gyr, gives a characteristic M˙ ∼ 20M⊙ yr−1, about the same as our mean Hα SFR of
16 M⊙ yr
−1. This implies that the current SFRs of the galaxies are similar to their past
averages over the last 2 Gyr, and that a current burst is unlikely. Assuming an age younger
than 2 Gyr, a mass larger than our lower limit of 4 × 1010M⊙, or significant gas recycling
results in a current SFR less than the past average, excluding a current burst even further.
The effects of dust and star formation history are indistinguishable in individual cases;
in the sample taken as a whole, the systematic depression of SFRUV relative to SFRHα
suggests that extinction is the dominant effect, since variations in star formation history
would induce scatter in the plots rather than systematic effects. Our knowledge of star
formation and extinction at high redshift generally supports this conclusion. A moderate
amount of extinction is indicated by our data, with a mean E(B−V ) of 0.10 (corresponding
to A1500 ∼ 1 mag and attenuation by a factor of ∼ 2.5, using the Calzetti et al. (2000)
extinction law); in studies of LBGs at z ∼ 3, Shapley et al. (2001) find a median dust
attenuation factor of ∼ 4.5 at ∼ 1500 A˚, while Papovich et al. (2001) find a factor of 3.0–
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4.4, depending on metallicity. Our results also provide some support for previous estimates
of UV extinction at high redshift: If the Hα extinction is assumed to be about the same as it
is in local galaxies, a typical factor of 2, and if we assume that the factor of ∼ 2.4 reduction
in SFRUV relative to SFRHα is due to extinction, then we obtain a UV extinction factor
of ∼ 5, the same as that applied to the UV luminosity density at z ∼ 3 by Steidel et al.
(1999). We also note that this is in general agreement with the average UV attenuation
factor of 5–6 obtained from studies of the X-ray luminosity of LBGs at z ∼ 3 (Nandra et al.
2002). In summary, while we cannot rule out the effects of star formation history entirely,
our results are consistent with other estimates of extinction in galaxies at high redshift, and
such extinction naturally explains the differences we see in the Hα- and UV-derived star
formation rates.
2.6 Summary and Conclusions
We have presented Hα spectroscopy of 16 galaxies in the redshift range 2.0 < z < 2.6; this
is so far the largest sample of near-IR spectra of galaxies at these redshifts. The galaxies
were selected based on their broadband rest-frame UV colors, using an adaptation of the
technique used to select Lyman break galaxies at z ∼ 3. Those observed here are drawn
from a large sample of such galaxies, with redshifts already confirmed; because proximity to
a QSO sightline was the primary selection criterion for near-IR observation, we believe the
16 galaxies presented here to be representative of the sample as a whole. We have analyzed
the spectra in order to determine the kinematic and star-forming properties of the galaxies,
and we reach the following conclusions:
1. Six of the 16 galaxies show spatially extended, tilted Hα emission lines, such as would
be produced by ordered rotation. Rotation curves for these galaxies show a mean velocity
of ∼ 150 km s−1 at a mean radius of ∼ 6 kpc; these are lower limits obtained by taking half
of the total range in both velocity and distance. Measuring from the spatial location of the
continuum and the dynamical center of the lines, we obtain a maximum velocity of ∼ 240
km s−1 and a maximum radius of 10 kpc in the most extreme cases. We have obtained
archival HST images for two of these galaxies, and they appear to be morphologically
irregular, as do all of the other galaxies in our sample for which we have such images.
Because of their chaotic morphologies, we have not attempted to model any corrections to
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the rotation curves. We have used the lower limits on the rotational velocity and radius of
each galaxy to derive a dynamical mass; we obtain a mean of 〈M〉 ≥ 4× 1010M⊙. Because
Hα emission probes only the central star-forming regions of the galaxies, we expect their
total halo masses to be several times larger. These results are in general agreement with
the predictions of models of hierarchical galaxy formation for LBGs at z ∼ 3.
2. Values of the one-dimensional velocity dispersion σ range from 50 to 260 km s−1 ,
with a mean of ∼ 110 km s−1 . Assuming that the line widths are due to gravitational
motions in the potentials of the galaxies, the mean virial mass implied is 2× 1010M⊙; this
is in general agreement with the masses we obtain from the rotation curves. We consider
other possible origins for the broadening of the lines, including large-scale outflows, mergers
and interactions.
3. Both the rotational velocity vc and the velocity dispersion σ tend to be larger at
z ∼ 2 than at z ∼ 3. We see evidence of rotation in ∼ 40% of our sample, whereas
Pettini et al. (2001) found such evidence in only ∼ 10% of a sample of similar size at z ∼ 3.
Furthermore, we find rotational velocities of ∼ 150 km s−1 , as compared to ∼ 50 km s−1 at
z ∼ 3. Our mean value of σ, ∼ 110 km s−1 , is ∼ 60% larger than the value found at z ∼ 3
by Pettini et al. (2001). We have considered possible selection effects that may explain
these systematic differences, but have not found a convincing explanation. It may be that
the redshift dependence of surface brightness allows us to sample to larger radii at z ∼ 2,
or that our photometric selection criteria pick out different populations of galaxies at z ∼ 2
and z ∼ 3. It is also possible that the effect is real and reflects the growth of disks between
these two epochs.
4. We use the Hα luminosity to calculate the star formation rates of the galaxies, and
compare these to the SFRs derived from the rest-frame UV continuum luminosity. We
use the calibrations of Kennicutt (1998a) in both cases. We obtain a mean SFRHα of 16
M⊙ yr
−1, and a mean SFRHα/SFRUV ratio of 2.4. After correcting both luminosities for
extinction using the Calzetti et al. (2000) extinction law, we find SFRHα/SFRUV = 1.2,
with a 50% reduction in scatter. We discuss the effects of extinction and star formation
history on the SFRs, and conclude that extinction is the more likely explanation for their
discrepancy. We also see a moderate correlation between the ratio SFRHα/SFRUV and the
UV luminosities of the galaxies, such that UV-faint galaxies have a higher SFRHα/SFRUV
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ratio. Such an effect could be produced if the fainter galaxies undergo more extinction.
5. Finally, we expect that many of the points discussed here will become clearer as
the sample of near-IR observations of galaxies at these redshifts grows. The photometric
technique for selecting galaxies at z ∼ 2 has so far produced hundreds of galaxies with
confirmed redshifts in this range, and further observations of their kinematics, line fluxes,
and morphologies will shed light on star formation, extinction, and the formation of disks
at high redshift.
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KLA acknowledges support from the Harvard Society of Fellows. Finally, we wish to extend
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Table 2.1. Galaxies Observed
Galaxy R.A. (J2000) Dec. (J2000) zLyα
a zabs
b zHα
c R G−R Exposure (s) Telescope/Instrument
CDFb-BN88 00:53:52.87 12:23:51.25 — 2.263 2.2615 23.14 0.29 12×720 VLT 1/ISAAC
Q0201-B13 02:03:49.25 11:36:10.58 — 2.167 2.1663 23.34 0.02 16×720 VLT 1/ISAAC
Westphal-BX600d 14:17:15.55 52:36:15.64 — — 2.1607 23.94 0.10 5×900 Keck II/NIRSPEC
Q1623-BX376 16:25:05.63 26:46:49.12 2.415 2.408 2.4085 23.31 0.24 4×900 Keck II/NIRSPEC
Q1623-BX428 16:25:48.42 26:47:40.24 — 2.053 2.0538e 23.95 0.13 4×900 Keck II/NIRSPEC
Q1623-BX432 16:25:48.74 26:46:47.05 2.187 2.180 2.1817 24.58 0.10 4×900 Keck II/NIRSPEC
Q1623-BX447 16:25:50.38 26:47:14.07 — 2.149 2.1481 24.48 0.17 4×900 Keck II/NIRSPEC
Q1623-BX449 16:25:50.55 26:46:59.63 — 2.417 2.4188 24.86 0.20 4×900 Keck II/NIRSPEC
Q1623-BX511 16:25:56.10 26:44:44.38 — 2.246 2.2421e 25.37 0.42 4×900 Keck II/NIRSPEC
Q1623-BX522 16:25:55.76 26:44:53.17 — 2.476 2.4757 24.50 0.31 4×900 Keck II/NIRSPEC
Q1623-MD107 16:25:53.88 26:45:15.19 2.543 2.536 2.5373 25.35 0.12 4×900 Keck II/NIRSPEC
Q1700-BX691 17:01:05.99 64:12:10.27 — 2.189 2.1895 25.33 0.22 4×900 Keck II/NIRSPEC
Q1700-BX717 17:00:57.00 64:12:23.71 2.438 — 2.4353 24.78 0.20 4×900 Keck II/NIRSPEC
Q1700-MD103 17:01:00.20 64:11:56.00 — 2.308 2.3148 24.23 0.46 900+600 Keck II/NIRSPEC
Q1700-MD109 17:01:04.48 64:12:09.28 2.295 2.297 2.2942 25.46 0.26 4×900 Keck II/NIRSPEC
SSA22a-MD41 22:17:39.97 00:17:11.04 — 2.173 2.1713 23.31 0.19 15×720 VLT 1/ISAAC
.
aVacuum heliocentric redshift of Lyα emission line, when present.
bVacuum heliocentric redshift from rest-frame UV interstellar absorption lines.
cVacuum heliocentric redshift of Hα emission line.
dWe have not yet obtained a rest-frame UV spectrum of Westphal-BX600
eThe Hα redshifts of the galaxies Q1623-BX428 and Q1623-BX511 are somewhat uncertain due to the presence of strong sky lines near
Hα.
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Table 2.2. Kinematics
Galaxy zHα
a σ vc
b Mvir
c Mdyn
d
(km s−1) (km s−1) (M⊙) (M⊙)
CDFb-BN88 2.2615 96± 46 — 1.7× 1010 —
Q0201-B13 2.1663 62± 29 — 7.2× 109 —
Westphal-BX600 2.1607 181± 24 ∼ 210 6.2× 1010 6.0× 1010
Q1623-BX376a 2.4085 261± 72 — 1.3× 1011 —
Q1623-BX376b 2.4085 < 224 — < 9.4× 1010 —
Q1623-BX428e 2.0538 — — — —
Q1623-BX432 2.1817 51± 22 — 5.0× 109 —
Q1623-BX447 2.1481 174± 18 ∼ 160 5.8× 1010 3.0× 1010
Q1623-BX449 2.4188 141± 94 — 3.7× 1010 —
Q1623-BX511 2.2421 152± 47 ∼ 80 4.4× 1010 4.6× 109
Q1623-BX522 2.4757 < 44 — < 3.8× 1010 —
Q1623-MD107 2.5373 < 42 — < 2.9× 1010 —
Q1700-BX691 2.1895 170± 18 ∼ 220 5.5× 1010 7.0× 1010
Q1700-BX717 2.4353 < 60 — < 1.3× 1010 —
Q1700-MD103 2.3148 75± 21 ∼ 100 1.1× 1010 1.6× 1010
Q1700-MD109 2.2942 87± 35 — 1.5× 1010 —
SSA22a-MD41 2.1713 107± 15 ∼ 150 2.2× 1010 4.2× 1010
aVacuum heliocentric redshift of Hα emission line.
bMinimum rotational velocity, (vmax − vmin)/2.
cMasses calculated from the velocity dispersion.
dMinimum masses derived from rotational velocities when available.
eSky line contamination prevented a measurement of σ.
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Table 2.3. Fluxes and Star Formation Rates
Galaxy zHα
a R G−R FHα
b LHα
c E(B − V )d SFRHα
e SFRHα
f SFRUV
g SFRUV
h SFRHα
SFRUV
i
CDFb-BN88 2.2615 23.14 0.29 2.6 1.0 0.146 > 8 > 14 26± 3 106+31−24 > 0.3
Q0201-B13 2.1663 23.34 0.02 2.4 0.8 0.004 > 7 > 7 26± 3 27+6−5 > 0.3
Westphal-BX600 2.1607 23.94 0.10 6.3 2.2 0.048 17± 4 21+3−3 14± 1 22
+11
−7 1.2
Q1623-BX376 2.4085 23.31 0.24 5.3 2.4 0.111 19± 5 29+3−3 26± 3 84
+27
−20 0.7
Q1623-BX428 2.0538 23.95 0.13 2.7 0.8 0.073 > 6 > 9 12± 1 25+12−8 > 0.5
Q1623-BX432 2.1817 24.58 0.10 5.4 1.9 0.048 15± 4 18+4−3 8± 1 13
+8
−5 1.9
Q1623-BX447 2.1481 24.48 0.17 5.6 1.9 0.082 15± 4 21+5−4 8± 1 18
+12
−7 1.9
Q1623-BX449 2.4188 24.86 0.20 1.8 0.8 0.094 6± 2 9+2−2 6± 1 18
+15
−8 1.0
Q1623-BX511 2.2421 25.37 0.42 3.4 1.3 0.194 10± 3 22+8−6 3± 0.3 22
+28
−12 3.3
Q1623-BX522 2.4757 24.50 0.31 2.8 1.3 0.132 11± 3 18+4−3 8± 1 35
+26
−15 1.4
Q1623-MD107 2.5373 25.35 0.12 3.7 1.9 0.043 15± 4 18+6−4 5± 1 8
+9
−4 3.0
Q1700-BX691 2.1895 25.33 0.22 7.7 2.8 0.108 22± 6 33+12−9 4± 0.4 10
+12
−7 5.5
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Table 2.3—Continued
Galaxy zHα
a R G−R FHα
b LHα
c E(B − V )d SFRHα
e SFRHα
f SFRUV
g SFRUV
h SFRHα
SFRUV
i
Q1700-BX717 2.4353 24.78 0.20 3.8 1.8 0.087 14± 4 20+5−4 7± 1 18
+15
−8 2.0
Q1700-MD103 2.3148 24.23 0.46 8.2 3.4 0.224 27± 7 64+13−11 8± 1 88
+56
−35 3.4
Q1700-MD109 2.2942 25.46 0.26 2.8 1.1 0.124 9± 2 14+5−4 3± 0.3 12
+14
−6 3.0
SSA22a-MD41 2.1713 23.31 0.19 7.9 2.8 0.097 > 22 > 32 23± 2 61+20−15 > 1.0
Mean valuej 2.2787 24.37 0.21 4.6 1.8 0.101 16 26 12 35 2.4
aVacuum heliocentric redshift of Hα line.
bLine flux in units of 10−17 erg s−1 cm−2.
cLuminosity in units of 1042 erg s−1.
dFrom G−R colors, corrected as described in § 2.5.
eSFR in M⊙ yr
−1 from Hα luminosity, uncorrected for extinction.
fSFR in M⊙ yr
−1 from Hα luminosity, corrected for extinction.
gSFR in M⊙ yr
−1 from G magnitude, uncorrected for extinction.
hSFR in M⊙ yr
−1 from G magnitude, corrected for extinction.
iRatio of uncorrected SFRs.
jFor those quantities containing lower limits, statistics are computed using survival analysis as discussed in § 2.5.
Note. — H0 = 70 km s
−1 Mpc−1, Ωm = 0.3, and ΩΛ = 0.7.
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The Kinematics of Morphologically Selected z ∼ 2
Galaxies in the GOODS-North Field∗†
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Abstract
We present near-IR spectra of Hα emission from 13 galaxies at z ∼ 2 in the GOODS-N field.
The galaxies were selected primarily because they appear to have elongated morphologies,
and slits were aligned with the major axes (as determined from the rest-frame UV emission)
of 11 of the 13. If the galaxies are elongated because they are highly inclined, alignment
of the slit and major axis should maximize the observed velocity and reveal velocity shear,
if present. In spite of this alignment, we see spatially resolved velocity shear in only two
∗Based on data obtained at the W.M. Keck Observatory, which is operated as a scientific partnership
among the California Institute of Technology, the University of California, and NASA, and was made possible
by the generous financial support of the W.M. Keck Foundation.
†A version of this chapter was published in The Astrophysical Journal, vol. 612, 122–130.
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galaxies. We show that the seeing makes a large difference in the observed velocity spread of
a tilted emission line, and use this information to place limits on the velocity spread of the
ionized gas of the galaxies in the sample: We find that all 13 have v0.5 ≤ 110 km s−1 , where
v0.5 is the velocity shear (half of the velocity range of a tilted emission line) that would
be observed under our best seeing conditions of ∼ 0.′′5. When combined with previous
work, our data also indicate that aligning the slit along the major axis does not increase
the probability of observing a tilted emission line. We then focus on the one-dimensional
velocity dispersion σ, which is much less affected by the seeing, and see that the elongated
subsample exhibits a significantly lower velocity dispersion than galaxies selected at random
from our total Hα sample, not higher as one might have expected. We also see some evidence
that the elongated galaxies are less reddened than those randomly selected using only UV
colors. Both of these results are counter to what would be expected if the elongated galaxies
were highly inclined disks. It is at least as likely that the galaxies’ elongated morphologies
are due to merging subunits.
3.1 Introduction
At redshifts up to z ∼ 1, it is possible to identify disk galaxies, place spectroscopic slits along
the galaxies’ major axes, and obtain rotation curves similar to those of disk galaxies in the
local universe (e.g., Vogt et al. 1996, 1997; Bo¨hm et al. 2004). As redshift increases, galaxy
morphologies become increasingly irregular (van den Bergh 2001; Conselice et al. 2004),
and spatially resolved spectra for kinematic measurements are more difficult to obtain as
galaxy sizes approach the size of the seeing disk and the width of slits. In addition, the
rest-frame optical emission lines used for such measurements shift into the near-IR for
z ∼> 1.4. Nevertheless spatially resolved and tilted rest-frame optical emission lines from
which “rotation curves” can be constructed have been seen for galaxies beyond z ∼ 1.5
(Pettini et al. 2001; Lemoine-Busserolle et al. 2003; Moorwood et al. 2003; Erb et al. 2003);
these lines generally have low signal-to-noise ratios (S/N) and the morphologies of the
galaxies are irregular or unknown, making the interpretation of the tilted lines uncertain.
One-dimensional velocity dispersions that do not require spatial resolution are much easier
to obtain at high redshift; their use as a mass indicator for such galaxies has been well-
studied (e.g., Kobulnicky & Gebhardt 2000), although faint emission lines may not trace a
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galaxy’s full gravitational potential. Whether or not an emission line is spatially resolved,
the alignment of a slit with a galaxy’s apparent major axis should maximize the observed
velocity, if the galaxy is elongated because it is highly inclined. Such a slit orientation also
tests the alignment of the morphological and kinematic major axes.
Observations such as these at z ∼ 2 are critical, as it has become increasingly clear that
this epoch is an important period in the evolution of the universe. Galaxies at z ∼ 3 are
compact, rapidly star-forming, and morphogically disordered (e.g., Giavalisco et al. 1996;
Shapley et al. 2001), whereas those at z ∼< 1 have become the normal Hubble sequence
galaxies of the universe today. Recent results suggest that QSO activity reaches a peak
near z ∼ 2 (Fan et al. 2001), and the median redshift of bright submillimeter galaxies is
z = 2.4 (Chapman et al. 2003). In addition, most of the stellar mass in the universe today
formed during this epoch: In a study of galaxies in the HDF-N, Dickinson et al. (2003) find
that 50–75% of the mass in today’s galaxies had formed by z ∼ 1, but only 3–14% had
formed by z ≈ 2.7.
In this paper we present kinematic measurements from Hα emission in galaxies at z ∼ 2
in the GOODS-N field, making use of the deep HST ACS imaging that has recently been
obtained as part of the Great Observatories Origins Deep Survey (GOODS; Giavalisco et al.
2004). We describe our selection criteria, observations, and data reduction in §3.2; the re-
sults of our simple morphological analyses in §3.3; and our kinematic results in §3.4. In §3.4.1
we highlight the critical importance of the seeing to kinematic measurements at high red-
shift, and we discuss our results in §3.5. We use a cosmology with H0 = 70 km s−1 Mpc−1,
Ωm = 0.3, and ΩΛ = 0.7 throughout. In such a cosmology, 1
′′ corresponds to 8.1 kpc at
z = 2.38, the mean redshift of the current sample.
3.2 Observations and Data Reduction
The 13 galaxies presented here lie in the Hubble Deep Field North region imaged with
the HST Advanced Camera for Surveys (ACS) as part of the GOODS program. We have
spectroscopically identified approximately 180 galaxies at z ∼ 2 in this field, using UnGR
color selection criteria and rest-frame UV spectra from the LRIS-B spectrograh on the
10 m W.M. Keck I telescope on Mauna Kea (Adelberger et al. 2005a; Steidel et al. 2004).
We have observed a subset of 13 of these with the near-infrared spectrograph NIRSPEC
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(McLean et al. 1998), on the W.M. Keck II telescope. The galaxies were selected primarily
because they appeared elongated on our initial inspection of the z-band GOODS-N data
(detailed morphological analysis was not done until the full V1.0 release of the GOODS
data in late August 2003). We also tried to select galaxies with redshifts that put Hα in
a favorable position with respect to the night sky lines, and chose two (BX305, BX1368)
for this reason, as well as for their somewhat more compact appearance for the sake of
comparison. BX1085 and BX1086 were observed because it was possible to place both of
them on the slit with the elongated galaxy BX1084, as discussed below. The final column
in Table 3.1 summarizes the selection criterion for each galaxy.
We attempted to align the slit with the elongated axis in all cases, with the exception
of BX1084, BX1085 and BX10861, which lie on a single line and were therefore observed
simultaneously with the PA set by their relative orientation. Coincidentally this PA differs
from the PA of BX1084 by only 19◦. Because morphological analysis was done after the
observations, the slit and galaxy PAs were slightly misaligned, with an average offset of
10◦. Eleven out of 13 galaxies therefore had slits aligned to within 25◦of the galaxy PA,
and 9 out of 13 to within 13◦. Such slight misalignments will not prevent the detection of
significant rotation, should it exist (Vogt et al. 1996; Simard & Pritchet 1998; Bo¨hm et al.
2004; Metevier et al. 2004). It is also possible for misalignment of the slit and the galaxy to
introduce the appearance of velocity shear where none may actually exist; in §3.4.1 below
we explain why this effect has not biased the current observations. The galaxy PAs and slit
positions are given in Table 3.2.
Most of the observations were conducted on the nights of 7–9 May 2003 (UT), with
two additional objects (BX1055 and BX1397) observed on 7–8 July 2003 (UT). We used
the 0.′′76 × 42′′ slit for all observations. The seeing was relatively poor during the May
run, with FWHM 0.′′7–0.′′9 in the K-band; in July the seeing was better, with FWHM ∼
0.′′5. Conditions were not photometric on either run, and in particular much of the May
data suffers from significant losses due to cirrus clouds. For a detailed description of the
1BX1086 is the only galaxy in the sample for which we did not previously know the redshift. We believe
that the detected line is Hα because the interloper fraction from the BX color selection criteria is ∼ 9%,
and the typical interlopers (star-forming galaxies at 〈z〉 = 0.17) do not have a single strong emission line
in the K-band. The Hα redshift is also nearly identical to the redshift of BX1084, which is separated from
BX1086 by 2.′′9.
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observing and data reduction procedures, see Erb et al. (2003).
3.3 Morphologies
HST ACS images of the 13 galaxies in our sample are shown in Figure 3.1. For the purpose
of morphological analysis we combined the four ACS bands into a single image, weighting
in order to maximize the S/N. The images shown therefore cover the approximate range
1300–2500 A˚ in the rest frame. The slits used are marked with heavy blue lines, and the
object PA with fine red lines. As noted in §3.2, the average misalignment of slit and galaxy
is 10◦; the slit and galaxy PAs are aligned to within 25◦ for 11 of 13 objects, and to within
13◦ for 9 of 13. Most of the galaxies appear irregular on simple inspection, and we have
not attempted any kind of morphological classification. We have however performed some
simple morphological analysis, with two goals in mind: to determine whether there is any
correlation between a galaxy’s kinematic properties and its aspect ratio, and to determine
a size to be used in mass estimates.
Morphological analysis of faint galaxies is difficult, as it requires the separation of low
surface brightness galaxy pixels from the sky background. We have estimated galaxy shapes
and sizes using the pixels that make up half of the sky-subtracted light within a 1.′′5 (30
pixel) radius around the object centroid. The centroid is determined using an iterative
process that calculates the centroid of an object, subtracts the sky value determined from
a surrounding annulus, and recomputes the centroid until convergence is reached. We then
use the pixels within 1.′′5 of the final centroid for the remaining analysis. We calculate two
measures of galaxy size as follows: The effective half-light radius r1/2 = (A/pi)
1/2 (where
A is the area of pixels encompassing 50% of the galaxy’s light) is sensitive to how large
the bright regions of an object are, but not to their distribution; i.e., it depends on the
number of pixels required to make up half of the galaxy’s light, but not on how those
pixels are distributed within the 30 pixel radius. We find a mean and standard deviation of
〈r1/2〉 = 0.′′24 ± 0.′′06, corresponding to 〈r1/2〉 = 1.9 ± 0.5 kpc. We also calculate dmaj, the
RMS dispersion of the light about the centroid along the major axis (we avoid using the
symbol σ to eliminate confusion with velocity dispersions calculated below), and the aspect
ratio a = dmin/dmaj, the ratio of the dispersions along the minor and major axes. We find
〈dmaj〉 = 0.′′20 ± 0.′′09, or 〈dmaj〉 = 1.7 ± 0.7 kpc, and 〈a〉 = 0.41 ± 0.12. We use dmaj for
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BX305
BX1086 BX1277 BX1322
BX1376 BX1397
BX1479
BX1055 BX1084
BX1311
BX1332 BX1368
BX1085
Figure 3.1 HST ACS images of the 13 galaxies in our sample, from the GOODS program.
The BV iz bands have been combined to maximize S/N, and the images shown cover the
approximate range of 1300–2500 A˚ in the rest frame. The 0.′′76-wide slit (6.2 kpc at z = 2.3)
is marked in blue, and the red line shows the galaxy PA. The thin lines perpendicular to
the slit show the approximate extent of the Hα emission after deconvolution of the seeing.
No lines are shown for BX305 and BX1086 because they appeared to be point sources after
deconvolution. All images are oriented with N up and E to the left, and the pixel scale is
0.′′05/pixel.
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mass estimates. Individual values of these parameters are shown in Table 3.2, and in the
following section we relate them to the galaxies’ kinematic properties.
3.4 Kinematic Results
Close examination of the 13 galaxies’ two-dimensional spectra reveals only two showing
spatially resolved velocity shear. We show velocity curves for the two emission lines in
Figure 3.2, constructed by fitting a Gaussian profile in wavelength at each spatial position
along the emission line, summing three pixels to increase the S/N. We refer to these figures
as velocity curves rather than rotation curves because it is not clear that the tilted lines are
caused by rotation; see §3.5 for discussion of this issue. The first of the tilted emission lines,
that of BX1332, extends almost 1.′′75 in the spatial direction; this is significantly larger than
the ∼ 0.′′8 seeing disk, and therefore the modest tilt of ∼ 90 km s−1 peak-to-peak is readily
apparent. Assuming for the moment that this tilt is due to rotation, we calculate a lower
limit on the circular velocity vc of half of the total velocity spread, vc ∼ 45 km s−1 . We
emphasize here that we use vc ≡ (vmax − vmin)/2 as an observed quantity defined as half
of the velocity spread of the emission line; this is not the terminal circular velocity, and is
almost certainly less than that velocity. The second galaxy, BX1397, which was observed
in July 2003 when the seeing was 0.′′5, has a smaller spatial extent of ∼ 1.2′′ but a larger
velocity range, with vc ∼ 110 km s−1 . The large spatial extent of BX1332 may be suggested
by the fact that it is the most elongated of the 13 galaxies, with a = 0.21; but BX1397 has
a = 0.47, slightly higher than the mean 〈a〉 = 0.41. Clearly the aspect ratio does not predict
rotation. Such a low incidence of rotation in galaxies with slits placed along their elongated
axes is perhaps surprising, especially since our earlier near-IR spectroscopy found tilted lines
in about 40% of the galaxies observed, with random (with one exception) slit orientations
(Erb et al. 2003). In §3.4.1 below we discuss limitations on observed rotational velocities
imposed by the seeing, and in §3.5 we consider the implications of our low incidence of
observed rotation.
It is also interesting to compare the relative extent of the Hα and rest-frame UV emission.
BX1332 and BX1397 have values of dmaj of 0.
′′37 and 0.′′20 respectively, but the total spatial
extent of all the pixels considered to be part of the galaxy for morphological analysis is
∼ 1.′′5 for BX1332 and ∼ 0.′′9 for BX1397. Deconvolving the seeing from the Hα sizes
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Figure 3.2 Velocity curves for BX1332 and BX1397, the only two galaxies in the sample
that show tilted emission lines. The horizontal black lines represent the size of the seeing
disk. The points are strongly correlated due to the seeing, but the spatial extent of each
galaxy is larger than the seeing disk and the two endpoints used to determine vc are not
correlated.
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above, we find ∼ 1.′′6 for BX1332 and ∼ 1.′′1 for BX1397, values that agree well with the
total UV sizes. We can make this comparison for the rest of the objects by measuring the
spatial width of the Hα emission line and again deconvolving the seeing. The results of this
calculation are shown by the thin lines perpendicular to the slits in Figure 3.1, which show
the approximate extent of the Hα emission. No lines are shown for BX305 and BX1086
because they appeared to be point sources after deconvolution. In general the UV and Hα
emission agree well, although there are cases with greater extents of both UV (BX1376)
and Hα (BX1368). The spatial extent of the Hα emission line of each galaxy is given in
Table 3.2.
We have calculated one-dimensional velocity dispersions for the galaxies in the sample
by fitting a Gaussian profile to each Hα emission line using the splot task in IRAF, which
also provides errors. We deconvolved the instrumental profile by subtracting the instru-
mental FWHM of 15 A˚ (measured from the widths of sky lines) in quadrature from the
Gaussian FWHM; the instrumental profile is comparable to the widths of the lines, so this
deconvolution is important. It is possible to obtain higher resolution if the object and the
seeing are smaller than the slit, but because the seeing was comparable to the slit width for
most of our observations we have used the instrumental resolution as measured from the
sky lines. After converting the FWHM to a velocity, we computed the velocity dispersion
σ = FWHM/2.355. The results are shown in column 8 of Table 3.2, with errors of one
standard deviation from propagating the error in the Gaussian line fit. Two of the lines
(BX1055 and BX1322) had observed widths less than 10% greater than the instrumental
profile, making the deconvolution highly uncertain; for these lines we place an upper limit
on σ of twice the one-standard-deviation error. The measured width of BX1085 was slightly
less than the instrumental FWHM, preventing a calculation of σ entirely. Neglecting the
objects with upper limits, we find a mean velocity dispersion of 〈σ〉 = 92 km s−1 , with a
standard deviation of 34 km s−1 ; this is somewhat smaller than the mean of the total sam-
ple of 61 galaxies at z ∼ 2 for which we currently have Hα measurements2, 〈σ〉 ∼ 114± 51
km s−1 . We have combined these measurements of σ with our estimates of galaxy sizes
dmaj to determine masses. We calculate the virial mass Mvir = 5σ
2(dmaj/G), and find a
mean and standard deviation of 〈Mvir〉 = (1.6 ± 1.1) × 1010M⊙. The results of the mass
2These data will be discussed in full elsewhere.
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calculations are shown in Table 3.2.
3.4.1 Seeing
3.4.1.1 Tilted Emission Lines
There is a long list of factors that affect the observed rotation curves of disk galaxies;
these include the alignment of the slit with the major axis of the galaxy, the width of
the slit compared to the size of the galaxy, the inclination of the disk, the spatial and
velocity distribution of emission from the galaxy, and the blurring effect of the seeing (see,
e.g., Vogt et al. 1996, 1997; Somerville & Primack 1999; Bo¨hm et al. 2004; Metevier et al.
2004 for discussion of these effects). We concentrate here on the seeing, which can have a
tremendous effect on the velocities observed in galaxies at high redshift. We can see this in
two different observations of the galaxy Q1700-BX691 (z = 2.1895), which we first observed
with NIRSPEC in May 2002 (Erb et al. 2003); during these observations the seeing was
∼ 0.′′5. Using the identical instrumental configuration and position angle on the sky, we
observed the galaxy again in May 2003, when the seeing was∼ 0.′′9. In Figure 3.3 we compare
velocity curves derived from the two observations: At left is the previously published velocity
curve, which has vc ∼ 220 km s−1 , and on the right is a velocity curve from the May 2003
observations, constructed in identical fashion and plotted on the same scale for comparison.
It covers approximately the same spatial range as the previous observation, but shows about
half the range in velocity, with vc ∼ 120 km s−1 . It also shows some distortion in the shape
of the velocity gradient. These changes are not unexpected: As the seeing worsens, a wider
range of velocities from different parts of the galaxy is blurred together, and the emission
from the core of the galaxy, which presumably has both the highest surface brightness and
the lowest velocity, biases the velocity measurements out to larger and larger radii. Further,
flux is lost as the seeing disk approaches and exceeds the size of the slit, the S/N declines
as emission is spread over a larger area, and poorer seeing makes it more difficult to center
the galaxy (or to be precise, the bright object we offset from) on the slit.
Q1700-BX691 (when observed under good conditions) shows the largest velocity shear
we have detected so far; in order to assess the effects of the seeing on galaxies with a variety
of velocity spreads, we have smoothed their spectra in order to simulate poorer seeing. This
procedure was applied to all of the galaxies showing tilted lines in the May 2002 sample
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Figure 3.3 Velocity curves for Q1700-BX691, observed in May 2002 when the seeing was
∼ 0.′′5 (left) and in May 2003 when the seeing was ∼ 0.′′9 (right). The horizontal black lines
represent the size of the seeing disk. The measured velocity amplitude decreases by a factor
of ∼ 2 when the galaxy is observed under poor conditions.
(with the exception of SSA22a-MD41, which was observed at higher spectral resolution with
the ISAAC spectrograph on the VLT). We smoothed by first replacing the emission line
in the two-dimensional spectra with the sky background (copied from a spatially adjacent
portion of the slit, at the same wavelength) to make a sky frame, and then subtracting
this sky frame from the original image to create an image of the emission line with the
background removed. This profile was then smoothed with a Gaussian filter in the spatial
direction; to simulate seeing of 0.′′8 with a spectrum in which the original seeing was 0.′′5,
we used a filter with 0.′′6 FWHM (0.52+0.62 = 0.82). In order to account for slit losses due
to the increase in seeing FWHM, we scaled the smoothed line by a factor of ∼ 0.6, chosen
empirically by measuring the decrease in line flux in the two observations of Q1700-BX691
described above. The smoothed and scaled line was then added to the background frame
to produce a final image. We then measured a velocity curve as usual on the resulting
two-dimensional spectra. We find that the velocity spread is consistently reduced, but
the detailed results are somewhat unpredictable. The effect of the smoothing depends not
only on the initial tilt of the line, but also on the total flux and surface brightness. Lines
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with initial vc ∼< 100 km s−1 (Q1700-MD103, Q1623-BX511) no longer showed a tilt after
smoothing, or had S/N too low to construct a velocity curve; those with larger vc (West-
BX600, Q1623-BX447) showed a decrease in the velocity spread of approximately a factor
of 2, as we saw in the case of Q1700-BX691. The smoothed spectrum of Q1700-BX691 itself
has vc ∼ 125 km s−1 , a good approximation to the May 2003 data, which have vc ∼ 120
km s−1 .
We use these results to place upper limits on the internal velocity spread of the ionized
gas in the galaxies in the current sample: The 11 galaxies with no detected shear, and
BX1332 with vc ∼ 45 km s−1 , are likely to have v0.5 < 100 km s−1 , where we use the term
v0.5 to indicate the velocity (vmax−vmin)/2 that would be measured under seeing conditions
of ∼ 0.′′5. It is important to note here that the one remaining galaxy, BX1397, which shows
the largest vc ∼ 110 km s−1 , was observed in July 2003 when the seeing was 0.′′5 (as mea-
sured from a standard star observed immediately before the spectra were taken). Therefore
all 13 of the galaxies have v0.5 ≤ 110 km s−1 . In principle, of course, we would like to know
the intrinsic velocity v0.0 rather than v0.5; this has been estimated with detailed modeling
of rotation curves at lower redshift (Vogt et al. 1996, 1997). However, such a calculation
requires a specific galaxy model such as an exponential disk, and knowledge of the galaxies’
inclinations. Given the irregular morphologies of the galaxies in our sample, such assump-
tions are not justified. Even if we were to model an intrinsic velocity distribution, it is
likely that the results would be highly degenerate; very different configurations of emitting
material could produce the same tilted line when significantly degraded by the seeing. We
therefore attempt to estimate only v0.5.
The seeing clearly reduces our ability to resolve the velocity structure of a galaxy. How-
ever, it also mitigates the effects of slit misalignment, which under conditions of high spatial
resolution can introduce spurious tilt in an emission line due to the correspondence between
position of the emission within the slit and wavelength in the spectrum. For example, if
the slit width is 200 km s−1 and a galaxy is tilted within the slit such that one end of it
falls on one side of the slit and the other end on the other side of the slit, it will appear to
have velocity shear of ±100 km s−1 even if its actual velocity shear is zero. This problem
will arise only when the FWHM of the galaxy light perpendicular to the slit is significantly
smaller than the width of the slit, a situation that is unlikely to occur even under our best
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seeing conditions of ∼ 0.′′5. Given the slight slit misalignments of the current observations,
however, it is worthwhile to test the importance of this effect. We have done so by convolv-
ing the ACS image of each galaxy with a Gaussian filter to approximate the seeing of the
NIRSPEC observation (under the assumption that the Hα emission traces the UV contin-
uum), and measuring the centroid of the galaxy within the slit at each spatial position. We
find that the galaxy light fills the slit in all cases, the maximum velocity introduced from
the shift of the galaxy centroid across the slit is ±15 km s−1 , and the mean induced velocity
is ±9 km s−1 ; depending on the orientation of the galaxy, the velocity shear we observe
could be either increased or decreased by these amounts. These numbers are less than our
typical errors in velocity. We have also tested the effect of error in the position of the slit
by measuring the smoothed galaxies’ centroids within a simulated slit shifted by 0.′′2 (our
typical uncertainty in positioning the galaxy on the slit) in either direction perpendicular
to the slit PA. Again we find that the effect is less than or comparable to our velocity
errors, with a maximum introduced velocity of ±21 km s−1 and a mean of ±9 km s−1 . We
therefore believe that only a small fraction of the velocity shear we observe in the tilted
lines could be induced by misalignment of the slit.
A related concern involves the one-dimensional velocity dispersions. As noted above
and discussed further in §3.5, the elongated galaxies for which we have placed slits on the
extended axes have a lower average velocity dispersion than the sample as a whole. It is
possible that by choosing random slit orientations we are artificially elevating the velocity
dispersion by illuminating the slit unevenly as described above. We have tested this by
smoothing the ACS images of known z ∼ 2 galaxies to approximate 0.′′5 seeing, placing
simulated slits along them at random orientations, and measuring the shifts in the galaxies’
centroids in the wavelength direction at each spatial position along the slit. For comparison
with the velocity dispersion σ = FWHM/2.355, we define σinduced = ∆v/2.355, where ∆v
is the full velocity shift of the centroid. We find that the mean induced velocity dispersion
〈σinduced〉 = 8 km s−1 , with a maximum of 21 km s−1 ; these are nearly the same as the
mean and maximum induced velocities found above, suggesting that even with large errors
in position angle this effect does not introduce substantial velocity errors. The effect of
σinduced on the observed value of σ will depend on the source of the velocity dispersion:
If the line widths are due to random motions, then the induced velocity dispersion will
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add to the true velocity dispersion in quadrature to produce the observed profile, and
∆σ = σobs − σtrue is only a few km s−1 . On the other hand, if the velocity dispersions are
due to unresolved velocity shear, σinduced could either increase or reduce the observed σ by
up to ∼ 20 km s−1 , an amount that is comparable to our typical error in σ. The effect on
the average value of σ should be quite small, however, since these slit effects should increase
or reduce σ with equal probability. The true situation is likely some combination of these
two scenarios. In either case, however, the use of random position angles is unlikely to be
a significant contaminant to our measurements of σ.
3.4.1.2 Velocity Dispersions
Although the seeing has a strong effect on the measurement of spatially resolved velocity
shear, it has a relatively small effect on the one-dimensional velocity dispersion. This is
because spatial resolution is not required to measure the velocity dispersion. We can see
this by considering the limit in which the seeing disk exceeds the size of the galaxy. In this
case we will be unable to distinguish emission from opposite sides of the galaxy (the line will
no longer be tilted), but emission from both sides still contributes to the line width. We will
then still measure the full velocity dispersion. The situation is slightly more complicated in
practice, because of slit losses and decreased S/N: As the seeing worsens emission from the
edges of the galaxy may fall outside the slit, decreasing the velocity dispersion somewhat,
and S/N degraded by the seeing may limit the detection of faint wings in the line profile,
especially if the galaxy’s light is very centrally concentrated.
We have quantified these effects with the observations and simulations described above.
For Q1700-BX691 we measure σ = 170±18 km s−1 with 0.′′5 seeing, and σ = 156±29 km s−1
with 0.′′9 seeing; the two values of σ agree within the errors. We find that this is generally
the case with artificially smoothed data as well. The line widths are usually well-preserved
after the smoothing, with ∼> 80% of the width retained; the weakest line (Q1623-BX511)
shows a significant decrease, but also a substantial increase in the errors due to reduced
S/N, such that the two values are still within 1 σ of each other. The S/N of this degraded
spectrum is lower than that of any object in the current sample. We therefore believe that
our one-dimensional measurements are relatively uncompromised by the mediocre seeing
conditions. The fact that the velocity spread of a tilted line is highly dependent on the
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seeing, while σ is not, makes it very difficult to estimate the former from measurements of
the latter, as proposed by Weatherley & Warren (2003). Thus, their conclusion that Lyman
break galaxies are preferentially low-mass star-bursting systems is premature.
3.4.2 Large-Scale Motions
Galactic-scale outflows, identified via the offsets between the redshifts of the UV interstellar
absorption lines or Lyα and the nebular emission lines, are a common feature of galaxies
at z ∼ 3 (Pettini et al. 2001; Shapley et al. 2003). These outflows typically have speeds
of ∼ 300 km s−1 with respect to the systemic redshift of the galaxy, and are presumably
powered by supernovae. A comparison of the redshifts given in Table 3.1 from the interstellar
absorption lines, Lyα, and Hα shows that a similar pattern exists at z ∼ 2. In Figure 3.4
we plot histograms of the velocity offsets of the interstellar absorption lines and Lyα with
respect to Hα; we see that the mean offset of the absorption lines is 〈∆vabs〉 = −223 ± 89
km s−1 , and the mean offset of Lyα is 〈∆vLyα〉 = 470 ± 116 km s−1 . These velocities
are consistent with those of all of the z ∼ 2 galaxies for which we have performed this
test (Steidel et al. 2004). Note that these velocities are measured from the centroids of the
lines; we can estimate the terminal velocity of the outflows by adding half of the interstellar
absorption line widths of ∼ 650 km s−1 (Steidel et al. 2004) to the numbers given above.
Could these outflows be the cause of any of the tilted emission lines we have observed,
or otherwise influence our kinematic measurements? The outflow velocities (〈∆vLyα−abs〉 ∼
700 km s−1 ) are several times larger than either the velocity spread of the tilted lines or
the velocity dispersions, and the results of Shapley et al. (2003) show that nebular emission
from HII regions indicates a galaxy’s systemic redshift rather than the redshift of outflowing
material: These authors see both stellar photospheric lines and nebular lines from HII
regions in the composite spectrum of the z ∼ 3 Lyman break galaxies, and find that their
redshifts agree to within 50 km s−1 . Heckman, Armus, & Miley (1990) have shown that
the emission line luminosity of the outflow in M82 is ∼ 10% of the luminosity of the total
galaxy. Calzetti et al. (2004) obtain a similar result in a study of the fraction of the ISM
ionized by non-radiative processes in four local starburst galaxies, finding that 3–4% of the
Hα luminosity arises from such shock-heated gas. If these relations hold in more distant
galaxies, we would be unlikely to detect Hα from the outflows, especially given the strong
67
Figure 3.4 Velocity differences between the UV interstellar absorption lines and Hα (blue
histogram at left) and between Lyα and Hα (red histogram at right). The offsets are
consistent with galactic-scale superwinds with velocities of several hundred km s−1 .
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redshift dependence of surface brightness. For these reasons we believe that the observed
outflows are unlikely to influence our measurements of Hα.
3.5 Discussion
We have observed a lack of evidence for rotation in the form of tilted emission lines in
elongated galaxies at z ∼ 2, in spite of the fact that our spectroscopic slit was nearly aligned
with the galaxies’ major axes in 11 out of 13 cases. The seeing was mediocre during many
of our observations, and we show with observations of the same object taken under different
conditions and with artificially smoothed data that this can affect the observed velocity
shear at a given radius by as much as a factor of 2. Accounting for the effects of the seeing,
we believe that all 13 of the galaxies in the present sample have v0.5 ≤ 110 km s−1 ; 11 of
them show no evidence of rotation at all. By v0.5 we mean half of the peak-to-peak velocity
amplitude measured in an exposure of ∼ 1 hour under good seeing conditions (∼ 0.′′5);
unlike the terminal velocities of rotation curves of local galaxies, this is not a fundamental
quantity, and it likely underestimates the true velocity. This observed lack of rotation is
perhaps surprising; rotational velocities of a few hundred km s−1 are predicted for models
of star-forming galaxies at z ∼ 2–3 (Mo, Mao, & White 1998, 1999), and we know that
galaxies with vc ∼ 200 km s−1 are present among the still relatively small sample with
rest-frame optical emission line spectra at these redshifts (Lemoine-Busserolle et al. 2003;
Erb et al. 2003).
How, then, are we to interpret the lack of observed rotation in galaxies with slits aligned
with their apparent major axes? The kinematic measurements indicate that most of the
galaxies are not disks with irregular morphologies due to knotty star formation. In fact we
find that the alignment of the slit with a galaxy’s major axis has little effect on whether or
not a tilted emission line is observed. Of our total sample of 29 galaxies (the 13 presented
here and the 16 in Erb et al. 2003), 12 had slits aligned with their major axes and 17 did
not. We see tilted emission lines in 25% of the aligned galaxies and 29% of the unaligned
galaxies; it seems that we are slightly more likely to observe a tilted line by choosing a
random position angle, although this is hardly a robust result given the small numbers
involved and the effect of the seeing on the detectability of velocity shear.
Given these results, we should consider the possibility that the tilted emission lines, when
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observed, may not always be due to rotation. Two or more merging clumps of material with
relative velocities of ∼ 100 km s−1 , blurred by the seeing, could produce an extended, tilted
emission line. Such a scenario fits naturally within the context of hierarchical structure
formation, and has been used to explain the profiles of damped Lyα absorption systems at
high redshift (Haehnelt, Steinmetz, & Rauch 1998). In this model the measured velocity
would depend on the orientation of the merging clumps, and projection effects would be
difficult to quantify. This is not meant to be an exclusive explanation for the origin of the
tilted lines; rotation could certainly still be a factor as well, especially in the case of objects
such as Q1700-BX691 that show a regular pattern of high velocity shear over a large spatial
area.
The uncertain causes and unreliable velocities of the tilted lines make inferences from
this type of kinematic measurement difficult, and it therefore makes sense to focus our
attention on what can be learned from the one-dimensional measurements, which are rela-
tively unaffected by the seeing. In our simulations at least 80% of the velocity width was
retained after smoothing in all except one case; after the smoothing, the exception had
S/N lower than that of any object in the current sample. We have therefore compared the
velocity dispersions of the sample with their morphologies; we see some evidence that the
more elongated galaxies may have smaller velocity dispersions than the sample as a whole.
Considering only those galaxies that we selected because they appeared elongated (i.e., ne-
glecting BX305, BX1085, BX1086, and BX1368), we find a mean velocity dispersion of 80
km s−1 , with an error in the mean of 9 km s−1 . We compare this with the mean velocity
dispersion of the remaining 54 galaxies at z ∼ 2 for which we have Hα measurements (these
data will be discussed in full elsewhere), 〈σ〉 = 118± 7 km s−1 ; the difference in the means
is more than 3 σ. Using a K-S test, we find that the probability that the two samples are
drawn from the same population is 0.04. To investigate this further we plot in Figure 3.5
the aspect ratio a = dmin/dmaj against the velocity dispersion σ. There is mild evidence
for a correlation, in the sense that the more symmetric galaxies also have larger velocity
dispersions; with a Spearman rank-order correlation test we find that the probability of
observing these data if there is no correlation is 0.13.
These nine galaxies have 〈a〉 = 0.38, with an error in the mean of 0.04. We compare
this with the 90 other galaxies we have identified at 2.0 < z < 2.7 in the GOODS-N field.
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Figure 3.5 The velocity dispersion σ plotted against the aspect ratio dmin/dmaj. The two
open red symbols are those galaxies with tilted emission lines. We see mild evidence that
the more symmetric galaxies have larger velocity dispersions.
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These have 〈a〉 = 0.51, with an error in the mean of 0.02; the difference in the means is 3σ,
showing that this subsample is significantly more elongated than one made up of galaxies
chosen at random. We have also calculated the mean E(B − V ) (as determined from the
G − R colors, assuming a star formation age of > 107 yrs and a Salpeter IMF) of the
elongated sample, 〈E(B − V )〉 = 0.105± 0.017 (we again quote the mean and the error in
the mean). As above we compare this with the remaining galaxies with 2.0 < z < 2.7 in
the GOODS-N field, which have 〈E(B − V )〉 = 0.149± 0.009, and find that the elongated
galaxies have a lower 〈E(B − V )〉 by 2σ. These nine galaxies are also somewhat brighter
than the sample as a whole, with 〈R〉 = 23.87± 0.15 as compared to 〈R〉 = 24.32± 0.06;3
we see no correlation between R magnitude and E(B − V ), however. Both the decreased
reddening and the lower velocity dispersions are the opposite of what one would expect if
these galaxies were highly inclined disks: Increasing the inclination of a disk also makes
it appear redder, and the alignment of the slit and the major axis should maximize the
observed velocity.
We have seen that elongated galaxies sometimes, but not always, show evidence for
velocity shear along their major axes, and that clumpy galaxies that appear merger-like
sometimes, but not always, show evidence of shear as well. We also see shear in galaxies
of unknown morphology with the slit misaligned by an unknown amount. The situation is
clearly complicated, and it is unlikely that a single model will explain all of these results;
some combination of rotation and merging seems to be the most likely answer. It will
be challenging to distinguish between these possibilities with the type of measurements
presented here, however. Even under ideal conditions, the blurring of the seeing makes it
difficult to discriminate between rotation and merging. Evidence for rotation could be found
in deeper observations if the velocity curves are seen to flatten like the rotation curves of
local galaxies, and more detailed morphological analysis may help pick out galaxies that are
likely to be mergers. The best way to distinguish between the proposed scenarios, however,
would be to obtain spectroscopic observations of an entire galaxy at high spatial resolution,
and we look forward to observations of objects such as these with the new generation of
near-IR integral field spectrographs with adaptive optics.
3Because our only photometry is in the rest-frame UV, we defer the calculation of absolute magnitudes
until we have obtained rest-frame optical photometry.
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Table 3.1. Galaxies Observed
Galaxy R.A. (J2000) Dec. (J2000) Exposure time (s) zabs
a zLyα
b zHα
c R G−R FHα
d Selectione
BX305 12:36:37.131 62:16:28.358 900× 4 2.4825 – 2.4839 24.28 0.79 4.2 R
BX1055 12:35:59.594 62:13:07.504 900× 2 2.4865 2.4959 2.4901 24.09 0.24 2.7 E
BX1084 12:36:13.568 62:12:21.485 900× 5 2.4392 – 2.4403 23.24 0.26 7.3 E
BX1085 12:36:13.331 62:12:16.310 900× 5 2.2381 – 2.2407 24.50 0.33 1.1 T
BX1086 12:36:13.415 62:12:18.841 900× 5 – – 2.4435 24.64 0.41 1.8 T
BX1277 12:37:18.595 62:09:55.536 900× 3 2.2686 – 2.2713 23.87 0.14 5.3 E
BX1311 12:36:30.540 62:16:26.116 900× 4 2.4804 2.4890 2.4843 23.29 0.21 8.0 E
BX1322 12:37:06.538 62:12:24.938 900× 6 2.4401 2.4491 2.4443 23.72 0.31 2.0 E
BX1332 12:37:17.134 62:11:39.946 900× 3 2.2113 – 2.2136 23.64 0.32 4.4 E
BX1368 12:36:48.241 62:15:56.237 900× 4 2.4380 2.4455 2.4407 23.79 0.30 8.8 R
BX1376 12:36:52.960 62:15:45.545 900× 4 2.4266 2.4338 2.4294 24.48 0.01 2.2 E
BX1397 12:37:04.115 62:15:09.837 900× 3 2.1322 – 2.1332 24.12 0.14 5.2 E
BX1479 12:37:15.417 62:16:03.876 900× 5 2.3726 2.3823 2.3745 24.39 0.16 2.5 E
aVacuum heliocentric redshift from rest-frame UV interstellar absorption lines.
bVacuum heliocentric redshift of Lyα emission line, when present.
cVacuum heliocentric redshift of Hα emission line.
dFlux of Hα emission line, in units of 10−17 ergs s−1 cm−2. This should be considered a lower limit because conditions were
non-photometric.
eReason for selection. E=elongated, T=“triplet,” additional galaxies on slit with BX1084, R=favorable redshift. See §2 for details.
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Table 3.2. Morphologies and Kinematics
Galaxy zHα
a PAb Slit PAc r1/2
d r1/2
d dmaj
e dmaj
e af dHα
g dHα
g σh vc
i Mvir
j
(arcsec) (kpc) (arcsec) (kpc) (arcsec) (kpc) (km s−1 ) (km s−1 ) (1010 M⊙)
BX305 2.4839 109.2 133.4 0.28 2.3 0.25 2.0 0.32 – – 140± 31 – 4.1
BX1055 2.4901 107.0 120.0 0.14 1.2 0.09 0.7 0.52 0.48 3.8 < 124 – 1.2
BX1084 2.4403 −0.6 18.7 0.24 1.9 0.16 1.3 0.58 0.59 4.8 102± 9 – 1.5
BX1085 2.2407 93.3 18.7 0.29 2.4 0.25 2.0 0.39 0.27 2.2 – – –
BX1086 2.4435 −19.1 18.7 0.13 1.1 0.08 0.6 0.57 – – 67± 42 – 0.25
BX1277 2.2713 49.8 58.1 0.26 2.1 0.22 1.8 0.32 0.62 5.1 63± 11 – 0.83
BX1311 2.4843 47.2 55.3 0.26 2.1 0.33 2.7 0.36 1.14 9.2 88± 13 – 2.3
BX1322 2.4443 47.7 57.1 0.24 1.9 0.19 1.5 0.38 0.57 4.6 < 92 – 1.5
BX1332 2.2136 −29.9 −22.0 0.32 2.6 0.37 3.1 0.21 1.47 12.1 54± 20 45 1.0
BX1368 2.4407 78.8 90.3 0.15 1.2 0.09 0.7 0.54 0.90 7.3 138± 12 – 1.5
BX1376 2.4294 59.7 59.6 0.24 2.0 0.20 1.6 0.37 0.22 1.8 96± 31 – 1.8
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Table 3.2—Continued
Galaxy zHα
a PAb Slit PAc r1/2
d r1/2
d dmaj
e dmaj
e af dHα
g dHα
g σh vc
i Mvir
j
(arcsec) (kpc) (arcsec) (kpc) (arcsec) (kpc) (km s−1 ) (km s−1 ) (1010 M⊙)
BX1397 2.1332 −37.4 −31.0 0.30 2.5 0.20 1.6 0.47 1.02 8.4 123± 22 110 2.8
BX1479 2.3745 −0.5 9.7 0.22 1.8 0.23 1.9 0.24 0.51 4.2 46± 28 – 0.45
aVacuum heliocentric redshift of Hα emission line.
bPosition angle of galaxy in degrees.
cPosition angle of slit in degrees.
dEffective half-light radius; see §3.3.
eRMS dispersion of light about centroid along major axis; see §3.3.
fAspect ratio of RMS dispersions along minor and major axes; see §3.3.
gApproximate spatial extent of Hα emission line.
hOne-dimensional velocity dispersion from Hα emission line.
i(vmax − vmin)/2 for those galaxies that show tilted emission lines.
jVirial masses calculated from σ and dmaj; see §3.3 and §3.4.
76
Chapter 4
The Rest-Frame Optical Properties of
Star-Forming Galaxies at z ∼ 2:
Kinematics and Star Formation from Hα
Spectroscopy and Ultraviolet to Infrared Imaging∗
Dawn K. Erb,a Charles C. Steidel,a Alice E. Shapley,b Max Pettini,c
Naveen A. Reddy,a Kurt L. Adelbergerd
aCalifornia Institute of Technology, MS 105–24, Pasadena, CA 91125
bDepartment of Astronomy, 601 Campbell Hall, University of California at Berkeley, Berkeley, CA 94720
cInstitute of Astronomy, Madingley Road, Cambridge CB3 0HA, UK
dCarnegie Observatories, 813 Santa Barbara Street, Pasadena, CA 91101
Abstract
We present analysis of the Hα spectra of 114 rest-frame UV-selected star-forming galaxies
at z ∼ 2. Using rest-frame UV to optical or IR imaging we model the stellar populations of
∼ 80% of the galaxies in the sample, in order to examine the Hα properties as a function
∗Based on data obtained at the W.M. Keck Observatory, which is operated as a scientific partnership
among the California Institute of Technology, the University of California, and NASA, and was made possible
by the generous financial support of the W.M. Keck Foundation.
77
of stellar mass and age. The Hα line widths give a mean velocity dispersion σ = 112
km s−1 , and a mean dynamical mass Mdyn = 4.3 × 1010 M⊙, after excluding AGN. The
average dynamical mass is ∼ 2 times larger than the average stellar mass, and the two
are correlated at the 3 σ level and agree to within a factor of several for most objects,
consistent with observational and systematic uncertainties. However, ∼ 15% of the sample
has Mdyn ≫ M⋆. These objects are best fit by young stellar populations and tend to have
high Hα equivalent widths, suggesting that they are young starbursts with large gas masses.
Rest-frame optical luminosity and velocity dispersion are correlated with 4σ significance,
though the correlation has far more scatter than the local equivalent, and more than can
be accounted for by the uncertainties. Fourteen of the 114 galaxies in the sample have
spatially resolved and tilted Hα emission lines indicative of velocity shear. It is not yet
clear whether the shear indicates merging or rotation, but if the galaxies are rotating disks
and follow relations between velocity dispersion and circular velocity similar to those seen
in local galaxies, we underestimate the circular velocities by an average factor of ∼ 2 and
the sample has 〈Vc〉 ∼ 190 km s−1 . The presence of galactic-scale outflows is confirmed
through the offsets between the nebular, interstellar absorption, and Lyα emission lines, but
there is no significant correlation between the outflow speeds and stellar or dynamical mass,
line width, or star formation rate. There may be a connection between decreased blueshift
of the interstellar absorption lines and the presence of velocity shear. The average star
formation rate (SFR) from extinction-corrected Hα luminosity is ∼ 30 M⊙ yr−1, in good
agreement with SFRs from both the rest-frame UV continuum and X-rays. SFR increases
with stellar mass and at brighter K magnitudes; galaxies with Ks < 20 have 〈SFRHα〉 ∼ 70
M⊙ yr
−1. Using the local empirical correlation between star formation rate per unit area
and gas surface density, we estimate the mass of the gas associated with star formation, and
find a strong increase in gas fraction with decreasing stellar mass. The masses of gas and
stars combined are considerably better correlated with the dynamical masses than are the
stellar masses alone. The combination of kinematic measurements, estimates of gas masses,
and SED modeling suggests that the factor of ∼ 500 range in stellar mass in our sample is
due as much to the evolution of the stellar population and the conversion of gas into stars
as to intrinsic differences in the total masses of the galaxies.
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4.1 Introduction
The rest-frame optical spectra of galaxies are among the most powerful tools for under-
standing their modes of star formation, their kinematics, and their chemical abundances.
Such techniques have been used to study local galaxies almost since it became known that
there were other galaxies, but for redshifts beyond z ∼ 1.5, the strong nebular emission
lines of star-forming galaxies shift into the infrared, making such studies much more dif-
ficult. Historically, this meant that galaxies in the 1.5 ∼< z ∼< 2.5 range were difficult to
identify. In the past several years, however, criteria have been developed that efficiently
select such objects based on their rest-frame UV (Steidel et al. 2004) or optical (Franx et al.
2003; Daddi et al. 2004) colors. These criteria, in combination with improvements in both
blue-sensitive and near-IR spectrographs, have led to vast increases in both the number of
galaxies known at these redshifts and in quantitative studies of their properties.
Because of the not insignificant observing time required per object, even on the largest
telescopes, and the lack of multi-object near-IR spectrographs, samples of rest-frame optical
spectra at high redshift have so far been small, limited to a few to ∼ 20 objects, though the
number of such studies has rapidly been increasing (Pettini et al. 2001; Lemoine-Busserolle et al.
2003; Moorwood et al. 2003; Erb et al. 2003, 2004; van Dokkum et al. 2004; Shapley et al.
2004; Swinbank et al. 2004). Nevertheless, these studies have provided significant insight
into the star formation rates, kinematic properties, and metallicities of galaxies at high
redshift. For example, the widths of nebular emission lines provide direct estimates of mass
that depend little on stellar population properties, though these are complicated by the un-
known mass distribution of galaxies at high redshift, by the difficulty of obtaining accurate
measurements of sizes, and by uncertainties in the extent to which the nebular lines trace
the distribution of mass. Results so far suggest that typical UV-selected galaxies have dy-
namical masses of a few 1010 M⊙ (Pettini et al. 2001; Erb et al. 2003, 2004; Shapley et al.
2004), while galaxies selected by their red J −K colors have dynamical masses ∼ 1011 M⊙
(van Dokkum et al. 2004; this conclusion depends on the apparently large sizes of the red
galaxies as well as on their large line widths, and we note that there are similar objects in
the UV-selected sample).
Accurate systemic redshifts from the nebular emission lines have also been instrumental
in identifying the galactic-scale winds that are omnipresent in star-forming galaxies at high
79
redshift (Pettini et al. 2001; Adelberger et al. 2003; Adelberger et al. 2005a). The presence
of such winds is inferred through offsets of several hundred km s−1 between the nebular
emission lines and the interstellar absorption lines and Lyα emission seen in the rest-frame
UV spectra, as well as through their effect on the surrounding IGM. Studies have so far been
limited, but the properties of the outflows have not been seen to significantly depend on the
properties of the galaxies themselves (Adelberger et al. 2005a), though such correlations
have been seen at low redshift (Martin 2005; Rupke et al. 2005), where a much wider range
of galaxies’ properties is accessible.
Observations of Hα at z ∼ 2 indicate uniformly high star formation rates (compared
to more quiescent local galaxies) of at least a few M⊙ yr
−1 and often much higher; this
is true by definition, of course, since significant star formation is required to make Hα
detectable in a (non-AGN) galaxy at high redshift. Galaxies with brightK magnitudes have
been found to have especially high SFRs of tens to hundreds of M⊙ yr
−1 (Shapley et al.
2004; van Dokkum et al. 2004), consistent with a trend of increasing SFR at brighter K
magnitudes for all samples of galaxies at z ∼ 2 found by Reddy et al. (2005), using stacked
X-ray images. The use of Hα as a star formation indicator is particularly valuable at high
redshift because it is widely used in local galaxies, which thus provide an important sample
for both comparison and calibration (e.g., Kennicutt 1998a; Brinchmann et al. 2004). In
this sense Hα is considerably more useful than the rest-frame UV continuum, which is easily
obtained from optical images of high redshift galaxies but more difficult to observe locally.
Nearly all galaxies with Hα spectra at high redshift have rest-frame UV images as well,
however, so the UV continuum provides a direct comparison for the Hα-derived SFRs.
Further insight into the properties of high redshift galaxies has been gained with multi-
wavelength imaging extending to the rest-frame optical or near-IR, which allows modeling
of the spectral energy distribution and thus provides constraints on the stellar populations
(e.g., Papovich et al. 2001; Shapley et al. 2001; Fo¨rster Schreiber et al. 2004; Shapley et al.
2005b). Such models suffer from degeneracies between age and extinction but can usually
determine stellar masses to a factor of a few or better, provided, of course, that the star
formation episode being modeled represents the total stellar population of the galaxy. As
spectroscopy is not required for such models (except to confirm redshifts), large samples
have been relatively easy to obtain, and indeed large samples are required both to begin
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to overcome the uncertainties in the modeling and obtain statistically meaningful results,
and to assess the diversity of stellar populations among the galaxies in question. The
combination of near-IR spectra and model SEDs to assess the properties of high redshift
galaxies has so far focused primarily on objects with large stellar masses, which have high
metallicities in addition to above-average star formation rates and line widths (Shapley et al.
2004; van Dokkum et al. 2004).
In this paper we present an enlarged sample of Hα spectra of 114 z ∼ 2 galaxies se-
lected by their rest-frame UV colors. We combine the Hα results with model SEDs derived
from optical to near- or mid-IR imaging, in order to assess kinematic and star formation
properties as a function of stellar mass. The paper is organized as follows: We describe
the selection of our sample, the observations, and our data reduction procedures in §4.2.
In §4.3 we outline the modeling procedure by which we determine stellar masses and other
stellar population parameters. Section 4.4 is devoted to the galaxies’ kinematics. In §4.4.1
we derive dynamical masses from the Hα line widths, compare them with stellar masses,
and assess the relationship between velocity dispersion and rest-frame optical luminosity.
We compare the distributions of velocity dispersions of galaxies at z ∼ 2 and z ∼ 3 in
§4.4.1.3. We examine galaxies with spatially resolved and tilted emission lines in §4.4.2,
and discuss galactic outflows in §4.4.3. In §4.5 we discuss star formation rates derived from
the luminosities of Hα and the UV continuum. Also in this section (§4.5.2) we estimate
gas masses from the local correlation between star formation rate and gas density per unit
area, and compare stellar, gas, and dynamical masses. We summarize our conclusions and
discuss our results in §4.6. Separately, we use the same sample of Hα spectra to construct
composites according to stellar mass to show that there is a strong correlation between in-
creasing oxygen abundance as measured by the [N II]/Hα ratio and increasing stellar mass
(Erb et al. 2005a).
A cosmology with H0 = 70 km s
−1 Mpc−1, Ωm = 0.3, and ΩΛ = 0.7 is assumed
throughout. In such a cosmology, 1′′ at z = 2.24 (the mean redshift of the current sample)
corresponds to 8.2 kpc, and at this redshift the universe is 2.9 Gyr old, or 21% of its present
age. For calculations of stellar masses and star formation rates we use a Chabrier (2003)
initial mass function (IMF), which results in stellar masses and SFRs 1.8 times smaller than
would be obtained with a Salpeter (1955) IMF.
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4.2 Sample Selection, Observations, and Data Reduction
The galaxies discussed herein are drawn from the rest-frame UV-selected z ∼ 2 spectro-
scopic sample described by Steidel et al. (2004). The candidate galaxies are selected by
their UnGR colors (from deep optical images discussed by Steidel et al. 2004), with red-
shifts then confirmed in the rest-frame UV using the LRIS-B spectrograph on the Keck I
telescope on Mauna Kea. Our total sample of 114 Hα spectra consists of 75 new obser-
vations and 39 that have been published previously (Erb et al. 2003, 2004; Shapley et al.
2004). This set of galaxies is not necessarily representative of the UV-selected sample as a
whole, because objects were chosen for near-IR spectroscopy for a wide variety of reasons.
Approximately 20% of the galaxies were selected because they lie near the line of sight to a
QSO (for studies of correlations between galaxies and metal systems seen in absorption in
the QSO spectra; see Adelberger et al. 2005a). Others (∼ 15%) were chosen based on their
morphologies (elongated in most cases, with a few more compact objects for comparison;
most of these have been previously discussed by Erb et al. 2004) in the HST ACS images
of the GOODS-N field. Some objects were selected because of their red or bright near-IR
colors or magnitudes, or occasionally because their photometry suggested an unusual SED
(13 objects selected because they have K < 20 are discussed by Shapley et al. 2004). We
observed some galaxies because of their excellent deep rest-frame UV spectra, or occasion-
ally simply because they were bright in the rest-frame UV. Several galaxies were observed
to confirm their classification as AGN. A few objects were observed because they were close
pairs with favorable redshifts with respect to the night sky lines. The remaining objects
are galaxies within ∼ 20′′ of our primary targets, which were placed along the slit and ob-
served simultaneously with the primary targets. A significant number of galaxies meet more
than one of these criteria. The sightline and secondary pair objects are therefore generally
representative of the UV-selected sample as a whole, while the addition of the IR red or
bright objects means that the total Hα sample is somewhat biased toward more massive
galaxies (see §4.3). The AGN fraction (5/114) is similar to the fraction found for our full
spectroscopic sample in the GOODS-N field by Reddy et al. (2005), using direct detections
in the 2-Ms Chandra Deep Field North images.
The Hα detection rate for galaxies with previously known redshifts is ∼ 80%. Not
including objects for which there was a known problem with the NIRSPEC rotator or
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incorrect astrometry in one field, we observed 23 such galaxies without detecting them. For
objects that meet our photometric criteria but do not have previously determined redshifts
the detection rate is much lower. We have observed 28 such galaxies and detected five, for a
rate of 18% (we require a detection of greater significance when the redshift is not previously
known). Some insight into the reasons for the non-detections can be gained by looking at the
objects that were undetected but placed on the slit with another object that was detected;
this gives us confidence that the non-detections were not caused by incorrect pointing or
tracking problems. There are 11 such objects with previously known redshifts. Two of these
11 are undetected in K, and six of the nine remaining have K > 21.5. Comparing with our
NIRSPEC sample, we see that 15% of the galaxies with Hα detections have K > 21.5 (the
average K magnitude of our NIRSPEC sample is 20.7), while 73% of the non-detections
meet this condition. We are clearly less likely to detect Hα emission for objects that are
faint in K. This is not surprising, given the correlation between K magnitude and star
formation rate recently found for the z ∼ 2 sample by Reddy et al. (2005). We confirm and
discuss this correlation in §4.5. Not all of our non-detections can be ascribed to intrinsically
low flux levels, however, as shown by the fact that three initially non-detected objects were
detected on a second observation (out of six that were reobserved). Other reasons for non-
detections may include telescope pointing or tracking error, poor observing conditions, or
offsets between the position of Hα emission and the continuum flux used for astrometry.
For the purposes of comparisons with other surveys, we note that 10 of the 87 galaxies
for which we have JKs photometry have J − Ks > 2.3 (the selection criterion for the
FIRES survey, Franx et al. 2003); this is similar to the ∼12% of UV-selected galaxies that
meet this criterion (Reddy et al. 2005). Eighteen of the 93 galaxies for which we have K
magnitudes have Ks < 20, the selection criterion for the K20 survey (Cimatti et al. 2002);
this is a higher fraction than is found in the full UV-selected sample (∼ 10%), because we
intentionally targeted many K-bright galaxies (Shapley et al. 2004). Five of the 10 galaxies
with J −Ks > 2.3 also have Ks < 20.
4.2.1 Near-IR Spectra
All of the Hα spectra (with the exceptions of CDFb-BN88, Q0201-B13, and SSA22a-MD41,
which were observed with the ISAAC spectrograph on the VLT and previously discussed by
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Erb et al. 2003) were obtained using the near-IR spectrograph NIRSPEC (McLean et al.
1998) on the Keck II telescope. Observing runs were in May 2002; May, July and September
2003; and June and September 2004. The conditions were generally photometric with good
(∼ 0.5–0.6′′) seeing, with the exceptions of the May 2003 and June 2004 runs, which suffered
from occasional clouds and seeing up to ∼ 1′′. Hα falls in the K-band for the redshift range
2.0 ∼< z ∼< 2.6, which includes the vast majority of the current sample; 6 of the 114 objects
have 1.4 ∼< z ∼< 1.8, and were observed in the H-band. We use the 0.76′′×42′′ slit, which, in
NIRSPEC’s low resolution mode, provides a resolution of ∼ 15 A˚ (∼ 200 km s−1 ; R ≃ 1400)
in the K-band.
Our observing procedure is described by Erb et al. (2003). For a typical object, we
use four 15 minute integrations, although the number of exposures varies from 2 to 6 for
total integrations of 0.5 to 1.5 hours. We perform blind offsets from a nearby bright star,
returning to the offset star between each integration on the science target to recenter and
dither along the slit. In most cases we attempt to observe two galaxies with separation
< 20′′ simultaneously by placing them both on the slit; thus the position angle is set by the
positions of the two galaxies. The objects observed are listed in Table 4.1.
The spectra are reduced using the standard procedures we have previously described
(Erb et al. 2003). The most difficult step in such reductions is the absolute flux calibration,
which is subject to significant uncertainties, primarily due to slit losses from the seeing and
imperfect centering of the object on the slit. Because the exposures of the standard stars
we use as references are not usually taken immediately before or after the science targets
(primarily because the NIRSPEC detector suffers from charge persistence after observations
of bright objects), our calibration may also be affected by differences in seeing and weather
conditions between the science and calibration observations. Several methods have been
used to assess the accuracy of our flux calibration. Using a narrow-band image of the
Q1700 field (centered on Hα at z = 2.3, for observations of the proto-cluster described
by Steidel et al. 2005), we have measured narrowband Hα fluxes for six of the objects in
our sample, and find that the NIRSPEC Hα fluxes are ∼ 50% lower. For those (relatively
few) galaxies for which we detect significant continuum in the NIRSPEC spectra, we can
compare the average flux density in the K band with our broadband magnitudes. These
tests also indicate that our NIRSPEC fluxes are low by a factor of ∼ 2 or more. We have
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also assessed the effects of losses from the slit and the aperture used to extract the spectra
by constructing a composite two-dimensional spectrum of all the objects in the sample and
comparing its spatial profile to the widths of the slit and our aperture. This test suggests
losses of ∼ 40%, although this figure represents a lower limit because our procedure of
dithering the object along the slit and subtracting adjacent images results in the occasional
loss of flux from extended wings. Motivated by these tests, we have when noted applied
a factor of 2 aperture correction for the determination of star formation rates and Hα
equivalent widths. Although the correction is imprecise, especially for individual objects,
we believe that applying the correction results in a closer approximation to the true average
flux of the sample than leaving the fluxes uncorrected.
4.2.2 Near-IR Imaging
J-band andKs-band images were obtained with theWide-field IR Camera (WIRC;Wilson et al.
2003) on the 5 m Palomar Hale telescope, which uses a Rockwell HgCdTe Hawaii-2 2k × 2k
array, with a field of view of 8.5′ × 8.5′ and spatial sampling of 0.249 arcseconds per pixel.
Observations were conducted in June and October 2003 and April, May, and August 2004.
Some images were also taken in June 2004, courtesy of A. Blain and J. Bird. We used 120
second integrations (four 30 second coadds in K, one 120 second coadd in J), typically in a
randomized ∼ 8′′ dither pattern of 27 exposures. Total exposure times and 3σ image depths
in each field are given in Table 4.2.
Only those images with seeing as good as or better than our optical images (typically
∼ 1.2′′; 0.85′′ in the Q1700 field) were incorporated into the final mosaics. The images from
each dither sequence were reduced, registered, and stacked using IDL scripts customized
for WIRC data by K. Bundy (private communication). The resulting images were then
combined and registered to our optical images using IRAF tasks. Flux calibration was done
with reference to the 15–30 2MASS stars in each field. We have also used a 45 minute image
of Q2346-BX404 and Q2346-BX405 from the near-IR camera NIRC (Matthews & Soifer
1994) on the Keck I telescope taken on 1 July 2004 (UT), courtesy of D. Kaplan and S.
Kulkarni; this image was reduced similarly, and flux-calibrated by matching the magnitudes
of objects in the field to their magnitudes in the calibrated Q2346 WIRC image.
Photometry was performed as described by Shapley et al. (2005b), with the difference
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that we detected the objects in both the R and K images, and after applying both sets
of isophotes to the K and J images used whichever was the more significant of the two
detections. Note that this change in method, as well as a slight change in the photometric
zeropoints from new flux calibrations, means that some magnitudes given here may be
slightly different than those previously published (Shapley et al. 2004, 2005b). The K-band
images have been trimmed somewhat more than previous versions for cleaner detections in
K, with the result that some objects with previously published magnitudes are no longer in
the K-band sample. Photometric uncertainties were determined by adding a large number
of fake galaxies of known magnitudes to the images, and detecting them in both R and K
bands to mimic our photometry of actual galaxies. This process is described in detail by
Shapley et al. (2005b).
4.2.3 Mid-IR Imaging
Two of our fields have been imaged by the Infrared Array Camera (IRAC) on the Spitzer
Space Telescope. Images of the Q1700 field were obtained in October 2003 during the
“In-Orbit Checkout,” and have been previously discussed in detail (Barmby et al. 2004;
Shapley et al. 2005b). We also make use of the fully reduced IRAC mosaics of the GOODS-
N field, which were made public in the first data release of the GOODS Legacy project (M.
Dickinson, PI). These images are described in more detail by Reddy et al. (2005). For both
fields we use the photometric procedure described by Shapley et al. (2005b).
4.3 Model SEDs and Stellar Masses
4.3.1 Modeling Procedure
We determine best-fit model SEDs and stellar population parameters for the 93 galaxies
for which we have K-band magnitudes. Most of these (87) also have J-band magnitudes,
and 35 (in the GOODS-N and Q1700 fields) have been observed with the IRAC camera
on the Spitzer Space Telescope. For modeling purposes we correct the K magnitudes for
Hα emission; the typical correction is 0.1 mag, but for 4/93 objects (Q2343-BX418, Q2343-
BM133, Q1623-BX455, Q1623-BX502), it is ∼> 0.4 mag. We use a modeling procedure
identical to that described in detail by Shapley et al. (2005b), and review the method briefly
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here.
Photometry is fit with the solar metallicity Bruzual & Charlot (2003) models; as shown
by Erb et al. (2005a), solar metallicity is a reasonable approximation for the massive galaxies
in the sample, and more typical galaxies have metallicities only slightly less than solar.
Although we use the models that employ a Salpeter (1955) IMF, it is well-known that the
steep faint-end slope of this IMF below 1 M⊙ overpredicts the M/L and stellar mass by a
factor of ∼ 2 (e.g., Bell et al. 2003; Renzini 2005). For more accurate comparisons of stellar
and dynamical masses we have therefore converted all stellar masses and star formation
rates to the Chabrier (2003) IMF by dividing by 1.8 (a change in the faint end of the IMF
affects only the inferred total stellar mass and star formation rate, because low mass stars
do not provide enough flux in our bandpasses to affect the observed photometry). Note
that previous model SEDs of some of the same objects discussed here used the Salpeter
IMF (Shapley et al. 2004, 2005b).
The Calzetti et al. (2000) starburst attenuation law is used to account for dust extinc-
tion. We employ a variety of simple star formation histories of the form SFR ∝ e(−tsf/τ),
with τ = 10, 20, 50, 100, 200, 500, 1000, 2000, and 5000 Myr, as well as τ = ∞ (i.e., con-
stant star formation, CSF). We also briefly consider more complex two-component models,
as described below; but as it is generally difficult to constrain the star formation histories
even with simple models, we use only the single-component models for the main analysis.
For each galaxy we consider a grid of models with ages ranging from 1 Myr to the age of
the universe at the redshift of the galaxy, with extinctions ranging from E(B − V ) = 0.0
to E(B − V ) = 0.7, and with each of the values of τ listed above. We compare the
UnGRJK+IRAC magnitudes of each model (shifted to the redshift of the galaxy) with the
observed photometry, and determine the normalization that minimizes the value of χ2 with
respect to the observed photometry. Thus the reddening and age are determined by the
model, and the star formation rate and total stellar mass by the normalization. In most
cases all or most values of τ give acceptable values of χ2, while the constant star forma-
tion models give the best agreement with star formation rates from other indicators (see
§4.5). For these reasons we adopt the CSF model unless it is a significantly poorer fit than
the τ models. CSF models are used for 74 of the 93 objects modeled, and τ models for
the remaining 19; as discussed by Shapley et al. (2005b), the most massive galaxies, with
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M⋆ ∼> 1011 M⊙, are usually significantly better fit by declining models with τ = 1 or 2 Gyr.
We discuss this issue further in §4.5. The adopted parameters and values of τ may be found
in Table 4.3.
Parameters derived from this type of modeling are subject to substantial degeneracies
and systematic uncertainties, primarily because of the difficulty in constraining the star
formation history. These issues have been discussed in detail elsewhere (Papovich et al.
2001; Shapley et al. 2001, 2005b). Here we simply note that the primary degeneracy is
between age and reddening, and that the stellar mass is less sensitive to the assumed
star formation history and thus more tightly constrained. We examine the effects of the
assumed star formation history, and of photometric errors, through a series of Monte Carlo
simulations that we use to determine uncertainties on the fitted parameters. The simulations
are conducted as described by Shapley et al. (2005b); they perturb the observed colors
of the galaxy by an amount consistent with the photometric errors, and determine the
best-fit SED as usual to the perturbed colors, including the star formation history τ as
a free parameter. We conduct 10,000 trials per object to estimate the uncertainties in
each fitted parameter, and iteratively determine the mean and standard deviation of each
parameter for each object, using 3σ rejection. The resulting mean fractional uncertainties
are 〈σx/〈x〉〉 = 0.7, 0.5, 0.6, and 0.4 in E(B − V ), age, SFR, and stellar mass, respectively.
The distributions of σx/〈x〉 are shown in Figure 4.1. The addition of the mid-IR IRAC data
significantly improves our determination of stellar masses; for those objects with IRAC data
(all those in the Q1700 and HDF fields) we find σM⋆/M⋆ ∼ 0.2, while those without the
IRAC data have σM⋆/M⋆ ∼ 0.5. The IRAC data also reduce the uncertainties in the other
parameters, though not by as large an amount. Shapley et al. (2005b) show that while the
IRAC data significantly reduce the uncertainties in stellar mass, the lack of these data does
not substantially change or bias the inferred mass itself, especially when we are able to
correct the K-band magnitude for Hα emission.
Confidence interval plots forM⋆ vs. E(B−V ) and age vs. E(B−V ) for selected objects
are shown in Figure 4.2, where the dark contours represent 68% confidence levels and the
light 95%. The red × marks our adopted best fit. These objects are generally representative
of the range of properties spanned by the NIRSPEC sample. The first two objects, Q1623-
BX502 and Q2343-BX493, have low stellar masses, young ages, and relatively high values
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Figure 4.1 The distribution of uncertainties of each parameter fitted by our SED modeling
code, from the Monte Carlo simulations described in the text. We show histograms of the
ratio of the standard deviation to the mean of each parameter for all the objects modeled,
determined iteratively with 3σ rejection. From left to right and top to bottom, we show
E(B−V ), age, star formation rate, and stellar mass. Stellar masses are the best-constrained
parameter, followed by the age of the star formation episode.
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of E(B − V ). The third galaxy, Q1700-BX536, has properties close to the average of the
sample, and also shows how much smaller the confidence intervals can become with the
addition of the mid-IR IRAC data. The last object, Q2343-BX610, is a massive, old galaxy
that can only be fit with M⋆ > 10
11 M⊙ and age tsf > 1 Gyr.
4.3.2 Model SED Results
The best-fit parameters from the SED modeling are given in Table 4.3, and their distri-
butions shown in the histograms in Figure 4.3. The mean stellar mass is 3.6 × 1010 M⊙,
and the median is 1.9 × 1010 M⊙. The mean age is 1046 Myr, and the median age is 570
Myr. The sample has a mean E(B−V ) of 0.16 and a median of 0.15. The mean SFR is 52
M⊙ yr
−1, while the median is 23 M⊙ yr
−1; the difference between the two reflects the fact
that a few objects are best fit with high SFRs (> 300 M⊙ yr
−1). We discuss the results
of the models further in the following sections, where we compare them with properties
determined from the Hα spectra.
The 93 galaxies whose SEDs we discuss here are drawn from a total sample of 461
objects with model SEDs. This larger sample will be discussed in full elsewhere (Erb et al.
2005, in preparation); for the moment we compare the distribution of stellar masses of the
NIRSPEC galaxies with that of the full sample, which is representative of the UV-selected
sample except that it excludes the ∼ 20% of objects that are not detected to K ∼ 22.5 (as
we discuss in §4.5, these are likely to be objects with low stellar masses and relatively low
star formation rates). For the purposes of comparison with the full sample, we use models
for the NIRSPEC galaxies in which we have not corrected the K magnitude for Hα emission
(since we do not have Hα fluxes for the full sample); everywhere else in this paper, we use
corrected K magnitudes for the modeling as described above. We also use CSF models
for all galaxies for this comparison. As shown in Figure 4.4, the subsample for which we
have Hα spectra has a slightly higher average stellar mass (3.6× 1010 M⊙) than that of the
UV-selected sample as a whole (2.9× 1010 M⊙).
4.3.3 Two-Component Models and Maximum Stellar Masses
One limitation of this type of modeling is that it is sensitive to only the current episode of
star formation; it is possible for the light from an older, underlying burst to be completely
90
Figure 4.2 Sample confidence intervals for the fitted parameters, for four galaxies in our
sample. We show contours of stellar mass vs. age on the left, and age vs. E(B − V ) on the
right. The dark and light blue regions represent 68% and 95% confidence intervals, respec-
tively, and the red × marks our adopted best fit. The top two objects are characteristic of
the young, low stellar mass galaxies in our sample; the third row shows a typical galaxy,
with fit very well-constrained by the addition of mid-IR IRAC data; and the bottom panel
shows one of the most massive galaxies in the sample, which can only be fit by an old stellar
population.
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Figure 4.3 Histograms showing the distributions of the results of the SED modeling. From
left to right and top to bottom, we show E(B − V ), age, star formation rate, and stellar
mass. Statistics of the distributions are given in the text.
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Figure 4.4 A comparison of the stellar masses of the full sample of 461 UV-selected galaxies
(red) and the 93 galaxies for which we have model SEDs and Hα spectra (blue). The mean
stellar mass of the full sample is 2.9×1010 M⊙, while that of the Hα subsample is 3.7×1010
M⊙; the NIRSPEC sample is slightly more massive on average because we preferentially
targeted some galaxies with red R−K or J −K colors or bright K magnitudes. For the
purposes of this comparison we use constant star formation models for all objects, and the
K magnitudes of the NIRSPEC sample have not been corrected for Hα emission.
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obscured by current star formation (Papovich et al. 2001; Shapley et al. 2005b). Although
we can only weakly constrain the star formation histories of individual galaxies even with
simple declining models, more complex two-component models are a useful tool to assess
how much mass we could plausibly be missing. We use two types of two-component models
to examine this question. The first is a maximal mass model, in which we first fit theK-band
(and IRAC, when it exists) data with a nearly instantaneous (τ = 10 Myr), maximally old
(zform = 1000) burst, subtract this model from the observed data, and fit a young model to
the (primarily UV) residuals. Such models produce stellar masses ∼ 3 times higher than the
single-component models on average, and for galaxies with (single-component) M⋆ ∼< 1010
M⊙, the two-component total masses are 10–30 times larger. Such models are poorer fits to
the data, however, and are not plausible on average because the young components require
extreme star formation rates; the average SFR for the young component of these models
is ∼ 900 M⊙ yr−1, ∼> 30 times higher than the average star formation rate predicted by
X-ray stacking analyses (Reddy & Steidel 2004), and far higher than SFRs from Hα and
UV emission (see §4.5). Nevertheless, we cannot rule out the possibility that such models
may be correct for some small fraction of the sample.
We also use a more general two-component model, in which we fit a maximally old
burst and a current star formation episode (of any age and with any of our values of τ)
simultaneously, allowing the total mass to come from any linear combination of the two
models. As is expected given the number of free parameters, such models generally fit the
data as well as or better than the single-component models. They do not, however, usually
significantly increase the total mass. For 40% of the sample, the data is best fit by a current
star formation episode alone, with no mass in the old burst; these galaxies span the full
range of (single-component) stellar masses, but include almost all of those with the lowest
stellar mass. On the other hand, ∼ 20% of the sample is best fit with a model in which the
mass in the old component is more than 10 times larger than that produced by the current
episode of star formation. These are generally the most massive galaxies in the sample,
but because their single-component models are usually already maximally old, their two-
component masses are not significantly larger. For the remaining objects, the total mass is
split fairly equally between the two components, to within a factor of a few. The average
total stellar mass from these models is 1.6 times larger than the average single-component
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stellar mass, and their other parameters (star formation rate, current star formation age,
and reddening) are reasonable. The total two-component mass is more than three times
larger than the single component mass in only six cases. In general, then, the data do not
favor models with large amounts of mass hidden in old bursts. We discuss both of these
models further in the next section, where we compare the stellar and dynamical masses.
4.4 Kinematics
4.4.1 Velocity Dispersions and Dynamical Masses
The most useful kinematic measurement we make is the Hα velocity dispersion σ, because
it can be calculated for most of the objects in the sample. Out of the 114 galaxies with Hα
detections, we measure a velocity dispersion from the Hα line width for 85 objects. Eleven
additional objects have an upper limit on the velocity dispersion, while 12 have FWHM less
than the instrumental resolution and six have been rejected due to significant contamination
from night sky lines. We calculate the velocity dispersion σ = FWHM/2.35, where FWHM
is the full width at half maximum after subtraction of the instrumental resolution (15 A˚ in
the K-band) in quadrature. Uncertainties (∆σup and ∆σdown) are determined by calculating
σmax and σmin from the raw line width W and its statistical uncertainty ∆W ; W + ∆W
gives σmax and W − ∆W gives σmin. This results in a larger lower bound on the error
when the line width is close to the instrumental resolution, and an upper limit on σ when
(W − ∆W )2 is less than the square of the instrumental resolution. In such cases we give
one standard deviation upper limits of σ + ∆σup. As we discuss further below, we have
also measured the spatial extent of the Hα emission for each object; for 14 objects, the
FWHMHα is less than the slit width. In such cases the effective resolution is increased by
the ratio of the object size to the slit width; we have made this correction in the calculation
of σ for these 14 objects. The correction is usually < 10%.
Velocity dispersions are given in column 6 of Table 4.4. From the 85 measurements we
find 〈σ〉 = 120 km s−1 , with a standard deviation of 86 km s−1 , while counting the upper
limits as detections gives 〈σ〉 = 112±85 km s−1 . The observed line widths could be caused
by random motions, rotation, or merging, or, most likely, some combination of the above
(as we discuss in §4.4.3, we do not believe that galactic winds contribute significantly to the
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line widths, and the AGN fraction of ∼ 4% means that broadening by AGN is usually not
significant). Dynamical masses can be calculated from the line widths via the relation
Mdyn = Cσ
2r/G (4.1)
The factor C depends on the galaxy’s mass distribution and velocity field; it can range
from < 1 to ∼ 10, depending on the mass density profile, the velocity isotropy and relative
contributions to σ from random motions or rotation, the assumption of a spherical or disk-
like system, and possible differences in distribution between the total mass and that of
tracer particles used to measure it. Obviously the definition of the radius r is also crucial.
Most of these factors are unknown for the current sample; we adopt a compromise value
of C = 5 for comparison with previous work (Pettini et al. 2001; Erb et al. 2003, 2004;
Shapley et al. 2004; van Dokkum et al. 2004; Swinbank et al. 2004). For the galaxy size r
we use the spatial extent of the Hα emission, rHα = FWHMHα/2.35, after deconvolution
of the seeing. The galaxies are spatially resolved in almost all cases; for those five that are
not, we use the smallest size measured under the same seeing conditions as an upper limit.
We find a mean and standard deviation 〈rHα〉 = 0.3± 0.1′′. We can compare this with rest-
frame UV sizes obtained from the high resolution ACS images of the GOODS-N field, where
〈r〉 = 0.26′′; this is the mean rms of the region containing half the light, so we expect it to be
somewhat smaller than our Hα sizes which consider the full extent of the emission. Because
it is difficult to continuously monitor the seeing while observing with NIRSPEC, some
uncertainty is introduced by our inexact knowledge of the seeing during each observation.
This uncertainty is typically 0.1–0.2′′, but for those objects that are near the resolution limit
it may be much larger. Because of this issue, the sizes are uncertain by a factor of ∼ 2.
Values of rHα are given in column 5 of Table 4.4, and dynamical masses in column 8. Using
the 85 galaxies with well-determined σ, we find a mean dynamical mass 〈Mdyn〉 = 7.4×1010
M⊙. The two largest dynamical masses in the sample are Mdyn = 3.5 × 1011 M⊙ (Q1700-
MD174) and Mdyn = 2.4 × 1012 M⊙ (Q1700-MD94); both of these objects are AGN, and
their broad Hα lines are therefore not a reflection of the gravitational potential. Neglecting
these two objects, and the other AGN that have Mdyn ∼ 4− 6× 1010 M⊙ (HDF-BMZ1156,
Q1623-BX151 and Q1623-BX663), results in 〈Mdyn〉 = 4.3× 1010 M⊙.
Uncertainties in the dynamical masses are considerable. As discussed above, the con-
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stant C can vary by an order of magnitude; this includes a wide range of mass and velocity
distributions, however, from thin, edge-on disks with pure rotation to isotropic spheres of
various concentrations. Although we lack any detailed information, we consider it unlikely
that our galaxies span the full range of the distribution, and that it is more likely that
the uncertainty in C introduces scatter of perhaps a factor of a few, and some systematic
offset as well. Spatially resolved kinematic measurements at high angular resolution will
be required to better address this question. Our line widths may also occasionally suffer
from contamination by night sky lines; we have removed the most obvious incidents of this,
but repeated observations with varying S/N and comparisons of line widths from Hα and
[O III]λ5007 (we see no systematic differences between the widths from these two lines)
show that this can occasionally affect the line profile by up to ∼ 30% (where we have
again removed the most obvious incidents of sky line contamination). Complex spatial and
velocity structure can also affect the observed velocity dispersion; as discussed previously
(Erb et al. 2003), the (non-AGN) object with the largest velocity dispersion in the sample,
Q1623-BX376, is made up of at least two pieces, and the velocity dispersion may reflect
the relative velocities of the individual components. This point has recently been empha-
sized by Colina et al. (2005), who use integral field spectroscopy to study a sample of local
ULIRGs. They find that when the center of the galaxy is properly identified the central
velocity dispersion of the ionized gas is generally a good tracer of the dynamical mass, but
that the peak Hα emission and the largest velocity dispersion do not always correspond
to the nucleus. Even when the Hα emission comes from the center of the galaxy, it may
not trace the full potential, especially in low S/N spectra of high redshift objects. In some
local starburst galaxies, the regions of high surface brightness Hα emission are centrally
located, but the emission line widths from this nuclear region do not fully sample the ro-
tation curve (Lehnert & Heckman 1996). Indeed, the mean dynamical mass we derive here
is ∼ 25 times lower than the typical halo mass as inferred from the galaxies’ clustering
properties (Adelberger et al. 2005b). A similar situation is found in the Milky Way bulge,
which has σ ∼ 100 km s−1 (e.g., Tiede & Terndrup 1999; Minniti 1996) and mass ∼ 1010
M⊙ (Garnett 2002), while residing in a halo of mass ∼ 1012 M⊙ (Wilkinson & Evans 1999;
Zaritsky 1999).
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4.4.1.1 Comparisons with Stellar Masses
We turn next to a comparison of the galaxies’ dynamical and stellar masses. In Figure 4.5
we plot dynamical mass vs. stellar mass for the 68 galaxies for which we have determined
both. The dashed line shows equal masses, while the dotted lines on either side indicate a
factor of 7 difference between the two masses (we use a factor of 7 as a rough uncertainty
in theMdyn/M⋆ ratio resulting from a factor of 2–3 uncertainty in both masses). The mean
dynamical mass is ∼ 2 times higher than the mean stellar mass. Significant correlation be-
tween stellar and dynamical mass is observed in the local universe (e.g., Brinchmann & Ellis
2000), but such a correlation will exist only if the stellar mass makes up a relatively con-
stant fraction of the dynamical mass over the full range of stellar masses. If low stellar
mass galaxies have large gas fractions, as is seen in local galaxies (McGaugh & de Blok
1997; Bell & de Jong 2000), they may not have correspondingly small dynamical masses.
With these caveats in mind, we perform Spearman and Kendall τ correlation tests and find
a probability P = 0.003 that the masses are uncorrelated, for a significance of the correla-
tion of 2.9σ. Randomizing the lists of masses to generate 1000 sets of random pairs results
in an equally strong correlation for 0.4% of the sets of random pairs. This is consistent with
our qualitative expectations from Figure 4.5, where most of the points lie well between the
dotted lines marking a factor of 7 difference between the masses (though we see a significant
number of outliers with Mdyn ≫M⋆, to be discussed further below).
Approximately 30% of the galaxies in the sample haveM⋆ > Mdyn, clearly an unphysical
situation. The discrepancies are usually a factor of 2–3 and almost always less than a factor
of ∼ 7, which can be easily explained by the factor of a few uncertainty in both masses.
There are objects for which the line width is unresolved or for which we are only able to
determine an upper limit on the velocity dispersion, and these may have larger M⋆/Mdyn;
two of those with limits on σ result in a limit on the ratio of M⋆/Mdyn > 7, but both of
these are observations with extremely low S/N, making any measurement of σ very difficult.
Given that the Hα line widths may not sample the full potential, and that the radius that
we use to determine the stellar mass (a photometric isophote that includes all the light)
is larger than the radius we use for the dynamical mass, it would not be a surprise to
find some objects with M⋆ > Mdyn. If non-isotropic velocities or rotation make significant
contributions to σ, projection effects will also lead to low values of σ for some fraction of
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Figure 4.5 Dynamical vs. stellar mass for the 67 galaxies for which we can measure both
quantities. We find 〈M⋆〉 = 4.1×1010 M⊙; the mean dynamical mass is 〈Mdyn〉 = 8.5×1010
M⊙. The dashed line shows equal masses, and the dotted lines on either side represent a
factor of 7 difference between the masses. Galaxies with Mdyn/M⋆ > 7 are marked with
open diamonds, and we discuss possible reasons for their discrepancy in the text. The
masses are correlated with 3 σ significance.
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the sample.
It is potentially more interesting to consider the small but significant fraction of the
objects for which Mdyn ≫ M⋆; we focus on the 15% of the sample (10/68) for which
Mdyn/M⋆ > 7 (one of these is the AGN Q1700-MD94, which has a dynamical mass of
2.4 × 1012 M⊙ due to its very broad Hα line; this is clearly a problematic estimate of
dynamical mass, and we exclude this object in the following discussion). These objects
are marked with open diamonds in Figure 4.5, and in many of the subsequent figures as
well. The large differences between stellar and dynamical masses suggest the following
possibilities: 1) these are galaxies that have recently begun forming stars, and thus have
small stellar masses and large gas fractions; or 2) we significantly underestimate the stellar
mass for up to ∼ 15% of our sample, presumably because of an undetected old stellar
population. We should also consider the possibility that contamination from winds, shock
ionization, or AGN causes us to overestimate the dynamical masses of ∼ 15% of the sample.
There is no evidence for this third possibility, however; except in the few cases of known
AGN, none of the objects show evidence of ionization from any source other than star
formation, either from their UV spectra or from high [N II]/Hα ratios. The objects with
Mdyn ≫ M⋆ have low stellar masses, and as Erb et al. (2005a) show in the context of
estimating metallicity as a function of stellar mass, [N II] is not detected even in a composite
spectrum of 15 such objects.
The best-fit ages and Hα equivalent widths (we discuss the equivalent widths more fully
in §4.5.1) of the set of galaxies with Mdyn/M⋆ > 7 favor the first possibility. As shown in
Figure 4.6, there is a strong correlation between Mdyn/M⋆ and age, and, with somewhat
more scatter, between Mdyn/M⋆ and WHα (the correlations have 5 and 4 σ significances,
respectively). Objects withMdyn ≫M⋆ have young best-fit ages, and tend to have high Hα
equivalent widths as well. Note that these are not correlations of independent quantities;
age and stellar mass are correlated by definition in the constant star formation models we
use for the majority of the sample, and the equivalent width depends on the Ks magnitude,
which is also closely related to stellar mass. This, combined with the fact that we see less
dispersion in dynamical mass than stellar mass, accounts for the correlations in Figure 4.6.
We would first like to know whether the young ages of the Mdyn ≫ M⋆ galaxies are
significant, given the well-known degeneracies between age and extinction in SED modeling
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Figure 4.6 Left: The mass ratio Mdyn/M⋆ vs. the best-fit age from SED modeling, and
right, Mdyn/M⋆ vs. Hα equivalent width WHα. Galaxies with high Mdyn/M⋆ have young
ages, and also tend to have high equivalent widths. Symbols are as in Figure 4.5.
and the considerable uncertainties in the age of a typical object. Confidence intervals for the
age–E(B − V ) fits for two of the Mdyn ≫ M⋆ galaxies (Q1623-BX502 and Q2343-BX493)
are shown in Figure 4.2. These are generally representative of this set of objects. Young
ages (and correspondingly high values of E(B − V )) are clearly strongly favored, but there
is a tail of acceptable solutions extending to higher ages. This set of objects is unique in
favoring such young ages. To further assess the significance of the young ages, we divide the
sample into four quartiles by Mdyn/M⋆ (with 16, 17, 17, and 17 galaxies in the quartiles),
and perform K-S tests on the age distribution of each quartile. We make use of the Monte
Carlo simulations described in §4.3. These simulations perturb the colors of each galaxy
according to its photometric errors, and compute the best-fit model for the perturbed colors.
We conduct 10,000 trials for each galaxy, and generate lists of the best-fit ages for all trials
in each quartile (for 160,000 or 170,000 trial ages in each quartile). We perform a two-
sample K-S test on all pairs of the four quartiles, and find that the probability P ≃ 0 that
the ages in the quartile with the highest Mdyn/M⋆ are drawn from the same distribution as
the remaining quartiles. This test suggests that even though the ages of individual galaxies
may not be well-constrained, the younger average age of the subsample with Mdyn ≫ M⋆
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is highly significant.
The best-fit ages from the SED fitting represent the age of the current star formation
episode, however, not necessarily the galaxy as a whole, which brings us to possibility 2)
above: Is there a significant underlying population of old stars in these objects that causes
us to underestimate the stellar mass? We address this question through the two-component
models described in §4.3.3, which fit the SED with the superposition of a young burst
and maximally old population to estimate the maximum stellar mass. The maximal mass
models, which fit all the flux redward of the K-band with an old burst, and then fit a young
model to the UV residuals, result in stellar masses ∼ 5–30 times larger for those galaxies
with Mdyn/M⋆ > 7. If we use the maximal mass models for these objects rather than the
single-component models in the comparison with dynamical mass, we find 〈Mdyn/M⋆〉 = 2,
as compared to 〈Mdyn/M⋆〉 = 35 using the single-component models. These models are a
poorer fit to the data for over 90% of the objects, but provide statistically acceptable fits for
∼ 70% of them; four of our 10 galaxies withMdyn/M⋆ > 7 are acceptably fit by such a model.
Moreover, if no restrictions are applied to the young model, the results are unphysical or
implausible. The mean age of the young component is 3.5 Myr, approximately 1/10 the
typical dynamical timescale for these objects, while the average SFR is ∼ 900 M⊙ yr−1,
more than 30 times higher than the average SFR determined for the z ∼ 2 UV-selected
galaxies by X-ray stacking (Reddy & Steidel 2004), and 20–30 times higher than the SFRs
we derive from the Hα and UV luminosities (§4.5). Forcing the young component to have
a minimum age of 10 Myr also decreases the mean SFR to a more reasonable but still high
100 M⊙ yr
−1, but also decreases the quality of the fits such that, for the full sample, less
than 40% are acceptable. The more general two-component modeling, in which the total
mass comes from a varying linear combination of a maximally old burst and an episode of
current star formation, does not favor such extreme models; for the galaxies in question,
the use of these more general models increases the average stellar mass by a factor of 3.
More powerful constraints on this question come from the spectra of the galaxies them-
selves. Using composite spectra of the current sample, Erb et al. (2005a) show that there
is a strong trend between metallicity and stellar mass in the z ∼ 2 sample, such that the
lowest stellar mass galaxies also have low metallicities. These objects probably have large
gas fractions, accounting for their relatively low metal content (we discuss our indirect
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derivations of the gas fractions further in §4.5). These results strongly favor the hypothesis
that the large dynamical masses of these objects are due to a large gas mass rather than a
significant population of old stars. From both considerations of dynamical mass and bary-
onic mass (gas and stars, §4.5), it seems clear that objects with a best-fit stellar mass of
M⋆ ∼< 109 M⊙ are not in fact significantly less massive than the rest of the sample. This is
not an unexpected result given the clustering properties of the z ∼ 2 galaxies, which imply
a minimum halo mass of ∼ 1011.8 M⊙ (Adelberger et al. 2005b).
4.4.1.2 Velocity Dispersion and Optical Luminosity
Correlations between the optical luminosity L and velocity dispersion σ of local galaxies
(the Faber–Jackson relation, L ∝ σ4; Faber & Jackson 1976), and between their velocity
dispersions and black hole masses MBH (Ferrarese & Merritt 2000; Tremaine et al. 2002),
are well-known and generally considered to arise from the regulation of star formation
and accretion by feedback from star formation and/or AGN activity (e.g., Murray et al.
2005; Di Matteo et al. 2005; Begelman & Nath 2005; Robertson et al. 2005 and references
therein). Efforts to find similar relations at high redshift focus on luminosity, stellar
mass, and velocity dispersion, as direct measurements of black hole masses are impossi-
ble. These studies have generally suffered from small sample sizes and resulted in weak or
absent correlations with large amounts of scatter (Pettini et al. 2001; van Dokkum et al.
2004; Swinbank et al. 2004). We revisit the relation between σ and optical luminosity
with a sample of 77 z ∼ 2 UV-selected galaxies, augmented by 21 SCUBA galaxies pre-
sented by Swinbank et al. (2004), four of the Distant Red Galaxies (DRGs) discussed by
van Dokkum et al. (2004), and 16 Lyman-break galaxies at z ∼ 3 (Pettini et al. 2001 give
velocity dispersions for nine galaxies observed in K and (usually) J by Shapley et al. 2001,
and we have subsequently observed seven more). Our total sample thus consists of 118
galaxies with a mean spectroscopic redshift of 〈z〉 = 2.38± 0.37.
The left-hand panel of Figure 4.7 shows the luminosity implied by the rest-frame V -band
absolute magnitude, which we determine by multiplying the best-fit SED with the redshifted
V transmission curve, plotted against the velocity dispersion σ; none of the luminosities
have been corrected for extinction. We have used photometry from Shapley et al. (2001)
to remodel the SEDs of the z ∼ 3 LBGs, for consistency with the z ∼ 2 sample. The solid
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line on the left is the maximum luminosity LM ≃ (4fgc/G)σ4 proposed by Murray et al.
(2005), with the gas fraction fg = 1.0; this is the maximum luminosity a star-forming galaxy
can attain before feedback in the form of momentum-driven winds from radiation pressure
drives the gas out of the galaxy. The dashed line on the right shows the local i-band1
Faber-Jackson relation derived from 9000 SDSS galaxies by Bernardi et al. (2003). The
two lines bracket most of the data points, but the evidence for correlation is weak; using
a Spearman test, we find that the probability that the data are uncorrelated is P = 0.12,
for a significance of 1.5σ. Repeating the test without the SCUBA galaxies, however, gives
a correlation with 3.3σ significance and P = 0.0007.
Figure 4.7 Left: Velocity dispersion vs. luminosity calculated from the rest-frame V mag-
nitude, without correcting for extinction. Red circles are the current sample, blue ×s are
Lyman break galaxies at z ∼ 3, green stars are the DRGs presented by van Dokkum et al.
(2004), and the purple squares represent the SCUBA galaxies of Swinbank et al. (2004).
The dashed line at right shows the local Faber-Jackson relation, and the solid line at left is
the maximum wind-driven starburst luminosity of Murray et al. (2005). Right: The same,
with luminosities corrected for extinction as described in the text.
The same quantities are shown in the right-hand panel, except that we have corrected
1The slope of the Faber-Jackson relation is the same within the uncertainties in all bands, while the
zeropoint decreases slightly at shorter wavelengths.
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the luminosities for extinction using the Calzetti et al. (2000) extinction law and the best-
fit values of E(B − V ) from the SED modeling. We also use the extinction-corrected
magnitudes MV from Swinbank et al. (2004), and use the values of AV determined from
SED modeling by van Dokkum et al. (2004) to correct their absolute V magnitudes. Again
the vast majority of the data points fall between the local Faber-Jackson relation and LM .
There is also an increase in the significance of the correlation; the Spearman and Kendall
τ tests give a probability P = 2× 10−5 that the data are uncorrelated, for a significance of
4.1σ. The slope of the correlation is not well-constrained, and depends strongly on the fitting
procedure and the relative uncertainties assumed for L and σ; it is not inconsistent with
∼ 4, the observed slope of the local Faber-Jackson relation. While we show the maximum
luminosity LM of Murray et al. (2005) for reference, the rest-frame V -band luminosities
plotted here are not the most relevant comparison with LM . LM refers to the bolometric
luminosity, and even with no dust absorption, a small fraction of the total light from star
formation is radiated in the V -band. The fraction depends on the galaxy’s age and star
formation history, but ranges from ∼ 2–10% and is smallest for young objects because
massive, luminous stars radiate primarily at shorter wavelengths. The extinction-corrected
UV luminosity is therefore a better approximation of the bolometric luminosity for the
younger galaxies in our sample; it is up to 10 times higher than the V -band luminosity
for those galaxies. If a bolometric correction factor of 10–50 is applied to the luminosities
plotted in the right panel of Figure 4.7, the LM line passes approximately through the
center of the distribution.
There is strong evidence for a correlation between L and σ at z > 2, but the scatter is
considerable and too large to be accounted for by observational errors. σ varies by a factor
of ∼ 3–4 at a given luminosity, and for most values of σ we see at least an order of magnitude
variation in L. We believe that the substantial scatter in the σ–L relation at high redshift
is to be expected. The rest-frame optical luminosity is a superposition of light from current
star formation and from formed stellar mass, and the star formation rate likely varies on
a much shorter timescale than σ. The situation is thus very different from the relatively
homogeneous, quiescent early-type galaxies in which the local Faber-Jackson relation is
observed, and it would be surprising if we observed a tight correlation. Nevertheless, we
have looked for a third parameter that may explain some of the scatter, but without success.
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For example, the rest-frame optical mass-to-light ratio M/L is a reasonable candidate; as
discussed by Shapley et al. (2005b), the varying effects of current star formation and star
formation history result in large variation in M/L, typically a factor of ∼ 10 and with a
maximum variation of a factor of ∼ 70. We find nearly identical results when comparing V
and M⋆ for the present sample. If such variation in M/L were responsible for a significant
amount of the scatter in our σ − L relation, we would expect that galaxies with the same
luminosities but different mass-to-light ratios would fall in roughly different areas of the
plot. This is not generally what is found, however. The relationships between M/L, σ, and
L are shown in Figure 4.8, where we plot M/L vs. σ and M/L vs. L. M/L depends on L
and on σ in much the same way; galaxies with high M/L tend to have both high velocity
dispersions and large luminosities, while those with low M/L span the full range in both σ
and L. Thus galaxies with the highest M/L tend to occupy a particular region in the σ−L
plane, but those with lower M/L are found nearly everywhere galaxies are to be found.
We have also assessed the σ − L scatter as a function of stellar population, but see little
connection with age, reddening or star formation rate (although the oldest galaxies also
tend to be those with large L and σ discussed above); the uncertainties in these quantities
are larger than those in M/L, so such tests are of limited usefulness.
Figure 4.8 Rest-frame V -band mass-to-light ratio M/L vs. velocity dispersion σ (left) and
vs. rest-frame optical luminosity (right). Note that objects with low M/L do not depend
on σ or L. Symbols are as in Figure 4.5.
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A somewhat less complicated comparison may be between stellar mass and velocity
dispersion, quantities that might be expected to be related through theMBH−σ relation and
theMbulge−MBH relation (Magorrian et al. 1998; Marconi & Hunt 2003) as well as through
the comparison of stellar and dynamical masses discussed above. We plot stellar mass M⋆
vs. σ in Figure 4.9; this is similar to Figure 4.5, although here we add the z ∼ 3 LBGs
and the DRGs (stellar masses are not available for the SCUBA galaxies). The correlation
has a significance of 3.6σ, about the same as the σ − L correlation; the low stellar mass
galaxies with large velocity dispersions discussed above are clear outliers (marked with open
diamonds). The dotted line is the local relation between bulge stellar mass and velocity
dispersion, constructed by combining the Mbulge–MBH relation of Marconi & Hunt (2003)
and theMBH–σ relation of Tremaine et al. (2002); it provides a surprisingly accurate upper
envelope in σ on our plot, as with the exception of AGN and the Mdyn ≫ M⋆ objects
discussed above (marked with open diamonds), virtually all of our points lie on or to the
left of this line.
At least some theoretical predictions indicate that the correlation between M⋆ and σ
should be strong at high redshift. The results of one such study are shown by the open
symbols, from the numerical simulations of Robertson et al. (2005, see their Figure 3).
These simulations test the evolution of theMBH−σ relation with redshift using simulations
of merging galaxies, incorporating feedback from black hole growth such that ∼ 0.5% of
the accreted rest mass energy heats the gas. The MBH − σ correlation then results from
the regulation of black hole growth by feedback (Di Matteo et al. 2005). The simulation
results for z = 2 (open squares) and z = 3 (open circles) describe the upper envelope in
observed σ reasonably well, but the data exhibit considerably more scatter. Given the
parameters of the simulations, this is not a surprise; the velocity dispersions in the models
(which are the stellar velocity dispersions, not σ from the nebular emission line we use)
are measured well after the merger, whereas the data may include a significant fraction
of interacting systems, and the simulations are of equal mass mergers with the same orbit
for each merger. Both of these conditions probably result in a simulation sample that is
considerably more homogeneous than the data set.
A large number of galaxies in our data set have low velocity dispersions for their stellar
mass relative to the local correlation (or high stellar mass for their velocity dispersion).
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Figure 4.9 A comparison of the velocity dispersion σ and stellar mass M⋆ for the samples
shown in Figure 4.7 (stellar masses are not available for the SCUBA galaxies). The dotted
line shows the local relation between bulge stellar mass and velocity dispersion, constructed
by combining theMbulge–MBH relation of Marconi & Hunt (2003) and theMBH–σ relation
of Tremaine et al. (2002). Open squares and circles show the results of the simulations of
Robertson et al. (2005), which test the evolution of the MBH − σ relation with redshift.
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In fact this is the opposite of the trend predicted by the simulations, which indicate weak
evolution with redshift in the MBH − σ and M⋆ − σ relations, in the sense that velocity
dispersions increase at a given stellar mass at higher redshifts (attributed to the steeper
potential wells of high redshift galaxies). This difference may reflect the fact that we are
probably underestimating the true velocity dispersion in many cases, since we are only
sensitive to the highest surface brightness star-forming regions, which may not sample the
full potential. It will be interesting to see if deeper spectra with larger telescopes result in
a higher average velocity dispersion for this sample, and an accompanying reduction of the
scatter. This plot also provides a hint of an evolutionary sequence: If the Mdyn/M⋆ > 7
objects are indeed young galaxies with high gas fractions, they may evolve upward on
this plot, significantly increasing their stellar mass with relatively little change in velocity
dispersion until they fall on or to the left of the dotted line along with the rest of the sample.
Note also that such young objects would probably not be present in the simulations, in which
velocity dispersions are measured well after the merger and its accompanying burst of star
formation.
4.4.1.3 A Comparison with z ∼ 3 Lyman-Break Galaxies
It is apparent from Figures 4.7 and 4.9 that the velocity dispersions of the z ∼ 2 sample and
the z ∼ 3 LBGs have a different distribution. We compare the two directly in Figure 4.10,
which shows histograms of the velocity dispersions of the z ∼ 2 galaxies and the LBGs, after
excluding AGN. The mean and the error in the mean of the z ∼ 2 sample is 〈σ〉 = 108± 5
km s−1 , while for the z ∼ 3 LBGs it is 〈σ〉 = 84 ± 5 km s−1 . The z ∼ 2 distribution is
significantly broader; objects with low velocity dispersions are common at z ∼ 2 as well as
at z ∼ 3, but the lower redshift sample contains a large number of objects with σ ∼> 130
km s−1 . Only one such galaxy is present in the z ∼ 3 sample.
Possible selection effects are a concern in attempting to understand this difference. The
z ∼ 3 line widths are measured from [O III]λ5007, while Hα is used for the z ∼ 2 galaxies.
To see if systematic differences between line widths measured from the two lines might
be responsible for the effect, we have measured line widths from [O III]λ5007 for eight of
the z ∼ 2 galaxies that also have Hα line widths. The eight galaxies have Hα velocity
dispersions ranging from 60 to 150 km s−1 . There is no evidence for a systematic difference
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Figure 4.10 The distributions of the velocity dispersions of z ∼ 2 (larger blue histogram)
and z ∼ 3 (smaller red histogram) galaxies. At z ∼ 2, σ is derived from the width of the
Hα emission line, while [O III] is used for the z ∼ 3 sample.
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in the velocity dispersion from the two lines, with 〈σHα〉 = 95 km s−1 , and 〈σ[OIII]〉 = 97
km s−1 . The individual values of σ usually agree well, and when they do not contamination
by sky lines, particularly in the H-band where we measure [O III], appears to be the source
of the discrepancy. There is therefore no evidence that the use of different lines is a signifcant
issue in the comparison of the two samples.
Another possible factor is the higher redshift of the LBGs. Surface brightness is a
strong function of redshift, and it is plausible that we are seeing only brighter, more central
regions of the LBGs, and flux from a larger region of the z ∼ 2 sample. If this is true,
we might expect the z ∼ 3 emission lines to have smaller spatial extents as well as smaller
velocity widths. We have measured the spatial extent of 18 of the [O III] emission lines, for
comparison with the Hα sizes; as in the z ∼ 2 sample, most of the lines are spatially resolved,
and 〈r[OIII]〉 = 0.25′′= 1.9 kpc, in general agreement with the half-light radii measured from
Hubble Space Telescope images by Giavalisco et al. (1996). The mean value of r[OIII] is
slightly smaller than the mean Hα spatial extent, 〈rHα〉 = 0.30′′= 2.5 kpc. The difference
is not highly significant given the uncertainties involved in correcting for the seeing, and,
moreover, it may reflect intrinsic size differences between the samples as well as the effect
of surface brightness. Images of the z ∼ 2 galaxies in the GOODS-N field show that they
are often more extended and irregular than the LBGs, and their average size is slightly
larger than the average size of LBGs from HST images. This comparison is complicated by
selection effects as well. The question of the effect of surface brightness on the line widths
remains unresolved; we see no compelling evidence that it affects the z ∼ 3 line widths, but
it cannot be ruled out.
The selection criteria for observation with NIRSPEC were somewhat different for the
two samples. The z ∼ 3 galaxies were chosen primarily because of their UV brightness,
with additional objects selected because of their proximity to a QSO sightline. Objects
with bright or red near-IR magnitudes or colors were not favored as they occasionally were
at z ∼ 2. If such objects make up most of those with large line widths, this could be
a plausible explanation for the differences. An examination of the list of z ∼ 2 galaxies
with σ > 120 km s−1 shows that some of them were indeed selected for such reasons,
but an approximately equal number were not. The velocity dispersions of z ∼ 2 galaxies
along QSO sightlines, which should be representative of the sample as a whole, have the
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same distribution as that of the full z ∼ 2 sample, indicating that this effect is probably not
responsible for the presence of such objects in the z ∼ 2 sample and their absence among the
LBGs. However, whether or not we are able to detect [O III] may depend on the properties
of the galaxies. With increasing metallicity, the ratio of [O III]/[O II] decreases, as does the
ratio of the [O III] and [O II] lines to Hβ (or Hα) for metallicities above ∼ 1/3Z⊙. Thus
the relative fluxes of Hα and [O III] might be expected to depend strongly on metallicity
and hence stellar mass (Tremonti et al. 2004; Erb et al. 2005a). Although uncertainties in
flux calibration make the ratios uncertain, in our sample of z ∼ 2 galaxies with both Hα
and [O III] measurements, FHα/F[OIII] ranges from ∼ 0.5 to ∼ 5 as stellar mass increases
from ∼ 109 to ∼ 1011 M⊙, and [O III] is not detected for one of the most massive galaxies.
It appears that [O III] is weak in massive, relatively metal-rich galaxies, and this could
contribute to the absence of objects with large line widths in the z ∼ 3 NIRSPEC samples.
Not all of the objects with large velocity dispersions in the z ∼ 2 sample have large
stellar masses, however; ∼ 60% of the objects with Mdyn ≫M⋆ have σ > 130 km s−1 , and
the low stellar mass objects also have low metallicities that should result in strong [O III]
lines. If, as we have suggested based on these objects, the velocity dispersion reflects the
relatively large mass of the system while the stellar population is still very young, then we
might still expect to observe large velocity dispersions in the z ∼ 3 sample. Such objects
are rare, however; young galaxies with Mdyn ≫ M⋆ and σ ∼> 130 km s−1 represent less
than 10% of the z ∼ 2 sample, so finding only one in a sample of 30 objects would not be
particularly unexpected (we have no near-IR photometry and no stellar mass estimate for
the z ∼ 3 galaxy with the largest velocity dispersion). It may also be that in many cases the
observed velocity dispersion evolves along with the stellar mass, as star formation reaches
larger radii with time; perhaps the configuration required to trace a large velocity dispersion
with a young stellar population is unusual. Not all of the young, low mass objects in the
z ∼ 2 sample also have large velocity dispersions.
There are reasons to expect physical differences between the z ∼ 2 and z ∼ 3 samples.
An analysis of their correlation lengths indicates that the z ∼ 2 galaxies reside in halos ∼ 3
times more massive than those hosting the LBGs (Adelberger et al. 2005b). The average
stellar mass is also ∼ 2 times higher at z ∼ 2 than at z ∼ 3, although this comparison is
complicated by the different selection techniques of the two samples (Shapley et al. 2005b).
112
On the other hand, the time interval between the mean redshifts of the two samples (∼ 870
Myr) is only slightly larger than the median age of the z ∼ 2 sample, and less than the
mean. The most massive galaxies in the z ∼ 2 sample were most likely already old and
massive (with M⋆ ∼> 1011 M⊙) at z ∼ 3 (Shapley et al. 2005b), and Shapley et al. (2004)
show that their progenitors are likely to be found in the LBG sample at z ∼ 3. In short,
while we might expect a lower average velocity dispersion at z ∼ 3, an almost total absence
of objects with large line widths is somewhat surprising.
This question will probably not be resolved until further observations lead to a better
understanding of the velocity dispersion at high redshift, and its relation to other properties
of the galaxies. In particular, it will be interesting to see if deeper spectra of the z ∼ 3
galaxies reach a lower surface brightness threshold and result in larger velocity dispersions.
For the moment, we conclude that the lack of galaxies with large line widths in the LBG
sample is probably due to the smaller fraction of massive galaxies at z ∼ 3, the rarity of
low mass and low metallicity galaxies with large velocity dispersions, and the decrease in
[O III] flux with metallicity.
4.4.2 Spatially Resolved Kinematics
In our initial study of 16 Hα spectra of z ∼ 2 galaxies, nearly 40% of the sample showed
spatially resolved and tilted emission lines (Erb et al. 2003). In the current, enlarged sample
of 114 objects the fraction is much smaller, 14/114 or 12%; this is probably both because
of exceptionally good conditions during our first observing run (we observed six of the 14
objects during this run) and simply because of small number statistics. Velocity shear may
be caused by rotation, merging, or some combination of the two, and whether or not it
is detected in a nebular emission line depends on the size, surface brightness and velocity
structure of the object, its inclination, and the alignment of the slit with respect to the
major axis. The seeing during the observations plays a crucial role as well, as Erb et al.
(2004) show with repeated observations of the same object. Inclinations and major axes
are unknown for nearly all of our sample, as is the primary cause of the velocity shear, and
therefore this fraction of 12% does not represent the true fraction of rotating or merging
objects among the z ∼ 2 galaxies, though it is a lower limit; moreover, given the limitations
imposed by the seeing, the true fraction is not possible to determine.
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In order for the tilt of an emission line to be considered significant, we required that
the observed spatial extent be at least 1.5 times larger than the seeing disk, and that the
peak-to-peak amplitude of the shear be at least 4 times larger than the typical velocity
uncertainty. Five of the 14 objects with spatially resolved velocity shear have not been
previously discussed (six are described by Erb et al. 2003, two by Erb et al. 2004, and one by
Shapley et al. 2004). We plot the observed velocities with respect to systemic as a function
of slit position for these five objects in Figure 4.11; we also include Q1623-BX528, the object
discussed by Shapley et al. 2004, because such a diagram was not presented in that paper.
These diagrams are constructed by stepping along the slit pixel by pixel, summing the flux
of each pixel and its neighbor on either side to increase the S/N, and measuring the centroid
in velocity at each position. We emphasize that these are not rotation curves of the variety
plotted for local galaxies. The points are highly correlated because of the seeing (∼0.5′′
for the observations presented here, thus there are approximately four points per resolution
element; we plot one point per pixel to give a clear picture of the observed velocity field),
and recovery of the true velocity structure requires a model for the structure of the object
because of the degeneracies created by the seeing (see Law et al. 2005 for a demonstration).
Although the physical scale corresponding to the angular scale is given at the top of each
panel for reference, the implied mapping between physical radius and velocity is not a true
representation of the structure of the object.
Although the seeing prevents us from determining the true velocity field of the objects,
we can at least determine a lower limit on the amplitude of the velocity shear from the
uncorrelated endpoints of each curve. We calculate the observed vc = (vmax − vmin)/2 for
each object, where vmax and vmin are with respect to the systemic redshift. This estimate
is almost certainly less than the true velocity shear because the inclinations of the galaxies
are unknown; in most cases we have made no attempt to align the slit with the major
axis; and the seeing effectively reduces the velocities at the endpoints by mixing the light
from the edges of the galaxy with emission from higher surface brightness, lower velocity
regions toward the center. Even under ideal conditions, the Hα emission may not trace
the true circular velocity; Lehnert & Heckman (1996) find that in local starburst galaxies
the regions of high Hα surface brightness sample only the inner, solid-body portion of the
rotation curve. The observed values of vc for the 14 objects with velocity shear are given in
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Figure 4.11 Observed velocity as a function of slit position for objects with spatially resolved
and tilted Hα emission lines. The seeing for these observations was ∼ 0.5′′, so the points
shown are highly correlated, with approximately four points per resolution element. We plot
one point per pixel to show the observed velocity field clearly, but the blurring of the seeing
means that these diagrams do not represent the true velocity structure of the galaxies.
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Table 4.4, and in the left panel of Figure 4.12 they are plotted against the velocity dispersion
σ. The dotted line marks equal values; we see that vc ∼ σ for most objects, though with
considerable scatter.
Figure 4.12 Left: A comparison of the velocity dispersion σ and the observed velocity shear
vc = (vmax−vmin)/2 for the 14 objects with tilted lines. The dotted line shows equal values.
Right: The observed velocity shear vc plotted against the circular velocity Vc predicted from
the velocity dispersion using the empirical relation of Pizzella et al. (2005).
The relationship between σ and the terminal velocity Vc (we use vc to refer to our
observed velocity shear, and Vc to indicate the true circular velocity of a disk) has been
quantified in samples of more local galaxies. Using a sample of faint blue galaxies at
z ∼ 0.25, Rix et al. (1997) find σ ∼ 0.6Vc; this is the approximate mean of a broad proba-
bility distribution for σ/Vc, accounting for unknown inclinations, asymmetric and centrally
concentrated line emission, the shape of the rotation curve, seeing, and other observational
effects. More recently, Pizzella et al. (2005) have examined the correlation between the
central velocity dispersion of the spheroid and the circular velocity on the flat portion of
the rotation curve in a sample of disk and elliptical galaxies. They find Vc = 1.32σ+46 for
elliptical and high surface brightness disk galaxies, for σ ∼> 50 km s−1 and with velocities
in km s−1 .
It is clear that σ and vc of the galaxies in our sample do not follow these distributions;
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instead we find a mean 〈σ/vc〉 ∼ 1.2 (while it is not possible for Vc to be less than σ, in
the limit as the galaxy becomes spatially unresolved the observed vc → 0, and σ/vc →∞).
Because our measurements of σ are less affected by the seeing, they are undoubtably more
reliable than our measurements of vc. If we assume for the moment that our galaxies are
rotating disks (which is by no means certain), we can use one of these relations to predict Vc
for our sample. This is done in the right panel of Figure 4.12, which shows the observed vc
plotted against the value of Vc predicted from σ using the relation of Pizzella et al. (2005).
If the z ∼ 2 galaxies obey this relation, we underestimate the true circular velocities by an
average factor of ∼ 2. We have already shown that a change in the seeing from ∼ 0.5′′ to
∼ 0.9′′ can reduce the observed vc by a factor of ∼ 2 while changing σ by less than 10%
(Erb et al. 2004), so it may not be unreasonable to suppose that a change in resolution from
∼ 0.1′′ or better to ∼ 0.5′′ might have a similar effect. Deep observations of these objects
at high angular resolution will be required to obtain a true measure of Vc.
Next we ask whether or not the galaxies that display velocity shear are different from
the rest of the galaxies in any significant way. Figure 4.12 shows that galaxies with shear
span nearly the full range in velocity dispersion; the mean value of σ for the galaxies with
shear is 119 km s−1 , while the mean σ of galaxies without shear is 120 km s−1 (we do not
include objects with limits on σ, for which we would not be able to detect shear). A K-S test
shows that the probability that the two samples are drawn from the same distribution is
37%; it appears that we are not more likely to detect shear in galaxies with a large velocity
dispersion. Next we consider the stellar population parameters derived from the SED fits
for the galaxies with and without shear. We have modeled the SEDs of 10 of the 14 galaxies
with shear (the others are in fields not covered by our K-band imaging or, in the case of
Q2343-BM181, not detected in K), and we compare these to the remaining 83 galaxies with
model fits. There are no significant differences in the star formation rates and values of
E(B−V ) of galaxies with and without shear, but there is mild evidence that galaxies with
shear tend to be older; the median age of the galaxies with shear is 1434 Myr, compared to
509 Myr for the galaxies without shear, and a K-S test finds a probability of 8% that the
samples are drawn from the same distribution. The galaxies with shear also have slightly
higher stellar masses, with a median of 4.4 × 1010 M⊙ compared to 1.8 × 1010 for those
without shear, while a K-S test finds P = 0.12. One possible explanation for such trends is
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that older and more massive galaxies are bigger, and thus more likely to yield a detection
of velocity shear. This seems unlikely to be the explanation, however; rHα and age are
uncorrelated, while rHα and mass are correlated only weakly. A larger sample of galaxies
with shear, and more uniform observing conditions, are required to determine whether or not
these differences are significant. Assuming for the moment that they are, they may suggest
that the rotation of mature, dynamically relaxed galaxies is a more important contribution
to our observed shear than merging, which should not have a preference for older, more
massive galaxies. There are also intriguing hints of a connection between velocity shear and
the speeds of galactic outflows, as we discuss in the next section.
It appears that nothing in the data is inconsistent with ordered rotation as the primary
cause of our observed shear, but the role of merging remains unclear. Given its expected
importance at high redshift it is likely that it makes some contribution to our observed
velocities. The disentangling of these effects must await high angular resolution spectroscopy
with the aid of adaptive optics, particularly integral field spectrographs on 30 m class
telescopes; such instruments will be able to map the velocity fields of high redshift galaxies
at a resolution impossible with our current data (Law et al. 2005).
4.4.3 Galactic Outflows
It has been known for some time that galactic-scale outflows with velocities of a few hundred
km s−1 are ubiquitous in star-forming galaxies at z ∼ 2–3. Evidence is found in the offsets
between the redshifts of the nebular emission lines, interstellar absoprtion lines, and Lyα
(Pettini et al. 2001), in the relative velocities of stellar, interstellar, and nebular lines in
composite UV spectra (Shapley et al. 2003), and in the correlation of C IV systems seen in
absorption in QSO spectra with the positions of the galaxies themselves (Adelberger et al.
2003; Adelberger et al. 2005a). The outflowing gas has been observed in detail in the
lensed LBG MS1512-cB58; the wind shows a broad range of velocities, with a bulk outflow
speed of 255 km s−1 and interstellar absorption lines spanning a range of ∼ 1000 km s−1
(Pettini et al. 2002). Such outflows are also a general feature of starburst galaxies in the
local universe, where studies reveal similarly complex velocity stucture and gas in multiple
phases (e.g., Heckman et al. 1990; Lehnert & Heckman 1996; Martin 1999; Strickland et al.
2004).
118
With the current, enlarged sample of z ∼ 2 galaxies, we re-examine the outflow ve-
locities through a comparison of zHα and the redshifts of the interstellar absorption lines
and Lyα from the rest-frame UV spectra. The redshifts for each galaxy are given in Ta-
ble 4.4. Absorption redshifts are given only when the spectrum is of sufficient quality to
allow a relatively precise measurement (82 of 114 objects), and Lyα redshifts are given
for those galaxies with Lyα emission (37 objects). Thirty-six galaxies have all three red-
shifts. Figure 4.13 shows a histogram of the interstellar and Lyα velocities with respect
to the systemic redshift. The distributions have mean 〈vabs〉 = −149 km s−1 , and mean
〈vLyα〉 = 472 km s−1 , with very little overlap between the two. For objects with both
redshifts, 〈vLyα − vabs〉 = 645 km s−1 . Typical uncertainties in vLyα and vabs are ∼ 50 and
∼ 100 km s−1 , respectively. We interpret the offsets between the redshifts via the standard
picture in which we see interstellar absorption from approaching outflowing material, while
Lyα is redshifted through resonant scattering off the receding shell on the far side of the
galaxy.
It is apparent from Figure 4.13 that a significant fraction of the galaxies have vabs
consistent with zero. Given the uncertainties in vabs, this is not particularly significant,
but we discuss the issue further because of an intriguing connection with the velocity shear
discussed in the previous section. Five of the 15 galaxies with vabs ≥ 0 also have Lyα
emission, and the mean 〈vLyα〉 of these five objects is 670 km s−1 , 200 km s−1 higher
than the average of the full sample; thus the average full range of the outflow speeds is
〈vLyα− vabs〉 = 573 km s−1 for this set of objects, similar to the sample as a whole. This is
suggestive of an offset between the redshift of the nebular emission line and the zeropoint of
the outflow, rather than of lower outflow speeds. Interestingly, four of the 15 objects with
vabs ≥ 0 are among those with spatially resolved velocity shear; given our overall detection
rate of shear, we would expect to find one or two such objects in a sample of 15. Furthermore,
of the 14 objects with tilted emission lines, eight have high quality absorption redshifts, and
for these eight, 〈vabs〉 = −47 km s−1 , while 6/8 have vabs > −60 km s−1 . The apparent
connection between decreased outflow speed and velocity shear can be interpreted in at least
two ways. If the velocity shear is indicative of a merger, infalling gas could significantly
reduce the average blueshift of the interstellar lines, or the interstellar and nebular redshifts
could come from different pieces of the merger. Alternatively, if the tilted emission lines are
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Figure 4.13 The velocities of the UV interstellar absorption lines (blue histogram at left) and
Lyα (red histogram at right) with respect to the systemic redshift. We find 〈vabs〉 = −149
km s−1 and 〈vLyα〉 = 472 km s−1 , with little overlap between the two.
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caused by rotation, the outflows in these objects may be collimated perpendicular to the
disk, meaning that projection effects would significantly reduce the observed outflow speed.
This would not explain highly redshifted Lyα emission; however, none of the objects with
velocity shear also have Lyα in emission. Both effects could be present in our sample, of
course, although the significant outflows observed in the vast majority of the sample argue
against collimation and projection effects being a major factor in most cases. A better
understanding of the causes of the velocity shear will be extremely useful in addressing this
question.
Using the dynamical mass from the Hα velocity dispersion, the stellar mass and age
determined from the SED fits, and the star formation rate and star formation rate per unit
area derived from Hα (see §4.5), we have tested for correlations between galaxy properties
and outflow velocity. When each of these quantities is plotted against the outflow veloc-
ity (using vabs and vLyα independently) no significant correlations are found; all of these
quantities are consistent with being constant with outflow speed. This lack of correlation
is interesting in light of two recent studies relating wind speed to galaxy properties in local
starbursts; both Martin (2005) and Rupke et al. (2005) find evidence for correlations of
outflow speed with SFR and dynamical mass (represented by the circular velocity). How-
ever, a large dynamic range including ∼ 4 orders of magnitude in SFR, and including dwarf
starbursts with vc ∼ 30 km s−1 and SFR < 1 M⊙ yr−1, is needed to detect the trends.
The observed correlations flatten for galaxies with SFR ∼> 10–100 M⊙ yr−1 (Rupke et al.
2005), the approximate range of SFRs in our current sample. In other words, no trends are
seen when only galaxies with parameters characteristic of our z ∼ 2 galaxies are consid-
ered. An additional issue concerns the outflow velocities themselves. Our values represent
the average speed of the outflow, as measured by the centroid of the absorption or emission
lines, but it may be the maximum velocity (which presumably reflects the terminal velocity)
that is the more fundamental quantity; Rupke et al. (2005) find the strongest correlations
with galaxy properties when considering this maximum velocity. Because the interstellar
lines are not resolved in our spectra it is not possible to determine the maximum outflow
velocity, although the line widths can be used to estimate how much it might be offset from
the average. These lines are strongly saturated, indicating that the line widths are due to
the velocity dispersion of the absorbing gas rather than the column density of the metals.
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From a composite UV spectrum of all the galaxies, we find an average equivalent width
W0 = 1.9 A˚ in the C II line at 1334 A˚, indicating ∆v ∼> 430 km s−1 . Thus, on average, the
maximum outflow velocities are likely to be at least 200 km s−1 higher than the measured
vabs.
Finally, we address the question of whether the outflows influence the line widths we use
to calculate dynamical masses. In Figure 4.14 we show a comparison of the outflow velocities
from Lyα (left) and the interstellar absoprtion lines (right) and the velocity dispersion
σ. There is no correlation, indicating that not only are the outflow speeds apparently
independent of the dynamical mass of the galaxy, but high outflow speeds do not broaden
the lines. As further evidence of the disassociation of the Hα emission and the winds,
composite UV spectra constructed by combining individual spectra shifted to the nebular
redshift show that Hα is at the same redshift as the stars. Additionally, observations of
local galaxies suggest that Hα emission from the outflow would fall far below our detection
threshold; Lehnert et al. (1999) study the extended Hα emission from the superwind in
the starburst galaxy M82, finding that it has a total luminosity of 2.4 × 1038 ergs s−1
and comprises ∼ 0.3% of the total Hα flux. Our typical observed Hα luminosity is 4
orders of magnitude higher than this. Colina et al. (2005) also find, through integral field
spectroscopy of Hα emission in local ULIRGs, that the central velocity dispersions are
unaffected by outflows.
4.5 Star Formation and Extinction
We have three methods of estimating star formation rates for most of the galaxies in the
sample: the Hα luminosity, the rest-frame UV continuum, and the normalization of the
best-fit model SED (see §4.3). The correspondence of Hα luminosity with SFR in partic-
ular is especially useful because it is widely used in the local universe and has recently
been studied in detail using large samples of galaxies from the SDSS (Hopkins et al. 2003;
Brinchmann et al. 2004). We use the Kennicutt (1998a) transformation between Hα lumi-
nosity and SFR, which assumes case B recombination, a Salpeter IMF ranging from 0.1 to
100 M⊙ which we convert to a Chabrier IMF by dividing the SFRs by 1.8, and that all the
ionizing photons are reprocessed into nebular line emission. Brinchmann et al. (2004) show
that this approximation works well for an average star-forming galaxy, but that massive,
122
Figure 4.14 Outflow velocities from Lyα (left) and the interstellar absorption lines (right)
vs. the velocity dispersion σ. The large outlier Q1623-BX453, with ∆vabs = −870 km s−1
and σ = 61 km s−1 , is not shown. There are no correlations in either case, consistent with
our expectation from other arguments that the line widths are not affected by the outflows.
metal-rich galaxies produce less Hα luminosity for the same SFR than low mass, metal-poor
galaxies. This is probably a metallicity effect, as increased line blanketing in metal-rich stars
decreases the number of ionizing photons. Our galaxies follow a trend similar to local galax-
ies in mass and metallicity, though probably offset to lower metallicities at a given stellar
mass (Erb et al. 2005a). The largest dispersion in the conversion factor from Hα luminos-
ity to star formation rate is found for the most massive and metal-rich local galaxies (see
Figure 7, Brinchmann et al. 2004); if our sample does not contain galaxies with the highest
metallicities observed in the local universe, then the dispersion in the conversion factor is
probably less than our uncertainties from other sources, though we may be biased toward
overestimating the SFR by ∼ 0.1 dex.
In order to calculate SFRs from the UV continuum we use the observed G-band magni-
tude, which corresponds to a mean rest-frame wavelength of 1480 A˚ for the galaxies in our
sample (except for the five galaxies at z ∼ 1.5, for which the Un magnitude corresponds to
∼ 1500 A˚). We use the Kennicutt (1998a) conversion between 1500 A˚ luminosity and SFR,
which assumes a timescale of ∼ 108 years for the galaxy to reach its full UV continuum
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luminosity. Because Hα is sensitive to only the most massive stars, it is a more instanta-
neous measure of SFR than the UV continuum; however, the continuum luminosity rises
by a factor of only 1.6 between 10 and 100 Myr, so even for the youngest objects the UV
continuum will not severely underestimate the SFR. We again convert the Salpeter IMF to
a Chabrier IMF.
We compare the various SFRs in Figure 4.15. The upper left panel shows SFRUV vs.
SFRHα, without correcting for extinction. There is considerable scatter, but the probability
that the data are uncorrelated is P = 0.0006, for a significance of the correlation of 3.4σ.
We find a mean and standard deviation 〈SFRHα〉 = 11± 7 M⊙ yr−1, and 〈SFRUV〉 = 8± 5
M⊙ yr
−1. In the upper right panel a factor of 2 aperture correction has been applied to the
Hα fluxes, estimated from narrow-band imaging and the K-band continuum when we detect
it in our spectra (see §4.2.1). We have also corrected both fluxes for extinction, using the
Calzetti et al. (2000) extinction law and the best-fit values of E(B− V ) from the SED fits.
For those galaxies that do not have SED fits because we lack the K magnitude, E(B − V )
is calculated from the UV continuum slope as measured by the G−R color, assuming a 570
Myr-old SED with constant star formation; this is the median best-fit age of the current
sample. The calculated value of E(B−V ) changes by less than 10% for assumed ages from
300–1000 Myr, though for young objects E(B − V ) will probably be underestimated using
this method. The value of E(B − V ) used for each galaxy is shown in Table 4.5; the mean
value is 〈E(B − V )〉 = 0.16. We have used the same value of E(B − V ) for the stellar
UV continuum and for the nebular emission lines, rather than E(B − V )stellar = 0.4E(B −
V )neb as proposed by Calzetti et al. (2000), because the latter assumption significantly
overpredicts the Hα SFRs with respect to the UV SFRs. The relative extinction suffered by
the stellar continuum and the nebular emission lines is an additional source of uncertainty
in our SFRs. After the above corrections, we find 〈SFRHα〉 = 31 ± 18 M⊙ yr−1, and
〈SFRUV〉 = 29 ± 19 M⊙ yr−1, using 3σ rejection to compute the statistics in order to
prevent the few objects with very high SFRs (particular from the UV luminosity) from
biasing the distribution.
The correlation between the corrected Hα and UV SFRs is highly significant (6.8 σ),
with an rms scatter of 0.3 dex. Some of this correlation may be due to the extinction
correction applied to both SFRs; to test the significance of this effect, we have randomized
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Figure 4.15 A comparison of star formation rates from Hα, the UV continuum, and the
SED fits. Upper left: SFRHα vs. SFRUV, without correcting for extinction. Symbols are as
in Figure 4.5. Upper right: SFRHα vs. SFRUV, with both SFRs corrected for extinction and
applying a factor of 2 aperture correction to SFRHα. Lower left: Corrected SFRHα vs. the
SFR obtained from the normalization of the best-fitting SED. Solid symbols are constant
star formation models, and the open symbols represent objects for which we have adopted a
model with an exponentially decreasing star formation rate. Lower right: Corrected SFRHα
vs. the SFR of the best-fitting tau model for each object. Filled red circles are galaxies
with τ=10, 20, or 50 Myr, open green circles have τ=100, 200, or 500 Myr, cyan crosses
have τ=1, 2, or 5 Gyr, and blue diamonds are constant star formation models. The use of
steeply declining τ models decreases the SFR with respect to that found from Hα.
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the lists of uncorrected Hα and UV fluxes to create many sets of mismatched pairs, and
applied the same (also randomized) value of E(B−V ) to both fluxes in each pair. In 10,000
trials we never observe a correlation as strong as that observed in the real data; the average
trial has a correlation significance of 2.8σ induced by the extinction correction. The much
higher correlation significance in the real data confirms the underlying correlation of the
uncorrected SFRs.
We also compare the corrected Hα SFRs with those determined by the normalization of
the best-fitting SED, in the lower panels of Figure 4.15. The lower left panel shows the SFR
of our adopted best-fit model vs. SFRHα. Again the correlation is strong (5.3σ) and the rms
scatter is 0.3 dex. The mean SFR from the SED fits is 〈SFRfit〉 = 24± 17 M⊙ yr−1, again
computed with 3σ rejection because of the few objects with very high SFRs. 70% of the
objects have SFRHα > SFRfit. The points with open circles are those for which we have used
declining τ models because they provided a significantly better fit than the constant star
formation models; it is clear that the use of τ models depresses the SFR. This can be seen
further in the lower right panel of Figure 4.15, in which we plot the SFR of the best-fitting
τ model vs. SFRHα. The points are coded according to the value of τ : Filled red circles
are those galaxies best fit with τ=10, 20, or 50 Myr models, open green circles have τ=100,
200, or 500 Myr, cyan crosses have τ=1, 2, or 5 Gyr, and blue diamonds are constant star
formation models. As expected, the steeply declining τ models yield the lowest SFRs, since
they allow the SFR to drop significantly during the lifetime of massive stars. The objects
with the highest SFRs are also formally best fit by steeply declining models; these are
generally young, highly reddened objects that are acceptably fit by all values of τ and have
high SFRs for all star formation histories. It is important to bear in mind when considering
the τ models that they are undoubtedly an oversimplification of the likely star formation
histories. A model with declining star formation may be required to obtain an acceptable
fit when a galaxy shows significant light from a previous generation of stars as well as a
current star formation episode, even if the current episode is best described by constant star
formation. In such cases the current SFR is likely to be underestimated. Two-component
models that decouple the current star formation episode from the older population are more
successful in determining current SFRs; general two-component models (§4.3.3), which add
a linear combination of a current episode of contant star formation and an old burst, are
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significantly better at matching the Hα-determined SFRs of galaxies that require τ models,
while still providing an acceptable fit to the SED.
We conclude that a typical galaxy in our sample has a star formation rate of ∼ 30
M⊙ yr
−1, though the SFRs of individual objects vary by nearly 2 orders of magnitude. The
dispersion in the correlations suggests an uncertainty of a factor of ∼ 2 for individual galax-
ies. This result is in very good agreement with the mean SFR of ∼ 28 M⊙ yr−1 determined
for the z ∼ 2 UV-selected sample from X-ray stacking techniques (Reddy & Steidel 2004;
Reddy et al. 2005; we have converted their value to a Chabrier IMF for comparison with
our sample).
A further result of the Reddy et al. (2005) study is that the SFR increases with increas-
ingK-band luminosity. We compare the current sample to the results of Reddy et al. (2005)
by dividing our sample into bins in K magnitude and finding the average corrected SFRHα
in each bin. The results are shown in Figure 4.16, where the red circles are the average Hα
SFRs and the blue squares are the SFRs from the X-ray stacking of Reddy et al. (2005).
This is a comparison of similar objects, but not the same objects; the X-ray data is only
in the GOODS-N field, so the overlap between the two samples is small. The agreement is
quite good, although the rise in SFR for K-faint, low stellar mass objects is not seen in the
X-ray sample. This is probably a selection effect of our Hα observations; as shown in §4.2,
we are less likely to detect Hα emission for objects that are faint in K, unless they have
high SFRs. Factoring in non-detections of K-faint galaxies would lower the two right-most
points considerably. If the low stellar mass objects in the Hα sample are indeed young
starbursts, the relative timescales of X-rays and Hα as star formation rate indicators may
also be a factor. The Hα luminosity is nearly instantaneous, while the X-ray luminosity
increases for the first ∼ 108 years as O/B stars die and become high-mass X-ray binaries.
The X-rays may thus underestimate the SFR for very young objects. In any case, the
agreement between the Hα, X-ray, and UV SFRs is quite encouraging. For the remaining
analysis, we adopt the corrected Hα SFRs.
4.5.1 Comparisons with Stellar Mass and Star Formation Timescales
The left panel of Figure 4.17 shows the extinction- and aperture-corrected SFRHα plotted
against stellar mass. The points marked with open diamonds are objects withMdyn/M⋆ > 7
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Figure 4.16 Star formation rates from Hα and X-ray stacking, as a function ofK magnitude.
Red circles from left to right represent the average corrected SFRHα of galaxies with 19 <
Ks ≤ 20 and in 0.5 magnitude bins between Ks = 20 and Ks = 22.5. The average SFRs
determined by stacking deep X-ray images of z ∼ 2 galaxies in the GOODS-N field in the
same ranges ofK magnitude are shown by the blue squares (Reddy et al. 2005). The upturn
in SFRHα at faint K magnitudes is a selection effect, because we are less likely to detect
Hα in galaxies faint in K.
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(see §4.4.1). There is a general trend in the sense that objects with higher stellar masses
have larger SFRs, and the full sample is weakly correlated with a significance of 2.3σ.
The objects with high Mdyn/M⋆ clearly stand out as having anomalously high SFRs for
their stellar masses (the object at the upper right is the AGN Q1700-MD94); with these
removed from the sample, the significance of the SFR and M⋆ correlation is 4σ, with rms
scatter of ∼ 0.2 dex. To check that this is not caused by the extinction correction, in the
right panel of Figure 4.17 we plot the uncorrected SFRHα vs. stellar mass, two entirely
independently derived quantities; the plot is very similar, with the Mdyn/M⋆ > 7 objects
clear outliers and a general trend of increasing SFR with increasing stellar mass. As we
have discussed previously, the Mdyn ≫ M⋆ objects have the youngest ages in the sample,
and their Hα SFRs therefore suggest that they are young starbursts. Such a trend between
SFR and stellar mass is expected given the correlation between SFR and K magnitude
already shown, and the strong correlation between stellar mass and K-band luminosity.
Similar trends of increasing SFR with stellar mass are observed in the local universe, with
the notable difference that a turnover is observed at M⋆ ∼> 3× 1010 M⊙ as massive galaxies
tend to be early-type objects that form few stars (Brinchmann et al. 2004).
The SFR and the stellar mass imply a star formation timescale, TSFR = M⋆/SFR; this
is the time required for the galaxy to form all its stellar mass at the current SFR. By
comparison with the age of the universe at the redshift of the galaxy and with the inferred
age from the SED fits, we may obtain some constraints on the star formation histories.
We make these comparisons in Figure 4.18, where in the left panel we plot TSFR vs. M⋆.
The shaded horizontal band represents the age of the universe for the range of redshifts in
our sample; if TSFR is greater than the age of the universe at the redshift of the galaxy,
then the galaxy cannot have formed all its stars at the current rate, and must have had a
higher SFR in the past. Only objects with M⋆ ∼> 6 × 1010 M⊙ have TSFR approximately
the age of the universe. This upper limit on the time available for star formation suggests
that most objects do not require declining star formation histories, though a CSF model
may not be a reasonable fit for the most massive galaxies. These appear to be better
described by a shallowly declining model, although the uncertainties in the SFR and stellar
masses are large enough that this conclusion is not robust. Similar results are found from
the SED modeling, as noted in §4.3; the issue is discussed in more detail by Shapley et al.
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Figure 4.17 Star formation rate from Hα vs. stellar mass, with the SFR corrected for
extinction and slit losses at left, and uncorrected at right. In both cases SFR increases
with increasing stellar mass, except for the galaxies with Mdyn/M⋆ (marked with open
diamonds). The absence of low mass galaxies with low SFRs is probably a selection effect,
as such objects are less likely to be detected both in ourK-band images and in Hα. Symbols
are as in Figure 4.5.
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(2005b). These results can be compared with those of a similar study involving galaxies at
somewhat lower redshifts. Juneau et al. (2005) use galaxies from the Gemini Deep Deep
Survey (GDDS) in the redshift range 0.8 < z < 2 to compare TSFR with the total time
available for star formation, and find that galaxies with stellar masses of ∼ 6 − 30 × 1010
M⊙ must have had higher SFRs in the past at z ∼< 1.8, while those with ∼ 2− 6× 1010 M⊙
reach a quiescent mode of star formation at z ∼< 1.1. Thus galaxies of decreasing stellar mass
stop forming stars in “burst” mode at later times; our results that most galaxies at z ∼> 2
are still in starburst mode are consistent with this broad conclusion. This consistency with
the lower redshift sample is reassuring, since the clustering properties of the z ∼ 2 galaxies
indicate that they will become passively-evolving early-type galaxies like those found in the
GDDS sample by z ∼ 1 (Adelberger et al. 2005b).
We can perhaps obtain additional constraints on the star formation histories by com-
paring TSFR with the ages we obtain from the SED fitting. This is a consistency check
for our SED fits and Hα SFRs, since most of the ages represent constant star formation
models; if constant star formation at the current rate is indeed an adequate representation
of the average star formation history, then TSFR should be approximately equal to the age.
We plot TSFR vs. age in the right panel of Figure 4.18. The dashed line represents equal
timescales; if objects fall significantly above this line, they cannot have formed all of their
stars at their current rate over their inferred lifetime and must have had a past burst, while
objects significantly below the line would have a current SFR higher than the past average.
The dotted lines show the average uncertainty in the age, from our Monte Carlo simulations
of the SED fits. Most of the objects fall between or near the dotted lines, suggesting that
constant star formation over the age determined by the SED fit adequately describes the
star formation histories of most of the galaxies in our sample, though the scatter is certainly
large enough to allow for some declining star formation histories, as may be required for the
most massive galaxies. It should also be noted that the tendency of a few of the youngest
galaxies to fall above the dashed line is probably due to an underestimate of their ages,
which cannot realistically be less than their dynamical times; for this set of objects, the
average tdyn ≃ 2r/σ = 36 Myr (as compared to ∼ 60 Myr for the entire sample).
The Hα equivalent width WHα provides an additional tool to investigate the star for-
mation history. As the ratio of the Hα luminosity to the underlying stellar continuum,
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Figure 4.18 The star formation rate timescale TSFR =M⋆/SFRHα inferred from the stellar
masses and corrected Hα SFRs, plotted vs. stellar mass at left and vs. age at right. The
shaded band in the left panel represents the age of the universe for the redshift range of the
galaxies in the sample. The most massive galaxies have TSFR ∼> tuniverse, indicating that they
may be better described by declining star formation histories. The plot at right provides a
check of the consistency of the Hα SFRs and the primarily constant star formation models
we use to fit the SEDs; for CSF models, TSFR should be approximately equal to the age.
The dashed line shows equal times, and the dotted lines on either side show the typical
uncertainty in age. Symbols are as in Figure 4.5.
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WHα is a measure of the ratio of the current to past average star formation. We determine
WHα by taking the ratio of the Hα flux and our K-band continuum flux, after subtracting
the contribution of Hα to the K-band magnitude. In calculating the equivalent widths we
have applied the factor of 2 aperture correction to the Hα fluxes discussed above and in
§4.2.1 (except in the cases of Q1623-BX455 and Q1623-BX502, for which twice the Hα flux
slightly exceeds the K-band magnitude), but we have not applied an extinction correction;
this is equivalent to the assumption that the nebular emission lines and the stellar contin-
uum suffer the same attenuation. We plot WHα against our best-fit age from the SED fits
in Figure 4.19. For constant star formation, WHα should decrease with age, as the stellar
continuum increases while the Hα flux remains the same. There is considerable scatter in
the WHα–age comparison, but the probability that the data are uncorrelated is P = 0.001,
for a significance of 3.3σ.
For simple star formation histories, the evolution of WHα with galaxy age can be pre-
dicted with models of stellar evolution and population synthesis. The solid black line in
Figure 4.19 is the theoretically predicted dependence of WHα on age, from a Starburst99
(Leitherer et al. 1999) model with constant star formation, solar metallicity, and a Kroupa
(2001) IMF, which gives very similar results to the Chabrier IMF we employ; the dashed
blue line is the same, but for Z = 0.4Z⊙. There is general agreement between the models
and the data, but with a large amount of scatter. The equivalent width is a comparison of
two quantities with very different timescales; the light from the stellar continuum gradually
increases over time, while the Hα flux may vary stochastically on a much shorter timescale,
in response to mergers, feedback, or accretion events. The scatter in the data with respect
to the models is ∼ 0.5 dex, which can be accounted for by a factor of ∼ 2 change in the
current star formation rate with respect to the past average (because a change in the Hα
flux also affects the inferred continuum flux through the subtraction of Hα, the equivalent
width can change by a larger factor than the star formation rate). A factor of ∼ 2 is also
the typical uncertainty in the star formation rate of individual objects.
The relative extinction of the nebular lines and stellar continuum probably also affects
the results here. As mentioned above in the discussion of the star formation rates, we have
not used the Calzetti et al. (2000) prescription of E(B− V )stellar = 0.4E(B− V )neb for the
extinction corrections because doing so results in a significant overestimate of the SFRHα
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Figure 4.19 A comparison of Hα equivalent width and age from the SED modeling. The lines
show the predicted WHα as a function of age for constant star formation, from Starburst99
models with solar (solid black line) and 0.4 solar (dashed blue line) metallicity. The large
scatter of the data with respect to the models is probably caused by variations in the SFR
as well as observational uncertainties. Differential extinction to H II regions is likely to be
a factor as well. Symbols are as in Figure 4.5.
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with respect to the SFRs from the UV continuum and our models (if we have overestimated
the typical aperture correction, then there is room for additional nebular line extinction).
Applying this additional extinction correction results in a typical increase of a factor of
∼ 3 in WHα; as can be seen in Figure 4.19, the mean value of WHα is somewhat below
the CSF predictions at a given age, but not usually by a factor of 3. It is possible that
the H II regions do suffer some smaller amount of additional extinction, however, and this
may explain the larger number of objects in our sample that fall below the predictions.
This should be more significant for the older objects, as the stars in young galaxies have
not had as much time to migrate away from the dusty regions in which they form. It
appears from Figure 4.19, however, that it is the youngest objects that have systematically
lower equivalent widths than predicted by the models. These are also the objects for which
WHα is the most uncertain, however. The typical uncertainty in WHα is ∼ 40%, but this
approaches ∼ 100% for the galaxies in which the Hα flux makes up most of theK-band light;
comparisons of ages and equivalent widths should be regarded as highly uncertain in this
regime. We also note that the most anomalous point, in the lower left corner, corresponds
to Q1700-BX681, which is not well-fit by any model SED and therefore has a very uncertain
age. As mentioned above, we may have somewhat underestimated the ages of the youngest
objects in general, as the ages cannot be less than the dynamical timescale tdyn ∼ 35 Myr.
Nothing in our results contradicts the theory that the current star formation rate is
generally representative of the past average for most of our sample, although stochastic
variations are likely. We are not able to strongly discriminate between star formation his-
tories, however; a shallowly declining star formation history would also result in equivalent
widths somewhat below the CSF predictions, and this may also be a factor for some of the
objects in our sample, particularly the oldest and most massive. Extrapolating forward in
time, the star formation rates of the galaxies in our sample will certainly decline as they
lose their gas to star formation or winds, and eventually become the early-type galaxies of
today (Adelberger et al. 2005b).
4.5.2 Gas and Baryonic Masses
In star-forming galaxies in the local universe, the surface densities of star formation and
gas are observed to follow a Schmidt (1959) law, ΣSFR = AΣ
N
gas, over more than 6 orders
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of magnitude in ΣSFR (Kennicutt 1998b). This empirical relation is usually explained by a
model in which the SFR scales with density-dependent gravitational instabilities in the gas.
The correlation has not yet been tested at high redshift because of the lack of measurements
of gas masses, although the one well-studied example, the lensed z = 2.7 LBG MS1512-
cB58, appears to be consistent with the local Schmidt law (Baker et al. 2004). Assuming
that the galaxies in our sample obey such a law, we can use the SFRs and the galaxy sizes
rHα measured from the spatial extent of the Hα emission to compute their star formation
densities, and thus estimate their gas densities and masses. We use the global Schmidt law
of Kennicutt (1998b):
ΣSFR = 2.5× 10−4
(
Σgas
1 M⊙ pc−2
)1.4
M⊙ yr
−1 kpc
−2
(4.2)
in combination with the conversion from Hα luminosity to SFR from the same paper,
SFR (M⊙ yr
−1) =
L(Hα)
1.26× 1041 erg s−1 (4.3)
to create an IMF-independent relation between our observed Hα luminosity per unit area
and the gas surface density
Σgas = 1.6× 10−27
(
ΣHα
erg s−1 kpc−2
)0.71
M⊙ pc
−2. (4.4)
The radii used by Kennicutt (1998b) to compute surface densities approximately coincide
with the edge of the galaxies’ Hα-emitting disks; for our surface densities, we take an area
equal to the square of the FWHM of the Hα emission (note that this rHα is a factor
of 2.4 larger than the radius used for the calculation of dynamical masses, for which we
used the rms of the Hα emission to correspond with σ, the rms in velocity). We then
take Mgas = Σgasr
2
Hα as an estimate of the gas mass associated with star formation, and
calculate the gas fraction µ ≡ Mgas/(Mgas +M⋆). The removal of the IMF dependence
from the Schmidt law (which assumes a Salpeter IMF in the conversion from Hα luminosity
to SFR) facilitates comparison between gas, dynamical, and stellar masses, as we discuss
below. Because the sizes and the corrected Hα fluxes of the objects are uncertain by up
to a factor of ∼ 2, the gas masses of individual objects are uncertain by a factor of ∼ 3,
136
and the typical fractional uncertainty in µ is ∼ 50%. Systematic uncertainties due to the
scatter in the Schmidt law itself (0.3 dex) are an additional source of error. We focus here
on overall trends, which depend on large numbers of objects and so are better determined
than the parameters of individual galaxies; for example, the error in the mean gas fraction
of a subsample of ∼ 15 objects is 15% or less.
Although the above equations omit the step of calculating the SFR surface density for
our sample, it is worthwhile to do so for comparison with local galaxies. After converting
our SFRs to a Salpeter IMF by multiplying by 1.8, we find a mean 〈ΣSFR〉 = 2.9 M⊙ yr−1
kpc−2. As shown in Figure 4.20, our observed distribution is similar to the sample of local
starburst galaxies studied by Kennicutt (1998b), with the exception that we do not see
objects with ΣSFR ∼> 20 M⊙ yr−1 kpc−2; the upper cutoff of our distribution is an order
of magnitude lower than is seen locally. This cutoff is easily understood. The nearby
galaxies with the highest values of ΣSFR are the luminous and ultra-luminous IR galaxies
(LIRGS and ULIRGs), which have bolometric luminosities ∼ 1011–1012 L⊙. The high
redshift counterparts of such objects are the submillimeter-detected SCUBA galaxies (e.g.,
Chapman et al. 2005); although two or three such objects may be present in the current
sample,2 we would not infer their extreme SFRs from their UV and Hα properties alone
(Swinbank et al. 2004; Chapman et al. 2005; Reddy et al. 2005). Our inability to resolve
star formation on small scales also limits our ability to detect objects with high ΣSFR,
although because most of our objects are resolved, and the smallest objects have lower than
average SFRs, this is unlikely to be a major factor. We also note that all of our objects have
ΣSFR > 0.1 M⊙ yr
−1 kpc−2; starburst-driven superwinds are observed to be ubiquitous in
galaxies with SFR densities above this threshold (Heckman 2002).
The mean gas mass is 〈Mgas〉 = 2.1×1010 M⊙, slightly lower than the mean stellar mass
of 〈M⋆〉 = 3.6× 1010 M⊙. The distributions of the two masses are shown in the histograms
in the upper left panel of Figure 4.21, where the narrower blue histogram shows the gas
masses and the broader red histogram shows the stellar masses. The range of gas masses
is clearly smaller than the range of stellar masses; this is because the dispersions in star
formation rate and size are smaller than the more than 2 orders of magnitude variation we
2Approximately 2% of UV-selected galaxies are confirmed submillimeter sources, while ∼ 50% of submil-
limeter galaxies are selected by the UV criteria (Reddy et al. 2005; Chapman et al. 2005).
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Figure 4.20 A comparison of the star formation surface densities ΣSFR of our sample and the
starbursts of Kennicutt (1998b). We use the Hα luminosity to determine SFRs, whereas
the SFRs of the local sample are determined primarily from their FIR emission. This
accounts for the lack of objects with the highest values of ΣSFR in our sample, since Hα
underestimates the SFR of luminous IR galaxies even after correcting for extinction. We
use a Salpeter IMF for consistency with the low redshift sample.
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see in stellar mass. The two masses are plotted against each other in the upper right panel of
Figure 4.21, where it is apparent that theMdyn/M⋆ > 7 objects (open diamonds) have large
gas masses, and are exceptions to a general trend of increasing gas mass with increasing
stellar mass. As discussed above, the absence of points in the lower left corner of this plot is
probably a selection effect, as low-mass galaxies with low star formation rates are unlikely
to be detected in our K-band images (they may fall below our R < 25.5 magnitude limit
for selection as well). We next plot the gas fraction µ vs. stellar mass in the lower left panel
of Figure 4.21 and µ vs. age in the lower right. The trends of decreasing gas fraction with
increasing stellar mass and age are strong, supporting our hypothesis that the Mdyn ≫M⋆
objects are young starbursts with high gas fractions (low-mass galaxies with low gas fractions
may exist, but are probably too faint to be detected by our survey). Local galaxies with
low stellar masses are also observed to have higher gas fractions (McGaugh & de Blok 1997;
Bell & de Jong 2000).
Finally, we compare the estimated baryonic massesMbar =Mgas+M⋆ with the dynami-
cal masses in Figure 4.22, to see if the addition of the gas mass improves the agreement. We
use the same axes as Figure 4.5 to facilitate comparison, and again mark the line of equal
masses (dashed line) and a factor of 7 difference between the two masses (dotted lines).
The agreement between the masses is greatly improved with the addition of the gas; there
is a significant correlation (4σ, with probability P = 8 × 10−5 that the data are uncorre-
lated), and the masses are within a factor of 3 for 80% of the sample (we do not include the
objects with limits on σ, though most of these appear to be consistent with the rest of the
data, and those that are not are highly uncertain). There are only two objects for which
Mdyn/Mbar > 7; these are the AGN Q1700-MD94 (upper right), and the galaxy Q1623-
BX376, which has an anomalously large velocity dispersion that may be influenced by its
complicated spatial structure (§4.4.1, Erb et al. 2003). For most objects, the dynamical
masses are somewhat lower than the baryonic masses. After excluding AGN (open circles),
we find 〈Mgas+M⋆〉 = 6.1× 1010 M⊙, while the mean dynamical mass 〈Mdyn〉 = 4.5× 1010
M⊙ is 1.7 times lower. This difference may indicate that too small a size has been used
to determine the dynamical masses; after correction for the seeing, the typical isophotal
radius used for the K-band photometry is ∼ 2.5 times the rms rHα = FWHM/2.4 we use
for the dynamical masses. Such a larger size may be more appropriate for comparisons
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Figure 4.21 The relation of the gas mass inferred from the Schmidt law to the stellar
population parameters. Upper left: Histograms of the gas (blue) and stellar (red) masses,
showing that the range in stellar mass is significantly broader than the range in stellar
mass. Upper right: Gas mass vs. stellar mass. Gas masses are relatively constant across
the sample, but when the galaxies with Mdyn/M⋆ > 7 are not considered we see an increase
in gas mass with stellar mass, because of the increase in SFR with stellar mass. Lower
panels: The gas fraction strongly decreases with increasing stellar mass (left) and age
(right). Symbols are as in Figure 4.5.
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with properties determined from global star formation rates. Another possibility is that the
constant we use in Eq. 4.1 is too small. Alternatively or additionally, this may simply be an
indication that the velocity dispersions do not trace the full potential, as we have mentioned
several times previously. The gas masses are almost certainly underestimates as well. The
gas masses derived from the Schmidt law include only the cold gas associated with current
star formation; in a typical local disk galaxy, ∼ 40% of the total gas mass is not included
by the Schmidt law (Martin & Kennicutt 2001), and this fraction could plausibly be higher
in the young starbursts in our sample, which may still be experiencing significant infall of
cooling gas from the halo. A simple argument from clustering analysis is consistent with
this interpretation of our results. Clustering properties have shown that the typical halo
mass of the z ∼ 2 galaxies is ∼ 2 × 1012 M⊙ (Adelberger et al. 2005b), and the baryon to
dark matter ratio (0.17, Spergel et al. 2003) therefore implies a typical baryonic mass of
∼ 3.4 × 1011 M⊙, ∼ 6 times higher than our average Mgas +M⋆. Substantial additional
gas mass (a typical increase of a factor of ∼ 12, since Mgas ∼ M⋆ on average) is required
to bring the average baryonic mass into agreement with the clustering predictions. Even in
most local galaxies, however, not all of the baryons predicted by the baryon to dark matter
ratio are accounted for; the Milky Way, for example, has a baryon to total mass ratio of
3–4% in a ∼ 1012 M⊙ halo (Mo & Mao 2004).
4.6 Summary and Discussion
We have presented the analysis of near-IR Hα spectra of 114 star-forming galaxies at z ∼ 2,
and looked for trends between properties revealed by Hα and the results of the fitting
of model SEDs to multiwavelength photometry of 93 of the 114 objects, from which we
estimate stellar masses, ages, extinction and star formation rates. The sample covers nearly
three orders of magnitude in stellar mass, fromM⋆ = 4×108 M⊙ toM⋆ = 2×1011 M⊙, and
best-fit ages range from a few Myr to the age of the universe at the redshift of the sample,
∼ 2.8 Gyr. Our main conclusions are as follows:
1. The sample has a mean Hα velocity dispersion 〈σ〉 = 112 km s−1 . From σ and
the spatial extent of the Hα emission we estimate dynamical masses, finding 〈Mdyn〉 =
4×1010 M⊙, excluding AGN. Stellar and dynamical masses agree to within a factor of 7 for
most objects, consistent with observational and systematic uncertainties. The masses are
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Figure 4.22 Baryonic mass Mgas + M⋆ vs. Mdyn; compare Figure 4.5. The dashed line
shows equal masses, and the dotted lines show a factor of 7 difference between the masses.
The correlation is significant at the 4 σ level, and the masses of 80% of the objects agree to
within a factor of 3. The average dynamical mass is slightly lower than the average baryonic
mass, suggesting that the velocity dispersion does not trace the full distribution of baryonic
mass, that the size we use to determine dynamical masses is too small, or that we are using
an incorrect average value of the constant in the dynamical mass formula. Symbols are as
in Figure 4.5.
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correlated with 3 σ significance. However, 15% of the galaxies have Mdyn > 7×M⋆; these
objects have low stellar masses, young ages, and tend to have high Hα equivalent widths,
suggesting that they are young galaxies with large gas fractions.
2. We combine our Hα results with LBGs at z ∼ 3 and other samples from the literature,
and find that rest-frame optical luminosity (corrected for extinction) and velocity dispersion
are correlated with 4σ significance. The scatter is larger than can be accounted for by
observational errors and prevents a robust determination of the slope, though it is not
inconsistent with the local relation L ∝ σ4. The high redshift galaxies have lower velocity
dispersions at a given luminosity, or much higher luminosities at a given velocity dispersion,
than the local Faber-Jackson relation.
3. The sample has a mean star formation rate from extinction-corrected Hα luminosity
〈SFRHα〉 = 31 M⊙ yr−1. SFR increases with increasing stellar mass and at brighter K
magnitudes, to 〈SFRHα〉 ∼ 65 M⊙ yr−1 for galaxies with Ks < 20. SFRs determined from
Hα, the rest-frame UV continuum and X-rays are strongly correlated, and give the same
average value.
4. Using the empirical correlation between star formation rate per unit area and gas
surface density, we estimate gas masses and gas fractions for the galaxies in the sample. The
gas fraction strongly increases with decreasing stellar mass, and the mass in gas and stars
is significantly better correlated with the dynamical mass than is the stellar mass alone.
4. Fourteen of the 114 galaxies with Hα spectra, or 12%, have spatially resolved and
tilted emission lines. On average, the observed amplitude of the velocity shear vc is ap-
proximately equal to the velocity dispersion σ. If the galaxies are rotating disks and follow
the local relations between the true circular velocity Vc and σ, we underestimate Vc by an
average factor of ∼ 2, and the galaxies have 〈Vc〉 ∼ 190 km s−1 . However, merging may
contribute significantly to the observed shear.
5. The rest-frame UV interstellar absorption lines are blueshifted with respect to Hα
by an average of ∼ 150 km s−1 , and the Lyα emission line, when present, is redshifted by
an average of ∼ 470 km s−1 . These offsets indicate the presence of galactic-scale outflows.
Outflow velocity is not significantly correlated with stellar or dynamical mass, velocity
dispersion, star formation rate, or star formation rate per unit area. However, galaxies
with velocity shear have interstellar lines that are less blueshifted with respect to Hα than
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average, and a larger than expected fraction of galaxies with vabs ∼ 0 have shear.
The picture that emerges from the combination of Hα spectra and SED modeling is one
of galaxies with a broad range in stellar mass, while kinematic measurements and estimates
of gas fractions imply that much of the variation is due to age and the amount of gas
converted into stars rather than to real differences in mass across the sample. The stellar
masses of the galaxies considered here vary by up to a factor of 500, while the baryonic and
dynamical masses vary by a factor of ∼ 30. The halo masses inferred from the clustering
properties of the z ∼ 2 galaxies also support a relatively narrow range in total mass, with
halos of 1011.8 − 1012.2 M⊙ spanning only a factor of 2.5 (Adelberger et al. 2005b).
The star formation rates per unit area are uniformly above the threshold needed to
support galactic outflows, in agreement with the kinematic signatures of outflows in nearly
all the galaxies in the sample. Evidence of outflows is observed across the full age range of
the sample, indicating that either the outflows can be sustained by relatively constant star
formation over a timescale of up to ∼ 3 Gyr, or that they come and go as variations in the
star formation rate allow. In this case the galaxies would drop out of our sample during their
quiescent phases. The duty cycle of such wind-producing star formation can be estimated
by the relative fractions of star-forming and passive galaxies at z ∼ 2. Reddy et al. (2005)
have recently compared samples of galaxies selected by different criteria at z ∼ 2; their
results suggest that less than 30% of galaxies to K < 21 are passive, though the fraction
may be ∼ 50% for the most massive, K-bright objects. In either case, the winds must be
sustained over a substantial fraction of the lifetime of the oldest galaxies in the sample; some
balance between the outflows and star formation is clearly required, to maintain sufficiently
high SFRs without driving all of the gas out of the galaxy. Winds maintained over ∼ Gyr
timescales are also likely to have a profound impact on the IGM, depending on how far they
penetrate into the IGM and on the fraction of metals that escape the galaxy.
Because of uncertainties in the mass and velocity distributions of the z ∼ 2 galaxies,
our kinematic measurements, and the dynamical masses in particular, are probably the
most in need of improvement among our results. Such improvements will require deep
observations of a large sample of objects, and in most cases high angular resolution will be
required in order to discriminate between plausible models of the velocity field. Near-IR
multiobject and integral field spectrographs, occasionally with adaptive optics, will make
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such observations feasible, and we anticipate that the galaxies presented here will be a useful
sample from which to select targets for such observations. These kinematic measurements
will provide otherwise unobtainable insights about the prevalence of mergers at high redshift
and the growth of massive disk galaxies, and when combined with multiwavelength studies
which will improve our understanding of star formation and dust, will lead to an increased
understanding of the assembly of stellar mass at high redshift.
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1
4
5
Table 4.1. Galaxies Observed
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
CDFb-BN88c 00:53:52.87 12:23:51.25 2.2615 23.14 0.29 0.68 ... ... 12× 720
HDF-BX1055 12:35:59.59 62:13:07.50 2.4899 24.09 0.24 0.81 ... ... 2× 900
HDF-BX1084 12:36:13.57 62:12:21.48 2.4403 23.24 0.26 0.72 ... ... 5× 900
HDF-BX1085 12:36:13.33 62:12:16.31 2.2407 24.50 0.33 0.87 ... ... 5× 900
HDF-BX1086 12:36:13.41 62:12:18.84 2.4435 24.64 0.41 1.09 ... ... 5× 900
HDF-BX1277 12:37:18.59 62:09:55.54 2.2713 23.87 0.14 0.61 21.26 0.73 3× 900
HDF-BX1303 12:37:11.20 62:11:18.67 2.3003 24.72 0.11 0.81 21.03 2.31 2× 900
HDF-BX1311 12:36:30.54 62:16:26.12 2.4843 23.29 0.21 0.81 20.48 1.56 4× 900
HDF-BX1322 12:37:06.54 62:12:24.94 2.4443 23.72 0.31 0.57 20.95 2.16 6× 900
HDF-BX1332 12:37:17.13 62:11:39.95 2.2136 23.64 0.32 0.92 20.68 1.77 3× 900
HDF-BX1368 12:36:48.24 62:15:56.24 2.4407 23.79 0.30 0.96 20.63 1.81 4× 900
HDF-BX1376 12:36:52.96 62:15:45.55 2.4294 24.48 0.01 0.70 22.13 1.02 4× 900
HDF-BX1388 12:36:44.84 62:17:15.84 2.0317 24.55 0.27 0.99 19.95 1.78 2× 900
HDF-BX1397 12:37:04.12 62:15:09.84 2.1328 24.12 0.14 0.76 20.87 1.08 3× 900
HDF-BX1409 12:36:47.41 62:17:28.70 2.2452 24.66 0.49 1.17 20.07 2.31 2× 900
HDF-BX1439 12:36:53.66 62:17:24.27 2.1865 23.90 0.26 0.79 19.72 2.16 4× 900
HDF-BX1479 12:37:15.42 62:16:03.88 2.3745 24.39 0.16 0.79 21.30 1.57 5× 900
HDF-BX1564 12:37:23.47 62:17:20.02 2.2225 23.28 0.27 1.01 19.62 1.69 2× 900
HDF-BX1567 12:37:23.17 62:17:23.89 2.2256 23.50 0.18 1.05 20.18 1.23 2× 900
HDF-BX305 12:36:37.13 62:16:28.36 2.4839 24.28 0.79 1.30 20.14 2.59 4× 900
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Table 4.1—Continued
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
HDF-BMZ1156 12:37:04.34 62:14:46.28 2.2151 24.62 -0.01 -0.21 20.33 1.71 4× 900
Q0201-B13c 02:03:49.25 11:36:10.58 2.1663 23.34 0.02 0.69 ... ... 16× 720
Q1307-BM1163 13:08:18.04 29:23:19.34 1.4105 21.66 0.20 0.35 ... ... 2× 900
Q1623-BX151 16:25:29.61 26:53:45.01 2.4393 24.60 0.14 0.88 ... ... 2× 900
Q1623-BX214 16:25:33.67 26:53:53.52 2.4700 24.06 0.39 1.12 ... ... 4× 900
Q1623-BX215 16:25:33.80 26:53:50.66 2.1814 24.45 0.26 0.53 ... ... 4× 900
Q1623-BX252 16:25:36.96 26:45:54.86 2.3367 25.06 0.07 0.55 ... ... 3× 900
Q1623-BX274 16:25:38.20 26:45:57.14 2.4100 23.23 0.25 0.89 ... ... 3× 900
Q1623-BX344 16:25:43.93 26:43:41.98 2.4224 24.42 0.39 1.25 ... ... 2× 900
Q1623-BX366 16:25:45.09 26:43:46.95 2.4204 23.84 0.41 1.03 ... ... 2× 900
Q1623-BX376 16:25:45.59 26:46:49.26 2.4085 23.31 0.24 0.75 20.84 1.61 4× 900
Q1623-BX428 16:25:48.41 26:47:40.20 2.0538 23.95 0.13 1.06 20.72 1.02 4× 900
Q1623-BX429 16:25:48.65 26:45:14.47 2.0160 23.63 0.12 0.56 20.94 1.46 2× 900
Q1623-BX432 16:25:48.73 26:46:47.28 2.1817 24.58 0.10 0.53 21.48 1.76 4× 900
Q1623-BX447 16:25:50.37 26:47:14.28 2.1481 24.48 0.17 1.14 20.55 1.66 3× 900
Q1623-BX449 16:25:50.53 26:46:59.97 2.4188 24.86 0.20 0.61 21.35 1.88 3× 900
Q1623-BX452 16:25:51.00 26:44:20.00 2.0595 24.73 0.20 0.90 20.56 2.05 3× 900
Q1623-BX453 16:25:50.84 26:49:31.40 2.1816 23.38 0.48 0.99 19.76 1.65 3× 900
Q1623-BX455 16:25:51.66 26:46:54.88 2.4074 24.80 0.35 0.87 21.56 1.83 2× 900
Q1623-BX458 16:25:51.58 26:46:21.39 2.4194 23.41 0.28 0.85 20.52 1.23 4× 900
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Table 4.1—Continued
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
Q1623-BX472 16:25:52.87 26:46:39.63 2.1142 24.58 0.16 0.91 20.80 1.91 4× 900
Q1623-BX502 16:25:54.38 26:44:09.25 2.1558 24.35 0.22 0.50 22.04 0.99 3× 900
Q1623-BX511 16:25:56.11 26:44:44.57 2.2421 25.37 0.42 1.05 21.78 ... 4× 900
Q1623-BX513 16:25:55.86 26:46:50.30 2.2473 23.25 0.26 0.68 20.21 1.83 2× 900
Q1623-BX516 16:25:56.27 26:44:08.19 2.4236 23.94 0.30 0.82 20.41 2.29 3× 900
Q1623-BX522 16:25:55.76 26:44:53.28 2.4757 24.50 0.31 1.19 20.75 2.03 4× 900
Q1623-BX528 16:25:56.44 26:50:15.44 2.2682 23.56 0.25 0.71 19.75 1.79 4× 900
Q1623-BX543 16:25:57.70 26:50:08.59 2.5211 23.11 0.44 0.96 20.54 1.31 4× 900
Q1623-BX586 16:26:01.52 26:45:41.58 2.1045 24.58 0.32 0.87 20.84 1.79 4× 900
Q1623-BX599 16:26:02.54 26:45:31.90 2.3304 23.44 0.22 0.80 19.93 2.09 4× 900
Q1623-BX663 16:26:04.58 26:48:00.20 2.4333 24.14 0.24 1.02 19.92 2.59 3× 900
Q1623-MD107 16:25:53.87 26:45:15.46 2.5373 25.35 0.12 1.43 22.43 1.72 4× 900
Q1623-MD66 16:25:40.39 26:50:08.88 2.1075 23.95 0.37 1.40 20.15 1.74 3× 900
Q1700-BX490 17:01:14.83 64:09:51.69 2.3960 22.88 0.36 0.92 19.99 1.54 3× 900
Q1700-BX505 17:00:48.22 64:10:05.86 2.3089 25.17 0.45 1.28 20.85 2.17 4× 900
Q1700-BX523 17:00:41.71 64:10:14.88 2.4756 24.51 0.46 1.28 20.93 1.86 4× 900
Q1700-BX530 17:00:36.86 64:10:17.38 1.9429 23.05 0.21 0.69 19.92 1.23 4× 900
Q1700-BX536 17:01:08.94 64:10:24.95 1.9780 23.00 0.21 0.79 19.71 1.31 4× 900
Q1700-BX561 17:01:04.18 64:10:43.83 2.4332 24.65 0.19 1.04 19.87 2.43 2× 900
Q1700-BX581 17:01:02.73 64:10:51.30 2.4022 23.87 0.28 0.62 20.79 1.94 2× 900
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Table 4.1—Continued
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
Q1700-BX681 17:01:33.76 64:12:04.28 1.7396 22.04 0.19 0.40 19.18 1.27 4× 900
Q1700-BX691 17:01:06.00 64:12:10.27 2.1895 25.33 0.22 0.66 20.68 1.82 4× 900
Q1700-BX717 17:00:56.99 64:12:23.76 2.4353 24.78 0.20 0.61 21.89 1.49 4× 900
Q1700-BX759 17:00:59.55 64:12:55.45 2.4213 24.43 0.36 1.29 21.23 1.35 2× 900
Q1700-BX794 17:00:47.30 64:13:18.70 2.2473 23.60 0.35 0.58 20.53 1.37 3× 900
Q1700-BX917 17:01:16.11 64:14:19.80 2.3069 24.43 0.28 0.95 20.03 1.95 3× 900
Q1700-MD103 17:01:00.21 64:11:55.58 2.3148 24.23 0.46 1.49 19.94 1.96 900 + 600
Q1700-MD109 17:01:04.48 64:12:09.29 2.2942 25.46 0.26 1.44 21.77 1.75 4× 900
Q1700-MD154 17:01:38.39 64:14:57.37 2.6291 23.23 0.73 1.91 19.68 2.08 3× 900
Q1700-MD174 17:00:54.54 64:16:24.76 2.3423 24.56 0.32 1.50 19.90 ... 4× 900
Q1700-MD69 17:00:47.62 64:09:44.78 2.2883 24.85 0.37 1.50 20.05 2.60 4× 900
Q1700-MD94 17:00:42.02 64:11:24.22 2.3362 24.72 0.94 2.06 19.65 2.46 3× 900
Q2343-BM133 23:46:16.18 12:48:09.31 1.4774 22.59 0.00 0.19 20.50 0.66 3× 900
Q2343-BM181 23:46:27.03 12:49:19.65 1.4951 24.77 0.12 0.29 ... ... 4× 900
Q2343-BX163 23:46:04.78 12:45:37.78 2.1213 24.07 -0.01 0.71 21.38 0.97 4× 900
Q2343-BX169 23:46:05.03 12:45:40.77 2.2094 23.11 0.19 0.72 20.75 1.05 4× 900
Q2343-BX182 23:46:18.04 12:45:51.11 2.2879 23.74 0.14 0.56 21.60 0.92 4× 900
Q2343-BX236 23:46:18.71 12:46:15.97 2.4348 24.28 0.14 0.71 21.25 1.60 3× 900
Q2343-BX336 23:46:29.53 12:47:04.76 2.5439 23.91 0.40 1.15 20.80 1.75 4× 900
Q2343-BX341 23:46:23.24 12:47:07.97 2.5749 24.21 0.38 0.89 21.40 2.07 3× 900
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Table 4.1—Continued
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
Q2343-BX378 23:46:33.90 12:47:26.20 2.0441 24.80 0.26 0.55 21.90 1.30 4× 900
Q2343-BX389 23:46:28.90 12:47:33.55 2.1716 24.85 0.28 1.26 20.18 2.74 3× 900
Q2343-BX390 23:46:24.72 12:47:33.80 2.2313 24.36 0.24 0.79 21.29 1.73 4× 900
Q2343-BX391 23:46:28.07 12:47:31.82 2.1740 24.51 0.25 1.01 21.93 1.35 3× 900
Q2343-BX418 23:46:18.57 12:47:47.38 2.3052 23.99 -0.05 0.37 21.88 1.76 5× 900
Q2343-BX429 23:46:25.25 12:47:51.20 2.1751 25.12 0.30 0.85 21.88 1.97 4× 900
Q2343-BX435 23:46:26.36 12:47:55.06 2.1119 24.23 0.38 1.03 20.38 1.75 4× 900
Q2343-BX436 23:46:09.06 12:47:56.00 2.3277 23.07 0.12 0.47 21.04 0.73 4× 900
Q2343-BX442 23:46:19.36 12:47:59.69 2.1760 24.48 0.40 1.14 19.85 2.36 5× 900
Q2343-BX461 23:46:32.96 12:48:08.15 2.5662 24.40 0.44 0.90 21.67 1.99 4× 900
Q2343-BX474 23:46:32.88 12:48:14.08 2.2257 24.42 0.31 1.15 20.56 1.73 4× 900
Q2343-BX480 23:46:21.90 12:48:15.61 2.2313 23.77 0.29 1.03 20.44 1.92 4× 900
Q2343-BX493 23:46:14.46 12:48:21.64 2.3396 23.63 0.28 0.78 21.65 0.75 2× 900
Q2343-BX513 23:46:11.13 12:48:32.14 2.1092d 23.93 0.20 0.41 20.10 1.87 4× 900
Q2343-BX529 23:46:09.72 12:48:40.33 2.1129 24.42 0.20 0.91 21.41 1.52 2× 900
Q2343-BX537 23:46:25.55 12:48:44.54 2.3396 24.44 0.23 0.72 21.43 1.65 4× 900
Q2343-BX587 23:46:29.18 12:49:03.34 2.2430 23.47 0.32 1.12 20.12 1.82 3× 900
Q2343-BX599 23:46:13.85 12:49:11.31 2.0116 23.50 0.10 0.81 20.40 1.19 4× 900
Q2343-BX601 23:46:20.40 12:49:12.91 2.3769 23.48 0.22 0.75 20.55 1.50 4× 900
Q2343-BX610 23:46:09.43 12:49:19.21 2.2094 23.58 0.34 0.75 19.21 2.24 4× 900
1
5
0
Table 4.1—Continued
Object R.A. Dec. zHα R
a G−Ra Un −G
a Ks
b J −Ks
b Exposure time (s)
Q2343-BX660 23:46:29.43 12:49:45.54 2.1735 24.36 -0.09 0.45 20.98 2.26 2× 900
Q2343-MD59 23:46:26.90 12:47:39.87 2.0116 24.99 0.20 1.47 20.14 2.59 4× 900
Q2343-MD62 23:46:27.23 12:47:43.48 2.1752 25.29 0.21 1.23 21.45 2.23 4× 900
Q2343-MD80 23:46:10.79 12:48:33.24 2.0138 24.81 0.09 1.33 21.38 1.15 4× 900
Q2346-BX120 23:48:26.30 00:20:33.16 2.2664 25.08 0.02 0.91 ... ... 4× 900
Q2346-BX220 23:48:46.10 00:22:20.95 1.9677 23.57 0.29 0.90 20.82 ... 4× 900
Q2346-BX244 23:48:09.61 00:22:36.18 1.6465 24.54 0.41 1.16 ... ... 4× 900
Q2346-BX404 23:48:21.40 00:24:43.07 2.0282 23.39 0.18 0.41 20.05 ... 5× 900
Q2346-BX405 23:48:21.22 00:24:45.46 2.0300 23.36 0.08 0.60 20.27 ... 5× 900
Q2346-BX416 23:48:18.21 00:24:55.30 2.2404 23.49 0.40 0.75 20.30 ... 3× 900
Q2346-BX482 23:48:12.97 00:25:46.34 2.2569 23.32 0.22 0.90 ... ... 4× 900
SSA22a-MD41c 22:17:39.97 00:17:11.04 2.1713 23.31 0.19 1.31 ... ... 15× 720
West-BM115 14:17:37.57 52:27:05.42 1.6065 23.41 0.28 0.36 ... ... 10× 900
West-BX600 14:17:15.55 52:36:15.64 2.1607 23.94 0.10 0.46 ... ... 5× 900
aUn, G, and R magnitudes are AB.
bJ and Ks magnitudes are Vega.
cObserved with the ISAAC spectrograph on the VLT; previously discussed by Erb et al. (2003).
dQ2343-BX513 was observed a second time with a different position angle, and yielded an Hα redshift zHα = 2.1079.
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Table 4.2. Near-IR Imaging
Field Band Exposure time Deptha
(hrs)
GOODS-N J 13.0 24.1
Ks 10.3 22.6
Q1623 J 9.8 23.8
Ks 11.2 22.3
Q1700 J 10.7 24.0
Ks 11.0 22.2
Q2343 J 10.7 24.0
Ks 12.1 22.3
Q2346 Ks 2.6 21.2
aApproximate 3σ image depth, in Vega magni-
tudes.
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Table 4.3. Results of SED Fitting
Object τ E(B − V )a Ageb SFRc M⋆
d
(Myr) (Myr) (M⊙ yr
−1) (1010 M⊙)
HDF-BMZ1156 500 0.000 1900 4 9.6
HDF-BX1277 const 0.095 321 15 0.5
HDF-BX1303 const 0.100 1139 7 0.8
HDF-BX1311 const 0.105 255 34 0.9
HDF-BX1322 const 0.085 360 19 0.7
HDF-BX1332 const 0.290 15 159 0.2
HDF-BX1368 const 0.160 404 37 1.5
HDF-BX1376 const 0.070 227 9 0.2
HDF-BX1388 const 0.265 3000 23 7.0
HDF-BX1397 const 0.150 1015 17 1.7
HDF-BX1409 const 0.290 1015 27 2.7
HDF-BX1439 const 0.175 2100 21 4.5
HDF-BX1479 const 0.110 806 13 1.0
HDF-BX1564 100 0.065 360 9 3.3
HDF-BX1567 50 0.050 227 5 2.3
HDF-BX305 const 0.285 571 53 3.0
Q1623-BX376 const 0.175 64 80 0.5
Q1623-BX428 50 0.000 255 1 1.1
Q1623-BX429 const 0.120 227 23 0.5
Q1623-BX432 const 0.060 1278 6 0.8
Q1623-BX447 500 0.050 1434 5 4.4
Q1623-BX449 const 0.110 2600 9 2.4
Q1623-BX452 const 0.195 3000 14 4.3
Q1623-BX453 const 0.275 454 107 4.9
Q1623-BX455 const 0.265 15 58 0.09
Q1623-BX458 const 0.165 571 55 3.1
Q1623-BX472 const 0.130 3000 11 3.2
Q1623-BX502 const 0.220 6 72 0.04
Q1623-BX511 const 0.235 571 13 0.8
Q1623-BX513 const 0.145 454 46 2.1
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Table 4.3—Continued
Object τ E(B − V )a Ageb SFRc M⋆
d
(Myr) (Myr) (M⊙ yr
−1) (1010 M⊙)
Q1623-BX516 const 0.145 1800 28 5.1
Q1623-BX522 const 0.180 2600 24 6.2
Q1623-BX528 const 0.175 2750 44 12.2
Q1623-BX543 const 0.305 8 528 0.4
Q1623-BX586 const 0.195 1434 17 2.5
Q1623-BX599 const 0.125 1900 35 6.7
Q1623-BX663 1000 0.135 2000 21 13.2
Q1623-MD107 const 0.060 1015 4 0.4
Q1623-MD66 const 0.235 905 43 3.9
Q1700-BX490 const 0.285 10 448 0.4
Q1700-BX505 const 0.270 1800 20 3.6
Q1700-BX523 const 0.260 255 42 1.1
Q1700-BX530 50 0.045 203 6 1.8
Q1700-BX536 50 0.115 180 15 2.8
Q1700-BX561 500 0.130 1609 10 11.5
Q1700-BX581 const 0.215 35 70 0.2
Q1700-BX681 const 0.315 10 628 0.6
Q1700-BX691 1000 0.125 2750 5 7.6
Q1700-BX717 const 0.090 509 8 0.4
Q1700-BX759 const 0.230 640 37 2.4
Q1700-BX794 const 0.130 454 25 1.1
Q1700-BX917 200 0.040 806 4 4.0
Q1700-MD103 const 0.305 1015 65 6.6
Q1700-MD109 const 0.175 2200 8 1.7
Q1700-MD154 const 0.335 128 347 4.4
Q1700-MD174 1000 0.195 2400 24 23.6
Q1700-MD69 2000 0.275 2750 31 18.6
Q1700-MD94 const 0.500 719 213 15.3
Q2343-BM133 const 0.115 143 35 0.5
Q2343-BX163 const 0.050 1434 9 1.3
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Table 4.3—Continued
Object τ E(B − V )a Ageb SFRc M⋆
d
(Myr) (Myr) (M⊙ yr
−1) (1010 M⊙)
Q2343-BX169 const 0.125 203 46 0.9
Q2343-BX182 const 0.100 180 23 0.4
Q2343-BX236 const 0.085 1680 13 2.1
Q2343-BX336 const 0.210 321 58 1.9
Q2343-BX341 const 0.210 102 50 0.5
Q2343-BX378 const 0.165 255 11 0.3
Q2343-BX389 const 0.250 2750 22 6.1
Q2343-BX390 const 0.150 404 17 0.7
Q2343-BX391 const 0.195 64 25 0.2
Q2343-BX418 const 0.035 81 12 0.1
Q2343-BX429 const 0.185 321 12 0.4
Q2343-BX435 const 0.225 1434 30 4.4
Q2343-BX436 const 0.070 321 33 1.1
Q2343-BX442 2000 0.225 2750 25 14.7
Q2343-BX461 const 0.250 15 86 0.1
Q2343-BX474 const 0.215 2750 26 7.2
Q2343-BX480 const 0.165 905 33 3.0
Q2343-BX493 const 0.255 6 220 0.1
Q2343-BX513 const 0.135 3000 20 5.9
Q2343-BX529 const 0.145 404 14 0.6
Q2343-BX537 const 0.130 571 15 0.8
Q2343-BX587 const 0.180 719 49 3.5
Q2343-BX599 const 0.100 1609 21 3.3
Q2343-BX601 const 0.125 640 36 2.3
Q2343-BX610 1000 0.155 2100 32 23.2
Q2343-BX660 const 0.010 2750 5 1.4
Q2343-MD59 2000 0.200 3000 11 7.6
Q2343-MD62 const 0.150 2750 7 1.9
Q2343-MD80 50 0.020 255 1 0.6
Q2346-BX220 50 0.055 227 4 1.7
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Table 4.3—Continued
Object τ E(B − V )a Ageb SFRc M⋆
d
(Myr) (Myr) (M⊙ yr
−1) (1010 M⊙)
Q2346-BX404 const 0.095 1800 22 4.0
Q2346-BX405 100 0.010 321 7 1.6
Q2346-BX416 const 0.195 454 55 2.5
aTypical uncertainty 〈σE(B−V )/E(B − V )〉 = 0.7.
bTypical uncertainty 〈σAge/Age〉 = 0.5.
cTypical uncertainty 〈σSFR/SFR〉 = 0.6.
dTypical uncertainty 〈σM⋆/M⋆〉 = 0.4.
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Table 4.4. Kinematics
Object zHα zabs
a zLyα
b rHα
c σd vc
e Mdyn
f M⋆
g
(kpc) (km s−1 ) (km s−1 ) (1010 M⊙) (10
10 M⊙)
CDFb-BN88 2.2615 ... ... 3.1 96+13−13 ... 3.3 ...
HDF-BX1055 2.4899 2.4865 2.4959 1.6 < 59 ... < 0.6 ...
HDF-BX1084 2.4403 2.4392 ... 2.0 102+4−4 ... 3.2 ...
HDF-BX1085 2.2407 2.2381 ... 1.0 ... ... ... ...
HDF-BX1086 2.4435 ... ... < 0.8 95+13−13 ... < 1.0 ...
HDF-BX1277 2.2713 2.2686 ... 2.1 63+6−7 ... 0.8 0.5
HDF-BX1303 2.3003 2.3024 2.3051 1.4 ... ... ... 0.8
HDF-BX1311 2.4843 2.4804 2.4890 2.3 88+6−6 ... 2.0 0.9
HDF-BX1322 2.4443 2.4401 2.4491 1.9 < 47 ... < 0.7 0.7
HDF-BX1332 2.2136 2.2113 ... 2.3 54+11−13 47± 14 0.8 0.2
HDF-BX1368 2.4407 2.4380 2.4455 3.1 139+6−6 ... 4.1 1.5
HDF-BX1376 2.4294 2.4266 2.4338 1.2 96+15−16 ... 1.3 0.2
HDF-BX1388 2.0317 2.0305 ... 3.3 140+14−14 ... 7.3 7.0
HDF-BX1397 2.1328 2.1322 ... 3.6 125+15−16 109± 19 6.4 1.7
HDF-BX1409 2.2452 2.2433 ... 2.9 158+12−12 ... 8.3 2.7
HDF-BX1439 2.1865 2.1854 2.1913 3.4 120+5−5 ... 5.4 4.5
HDF-BX1479 2.3745 2.3726 2.3823 1.8 46+12−14 ... 0.6 1.0
HDF-BX1564 2.2225 2.2219 ... 6.4 99+11−12 ... 7.3 3.3
HDF-BX1567 2.2256 2.2257 ... 1.1 < 62 ... < 1.1 2.3
HDF-BX305 2.4839 2.4825 ... 1.6 140+15−16 ... 3.5 3.0
HDF-BMZ1156h 2.2151 ... ... < 0.8 196+16−17 ... < 4.4 9.6
Q0201-B13 2.1663 ... ... 3.1 62+7−7 ... 1.4 ...
Q1307-BM1163 1.4105 1.4080 ... 2.8 125+5−5 ... 5.1 ...
Q1623-BX151h 2.4393 ... ... 3.5 98+24−27 ... 3.9 ...
Q1623-BX214 2.4700 2.4674 ... 1.7 55+9−10 ... 0.6 ...
Q1623-BX215 2.1814 2.1819 ... 2.1 70+10−11 ... 1.2 ...
Q1623-BX252 2.3367 ... ... < 0.8 ... ... ... ...
Q1623-BX274 2.4100 2.4081 2.4130 2.0 121+6−6 ... 3.4 ...
Q1623-BX344 2.4224 ... ... 1.7 92+6−7 ... 1.7 ...
Q1623-BX366 2.4204 2.4169 ... 3.5 103+26−29 ... 4.4 ...
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Table 4.4—Continued
Object zHα zabs
a zLyα
b rHα
c σd vc
e Mdyn
f M⋆
g
(kpc) (km s−1 ) (km s−1 ) (1010 M⊙) (10
10 M⊙)
Q1623-BX376 2.4085 2.4061 2.4153 2.9 261+36−36 ... 22.9 0.5
Q1623-BX428 2.0538 2.0514 2.0594 0.6 ... ... ... 1.1
Q1623-BX429 2.0160 2.0142 ... 2.8 57+15−18 ... 1.1 0.5
Q1623-BX432 2.1817 ... ... 1.9 54+10−11 ... 0.7 0.8
Q1623-BX447 2.1481 2.1478 ... 2.2 174+10−10 160± 22 7.8 4.4
Q1623-BX449 2.4188 ... ... < 0.8 < 72 ... < 1.5 2.4
Q1623-BX452 2.0595 2.0595 ... 4.0 129+13−13 ... 8.1 4.3
Q1623-BX453 2.1816 2.1724 2.1838 1.7 61+3−3 ... 0.7 4.9
Q1623-BX455 2.4074 2.4066 ... 2.1 187+10−10 ... 8.5 0.09
Q1623-BX458 2.4194 2.4174 ... 3.5 160+18−18 116± 18 10.5 3.1
Q1623-BX472 2.1142 2.1144 ... 2.5 110+7−7 110± 12 3.6 3.2
Q1623-BX502 2.1558 2.1549 2.1600 2.6 75+5−5 ... 1.7 0.04
Q1623-BX511 2.2421 ... ... 2.6 152+23−24 80± 18 7.1 0.8
Q1623-BX513 2.2473 2.2469 2.2525 1.4 ... ... ... 2.1
Q1623-BX516 2.4236 2.4217 ... 1.1 114+10−11 ... 1.7 5.1
Q1623-BX522 2.4757 2.4742 ... 2.6 < 46 ... < 0.6 6.2
Q1623-BX528 2.2682 2.2683 ... 3.3 142+9−9 76± 12 7.5 12.2
Q1623-BX543 2.5211 2.5196 ... 3.1 148+16−17 ... 7.8 0.4
Q1623-BX586 2.1045 ... ... 2.2 124+12−13 ... 3.8 2.5
Q1623-BX599 2.3304 2.3289 2.3402 2.4 162+5−5 ... 7.2 6.7
Q1623-BX663h 2.4333 2.4296 2.4353 2.9 132+8−9 ... 5.8 13.2
Q1623-MD107 2.5373 ... ... 1.5 < 43 ... < 0.6 0.4
Q1623-MD66 2.1075 2.1057 ... 2.2 120+3−3 ... 3.7 3.9
Q1700-BX490 2.3960 2.3969 2.4043 2.3 110+6−6 ... 3.2 0.4
Q1700-BX505 2.3089 ... ... 3.1 120+13−14 ... 5.2 3.6
Q1700-BX523 2.4756 ... ... 3.2 130+17−17 ... 6.2 1.1
Q1700-BX530 1.9429 1.9411 ... 2.6 < 37 ... < 0.4 1.8
Q1700-BX536 1.9780 ... ... 3.3 89+9−10 ... 3.0 2.8
Q1700-BX561 2.4332 2.4277 ... < 0.8 ... ... ... 11.5
Q1700-BX581 2.4022 2.3984 ... 1.8 ... ... ... 0.2
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Table 4.4—Continued
Object zHα zabs
a zLyα
b rHα
c σd vc
e Mdyn
f M⋆
g
(kpc) (km s−1 ) (km s−1 ) (1010 M⊙) (10
10 M⊙)
Q1700-BX681 1.7396 1.7398 1.7467 3.6 ... ... ... 0.6
Q1700-BX691 2.1895 ... ... 2.8 170+9−9 220± 14 9.4 7.6
Q1700-BX717 2.4353 ... 2.4376 2.0 < 47 ... < 0.7 0.4
Q1700-BX759 2.4213 ... ... 1.0 ... ... ... 2.4
Q1700-BX794 2.2473 ... ... 2.0 80+9−9 ... 1.5 1.1
Q1700-BX917 2.3069 2.3027 ... 4.4 99+8−9 ... 5.1 4.0
Q1700-MD69 2.2883 2.288 ... 3.9 155+10−11 ... 10.8 18.6
Q1700-MD94h 2.3362 ... ... 4.0 730+55−55 ... 238.6 15.3
Q1700-MD103 2.3148 ... ... 3.5 75+14−16 100± 19 2.3 6.6
Q1700-MD109 2.2942 ... ... 1.7 93+16−17 ... 1.7 1.7
Q1700-MD154 2.6291 ... ... 3.4 57+23−33 ... 1.3 4.4
Q1700-MD174h 2.3423 ... ... 1.5 444+33−33 ... 35.3 23.6
Q2343-BM133 1.4774 1.4769 ... 3.2 55+4−4 ... 1.1 0.5
Q2343-BM181 1.4951 1.4952 ... 3.2 39+17−30 45± 18 0.6 ...
Q2343-BX163 2.1213 ... ... 1.7 ... ... ... 1.3
Q2343-BX169 2.2094 2.2105 2.2173 1.3 ... ... ... 0.9
Q2343-BX182 2.2879 2.2857 2.2909 1.1 ... ... ... 0.4
Q2343-BX236 2.4348 2.4304 2.4372 2.0 148+27−28 ... 5.1 2.1
Q2343-BX336 2.5439 2.5448 2.5516 2.1 140+22−23 ... 4.8 1.9
Q2343-BX341 2.5749 2.5715 ... 1.0 ... ... ... 0.5
Q2343-BX378 2.0441 ... ... 3.1 ... ... ... 0.3
Q2343-BX389 2.1716 2.1722 ... 4.2 111+5−5 71± 10 6.0 6.1
Q2343-BX390 2.2313 2.2290 ... 4.5 78+14−16 ... 3.2 0.7
Q2343-BX391 2.1740 2.1714 ... 2.5 ... ... ... 0.2
Q2343-BX418 2.3052 2.3030 2.3084 1.5 66+4−4 ... 0.7 0.1
Q2343-BX429 2.1751 ... ... 3.9 51+11−13 ... 1.2 0.4
Q2343-BX435 2.1119 2.1088 2.1153 3.7 60+8−9 ... 1.5 4.4
Q2343-BX436 2.3277 2.3253 2.3315 3.8 63+7−8 ... 1.8 1.1
Q2343-BX442 2.1760 ... ... 4.4 132+6−6 ... 8.5 14.7
Q2343-BX461 2.5662 2.5649 2.5759 3.2 139+15−16 ... 7.2 0.1
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Table 4.4—Continued
Object zHα zabs
a zLyα
b rHα
c σd vc
e Mdyn
f M⋆
g
(kpc) (km s−1 ) (km s−1 ) (1010 M⊙) (10
10 M⊙)
Q2343-BX474 2.2257 2.2263 ... 2.9 84+8−8 ... 2.4 7.2
Q2343-BX480 2.2313 2.2297 2.2352 1.4 < 37 ... < 0.4 3.0
Q2343-BX493 2.3396 2.3375 2.3447 2.7 155+26−28 ... 7.6 0.1
Q2343-BX513i 2.1092 2.1090 2.114 1.7 150+6−6 ... 4.4 5.9
Q2343-BX529 2.1129 2.1116 2.1190 < 0.8 ... ... ... 0.6
Q2343-BX537 2.3396 ... ... 2.2 ... ... ... 0.8
Q2343-BX587 2.2430 2.2382 ... 3.2 94+9−10 ... 3.2 3.5
Q2343-BX599 2.0116 2.0112 ... 3.0 77+14−15 ... 2.1 3.3
Q2343-BX601 2.3769 2.3745 2.3823 2.2 105+8−8 ... 2.8 2.3
Q2343-BX610 2.2094 2.2083 2.2129 3.5 96+6−7 ... 3.8 23.2
Q2343-BX660 2.1735 2.1709 2.1771 2.6 < 40 ... < 0.5 1.4
Q2343-MD59 2.0116 2.0107 ... 2.3 ... ... ... 7.6
Q2343-MD62 2.1752 2.1740 ... 2.8 79+18−20 ... 2.0 1.9
Q2343-MD80 2.0138 2.0116 ... 1.1 74+11−11 ... 0.7 0.6
Q2346-BX120 2.2664 ... ... 2.6 62+8−8 40± 10 1.2 ...
Q2346-BX220 1.9677 1.9664 ... 2.7 143+9−9 ... 6.5 1.7
Q2346-BX244 1.6465 1.6462 1.6516 3.2 42+18−28 ... 0.7 ...
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Table 4.4—Continued
Object zHα zabs
a zLyα
b rHα
c σd vc
e Mdyn
f M⋆
g
(kpc) (km s−1 ) (km s−1 ) (1010 M⊙) (10
10 M⊙)
Q2346-BX404 2.0282 2.0270 2.0348 1.5 102+2−2 ... 1.9 4.0
Q2346-BX405 2.0300 2.0298 2.0358 2.4 50+3−3 ... 0.7 1.6
Q2346-BX416 2.2404 2.2407 ... 1.8 126+8−9 ... 3.3 2.5
Q2346-BX482 2.2569 2.2575 ... 4.1 133+3−3 ... 8.6 ...
SSA22a-MD41 2.1713 ... ... 4.0 107+4−4 150± 16 5.1 ...
West-BM115 1.6065 1.6060 ... 2.3 128+10−10 ... 4.3 ...
West-BX600 2.1607 ... ... 3.4 181+11−11 210± 13 13.4 ...
aVacuum redshift of the UV insterstellar absorption lines. We give a value only when the S/N of the
spectrum is sufficient for a precise measurement.
bVacuum redshift of the Lyα emission line, when present.
cApproximate spatial extent of the Hα emission, FWHM/2.4, after subtraction of the seeing in quadrature.
dVelocity dispersion of the Hα emission line.
eFor tilted emission lines, the velocity shear (vmax − vmin)/2, where vmax and vmin are with respect to the
systemic redshift.
fDynamical mass Mdyn = 5σ
2rHα/G.
gStellar mass, from SED modeling.
hAGN
iQ2343-BX513 was observed twice with NIRSPEC, with position angles differing by 9◦. The first observation
yielded zHα = 2.1079 and σ = 58 km s
−1 , and the second zHα = 2.1092 and σ = 150 km s
−1 . It also has two
Lyα emission redshifts, zlya = 2.106 and zlya = 2.114.
1
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Table 4.5. Star Formation Rates
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
CDFb-BN88 0.149 2.6 1.0 4 14 23.43 29.27 14 60 ... ...
HDF-BX1055 0.103 2.6 1.3 6 15 24.33 28.98 8 21 ... ...
HDF-BX1084 0.120 7.3 3.4 15 44 23.50 29.30 16 51 ... ...
HDF-BX1085 0.171 1.1 0.4 2 6 24.83 28.70 4 20 ... ...
HDF-BX1086 0.196 1.8 0.8 4 14 25.05 28.68 4 26 ... ...
HDF-BMZ1156 0.000 5.3 2.1 9 18 24.01 29.04 8 8 4 116
HDF-BX1277 0.095 2.6 1.0 5 12 24.83 28.72 4 10 15 308
HDF-BX1303 0.100 8.0 3.9 17 47 23.50 29.31 16 43 7 101
HDF-BX1311 0.105 2.0 0.9 4 11 24.03 29.09 10 27 34 197
HDF-BX1322 0.085 4.4 1.6 7 19 23.96 29.04 8 19 19 68
HDF-BX1332 0.290 8.8 4.1 18 88 24.09 29.06 9 159 159 132
HDF-BX1368 0.160 2.2 1.0 4 15 24.49 28.90 6 30 37 266
HDF-BX1376 0.070 5.8 1.8 8 19 24.82 28.63 3 6 9 265
HDF-BX1388 0.265 5.3 1.8 8 36 24.26 28.89 6 73 23 90
HDF-BX1397 0.150 8.5 3.2 14 45 25.15 28.57 3 12 17 207
HDF-BX1409 0.290 8.8 3.2 14 67 24.16 28.95 7 108 27 145
HDF-BX1439 0.175 2.5 1.1 5 16 24.55 28.86 6 31 21 107
HDF-BX1479 0.110 8.6 3.2 14 40 23.55 29.21 13 36 13 126
HDF-BX1564 0.065 4.0 1.5 7 16 23.68 29.15 11 21 9 93
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
HDF-BX1567 0.050 4.2 2.1 9 21 25.07 28.68 4 6 5 72
HDF-BX305 0.285 5.4 2.0 9 42 24.61 28.78 5 71 53 67
Q0201-B13 0.003 2.4 0.8 4 8 23.36 29.26 14 15 ... ...
Q1307-BM1163 0.178 28.7 3.5 15 53 22.21 29.38 19 99 ... ...
Q1623-BX151 0.059 3.5 1.6 7 17 24.74 28.80 5 9 ... ...
Q1623-BX214 0.182 5.3 2.6 11 39 24.45 28.92 7 40 ... ...
Q1623-BX215 0.134 4.8 1.7 8 22 24.71 28.73 4 15 ... ...
Q1623-BX252 0.031 1.2 0.5 2 5 25.13 28.61 3 4 ... ...
Q1623-BX274 0.119 9.5 4.3 19 54 23.48 29.29 15 50 ... ...
Q1623-BX344 0.189 17.1 7.9 35 123 24.81 28.77 5 30 ... ...
Q1623-BX366 0.200 7.9 3.6 16 58 24.25 28.99 8 55 ... ...
Q1623-BX376 0.175 5.3 2.4 11 36 23.55 29.27 14 81 80 183
Q1623-BX428 0.000 2.7 0.8 4 7 24.08 28.93 7 7 1 84
Q1623-BX429 0.120 5.1 1.5 7 19 23.75 29.05 9 26 23 219
Q1623-BX432 0.060 5.4 1.9 8 20 24.68 28.74 4 8 6 427
Q1623-BX447 0.050 5.6 1.9 8 20 24.65 28.74 4 7 5 154
Q1623-BX449 0.110 3.5 1.6 7 20 25.06 28.67 4 11 9 196
Q1623-BX452 0.195 4.4 1.4 6 22 24.93 28.60 3 19 14 121
Q1623-BX453 0.275 13.8 4.9 22 100 23.86 29.07 9 123 107 187
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
Q1623-BX455 0.265 18.8 8.6 38 169 25.15 28.63 3 45 58 1172l
Q1623-BX458 0.165 4.3 2.0 9 29 23.69 29.21 13 65 55 102
Q1623-BX472 0.130 3.9 1.3 6 17 24.74 28.69 4 13 11 135
Q1623-BX502 0.220 13.2 4.6 20 79 24.57 28.77 5 37 72 1536l
Q1623-BX511 0.235 3.4 1.3 6 23 25.79 28.32 2 15 13 325
Q1623-BX513 0.145 3.3 1.3 6 17 23.51 29.23 13 53 46 59
Q1623-BX516 0.145 5.2 2.4 10 33 24.24 28.99 8 32 28 112
Q1623-BX522 0.180 2.8 1.4 6 21 24.81 28.78 5 28 24 79
Q1623-BX528 0.175 7.7 3.0 13 46 23.81 29.12 10 55 44 94
Q1623-BX543 0.305 8.6 4.4 19 98 23.55 29.30 16 336 528 229
Q1623-BX586 0.195 5.1 1.7 7 27 24.90 28.62 3 20 17 192
Q1623-BX599 0.125 18.1 7.6 33 98 23.66 29.20 12 42 35 303
Q1623-BX663 0.135 8.2 3.8 17 50 24.38 28.94 7 26 21 112
Q1623-MD107 0.060 3.7 1.9 8 20 25.47 28.54 3 5 4 858
Q1623-MD66 0.235 19.7 6.5 28 116 24.32 28.86 6 50 43 482
Q1700-BX490 0.285 17.7 8.0 35 166 23.24 29.39 19 313 448 310
Q1700-BX505 0.270 3.6 1.5 6 29 25.62 28.41 2 27 20 121
Q1700-BX523 0.260 4.7 2.3 10 44 24.97 28.72 4 55 42 171
Q1700-BX530 0.045 12.2 3.3 14 33 23.26 29.22 13 19 6 208
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
Q1700-BX536 0.115 11.3 3.2 14 40 23.21 29.25 14 40 15 150
Q1700-BX561 0.130 1.9 0.9 4 11 24.84 28.76 4 16 10 22
Q1700-BX581 0.215 4.0 1.8 8 30 24.15 29.02 8 69 70 124
Q1700-BX681 0.315 6.3 1.3 6 30 22.23 29.54 27 427 628 52
Q1700-BX691 0.125 7.7 2.8 12 36 25.55 28.39 2 6 5 257
Q1700-BX717 0.090 3.8 1.8 8 20 24.98 28.70 4 10 8 410
Q1700-BX759 0.230 1.3 0.6 3 11 24.79 28.77 5 45 37 57
Q1700-BX794 0.130 6.8 2.6 12 34 23.95 29.05 9 31 25 183
Q1700-BX917 0.040 7.4 3.0 13 30 24.71 28.77 5 7 4 117
Q1700-MD103 0.305 8.2 3.4 15 76 24.69 28.78 5 90 65 120
Q1700-MD109 0.175 2.8 1.1 5 17 25.72 28.36 2 10 8 246
Q1700-MD154 0.335 4.1 2.3 10 56 23.96 29.17 12 359 347 40
Q1700-MD174 0.195 8.9 3.8 17 60 24.88 28.71 4 27 24 125
Q1700-MD69 0.275 7.5 3.0 13 61 25.22 28.56 3 40 31 122
Q1700-MD94 0.500 12.9 5.4 24 219 25.66 28.40 2 253 213 146
Q2343-BM133 0.115 28.7 3.9 17 49 22.78 29.19 12 36 35 2245
Q2343-BM181 0.134 3.4 0.5 2 6 25.18 28.24 1 5 ... ...
Q2343-BX163 0.050 2.2 0.7 3 7 24.06 28.97 7 12 9 127
Q2343-BX169 0.125 4.7 1.7 8 22 23.30 29.30 16 51 46 152
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
Q2343-BX182 0.100 2.4 1.0 4 11 23.88 29.10 10 26 23 168
Q2343-BX236 0.085 3.1 1.4 6 16 24.42 28.93 7 15 13 150
Q2343-BX336 0.210 4.3 2.2 10 38 24.31 29.00 8 66 58 133
Q2343-BX341 0.210 4.0 2.1 9 36 24.59 28.90 6 52 50 231
Q2343-BX378 0.165 4.5 1.4 6 20 25.06 28.54 3 12 11 606
Q2343-BX389 0.250 12.0 4.2 19 80 25.13 28.56 3 30 22 253
Q2343-BX390 0.150 4.9 1.9 8 26 24.60 28.79 5 20 17 293
Q2343-BX391 0.195 4.2 1.5 6 24 24.51 28.80 5 31 25 537
Q2343-BX418 0.035 8.0 3.3 14 32 23.94 29.08 9 13 12 1639
Q2343-BX429 0.185 4.8 1.7 8 27 25.42 28.44 2 12 12 632
Q2343-BX435 0.225 8.1 2.7 12 47 24.61 28.74 4 35 30 200
Q2343-BX436 0.070 7.2 3.0 13 33 23.19 29.38 19 37 33 345
Q2343-BX442 0.225 7.2 2.5 11 44 24.48 28.82 5 43 25 98
Q2343-BX461 0.250 7.0 3.7 16 70 24.84 28.80 5 62 86 760
Q2343-BX474 0.215 5.0 1.9 8 32 24.73 28.73 4 33 26 133
Q2343-BX480 0.165 3.0 1.1 5 16 24.06 29.00 8 38 33 67
Q2343-BX493 0.255 5.3 2.2 10 43 23.91 29.10 10 118 220 497
Q2343-BX513 0.135 10.1 3.3 15 44 24.13 28.93 7 24 20 192
Q2343-BX529 0.145 3.5 1.2 5 16 24.62 28.74 4 17 14 230
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
Q2343-BX537 0.130 5.2 2.2 10 29 24.67 28.80 5 17 15 365
Q2343-BX587 0.180 5.5 2.1 9 32 23.79 29.12 10 57 49 95
Q2343-BX599 0.100 4.5 1.3 6 16 23.60 29.11 10 25 21 107
Q2343-BX601 0.125 7.4 3.3 14 42 23.70 29.20 12 42 36 199
Q2343-BX610 0.155 8.1 3.0 13 42 23.92 29.05 9 38 32 59
Q2343-BX660 0.010 9.4 3.3 15 30 24.27 28.90 6 7 5 488
Q2343-MD59 0.200 2.9 0.8 4 14 24.99 28.55 3 18 11 52
Q2343-MD62 0.150 2.3 0.8 4 11 25.50 28.41 2 8 7 143
Q2343-MD80 0.020 3.2 0.9 4 9 24.81 28.63 3 4 1 206
Q2346-BX120 0.005 5.3 2.1 9 19 25.10 28.60 3 3 ... ...
Q2346-BX220 0.055 10.3 2.9 13 30 23.86 28.99 8 13 4 482
Q2346-BX244 0.300 5.4 1.0 4 21 23.49 29.00 8 149 ... ...
Q2346-BX404 0.095 13.9 4.2 18 49 23.57 29.13 10 25 22 273
Q2346-BX405 0.010 14.0 4.2 18 38 23.44 29.18 12 13 7 358
Q2346-BX416 0.195 12.1 4.6 20 73 23.89 29.08 9 60 55 287
Q2346-BX482 0.112 11.2 4.4 19 54 23.54 29.22 13 38 ... ...
SSA22a-MD41 0.096 7.9 2.8 12 33 23.50 29.21 13 31 ... ...
West-BM115 0.225 5.9 1.0 4 17 24.05 28.75 4 40 ... ...
West-BX600 0.047 6.3 2.2 10 22 24.04 28.99 8 12 ... ...
1
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Table 4.5—Continued
Uncorrected Corrected Uncorrected Corrected
Object E(B − V )a FHα
b LHα
c SFRHα
d SFRHα
e m1500
f Log(L1500)
g SFRUV
h SFRUV
i SFRfit
j WHα
k
aE(B − V ) inferred from SED fitting when K-band photometry is present (indicated by a value in column 11, the SFR from SED fitting),
and calculated from the G−R color assuming an SED with constant star formation and an age of 700 Myr otherwise.
bFlux of Hα line, in units of 10−17 erg s−1 cm−2.
cHα luminosity, in units of 1042 erg s−1.
dSFR derived from observed Hα flux, in M⊙ yr
−1.
eSFR derived from Hα flux after correcting for extinction and slit losses as described in the text, in M⊙ yr
−1.
fObserved magnitude at ∼ 1500 A˚; G-band for most objects, Un for those with z ∼ 1.5.
gRest-frame UV luminosity, log (erg s−1 cm−2 Hz−1).
hSFR derived from uncorrected UV magnitude, in M⊙ yr
−1.
iSFR derived from extinction-corrected UV magnitude, in M⊙ yr
−1.
jSFR derived from SED fitting, in M⊙ yr
−1.
kHα equivalent width in A˚, incorporating a factor of 2 aperture correction except where noted.
lAperture correction not applied for equivalent width calculation.
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The Mass-Metallicity Relation at z ∼> 2
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Abstract
We use a sample of 87 rest-frame ultraviolet-selected star-forming galaxies with mean spec-
troscopic redshift 〈z〉 = 2.26± 0.17 to study the correlation between metallicity and stellar
mass at high redshift. Using stellar masses determined from spectral energy distribution
fitting to UnGRJKs (and Spitzer IRAC, for 37% of the sample) photometry, we divide the
sample into six bins in stellar mass, and construct six composite Hα/[N II] spectra from all
of the objects in each bin. We estimate the mean oxygen abundance in each bin from the
[N II]/Hα ratio, and find a monotonic increase in metallicity with increasing stellar mass,
from 12+log(O/H) < 8.2 for galaxies with 〈M⋆〉 = 2.7×109 M⊙ to 12+log(O/H) = 8.6 for
∗Based on data obtained at the W.M. Keck Observatory, which is operated as a scientific partnership
among the California Institute of Technology, the University of California, and NASA, and was made possible
by the generous financial support of the W.M. Keck Foundation.
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galaxies with 〈M⋆〉 = 1.0× 1011 M⊙. We construct a corresponding metallicity-luminosity
relation by binning the galaxies according to rest-frame B magnitude, but find no signifi-
cant correlation. This lack of correlation is explained by the known large variation in the
rest-frame optical mass-to-light ratio at z ∼ 2, and indicates that the correlation with stel-
lar mass is more fundamental. On average, at a given metallicity the z ∼ 2 galaxies are
∼ 3 magnitudes brighter than local galaxies. We use the empirical relation between star
formation rate density and gas density to estimate the gas fractions of the galaxies, finding
an increase in gas fraction with decreasing stellar mass. Our estimates of gas fraction com-
bined with the observed metallicities allow us to estimate the effective yield as a function
of stellar mass; we find it to be constant within the uncertainties in all bins, suggesting
that the simple, closed-box model of chemical evolution adequately explains our observed
mass-metallicity relation. We further suggest that the range of baryonic masses spanned by
our sample is too small for the differential effects of metal loss from winds to be significant,
and that such winds may require a time comparable to the ages of the galaxies to have an
appreciable effect. We conclude that the mass-metallicity relation at high redshift is driven
by the increase in metallicity as the gas fraction decreases through star formation, and is
later reinforced by the loss of metals through winds in low-mass galaxies.
5.1 Introduction
Correlations between mass and metallicity or luminosity and metallicity are well-established
in nearby galaxies, ranging over orders of magnitude in mass and luminosity and span-
ning ∼ 2 dex in chemical abundance. Lequeux et al. (1979) first observed a correlation
between heavy element abundance and the total mass of galaxies; since then, most investi-
gations have focused on the metallicity-luminosity relationship (e.g., Skillman et al. 1989;
Zaritsky et al. 1994; Garnett et al. 1997; Lamareille et al. 2004; Salzer et al. 2005, to name
only a few), though others have studied correlations between metallicity and rotational
velocity (Zaritsky et al. 1994; Garnett 2002). The relationship between metallicity and
stellar mass has recently been quantified by Tremonti et al. (2004, T04 hereafter), using a
sample of ∼ 53, 000 galaxies from the Sloan Digital Sky Survey (SDSS). Such correlations
can provide great insight into the process of galaxy evolution, as they allow us to study
the history of star formation and gas enrichment or depletion through current, observable
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properties. Chemical enrichment is a record of star formation history, modulated by inflows
and outflows of gas, while the stellar mass provides a more straightforward measure of the
accumulated conversion of gas into stars and thus of the metals returned to the gas as the
byproducts of star formation.
It has long been recognized that a correlation between stellar mass and gas-phase
metallicity is a natural consequence of the conversion of gas into stars in a closed sys-
tem (van den Bergh 1962; Schmidt 1963; Searle & Sargent 1972). The principal ingredients
of this “simple” or “closed-box” model are the metallicity, the yield from star formation
(defined as the mass of metals produced and ejected by star formation, in units of the mass
that remains locked in long-lived stars and remnants), and the gas fraction. If there are no
inflows or outflows of gas, the metallicity is a simple function of the yield and the gas frac-
tion, and rises as the gas is converted into stars and enriched by star formation according to
the yield. The model is subject to the further assumptions that the system is well-mixed at
all times, that it begins as pure gas with primordial abundances, that stellar evolution and
nucleosynthesis take place instantaneously compared to the timescale of galactic evolution
(the instantaneous recycling approximation), and that the IMF and the yield in primary
elements of stars of a given mass are constant.
One of the first, best-known failures of the simple model is the so-called “G-dwarf prob-
lem”: the closed-box model overpredicts the number of low-metallicity stars observed in
the solar neighborhood. This is one aspect of the more fundamental problem that galaxies
are clearly not closed boxes. On the one hand, infall and mergers are essential aspects
of galaxy formation (e.g., Pagel & Patchett 1975; Naab & Ostriker 2005). On the other,
galactic-scale winds, driven by star formation, are a ubiquitous feature of starburst galaxies
at low (e.g., Heckman et al. 1990; Lehnert & Heckman 1996; Martin 1999; Strickland et al.
2004, among many others) and high (Pettini et al. 2001; Shapley et al. 2003; Smail et al.
2003) redshifts. Metals are detected in the intergalactic medium (IGM; Ellison et al. 2000;
Simcoe et al. 2004), and their presence is correlated with the distribution of nearby galaxies
(Adelberger et al. 2003; Adelberger et al. 2005a). The potential of such supernova-powered
winds to expel gas from galaxies and thus modify their chemical evolution has been known
for some time; Larson (1974) showed how winds could account for the mass-metallicity rela-
tion in elliptical galaxies by preferentially ejecting metals from those with lower masses. This
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provides an alternative or additional explanation for the mass-metallicity correlation, and
its appeal has increased in recent years as the physical evidence of feedback has multiplied
and models of galaxy formation have recognized its importance (e.g., Hernquist & Springel
2003; Benson et al. 2003; Dekel & Woo 2003; Nagamine et al. 2004; Murray et al. 2005).
Motivated by these competing or complementary theories of the origin of the mass-
metallicity relation, T04 use the statistical power of ∼ 53, 000 star-forming SDSS galaxies to
revisit the correlation, confirming its existence over ∼ 3 orders of magnitude in stellar mass
and 1 dex in metallicity. Using estimates of the effective yield as a function of baryonic mass,
they find strong evidence for metal depletion in low-mass galaxies, a probable signature of
winds from an early starburst phase. Given the strength of the mass-metallicity correlation,
and its two plausible causes, it is not unreasonable to suppose that it may be present in
galaxies at high redshift, but this has been difficult to test. The strong optical emission
lines usually used to determine metallicities shift into the infrared past z ∼ 1, making the
required large samples of spectra much more difficult to acquire. As luminosity can be
determined with considerably greater ease than stellar mass, the first efforts focused on the
luminosity-metallicity relation at high redshift (Kobulnicky & Koo 2000; Pettini et al. 2001;
Shapley et al. 2004), finding that galaxies at z > 2 are overluminous for their metallicities
when compared to local galaxies.
In this paper we study the relationships between stellar mass, luminosity, and metallicity
at z ∼> 2, using a sample of 87 star-forming galaxies with [N II]/Hα spectra. We describe
our sample selection, observations, and data reduction procecures in §5.2, and discuss our
methods of determining stellar mass and metallicity in §5.3. In §5.4 we give our results,
and in §5.5 we discuss their implications for the origin of the mass-metallicity relation.
Our conclusions are presented in §5.6. We use a cosmology with H0 = 70 km s−1 Mpc−1,
Ωm = 0.3, and ΩΛ = 0.7; in such a cosmology, the universe at z = 2.26 (the mean redshift of
our sample) is 2.9 Gyr old, or 21% of its present age. For comparisons with solar metallicity,
we use the most recent values of the solar oxygen abundance, 12 + log(O/H)⊙ = 8.66, and
the solar metal mass fraction Z⊙ = 0.0126 (Asplund et al. 2004).
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5.2 Sample Selection, Observations, and Data Reduction
The galaxies we use in this paper are drawn from a sample of 114 galaxies with Hα spectra
described in detail by Erb et al. (2005b). The galaxies are selected by their rest-frame
UV colors, and their redshifts are confirmed with rest-frame UV spectra from the LRIS-
B spectrograph on the 10 m Keck I telescope on Mauna Kea; an overview of the z ∼ 2
sample is given by Steidel et al. (2004). We include all objects with Hα spectra and K-
band magnitudes (most have J magnitudes as well, and 32 have also been observed at 3.6,
4.5, 5.4, and 8.0 µm with the IRAC camera on the Spitzer Space Telescope), except those
with AGN signatures in either their rest-frame UV or optical spectra.
The Hα spectra were obtained between May 2002 and September 2004 with the near-IR
spectrograph NIRSPEC (McLean et al. 1998) on the Keck II telescope. For the redshifts
of the galaxies presented here, Hα falls in the K-band; we usually observed using the
N6 filter, which spans the wavelength range 1.558–2.315 µm, and in low-dispersion mode,
which provides a resolution of R ∼ 1400. The data were reduced using standard procedures
described by Erb et al. (2003, 2005b), and flux-calibrated with reference to near-IR standard
stars.
The near-IR imaging was carried out with theWide-field IR Camera (WIRC,Wilson et al.
2003) on the Palomar 5 m Hale telescope. We obtained ∼ 9× 9′ images to Ks ∼ 22.5 and
J ∼ 24 in four fields, with a typical integration time of ∼ 11 hours in each band per
field. Data reduction and photometry were performed as described by Erb et al. (2005b)
and Shapley et al. (2005b). For a description of the mid-IR IRAC data, reductions, and
photometry, see Barmby et al. (2004), Shapley et al. (2005b), and Reddy et al. (2005).
5.3 Measurements
5.3.1 Stellar Masses
Stellar masses are determined by fitting model SEDs to the UnGRJK (and IRAC, when
present) photometry. We use the procedure described in detail by Shapley et al. (2005b) and
Erb et al. (2005b), which uses the Bruzual & Charlot (2003) population synthesis models
and the Calzetti et al. (2000) extinction law. We compare the model SEDs of galaxies with
a variety of ages and amounts of extinction to our observed photometry, and obtain the star
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formation rate and stellar mass from the normalization of the best-fit model to the data.
We try models with a constant star formation (CSF) rate and models in which the star
formation rate smoothly declines with time, parameterized by SFR ∝ e−t/τ , with τ =10,
20, 100, 200, 500, 1000, 2000, and 5000 Myr. In practice, however, most star formation
histories provide adequate fits to most objects, and we therefore use the CSF models unless
one of the τ models provides a significantly better fit. The best-fit models for the galaxies
discussed here are given by Erb et al. (2005b). We use a Chabrier (2003) IMF for the stellar
masses and star formation rates.
Uncertainties in the fitting are determined from a large number of Monte Carlo simula-
tions in which the input photometry is varied according to the photometric errors; as has
often been noted for SED modeling of this sort (e.g. Papovich et al. 2001; Shapley et al.
2001, 2005b), the stellar mass is the most well-determined parameter. For the current
sample, we find a mean fractional uncertainty 〈σM⋆/M⋆〉 = 0.4.
As discussed by Papovich et al. (2001) and Shapley et al. (2005b), one limitation of
such modeling is the insensitivity of the data to faint, old stellar populations, which could
be obscured by current star formation and thus lead to an underestimate of the stellar
mass. We have attempted to determine the magnitude of this effect by fitting a variety of
two-component models to the observed SEDs, in which the light from the observed-frame
K-band and redward is constrained to come from a maximally old burst while a young
population is fitted to the rest-frame UV residuals. Such models make little difference
to the stellar masses of already massive galaxies, since their stellar populations already
approach the maximum age allowed by the age of the universe at their redshift. The masses
of low-mass galaxies can be increased by an order of magnitude by such models, but the
models are generally a poor fit to the SED and result in star formation rates far higher than
those determined by all other indicators, with an average SFR of ∼ 900 M⊙ yr−1. While
we cannot rule out such models in individual cases, they are very unlikely to be correct
on average, and we therefore consider it unlikely that we have underestimated the stellar
masses of the low-mass galaxies by such a large factor. More general two-component models,
in which the relative contributions from a maximally old population and a young burst are
allowed to vary, increase the stellar mass by a factor of a few at most. The two-component
models are described in more detail by Erb et al. (2005b).
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As described below, for the purposes of determining metallicities we divide the sample
into six bins by stellar mass, with 14 or 15 galaxies in each bin. The mean stellar mass in
each bin ranges from 2.7×109 M⊙ to 1.1×1011 M⊙. The means and standard deviations of
the fitted parameters for each bin are given in Table 5.1, along with the star formation rates
determined from Hα luminosities. The Hα luminosities have been corrected for extinction
using the Calzetti et al. (2000) extinction law and the best-fit value of E(B − V ) from
the SED modeling, and we have applied a factor of 2 aperture correction determined from
the comparison of the NIRSPEC spectra and narrowband images (see Erb et al. 2005b for
details).
5.3.2 Metallicities
The most direct way to determine the abundances of metals from the observed emission
line fluxes in H II regions is through the measurement of the electron temperature Te. As
the metallicity of the gas increases, the cooling through metal emission lines also increases,
resulting in a decrease in Te. The ratio of the auroral (the transition from the second lowest
to the lowest excited level) and nebular (the transition from the lowest excited level to the
ground state) emission lines of the same ion is highly sensitive to the electron tempera-
ture, and therefore the measurement of such pairs of lines has been the preferred method
of determining abundances in H II regions. However, the auroral lines (in particular the
most widely used line, [O III]λ4363) become extremely weak at metallicities above ∼ 0.5
solar, and undetectable at all metallicities in the low S/N spectra of distant galaxies. In
most cases, therefore, we must use the empirical “strong line” abundance indicators, which
are based on the ratios of collisionally excited forbidden lines to hydrogen recombination
lines. These are calibrated with reference to the Te method or, more commonly, with de-
tailed photoionization models. The strong line methods carry significant hazards, however.
Substantial biases and offsets are observed between abundances determined with different
methods, and between different calibrations of the same method (e.g., Kennicutt et al. 2003;
Kobulnicky & Kewley 2004), and many of the strong line indicators are sensitive to the ion-
ization parameter as well as metallicity. The advent of large telescopes, sensitive detectors,
and spectrographs with high throughput has enabled the measurement of abundances with
the Te method in an increasingly large sample of extragalactic H II regions. These new data
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suggest that the most widely used indicator, R23 ≡ ([O II]λ3727+[O III]λλ4959, 5007)/Hβ,
may systematically overestimate metallicities in the high-abundance regime (Z ∼> Z⊙) by
as much as 0.2–0.5 dex (Kennicutt et al. 2003; Garnett et al. 2004; Bresolin et al. 2005).
The Te method itself is not without difficulties, however, as temperature gradients or fluc-
tuations in the H II regions may affect abundance determinations at high metallicities
(Stasin´ska 2005). The result of all this is that absolute values of metal abundances are still
quite uncertain; but, fortunately for our present purposes, relative abundances of similar
objects, determined with the same method, are more reliable.
Our options for determining the chemical abundances of the z ∼ 2 galaxies are limited.
NIRSPEC can observe only one band in a single exposure, and at these redshifts Hα and
[N II]λ6584 fall in the K-band; [O III]λλ5007,4959 and Hβ in the H-band; and [O II]λ3727
in J . We have focused our observations on Hα in the K-band, and therefore the use of the
R23 indicator would triple the required observing time. Our only option to determine the
metallicity of the vast majority of the galaxies in our sample is thus the ratio of [N II] to
Hα. In addition to minimizing the observing time required to obtain a large sample, this
ratio has the advantages that it is insensitive to reddening and is not affected by the relative
uncertainties in flux calibration of spectra taken in different bandpasses.
The use of N2 ≡ log [N II]λ6584/Hα as an abundance indicator was proposed by
Storchi-Bergmann et al. (1994), and has been further discussed and refined by Raimann et al.
(2000), Denicolo´ et al. (2002) and Pettini & Pagel (2004). The [N II]/Hα ratio is affected
by metallicity in two ways. First, there is a tendency for the ionization parameter of an H II
region to decrease with increasing metallicity (see, for example, Figure 3 of Dopita 2005),
thereby increasing the ratio [N II]/[N III] and hence [N II]/Hα. Second, nitrogen has both
a primary component whose abundance varies at the same rate as other primary elements,
and a secondary component that increases in abundance with increasing metallicity, further
raising the [N II]/Hα ratio. Using electron temperature measurements to determine ionic
abundances in 20 extragalactic H II regions, Kennicutt et al. (2003) find that the nitrogen
abundance is adequately described by a simple model with a primary component with con-
stant log(N/O) = −0.15 and a secondary component for which log(N/O) = log(O/H)+2.2.
In other words, secondary nitrogen becomes important for 12 + log(O/H) ∼> 8.3; unless
we have significantly overestimated the metallicities of the galaxies in our sample, most of
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our objects are in this regime. As emphasized by Kewley & Dopita (2002), a drawback of
the N2 indicator is its sensitivity to the ionization parameter as well as to metallicity. In
addition, the [N II]/Hα ratio cannot be used to determine metallicities above approximately
solar value, at which the N2 index saturates as nitrogen becomes the dominant coolant.
Finally, the [N II]/Hα ratio is sensitive to contamination from AGN and shock excita-
tion, and if possible these should be ruled out before using it as a metallicity indicator. This
is generally done through a diagnostic line ratio diagram such as [O III]/Hβ vs. [N II]/Hα
(Baldwin et al. 1981; Veilleux & Osterbrock 1987); on such a diagram, normal galaxies and
AGN fall in generally well-defined regions. Unfortunately we lack the data to place nearly
all of our objects on such a diagram; because we have so far obtained very few [O III]/Hβ
spectra, we have measurements of all four lines for only four galaxies. We plot [O III]/Hβ
vs. [N II]/Hα for these galaxies in Figure 5.1, along with ∼ 96, 000 objects from the SDSS
(small grey points), the local starbursts analyzed by Kewley et al. (2001b) (small black
points), and the z = 2.2 galaxy (green ×) discussed by van Dokkum et al. (2005), which
shows evidence of shock ionization or an AGN and which falls in a clearly different region
of the diagram than our galaxies. The dashed blue line shows the maximum theoretical
starburst line determined from photoionization modeling by Kewley et al. (2001a); for re-
alistic combinations of metallicity and ionization parameter, models of normal starbursts
fall below and to the left of this line. The lower blue dotted line is a similar, empirically
determined classification line dervied for the SDSS objects by Kauffmann et al. (2003).
Our galaxies appear to fall between the two lines, along a sequence with a higher
[O III]/Hβ ratio at a given [N II]/Hα ratio (or a higher [N II]/Hα ratio for a given [O III]/Hβ
ratio) compared to the SDSS galaxies.1 A similar offset is seen in star-forming galaxies at
z ∼ 1.4 (Shapley et al. 2005a). The SDSS contains very few objects in this region, indi-
cating that there are important physical differences between the local and high redshift
samples. One plausible way to produce such a shift in the [N II]/Hα–[O III]/Hβ diagram is
through some combination of a harder ionizing spectrum and an increase in electron density.
Though they are weak, the density-sensitive [S II] lines in our composite spectra indicate
1We have not corrected the Hβ fluxes for stellar absorption, but we do not expect this to be a significant
effect. We expect the stellar Hβ absorption line to have an equivalent width Wabs ∼< 5 A˚ (Kewley et al.
2001b; Kobulnicky et al. 1999), while, assuming a typical ratio of WHα/WHβ ∼ 5 (Leitherer et al. 1999), our
galaxies have WHβ ∼ 50 A˚.
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Figure 5.1 The [O III]/Hβ vs. [N II]/Hα diagnostic diagram. The four galaxies in our sample
for which we have measurements of all four lines are shown by the large red circles. The z =
2.2 galaxy discussed by van Dokkum et al. (2005), which shows evidence of an AGN or shock
ionization by a wind, is shown by the green ×. The small grey points represent ∼ 96, 000
objects from the SDSS, and the small black points are the local starburst galaxies studied
by Kewley et al. (2001b). The dashed line shows the maximum theoretical starburst line
of Kewley et al. (2001a); for realistic combinations of metallicity and ionization parameter,
star-forming galaxies fall below and to the left of this line. The dotted line is a similar,
empirical determination by Kauffmann et al. (2003).
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an average electron density of ne ∼ 500 cm−3, higher than that found in normal local
galaxies but similar to densities seen in local starbursts (Kewley et al. 2001b). Further-
more, Kewley et al. (2001a) show that a relatively hard EUV radiation field is required to
model the line ratios of local starbursts; note that a shift is also observed between the local
starbursts and the SDSS sample. Detailed photoionization modeling would be required to
determine quantitatively the origin of this shift and its effect on the calibration of the N2
index, and for the moment the absolute calibration of our metallicity scale remains uncer-
tain (though the relatively shallow slope of the relation between N2 and (O/H) means that
offsets are unlikely to be large). As diagnostic line ratios for more high redshift galaxies
are measured, it is hoped that full photoionization modeling, with improved spectra of the
Wolf-Rayet stars that dominate the EUV radiation field, will clarify the physical reasons at
the root of the shifts in the [N II]/Hα–[O III]/Hβ diagram.
We can exclude an AGN contribution to our sample as a whole based on the X-ray
and UV properties of the galaxies. Specifically, Reddy et al. (2005) find that only 3% of
UV-selected galaxies at z ∼ 2 have X-ray detections in the ultradeep 2Ms Chandra Deep
Field North. These galaxies, all of which have Ks < 20, are not included in the composite
spectra considered in the present analysis. Further information on AGN contamination
comes from the rest-frame UV spectra of our galaxies, which allow us to reject AGN on
an individual basis in fields without deep X-ray data. As we describe further in §5.4, we
have constructed six composite UV spectra, binned by stellar mass in the same way as
the NIRSPEC spectra (see below), as well as larger composites of the two highest and two
lowest mass bins. None of the composites show AGN features such as broad, high ionization
emission lines, placing further limits on low-level AGN activity. On the basis of all of these
considerations, we conclude that a significant AGN component to the galaxies considered
here is unlikely, and proceed under the assumption that the emission lines we observe are
produced in H II regions photoionized by hot stars.
Clearly the N2 method is not the ideal way to determine metallicities. However, our pri-
mary concern here is with relative, average abundances determined from composite spectra
(see below), which can be determined with more accuracy than the metallicities of indi-
vidual objects. We use the calibration of Pettini & Pagel (2004), which is based on H II
regions whose ionic abundances have been determined from the electron temperature or
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from detailed photoionization modeling. From a sample of 137 such H II regions, 131 of
which have abundances determined with the Te method, Pettini & Pagel (2004) find
12 + log(O/H) = 8.90 + 0.57×N2, (5.1)
with a 1 σ dispersion of 0.18 dex. They conclude that the N2 calibrator allows a determina-
tion of the oxygen abundance to within a factor of ∼ 2.5 with 95% confidence, an accuracy
comparable to that of the R23 method.
A further difficulty of the N2 method is that the [N II] line is weak, and is generally
detected in the spectra of individual objects in our sample only when they approach solar
metallicity (Shapley et al. 2004) or have especially strong line fluxes. In order to increase
the S/N and improve the likelihood of detecting [N II] at lower metallicities, we have divided
the sample into six bins by stellar mass, with 14 or 15 galaxies in each bin, and constructed
a composite Hα/[N II] spectrum of the objects in each bin. The use of composite spectra
has the advantage that, in addition to increasing S/N, it minimizes the effects of the mass
and metallicity uncertainties of individual objects, because we are only concerned with the
average properties of the galaxies in each bin. We first shift the flux-calibrated spectra into
the rest-frame, and then average them, rejecting the minimum and maximum value at each
point. The six composite spectra, labeled with the mean stellar mass in each bin, are shown
in Figure 5.2.
We measure the [N II]/Hα ratio by first measuring the Hα fluxes, central wavelengths,
and widths, and then constraining the [N II] line to have the same width and a central
wavelength fixed by the position of Hα. We use the rms of the spectrum between emission
lines to determine the typical noise in each spectrum; because the galaxies are at different
redshifts, the systematic effects of the night sky lines are minimized in the composites, and
the rms provides an adequate description of the noise. This procedure provides a good fit
to the [N II] line for all of the composite spectra (except in the lowest mass bin, where
we determine an upper limit on the [N II] flux). The measured Hα and [N II] fluxes for
each composite, and the inferred value of 12+log(O/H), are given in Table 5.2. The listed
uncertainties in 12+log(O/H) include the scatter in the N2 calibration (a 1σ uncertainty
of 0.18 dex reduced by
√
N , where N is the number of objects in the composite spectrum)
as well as the uncertainties in the measurements of the Hα and [N II] fluxes.
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Figure 5.2 The composite NIRSPEC spectra of the 87 galaxies in our sample, divided into
six bins of 14 or 15 objects each by increasing stellar mass (panels a through f). The spectra
are labeled with the mean stellar mass in each bin, and the Hα, [N II], and [S II] lines are
marked with dotted lines (left to right, respectively). The increase in the strength of [N II]
with stellar mass can be seen clearly. The density-sensitive [S II] lines, while weak, indicate
a typical electron density of ne ∼ 500 cm−3, with no significant dependence on mass; this
is a value comparable to that seen in local starburst galaxies (Kewley et al. 2001b).
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5.4 The Mass-Metallicity Relation
In Figure 5.3 we plot the mean metallicity of the galaxies in each mass bin against their mean
stellar mass (large filled circles), and find a monotonic increase in metallicity with stellar
mass. The vertical error bars show the uncertainty in 12 + log(O/H) from measurement
uncertainties in the [N II]/Hα ratio, while the additional vertical error bar in the lower right
corner shows the uncertainty due to the scatter in the N2 calibration. The horizontal bars
show the range of stellar masses in each bin. The most massive galaxies in our sample have
close to solar metallicities, a result found previously by Shapley et al. (2004), who measured
the [N II]/Hα ratio from individual spectra of the brightest objects with Ks < 20. More
typical galaxies have 12 + log(O/H) ∼ 8.4, while for the lowest-mass objects we can only
place an upper limit 12 + log(O/H) < 8.2, or (O/H) < 1/3 (O/H)⊙.
We have considered possible systematic effects, but have not found any that could
spuriously produce the clear correlation between stellar mass and metallicity that we have
found. Specifically, it is possible that we have underestimated the value of M⋆ in the
lowest-mass bins if an older stellar population is already in place in these galaxies (see the
discussion in §5.3.1). This would have the effect of steepening the observed correlation,
as the lowest-mass bins would move to the right in Figure 5.3, while the high-mass bins
would essentially remain unaffected. It is hard to imagine how AGN contamination could
produce the correlation, given the low fraction of AGN in the sample. Variations in the
ionization parameter are also unlikely to be correlated with the assembled stellar mass. The
ionization parameter of an H II region depends on the age of the ionizing cluster (which
is very much less than the age of the galaxy) and much less on its mass (see, e.g., Dopita
2005). Since each galaxy in our sample presumably contains many H II regions of different
ages, the overall variation in ionization parameter from galaxy to galaxy should be small.
We therefore have no reason to expect a dependence on the total stellar mass (other than
the dependence of the ionization parameter on metallicity, which is included in the N2
calibration).
The dashed line in Figure 5.3 shows the mass-metallicity relation determined for ∼
53, 000 star-forming SDSS galaxies by T04, after an arbitrary downward shift of 0.56 dex.
With this shift the SDSS relation can be seen to match the z ∼ 2 galaxies remarkably well,
though it may be somewhat shallower. The empirical shift of 0.56 dex includes a possible
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Figure 5.3 The observed relation between stellar mass and oxygen abundance at z ∼ 2 is shown by
the large red circles. Each point represents the average value of 14 or 15 galaxies, with the metallicity
estimated from the [N II]/Hα ratio of their composite spectrum. Horizontal bars indicate the range
of stellar masses in each bin, while the vertical error bars show the uncertainty in the [N II]/Hα
ratio. The additional error bar in the lower right corner shows the additional uncertainty in the
N2 calibration itself. The dashed blue line is the best-fit mass-metallicity relation of Tremonti et al.
(2004), shifted downward by 0.56 dex. The metallicities of different samples are best compared using
the same calibration; we therefore show, with small grey points, the metallicities of the ∼ 53, 000
SDSS galaxies of Tremonti et al. (2004) determined with the N2 index. Note that the [N II]/Hα
ratio saturates near solar metallicity (the horizontal dotted line). The blue triangles indicate the
mean metallicity of the SDSS galaxies in the same mass bins we use for our sample; using the more
reliable, low-metallicity bins, our galaxies appear to be ∼ 0.3 dex lower in metallicity at a given
mass, though this may be affected by the systematics discussed in the text.
183
offset due to the different abundance diagnostics used in the two studies—while the SDSS
metallicity determinations take into consideration all of the strong nebular lines, ours are
based on the N2 index alone, for the reasons explained above. For a more consistent
comparison, we use the N2 calibration to calculate the metallicities of the same 53,000
SDSS galaxies, shown with small grey points in Figure 5.3; the mean N2 metallicity, in
bins spanning the same range of stellar masses used for our sample, is shown by the small
blue triangles. The saturation of the [N II]/Hα ratio at metallicities approaching solar (the
horizontal dotted line) is clearly apparent in the SDSS sample, and makes the determination
of the offset between the two samples somewhat difficult. For galaxies with M⋆ ∼ 2 × 109
M⊙, the oxygen abundance of the z ∼ 2 sample is lower by > 0.3 dex; at higher stellar
masses the offset is smaller, due at least in part to the saturation of the [N II]/Hα ratio. If
we consider the two lowest-mass bins as the most reliable indicators, there is an apparent
offset of ∼ 0.3 dex in metallicity between galaxies with the same stellar mass at z ∼ 2 and
now.
There could be several reasons for this factor of ∼ 2 difference. The SDSS metallicities
are biased toward the innermost regions of the galaxies observed, where the spectrograph
fibers were positioned. According to a recent reanalysis of this effect by Kewley & Ellison
(2005), this fact alone can account for an ∼ 0.15 dex offset between nuclear and global (i.e.,
integrated over the whole galaxy) metallicities. Some uncertainty in our metallicity scale
is also indicated by the offsets between the [O III]/Hβ and [N II]/Hα ratios relative to the
SDSS galaxies seen in Figure 5.1, though the effects of these offsets cannot be quantified
without detailed modeling of a larger sample with all four lines. Finally, there may be
a real evolutionary offset in the mass-metallicity relation; galaxies that have assembled a
given stellar mass may genuinely have attained lower metallicities at earlier times (e.g.,
Maier et al. 2004). The relative importance of these different possibilities will no doubt be
investigated in the years ahead.
In any case, it is important to remember that, while such comparisons between high
and low redshift galaxies are of obvious interest, it is very likely that the two samples do
not form an evolutionary sequence. The likely descendants of the z ∼ 2 sample can be
identified by comparing their clustering properties, evolved to z ∼ 0, with those of objects
in the local universe; such a comparison shows that early-type galaxies in the SDSS match
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the clustering properties of the z ∼ 2 sample, while the later-type star-forming objects
studied by T04 are too weakly clustered to be the descendants of the z ∼ 2 population
(Adelberger et al. 2005b). In this sense it is perhaps more relevant to compare the metallic-
ities of our sample with those of local ellipticals, but because metal abundances in elliptical
galaxies are determined using methods very different from ours (usually absorption features
in the integrated spectra of old stellar populations), such a comparison is likely to suffer
from serious systematic uncertainties. In general, though, such (non-dwarf) ellipticals have
near solar or super-solar metallicities (e.g., Tantalo et al. 1998; Worthey 1998), consistent
with those determined for at least the more massive galaxies in our sample at z ∼ 2.
5.4.1 Composite Ultraviolet Spectra
Given the uncertainties in the absolute metallicity scale associated with the N2 index,
it would be highly desirable to obtain independent abundance measures for the galaxies
considered in this work. As discussed by Rix et al. (2004), the ultraviolet spectrum of star-
forming galaxies is rich in stellar spectral features, which, in principle at least, could provide
abundance diagnostics for the young stellar populations. The difficulty is that these are
mostly low-contrast features, generally requiring data of higher quality than can be obtained
with current instrumentation. Nevertheless, it is worthwhile examining whether the rest-
frame ultraviolet spectra of the galaxies under study are consistent with the abundance
trend revealed by Figure 5.3.
To this end, we have constructed two composite spectra, each consisting of approxi-
mately 30 galaxies, by averaging the LRIS-B spectra of the galaxies in, respectively, the two
lower- and the two higher-mass bins in Figure 5.3. The corresponding mean stellar masses
are 〈M⋆〉 = 5 × 109 and 〈M⋆〉 = 7 × 1010 M⊙. The coarser mass binning was required to
improve the S/N of the rest-UV composites to the level where the stellar absorption features
that are sensitive to metallicity could be clearly discerned. The two composite spectra are
shown in Figure 5.4, after normalization to the underlying stellar continua following the
prescription by Rix et al. (2004).
Within the spectral region covered by the composites, 1150–1925 A˚, the interval near
1400 A˚ is particularly suitable for an abundance analysis; we show this portion on an ex-
panded scale in Figure 5.5. The region includes two blends of stellar photospheric lines,
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centered at 1370 A˚ and 1425 A˚, whose strengths were shown by Leitherer et al. (2001) to be
mostly sensitive to metallicity. The “1370” feature is a blend of O V λ1371 and Fe V λλ1360–
1380, while Si III λ1417, C III λ1427, and Fe V λ1430 make up the “1425” feature. This
portion of the spectra also encompasses the Si IV λλ1393, 1402 doublet, which has a broad
stellar P-Cygni component formed in the expanding atmospheres of late O and early B
supergiants; superposed on this broad component are narrower interstellar absorption lines
due to the ambient interstellar medium that lies in front of the stars.
Figure 5.4 Composite rest-frame UV spectra of galaxies in the two higher (top panel) and in
the two lower (bottom panel) mass bins in our sample. The upper spectrum is the average
of 28 LRIS-B spectra and the mean stellar mass is 〈M⋆〉 = 7×1010 M⊙, whereas 30 LRIS-B
spectra contributed to the lower composite for which 〈M⋆〉 = 5×109 M⊙. The spectra have
been divided by the underlying stellar continuum estimated according to the prescription
by Rix et al. (2004). Differences in the stellar, interstellar, and nebular lines between the
two composites are discussed in the text.
In Figure 5.5 we have also reproduced synthetic spectra generated with the Starburst99
code (Leitherer et al. 1999, 2001) for the standard case of continuous star formation and
Salpeter initial mass function, using in turn the two empirical stellar libraries available in the
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Figure 5.5 Close-up of the 1400 A˚ region in the two composite spectra shown in Figure 5.4
(black histogram). This region contains two blends of stellar photospheric lines, labeled
“1370” and “1425,” whose strength is thought to depend primarily on metallicity, and
the Si IV λλ1393, 1402 doublet, which consists of a broad P-Cygni stellar absorption on
which narrower interstellar lines are superposed. The red histogram shows the Starburst99
spectrum for the standard case of continuous star formation with a Salpeter IMF and,
respectively, solar (top panel) and “Magellanic Cloud” (lower panel) metallicities.
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code, built from spectra of OB stars in, respectively, the Milky Way (the solar metallicity, or
Z = Z⊙, library) and the Magellanic Clouds (the MC metallicity, or Z = 1/3Z⊙, library).
Figure 5.5 shows that the former is a plausible match to the composite spectrum of the
higher stellar mass galaxies, and the latter is consistent with the composite UV spectrum of
the galaxies in the lower stellar mass bins. We now discuss this comparison in more detail.
Focusing on the top panel in Figure 5.5, we find that the overall equivalent widths of the
“1370” and “1425” photospheric features are in agreement between empirical and synthetic
spectra. The comparison of the Si IV λλ1393, 1402 P-Cygni component is complicated by
the blending with the interstellar lines, which, as is usually the case, are stronger (and
blueshifted) in starburst galaxies than in the individual stars that make up the stellar
libraries. Nevertheless, the broad component of the Si IV feature does appear to have
comparable optical depth to the solar metallicity Starburst99 model. Turning to the lower
panel in Figure 5.5, we see that all three spectral features are undetected in the lower
stellar mass UV composite. The Magellanic Cloud metallicity model spectrum also shows
these lines to be much reduced in strength, with the P-Cygni component of Si IV perhaps
marginally stronger than observed.
The S/N ratio of the data and the subtlety of the spectral features in question limit the
above comparison to qualitative statements, and we do not consider a more quantitative
approach (such as a χ2 analysis, for example) to be warranted in the present circumstances.
Nevertheless, with only the UV spectra at our disposal, we would have concluded that the
galaxies with a mean stellar mass 〈M⋆〉 = 7 × 1010 M⊙ have a metallicity Z ∼ Z⊙ (or
12 + log (O/H) ∼ 8.6), and that the ones with 〈M⋆〉 = 5 × 109 M⊙ have Z ∼< 1/3Z⊙ (or
12+ log (O/H) ∼< 8.1). Given all the uncertainties, these conclusions are broadly consistent
with those deduced from our analysis of the [N II]/Hα ratios.
Before concluding this section, we briefly point out that there are other differences
between the two composite UV spectra reproduced in Figure 5.4. The interstellar absorption
lines are significantly stronger in the galaxies with higher stellar mass. The strongest UV
interstellar lines, Si II λ1260, O I λ1302+Si II λ1304, C II λ1334, Si II λ1526, Fe II λ1608,
and Al II λ1670, have rest-frame equivalent widths W0 = 1.5− 2 A˚ in the 〈M∗〉 = 5 × 109
M⊙ composite, and W0 = 2− 3 A˚ in the 〈M∗〉 = 7× 1010 M⊙ composite. Since these lines
are all strongly saturated (e.g., Pettini et al. 2002), the higher equivalent widths are much
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more likely to be due to a larger velocity dispersion of the absorbing gas, than to an increase
in the column densities of the metals. It is interesting to speculate that this may be related
to differences in the star-formation histories of the two samples of galaxies; on average,
star formation has been in progress for longer in galaxies with higher values of 〈M⋆〉 and
presumably more kinetic energy has been deposited in their interstellar media, stirring the
gas to higher velocity dispersions. Finally, it is intriguing that the lower stellar mass—and
younger—galaxies have much stronger emission lines from H II regions, C III] λ1909 and
Lyα than the galaxies where star formation has been ongoing for a longer period of time.
5.4.2 The Luminosity-Metallicity Relation
Because the luminosity of a galaxy is far more easily determined than its mass, there
are a great many more luminosity-metallicity (L-Z) relations than mass-metallicity rela-
tions in the literature (e.g., Skillman et al. 1989; Zaritsky et al. 1994; Garnett et al. 1997;
Lamareille et al. 2004; Salzer et al. 2005, to name only a few). These correlations span 11
orders of magnitude in luminosity and 2 dex in metallicity, and are seen in galaxies of all
types. Both the slope and the zeropoint of the relation shift depending on the bandpass in
which the correlation is determined (Salzer et al. 2005); it is traditional to use the absolute
B magnitude, but both the slope and the dispersion of the relation decrease as wavelength
increases to the IR, probably due to extinction and the closer correspondence of the infrared
luminosity to stellar mass. The metallicity-luminosity relation has been observed in galax-
ies at redshifts up to z ∼ 1 (Kobulnicky et al. 2003; Lilly et al. 2003; Kobulnicky & Kewley
2004; Maier et al. 2004; Liang et al. 2004), at which point the shifting of most of the strong
nebular lines into the IR makes spectroscopy much more difficult. Most of these studies
show that the zeropoint of the L-Z relation evolves with redshift, so that galaxies of a given
luminosity have decreasing metallicity with increasing redshift. The so-far small number
of metallicity-luminosity comparisons at z > 2 seem to confirm this trend, as high red-
shift galaxies appear to be 2–4 mag brighter than local galaxies of comparable metallicity
(Kobulnicky & Koo 2000; Pettini et al. 2001; Shapley et al. 2004).
We construct a luminosity-metallicity relation analogous to our mass-metallicity relation
by dividing our sample of 87 galaxies into six bins by rest-frame absolute B magnitudeMB,
which we determine by multiplying the best-fit SED of each object by the redshifted B-band
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transmission curve. We construct a composite spectrum of the galaxies in each bin, and
measure the [N II]/Hα ratio and determine the oxygen abundance in the manner described
in §5.3.2. We plot the results in Figure 5.6, again including SDSS metallicities determined
from the N2 indicator. It is immediately apparent that the correlation between luminosity
and metallicity is weaker than that between mass and metallicity; the trend with luminosity
is not monotonic, and is not statistically significant. A Spearman correlation test finds a
33% probability that the points are uncorrelated, giving a significance of 1σ. The faintest
galaxies do appear to have lower metallicity, however; any appearance of correlation is
driven by this bin.
The comparison with the SDSS sample is again made difficult by the saturation of the
[N II]/Hα ratio around solar metallicity, but it is clear that the high redshift galaxies have
both lower metallicities (subject to the caveats discussed in §5.4) and higher luminosities
than most of the local sample. Considering the offset of the more reliable lower metallicity
bins, we see from Figure 5.6 that the z ∼ 2 galaxies are approximately 3 magnitudes
brighter than local galaxies with the same oxygen abundance. It is difficult to invert the
comparison to determine the difference in metallicity between galaxies of a given luminosity
between the two samples, however, since virtually all of the local galaxies as bright as the
z ∼ 2 sample have solar or greater abundances that cannot be accurately determined by the
N2 method. In order for the best-fit L-Z relation determined by T04 to pass through the
average luminosity and metallicity of our sample, it must be shifted downward by ∼ 0.9 dex.
After allowing for the ∼ 0.25 dex systematic difference between the metallicity diagnostics
used by T04 and here (as discussed in §5.4), we are still left with a shift of 0.6–0.7 dex
between the local and high redshift samples. Our mean values are offset from other local L-
Z relations by amounts ranging from ∼ 0.4 (Skillman et al. 1989) to ∼ 1.0 (Lamareille et al.
2004) dex. The large offsets between the various local relations are due to differences in
calibration methods and sample selection; the relations are not directly comparable, and
it is not yet clear which of them, if any, provides the most appropriate comparison for our
sample. While it is probably a robust conclusion that the z ∼ 2 galaxies are more metal-
poor than their luminous local counterparts, a better understanding of systematic effects is
required to reliably quantify the differences.
Our results are consistent with previous L-Z determinations at z > 2, and, moreover,
190
Figure 5.6 The luminosity-metallicity relation at z ∼> 2. We have divided the sample into
six bins by rest-frame absolute B magnitude, and estimated the metallicity in each bin.
The symbols are the same as in Figure 5.3. The points are not significantly correlated,
though the faintest galaxies do appear to have lower metallicity. The lack of correlation
can be understood through the large variation in the optical mass-to-light ratio at high
redshift. The z ∼ 2 galaxies are ∼ 3 magnitudes brighter than the SDSS galaxies at a given
metallicity, as estimated by the [N II]/Hα ratio.
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they are not surprising given our knowledge of the high redshift sample. Star-forming
galaxies at z ∼ 2 have lower average mass-to-light ratios M/L than local galaxies, and
the variation in M/L at a given rest-frame optical luminosity can be up to a factor of
70 (Shapley et al. 2005b). If the fundamental correlation is between metallicity and mass,
these differences would shift the relation to higher luminosities and dramatically increase
the scatter, as we have observed. For this reason, a mass-metallicity correlation is more
physically meaningful than a luminosity-metallicity correlation at high redshifts. While
it is likely that an L-Z relation determined in the rest-frame IR would show a stronger
correlation, this possibility cannot be investigated until a larger sample of high-z galaxies
with both mid-IR photometry and nebular line spectra has been assembled.
5.5 The Origin of the Mass-Metallicity Relation
A correlation between gas-phase metallicity and stellar mass can plausibly be explained ei-
ther by the tendency of lower-mass galaxies to have larger gas fractions (McGaugh & de Blok
1997; Bell & de Jong 2000) and thus be less enriched, or by the preferential loss of met-
als from galaxies with shallow potential wells by galactic-scale winds. With the relevant
information on the star, gas, and metal content of the galaxies, the two effects can be differ-
entiated. In the simple, closed-box model of chemical evolution with no inflows or outflows,
the mass fraction of metals Z is a simple function of the gas fraction µ ≡Mgas/(Mgas+M⋆)
and the true yield y, which represents the ratio of the mass of metals produced and ejected
by star formation to the mass of metals locked in long-lived stars and remnants. The true
yield is a function of stellar nucleosynthesis, and as in previous, similar studies (T04, Garnett
2002) we assume that it is constant (see Garnett 2002 for a discussion). The metallicity is
then given by
Z = y ln(1/µ). (5.2)
This equation can be inverted to determine the effective yield yeff from the observed metal-
licity and gas fraction, yeff = Z/ln(1/µ). If the simple model applies, yeff will be constant
for all masses and equal to the true yield y, while a decrease in yeff (either with respect to
the expected true yield or, more commonly, as a function of mass) is a signature of outflows
or of dilution by the infall of metal-poor gas.
192
T04 determined the effective yields of the SDSS galaxies by using the empirical Schmidt
law (Kennicutt 1998b), which relates the star formation rate per unit area to the gas surface
density, to estimate gas masses. They found lower effective yields in galaxies with lower
baryonic masses (the baryonic mass is expected to correlate with the dark matter content,
and thus indicate the depth of the potential well; McGaugh et al. 2000), and interpreted
this result as evidence for the preferential loss of metals in low-mass galaxies. We carry out a
similar analysis on our sample of z ∼ 2 galaxies. As described by Erb et al. (2005b), we use
a galaxy’s Hα luminosity and the spatial extent of its Hα emission rHα (after deconvolution
with the seeing point spread function) to estimate each galaxy’s gas surface density Σgas and
gas mass Mgas ∼ Σgasr2Hα. We then combine Mgas and M⋆ to obtain an estimate of the gas
fraction µ, and compute the mean value of µ in each mass bin. Although the considerable
uncertainties in both the corrected Hα flux and the galaxy’s size translate into a significant
uncertainty in µ for individual objects, the number of galaxies in each bin allows us to
determine the mean value of µ to within ∼ 10%.
As in the local universe (McGaugh & de Blok 1997; Bell & de Jong 2000), we see a
strong trend of decreasing gas fraction with increasing stellar mass (and age; see Table 5.1).
The lowest-mass bin in our sample has a mean gas fraction 〈µ〉 = 0.85, while the highest-
mass bin has 〈µ〉 = 0.22. The median value of µ in our sample is ∼ 0.5, significantly higher
than the corresponding median value of ∼ 0.2 for the SDSS galaxies considered by T04. A
consequence of the large gas fractions of the low stellar mass bins is that the baryonic mass
Mgas +M⋆ of the galaxies in our sample spans a much smaller range than the stellar mass.
The difference in mean stellar mass between the highest- and lowest-mass bins is a factor of
39, while the difference in mean baryonic mass between the same bins amounts to a factor
of only six. This relatively small range in baryonic mass also limits our ability to detect the
loss of metals in low-mass galaxies. We show the variations of M⋆, Mgas, and Mbar with
metallicity in Figure 5.7. Notably, the increase in baryonic mass along our sequence of six
bins is driven almost entirely by the increase in stellar mass, while the gas mass remains
relatively constant (the absence of galaxies with both low stellar masses and low gas masses
is probably a selection effect, as such objects would likely be too faint to be detected in our
K-band images). We also note that the dynamical masses derived from the Hα line widths
are a better match to the baryonic masses than the stellar masses, with Mdyn ≫M⋆ for the
193
objects in the lowest mass bin. Erb et al. (2005b) discuss this comparison in detail.
We plot the metallicity Z against the mean gas fraction µ in each mass bin in Figure 5.8,
decreasing the gas fraction from left to right to show the increase in Z as µ declines. On
such a plot lines of constant yield are curves given by Eq. 5.2; the solid line shows the
weighted mean of our sample, yeff = 0.008, while the shaded region, corresponding to a
range of yeff = 0.0064 to yeff = 0.0088, falls within the 2σ uncertainties in yeff for all of
the bins (we do not consider the lowest-mass bin, for which we find only an upper limit
on Z and yeff). The mean gas fractions and effective yields for each mass bin are given in
Table 5.2. In contrast to the SDSS sample, we see no decline in the effective yield with
decreasing baryonic mass; the value we find for yeff in each bin is within 1σ of the weighted
mean yeff = 0.008 in 4 of our bins, and within 2σ of this value in the fifth. Our data are
therefore consistent with a constant effective yield.
For the range of baryonic masses spanned by the six bins in our sample (2.1× 1010 M⊙
to 1.3× 1011 M⊙), T04 find the slope of yeff as a function of baryonic mass to be shallow,
with a difference of only ∼ 0.0013 in yeff between the two extremes in baryonic mass. This
difference is comparable to our uncertainties in metallicity, and our failure to detect the
signature of metal loss is not therefore evidence that it does not exist. Significant metal
loss from winds occurs primarily in low-mass galaxies that are not present in our sample,
however. T04 find that a galaxy with baryonic mass Mbar = 3.7 × 109 M⊙ loses half
its metals to winds; according to their parameterization, the lowest-mass galaxies in our
sample would be expected to retain ∼ 70% of their metals. In any case, the fact that
we observe a strong trend in metallicity over such a narrow range in baryonic mass, when
wind-powered ouflows might be expected to have relatively little differential effect, suggests
that the simple, closed-box picture provides a reasonable explanation of the variation of
metallicity with stellar mass in the z ∼ 2 galaxies. The salient points of this model are a
constant effective yield (which is the true yield if the simple model applies), an increasing
gas fraction with decreasing stellar mass, and an increase in metallicity with a decrease in
gas fraction; within the uncertainties and subject to the assumptions we have made, our
observations satisfy all of these conditions.
It is worth examining this result in more detail, given the strong evidence for outflows
in local galaxies, and, more importantly, the ubiquitous signature of galactic-scale winds
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Figure 5.7 The variation of stellar, gas, and baryonic mass in each of our six bins with
metallicity. Across our observed range in oxygen abundance, stellar mass increases strongly,
baryonic mass increases weakly, and gas mass remains approximately constant. We thus
see an increase in metallicity with decreasing gas fraction, as predicted by the closed-box
model.
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Figure 5.8 The mean metallicity Z in each mass bin, plotted against the mean gas fraction µ.
Gas fraction decreases from left to right, to show the increase in metallicity with decreasing
gas fraction. The solid line shows our weighted mean effective yield yeff = 0.008, while the
shaded region is within the 2 σ uncertainties in yeff for all bins (we neglect the lowest stellar
mass bin, with only an upper limit on Z). Within the uncertainties, our observations are
consistent with a constant effective yield.
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in the kinematics of the z ∼ 2 galaxies themselves. Given sufficient range in the depth of
the potential well, would we expect to be able to discern the impact of the winds on the
chemical evolution of high redshift galaxies? To address this question we modify the simple
model to include gas outflow at a rate of M˙ M⊙ yr
−1, which is a fraction f of the star
formation rate. We assume that the metallicity of the outflowing gas is the same as the
metallicity of the gas that remains in the H II regions in the galaxy. It can then be shown
that the metallicity is given by
Z = y (1 + f)−1 ln [1 + (1 + f)(µ−1 − 1)]. (5.3)
We show the evolution of Z with gas fraction for f = 0, 0.5, 1, and 2 in Figure 5.9. At
high gas fractions and with M˙ ∼ SFR, Z is virtually indistinguishable from the metallicity
given by Eq. 5.2. We determine the gas fraction at which the two metallicities diverge by
more than 3 times our typical uncertainty in Z; for a mass outflow rate equal to the star
formation rate (see, e.g., Pettini et al. 2000; Martin 2003; Murray et al. 2005) this does not
occur until µ ∼ 0.3 (the value of µ ranges from 0.2 to 0.4 for outflow rates between 0.5
and 2 times the SFR). Assuming that there is no inflow, the evolution of the gas fraction
with time is a function of the star formation rate, the mass outflow rate M˙ , and the initial
gas mass Mi (which is also the total initial mass). We define a timescale τ =Mi/SFR; for
M˙ = SFR, the gas will be entirely depleted at t = 0.5τ , and half will remain at t = τ/3.
The gas fraction of interest, µ ∼ 0.3, is reached at t ∼ 0.4τ . The actual value of τ is quite
uncertain, of course; for Mi = 10
11 M⊙ and an SFR of 30 M⊙ yr
−1 (a typical value for the
galaxies in the current sample; see Erb et al. 2005b), τ = 3 Gyr, and µ = 0.3 is reached at
t ∼ 1 Gyr. For the same SFR and Mi = 2× 1010 M⊙, our lowest value of Mbaryon, µ = 0.3
is reached at t ∼ 300 Myr. Though these are order-of-magnitude values at best, they are
comparable to the best-fit ages of the galaxies in our sample, suggesting that a substantial
amount of time must elapse before metallicity depletion through winds could be detected
with significance.
The assumption that the metallicity of the outflowing gas is the same as the observed
abundances in the galaxy may not be correct. Metal-enhanced hot winds have been observed
in X-rays in local starbursts; in dwarf galaxies, such winds may carry away nearly all the
oxygen produced by the burst (Martin et al. 2002). Such a metal-enhanced wind would
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Figure 5.9 The increase of the metallicity Z with decreasing gas fraction µ for the closed-box
model with no inflows or outflows (top line) and for outflow rates of 0.5, 1, and 2 times
the SFR (from second to top to the bottom, blue, green, and red lines, respectively). Our
typical uncertainty in Z is shown by the error bar in the lower left corner. The difference in
metallicity between the simple model and the model with an outflow rate M˙ = SFR reaches
three times our typical error at µ ∼ 0.3.
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lessen the time needed to detect depletion, and may also lessen the dependence of the
observed metallicity on the depth of the potential while the wind is occurring, since metals
in such a hot wind will not be detected whether or not the wind will ultimately escape the
galaxy. On the other hand, mergers or accretion events, which are expected to be relatively
common at high redshift, would add to the gas mass and increase the time needed for
noticeable depletion (unless, of course, the merger significantly increases the star formation
rate). The immediate effect of the winds on the galaxies’ metallicities remains uncertain, but
it is unlikely that they would produce the strong observed trend in the oxygen abundance
over a range of only a factor of ∼ 6 in baryonic mass. Our results, combined with those of
T04, therefore suggest a possibly dual origin for the mass-metallicity relation, as differences
in metallicity related to the gas fraction in young galaxies are reinforced by the effects of
supernova feedback with the progress of time.2
Substantial uncertainties remain, of course. Our derivation of the gas masses and gas
fractions is indirect, and assumes that the Schmidt law takes the same form at z ∼ 2 as
in the local universe. This has not yet been tested, although the one similar galaxy with
a direct measurement of the gas mass, the lensed z = 2.7 LBG MS1512-cB58, appears to
be consistent with the local Schmidt law (Baker et al. 2004). As long as some form of the
Schmidt law applies, our results will be qualitatively the same. A related question concerns
the appropriateness of the gas masses derived from the Schmidt law. These represent
only the gas associated with current star formation, and are therefore almost certainly an
underestimate of the total gas masses. In a typical disk galaxy today, ∼ 40% of the gas
mass is not included by the Schmidt law (Martin & Kennicutt 2001); this fraction could
plausibly be higher in the young starbursts in our sample. It is not clear how or if this
gas affects the metal enrichment and star formation. Given our lack of information on this
gas, we do not consider it. T04 discussed these questions of gas masses derived from the
Schmidt law in somewhat more detail, but arrived at similar conclusions.
We also consider the possibility, discussed in §5.3.1 and §5.4, that we have underesti-
2In this context it is worth again pointing out that the likely descendants of the z ∼ 2 galaxies are found
among early-type galaxies at z ∼ 1, and among ellipticals in the local universe (Adelberger et al. 2005b).
By z ∼ 0 our galaxies have lost most of their gas, whether to star formation or outflows, and so are not the
objects studied by T04. Nevertheless, starburst galaxies with strong winds are the most natural progenitors
of the T04 sample.
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mated the stellar masses of the galaxies with the smallest M⋆ by a factor of a few. This
would primarily affect the objects in the lowest-mass bin, and would result in a decrease in
the gas fraction and a decrease in the upper limit we place on the effective yield. As the
current upper limit is well above the typical values we find for the effective yield in the other
bins, the consistency with the simple model would be unchanged. We also find a somewhat
high value of yeff in the second-lowest-mass bin, such that a decrease in the effective yield
would improve the agreement with the closed box model.
Finally, it is important to confirm our trend in metallicity with additional measurements
and with abundance indicators that use a broader set of emission lines. The absolute values
of the abundances in our sample are quite uncertain, and the improved understanding of the
galaxies’ physical conditions that will result from a larger sample of lines will be essential
for determining this absolute scale.
5.6 Summary and Conclusions
We have used composite Hα/[N II] spectra of 87 star-forming galaxies at z ∼> 2, divided
into six bins by stellar mass, to study the correlation between stellar mass and metallicity
at high redshift. Our conclusions are summarized as follows:
1. There is a strong correlation between stellar mass and metallicity at z ∼> 2, as the
quantity 12+log(O/H) increases monotonically from< 8.2 for galaxies with 〈M⋆〉 = 2.7×109
M⊙ to 8.6 for galaxies with 〈M⋆〉 = 1.0 × 1011 M⊙. The absolute values of the oxygen
abundances are uncertain, but the trend is unlikely to be due to systematic effects such as
AGN contamination or variations in the ionization parameter of the H II regions.
2. Rest-frame B-band luminosity and metallicity are not significantly correlated. The
z ∼ 2 galaxies are systematically brighter than local star-forming galaxies spanning the same
range in stellar mass, showing that they have smaller mass-to-light ratios M/L. At a given
metallicity, local galaxies are ∼ 3 magnitudes fainter than the z ∼ 2 sample. The known
large scatter in the rest-frame optical M/L at z ∼ 2 accounts for the lack of correlation
between luminosity and metallicity, and indicates that the correlation with stellar mass is
(as expected) more fundamental.
3. We use the Schmidt law to estimate the gas masses and gas fractions of the z ∼ 2
galaxies, finding that the gas fraction increases substantially with decreasing stellar mass.
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The lowest-mass bin in our sample has a mean gas fraction of 85%, while the highest stellar
mass bin has a fraction of 20%. Our median gas fraction is ∼ 50%, as compared to ∼ 20%
in local star-forming galaxies. A consequence of the trend in gas fraction with stellar mass
is a much smaller range in baryonic mass (a factor of 6) than stellar mass (a factor of 39)
across the sample.
4. We use the observed metallicities and gas fractions to estimate the effective yield
in each mass bin, and find that, within the uncertainties, the yield is constant in all bins
at yeff ∼ 0.008 = 0.6 Z⊙. The mass-metallicity trend in our galaxies thus appears to be
adequately explained by the simple, closed-box model of chemical evolution. Nevertheless,
the galactic winds that drive metals into the IGM are almost certainly present in our sample.
We show that the range in baryonic mass considered here is too small to be able to detect the
differential effects of winds on the effective yield. Moreover, the time needed for the winds
to have a detectable effect on the metallicity of the galaxies is probably comparable to the
ages of the galaxies themselves. We therefore suggest a dual origin for the mass-metallicity
relation, as changes in metallicity naturally caused by the decrease in gas fraction as stars
form are reinforced by starburst-driven winds that drive the metals out of galaxies with
small potential wells.
Much remains to be done in order to improve upon the substantial uncertainties inher-
ent in the present work. Independent measurements of the gas masses of galaxies at high
redshift, though very difficult, are essential to determine whether our derived gas fractions
and effective yields are valid. Additional metallicity measurements, based on other indi-
cators that use a wider set of emission lines, are needed to confirm the trend with stellar
mass revealed by the N2 index, to provide a better understanding of the physical conditions
in the H II regions, and to establish a secure absolute calibration of the metallicity scale.
More sensitive determinations of metallicity may also allow us to detect metal depletion by
winds at high redshift, especially when larger telescopes bring within reach fainter galaxies,
with smaller potential wells, than we are able to study at present. We anticipate that all of
these measurements will greatly increase our understanding of the interplay between stars
and gas, within and outside of galaxies, at high redshift.
We thank Mike Dopita and Lisa Kewley for illuminating discussions, and the staffs of
the Keck and Palomar observatories for their assistance with the observations. CCS, DKE,
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Table 5.1. Mean Stellar Masses and Stellar Population Properties
Bin Na 〈z〉b Stellar Massc SFRd Agee E(B-V)f
(1010 M⊙) (M⊙ yr
−1) (Myr)
1 15 2.36 0.27 ± 0.15 55 ± 52 180 ± 276 0.19 ± 0.09
2 15 2.27 0.71 ± 0.17 24 ± 10 448 ± 374 0.14 ± 0.07
3 15 2.21 1.5 ± 0.3 30 ± 21 968 ± 944 0.11 ± 0.08
4 14 2.28 2.6 ± 0.4 28 ± 17 1026 ± 864 0.16 ± 0.07
5 14 2.21 4.1 ± 0.6 47 ± 30 1311 ± 790 0.17 ± 0.09
6 14 2.26 10.5 ± 5.4 47 ± 24 2409 ± 591 0.19 ± 0.06
aNumber of galaxies in bin
bMean zHα.
cMean and standard deviation of stellar mass from SED fitting; we use a
Chabrier (2003) IMF.
dMean and standard deviation of SFR from extinction-corrected Hα lumi-
nosity, including a factor of 2 aperture correction determined from narrow-band
imaging and comparison of the K-band continuum with broad-band magni-
tudes.
eMean and standard deviation of best-fit age from SED fitting.
fMean and standard deviation of best-fit E(B − V ) from SED fitting.
and NAR have been supported by grant AST03-07263 from the U.S. National Science Foun-
dation and by the David and Lucile Packard Foundation. AES acknowledges support from
the Miller Institute for Basic Research in Science, and KLA from the Carnegie Institution
of Washington.
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Table 5.2. Oxygen Abundances and Gas Fractions
Bin Stellar Massa FHα
b F[NII]
b N2c 12 + log(O/H)d Mbar
e µgas
f yeff
g
(1010 M⊙) (10
−17 erg s−1 cm−2) (10−17 erg s−1 cm−2) (1010 M⊙)
1 0.27 ± 0.15 20.5± 0.5 < 1.2 < −1.22 < 8.20 2.7±1.7 0.85 ± 0.12 < 0.027
2 0.71 ± 0.17 13.9± 0.3 1.4± 0.2 −1.00+0.07−0.09 8.33
+0.07
−0.07 2.1±0.6 0.63 ± 0.12 0.013±0.003
3 1.5 ± 0.3 18.7± 0.4 2.7± 0.3 −0.85+0.05−0.06 8.42
+0.06
−0.05 3.2±1.1 0.48 ± 0.19 0.010±0.002
4 2.6 ± 0.4 15.9± 0.4 2.6± 0.3 −0.78+0.05−0.05 8.46
+0.06
−0.05 4.0±0.9 0.33 ± 0.12 0.007±0.001
5 4.1 ± 0.6 24.3± 0.5 5.3± 0.4 −0.66+0.03−0.04 8.52
+0.06
−0.05 6.6±1.1 0.36 ± 0.10 0.009±0.002
6 10.5 ± 5.4 27.0± 0.4 7.4± 0.3 −0.56+0.02−0.02 8.58
+0.06
−0.04 13.1±5.6 0.22 ± 0.11 0.007±0.001
aMean and standard deviation of stellar mass from SED fitting; we use a Chabrier (2003) IMF.
bFluxes of Hα and [N II] from the composite spectra.
cN2 ≡ log(F[NII]/FHα)
dOxygen abundance from N2, using the calibration of Pettini & Pagel (2004).
eMean and standard devation of the baryonic mass Mgas +M⋆, with gas masses determined from the Schmidt law as described in the text.
fMean and standard deviation of the gas fraction µ =Mgas/(Mgas +M⋆).
gEffective yield yeff = Z/ln(1/µ).
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Chapter 6
Epilogue
Several unresolved questions remain following this thesis work. We briefly discuss two of
them here, because new or upcoming advances in instrumentation should allow them to be
addressed in ways that were not possible with the current work.
The first involves the uncertain interpretation of the spatially resolved and tilted emis-
sion lines seen in our sample. As we have discussed, such lines could be produced either by
large rotating disks or by galactic mergers; the limited spatial resolution of ground-based
spectra makes it difficult or impossible to differentiate between the two possibilities. As
the two scenarios have very different implications for the maturity of the galaxies involved,
the question is an important one. Kinematic data at high angular resolution, preferably
covering an entire galaxy, are required in order to construct realistic maps of the velocity
field. We anticipate that such data will be obtainable for at least the brighter galaxies in our
sample with the new near-IR integral field spectrographs with adaptive optics, which are
now coming into use on large telescopes. Our pilot observations are scheduled for October
2005 with OSIRIS, the near-IR integral field spectrograph on the Keck telescope; we will
use this time to follow up on some of the more promising candidates in the current sample.
Another unresolved question involves the ratios of the nebular emission lines in the
z ∼ 2 galaxies, and the absolute calibration of the metallicity scale. As was shown in
Chapter 4, the ratios of the nebular emission lines in the z ∼ 2 galaxies appear to be
significantly different from those found in both local normal galaxies and local starbursts.
Some combination of an increase in electron density and a harder ionzing spectrum probably
explains the differences, but with our current data it is not possible to confirm this. Further
work on these issues will require a larger sample of galaxies with the full set of emission lines;
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such data will come from spectrographs that can observe the full set of lines simultaneously
(such as GNIRS, on the Gemini telescope), or from the multiobject near-IR spectrographs in
development, which will allow us to observe many objects in multiple bands in a reasonable
amount of time. In combination with improved photoionization modeling, such observations
will undoubtedly lead to an improved understanding of both the physical conditions in the
H II regions and of the abundances of the z ∼ 2 galaxies.
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