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Abstract
© 2018 Rossiiskii Gosudarstvennyi Gumanitarnyi Universitet Society of Cosmetic Chemists. All
rights  reserved.  Nowadays  a  new yet  powerful  tool  for  drug  repurposing  and  hypothesis
generation emerged. Text mining of different domains like scientific libraries or social media has
proven to be reliable in that application. One particular task in that area is medical concept
normalization, i.e. mapping a disease mention to a concept in a controlled vocabulary, like
Unified Medical Language System (UMLS). This task is challenging due to the differences in
language of health care professionals and social media users. To bridge this gap, we developed
end-to-end architectures based on bidirectional Long Short-Term Memory and Gated Recurrent
Units. In addition, we combined an attention mechanism with our model. We have done an
exploratory study on hyperparameters of proposed architectures and compared them with the
effective  baseline  for  classification  based  on  convolutional  neural  networks.  A  qualitative
examination of  the mentions in  user  reviews dataset  collected from popular  online health
information platforms as well as quantitative one both show improvements in the semantic
representation of health-related expressions in user reviews about drugs.
Keywords
Deep learning, Information extraction, Medical concept mapping, Medical concept normalization,
Recurrent neural networks, UMLS
References
[1] Pradhan S., Elhadad N., Chapman W. W., Manandhar S., Savova G. (2014), Se-meval-2014 task 7: Analysis of
clinical text, SemEval COLING, pp. 54-62.
[2] Karimi S., Metke-Jimenez A., Kemp M., Wang C. (2015), Cadec: A corpus of adverse drug event annotations,
Journal of biomedical informatics, Vol. 55, pp. 73-81.
[3] Miftakhutdinov Z.,  Tutubalina E.  (2017),  Kfu at clef  ehealth 2017 task 1:  Icd-10 coding of  english death
certificates with recurrent neural networks. CLEF, 2017.
[4] Han S.,  Tran T.,  Rios  A.,  Kavuluru R.  (2015),  Team uknlp:  Detecting adrs,  classifying medication intake
messages, and normalizing adr mentions on twitter, CEUR Workshop Proceedings, Vol. 1996, pp. 49-53.
[5] Belousov M., Dixon W., and Nenadic G. (2017), Using an ensemble of generalised linear and deep learning
models in the smm4h 2017 medical concept normalisation task, CEUR Workshop Proceedings, Vol. 1996, pp.
54-58.
[6] Limsopatham N., Collier N. (2016), Normalising Medical Concepts in Social Media Texts by Learning Semantic
Representation, ACL.
[7] Aronson A. (2001), Effective mapping of biomedical text to the UMLS Metathesaurus: the MetaMap program,
Proceedings of the AMIA Symposium, p. 17.
[8] Leaman R., Doğan R. I., Lu Z. (2013), DNorm: disease name normalisation with pairwise learning to rank,
Bioinformatics, 29(22), pp. 2909-2917.
[9] Leaman  R.,  Wojtulewicz  L.,  Sullivan  R.,  Skariah  A.,  Yang  J.,  Gonzalez  G.  (2010),  Towards  internet-age
pharmacovigilance:  Extracting  adverse  drug reactions  from user  posts  to  health-related social  networks,
Proceedings of the 2010 Workshop on Biomedical Natural Language Processing, BioNLP'10, pp. 117-125.
[10] Nikfarjam A., Sarker A., O'Connor K., Ginn R., Gonzalez G. (2015), Pharmacovig-ilance from social media:
mining adverse drug reaction mentions using sequence labeling with word embedding cluster features, Journal
of the American Medical Informatics Association, page 41.
[11] Oronoz M., Gojenola K., Pérez A., Díaz de Ilarraza A., Casillas A. (2015), On the creation of a clinical gold
standard corpus in spanish: Mining adverse drug reactions, Journal of biomedical informatics, Vol. 56, pp.318-
332.
[12] Korkontzelos I., Nikfarjam A., Shardlow M., Sarker A., Ananiadou S., Gonzalez G. H. (2016), Analysis of the
effect of sentiment analysis on extracting adverse drug reactions from tweets and forum posts, Journal of
biomedical informatics, Vol. 62, pp. 148-158.
[13] Sarker  A.,  Nikfarjam  A.,  Gonzalez  G.  (2016),  Social  media  mining  shared  task  workshop,  Proc.  Pacific
Symposium on Biocomputing, pp. 581-592.
[14] Miftahutdinov Z., Tutubalina E., Tropsha A. Identifying disease-related expressions in reviews using conditional
random  fields,  Proceedings  of  International  Conference  on  Computational  Linguistics  and  Intellectual
Technologies Dialog, Vol. 1, pp. 155-167.
[15] Tutubalina E., Nikolenko S. (2017), Combination of deep recurrent neural networks and conditional random
fields for extracting adverse drug reactions from user reviews, Journal of Healthcare Engineering, 2017.
[16] VanDam C., Kanthawala S., Pratt W., Chai J., Huh J. (2017), Detecting clinically related content in online patient
posts, Journal of Biomedical Informatics.
[17] Sarker A., Gonzalez-Hernandez G. (2017), Overview of the second social media mining for health (smm4h)
shared tasks at amia 2017, CEUR Workshop Proceedings, pp. 43-48.
[18] Goodfellow I., Bengio Y., Courville A. (2016), Deep Learning, MIT Press.
[19] Bengio Y., Courville A., and Vincent P. (2013), Representation learning: A review and new perspectives, IEEE
Trans. Pattern Anal. Mach. Intell., 35(8), pp. 1798-1828.
[20] Bengio Y.,  Simard P.,  and Frasconi  P.  (1994),  Learning long-term dependencies with gradient descent is
difficult, IEEE transactions on neural networks, 5(2), pp. 157-166.
[21] Greff K., Kumar Srivastava R., Koutník J. R., Steunebrink B., Schmidhuber J. (2015), LSTM: A search space
odyssey, CoRR.
[22] Cho K., Van Merriënboer B., Gulcehre C., Bahdanau D., Bougares F., Schwenk H., Bengio Y. (2014), Learning
phrase  representations  using  RNN  encoder-decoder  for  statistical  machine  translation,  arXiv  preprint
arXiv:1406.1078.
[23] Schuster  M.,  Paliwal  K.  K.  (1997),  Bidirectional  recurrent  neural  networks.  IEEE  Transactions  on  Signal
Processing, Vol. 45(11), pp. 2673-2681.
[24] Goldberg Y. (2015), A primer on neural network models for natural language processing, CoRR, 2015.
[25] Rubenstein H., Goodenough J. B. (1965), Contextual correlates of synonymy, Commun. ACM, 8(10), pp. 627-
633.
[26] Mikolov T., Chen K., Corrado G., Dean J. Efficient estimation of word representations in vector space, CoRR,
abs/1301.3781.
[27] Moen S., Salakoski T., Ananiadou S. (2013), Distributional semantics resources for biomedical text processing.
[28] Kim Y. (2014), Convolutional neural networks for sentence classification, arXiv preprint arXiv:1408.5882.
[29] Srivastava N., Hinton G. E., Krizhevsky A., Sutskever I., Salakhutdinov R. (2014), Dropout: a simple way to
prevent neural networks from overfitting. Journal of Machine Learning Research, Vol. 15(1), pp. 1929-1958.
[30] Ioffe S.,  Szegedy C. (2015), Batch normalisation: Accelerating deep network training by reducing internal
covariate shift, International Conference on Machine Learning, pp. 448-456.
[31] Kingma D. P., Ba J. (2014), Adam: A method for stochastic optimization, CoRR, abs/1412.6980.
[32] He K., Zhang X., Ren S., Sun J. (2015), Delving deep into rectifiers: Surpassing human-level performance on
imagenet classification, Proceedings of the IEEE international conference on computer vision, pp. 1026-1034.
[33] Suominen H., Salanterä S., Velupillai S., Chapman W. W., Savova G., Elhadad N., Pradhan S., South B. R.,
Mowery D. L., Jones G. J., et al. (2013), Overview of the share/clef ehealth evaluation lab 2013, International
Conference of the Cross-Language Evaluation Forum for European Languages, pp. 212-231.
