The food industry requires automatic methods to establish authenticity of food products. In this work, we address the problem of the certification of suckling lamb meat with respect to the rearing system. We evaluate the performance of neural network classifiers as well as different dimensionality reduction techniques, with the aim of categorizing lamb fat by means of spectroscopy and analyzing the features with more discrimination power. Assessing the stability of feature ranking algorithms also becomes particularly important. We assess six feature selection techniques (χ 2 , Information Gain, Gain Ratio, Relief and two embedded techniques based on the decision rule 1R and SVM (Support Vector Machine). Additionally, we compare them with common approaches in the chemometrics field like the Partial Least Square (PLS) model and Principal Component Analysis (PCA) regression. Experimental results with a fat sample dataset collected from carcasses of suckling lambs show that performing feature selection contributes to classification performance increasing accuracy from 89.70% with the full feature set to 91.80% and 93.89% with the SVM approach and PCA, respectively. Moreover, the neural classifiers yield a significant increase in the accuracy with respect to the PLS model (85.60% accuracy). It is noteworthy that unlike PCA or PLS, the feature selection techniques that select relevant wavelengths allow the user to identify the regions in the spectrum with the most discriminant power, which makes the understanding of this process easier for veterinary experts. The robustness of the feature selection methods is assessed via a visual approach.
I. INTRODUCTION
Sucking lamb meat, a characteristic product of the European Mediterranean area, is highly appreciated for its gastronomic quality on the basis of its tenderness and juiciness [1] , [2] . For that reason, this meat is very common in the markets and has been protected by several Protected Geographical Indication (PGI) European Union's quality labels.
It has been found that the type of rearing has influence on meat quality [3] - [6] . In Mediterranean Europe, due to common incorporation of vegetable fat in milk replacers, considerable differences have been found between fat composition of lambs fed with ewe milk and commercial milk replacers [3] , [7] . Therefore, meat quality can be adversely The associate editor coordinating the review of this manuscript and approving it for publication was Shagufta Henna. modified with the use of milk replacers, mainly by means of decreasing fatty acid dietetic value.
The development of new and sophisticated techniques to establish authenticity of food products is becoming more and more necessary because of the growing consumer concern about quality and food safety. Likewise, some types of food are subject to strict regulations such as quality labels. In the case of quality labels, the production has to be controlled in a precise and systematic manner.
There is a need to develop control methods to categorize suckling lamb meat according to the rearing system. The discrimination between animals reared with maternal milk and those fed with artificial milk replacers is crucial for the fulfilment of some quality label regulations. One of these Spanish quality labels is ''Lechazo de Castilla y León'' Protected Geographical Indication (PGI) (Council Regulation 2081/92/EC) [7] , [8] . This can be done by analytical methods VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ in a laboratory, but they need to be carried out manually by experts, thus being very expensive and slow. The development of fast, automatic and efficient tools to be implemented in traceability programs is very important for the food industry. It has attracted great interest in the last decade (a comprehensive revision in [9] - [12] and references therein).
Fourier-transform infrared (FTIR) spectroscopy has become a powerful tool and attractive alternative to the existing analytical techniques for food quality assessment [13] - [17] . FTIR spectroscopy is considered as an ideal technique for fast screening of meat due to its unique spectral fingerprint [18] , since, in theory, there are no two meats having the same FTIR spectra.
Authenticity control by spectroscopic techniques has several advantages over other analytical laboratory methods, namely increased sensitivity, speed, resolution, versatility and ease of use. In the case of suckling lambs, if the information contained in the FTIR spectra could be used to discriminate suckling lamb meat originating from different nutritional regimes, this tool could be implemented in the food industry.
The FTIR spectra are characterized by thousands of features which presents particular challenges since the analysis has to be conducted in a high-dimensional feature space. Many of these features are likely to be irrelevant or redundant and many others inevitably affected by noise. This becomes a common problem to all classification models [19] - [23] . Moreover, the number of instances tend to be small due to the cost of data collection, which worsens this scenario. Therefore, a dimensionality reduction step seems crucial prior to any attempt to build any classification model. Reducing the data dimensionality can avoid over-fitting and improve model performance [20] . Additionally, we can gain a deeper insight into the problem when the unwanted noisy and irrelevant features are withdrawn.
The aim of this work is: (i) to develop a classification model of fat samples according to the rearing system based on the FTIR spectra and (ii) to provide a deeper insight to veterinarian experts about the wavelengths that provide more information for the discrimination of fatty tissues in suckling lamb meat.
We assess a neural classifier with MLP (Multi-Layer Perceptron) architecture able to model non linear input-ouput relationships. Additionally, a comparative study of different feature selection techniques with regard to both their stability and their effect on classification performance is carried out. Our neural classifier is compared with the PLS model as well as neural classification model with PCA features extracted from the original set of features.
The rest of the paper is organized as follows: In Section II we formulate the problem. In Section III we present the proposed methodology and Section IV includes the empirical study of our proposal. We perform a comparison with other common approaches in Section V. Finally, Section VI summarizes our main conclusions and future work.
II. BACKGROUND
Machine learning techniques have been used for the assessment of lamb meat. Some previous works aim at the prediction of lamb meat tenderness using either hyper-spectral imaging [24] or instrumental and sensory measurements [25] . Thus, an SVM is combined in [25] with a feature selection procedure based on sensitivity analysis for the assessment of lamb meat tenderness. There are also some proposals to tackle the problem of categorizing lamb muscle types [26] - [28] applying machine learning techniques like artificial neural networks, SVM, logistic regression or linear discriminant analysis. The problem of estimating intramuscular fat content in lamb muscle based on ultrasound images and using artificial neural networks has also been tackled [29] . Other studies have been carried out for predicting lamb meat adulteration using multiple linear regression [30] .
The application of FTIR spectroscopy techniques offers both qualitative and quantitative analysis of a wide range of materials. The spectrum information content is very specific permitting fine discrimination between similar materials [31] . Typical applications of FTIR are: environment analysis [32] , food industry [33] , polymer science [34] , pharmaceutical industry [35] as well as forensics [36] , among others.
In particular, FTIR spectroscopy has also been applied for lamb meat with the aim to detect lard mixed with lamb body fat [37] . In closely related work, near-infrared hyperspectral imaging has been applied to detect adulteration in minced lamb meat [30] , [38] , the assessment of tenderness [24] or lamb muscle discrimination [26] , [28] .
Feature subset selection is of great importance in the field of machine learning. Feature selection techniques evaluate the importance of a feature or a subset of features according to a given measure. Three main benefits can be drawn from feature selection [19] , [20] . Firstly, it reduces the risk of overfitting, in particular if our data is defined in a high dimensional feature space and too few training instances are available. Second, it allows to gain a deeper insight into the underlying processes by determining which features are the most correlated with the class labels. Third, it makes possible an increase in efficiency providing faster and more costeffective prediction models.
Two main approaches have been followed to address the high dimensionality problem of FTIR spectra. Dimensionality reduction has been conducted either extracting factors -Principal Component Analysis (PCA), Principal Components of the Partial Least Square (PLS) model - [39] - [42] or applying feature selection methods for identifying the most relevant features (wavelengths in this context) prior to the model calibration [21] , [43] , [44] . The variables chosen with the first alternative do not have a direct physical meaning with respect to the sample being analyzed, while the approaches based on selected wavelengths are often preferred because they use original variables and therefore with physical interpretation.
Following a feature selection approach, a minimum Redundancy-Maximum Relevance (mRMR) filter has been proposed [43] to select relevant wavelengths in FTIR spectra of multi-component chemical mixtures. The wrapper approach based on sequential forward selection has outperformed the feature selection method based on a t-statistic for the detection of salmonella contamination in beef FTIR spectra [21] . In [44] , the SELECT algorithm, based on stepwise decorrelation of variables, was used for wavelength selection in olive oil FTIR spectra.
Feature selection methods can be categorized into three groups: filter, wrapper and embedded approaches [20] , [45] , [46] . The filter techniques rely on general characteristics of the training data to rank the features according to a metric being independent of the classifier. The wrapper approaches select candidate subsets of features and assess their fitness based on the classification model performance. Finally, in the embedded techniques, the feature search mechanism is incorporated into the classifier objective function and are, therefore, specific to a given inductive learning algorithm.
Consider each sample x i , defined in a t-dimensional vector
From a functional point of view, the output of a feature selection algorithm may be a ranking (weighting-score) on the features or a feature set. Obviously, representation changes are possible and thus, a feature subset can be extracted from a full ranked list by selecting the most important features.
Consider now a feature ranking algorithm that provides a ranking vector r with components defined in (1)
where 1 ≤ r i ≤ t. Note that 1 is considered the highest rank. Consider also a feature subset (as denoted in (2)) with k elements as the outcome of a feature selection technique
where 1 indicates the presence of a feature and 0 the absence and t i=1 s i = k for a top-k list. Lists with a full ranking of features can be converted into top-k lists that contain the most important k features. Converting a ranking output into a feature subset is easily conducted according to
STABILITY OF FEATURE SELECTION METHODS
A problem that arises in many real world problems is that small variations in the available data set lead to different outcomes of the feature selection method. In particular, it is common when dealing with high dimensional data and few samples such as the problem we are working on. This fact makes the conclusions derived from the study unreliable, in particular when knowledge is to be extracted from the ranking of features or the analysis of the top-k features.
For this reason the topic of stability has attracted great interest over the last few years [47] - [54] . Suppose we ran a feature ranking algorithm K times. Results are gathered in a matrix A with elements r ij with i = 1, . . . , t and j = 1, . . . , K that indicate the rank assigned in the run-j for feature-i. The same applies to a feature selector. In general, stability is quantified as follows: Given a set of rankings (subsets) of the same feature selector on slightly different datasets, pairwise similarities are computed and then, reduced to a single metric by averaging [49] , [55] , [56] . Examples of these metrics are the Jaccard distance [55] or Kuncheva stability index [56] .
A visual approach can also be followed. In order to study the stability with a visual-based approach, different alternatives could be used, depending on the amount of information available. Note that even simple visualization approaches like histograms or scatter graphs allow the depiction of the results in a convenient way to ease result interpretation. However, they have some limitations as the number of dimensions increases.
A dimensionality reduction technique like MultiDimensional Scaling (MDS) [57] , that preserves as much of the original data structure as possible, may be more convenient. It allows the projection of data from a high dimensional space to a 2D or 3D space while preserving the distance in the original high dimensional space. This technique was first used in the context of machine learning for classifier comparison with respect to multiple metrics and multiple domains [58] , [59] .
Thus the outcome of a feature ranking algorithm can be interpreted as a point in a high dimensional space (with t dimensions). As mentioned above, stability is assessed computing pairwise similarities between points in that high dimensional space and averaging the results. In this case, the ranking data is turned into a single number (projected to one dimension) and the algorithms are compared on the basis of this metric.
These scalar metrics can be seen as projections to one dimensional space and its use only shows where the feature selector stands in relation to the stable and the random ranking algorithm. If we change from a projection to a onedimensional space, into a space with two or more dimensions, we have a visual representation that allows to establish comparisons with respect to the random selector as well as comparisons of each feature selector to the others [60] . Conducting a visual-based stability analysis allows the evaluation of the similarity between feature ranking algorithms as well as their stability.
III. METHODS
Our aim is to calibrate a classification model able to discriminate fat samples according to the rearing system based on their FTIR spectra. We consider a training dataset D = The feature selection methods studied in this work are briefly described below.
A. FEATURE SELECTION WITH FILTERS
Within this category, we consider the well-known Relief algorithm together with the metrics from the information Theory field.
The χ 2 statistic evaluates the worth of each feature individually by computing a value with respect to the class ( two, in our work) [61] - [63] . Numeric features are discretized in several intervals. Then, the χ 2 for each one is computed following (3) as
where The worth of an attribute x r is evaluated by measuring the Information Gain (IG) with respect to the class C i [62] , [64] , [65] . This metric is given by (4)
where H represents the entropy.
3) GAIN RATIO (GR)
This filter evaluates the worth of an attribute by measuring the Gain Ratio (GR) with respect to the class. It is a modification of the IG filter that reduces certain bias issues found with IG attribute selection filter [62] , [65] , [66] as stated in (5):
4) RELIEF
The basic idea of the Relief algorithm is to re-weight features according to their ability to distinguish examples of the same and different classes that are near to each other [62] , [67] .
B. FEATURE SELECTION WITH WRAPPER APPROACHES
Wrapper methods use the performance of a learning algorithm to assess the usefulness of a feature set. Either they iteratively discard features with the least discriminant power or they add the best features according to model performance [20] . Wrapper approaches often achieve better results than filters due to the fact that they are calibrated with the interaction between training data and a classification model. However, they are much slower and more computationally intensive than filter methods since it requires the calibration of a classification model. Blocks of features can be removed or added simultaneously to make this process faster. In this work, we evaluate a Neural Network wrapper approach (NN-Wrapper).
C. FEATURE SELECTION WITH EMBEDDED APPROACHES
In this work we evaluate two embedded feature ranking strategies based on SVM and decision rules 1R, respectively.
1) SVM WITH RECURSIVE FEATURE ELIMINATION
This feature selection technique [20] determines which features provide the best contribution to the precision of the model while it is being created. This increases the performance in terms of time compared with the wrapper techniques.
2) DECISION RULE 1R
1R [68] builds rules based on single features (predictive 1-rules). They can be seen as single level decision trees. We can use 1R as a feature selector [69] , on the assumption that the classification accuracy is a good indicator of the feature relevance.
D. NEURAL CLASSIFICATION MODEL
A Multilayer Perceptron (MLP) has been used to classify the spectra. We evaluate a three layer network with a logistic sigmoid activation function for the hidden and the output layers.
The cost function used in training was the Mean Square Error (MSE), minimized by the backpropagation algorithm with adaptive learning rate and momentum.
Several combinations of neurons in the hidden layer and different number of training cycles have been assessed with all the descriptors, in order to find the optimal network configuration.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we build a lamb meat categorization model and assess several feature ranking algorithms. The evaluation is conducted in terms of the classification performance (predictive power) and the robustness (or stability) of the feature selection algorithms.
A. FAT SAMPLES
Fourier-transform infrared spectroscopy (FTIR) has been used as a powerful tool for food quality assessment. We conducted our experiments on a real world spectral dataset intended to link lambs' diets to meat quality. Lambs came from the flocks of three farms affiliated to the 'Asociación Nacional de Criadores de Ganado Ovino de Raza Churra', which is a Churra breeders association from the region of 'Castilla-Leon' (Spain). Lambs were reared either exclusively on Ewe Milk (EM) or on a Milk Replacer (MR) (from up to three days after birth to slaughter). Approximately four hours after slaughter, an omental fat sample was obtained from each of the carcasses. We collected omental fat samples from carcasses of suckling lambs [70] . The whole dataset has 134 instances: 66 from lambs being fed with a MR, while the other 68 are reared on ewe milk EM. Fat samples were packed individually in Ziploc freezing plastic bags (SC Johnson, Racine, WI, USA) and frozen and stored at −40 • C for up to three months prior to analysis.
After thawing (overnight at 4 • C), fat samples were homogenized using an IKALabortechnik A10 blender (IKA, Staufen, Germany) and analyzed using FTIR. The MB100 FT-IR spectrometer (Arid-ZoneTM, Quebec, Canada) was used to record the spectra.
All FTIR spectra were recorded from 4000 to 750cm −1 with a resolution of 4cm −1 , which leads to a total of 1687 features. Spectra of fat samples were taken using an Attenuated Total Reflectance (ATR) device with a Durascope diamond crystal (SensIR Technologies, Norwalk, CT, USA). The fat samples were squeezed against the ATR diamond crystal. A total of 32 scans were collected for each spectrum and the average calculated and subtracted from the background spectrum using an empty ATR diamond crystal. The data acquisition and processing software used was that of Win-Bomem Easy (Galactic Industries Corp., Salem, NH, USA).
The average spectra for each class (Milk replacer and Ewe milk) is shown in Figure 1 and the dataset description is displayed in Table 1 .
B. CATEGORIZATION WITH THE WHOLE SPECTRA
We used MATLAB to train the neural classifier. We assessed network architectures with 1687 nodes in the input layer, sigmoidal activation functions and different number of nodes in the hidden layer as well as different number of training cycles.
Performance was estimated by 10-fold cross-validation whereby the data is randomly split into 10 folds and for each iteration one fold is used for testing and the other nine for training. The results shown next are the average over the 10 runs. In order to select the model complexity and training conditions, we used a 5-fold cross-validation method applied on the training data (that is, with the data belonging in each iteration to the 9-folds mentioned before).
After assessing by cross-validation several architectures (up to 30 nodes in the hidden layer) and different numbers of training cycles (up to 10000), the optimal configuration found was a neural classifier with 10 nodes in the hidden layer and and 700 training cycles. The performance in terms of accuracy for this classifier using the whole spectrum (1678 wavelengths) is A 1687 = 89.70%.
C. RELEVANT WAVELENGTH IDENTIFICATION
We now assess the six feature selectors. These are based on filters (χ 2 , Information Gain (IG), Gain Ratio (GR), Relief) and another two embedded techniques based on the parameter values of an independent classifier (Decision Rule 1R and SVM).
The dataset was randomly split in ten folds, launching the feature ranking algorithm with nine out the ten folds, in a consecutive way. Five runs of this process resulted in a total of K = 50 rankings. Feature ranking was carried out with WEKA [62] and the assessment of the stability with MATLAB.
All the results gathered in the experiment can be organized as a set of 300 points (6 algorithms x 50 runs each one) defined a 1687-dimensional space.
MultiDimensional Scaling (MDS) [57] is used in this section to visualize both the feature selectors as well as a completely random selector in a graph so that comparisons between all of them can be established.
These points are projected to a 2D space using MDS. The distance between points is calculated with the Spearman's rank correlation coefficient and the stress criterion is normalized with the sum of squares of the dissimilarities.
After the projection, each outcome of the algorithm is represented by two coordinates (x,y) and the similarities among feature selectors can be seen in Figure 2 . In terms of stability we can see that the points that correspond to Relief are much less scattered than the rest. In other words, this is the most stable algorithm. The outcomes of the other feature selectors appear to be more scattered, which indicates their lower stability. This graph allows us to see that IG generates similar rankings to GR and χ 2 and that they can be considered equivalent in this context. Figure 2 clearly shows which feature selection algorithms tend to be unstable. Thus, a single run of one of these feature ranking algorithms is unlikely to be representative or reliable.
The results gathered in the experiment can be also organized as a set of 6 points (6 feature selection methods) defined in 84350-dimensional space, where 84350 is the result of multiplying 50 runs by the 1687 ranking vector obtained in each run. An extra point corresponding to a random feature ranking algorithm can also be generated through simulation.
After the projection with MDS to a two dimensional space, we plot the results in Figure 3 . It depicts the the distance to the Random selector as well the distances among the different feature ranking algorithms. Relief is the most distant to a trivial random feature ranking algorithm. The figure also indicates that the ranking yielded by Relief is very different from the one generated by SVM and the other equivalent groups (IG, GR, χ 2 ).
Since Figure 3 shows dissimilarities among the rankings, they should be evaluated in order to determine the quality of the selected features to predict the target class (EM,MR). This is crucial in order to provide the veterinarian experts with reliable information about the most important regions of the spectrum, and not only with the most stable top-k list. 
D. CATEGORIZATION WITH RELEVANT WAVELENGTHS
In this section, we evaluate the performance of a neural classifier trained with feature subsets of different cardinality selected by the feature ranking algorithms: χ 2 , IG, GR, Relief, 1R and SVM.
In order to make the feature ranking process more robust a final ranking is generated as the result of aggregating the 50 rankings by computing their median value.
The classifier accuracy is estimated using 10-fold cross validation and the results shown in Table 2 are the average of 10 runs. Table 2 records the accuracy of a classifier trained with the top-k features (with k from 10 to 1500) selected for the different ranking algorithms. Figure 4 shows the best performance (accuracy) achieved by the MLP classifier with different feature selection techniques together with the reference accuracy with the full feature set. As the previous analysis based on the MDS projections revealed, GI, GIR and χ 2 lead to similar performance since their rankings are very similar. Selecting the features according to Relief allows to get a classifier with higher accuracy than the metrics based on Information theory (90.46% with 1200 features). The ranking generated with 1R leads to similar performance (90.50% accuracy). However, the ranking carried out with SVM, achieves the highest accuracy. Thus, the accuracy is 91, 80% with the top-300 features selected by the SVM feature selector algorithm. Figure 5 plots the average spectrum of the fat dataset. It also shows the top-300 wavelengths selected by the feature selection algorithm based on SVM (the most effective in terms of classifier performance).
Information about the most discriminant regions of the spectra is useful to interpret which fatty acids establish differences between animals reared by maternal milk and by milk replacers. The initial guess of the veterinarian experts was that the region between 1700cm −1 and 2700cm −1 was a noisy band with little information. However, our analysis reveals that the region of the spectrum between 2000cm −1 and 2200cm −1 is crucial for the fat categorization task. Likewise, the region between 1100cm −1 and 1200cm −1 . This information becomes useful to interpret which fatty acids are responsible for the differences in the fat samples that come from feeding with maternal milk with respect to a rearing system with milk replacers. Some of the relevant features selected by SVM were related to the major wavelength bands attributed to functional groups of fatty acids and glycerol, which comes from differences in the rearing system.
V. COMPARISON WITH OTHER APPROACHES
In this section we compare the performance of the neural classifier with other approaches not based on feature selection, but on feature extraction and therefore generating new features with no possibility of physical interpretation. We evaluated the feature extraction method based on Principal Component Analysis (PCA) and the Partial Least Square (PLS) model.
Additionally, the feature selection approach based on wrappers is also assessed. This alternative has not been recommended for problems defined in high dimensional spaces with few samples such as the one we deal with in this work. We implemented, though, a light version of the wrappper feature selector for this problem.
A. PRINCIPAL COMPONENT ANALYSIS (PCA)
Principal component analysis (PCA) is a well-known statistical method for dimensionality reduction that extract new variables (principal components) from linear combinations of the original variables in an unsupervised way. A few principal components may retain the same information as many original variables and explain most of the data variability.
The classification accuracy using features extracted by PCA is shown in Table 3 . The best result is achieved with 32 PCA components, which is an accuracy of 93.89%. Classification performance with this set of features outperformed the model that employs the feature set selected by SVM (91.80% against 93.89%).
B. PARTIAL LEAST SQUARE (PLS)
The PLS (Partial Least Square) model, which is widely used in the field of chemometrics, works by extracting a few orthogonal latent components that are linear combinations of the original ones. The classification with PLS was carried out with the MATLAB Toolbox [39] . Spectral data were pre-processed using Multiplicative Signal Correction (MSC) followed by mean centering [71] . The number of PLS components was automatically determined by cross-validation. The model performance was estimated by cross validation with 10 folds.This PLS model with 4 components achieves an accuracy of 85.60%.
C. THE WRAPPER APPROACH
In this work we also evaluate NN-Wrapper, a wrapper approach that measures the relevance of a feature set based on the performance of a Neural Network with a MultiLayer Perceptron architecture. Model performance is estimated by the accuracy in classification.
Feature selection is carried out by backward elimination. We start with all the features and then remove those that affect the classification the least. Given the high number of features, these are grouped (according to wavelength) in sixteen windows of feature sets. Assessing by cross-validation the impact in classification, we remove iteratively those windows that reduced or do not significantly improve (lower than 0.5%) the classification accuracy. Reducing the dimensionality with this approach, the neural classifier yields an accuracy of 89.88%, and so does not show an improvement with respect the whole set of features.
VI. CONCLUSION AND FUTURE WORK
In this work, we address the problem of authentication of suckling lamb meat with respect to the type of feeding. The rearing system determines the difference in prices and quality.
It has been shown that the diet has effect on the composition of fat tissues. For this reason, FTIR spectroscopy has been assessed to categorized suckling lamb fat according to the rearing system. It provides several advantages to the existing analytical techniques mainly its speed, cost and versatility. The FTIR spectra comprise, however, a large number of irrelevant and redundant information. Appropriate feature selection becomes mandatory when building a categorization model for these fat samples. It helps to avoid overfitting and is an aid to identify the wavelengths with more prediction power.
We have conducted some experiments on a real world spectral dataset of fat samples from suckling lambs. In this work we evaluated different feature ranking algorithms: χ 2 , IG, GR, Relief, and another two embedded methods based on 1R and SVM. We have studied their effect on classification performance at the same time their stability is also evaluated.
We discovered that the feature selectors tend to be unstable for this real world application, likely due to the combination of high dimensionality and relatively few samples. Relief turned out to be the most stable algorithm, while the other techniques provided more scattered outcomes. We faced this problem by aggregating (computing the median value) 50 rankings generated from slightly different training data sets. The experimental results show that the selection of an appropriate subset of wavelengths can considerably improve the classification accuracy. Thus, the neural classifier with the whole spectrum yields an accuracy of A 1687 = 89.70% while it increases to A 900 = 90.50% with the 900 most relevant wavelengths selected by 1R or to A 300 = 91.80% with the 300 most relevant ones selected by SVM.
The feature selection methods together with the neural classifier have been compared with the PLS model based on feature extraction and widely used in chemometrics. We observed that the MLP classifier significantly increases the accuracy: from an accuracy of 85.60% with he PLS model to accuracy A = 93.89% (MLP and 32 PCA components) or A = 91.80% (MLP and 300 features selected by SVM).
Additionally, the neural network classifier together with the feature selection by SVM allows us to identify which regions of the spectrum have more discriminant power (and absorbance is directly related to the chemical information). This has a particular interest for veterinarian experts. The PLS model, however, can not offer this analysis capabilities for the veterinarian professionals since it creates a reduced new set of features from the original ones.
Considering the decision costs linked to the classification errors, important for a quality label system, is part of our future research work. Additionally, the proposal and evaluation of different techniques to increase stability becomes also important in this real world application.
