In this paper, we consider the prediction problem in multiple linear regression model in which the number of predictor variables, p, is extremely large compared to the number of available observations, n. The least squares predictor based on a generalized inverse is not efficient. We propose six empirical Bayes estimators of the regression parameters. Three of them are shown to have uniformly lower prediction error than the least squares predictors when the vector of regressor variables are assumed to be random with mean vector zero and the covariance matrix (1/n)X t X where X t = (x 1 , . . . , x n ) is the p × n matrix of observations on the regressor vector centered from their sample means. For other estimators, we use simulation to show its superiority over the least squares predictor.
Introduction
In this paper, we consider the prediction problem in multiple linear regression model in which the number of predictor variables is extremely large compared to the number of observations available. More specifically, we consider the problem in which the n response variables y 1 , . . . , y n are linearly related to the p regressor variables as y = β 0 1 n + Xβ + (1.1) β = (β 1 , . . . , β p ) t , and = (ε 1 , . . . , ε n ) t is the vector of errors. We shall assume that given β, y has a multivariate normal distribution with mean vector β 0 1 n + Xβ, and covariance matrix σ 2 I n . We shall write this as y|β ∼ N n (β 0 1 n + Xβ, I n ), (1.2) where I n is the n × n identity matrix. When there is no confusion, we may not always mention that the distribution of y or is conditional given β. Often, n > p, and this problem has been extensively discussed in the literature.
In this paper, we consider the case when n is substantially smaller than p, namely n << p. From the singular value decomposition of X, we can write
where A is the p × r matrix of r eigenvectors corresponding to the r nonzero eigenvalues of
is the diagonal matrix of the positive square roots of the r nonzero ordered eigenvalues of X t X, and F is the n × r matrix of the r eigenvectors corresponding to the r nonzero eigenvalues of the n × n matrix XX t which we assume to be of rank r ≤ n − 1. The nonzero eigenvalues of XX t are the same as the nonzero eigenvalues of X t X. The model (1.1) can be thus be rewritten as Using the Moore-Penrose inverse (see the Appendix for the definition), we find that the least squares estimator of β is given by β = (AD 2 A t ) + ADF y = AD −1 F y = A γ.
(1.5) Let (A, B) be a p × p orthogonal matrix and δ = B t β, where A: p × r and B: p × (p − r). Then, since AA t + BB t = I p , it follows that
This is a one-to-one and onto transformation. See Srivastava and Khatri (1979, p.139 ) for more discussion. Thus, β is not an unbiased estimator of β. The mean of β is only Aγ.
The reader is reminded that since the matrix X t is centered from their means, X t 1 n = 0, and hence F 1 n = 0. It may be noted that
which is a singular multivariate normal distribution.
The above discussion suggests to consider other biased estimators of β. In particular, the ones obtained by empirical Bayes methods which includes Stein type estimators. The need of considering biased estimators also arises from the fact that the number of nonzero eigenvaluess of X t X assumed r above, will usually be not known. Thus, the dimension of the subspace in which the mean of β lies will not be known. However, we can begin with a judicious choice of r and further reduce it by considering the prior distribution of β which has a mean lying in a reduced subspace as considered below. The initial value of r can be obtained by deleting the eigenvaluess of X t X which are zeros or near zeros. For example, in the data analyzed by West (2003) , and Brown et al . (1999) in which there are 300 regressors and only 78 observations, it was found that only sixteen d 2 i 's account for 99.995% of the variation. That is,
Thus, it may be reasonable to initially assume that at most r, r < n, d i 's are different from zero and then search for a most appropriate number of d i that may be taken to be different from zero through the analysis of the data. This is achieved by assuming that β ∼ N p (A 1 γ 1 , σ 2 AT A t ), where T is positive definite,
(1.6) Although T can be any r × r positive definite matrix, we will only consider the case where
The Bayes estimator or the posterior mean of β will involve γ 1 and λ. These quantities are estimated by using the marginal distribution of β and an estimate of σ 2 . Such an estimator, known as empirical Bayes estimator is given by
. By choosing c = 0 or c = 2 and using different estimators of λ, we obtain several empirical Bayes estimators which are described in Section 2. In Section 3, we prove optimality of three of these estimators. In Section 4, we reanalyze the data of Osborne, Feran, Miller and Douglas (1984) . We also present some simulation results in this section. The paper concludes in Section 5.
Empirical Bayes Estimators
In this section, we present our analysis of the linear regression model (1.1) or equivalently (1.4) in terms of singular value decomposition of X. The least squares estimate of β given in (1.5) can be written in terms of a singular value decomposition of the matrix X as
which is distributed as multivariate normal with the mean vector AA t β, and the covariance matrix σ 2 AD −2 A t . We shall assume that the prior distribution of β is a singular multivariate normal distribution with the mean vector A 1 γ 1 and covariance matrix σ 2 AT A t , that is,
where T is an r × r positive definite matrix and A 1 is the p × m matrix defined in (1.6). Noting that
we find from the above prior distribution that the joint distribution of ( β
Hence, from Theorem 2.2.7 of Srivastava and Khatri (1979, page 47) , the conditional distribution of β given β or the posterior distribution of β is
and
When β = A 1 γ 1 , the model becomes
and the least squares estimate of γ 1 is given by
which can be interpreted as a principal component estimator. Hence, an empirical Bayes estimator of β is given by
where γ 1 is given by (2.2) and γ by (2.1). The estimator β
3) shrinks the LS estimator A γ towards the principal component regression (PCR) estimator A 1 γ 1 . However in (2.3), we need to specify G or equivalently T .
We choose T as given in the equation (1.7). This gives
Thus, our empirical Bayes estimator depends only on the estimators of (λ, γ 1 ), denoted by (λ, γ 1 ), and is given by
From the least squares theory, we choose an estimator of σ 2 given bŷ
provided r < n. To obtain an estimator of λ, we consider the marginal distribution of β which is a singular distribution. Thus, we shall consider the distribution of A t β = γ, which is nonsingular, given by
Thus if γ 1 and σ 2 are known, the moment estimator of λ is obtained by solving
where a is chosen appropriately to get biased or unbiased estimator. For σ 2 and γ 1 , we use the estimators given by (2.5) and (2.2), respectively. Thus, to get an estimate of λ, we solve the equation
where γ 2 is an m 1 -vector, m 1 = r − m, given by
Let λ * be a solution of (2.6). In order that it remains positive, we choosê
as an estimator of λ.
Next, we describe several estimators by choosing the values of a, c etc. While we choose only two values of c, namely c = 0 or 2, we choose five values of a, given by 
James-Stein type estimator (JS)
Let c = 0, or T = λD −2 , and a = a 1 = r − m − 2. Then from (2.6), we get an estimator of λ or equivalently of α given by
The estimator of λ obtained from the above equation will be denoted byλ 1 . Thus,
Since it is identical to the so-called positive part Stein estimator proposed by James and Stein (1961) for p = r, we will call it the James-Stein type estimator (JS).
Ridge-principal component estimator (RP)
Let c = 2, m 1 = r − m, a = a 2 = r − m − 2 andλ 2 = max(0,λ), whereλ is the solution of
Then, we obtain an estimator of β, which we call the ridge-principal component regression estimator (RP), given by
This estimator is similar to the one proposed by Kubokawa and Srivastava (2004) . However, it is difficult to verify analytically the superiority of the β RP estimator over the least squares estimator. Thus, as dictated by the proof of the dominance result of Theorem 3.1 given in Section 3, we modify the equation (2.9) to obtain the solution of λ in the next subsection.
Modified ridge-regression principal component estimator (RPM)
Let c = 2, m 1 = r − m, and a = a 3 = 2
whereλ is the solution of the equation
Then the modified ridge-regression principal component estimator is given by
whose expression can be obtained from (2.10) withλ 2 replaced byλ 3 .
Ridge-regression type estimator (RR)
We now consider the case when c = 2, m = 0, and a = a 4 = r − 2. In this case γ 1 = 0, and the estimate of λ is obtained by solving the equation
We then estimate λ byλ 4 = max(λ, 0).
Usingλ 4 as an estimator of λ, we obtain an empirical Bayes estimator of Shinozaki and Chang (1993) type. We shall denote this estimator of β by β RR to reflect its similarity with ridge regression type of estimators. It is given by
However, the superiority of β RR over the LS estimator β has not been established. We therefore modify (2.12) to obtain an estimator which we show to dominate the LS estimator β.
Modified ridge-regression type estimator (RRM)
In this section, we assume as in Section 2.4 that c = 2, m = 0, but a = a 5 = 2
Then the resulting empirical Bayes estimator of β is given by (2.13) withλ 4 replaced bŷ λ 5 . Thus,
In Section 3, and in the Appendix we show that the estimator β RRM dominates the least squares estimator β, in terms of prediction error when the vector of p predictor variables has a random distribution described in Section 3.
Crude empirical Bayes estimator (EB)
The above estimation procedures are available when the rank r of the matrix X is less than n − 1. However, the following empirical Bayes estimator can be utilized even for r = n − 1: 15) whereλ EB = max(0, λ * ) for the solution λ * of the equation
If X has full rank, no variance estimator is available. However, we suggest the use of the estimatorσ 2 given by (2.5) for appropriately chosen r. When rank (X) = r < n − 1, this empirical Bayes estimator β EB is close to the above one β RR .
Empirical Bayes predictors and their risk properties
Now we consider the problem of predicting the observation y when x is given as a predictor variable, where the model is described by
where ε ∼ N (0, σ 2 ). The usual predictor based on the least squares estimators β 0 = y and β is given byŷ = y + x t β, (3.1)
while the shrinkage predictor employing the empirical Bayes estimator of β is provided byŷ
where the empirical Bayes estimator β EB c (λ, γ 1 ) is given by (2.4). To evaluate the predictors, we utilize the arguments as in Copas (1983) , who assumes that x follows the empirical distribution F x based on the sample x 1 , . . . , x n , which has the mean E[x| F x ] = 0 and the covariance matrix E[xx
denotes the expectation with respect to the distribution F x . When the expectation is taken with respect to ε and F x , the prediction error of the usual predictorŷ under the squared loss is written by
Taking the expectation of (3.3) with respect to all the random variables turns out to be
Since X t 1 n = ADF 1 n = 0 as noted in Section 1, the prediction error is expressed by 4) which implies that the prediction problem is reduced to that of estimating β under the weighted loss (
Next, we state a theorem whose proof is given in the Appendix. 
Empirical and Simulation Studies
In this section, we first consider a dataset, initially analyzed by Osborne et al . (1984) , and later by Brown et al . (1999 Brown et al . ( , 2001 ) and West (2003) . The data consist of measurements, on the constituents of the biscuit dough such as fat, sucrose, flour and water, which were obtained using near infrared (NIR) spectroscopy. In our analysis, we shall, however, focus on 'fat content' only which will be our dependent variable y. The predictor variables consist of spectral readings at 700 points measured from 1100 to 2498 nanometers in steps of 2 nm. Thus, p = 700. The training or calibration set consist of 40 measurements on y and 700 predictor variables x 1 , . . . , x 700 , which have been centered from their sample means.
The centered and scaled observations matrix X of the predictor variables is a huge 40 × 700 matrix of rank 39 with singularvalues given by D 0 =(25. 295, 6.604, 2.812, 1.953, 1.473, 1.287, 0.626, 0.465, 0.301, 0.252, 0.238, 0.196, 0.193, 0.138, 0.127 
For instance, we have CR(30) = 99.99%, CR(17) = 99.99%, CR(10) = 99.96% and CR(5) = 99.85%, which are given in the column CR in Table 1 . The 17 largest eigen values account for 99.99% of the variation. Although X has many small eigenvalues, it is of rank n − 1 = 39, and X is decomposed as X t = A 0 D 0 F 0 where A 0 is the p × (n − 1) matrix of n − 1 eigenvectors corresponding to the n − 1 positive eigenvalues of X t X, 
, is the diagonal matrix of the positive square roots of the n − 1 ordered eigenvalues of X t X, known as the singularvalues of the matrix X, and F 0 is the (n − 1) × n matrix of the n − 1 eigenvectors corresponding to the n − 1 nonzero eigenvalues of the n × n matrix XX t . We may note that A which is not stable. In the D 0 described above, many eigenvalues d i 's are very close to zero. For example, CR(17) = 99.99%, which means that the rank of X may be practically presumed to be r = 17. Since X t is decomposed as X t = ADF for such a rank r, we can consider the principal component regression estimator 
EB
, which are denoted by JS, RP, RPM, RR, RRM and EB, respectively. These estimators are compared below in terms of the prediction error estimates by the cross-validation method and estimation errors by simulation.
Corresponding to the estimators LS, PC, JS, RPM, RRM, RP, RR and EB of β, we provide the predictors of the the form (3.2). In this analysis, we add the sample mean y as a simple predictor, which means that β is estimated by zeros. The prediction errors of these methods may be estimated via the leave-one-out cross-validation as described, for example, in Srivastava (2002, p322) . That is, 40 predictive errors are obtained by leaving out one observation each time. When both X and y are scaled, the estimates of the prediction errors for the above considered predictors are given in the top part of Table 1 for the cases (r, m) = (30, 6), (20, 6), (17, 5), (10, 5) and (6.2). It reveals that the smallest prediction errors of EB and RR are 0.503 and 0.904, respectively, which are provided in the case of r = 17. Both minimum values are smaller than those of other predictors. Especially, the use of the estimator EB provides the smallest prediction errors among its competitors. The other emprical Bayes predictors give smaller prediction errors for (r, m) = (10, 5) than the LS, PC and y predictiors.
When the observations matrix X is centered but not scaled, the n − 1 singularvalues of X are given by We carry out the same analysis for this non-scaled version as was done for the scaled version. The prediction error estimates are reported at the bottom in Table 1 , which illustrates that the EB predictor provides the smallest prediction error 0.352 for r = 35, which are smaller than those of the other predictors. The other empirical predictors JS, RPM, RRM, RP and RR are better than LS and PS, but worse than y.
In the case of X scaled but y non-scaled for r = 6 and m = 2, the values ofλ in the empirical Bayes estimators JS, RPM, RRM, RP, RR and EB are given by 13.54, 7.80, 6.13, 7.72, 3.55 and 5432.27 , and the resulting predicted valuesŷ
for some i's are provided in Table 2 . Also predicted values by some predictors are drawn in Figures 1 and 2 , where the x-axis indicates the observed number. From the table and the figures, it is found that the predicts based on EB are very close to the real data of the response variable y i and that the line graphs of EB and the real data y i overlap each other as seen in Figure 1 , while the predicts by LS have a large dispersion. It also seems that the predictors based on the other empirical Bayes estimators take reasonable values.
We next treat the smaller data set of the predictor variables consisting of 300 points which are centered after deleting the first 200 and the last 200 points from the original data set. In this case, the maximum and minimum eigenvalues are, respectively, given by 17.087 and 0.00354 for X scaled, and 8.0108 and 0.00166 for X non-scaled. Through the same analysis as stated above, we provide the prediction errors in Table 3 . The performance of each predictor is similar to the case of p = 700. The prediction error of EB for r = 19 is 0.117, and is the smallest in the case of both y and X scaled. Brown et al . (1999) gives a prediction error of 0.14, with West's (2003) method only slightly improving on it, while Osborne et al .'s (1984) method has prediction error 0.11. This 350 -9.863 -7.225 -4.787 -5.612 -4.930 -0.499 15.413 18.351 7 16.190 37.614 18.558 suggests that our empirical Bayes EB predictor gives prediction error similar to the ones proposed in the above papers. Now we investigate the risk-performance of predictors through simulation experiments, which, from (3.4), is equivalent to comparing the risk-behaviors of the corresponding estimators of β. Every estimator δ is evaluated by the risk function
The risk functions of the above estimators are obtained from 1,000 replications through simulation experiments in the model y = Xβ + , for the original data matrix X given above for p = 300 and n = 40. The relative efficiencies R(β, 1, δ)/R(β, 1, β) for σ 2 = 1 are reported in Table 4 for three cases of (r, m) = (30, 10), (15, 3) and (5, 2), where β is the LS estimator given by (4.1), and
for k = 1, . . . , 7. Table 5 reports the similar quantities for (r, m) = (20, 8), (10, 5) and (5, 2), where
for k = 1, . . . , 7. Since the rank of A is r, the setup (4.3) corresponds to the case that the rank r is less than n − 1. These simulation results show that all the empirical Bayes estimators have nice risk performances, and especially EB gets significant risk gains. given in (2.15) is not known, it has been found to perform better than all the six empirical Bayes estimators and the least squares. However, when both y and X are not scaled, such a superiority does not exist. We therefore recommend that both y and X be centered and scaled before using any of the six empirical Bayes estimators. However, the use of least squares estimator is not recommended.
Appendix
We first define the Moore-Penrose inverse A + of the matrix A, which is unique. That is A + satisfies the following four conditions (i) AA + A = A, (ii) A + AA + = A + , (iii) A + A = (A + A) t and (iv) AA + = (AA + ) t . 
