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Abstract
Data taken from the Collider Detector at Fermilab (CDF) during the 1992-1993 run
are used to measure the cross section for production of isolated prompt photons in pp
collisions at vIS = 1.8 TeV. Prompt photon production in pp collisions is sensitive to
the gluon structure function of the proton and therefore can provide a test of QCD.
This measurement is a significant improvement over the 1989 measurement due to the
addition of the Central Preradiator Chambers, the neural network hardware trigger
upgrades, and the six times increase in integrated luminosity. Two different methods,
conversion method and profile method, were used to separate prompt photons from
photons produced by decay of hadrons. The profile method was used from 10-16 GeV
PT and the conversion method at PT > 16 GeV. The cross section, measured as a
function of transverse momentum, is in general agreement with next-to-leading order
QCD predictions over five orders of magnitude but has a steeper slope at low PT.
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Chapter 1
Introduction
In the framework of the Standard Model (SM), Quantum Chromodynamics
(QCD) has been our most successful theoretical attempt to describe the physics of
the strong interactions. QCD is a theory of interacting quarks and gluons, which are
the basic constituents of hadrons. One of the key features of the theory is the prop­
erty of asymptotic freedom [1] - the weakening of the effective quark-gluon coupling
at short distances. This feature allows the application of well-developed perturba­
tive techniques to the processes with large momentum transfer between quarks and
gluons. However, the strong processes observed experimentally involve only hadrons,
and the description of hadron-hadron interactions is rather complicated in terms of
constituent quarks and gluons. The real challenge for QCD is to describe the quark­
gluon dynamics within the hadron, which is not possible using perturbative tech­
niques. In order to make meaningful comparisons between theory and experiment,
we need a formalism which relates calculable quantities to measurable ones. For
high energy processes, QCD provides this framework through factorization theorems
[2]: physical cross sections are factorized into a "hard cross section" between elemen-
1
tary partons (i.e., quarks and gluons) and a "soft part" consisting of universal (i.e.,
process-independent) distribution functions of partons inside hadrons. The universal
parton distribution functions playa central role in the Standard Model phenomenol­
ogy. Many precise measurements and quantitative tests of the SM depend on our
knowledge of the parton distribution functions of hadrons. In addition, these func­
tions are very important tools in our attempt to unfold the underlying quark-gluon
dynamics and hadron structure.
The parton distributions can, in principle, be determined from analyzing a
set of experiments - deep inelastic scattering, lepton pair production, direct photon
production, W- and Z-production, high PT jet production, etc. One of these processes
- direct photon production, is the subject of this thesis.
In contrast to photons produced by decay of hadrons, direct photons are
produced in the primary collision. The importance of measuring the cross section
of direct single photons at large PT arises from the well understood electromagnetic
coupling of a photon to a quark. In QCD, at lowest order, prompt photon production
in pp collisions is dominated by the Compton process (qg � st). which is sensitive
to the gluon distribution function of the proton. This is the reason why direct pho­
tons can be used to probe the gluon distribution within the proton. An advantage
of using direct photons is that their momentum vector can be easily reconstructed
experimentally. However, the measurement of direct photoproduction is complicated
by the large background of photons produced by decays of single isolated 7r0 end TJ
mesons. In this experiment, we have used two different methods to separate direct
photons from background. In one method (profile methocl) we analyse the shape of
the showers produced by photons in the electromagnetic calorimeter. In the second
method (conversion methocl),we measure the conversion rate of photon candidates in
2
a layer of material. This rate is different for a single direct photon than for two or
more photons produced in the decay of a neutral meson.
We have measured the direct isolated photon cross section using the data
collected by the Collider Detector at Fermilab (CDF) during the 1992-93 run at the
Tevatron collider. At the high proton-antiproton center of mass energies available
at the Tevatron, we can measure the direct photon cross section in a wide PT range
and probe the parton distributions of the proton antiproton in the fractional mo­
mentum range 0.013 < x < 0.13. The current measurement represents a significant
improvement over the previous CDF measurement of the direct isolated photon cross
section [4], which is due to the addition of the Central Preconverter chambers, trigger
upgrades, new background separation method and six times increased integrated lu­
minosity. The resulting small statistical and systematical uncertainties allow precise
quantitative tests of QCD. An article reporting the results of this measurement has
been published in Physical Review Letters [3].
In chapter 2, we begin with a brief overview of perturbative QCD and the
factorization technique, which in leading order (LO) reduces to the naive parton model
of the earlier years. Then, the theoretical framework for describing the production
of direct photons in hadronic collisions is reviewed and various sources of theoreti­
cal uncertainties are discussed. Chapter 3 describes the components of the Collider
Detector at Fermilab (CDF), which are relevant for this measurement, particularly
the central electromagnetic calorimeter, the central electromagnetic strip chambers
and the central preshower chambers. In chapter 4 we explain how the data were col­
lected and which triggers were used. Then, we discuss the cuts used to select photon
candidates, the efficiencies of these cuts and our estimate of the total acceptance for
prompt photons. Chapter 5 explains how the single isolated 7l"0 background was re-
3
jected using the profile and conversion methods, and the advantages of each method.
The direct isolated photon cross section is presented in chapter 6 and compared with
the previous direct photon cross section measurement of CDF [4]. In chapter 7 we
discuss the systematic uncertainties of the measurement. Reconstructed neutral me­
son peaks are used to make a precise measurement of the profile method's systematic
error. Finally, in chapter 8 we give a detailed comparison between measured data
and theoretical predictions. Although the measurement and theory are in general
agreement, there is a distinct shape difference between them. In order to understand
this discrepancy, some possible sources of disagreement are discussed.
4
Chapter 2
Discussion of Theory
2.1 Naive Parton Model
We will start the description of hard scattering processes using the naive
porion model [5] . The patton model is applicable, with varying degrees of success, to
any hadronic cross section involving a large momentum transfer. The basic ideas of
the parton model are the following. The colliding proton and antiproton are composed
of many massless pointlike particles called partons. A pp collision in this model is a
collision between a single parton in the proton and a single parton in the antiproton
producing large transverse momentum particles. The remaining partons in the proton
and antiproton, called spectator partons, fragment to less-energetic particles. This
framework is illustrated schematically in Fig. 2.1.
The patton model assumes that one can factorize the process which involves
large momentum transfer into two parts, a "hard" part corresponding to the collid­
ing partons, and a "soft" part, which determines the probability densities for partons
inside hadrons. The probability of obtaining a parton a in a hadron A with a momen-
5
Figure 2.1: Schematic representation of a high-p, reaction factorized into parton
distribution functions (G), parton fragmentation functions (D), and a hard-scattering.
tum fraction between z and x + da: is denoted by the distribution function Ga/A(x).
The probability of obtaining a hadron C with a momentum fraction between z and
z + dz from a parton c is denoted by the fragmentation function Dc/c(z). These
functions are purely nonperturbative and must, therefore, be obtained from data for
various types of hard-scattering processes. The cross section for parton-parton hard
scattering is calculated in the lowest order of perturbation theory. The expression for
the invariant cross section is given by:
dO'
EC-d3 (AB -+ C + X) =Pc
The 6 function appearing in Eq. 2.1 follows simply from two-body phase space kine-
matics for massless particles. Furthermore, the initial and final partons have been
assumed to be collinear with the corresponding initial and final hadrons, i.e., no
6
parton transverse-momentum smearing has been included.
The power of the parton model is that it is not necessary to solve the prob­
lem of hadron binding completely. Instead, this information can be obtained from
experiment. After measuring parton distribution and fragmentation functions in one
experiment, they can be used to predict the results of other measurements.
2.2 QeD Formalism for Hard Processes
With the advent of QeD [6] , the fundamental ideas underlying the parton
model received theoretical support through the introduction of quarks and gluons
and the understanding of asymptotic freedom for short distances. Formally, the
basic QeD equations are a non-abelian generalization of QED equations. Therefore,
Feynman rules for QeD can be defined using prototype QED diagramatic with some
additions like gluon-gluon interaction. When the lowest order QeD calculations are
used, one reproduces the simple parton model. However, in QeD perturbation theory
we have to consider the contribution from more complicated scattering processes.
When higher order terms are included, one encounters divergences which must be
regularized (rendered finite) and renormalized (properly subtracted) in order to yield
meaningful finite results. After the process of renormalization is implemented, it is
necessary to specify a momentum transfer scale at which a coupling of the theory will
be defined. The renormalization scale will be denoted by a momentum transfer IL.
Different choices of IL will result in different values for the "strong coupling" as. Since
as is dimensionless, the dependence on the renormalization scale in regions of large
momentum transfers Q2 must be through dimensionless ratios of the form Q2 /1L2.
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The dependence of Qs on Q2 is given by:
(2.2)
where t = In( Q2/ fL2) and the function f3 determines the sensitivity of the coupling
constant to the choice of the renormalization scale fl. The parameter f3 can be calcu-
lated using next-to-leading order perturbation theory [7] :
(2.3)
where
b =
33 - 2Nj
127r
and
153 - 19Nj
c=----
247r2 (2.4)
with Nj denoting the number of quark flavors. Integrating Eq.( 2.2) yields the explicit
Qs( Q2) dependence:
(2.5)
where
(2.6)
sets the scale for the "running" coupling constant. Eq. 2.5 shows that Qs( Q2) de-
creases as Q2 increases. This property of the running coupling in QeD is the famous
asymptotic freedom at small distances.
After determining the Qs( Q2) dependence we have all the necessary tools to
calculate the "hard" (i.e., perturbative) part of the cross section, and all we need to de-
fine for a complete description of a hard scattering processes are the non-perturbative
distribution and fragmentation functions.
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2.3 Parton Distribution Functions
In order to use the factorization technique, we must have the relevant dis-
tribution and fragmentation functions at the appropriate factorization scales. They
are typically obtained by fitting some parameterization to data from various hard-
scattering experiments at a scale Q02. The evolution from one scale to another can
be calculated using the Altarelli-Parisi equations [8]:
and
dGg( X, Q2) (ls( Q2) fl dy " 2 2
dt
=
27r t. Y-[L: Pqg(x/y)Gqj(y, Q ) + Pgg(x/y)Gg(y, Q )]
Here t is defined as In( Q2 /A2) and the P functions are the inverse Mellin transforms
(2.7)
of the appropriate anomalous dimensions specified by the theory [8].
The main source of information on parton distributions is the deep inelastic
scattering (DIS) of leptons on nucleon and nuclear targets. However, as is well-known,
inclusive DIS is mostly sensitive to certain combinations of quark distributions. Vee-
tor boson production - including the production of lepton pairs, direct photons and
W's and Z's - provides important complementary information on parton distributions.
Lepton pair production, for example, is sensitive to the anti-quark distributions. Di-
rect photon production is particularly sensitive to the gluon distribution. Additional
sensitivity to the gluon distribution can be obtained by using data for the photon
plus jet cross section. For these reasons, it has become very popular to use a global
analysis, where all available data sets are used to obtain parton distribution func-
tions. Distribution functions produced by this global fit are characterized by the X2
per degree of freedom in the fit.
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As a default set of distribution functions we will use the set abbreviated by
"CTEQ" [9]. This set is the result of a global fit over more than 900 experimental
points with 35 parameters. The total X2 for different versions of CTEQ is in the range
of 860-948 [9].
2.4 Isolated Prompt Photon Cross Section
Now, after the above brief overview of the perturbative QCD formalism and
hard-scattering phenomenology, we can apply the described methods to calculate the
direct photon cross section.
At lowest order, O(aas), two-body subprocesses dominate the hadroproduc-
tion of direct photons, namely the QCD-Compton process (qg � q,) (Fig 2.2 a), and
quark-antiquark annihilation (q7j � g,) (Fig 2.2 b). For the Compton diagram the
elementary cross section can be written as
(2.8)
and for the annihilation diagram
(2.9)
where eq is the charge of the interacting quarks in units of the electron charge, and
s, u, t are the Mandelstam variables.
For low and intermediate energy photon production , the contribution from
the q7j subprocess is small, leaving as the dominant term Compton scattering. Based
on the lowest order contribution alone (Eqs. 2.8, 2.9), one finds that at .J8 = 1.8 TeV
and PT = 100 GeV/c the annihilation process contributes only half as much as the
Compton process. The latter is directly proportional to the gluon structure function,
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Figure 2.2: a) Leading order Compton QCD diagrams for prompt photon produc­
tion, b) leading order annihilation diagrams, c) two examples of next-to-leading order
diagrams, and d) two examples of photon bremsstrahlung, a perturbative QCD part
(left) and a part using a photon fragmentation function (right).
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and therefore provides the sensitivity of the direct photon cross section to the gluon
content of the proton.
At next-to-leading order, i.e. at order 0(0:0:/), more complicated scattering
processes appear (Fig 2.2 c), either due to an additional gluon attached to the Born
diagrams, or due to photon bremsstrahlung of quark-quark scattering.The calculation
of such diagrams is quite complicated, but the results are less sensitive to the choice
of the renormalization scale.
Direct photons are not distinguishable from radiative photons (i.e. bremsstrahlung)
accompanying high-p, jets produced in regular hadron hard scattering. Therefore, the
corresponding diagrams have to be included in calculations. Examples of bremsstrahlung
diagrams (perturbative and non-perturbative) are presented in Fig 2.2 d. Although
such terms appear only when calculating the higher order diagrams, they become
prevalent at low PT. For photons with pseudorapidity TJ = 0 and PT = 15 GeV/ c,
bremsstrahlung contributes as much as (60-70)% of the total cross section. Such pho-
tons will, however, tend to be nearly collinear with the parent parton. Therefore, at
collider energies, we are interested in isolated photons, i.e. photons that pass an isola-
tion cut. An isolation cut positions a cone of opening angle 6 in the photon direction
(Fig. 2.3) and rejects events with total hadronic energy in the cone higher than Ecut•
This definition can be converted into the isolation parameter R = J(tlTJ)2 + (tl 4>)2
used in experiments, where TJ is the pseudorapidity and cP is the azimuthal angle of
the photon.
An additional reason for applying an isolation cut is that the inclusive photon
cross section depends heavily on our knowledge of non-perturbative functions, par­
ticularly the fragmentation functions. At high energies or small XT'S, such knowledge
becomes crucial due to the dominance of the fragmentation process. The isolation cut
12
Ps
Figure 2.3: Diagram illustrating the isolation cone whose axis IS the momentum
direction of the photon.
reduces the contribution of photons produced through the fragmentation of a quark
or a gluon, and makes theoretical predictions less sensitive to the nonperturbative
fragmentation functions.
The isolated photon cross section can be considered to be the photon inclu­
sive cross section minus the cross section of photons accompanied by hadronic energy
greater than Ecut in the isolation cone. Because of the nonperturbative nature of
the fragmentation function, theory cannot predict the energy distribution within the
fragmentation region, and therefore we do not know how much hadronic energy from
jet fragmentation will fall into or outside the isolation cone. However, we can use the
fragmentation scale /-IF to control the transverse size of the jet. Different choices of
/-IF are equivalent to changing the relative contributions to the cross section from per­
turbative and non-perturbative parts. Larger /-IF means more is included in the jet.
Therefore, /-IF can be chosen small enough to make the whole jet small transversely
so that it will fall either inside or outside the isolation cone. If the fragmentation jet
fits within the isolation cone, the subtraction term for photons that fail the isolation
cut should have the same form as the photon inclusive cross section, given by Eq, 2.1,
except that the integration limits over the phase space are defined by Ecut and 5.
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Figure 2.4: NLO QCD predictions for isolated prompt photon cross section in pp
Collisions at Vs = 1.8 TeV using CTEQ2M parton distribution functions.
14
Hadronic energy may enter the isolation cone not only from the fragmenta-
tion process but also from the non-fragmenting final state partons produced in the
short-distance hard scattering. In the simplest case of the 2 � I + 2 process, this
means that one of the two final state partons can fall into the isolation cone of the
photon. The phase space for a parton of momentum k in the cone is
(2.10)
where w is the parton's energy and Wmax is fixed by kinematics. This subtraction
term is perturbatively finite for fixed values of 6 and Ecut and vanishes as 6 � O.
All these calculations have been performed [10] using a combination of ana-
lytic and Monte Carlo integration methods. A program for this calculation is available
and has been applied with an isolation cut used in our measurement. Fig. 2.4 presents
the result of a NLO QCD calculation for the direct photon cross section produced by
this program. This calculation uses the CTEQ2M structure function and J.l = PT.
This curve will be used as the default theoretical prediction for comparison with
experimental results.
2.5 Ambiguities in the theoretical predictions
We would like to conclude this chapter with a discussion of several uncer-
tainties and ambiguities which exist in the described theoretical framework for direct
photoproduction.
First, we examine the general question of the proper definition of Q2 in the
estimation of the scaling violations and of as( Q2). Commonly, Q2 is chosen to be in
the range from � PT2 to 2PT2• This uncertainty can cause the predictions to vary by
a factor of two or more. A related problem is that the quark masses are not equal to
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zero. For massless quarks, the number of flavors Nf is fixed and the running coupling
Os is determined by the single parameter AQCD. In the presence of massive quarks,
the situation is quite different [11]. Each heavy quark i with mass m, is effectively
decoupled from physical cross-sections at energy scales JL below a certain threshold
Qi which is of the order of mi. Thus, the number of effective quark flavors N/ff is an
increasing step function of the scale JL. Under these circumstances, the specification
of the running coupling Os is not as simple as for massless quark. As a result, the
definitions of Os and AQCD in the presence of mass thresholds are not unique and the
theoretical calculations depend on the renormalization scheme.
Another ambiguity arises from the fact that the partons do not necessarily
collide collinearly, but they generally have a finite initial PT because of their transverse
Fermi motion within the hadron. This "intrinsic br" is usually introduced in the
form of a Gaussian smearing of the parton's transverse momentum. Such smearing
is unimportant at large PT values, but cannot be ignored in the (5-10) GeV [c range.
The parton model predicts a < kT > value of about 300 MeV, estimated from the size
of the hadron using the uncertainty principle. QCD estimates a < kr > value in the
order of 860 MeV (LO) and 600 MeV (NLO) from the study of high-mass lepton pair
production in qq -* 1+ 1-. In general, as more calculable QCD terms are included, the
size of the deduced intrinsic term is decreased. All these calculations, however, are
model-dependent, and the resulting uncertainty in the < kT > value can produce the
largest ambiguity in the theoretical predictions for low-PT direct photon production.
One of the most serious deficiencies of the theory is that higher-order contri­
butions to the yield of direct photons are neglected. As we mentioned above, this is
especially serious for the bremsstrahlung contribution. Additional sources of ambigu­
ity are "higher-twist" effects in which one of the incident particles interacts directly
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with a constituent from the other particle. However, because of hadronic form factors,
such processes have very small cross sections.
Finally, there is the question of how well the theoretical isolation cut matches
the experimental cut.
We will return to these questions again in the final chapter, when we will
compare the theoretical predictions with the results of our measurement.
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Chapter 3
Collider Detector at Fermilab
3.1 Tevatron Collider
The Tevatron at the Fermi National Accelerator Laboratory is currently the
world's highest energy particle collider. It is a superconducting synchrocylclotron,
two kilometers in diameter, which accelerates protons and anti-protons in opposite
directions and brings them into head-on collisions. The Tevatron is the final stage
of an acceleration process involving several individual accelerators. Figure 3.1 shows
an overview of the various machines used to accelerate, store, and collide beams of
protons and antiprotons at Fermilab.
The acceleration chain begins with doubly charged negative ions of hydrogen,
which are accelerated by a Cockcroft-Walton electrostatic accelerator to 750 KeV. The
electrons are then stripped from the hydrogen ions and the protons transferred to a
500 ft linear accelerator (LINAC) where they acquire 200 MeV energy and are sent
on to the Booster Ring. This ring is a synchrotron of diameter 500 feet which boosts
the protons to 8 GeV. At this point a pulse of roughly 1011 protons is injected into
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Figure 3.1: Layout of the Tevatron Collider at Fermilab.
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the two kilometer diameter synchrotron, called the Main Ring. The Main Ring uses
conventional, rather than superconducting, magnets, and can achieve a maximum
energy of 400 GeV per beam. It is currently used to boost protons for the Tevatron,
and to provide primary protons to the anti-proton source.
To produce antiprotons, the protons are accelerated to 120 GeV in the Main
ring, and then extracted onto a Berylium fixed target, producing roughly 107 anti­
protons. The anti-protons are collected in the Debuncher Ring where they are stochas­
tically cooled before being stored in the Accumulator. This process is repeated until
about 1010 anti-protons have been accumulated. Then, the p beam is transferred
to the Main Ring where it is accelerated to 150 GeV before it is injected into the
Tevatron. A proton beam is also injected into the Tevatron in the opposite direc­
tion. In the Tevatron, both proton and anti-proton beams are accelerated to 900 GeV
and circulate in the same magnetic and RF fields in helical orbits. The beams in­
tersect at four points, but the large transverse size of the beam minimizes collisions.
Quadrapole magnets are then used to focus the beams at the BO and DO collision
halls and electrostatic separators prevent collisions at the remaining collision points
during normal running. The beams in the center of the CDF detector (BO point) are
roughly circular in cross section with a radius of 45 /-Lm at 1 a . Longitudinally, the
beam bunches are approximately Gaussian with a width of 30 em.
One of the most important characteristics of colliding beams in an acceler­
ator is the luminosity L, which is defined by
N == La (3.1)
where a is the cross section of the colliding particles and N is the number of collisions
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per second. The luminosity is given by
(3.2)
where Np and Np are the numbers of p and p per bunch, f is the bunch "collision"
frequency, and ax and ayare the major and minor axes of the elliptical cross section
of the beam profile at the interaction point .Focusing the beams using quadrapole
magnets causes axUy to decrease, therefore L to increase.
As the beams circle around, Np and Np decrease from collisions with each
other and with the gas in the beam pipe. The beam also undergoes emittance growth,
that is, an increase in width. The luminosity decreases with time, with a lifetime
which is typically 20 hours.
3.2 CDF Detector
The CDF detector (Figs. 3.2-3.3) is a general-purpose detector designed to
study the physics of pp collisions at the Fermi National Accelerator Laboratory's
Tevatron collider. The detector features near 4-7r coverage with both azimuthal and
front-back symmetry. Event analysis is based on the particle's charge, position, and
momentum measurements and energy deposition in a calorimeter. The CDF detector
is described in detail elsewhere [12]. In this chapter we briefly describe the detector,
and in more detail, the detector subsystems which are particularly relevant to this
analysis.
Tracking
CDF is equipped with several charged particle tracking systems which are
positioned in a 1.4116 T axial magnetic field. The magnetic field is provided by a 4.8
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Figure 3.2: a) A perspective view of the CDF detector showing the central, forward,
and backward detector components. b) A side-view cross section of 1/4 of the CDF
detector. The detector is forward-backward and azimuthaly symmetric about the
interaction region, which is at the lower-right corner of the figure.
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m long NbTi/Cu superconducting solenoid of radius 1.5 m and returned through a
steel yoke which supports the detector.
The tracking system is used to provide position, momentum and charge in­
formation for charged particles along their helical trajectory in the solenoidal magnetic
field. In addition, the absence of a track matched to an electromagnetic calorimeter
cluster aids in the identification of photons. The primary components of the track­
ing system include the Silicon Vertex Detector (SVX), the Vertex Time Projection
Chamber (VTX), and the Central Tracking Chamber (CTC) (see Figs. 3.2-3.3).
The SVX is positioned between the 1.9 em radius berylium beampipe and
the VTX. It consists of four layers of silicon strip detectors extending ±25 em in z
at a radius of 2.9 to 7.9 ern inside the VTX. The SVX is segmented into two halves
called barrels, which meet at z = O. Each barrel is composed of 12 wedges and each
wedge covers 30 degrees in azimuth.
The VTX is made up of eight octagonal modules with sense wires running
perpendicular to the beamline. Each module is divided in two by a central high
voltage grid, creating rv 15 em long drift regions. The inner section of the VTX has
a cavity built into it which contains the Silicon Vertex Detector. The VTX is used
to measure the pp interaction vertex along the z axis with a resolution of 1 mm.
However, the ¢ resolution of the VTX is limited to knowing which octant the track
traversed, so it cannot be used for a charge determination.
In our analysis we use the CTC to select electromagnetic clusters in the
central electromagnetic calorimeter which do not have tracks matching them. This
selection provides the neutral particle sample which is the source of photon candidates.
We will discuss the CTC in detail below.
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Calorimetry
CDF is equipped with electromagnetic and hadronic calorimeters, which
provide full coverage in cP out to 1111 of 4.2 (see Figs. 3.2-3.3). The calorimeters utilize
lead as an absorber for the EM and iron for the hadronic sections. The active sampling
medium is scintillator in the central region, and gas proportional chambers in the plug
and forward regions. All the calorimeters at CDF have been designed with projective
towers, which point towards the nominal interaction region. Table 3.1 summarizes
the properties of the various detectors comprising the CDF calorimetry.
The central calorimeter is made up of a series of wedges, each covering 15°
in cP and containing an electromagnetic (CEM) section followed by a hadronic section
(CHA). Each wedge is divided into ten projective towers, with each tower covering
approximately 0.1 units in 11. The Central Electromagnetic Calorimeter is the most
important device in the measurement of direct photon characteristics. We will discuss
the CEM in detail below.
To fill the gap between the hadronic sections of the central and plug , the
"End Wall" hadronic calorimeter (WHA) covers the region 0.7 < 111 1 < 1.3. Like
the central calorimetry, these detectors use scintillator as the active medium and are
divided into towers of 15° x 0.1 unit of 11.
The plug EM calorimeter (PEM) is disk shaped with a diameter of 2.8
m and a depth of 50 em. It is located 1.73 m in z from the nominal interaction
point and covers the region 1.1 < 1111 < 2.4. It consists of 34 layers of proportional
chambers sandwiched between lead plates. Each layer has a set of pads and anodes
read out, and ten of the 34 layers have finely grained (0.01 units in AlI and 1°
in AcP) strips etched into the back of the pad G 10 boards for position and shower
shape determination. These plug electromagnetic strip chambers (PES) extend out
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Calorimeter 11 Coverage Energy Resolution Depth
CEM 111 1 < 1.1 13.7%/$r E9 2% 18 x,
PEM 1.1 < 1111 < 2.4 28%/VE E9 2% 18-21 Xo
FEM 2.2 < 1111 < 4.2 25%/VE E9 2% 25 x,
CHA 1111 < 0.9 50%/$r E9 3% 4.5 Ao
WHA 0.7 < 1111 < 1.3 75%/VE E9 4% 4.5 Ao
PHA 1.3 < 1111 < 2.4 90%/VE E9 4% 5.7 Ao
FHA 2.4 < 1111 < 4.2 130%/VE E9 4% 7.7 Ao
Table 3.1: The CDF calorimetry. The detectors are divided into EM (xEM) and
hadronic (xHA), which together cover all ¢ and 1111 < 4.2. The symbol E9 signifies
that the constant term is added in quadrature in the resolution. The shown energy
resolutions were determined at a test beam using electrons for the electromagnetic
calorimeters and isolated pions for the hadronic calorimeters. The "Depths" are given
in radiation lengths for the electromagnetic and interaction lengths for the hadronic
calorimeters.
to 111 1 = 1.8 and are located at shower maximum depth. The PEM is followed by the
plug hadronic calorimeter (PHA).
Like the Plug, the forward calorimeters are based on gas proportional cham-
bers with cathode pad readout. These chambers cover the region 2.2 < 1111 < 4.2.
Muon Detection
The CDF detector is equipped with a number of muon detecting devices
located in the central and forward regions (see Figs. 3.2-3.3).
There are two sets of muons chambers in the central, 1111 < 0.6, region of
the CDF detector. Each set consists of four layers of drift chambers which have
26
their sense wires offset to allow resolution of the track ambiguity and determination
of drift velocities. The Central Muon System(CMU) is located beyond the tracking
chambers, solenoid and central calorimetry at a distance of of 3.487 meters from the
beam axis. There are approximately 5 interaction lengths of material between the
beam axis and the CMU detector. The central muon upgrade chambers (CMUP) are
located behind � 8 absorbtion lengths of steel. The CMU and CMUP cover 85% and
80% in 4> respectively. The CMU system is split into 48 identical subsystems each
contained within one of the calorimeter wedges described earlier. Each subsystem is
made of 3 smaller chambers to allow installation inside the wedge. Each chamber has
16 cells arranged in 4 layers and 4 towers wide.
In the region 0.6 < 1171 < 1.0 two pairs offree standing conical arches support
the central extension muon chambers (CMX). These chambers provide coverage of
67% in 4> and are located behind the central and wall calorimeters and the return
yoke of the solenoid (� 6 absorbtion lengths of steel).
In the forward region CDF has a forward muon system (FMU) which cov­
ers the region 2 < 1171 < 3.6 and consists of a pair of magnetized iron toroids.The
drift chambers and scintillator counters instrumenting the toroids are used for muon
momentum and charge determination.
Beam-Beam Counters
To measure the cross sections of various processes between elementary par­
ticles we need accurate measurement of the luminosity L. For these purposes CDF
uses beam-beam counters (BBC) which provide the detector with the simplest pp -
collision trigger, called the "minimum bias trigger", and measure the integrated lumi­
nosity. The Beam-Beam Counters (BBC) [13] are two planes of scintillator counters,
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located near the beam pipes, at a distance of 5.8 meters (between the plug and the
forward calorimeters) from the nominal interaction point on either side. The position
of the BBC's is shown in Figs. 3.2-3.3.
Each plane consists of sixteen one inch thick scintillator counters. These
counters are arranged in a criss-cross grid, which forms four concentric squares, and
covers an angular range 4.50 > () > 0.320 (3.2 < ", < 5.9). The planes on each side
of the interaction point are used in coincidence (within a fifteen nanosecond gate)
to signal an inelastic collision for the trigger. This minimum bias trigger rejects
unwanted collisions between the beam and residual gas in the beam pipe, beam halo,
and cosmic rays. The integrated luminosity can be measured by the beam-beam
counters as the number of BBC east-west coincidences divided by the fraction of
the pp total cross-section accepted by the BBC's. The acceptance of the BBC's
was measured in a special run in which the elastic, single-diffractive and total cross­
sections were determined.
Data Acquisition
The data acquisition system used at CDF consists of several parts, includ­
ing the readout electronics, which convert the individual detector component analog
signals into digital values, the triggers, which determine which events are written
to tape, and the event management system, which gathers all the components of a
single event together. The readout electronics are divided into two types of readouts,
the RABBIT(Redundant Analog Bus Based Information Transfer) [14] system and
FASTBUS [15].
The Rabbit system was designed by the Fermilab Particle Instrumentation
Group. The CDF calorimetry and central muon systems are read out using the
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RABBIT system. FASTBUS is a commercially available data acquisition system
used at CDF to read out the tracking chambers and the trigger logic. Management
of the data taking is handled by the FASTBUS system in combination with a DEC
VAX cluster. The FASTBUS components of the data taking system are the trigger
supervisor, the buffer manager, and the event builder. The trigger supervisor assignes
an event number to each event and signals the other components in the system when
all the detector components are digitized. The event builder takes all the digitized
signals for one event and gathers them up into individual detector banks. The buffer
manager checks the format of the event and controls its storage until it reaches final
output on tape.
The Trigger System
The CDF trigger is a three level system. The lowest level requires that
there be a tower in the calorimeter over a modest threshold (or hits in the muon
chambers) and, that there be hits in the BBC counters. As the luminosity of the
collider increased and the probability of an interaction per crossing exceeded one the
BBC requirement was dropped. At typical luminosities this trigger had an accept
rate of about two kHz.
The level two trigger is a FASTBUS based hardware trigger system. It
is responsible for the identification of photons, leptons, and jets, and therefore the
largest number of events are rejected at this level. Since the cross sections for physical
processes are usually falling functions of ET, the low-energy triggers are prescaled, i.e.
only a fraction of these events is accepted.
The level three trigger is a Silicon Graphics CPU "farm" with 1000 MIPs of
computing power. It consists of 48 CPU's, running in parallel, each with the ability
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to have an event being read in or written out of its buffer space while a second event
is being processed. The associated software is essentially the complete offline recon­
struction code. The majority of the time is taken up by the track reconstruction. The
primary difference between level 3 and offline analysis is that: ET is calculated using
z = 0 and final database constants for tracking and calorimetry are not available.
The output from level three is written to 8 mm tapes at a rate of about 6 Hz. A
fraction of the events, satisfying tight cuts, is flagged for immediate offline processing.
These so called "Express Stream" events are used in this analysis after reprocessing
with the final database constants.
3.3 Central Electromagnetic Calorimeter
The Central Electromagnetic Calorimeter [16] is the most important com­
ponent of the CnF detector for the direct photon analysis.
The CEM is made up of a series of physically separate modules, called
wedges, covering 15° in cPo The total number of wedges in the CEM is 48 (24 wedges
at positive z and 24 wedges at negative z). In the", direction all wedges are divided
into 10 towers (approximately 0.11 units of pseudorapidity). The basic layout of
each module is shown in Fig 3.4. The CEM contains 30 3.2 mm thick lead layers
interleaved with 31 5 mm thick layers of plastic scintillator. This lead-polystyrene
sandwich has a thickness of eighteen radiation lengths. In order to maintain a constant
radiation length for large B, some lead layers are substituted by acrylic. Inside the
CEM at the position of electromagnetic shower maximum are embedded the Central
Electromagnetic Strip chambers, which improve position resolution for electrons and
photons (see next section).
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All towers of each module of the CEM use the same signal collection method.
The light from the scintillator is captured by wavelength shifters and transmitted by
rectangular light guides, which run radially out of the calorimeter to photomultiplier
tubes. The Photomultiplier tubes, which are positioned on both sides of each tower
(see Fig. 3.4), also receive light signals from the calibration system.
There are three independent systems which provide the calibration of the
CEM:
1. C8137 Source System. C8137 I point-sources are moved by a computer controlled
system across the tower of each module. The resulting phototube current profiles
give information about the combined response of all signal collection components:
scintillator, wavelength shifters, light guides, and phototubes for each tower.
2. Xenon Flasher System. This calibration system measures the light from the
scintillator rod illuminated by xenon bulb flashes.
3. LED Flasher System. For each module three LED's flash green light into quartz
fibers and calibrate the transition pieces between the light guides and photomultiplier
tubes. This system maintains the initial calibration of the CEM, which was done with
a beam of 50 GeV electrons at the NWest test beam at Fermilab.
3.4 Central Preradiator and Electromagnetic Strip
Chambers
The Central Preradiator Chambers (CPR) and the Central Electromagnetic
Strip Chambers (CES) [17] are proportional chambers located in the front of and
within the Central Electromagnetic Calorimeter, respectively. In our analysis, we
use these chambers to determine the electromagnetic shower position and to separate
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direct photons from the neutral meson background.
The Central Preradiator Chambers are a set of multiwire proportional cham­
bers, sampling the early development of electromagnetic showers that begin in the
solenoid magnet material. The CPR is positioned at a radius of 168 em from the
beamline, between the Central Electromagnetic Calorimeter and the solenoid (1.075
XO). The chambers have 2.22 em cells segmented in r - ¢, providing r - ¢ view from
wire readout. There are 4 chamber divisions spanning ±1 unit of pseudorapidity.
The addition of the CPR in 1990 greatly improved the systematic uncertainties of
our analysis and expanded the measured photon PT range.
The CES consists of multiwire proportional chambers with strip and wire
readout, located at a depth of 6 radiation lengths within the CEM calorimeter. This
depth approximately corresponds to the shower maximum for electromagnetic show­
ers. The chambers provide the photon position measurement as well as the transverse
profile of the electromagnetic shower in both the z and r - ¢ views. The CES an­
ode wires measure ¢ and the cathode strips measure ",. Both views have a channel
separation of roughly 8 mrad for measuring the transverse profile of electromagnetic
showers.
3.5 Central Tracking Chamber
The Central Tracking Chamber [18] is one of the primary components of the
CDF detector for our analysis. It provides precise momentum and position measure­
ments of tracks for 1",1 S 1.1. In this region the CTC is highly efficient at finding
tracks. In our analysis we use the CTC to reject all electromagnetic clusters in the
central electromagnetic calorimeter associated with tracks in the CTC.
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Figure 3.5: Two layers of the Central Electromagnetic Strip chambers
Physically the CTC is a cylindrical tracking chamber that envelopes the
VTX in a 1.4 Tesla magnetic field, has a 0.3 meter inner radius and a l.3 meter outer
radius, and is 3.2 meters long. The CTC consists of 84 layers of sense wires, grouped
into alternating layers of axial and stereo superlayers. The axial layers contain 12
wires and the stereo layers have 6 wires per layer. The outermost superlayer covers
the area 400 :s; B :s; 1660• In total, there are 615"6 sense wires spaced 7 mm apart in
the radial direction with a maximum drift distance of 35 mm.
The stereo wires are titled at 3 deg to the beam direction to obtain informa-
tion on the polar angle of the track. The Lorentz angle of the electron drifting in the
magnetic field is compensated for by tilting the cells of wires 450 relative to the radial
direction. Thus the actual drift is perpendicular to the trajectory of high momentum
particles. The efficiency of finding tracks and the resolution of tracks found falls off
as the polar angle increases and fewer than 84 wires are traversed by the track.
The resolution for single hits is measured to be 300 usn. The r.m.s. momen-
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tum resolution for tracks passing through every superlayer is 6pt/pt ::; (0.003±0.002)pt
in GeV / c. By requiring that the track come from the beam interaction point, the
momentum resolution is reduced to 6pt!Pt ::; 0.0011 Pt. This increase in resolution is
effectively the result of increasing the track length from 1 meter to 1.3 meters.
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Chapter 4
Trigger and Event Selection
4.1 Data Samples
For this measurement we have used the entire 1992-1993 Tevatron collider
run data sample, which came from a set of three CDF triggers.
Each of the triggers consisted of three levels. The first level required that
the total transverse energy of the event in any trigger tower be greater than 6 GeV
with at least 4 GeV deposited in the electromagnetic section of the tower. Trigger
towers subtend 0.2 units in rapidity and 15° in <p. Previously [4], in the second
trigger level the only requirement was that 89% of the photon transverse energy be
in the electromagnetic compartment of the calorimeter. A neural network ("NNet")
hardware board was added at this level to require that the transverse energy in the
5 X 5 grid of trigger towers surrounding the photon candidate (equivalent to a cone
with radius R = J(�1J)2 + (�<p)2 = 0.65) be less than 5 GeV, thereby requiring the
photon to be isolated. In the third level, software algorithms applied fiducial cuts to
the photon and stiffened the isolation cut to 4 GeV in a cone of radius R = 0.7.
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With the upgraded trigger no prescaling was necessary for the main photon
trigger with threshold 16 GeVic. Without the upgrade, a prescaling factor of approx­
imately 100 would have been needed for the 16-30 GeVic PT range, due to trigger
rate limitations. In addition to the main trigger, a PT > 6 GeV [c prescaled trigger
with the same isolation requirement was used, and a PT > 50 GeVic trigger without
the isolation cut.
The 16 GeV trigger was not prescaled until the final stages of the run when
it was prescaled by a factor of 2 at high luminosities. With this prescaling the effective
integrated luminosity was 19.74 pb-I. In addition, there were runs that had to be
discarded due to the neural net not working, which reduced the luminosity to 18.14
pb-I. The luminosity for the 6 GeV trigger without prescaling was 21. 70 pb-1• This
value was reduced to 20.84 for bad runs, reduced further to 18.44 due to additional
prescaling at the end of the run, and finally reduced to 16.85 pb:' due to bad NNet
runs. After taking into account the prescaling factor of 300, the total luminosity
for the 6 GeV trigger was 56.15 nb-I. An integrated luminosity of 21.85 pb-I was
acquired with the 50 GeV trigger. After excluding bad runs the luminosity went down
to 20.97 pb-I.
There were several sources of trigger inefficiencies: Level 1 failing to make a
6 GeV seed for the photon, Level 2 not making a cluster due to (HAD IEM) failing,
or Level 2 cluster ET being below the Level 2 ET threshold. It was found [19] that for
9 GeV electrons all these effects are less than 1 %. Since we are only using photons
above 10 GeV, these effects were ignored.
In addition, there were two effects that sometimes caused the rejection of
true direct photons by the isolation cut of the Level 2 NNet. First, true isolated
photons might fail to pass the isolation cut due to resolution. The second effect is
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Figure 4.1: The efficiency of the photon neural network triggers
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Figure 4.2: The ET turn-on of the 16 GeV trigger
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more complicated. Early in the run, the NNet was fed a seed cluster simply based on
the smallest 17 position. If the jet opposite the photon was at a smaller 17 and made a
6 GeV seed, it would cause the event to fail due to the isolation cut. This effect was
remedied by using a second NNET board and feed in the first two seeds. The second
board was added for the last 73% of the data. These inefficiencies were measured
by comparison of the data with the backup non-NNet triggers. Fig. 4.1 shows the
efficiency of both triggers based on the 1-NNet running and the 2-NNet running and
their combination using 27% 1-NNet and 73% 2-NNet.
Finally, we discuss the effect of the ET turn-on of the 16 GeV trigger. The
turn-on was measured by using good electron candidates from the 9 GeV electron
trigger, and asking how often the 16 GeV NNet trigger fired versus the electron ET.
The plot of the efficiency vs photon PT is shown in Fig. 4.2. This efficiency was
corrected for the NNet efficiencies shown in Fig. 4.1, so the ET turn-on and the NNet
efficiency are not double counted. This is the reason why some of the points for
PT > 20 GeV are above 100%.
4.2 The Fiducial Cut
The fiducial cut was imposed to avoid uninstrumented regions at the edges
of the CES. It requires the position of the shower with the highest ET to be within
17.5 em of the chamber center in the azimuthal direction (perpendicular to the wires)
and to have 14 em < IZI < 217 em (i.e. to be within the active region of the strip
chamber). The region remaining after this cut is 64% of the solid angle for 1171 < 0.9.
In order to avoid events with complex projective detector geometry, events
with a Zvertex more than 60 ern away from the nominal vertex position were rejected.
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This cut is slightly different than the cut used in the 1989 analysis [4], which required
IZvertex I < 50cm. The efficiency of the Zvertex cut is 95% [20].
4.3 The Isolation Cut
As we mentioned in chapter 2, at collider energies experiments detect isolated
photons in order to avoid photons from fragmentation processes at high energies
and small XT. The isolation cut requires that the extra transverse energy inside a
cone of radius R = v'bt.TJ2 + bt.¢2 centered on the photon has to be lower than some
threshold. To avoid trigger prescaling, the isolation cut was applied on the hardware
level, selecting only events with extra energy below 4 GeV in a cone with R = 0.7.
Then, the isolation cut was tightened to 2 GeV in a cone with the same radius, which
improved the signal/background ratio.
To estimate the isolation cut efficiency, the following approximation was
used [22]. We measured the transverse energy sum ET within randomly placed cones
of radius 0.7 in minimum bias events and assumed that it represents the approximate
underlying sum ET in direct photon events. As an additional condition we selected
only those random cones in minimum bias events which do not have tracks near their
centroids (the efficiency of the no-track cut is discussed in the section 4.4). Fig. 4.3
shows how good this approximation is by comparing the sum ET distributions in a
cone of R = 0.7 for direct photon underlying and minimum bias events. The difference
of the efficiencies corresponding to the two distributions is 6% for a 2 GeV cut, 4.5%
for a 3 GeV cut and 3% for 4 GeV cut.
The distribution of extra energy in the cone does not depend on the photon
PT, but depends strongly on the number of interactions in the underlying event. This
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number can be estimated from the luminosity [21] :
L
46.8mb
<n >=
286.28 kHz (4.1)
where L is the instantaneous luminosity, 46.8 mb is the beam-beam counter cross
section, and 286.28 kHz is the rate of beam crossings[21].
Using Poisson statistics
e-<n>
P(n)=<n>n ,n. (4.2)
we can calculate the contribution to the data sample of events with different number
of interactions for a given instantaneous luminosity (Tab. 4.1).
L = 1.0 L = 2.5 L = 5.0 L = 7.5 L = 10.
1 Interaction 92.1% 80.9% 64.6% 50.9% 39.6%
2 Interactions 7.52% 16.5% 26.4% 31.2% 32.4%
3 Interactions 0.41% 2.25% 7.20% 12.8% 17.6%
4 Interactions 0.02% 0.23% 1.47% 3.91% 7.21%
5 Interactions 10-3% 0.02% 0.24% 0.96% 2.36%
Table 4.1: The weights of different number of interactions for given luminosities.The
luminosity is in units of 1030 em -28-1 and events without interactions are excluded.
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Fig. 4.4 shows the distribution of energy in a cone R = 0.7 for events with
average instantaneous luminosity 2.65 * 1030cm-2 S-l and the linear combination of
distributions for events with different numbers of interactions corresponding to the
same luminosity. The integral of the two distributions differs only by 3% above 2 GeV,
2% above 3 GeV , and less than 1 % above 4 GeV. This result allows us to use linear
combinations to reconstruct the ET distribution for any given average luminosity
and use it to calculate the isolation cut efficiency. Fig. 4.5 shows the efficiency of
the isolation cut vs. energy ET in a cone 0.7 of minimum bias events for data with
different luminosities. The average ET's for combinations of luminosities and energy
cuts are presented in Tab. 4.2.
An important question is how to handle the fact that the luminosity changes
within a run. If the cut efficiency is not linear with luminosity, then just using an
average luminosity for each run would not be quite correct. Fig. 4.6 shows the isolation
cut efficiency vs. instantaneous luminosity. The curves are almost linear, which means
that we can use the average luminosity to calculate the isolation cut efficiency.
Using the described technique it is possible to calculate the isolation cut
efficiency for a given average luminosity, cone size and energy cut. We assume that
possible systematic errors will be due to the difference between the ET distributions of
underlying events, the choice of cone size and the use of the linear combination for 1-5
interaction events. The average instantaneous luminosity for our data set (complete
data sample) is 3.16 * 1030cm-2s-1 and the corresponding isolation cut efficiency for
cone of radius 0.7 and a 2 GeV ET cut is 0.78 ± 0.0234.
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ET(ET < 2 GeV) ET(ET < 3 GeV) ET(ET < 4 GeV) ET(ET < 10 GeV)
1 Int. 0.78 GeV 0.93 GeV 1.01 GeV 1.12 GeV
L = 2.5 0.83 GeV 1.04 GeV 1.17 GeV 1.35 GeV
L = 5.0 0.88 GeV 1.13 GeV 1.30 GeV 1.59 GeV
L = 7.5 0.93 GeV 1.22 GeV 1.44 GeV 1.85 GeV
L = 10.0 0.97 GeV 1.31 GeV 1.58 GeV 2.12 GeV
70 GeV smp. 0.89 GeV 1.09 GeV 1.23 GeV 1.45 GeV
Table 4.2: The average ET in a cone R = 0.7 for combinations of luminosities and
energy cuts.
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4.4 The No-Track Cut
The no-track cut requires that there be no track pointing at the CPR cham­
ber where the photon candidate is. This is a minor additional requirement to the
1989 analysis, which eliminated events with 3 dimensional tracks in the tower of the
candidate [4]. It was added due to sensitivity of the conversion method (chapter 5)
to additional particles in the calorimeter wedge.
Direct photons can fail the no-track cut in two ways. First, they may convert
in the material in front of the CTC. Using a calibration by the CDF W mass group,
this material amounts to 7.51 % Xo with a 7% uncertainty, leading to a 6% correction
to the photon cross section with a 0.4% uncertainty.
The second way direct photons can fail the no-track cut is when they combine
with a track from the underlying event. Using minimum bias data we measured the
efficiency of this cut (we used the same assumptions as in the isolation cut case)
[22] to be 95% for the data sample with luminosity L = 1 *1030cm-2S-l and 93% for
L = 3.16*1030cm-2S-1. Therefore, we use a 7% correction with 1% uncertainty for
charged tracks from the underlying events.
4.5 The Extra Strip/Wire Cut
The single and multiple meson backgrounds are all reduced by requiring that
there be no other photon candidates above 1 GeV in the CES. The efficiency of this
cut depends on the energy of the photon candidate. Fig. 4.7 shows the efficiency of
the cut for electrons measured in the 1985 test beam [23] and for electrons from W
boson decay (both simulated and measured). The efficiency of electrons from W decay
is lower than the extrapolation from the test beam electrons due to the radiation of
49
....,
:::J
U
�
(1)09<n .
:::J
o
(/)
w
U
'"0
� 0.8
(I)
s:
....,
-
o
>­
o
c
.� 0.7
o
;;:
-
w
1.1
160
Figure 4.7: The efficiency of the 2nd CES cluster cut as a function of electron energy
0.6
o Simulated W Electrons
6. Testbeom Electrons
o W Electrons
0.5
o 20 40 60 80 100 120 140
Calorimeter Energy (GeV)
for test beam electrons, and for electrons from W decay.
50
an extra photon in this physics process. The efficiency of the extra strip/wire cut
changes from 94% to 87% as the photon PT increases from 16 GeV [c to 40 GeV [c
[4] .
4.6 X2 < 20 Cut
Events were also eliminated if the single shower fit to the standard test beam
electron profile [23] had a X2 larger than 20. The details of this fit, which is the main
tool of the profile method, are described in chapter 5. The X2 < 20 cut provides
significant rejection against multiple photon backgrounds (particularly photons from
TJ decay) and is almost 100% efficient for direct photons.
4. 7 The Missing ET Cut
Cosmic ray muons can radiate a photon in the CEM and fake a photon signal.
The characteristic signature for this process is that there is no jet on the other side
of the event. The cosmic ray background was eliminated in the 1989 analysis [4] by
a missing-Ej- significance cut (missing ET divided by the square root of total ET).
The cut was rejecting all events with missing ET significance above 3. This is very
efficient for lower PT photons, but we have discovered that at higher PT, when jets
hit calorimeter cracks, the significance can be larger than 3.
This is demonstrated in Fig. 4.8, which shows the significance for photons
above 70 GeV. Thus, we would either have to vary this cut with photon ET or modify
it. We chose to use a variable used by the dijet and excited quark analyses: the
missing ET divided by the cluster ET (or photon ET in this case). Fig. 4.9 shows
this variable for photons above 70 GeV, there is a clean separation with a cut at 0.8.
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The separation gets worse steadily for lower PT photons, since the jet fluctuations
increase, as shown in Fig. 4.10 for photons from 18 to 25 GeV. Clearly there is a tail of
real photon events being lost above 0.8, and the figure shows our fitted extrapolation
for this loss, which we use to correct the data. Below 18 GeV there is no longer clear
separation between signal and background (Fig. 4.11), but the fraction of cosmic ray
events is getting very small, since the spectrum of cosmic rays is not as steep as that
of the direct photons (Fig. 4.12). The fraction of cosmic rays is dropping rapidly
with decreasing energy into the few percent level at 10-15 GeV, and then it increases
sharply because real direct photons start to be lost at an alarming rate due to jet
fluctuations. Therefore, we only apply the cut above 18 GeV, and estimate from
Fig. 4.12 that there is a 2.6% contamination of cosmic rays in the bin from 10-18
GeV, for which we correct the photon cross section downward.
We take as a systematic uncertainty 1/2 of the corrections mentioned above,
which ranges from 0 at high PT to 1.3% at 10-18 GeV.
4.8 Total acceptance
Finally, the total acceptance of prompt photons, including efficiencies for
all applied cuts, is approximately 38% with a small PT dependence. This is slightly
smaller than the acceptance of prompt photons in the 1989 measurement [4] (46%)
due to the effect of multiple collisions at the higher luminosities of the 1992-93 run.
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Chapter 5
Statistical Background
Substraction
5.1 Background Separation Techniques
After applying standard photon cuts, the main background in the measure­
ment of isolated direct photons is single isolated 7r0 and "l mesons, with smaller con­
tributions from other multi-x'' states.The dimensions of the detector and the shower
sizes do not allow a particle by particle identification. To separate the prompt sig­
nal from background statistically, two independent techniques were used: the profile
method and the conversion method.
In the profile method, we use the transverse profile of the electromagnetic
shower in the CES and fit it to a standard electron profile, obtained from the test
beam [23]. The X2, which is a measure of the goodness of the fit, is usually larger
for a neutral meson (poor fit) than for a single photon (good fit), because a neutral
meson produces on average wider electromagnetic showers.
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In the conversion method we count electron-positron pairs from photon con-
versions which produce hits in the CPR. This method is based on the fact that the
single photon conversion rate is lower than the conversion rate of two photons from
71"0 or 1J decay.
Both methods rely on a cut, which has different efficiency for signal and
background (given by €/' and €b). The efficiency of this cut (€) is then measured in
the data, and the number of signal events (N/,) is determined from the formula
(5.1 )
where Ntotal is the total number of photon candidates in the sample.
Equation 5.1 comes from
(5.2)
The statistical uncertainty on N/, is given by:
where
and
5.2 The Profile Method
The prompt-photon events have a single isolated photon shower in the
calorimeter. The background is composed of multiple photon showers with some
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spatial separation. The essence of the transverse shower profile method is to identify
a class of the events whose measured profiles are unlikely to be produced by a single
shower. For PT values above 15 GeV/ c it is not usually possible to resolve the indi-
vidual showers from the two photons from 7["0 decay. Therefore we use a statistical
subtraction of the neutral meson background. For a large enough sample of events
consisting of both single showers and 7["0 induced showers we evaluate the fraction of
7["0 events from the number of showers that are "too broad" to be consistent with a
single electromagnetic shower. The number of 7["0 showers that are indistinguishable
from single photons can be inferred from the measured number of the "broad" showers
using the characteristics of the 7["0 decay and of the detector.
To measure the transverse profile of electromagnetic showers we use the
central electromagnetic strip detector (chapter 3), which is positioned in the OEM at
shower maximum (� 6 radiation lengths). Fig. 5.1 illustrates the profile method. At
first , a simple algorithm selects seed channels which have energy above 0.5 GeV and
sums up the energy of a cluster around them containing 11 channels in both strip
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and wire planes.We use an effective threshold of 40 ADC counts (57.2 MeV) for the
inclusion of a channel energy in the energy sum of the cluster. Channels with energy
below this threshold are set to zero. The transverse energy distribution in the cluster
vs channel number is the transverse profile of the electromagnetic shower.
The expected electron transverse profile, which we use as a parent distribu-
tion for all fits, was obtained from the 1985 test beam data for 50 GeV electrons [23].
The strip and wire views of the standard profile depend differently on the position
of the shower. The wire profile is independent of the X position of the shower and
is symmetric about the shower center. Unlike the wire-view, the strip view has Z
position dependence and, therefore, is not symmetric. This dependence has pure ge-
ometrical origin and comes from the "widening" of the shower by a factor 1/sin(e),
when the electron is at angle e. This "widening" can be removed by a change of
coordinates
Z -+ Z' = Z sin ( e) ( 5.4)
Now, after determining the standard profile, we fit the transverse profile of
the electromagnetic shower by the standard profile and calculate the X2 :
(5.5)
where i is the cluster channel index, Yi is the measured profile (either strip or or wire)
normalized to unity, y{xi) is the standard electron profile, and a/ is the estimated
variance of the electron profile. After calculating the X2 for each CES plane, the final
X2 of the fit is defined as the average:
(5.6)
Fig. 5.1 shows the X2 distributions for simulated signal and background showers. The
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signal X2 distribution is significantly narrower.
The efficiency f of the profile method is defined as the fraction of photon
candidates with X2 < 4. This efficiency can be measured for data and determined from
simulation for direct photons and background. As we mentioned before, the multiple
photon background contains mostly single isolated 7r0 and TJ mesons with a small
fraction of other multipion states. To simulate the background correctly, we need to
know it's composition. The TJ /7r0 ratio was measured [24] by selecting two-photon
events and reconstructing their invariant mass. The production rate after relative
acceptance corrections was estimated to be TJ /7r0 = 1.02.
Fig. 5.2 presents the profile method efficiencies vs. photon PT. The circles
on the plot represent the 1992 data along with statistical errors; the squares represent
the 1989 measurement. The curves are the efficiencies of the simulated signal and
background. The data, which is a mixture of signal and background, has efficiencies
lying between the simulated curves. Three points on the plot at PT < 10 GeV are
very close to the background curve because of very high background contribution
at low PT. These points are not used in our cross section measurement. Using the
efficiencies in each bin for data simulated signal and background, we can calculate
the fraction of prompt photon events from Eq. 5.1. As we will see in chapter 7, the
systematic errors associated with the profile method are very large and therefore we
use the profile method only for 10 < PT < 16 GeV. For PT > 16 GeV we use the
conversion method, which is discussed below.
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5.3 The Conversion Method
The conversion method uses the fact that one of the two photons from a 7r0
will convert in the coil material with higher probability than a single photon. The
data (a combination of signal and background), will thus have a hit rate somewhere
between these two values, and the algebra to determine the fraction of single photons
from the data is given by Eq. 5.1. This is represented schematically in Fig. 5.3: direct
and secondary photons pass the coil material, which has 1.07 radiation lengths, and
some of them are detected in the CPR. Generally, the conversion probability for direct
and secondary photons can be obtained from:
P - 1 -tx;T - - e 9 (5.7)
and
(5.8)
but there is a number of corrections which have to be made and are discussed below.
For the conversion method, e is the fraction of photon candidates which
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produce a pulse height greater than that of a 1 minimum ionizing particle in the
CPR within a 66 mrad "window" (5 CPR channels) around the photon direction.
(For reference, the minimum separation of the photons from a 25 GeV/c 7["0 is 11
mrad). The expected values of E are derived from the equation:
7
E = 1- EXP(-gXoN-r(PT)P) (5.9)
where Xo is the amount of material in the solenoid coil, P is the photon pair pro-
duction cross section, which has a slight energy dependence, and the term N,(PT) is
the effective number of photons detected within the CPR "window". Clearly, for a
single direct photon N,(PT) = 1. For low energy 7["°'S and 'fJ'S the separation between
the two photons is large enough that only one photon is in the "window". We also
consider the other multiphoton decays of the 'fJ and Ks. These are all displayed in
Fig. 5.4, which shows the average number of detected photons in the "window"
versus particle PT. All decay modes come to a plateau at high PT, which corresponds
to the situation when all photons are within the window all the time.
To estimate the true photon pair production cross section P, we reviewed
theoretical calculations [25], GEANT [26], and EGS [27]. We have found that neither
GEANT nor EGS reproduces the pair production cross section predicted by the review
article [25] (reference in the particle data book). The EGS manual says that the cross
section in [25] is more accurate, and the GEANT manual states that its cross sections
are only good to 5% or so. Given this situation, we have modified the CDF simulation
program, QFL, to use the exact cross section given by [25]. The difference between
GEANT and [25] is shown in Fig. 5.5.
We also have done a careful accounting of the material in the solenoid magnet
and find that it is 1.07 radiation length thick at 90°, including the outer wall of the
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CTC and the CDT tubes. The complete chart of the material available for photon
conversions at 900 is given in Tab. 7.1. We also made corrections for the angular
increase of the amount of material at smaller angles.The angular dependence is shown
in Fig. 5.6.
For low energy photons it is possible for part of the electromagnetic shower to
travel at very large angles, almost backwards, with respect to the incoming photon.
These photons can convert or Compton scatter and give a hit in the CPR. This
effect is not included when considering the normal photon conversion in the solenoid
material. Therefore we used GEANT to make an additional correction. Fig. 5.7
shows an example of a GEANT generated event in which a backscattered photon is
producing a hit in the CPR.
Finally, we have to apply additional corrections due to CPR hits coming
from underlying events and for dead CPR channels. We have measured the number
of conversions in minimum bias events and find that there is a 3.75% chance of hit in
a 5 channel window. From scanning these events it appears that hits come from soft
(10-200 MeV) photons. The dead region in CPR amounts to 1.63%.
Figure 5.8 shows the measured efficiencies for the 1992 data along with
efficiencies for signal and background which are obtained from simulation. Both
simulated curves include all discussed corrections. The simulated photon curve does
not have a PT dependence, while the PT dependence for background is weak for high
PT, when all secondary photons are within the CPR "window" and the approximation
given by Eq. 5.7 is valid. For low PT the ratio of signal to background in the data
is less than 1/10.The first three data points are actually crossed by the background
curve (Fig. 5.8). Therefore the conversion method cannot be used in the low PT range
(see chapter 6). At high PT, by applying equation 5.1 we can calculate the number
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69
2
.
.....
.
. .
.
.
..
.
.
..
.
.
: :
yi
.::._ �i?·
'..: ;AJ..
: :'.;.
Figure 5.7: A single photon shower in Geant, with a backscattered photon giving a
CPR hit. The photons are dashed and the electrons are solid.
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of direct photons in each PT hin.
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Chapter 6
Direct Photon Cross Section
At this point, from the number of prompt photons (NJ in a bin oftransverse
momentum (�PT) and a range of pseudorapidity (�17), along with the acceptance
(a) for that bin and the integrated luminosity (£), we can obtain the isolated prompt
photon cross section:
d2(J" N,
dPTd17 �PT�17a£ (6.1)
The cross section is averaged over the pseudorapidity interval 1171 < 0.9
(�17 = 1.8). As mentioned in chapter 4, the integrated luminosities for the 3 trig­
ger thresholds of 50, 16, and 6 GeV are 19.74, 18.14, and 0.056 pb-l, respectively,
including the effect of prescales, and the total acceptance is approximately 38% with
a small PT dependence. The bin sizes were chosen to maintain sufficient statistics to
perform background subtraction.
Direct photon cross sections, evaluated from Eq. 6.1 using the profile and
conversion methods, are compared in Fig. 6.1. The plot shows that the agreement
between the cross sections produced by the two background subtraction methods is
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good to about 5%. The final direct photon cross section is a combination of the cross
section obtained from the profile and conversion methods.
The conversion method has the advantage of a much smaller systematic
uncertainties (chapter 7) and an unlimited PT range. The profile method has the ad­
vantage of a better separation of signal and background than the conversion method
in the low PT region. The conversion method cannot be used in the low PT region,
because the ratio of the signal to background is 1/10 and the method becomes statis­
tically weak. Thus, we use the profile method below PT = 16 GeV and the conversion
method above it. The final combined cross sections along with the number of events,
number of photons after background subtraction, and statistical uncertainties are
tabulated in table 6.l.
Figure 6.2 compares the final direct photon cross section with the published
1989 direct photon cross section measurement at CDF [4]. The agreement is good,
although it is apparent that the first bin of the 1989 data is somewhat high.
Figure 6.3 shows the comparison between the data and the NLO QCD pre­
diction [10] derived using CTEQ2M parton distributions [9] and the renormalization
scale I-L = PT. There is good qualitative agreement over many orders of magnitude
between data and theory, although the data have a steeper slope than the calculations
at low PT. We will discuss this problem in chapter 8 after reviewing of the systematic
uncertainties of the measurement.
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Figure 6.1: Comparison of direct photon cross sections using the profile and conversion
background subtraction methods. The agreement between these cross sections is
within 5%.
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PT Bin PT # Events # Photons d2uldPTdT/ Stat. Err.
(GeV Ic) (GeVIc) (pb/(GeV Ic)) %
10-16 12.3 3982 897 4.46 X 103 9.3
16-18 17.0 30046 13943 1.30 X 103 2.9
18-20 19.0 28165 14675 8.05 X 102 2.6
20-22 21.0 17427 9064 4.58 X 102 3.3
22-24 23.0 10923 6033 3.08 X 102 3.8
24-26 25.0 7042 4362 2.26 X 102 4.3
26-28 27.0 4642 3118 1.63 X 102 4.9
28-30 29.0 3169 2012 1.06 x 102 6.1
30-32 31.0 2240 1433 7.67 x 101 7.2
32-36 33.9 2883 1974 5.37 x 101 6.0
36-40 37.9 1548 1110 3.09 x 101 7.9
40-44 41.9 942 722 2.05 x 101 9.5
44-55 48.9 1135 710 7.61 x 10° 10.0
55-72 62.4 659 564 3.09 x 10° 10.2
72-92 80.8 205 184 9.11 x 10-1 17.4
92-152 114.7 95 90 1.63 x 10-1 25.2
Table 6.1: Cross sections calculated using the profile and conversion methods are
tabulated along with the statistical uncertainties.
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Figure 6.3: The direct photon cross section compared to the NLO QeD prediction.
There is good qualitative agreement. However, the data have a steeper slope at low
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Chapter 7
Systematic Uncertainties
7.1 Calibration of the CPR Conversion Probabil­
ity
The systematic uncertainties in the prompt photon cross section measure­
ment are dominated by the uncertainties in the background subtraction, which are
due mostly to uncertainties in E')' and Eb. For the conversion method, the precision of
the E')' and Eb is limited by the uncertainty of the amount of material in the front ofthe
CPR. The expected amount of material along with the corresponding uncertainties
is given in the Table 7.1, which shows that the amount of material is only known to
within a few percent.
To estimate the conversion method uncertainty we reconstructed 7r0, 17 and
p± mesons decaying to photons and measured the CPR hit rate efficiency for these
photons. We then compared the measured efficiency with that expected from a Monte
Carlo simulation for the assumed amount of the material in Table 7.1. The disagree­
ment between the measurement and simulation was used as a measure of the system-
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Inner Radius Description Composition Thickness Radiation Uncertainty
(em) (em) Lengths (Xo) Estimate (Xo)
137.40 CTC Outer Wall Al 0.793 0.0891 0.009
138.60 CDT Fe 0.186 0.1057 0.011
142.90 Cryostat Wall Al 0.700 0.0787 0.011
145.40 Inner Rad. Shield Al 0.232 0.0261 0.003
148.10 Coil Al 0.456 0.0512 0.005
148.56 Superconductor-l-Ou NbTi+Cu 0.153 0.1071 0.005
148.71 Coil Al 1.367 0.1536 0.002
150.08 Coil FRP G10 0.280 0.0144 0.001
150.36 Coil Al 1.600 0.1798 0.002
164.45 Outer Rad. Shield Al 0.227 0.0255 0.003
164.70 Cryostat Wall Al 2.000 0.2247 0.011
172.50 CPR Cover G10 0.159 0.0082 0.001
172.66 G 1 0 Cu Cladding Cu 0.015 0.0107 0.001
TOTAL 1.0748 0.023
Table 7.1: The amount of material available for photon conversions at 90 degree
incidence.
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atic uncertainty for ei: The systematic uncertainty for E-y can be easily calculated
from the systematic uncertainty of Eb, because of the complete correlation between
these uncertainties.
We will start the description of this analysis with the reconstruction of the
7r0, ", and p± meson peaks. The reconstruction of 7r0 and", mesons decaying to two
photons [28] was performed using the events of the 6 GeV level 3 trigger and the
invariant mass formula:
(7.1)
where E1 and E2 are the photon energies and 012 is the angle between the two photons
in the laboratory frame. The cos 012 can be expressed in terms of the CES X and Z
coordinates:
II
R2 + ZlZ2 + X1X2
cos 012 = -r============================
.j(R2 + z/ + X/)(R2 + Z12 + X22)
Using IGESxl < 17.5 em and IGESzl < 217 em fiducial cuts, the 7r0 and", peaks are
(7.2)
clearly seen (Fig. 7.1).
The main background to 7r0 and ", mesons are the single photon showers
which have fluctuated to produce the second CES strip cluster in an adjacent tower.
To reject single photon showers an energy asymmetry cut was used. The two photon
energy asymmetry is defined as:
(7.3)
where E1 and E2 are the energies of the two photons in the CEM. Fig. 7.1 shows
the affect on the mass distribution of a cut on the asymmetry at Asymmetry < 0.75
and at Asymmetry < 0.5. We used the 0.75 cut for ", mesons, which has two well
separated photons and the contribution of single photon showers is not so significant,
81
Affect of 2')1 Energy Asymmetry Cut
(I)
+--'
C
Q)
�2400
Entries 40471
No Asym Cut
Asym<O.75
Asym<O.5
2000 ""
I
I
1600
1200
800
400
0.2 0.4 0.6 0.8 1 1.2
2')1 Mass (GeV)
1.4
Figure 7.1: The two photon invariant mass distribution without photon asymmetry
lEI - E21/(EI + E2) cut (solid line), requiring asymmetry < 0.75 (dashed line), and
with asymmetry < 0.5 (dotted line).
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and the 0.5 cut for 7r0 mesons to eliminate the single photon background as much as
possible.
To select p± mesons decaying to 7r07r± [29] we looked for events with a single
charged track in association with an electromagnetic shower. As 7r0 candidates we
used electromagnetic clusters from the ELES bank (isolated 16 GeV level 3 trigger)
which passed standard single photon cuts, and as 7r± candidates we used charged
tracks from the TRKS bank which passed track quality cuts. The invariant mass for
all such combinations was reconstructed. To separate p± events from a combinatorial
background two additional cuts were used:
1) The charged track was required to have PT > 1.1 GeV/c. After applying
this cut a p± peak is observed (Fig. 7.2 (b)) .
To suppress the background further and make the p± sample cleaner we also required
2) cos 8* < -0.88 , where cos 8* is an angle between the 7r± direction in
the 7r±7r0 CMS frame and the 7r±7r0 direction in the lab frame. The requirement
of small cos 8* selects the combinations of energetic 7r°'S and low-energy 7r± and
therefore optimizes the resolution of electromagnetic clusters in the calorimeter and
of charged tracks in the tracking chambers. Fig. 7.2 (d) demonstrates this statement
by comparing p± invariant mass distributions obtained from Monte Carlo simulation
using a cos 8* < -0.88 cut (solid line) and a cos 8* > -0.88 cut (dashed line). The
peak of simulated events which passes the cos 8* < -0.88 cut is significantly sharper.
The final reconstructed mass distributions in the 7r0, "I, and p± regions are
shown in Figs. 7.3, 7.4, and 7.5 respectively. We used a Gaussian signal and cubic
background to fit the 7r0 distribution, a Gaussian signal and linear background for
the "I meson, and a Breit-Wigner signal and quadratic background for the p± meson.
In all the plots the solid curve shows how the signal plus background fits the data
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Figure 7.2: ( a) 7l"±7l"0 invariant mass distribution (b) Mass distribution for the events
that passed the PT(7l"±) > 1.2GeVjc cut (c) Comparison of the measured cos 8* distri-
bution (solid line) with the same distribution from a Monte Carlo simulation (dashed
line) (d) Mass distribution of Monte Carlo p± events with cos 8* < -0.88 (solid line)
compared to the events with cos 8* > -0.88 (dashed line),
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and the dashed curve corresponds to the background. (Fig. 7.5 also shows the Breit-
Wigner signal in the p± region using dotted curve). The mean measured masses are
in reasonable agreement with the particle data group (PDG) [30] values: 0.139 GeV
(measured) and 0.135 GeV (PDG) for 7r0, 0.538 GeV (measured) and 0.547 GeV
(PDG) for 1/, and 0.780 GeV (measured) and 0.768 GeV (PDG) for p±.
After reconstructing the meson peaks we divided the invariant mass distri-
butions into two regions: the peak region, mostly dominated by the signal, and the
sideband region, dominated by background. The vertical solid lines in the plots define
the signal region: 0.10 GeV < M < 0.17 GeV for 7r0, 0.65 GeV < M < 0.75 GeV for
1/, and 0.56 GeV < M < 0.9 GeV for p±. The sideband regions are defined by the
vertical dashed lines: 0.08 GeV < M < 0.10 GeV and 0.18 GeV < M < 0.23 GeV for
7r0, 0.35 GeV < M < 0.45 GeV and 0.65 GeV < M < 0.75 GeV for 1/, and 0.95 GeV
< M < 1.95 GeV for p±.
Now we can measure the hit rate efficiency in the CPR for events from the
peak and sideband regions. The fractions of events with a CPR hit vs. invariant mass
for 7r0, 1/, and p± decays are shown in Figs. 7.6, 7.7, and 7.8 respectively. Again, the
solid and dashed vertical lines separate the peak and background regions. Using the
signal and background fitting functions we can calculate the number of signal Nsignal
and background Nback events in the peak region. After that, the neutral meson hit
rate efficiency can be calculated from the sideband subtraction formula:
( )
Nback
fneut.meson = fpeak + fpeak - fback Nsignal
(7.4)
where fpeak and fback are the measured hit rate efficiencies in the peak and sideband
regions respectively. The statistical error for the hit rate efficiency can be calculated
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by using the following formula:
2 (NbaCk)2 2 (NbaCk)2 2Uneut.meson = 1 + � Upeak + � Ubackp p (7.5)
To estimate the systematic error of the CPR hit rate efficiency measurement
we varied the selection cuts and widths of the signal and background regions. Finally,
the measured CPR hit rate efficiency for 7r°'S, 1]'S, and 7r°'S from p± decays are:
P7r = 0.842 ± 0.008, Pry = 0.831 ± 0.012, and Pp = 0.836 ± 0.01.
The expected conversion rates of 7r0, 1], and p± can be obtained from Monte
Carlo simulation using the amount of material from Table 7.1. To compare the
expected hit rate efficiencies with measured ones, we need to apply additional cor-
rections. First, we have to apply a correction for events which have a CPR hit due
to the underlying event. The total probability of getting a CPR hit from the un-
derlying event is 7% (obtained from minimum bias approximation for the underlying
event). We also have to take into the account the 1.63% dead region correction for
the CPR . After applying these corrections, the expected hit rate efficiencies are:
PEX P,r. = 0.847 ± 0.006, PEX P,ry = 0.842 ± 0.006, and PEX P,p = 0.834 ± 0.004.
Table 7.2 shows how good is the agreement between the measured and pre-
dieted rates in all three cases. We also compared the measured and expected hit rate
efficiencies for different angles (which translates to different amount of material) and
different photon energies (by changing the effective number of photons in the CPR
"window"). For all combinations the agreement was good. Therefore we use 0.006
for the uncertainty in €b. This translates into the 0.0078 uncertainty in €'1" and is
completely correlated with the €b uncertainty. Finally, these uncertainties give 7%
systematic error for the conversion method in the cross section measurement at 16
GeV[c PT, and 4.5% at 100 GeV[c.
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Meson Measured Expected Difference
7r0 0.842 ± 0.008 0.847 ± 0.006 -0.005
", 0.831 ± 0.012 0.842 ± 0.006 -0.011
p± 0.836 ± 0.010 0.834 ± 0.004 +0.002
Table 7.2: Comparison of the measured and expected hit rate efficiencies for neutral
mesons.
7.2 Systematic Uncertainties in the Profile Method
The systematic uncertainties in the profile method are much larger compared
to those in the conversion method. In the low PT region, photons from a 7r0 are quite
well separated and therefore the systematic errors are relatively small, but at high
PT, the systematic errors in the profile method rise up to 70%. This is the reason
why we use the profile method only for the first bin of PT (10-16 GeVIc), although
the two methods agree with each other to within 5% in the 16-30 GeVic range.
There are three main sources of systematic uncertainty in the profile method:
shower fluctuations, shower shape, and gas saturation in the CES [31]. Like in the
conversion method, these uncertainties in the background are completely correlated to
the corresponding photon uncertainties. The systematic errors in the profile method
are evaluated by varying the source of uncertainty in the QFL simulation [32] and
propagating this variation to the direct photon cross section. Below we discuss each
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uncertainty in succession.
The shower maximum occurs deeper in the CEM for the photon induced
showers than for electron induced showers. Therefore, the number of shower electrons
passing through the CES in photon induced shower is less than that for electrons.The
simulation accounts for this by increasing the position of the shower maximum by
f1T = 0.6 radiation lengths in the test beam electron parameterization. f1T = 0.6
is in reasonable agreement with a GEANT simulation, but the Particle Data Group
[30] estimates f1T = 1.0. The difference between the photon chisquared efficiency
for f1T = 0.6 and f1T = 1.0 gives the absolute change in efficiency shown in 7.9 (a),
which we use as a conservative systematic bound.
The profile method is sensitive to the the shape of the profile being fit. Any
difference between photon and electron profiles and uncertainties in the amount of
material in front of the CES will change the efficiencies. To estimate the sensitivity
to variations in the standard profile shape, test beam electron showers were measured
with different amounts of material in front of the CES. It was found that, as the
amount of material increases the shape changes and the fit worsens, reducing the X2
efficiency linearly. The same linear relation, but with opposite sign, was determined
for decreasing the amount of material. The difference in the efficiencies between
the two measurement points, which were 0.55 radiation lengths apart, was used as a
conservative systematic bound. The absolute difference between these two efficiencies,
along with statistical errors, is shown in Fig 7.9 (b).
The CES X2 is sensitive to the normalized profile, which changes if the central
channel pulse height is reduced because of saturation of the signal at large values of
gas gain. Such saturation was measured in the test beam data [23] . The test beam
data used in the simulation had little or no saturation because they were acquired at
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a relatively low high-voltage (1390 Volts). The effect of the saturation is installed in
the QFL detector simulation as a correction, and the correction is estimated for the
nominal voltage in BO (1450 Volts). The correction K is measured by comparing the
80% efficiency cut-point of the X2 distribution for test beam data acquired at 1470
Volts to that at 1390 Volts, for 10 GeV and 50 GeV electrons. For 50 GeV electrons
Ks = 1.12 ± 0.03 (7.6)
For arbitrary energy, the correction is extrapolated linearly with energy, assummg
that there is no correction at 10 GeV:
E -10GeV
K = 1 + iK, - 1) 50GeV _ 10GeV (7.7)
The absolute difference between the photon efficiency with and without correction is
shown in Fig 7.9 (c). The errors in the points are statistical. Since this procedure is
rather qualitative, we take as systematic uncertainty the value of the correction.
Fig. 7.9 shows that the systematic uncertainties for shower fluctuations and
gas saturation rise sharply with energy, but at low PT they are not so large and the
total systematic uncertainty in the 10-16 GeV/ c bin is 16%.
7.3 Other Systematic Uncertainties
In this section we give a short overview of other systematic uncertainties in
the direct photon cross section measurement.
As we mentioned in chapter 5, the background efficiency depends on the
ratios of the particles it contains. The uncertainty in the knowledge of the background
composition is a source of systematic error. The dominant error is the knowledge of
the production ratio of 1/ to 7r0 mesons. The 1//7r0 ratio was measured by selecting
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events in which the 7J or 71"0 decay into two photons [24] and correcting for the relative
acceptance using a Monte-Carlo simulation. The uncertainty in the 7J I 71"0 ratio was
found to be 25% and leads to a cross section uncertainty of 2% at 16 GeVic and 0.2%
at 100 GeV [c,
The composition of background sources was checked in a sample of events
with the same photon cuts as the data but with the isolation cut slightly relaxed.
This check showed agreement with the expected value within the uncertainty in Eb
quoted above.
For the backscattered photon and electron we use only half of the correction
(chapter 5) as systematic uncertainty. This gives a systematic error in the cross
section of 2% at 16 GeV Ic and 7% at 100 GeV[c.
The uncertainty in the PT scale is less than 1 %, the same as that in the W
boson mass measurement [33]. When this is convoluted with the falling spectrum, it
results in a cross section uncertainty of 4.5%.
Finally, there are additional uncertainties due to luminosity (3.6%) and to
selection efficiencies (4.8%). The full set of systematic uncertainties for the direct
photon cross section is given in the Table 7.3.
7.4 Total Systematic Uncertainty
The total systematic uncertainty as a function of PT along with statistical
errors is presented in Table 7.4.
Due to sixfold increased luminosity, detector and trigger upgrades and usage
of the conversion method, the uncertainties of the present measurement are signifi­
cantly smaller compared to the uncertainties of our previous measurement [4]. Ta-
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Source of uncertainty Syst. error at low PT Syst , error at high PT
Conversion Method 7% 2%
Profile Method 30% -
Backscattering 2% 7%
'TJ/7r 2% 0.2%
Luminosity 3.6% 3.6%
Energy Scale 4.5% 4.5%
Cut and Trigger Efficiency 4.8% 4.8%
Table 7.3: Uncertainties of direct photon cross section measurement vs. PT.
PT Bin (GeV) 10-16 16-18 18-20 20-22 22-24 24-26 26-28 28-30
Statistical Err. (%) 9.3 2.9 2.6 3.3 3.8 4.3 4.9 6.1
Systematic Err. (%) 16 10 10 10 10 10 9 9
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PT Bin (GeV) 30-32 32-36 36-40 40-44 44-55 55-72 72-92 92-152
Statistical Err. (%) 7.2 6.0 7.9 9.5 10.0 10.2 17.4 25.2
Systematic Err. (%) 9 9 9 9 9 10 10 11
Table 7.4: Uncertainties of direct photon cross section measurement VS. PT.
ble 7.5 compares the statistical and systematic uncertainties of our measurement with
those of other direct photon cross section measurements.
CDF UA2 UA1 DO (prel.) E706
Statistical Error 2.6 % 6% 9% 15% 16-54%
Systematic Error 10 % 21% 29% 50% 16-26%
Table 7.5: Comparison of our uncertainties with those on other experiments.
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Chapter 8
Discussion of the Results
8.1 Comparison with the QCD Predictions
The cross section measurement can now be compared with QCD calculations
to see how well the data and the underlying theory constrain parton distributions,
particularly the gluon distribution. As we mentioned before (chapter 6), the results
of the measurement agree qualitatively with NLO QCD predictions over many orders
of magnitude, but the data have a steeper slope at low PT (Fig. 6.3).
The visual comparison between data and theory is aided by plotting the
ratio (data-theory)jtheory on a linear scale. As a default theory we use NLO QCD
calculations [10] with the CTEQ2M [9] set of parton distributions. The theoretical
calculations also include the isolation cut as well as corrections for the bremsstrahlung
process [34]. The first set of comparisons is displayed in Fig. 8.1 for the CTEQ2M
structure function with different renormalization scales. The band at the bottom of
the plot shows the systematic uncertainty of the data, which is nearly 100% point
to point correlated. Fig. 8.2 compares the data with theory using different parton
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Figure 8.1: The prompt photon cross section measurement is compared with NLO
QCD predictions using the CTEQ2M structure function and various renormalization
scales. Shown at the bottom is the data systematic uncertainty band, which is nearly
100% correlated point-to-point and includes normalization uncertainties.
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distributions: CTEQ2ML [9], which produces mostly a shift in normalization, and
MRSD- [35], which shows little change.
Both plots display a distinct shape difference at low PT between data and
theoretical predictions regardless of what choice of theoretical parameters or parton
distributions are used. Since the systematic error band is an overall scale uncertainty,
the shape change allowed in the data by systematics is very small. This means that
the clear deviation from the NLO QCD predictions below PT ::::; 20 GeV is not the
result of uncertainties in the measurement.
It is interesting to note that a direct photon measurement by UA2 [36] also
shows stronger rise for small XT than the theoretical cross section. On the other
hand, there seems to be good agreement between NLO QCD predictions and the
preliminary Tevatron DO results [37], which however have sizably larger errors than
the CDF data. Below we discuss some possible physical interpretations of the small
XT discrepancy and analyse the uncertainties in the theoretical predictions.
8.2 Extraction of a New Gluon Structure Func­
tion
One obvious way to bring the theoretical predictions to agreement with the
data is to change the gluon structure function of the proton without any additional
theoretical corrections. The explanation for the disagreement would then be that for
the first time we are measuring the gluon distribution inside the proton in a fractional
momentum range where it has not been measured well previously. In order to check
that possibility, we extracted new gluon structure functions using our data. Figure 8.3
shows how our experimental results agree with the NLO QCD predictions evaluated
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with the standard CTEQ and one of the extracted gluon structure functions, which is
designated by the abbreviation "fc54". Figure 8.4 shows both structure functions vs
gluon x. The new gluon structure function dominates at z below 0.1, but for x > 0.1,
the region of fixed target experiments, CTEQ has higher gluon density.
To check how well the gluon distributions are explaining experimental re­
sults, a global fit of NLO QCD predictions evaluated with CTEQ and fc54 was made
to a set of current experimental data. This data set includes various collider as well as
fixed target experimental measurements of processes which involve the gluon struc­
ture function. Table 8.1 compares the results of this fit for the CTEQ and the fc54
gluon structure functions. CTEQ has smaller X2 due to better agreement with the
data for x > 0.1, while fc54 fits better experimental results for z < 0.1 but does not
perform well for fixed target data. As a result, the X2 of the global fit with fc54 is
higher.
Gluon Structure Functions Total X2 Number of Points
CTEQ 777 872
fc54 828 888
Table 8.1: Fit X2 of CTEQ and fc54 gluon distributions applied to a set of current
experimental data.
This problem can be avoided by adding a third parameter to the gluon
structure function (for comparison, quark structure functions usually have five free
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parameters). However, low - PT inclusive jet cross section measurements at CDF [38]
agree well with NLO QCD predictions with a standard gluon structure function".
Therefore, we conclude that the main source of the disagreement is not due to the
gluon structure function.
8.3 Additional Theoretical Corrections
One possible candidate for the difference between data and the QCD calcu-
lation can be the bremsstrahlung process, when the photon is emitted quasi collinearly
by a parton. Although such a term appears only when calculating the higher order
diagrams, it becomes prevalent for low PT. As we mentioned in chapter 2, for photons
with pseudorapidity "I = 0 and PT = 15 GeV/c, the bremsstrahlung contributes as
much as (60-70)% to the total cross section. The isolation cut reduces appreciably
the bremsstrahlung contribution, but the latter may nevertheless remain significant
at small x. However, the measurements of the bremsstrahlung process at LEP [39]
show good agreement with NLO QCD predictions, and thus the hypothesis that the
disagreement between data and theory may be caused by the bremsstrahlung process
seems unlikely. Recently, new additional calculations for the bremsstrahlung process
were performed for diagrams which are suppressed for e+ e
"
photoproduction at LEP
but might contribute to the pp photoproduction at the Tevatron [40]. Figure 8.5 com-
pares the fit to the data with the NLO QCD predictions with (triangles) and without
(circles) the new bremsstrahlung corrections. This plot shows that the contribution
of these corrections is not substantial.
Another process which is necessary to take into the account in direct pho-
1 It is necessary to mention, however, that NLO QCD predictions for inclusive jet production at
CDF do not include kr smearing corrections.
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toproduction is the charm induced contributions coming from cg � ,c. This process
is negligible for fixed target experiments but cannot be ignored in the case of col­
lider photoproduction. However, neither the calculations which employ the massless
charm quark distribution nor the LO heavy charm photoproduction can eliminate the
disagreement.
We also performed calculations for hard diffractive photon production based
on the renormalized diffractive model [41]. This process, which is not included in the
NLO QeD calculations, contributes a few percent in low-PT cross section and does
not significantly alter the results.
Another source of uncertainty which exists in the theoretical calculations
is the kr smearing, based on the idea that the colliding partons have some initial
transverse momentum kT with respect to the incoming hadrons. Since the invariant
cross section falls at the rate of an order of magnitude per few GeV of PT in the low
PT region, it would not take a large amount of smearing to have a significant effect.
The main problem in this approach is that the amount of < kT > is model-dependent
and strongly affected by the amount of QeD dynamics included in the calculation.
The estimated value of < kT > varies between 300 MeV from the parton model and
uncertainty principle to 860 MeV from LO QeD calculations for the process q7j �
1+ 1-, and is reduced to 600 MeV for the same process using NLO QeD calculations.
The < kT > smearing value can also be estimated by examining the PT imbalance
of diphoton states. Fixed target experiments, which are extremely sensitive to the
amount of smearing due to their rapidly falling PT spectra, find that < kT > is
slightly greater than 1 GeV (E706 [42]) or slightly smaller than 1 GeV (WA70 [43]).
The wide range of the < kT > values for different processes and energies shows
that the smearing effect involves more dynamics than the naive Fermi motion of the
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partons confined in the proton. More likely, the main source of the smearing is the
multiple gluon emission which contains both perturbative and non-perturbative parts.
Smearing due to multiple gluon emission can be simulated by the QCD Monte Carlo
simulation program PYTHIA [44]. It was found [45] that the NLO QCD predictions
for diphotons have to be smeared with < kT >= 3 GeV to reproduce the PYTHIA
results. This is the amount of < kT > which brings the QCD predictions in agreement
with COF and UA2 single photon results. Even more interesting, simulation of direct
photon production by PYTHIA shows that the ratio of the cross sections with the
initial state gluon radiation switch turned on/off looks very similar to the ratios of
data/theory for the CDF direct photon cross section.
8.4 Conclusions
Several conclusions may be drawn from these comparisons .
• The data are in general agreement with the QCD predictions over a wide range
in PT. However, the observed slope at low PT is not reproduced by the theory,
no matter what choice of theoretical parameters or parton distributions are
used .
• A new gluon structure function extracted from our data explains better the
experimental results in the range 0.01 < x < 0.1. However, there is substantial
disagreement with fixed target experimental results in the region 0.1 < x < 1,
where standard gluon structure functions work better; also, the inclusive jet
cross section measurement at CDF does not support higher gluon densities at
small x.
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• The recent higher order calculation of the bremsstrahlung process in pp colli­
sions indicates a slightly steeper slope at low PT, but cannot account for the
disagreement completely.
• Additional corrections to the inclusive prompt photon cross section due to hard
diffractive photoproduction and charm photoproduction are fairly small.
• The NLO QCD predictions have to be modified to include the effect of kT
smearing. Unfortunately, the amount of < kT > smearing is model dependent
and varies from 300 MeV to 3 GeV, which is close to what is needed to bring
our results in agreement with NLO QCD. New Monte Carlo simulations of the
initial state gluon radiation show that the discrepancy between data and theory
is eliminated by applying such corrections .
• We clearly need a better understanding of the soft, non-perturbative physics.
Today's experiments are mature enough not only to test Quantum Chromo­
dynamics on the hard-interaction level, but also to provide very important in­
formation about the underlying dynamics. The precise photon cross section
measurement at CDF is a good example of this statement. It probes the gluon
structure function of the proton and at the same time gives us the possibility
to learn more about the underlying non-perturbative physics.
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