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Weber’s parabolic cylinder equation, 
(@Y/W + [v + 4 - @s/4)1 y = 0, 
has as solutions the ‘parabolic cylinder functions, 
(*I 
D,(z) - Z” exp( -z2/4), z++cO. (**) 
The expansion (* *) is generally not valid for z + - cc. This situation leads 
to the so-called “lateral connection problem” for (*). A novel method of 
solution of this problem based on the Hadamard factorization theorem applied 
to the “lateral connection coeflicient” is given. Unlike previous methods, 
explicit contour integrals for D,(z) are not required. 
I. INTRODUCTION 
The parabolic cylinder function D(v, z) is the solution of Weber’s parabolic 
cylinder equation, 
[d2 D(v, x)/dz2] + [v + $i - (,x2/4)] D(v, z) = 0, 
uniquely determined by the asymptotic boundary condition 
(l.la) 
D(v, .z) N zv exp( --x2/4), (l.lb) 
valid as / 2; j + co, 1 arg z 1 < 3-rr/4. C om pl ementary to this sector the 
expansion (l.lb) generally ceases to be valid. Other asymptotic forms are 
valid there, however, and their determination constitutes what is called the 
“lateral connection problem.” 
One way to solve the lateral connection problem for D(v, z) is to use the 
explicit contour integral representation due to Whittaker [7]. By deforming 
the path of integration of the contour integral we obtain asymptotic expansions 
for D(v, z+) in sectors together covering a full neighborhood of the point at 
infinity. Another method of solution is described in Whittakcr and Watson [S, 
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Chapter 161. There the idea is to first solve the “central connection” problem 
for D(v, 2). That is, they show how to evaluate D(Y, r), so far defined only 
by its asymptotic form at infinity, in the finite plane. Specifically, they define 
D(v, z) in terms of the FV confluent hypergeometric function (Whittaker’s 
function). But they had already obtained a power series representation for 
Whittaker’s function by evaluating that function’s Me&n-Barnes integral 
representation via the residue calculus. This carries over to a series representa- 
tion for D(v, 2) (about .s = 0), thus, solving the central connection problem. 
They then proceed as follows. 
(a) Note that other (mutually independent) solutions of (l.la) are, for 
example, D(v, -z) and 0(-v - 1, ix), where 
D(v, -z) N eiTz~ exp(--x2/4), 1 arg(--x)1 < 3m/4, (1.2a) 
qvv _ l&) - e-~v+l)i~/2~-Y-l exp(x2/4), j arg(ix)] < 3a/4. (1.2b) 
(b) The general theory of linear homogeneous systems implies1 
Q(z) = 44 Q(-4 + P(v) L-l(~4, (1.3a) 
D;(z) = a(v) D,‘(--z) + B(v) DL,&$ (1.3b) 
where ’ denotes differentiation with respect to z. Thus, IX(V) and ,8(v) may be 
determined if D,(z,,), Dy’(z,,), D,(--z,,), etc. are known at any point x, . The 
power series representations mentioned above permit such evaluations. 
(c) Once a(v) and /3( ) v are known, the solution to the lateral connection 
problem for D,(x) follows from (1.2) and (1.3). 
Both these methods depend on the availability of quite explicit contour 
integral representations for D(v, x). Olver [5] describes a method which uses 
only an elementary type of integral representation and obtains solutions to the 
lateral connection problem for an even more general class of equations than 
(l.la). But his connection formulae are approximate only, albeit they do 
contain exact error bounds. 
In this paper we develop a method which requires only an elementary 
integral representation for D(v, z) but which yields exact connection formulae. 
We ought to note, however, that the present method does make use of the 
recurrence relations for D(v, z) and so its applicability to other problems for 
which recurrence relations are not easily conjectured is not obvious. With this 
in mind, we offer this method primarily for its aesthetic and logical appeal. 
Hopefully, it may prove relevant to the treatment of some more general 
lateral connection problems as well. 
1 We will use the symbols D(v, z) and D,(z) interchangeably. 
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II. OUTLINE OF THE METHOD 
The central idea of our method is to apply Hadamard’s factorization 
theorem to /3(v) in (1.3), specifying the quantities that occur in the factoriza- 
tion by using fairly general properties of D(u, a), e.g., recurrence relations, 
eigenvalues, etc., which are well known and easily rederivable.2 
More precisely, recall that Hadamard’s theorem (see Hille [2, pp. 195-1991) 
states that an entire functionf(z), of order of growth p, with nonzero roots at 
xi (; = 1, 2, 3,...), may be uniquely represented in the form 
f(z) = zke~(s) gE(+ ;p)s 
wherek is the order of the zero at the origin; &) is a polynomial of degree < p; 
p, the genus of the set of zeros of f( z , is a fixed nonnegative integer; and ) 
E(z/xi;p) are the primary factors of Weierstrass 
E(w; 0) = (1 - w), 
E(w;p) = (1 -.w> exp[(wll) + *** f  (r@/P)l, p > 0. 
In the ensuing sections we will demonstrate the entire nature of /3(v) as a 
function of v, a fact not obvious at the present juncture, since it is not even 
clear that D(v, s), as defined by (l-l), need be regular in v. 
Once this has been shown, the specification of the free quantities in the 
Hadamard factorization (2.1) will determine the rest of the analysis. For 
example, those solutions of (l.la) which are bounded as z -+ f  co define a set 
of eigenfunctions (of a boundary value problem) whose eigenvalues will be 
the zeros of b(v). The integer p will then be determined by the “exponent of 
convergence” of the inverse series of these zeros. That p(v) has finite order in 
the first place follows from an elenaentary type of integral representation 
coupled with an argument based on the recurrence relations for D,(z). 
Finally, the values of the coefficients of the polynomial for /3(v) corresponding 
to q(z) in (2.1) will follow from the reality of D,(x) for real v  and x, certain 
functional properties of /3(v), and the easily determined value: ,8(-&). The 
Hadamard factorization and, hence, /3(v) will then be completely determined. 
Before proceeding with our program, we record in the next section some 
basic properties of D,(x), together with their proofs, that we will use. We 
emphasize that the derivation of these properties does not entail using any 
2 LY(V) can be easily found by ordinary lateral matching methods. In any case, its 
value is not of much significance since a(v) D,( -z) in (1.3a) is exponentially decreasing 
in the z-sector of interest. 
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power series expansions, specific integral representations for D&z), or 
the like. 
III. SOME BASICPROPERTIES OF D(v,z) AND p(v) 
PROPERTY 1. /3(v) is un entire analytic function of v. 
Proof. Equation (l.la) and the asymptotic boundary condition (l.lb) are 
regular in Y. That such is also the case for D(v, x) follows from the work of 
Hsieh and Sibuya [4] on 
(eYW) - P(4.Y = 0, (3.1) 
where p(z) = xm + a&+1 + ... + a, , and the ai are complex parameters. 
They show that the subdominant solutions of (3.1), normalized at z = + co, 
are entire functions of the ai . From (1.3) it follows then that 
I 
DA4 Dv(-4 
Dv’C4 D,‘(-4 I 
‘(‘) = 1 D+,(iz) Dy(-x) 1 ’ (3.2) 
I Di_,-l(k) Dyl(-x) I 
and so /3(v) is at least meromorphic in V. However, /J(V) can have no poles 
since the denominator in (3.1) is a Wronskian of independent solutions. 
Indeed, the result follows even more readily from the interpretation of P(V) 
as a connection coefficient. /3(v) is, therefore, an entire function of V. 
PROPERTY 2. D&x) satisjies the recuwence relations 
Dv’(4 + (42) D,(x) - v  Q-l@) = 0, (3.3a) 
D,+,(x) - x D,(z) + v  D,,(x) = 0. (3.3b) 
Proof. (3.3a) follows easily from (l.la) and (l.lb). (3.3b) then follows 
from (3.3a). 
PROPERTY 3. D,(x) is uniformly bounded for real 2: if and only if 
v = 0, 1, 2 )... . 
Proof. The sufficiency part of this statement follows easily by substituting 
the formal series 
(1 + a,x + a,.9 + .*.) exp(-z2/4), (3*4) 
in (I. la). For v a nonnegative integer the resulting recursion relations for the 
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ai terminate and the formal series solution is thus seen to be a true solution 
of (1.1) which is bounded as z -+ &oo. 
The necessary part of the assertion may be established as follows: Suppose 
D,&x) is uniformly bounded for some v0 # 0, 1, 2,... . Then by (3.3a), 
D,&&>, If?. = 1, 2, 3Y.V are also uniformly bounded. So we may assume to 
begin with that v0 < -&. (That the eigenvalue v,, is real, is a consequence of 
the self-adjointness of the boundary value problem determined by requiring 
that the solutions of (1.1 a) be bounded as x + &co .) Since then 
vo + 4 - (2/4) < 0, 
the desired result follows from (1.1) by the usual curvature arguments. 
PROPERTY 4. Dy(~) is real for real v and x. 
Proof. For real values of v  and x, Re(D,(z)) is a solution of (l.la). Since 
Re(D,(z)) N xv exp(--x2/4), 
as x + + co, it follows by the uniqueness of subdominant (exponentially 
decreasing) solutions of differential equations that D,(x) = Re(D,(x)) and, 
hence, is real. 
PROPERTY 5. For Re(v + 8) < -8 < 0, x > 0, the order of growth of 
D,(x), as a function of v, is at most unity. 
Proof. The procedure here is to apply a Liouville-type transformation 
(see Hille [3, p. 3401) to Eq. (l.la) and th en express the transformed equation 
as an integral equation. The required estimates on D,,(z) follow readily. 
Setting 
G(x, 4 = (z2/4) - (v + Q>, 
we are led by the Liouville-type transformation 
x(x, v) = j-i [G(s, ,)I”2 ds, (3.5a) 
e-%(x, v) = G(x, v)l14y(z, v), (3.5b) 
and our guiding interest in subdominant solutions of (l.la) to the integral 
equation, 
where 
u(x, V) = 1 - + Jrn (1 - e-2(e--2)) F([, V) ~(6, v) dt, 
s 
(3.6a) 
F&v) =;++&. (3.6b) 
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The path of integration here is P = (x(z, v) ( Y fixed). The kernel is L2(P) 
since, for Re(v + +) < -4 < 0, Re x(x, r~) is increasing, and from (3&b), 
F(t, v) = 0(x-*) = O(pz) as 2; (or 5) -+ + co. The inhomogeneous 
Volterra integral equation (3.6), therefore, has a unique solution u(x, ZJ). 
It follows that y(x, v), given by (3.5b), is subdominant as x + + co and of 
order at most one in v, at least when Re(v + 4) < -S < 0. Indeed, if we 
write (3.6a) as 
u(x, v) = 1 + R(x, Y), 
R(x, v) = O(r2) since by (3.6a) 
I 4% 4 G fw> 
for some function C(v), and so by definition 
I Q, 41 < W jm I %54 d5 I> 
3: 
< 0(x-l), as X-+fco, 
< o(z-2>, as z-++co. 
Expanding x(x, r~) and G(z, Y) as x -+ +co (v fixed) and using (3.5b) shows 
y(x, v) is a subdominant solution of (l.la) for x -+ + co. 
From the foregoing, for some function E(v) 
Yk, 4 = E(4 a(@. (3.7) 
It is immediate that G(z, LJ) and exp(x(z, Y)), as functions of Y, are of order at 
most one half. Furthermore, since 
with ,$‘(x, LJ) = [G(z, ZJ)] ri2, then one readily obtains the following (very 
gross) estimate 
I 4x, v)l f N exp(W v ll?l, 
for some constant M, N; and, hence, y(z, v) has order at most one half as a 
function of v. Expanding y(x, P) and D,(z) for x -+ +co and matching the 
leading terms of the asymptotic expansion, we see that the order of E(P) is at 
most one. Thus D,(z) (at least in the regime Re(v + $) < 4 < 0, x >/ 0) 
has order at most one as a function of Y. Q.E.D. 
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As a final preliminary result, we give a simple lemma that will prove 
useful later on. 
LEMMA. Let f(z) be deJined and regular analytic within a wedge in the 
complex plane centmed on the negative axis, and have order of growth ,u < 1 
there. Suppose, moreover, that for all x, f(x) satisjies the d@erence relation 
f(z + 1) = zf(@ 
Then f (z) actually has order at most one throughout the entire complex plane. 
Proof. For convenience, we first assume the wedge is as shown in Fig. 1. 
Here, ~2 is the point within the wedge closest to x such that: Im(a) = n and 
z - J$ is integral. 
z 
. 
FIGURE 1 
By hypothesis 
f(x) = (z - 1) e.0 (2 - 1 2 - .2 I)f($) 
= m4/v)l f (4. (3.8) 
Moreover, if the equation of the wedge is Im t = &cx Re t, then 
and so certainly 
for sufficiently large z and some y, say, less than one. The arguments of all 
the functions on the right side of (3.8), therefore, are of absolute value less 
than some multiple of z. Furthermore as z lies outside the wedge, r(z) in 
(3.8) has no singularities. Since the gamma function is of order unity and 
f(a) has order p < 1, the desired result follows immediately. 
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We have given the proof above only for the wedge of Figure 1 where the 
vertex is at the origin. The case of a general wedge with vertex at x,, < 0 
follows with only slight modification. Q.E.D. 
IV. THE HADAMARD FACTORIZATION 
A. The Order of /3(v) 
BY Property 1, P( v is an entire function of v. The Hadamard factorization > 
theorem is, therefore, applicable provided p(v) has finite order. But we know 
fromProperty 5 that D,(z) has order one (in v) for z 2 0 and Re(v + +) < -8. 
Putting z = 0 in (3.3b) and invoking the lemma of Section III shows that 
D,(O) has order one for all v. By (3.3a) the same must also be true for D,‘(O). 
With p(v) as defined by (3.2) it then follows that p(v) has order at most one as 
a function of v. 
B. The Zeros of p(v) 
From (1.2) and (1.3a) the zeros of p( v ) must correspond to those values of v 
for which D,(x) is bounded at both 500. By Property 3 this is true only for 
v = 0, 1, 2 ,..‘) and, therefore, these are the desired zeros. 
The simplicity of the zeros follows immediately. From (1.2b), (1.3a), and 
(3.3b) we have 
/3(v) = ivj3(v - 1). (4.1) 
Sincev = - 1 is not a root of /3(v), these nonnegative integer zeros, therefore, 
must all be simple. 
C. The Leading Exponential Factor 
Thus far we have shown that /3(v) has the form 
/3(v) = v fJ (1 - $-) evinz exp(Av + B), 
where A and B are (as yet unknown) constants. This can be further simplified 
to 
B(v) = --exp((A + r> v + BWY--y), ~4.21 
by using the well known product representation for the gamma function. 
(Here y is Euler’s constant.) A can now be determined by noting that, as 
a consequence of (4.1) and (4.2), 
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Therefore, 
A = -y + [(4k - 1)/2] i7r, 
for some integer k. On the other hand, by (1.2b), (1.3a), and Property 4, 
/qv) e-i” (u+l) /z z-v-l 
must be real for arg x = --r and an arbitrary real v (say, nonintegral). This 
is possible only if K = 0, whence A is determined. 
D. Determination of the Constant Coe$cient 
The only remaining quantity to be found is eE in (4.2). To fix this, we note 
that for v = -8, (1 .la) has a particularly simple form. The resulting equation 
can be solved in terms of Bessel functions, for which the lateral connection 
problem can be solved by a lateral matching technique (see Heading [l]). 
Actually, in the present case an ad hoc argument suffices. Indeed, for v = -+, 
(3.2) simplifies to yield immediately 
/3(-i) = 1 - i, 
whence eB = i(2n)l12. 
If we collect all of the above results, we have finally 
D&d - e--ilr”ez~14x-v-l @Y 
rc-4 
2 
for arg x = --‘?r (v # 0, 1,2,...). Since D”(z) is single-valued, it follows then 
that 
(2Tr)1’2 
D,(x) N - r. e+i~vez2/4rv-1, 
for arg x = +a (v f 0, 1, 2,...). We recognize these asymptotic expansions 
as being in agreement with the expressions usually obtained by more classical 
means. 
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