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Abstract
We consider the problem of localizing the articulated and
deformable shape of a walking person in a single view.
We represent the non-rigid 2D body contour by a Bayesian
graphical model whose nodes correspond to point posi-
tions along the contour. The deformability of the model is
constrained by learned priors corresponding to two basic
mechanisms: localnon-rigiddeformation,androtationmo-
tion of the joints. Four types of image cues are combined to
relate the model conﬁguration to the observed image, in-
cluding edge gradient map, foreground/background mask,
skin color mask, and appearance consistency constraints.
TheconstructedBayesnetwork issparse andchain-like,en-
abling efﬁcient spatial inference through Sequential Monte
Carlo sampling methods. We evaluate the performance of
the modelon imagestaken in cluttered, outdoorscenes. The
utility of each image cue is also empirically explored.
1. Introduction
We consider a model-based approach to simultaneously
ﬁnding the body boundary shape and locating body parts
of a walking human target in a single view (Fig. 1). Such
a segmentation can provide discriminative cues for human
identiﬁcation from gait, or can be used to initialize a kine-
matic body tracker for activity analysis. However, even in
a ﬁxed viewpoint scenario, accurate human body extraction
is a non-trivial task, due to large variation in observed body
shapes caused by articulated motion, anthropometric body
variation, and clothing.
Most work on articulated human body ﬁtting focuses
on tracking 3D kinematic body models through video se-
quences. These approaches are often brittle because the
likelihood surface relating a high degree of freedom 3D
articulated body model to 2D body shape in an image is
fraught with local minima [16]. Given the complexity of
the likelihood, Monte Carlo sampling techniques for rep-
resenting the posterior distribution demonstrate the most
promising results [3, 8, 15, 17]. Even then, robust ﬁtting
is typically achieved only by imposing additional informa-
tion, such as the use of multiple simultaneous views [3, 8],
or strong constraints on the temporal dynamics [15].
Figure 1: Overview of our approach. An articulated non-
rigid 2D body contour model (left) and local image cues
(middle) are combined via Bayesian graphical modeling.
The model is ﬁt using sequential Monte Carlo to a sample
image (right) taken in a cluttered, outdoor scene.
One alternative is to ﬁt a 2D articulated body model
to the image instead, in the hope that the likelihood sur-
face will be better behaved [1, 2, 6]. Since each link
in the 2D model typically describes the projected image
appearance of a corresponding rigid link in the 3D kine-
matic model, these approachesare, by necessity, viewpoint-
speciﬁc. Nonetheless, the degrees of freedom left in the
projected model are still high enough that gradient descent
tracking [1, 6] needs a good initial pose estimate and small
inter-frame motion. Methods that recognize that the solu-
tion space is multi-modal [2], particularly in the presence
of backgroundclutter, again seem the most promising.
Another alternative is to detect and assemble individual
body parts in a bottom-up manner [11, 13, 18]. These ap-
proaches employ “weak” models, where each body part is
representedby a single rectangleor feature point, and target
high-level tasks such as human detection.
Conventionally, body parts are approximated by regular
shapes such as lines, 2D ribbons or blobs, or 3D cylin-
ders. On the other hand, there is a rich body of research
on matching arbitrary deformable shapes. Recently a new
polygon representation was proposed using the constrained
Delaunay triangulation[5]. It has an attractive propertythat
the globally optimal match of a model to the image can be
foundviaDynamicProgramming(DP),sincethedualgraph
of a triangulated polygon is a tree. However, this method isrestricted to simple polygons and a predeﬁned deformation
energy on a collection of cliques of size 3. More impor-
tantly, DP can only output a single estimate of the match,
which as we have alluded to is typically multi-modal.
In this paper, we propose a new body shape represen-
tation based on Bayesian graphical modeling. This repre-
sentation has several features: 1) it models both the local
non-rigid deformation and the global articulated motion; 2)
the matching does not use any dynamic constraints on body
pose over time; and 3) the model has a chain-like structure
allowing spatial inference to be performed efﬁciently via
Sequential Monte Carlo (SMC). It is important to note that
we are using SMC to perform inference over a spatial chain
for shape ﬁtting, rather than over a temporal chain of poses,
as is typical in the body tracking work described above. A
similar idea has been used in [9, 12].
2. Deformable Model
We adopt a Bayesian approach to deformable template
matching, as conveyed by the formula
p(Ω|I) ∼ p(Ω)p(I|Ω), (1)
where Ω denotes the parameter set of the model, and I de-
notes the input image. The shape prior p(Ω) encodes our
knowledgeof possible shape deformations,while the imag-
ing likelihood p(I|Ω) measures how compatible a given
model conﬁguration is with respect to observed image fea-
tures. The desired model-to-image matching can then be
found by exploring the posterior distribution p(Ω|I).
2.1. Shape Prior
We represent the body shape by a set of non-rigid 2D con-
tours, as depicted in Fig. 1. These contours are assumed to
be piecewise linear, and thus are completely described by a
set of T landmarks v1:T = {vt}T
t=1. The 2D coordinates
of these landmarks, {(xt,y t)}T
t=1, constitute the parameter
set Ω ∈R 2T of our body model. To encode the shape prior
knowledge, we need to model the joint density distribution
of Ω, i.e. p(x1,y 1,...,x T,y T), or equivalently p(v1:T).
A common practice in statistical shape analysis is to ﬁrst
remove the rigid part of the deformation (translation, rota-
tion and scaling) and then model the shape residual using
some low dimensional linear model. However, direct ap-
plication of such a global analysis to the shape of a human
body is difﬁcult, because the articulated motions of human
bodypartsare so largeandindependentthatthe shaperesid-
uals no longer reside in a low dimensional linear subspace.
In this paper, we apply graphical modeling to the shape
representation, i.e. factoring the joint distribution of all
landmarks into a series of marginal and conditional dis-
tributions. More precisely, the shape is represented by a
Bayes net with T nodes corresponding to the T landmark
points. Each node can take any continuous vector value
(x,y). When the links between nodes are sparse, p(v1:T)
can be factored into products of many local terms, each of
which only depends on a few neighboring nodes. To this
end,thecontourmodelistriangulatedasinFig.2. Theland-
mark positions and triangulationsare designed such that: 1)
the landmarks can be ordered in a ﬁxed way; 2) the shape
canbe constructedsequentiallyby growingonelandmarkat
a time; and 3) each landmark vt is connected to an unique
parent edge eP
t = {eP
t (0 : 1)}⊂v1:t−1, and a parent tri-
angle gP
t . The form of this representation is essential to the
efﬁcient sampling algorithm described below.
Given the ﬁxed landmark ordering, the joint landmark
distribution can be expanded as
p(v1:T)=

t
p(vt|v1:t−1). (2)
To further specify the complete conditional p(vt|v1:t−1),
we introduce two types of deformation mechanisms.
The ﬁrst type is designed to model rotation motion of
the joints. We select nine joint triangles, with the index set
denotedas J, correspondingto neck, shoulder,elbow, hips,
kneesand ankles. Theydividethe bodyshape intoten parts.
For each t ∈J , vt is predicted by perturbing eP
t (1) with
(ρt,θ t) in the local polar coordinates determined by  eP
t .
vt = ρt · R(θt) · (eP
t (1) − eP
t (0)) + eP
t (0). (3)
Although it seems safe to assume that the local lengths ρt
areindependent,wecannotignorethelongrangedependen-
cies among joint angles Θ={θt,t ∈J } . Therefore an-
other Bayes network is manually designed to model p(Θ).
Fig. 3 shows its topology.
The second type of deformation mechanism is designed
to model local non-rigid deformation. For those triangles
within the body parts, we assume the Markov property
p(vt|v1:t−1)=p(vt|gP
t ), (4)
which implies that the position of the t-th landmark vt can
be predicted from it’s parent triangle gP
t . Our prediction
method uses an afﬁne transformation in the local landmark
coordinate system:
vt =( At · ¯ vt + bt) ◦ nt , (5)
where ¯ vt is the reference position of the t-th landmark.
Note that the conditioning variables gP
t are implicitly en-
coded in At and bt. To predict the position of vt, the refer-
ence landmark ¯ vt is carried through a linear transformation
At followed by a shift bt, and then perturbed by noise nt.
(At,b t) is determined by either 1) the afﬁne transformation
from the triangle ¯ gP
t in the reference model to the triangle
gP
t ﬁt previously to the data, or 2) the similarity transform
from the reference edge ¯ eP
t to the ﬁtted edge eP
t . The latter
is used for the ﬁrst triangle of each body part, whose parent
is a joint triangle. The noise term nt =( nx
t ,n
y
t) is applied
in the local Cartesian coordinates determined by  eP
t .
Using the deformation mechanisms described above,
a complete sample shape can be sequentially constructed
starting from a given position, scale and orientation of thegroot
Figure 2: Shape triangulation specifying the elimination order of vertices. Given
root triangle groot, the shape is constructed sequentially by growing one triangle
(vertex) at a time. Note that this is not the connectivity graph of the shape prior.
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Figure 3: The graph structure spec-
ifying the dependencies among nine
joint angles Θ.
root triangle groot = v0:2, which is deﬁned on the face in
our shape model (Fig. 2). At each step, a vertex sample
˜ vt is generated according to either (3) or (5), depending on
whether the current triangle is a joint or body triangle.
To summarize, the shape prior can be formulated as
p(v1:T)=p(Θ)

t ∈J
p(nt)

t∈J
p(ρt), (6)
Note that the proposed model is translation invariant be-
cause p(v1:T) involves no absolute landmark positions. By
expressing nt in the local coordinate system of   eP
t ,t h e
model is also made rotation and scale invariant.
We estimate the densities p(nt), p(ρt) and p(Θ) from a
set of training images. The details are described in Section
4.2. Fig. 4 shows several samples randomly drawn from the
learned shape prior.
Figure 4: Stochastic samples from the learned shape prior
p(Ω). Each shape is normalized by aligning the bottom
edge of the torso with line segment (0,0)(1,0).
2.2. Imaging Likelihood
Similar to p(Ω), we factor the imaging likelihood p(I|Ω)
into a series of potential functions. First, the shape model
is covered by a set of clusters C. Each cluster contains a
small number of related nodes, from which local features
can be computed. These local features are assumed to be
independent, and the product of their probabilities deﬁnes
the potential function φ(vC) associated with that cluster.
Finally, the likelihood model is expressed as
p(I|Ω) =

C∈C
φ(vC). (7)
Four different types of image cues are involved in comput-
ing the local features that induce cluster potentials.
Edge Gradient Map
The edge potential φe(e) is deﬁned on clusters of size two,
namely the vertices of a boundary line segment. We use a
color edge detector called the compass operator [14]. At
each pixel, this operator outputs a vector u ( u ∈[0,1])
which encodes the strength and orientation of the edge fea-
ture at that point. Fig. 5b shows an example strength image.
Given a line segment e, we compute the boundary energy
E(e)=

s
u(s) · e/ e 
2 ds, (8)
and then model φe(e) with a truncated Gaussian
φe(e) ∝ exp{−[1 − E(e)]2/σ2
e},E (e) ∈ [0,1]. (9)
Foreground/Background Mask
The foreground potential φf(g) is deﬁned on clusters of
size three. It is computed from a binary foreground mask
that labels pixels as 1 if they are likely to be on the person,
and 0 if they are more likely to come from the background.
This mask could be computed from a prior model of the
color distribution of the person’s clothing, via histogram
backprojection[19]. However,in our experiments,we use a
static camera and compute the mask using backgroundsub-
traction. A standard backgroundmodelof the mean and co-
varianceof eachpixelis used, anda binarymaskB is gener-
ated by thresholding the Mahalanobis distance. Further, we
assumethateachpixelinB isdrawnindependentlyfromthe
Bernoulli distribution {p10,p 11} if the pixel is in the fore-
ground, or {p00,p 01} if it is in the background (p·0+p·1=1,
p00>p01, p10<p11). Given a model conﬁguration Ω,t h e
probability of observing foregroundmask B is derived as
p(B|Ω) = γ (p10/p00)
N10 (p11/p01)
N11 , (10)(a) Raw Image (b) Edge Mag. (c) Skin Segment. (d) FG/BG Mask
Figure 5: A sample image (a) and three low-level visual cues
(b)–(d) combined in the imaging model.
where N10 is the number of pixels inside the model that
are labeled background, N11 is the number of pixels inside
the model that are labeled foreground, and γ is a constant
independent of Ω. Noting that N1· can be decomposed as
N1· =

t N1·(gt),w eh a v e
φf(g) ∝ exp{αfN10(g)+βfN11(g)}, (11)
where αf and βf are coefﬁcientsdependingon p10 and p00.
Skin Color
The skin potential φs(g) helps to locate the head and arm.
We use a simple color-based skin detector based on Gaus-
sian mixturemodels. The detectorislearnedfroma training
set of hand-labeled skin pixels. Because the face area is of-
ten very small in gait images shot from a side view, we ex-
tend the training set with hair pixels such that the resulting
detector can detect both skin and hair. Note that the skin
color mask can be very noisy and contain large false pos-
itive areas (Fig. 5c). However, this is not a problem when
complementedby otherimage cues. As the detectoroutputs
a binary mask, we use a potential function similar to φf:
φs(g) ∝ exp{αsN10(g)+βsN11(g)}. (12)
Appearance Consistency
Theappearanceconsistencypotentialφc(gi,gj) isdesigned
to reﬂect the observations that: 1) appearances of adja-
cent triangles are likely to be similar; 2) appearances of
symmetrically corresponding leg triangles are likely to be
similar; and 3) appearance of foot and leg triangles are
likely to be different. Given two triangles gi and gj,w e
ﬁrst compute the normalized color histograms hi and hj.
Their distance is then deﬁned using Bhattacharya coefﬁ-
cient dij =

1 − ρij,w h e r eρij =

k

hi(k)hj(k).F i -
nally we model dij with a truncated Gaussian
φc(gi,gj) ∝ exp{−d2
ij/σ2
c},d ij ∈ [0,1]. (13)
3. Inference by Sequential Monte Carlo
Combining the equations for shape prior (6) and imaging
likelihood(7) with the Bayesequation(1), the posteriordis-
tribution can be written as
p(v1:T|I) ∝ p(Θ)

t ∈J
p(nt)

t∈J
p(ρt)

C∈C
φ(vC) (14)
Several tools are available to explore this posterior distribu-
tion, such as Dynamic Programming, Belief Propagation,
and Markov Chain Monte Carlo. In this paper, we adoptthe
method of Sequential Monte Carlo (SMC), also known as
particleﬁlters[4], whichhasthespecialpropertyofdrawing
simultaneously a population of independent samples from
thegivendistribution. Thisispossiblebecausetheproposed
shape model possesses a simple chain-like structure. It is
important to distinguish our use of particle ﬁlters for body
model ﬁtting in a single view, from the usual one in track-
ing body pose across time. Here, our chain is spatial, repre-
senting the sequential decomposition of contour landmark
points, instead of a temporal chain of poses across time.
To apply the recursive SMC smoother, we need to pick
a proposal function π(v1:t) with corresponding importance
weights w(v1:t). As described in section 2.1, our shape
modelcan be constructed sequentiallyby adding one vertex
at a time, thus making it a natural choice for the proposal
function. LetΘt be the subset ofjoint anglesthat are visited
as of time t, i.e. Θt = {θk|k ≤ t,k ∈J} .L e tCt be those
clusters that are completely covered only at time t, i.e. Ct =
{C|t ∈ C, C ⊆ [1 : t],C∈ C}. The proposalfunctionπt is
the partial shape prior on v1:t, which has an iterative form
πt = πt−1 · p(vt|v1:t−1)
= πt−1 ·

p(vt|eP
t ,Θt−1) if t ∈J,
p(vt|gP
t ) otherwise
(15)
with the (unnormalized) importance weights
wt ∝ wt−1 ·

C∈Ct
φ(vC) (16)
Another key element in SMC is resampling in order to
deal with a high number of dimensions. We use stratiﬁed
resampling proposed in [7], which is optimal in terms of
variance in the class of unbiased resampling schemes.
The inference procedure is summarized as follows.
SMC INFERENCE PROCEDURE
1. INITIALIZATION.
• For i =1t oN, sample v
(i)
0:2 ∼ p0(v0:2|I) and set t =3 .
2. IMPORTANCE SAMPLING.
• For i =1t oN,i ft  ∈J, sample ˜ v
(i)
t ∼ p(vt|g
P
t
(i)
),
otherwise sample ˜ v
(i)
t ∼ p(vt|e
P
t
(i)
,Θ
(i)
t−1).
Set ˜ v
(i)
0:t =

v
(i)
0:t−1, ˜ v
(i)
t

.
• For i =1t oN, evaluate the importance weights
˜ w
(i)
t =

C∈Ct
φ(˜ v
(i)
C )
Normalize the importance weights.
3. STRATIFIED RESAMPLING.
• Resample N particles

v
(i)
0:t
	N
i=1
from the set

˜ v
(i)
0:t
	N
i=1
according to the importance weights.
• Set t ← t +1and go to step 2.
The procedure is initialized by uniformly sampling the root
triangle over a range of position, rotation and scale.4. Experiments
4.1. Image Dataset
We evaluate our deformable model using the Southampton
HumanID gait database1, which was originally collected
for research in automatic gait recognition. The database
contains video sequences of walking individuals. Only se-
quences ﬁlmed from the side view are used in our exper-
iments. Our training data consists of 112 sequences of 28
subjectsﬁlmedinsidethelab, undercontrolledlightingwith
a green chroma-key backdrop (Fig. 6a). Our testing data
consists of 10 sequences of 10 subjects shot outdoors with
cluttered backgroundand natural lighting (Fig. 6b).
Although the raw data are video sequences, it is impor-
tant to note that we did not use the sequential(video) nature
of the data to impose dynamic constraints on the body pose
over time. For the purpose of body contour ﬁtting, each
frame is treated independently.
(a) Indoor (training) (b) Outdoor (testing)
Figure 6: Example sequences from Southhampton gait
database. Each displayed image is merged from ﬁve se-
lected frames (including the starting and ending frames).
4.2. Learning Shape Model Parameters
The body shape model was created by the following boot-
strapping procedure. First, we built the triangulated body
contour and identiﬁed its rotation joints by hand-labeling
one frame of the indoor data. We then ﬁt this model to all
3,126 indoor training frames using a uniform shape prior,
and good ﬁtting was obtained since the indoor green-screen
images are very clean (Fig. 7). The ﬁts obtained were then
usedto learna moreinformativeempiricalpriordistribution
on body shape parameters. We represent densities {p(nt),
p(ρt), p(Θ)} in the shape prior by discrete probability ta-
bles. For each ﬁt in the training set, a set of deformation
parameters {nt,ρ t,Θ} was calculated based on the poste-
rior mean estimate, then discretized and pooled to compute
the probability tables. Note that each table’s dimension is
at most three. The ﬁnal model, including the learned shape
prior, was then used for testing in cluttered scenes.
We also trained the skin/hair color model using the in-
door images. This leads to a weak classiﬁer, since the
1Available online at http://www.gait.ecs.soton.ac.uk
Figure 7: Sample results on ﬁtting the indoor training set,
usingauniformshapeprior. Plottedaretheposteriormeans.
lighting conditions of the indoor training images are very
different from the outdoor natural illumination of the test
scenes. Other parameters of the imaging model were also
determined experimentally.
4.3. Test Result and Evaluation
We applied the learned shape model to 963 images taken
from the cluttered, outdoor gait sequences. Fig. 8 shows
two examples illustrating the incremental SMC inference
procedure. Foreachtimet, we plotthemeanshapeuptovt,
with the marginal distribution of vj (j ≤ t) summarized by
its covariance ellipse (i.e. error ellipse). In the ﬁrst image,
the two legs are close to each other and a large uncertainty
is observed when ﬁtting the front leg. This uncertainty di-
minishes after both legs are ﬁtted. The second image has
a background color similar to that of human skin, thus the
head is not reliably detected until the body information has
been incorporated.
A post processing procedure was used to deal with cases
where both arms are visible. First the sampled arm shapes
are divided into two clusters based on hand positions, and
the mean shape of each cluster is computed. Then we com-
pare the hand distance between these two mean shapes to
the width of the torso. If the ratio is above a threshold of
0.6, then both arms are assumed to be detected.
To quantitatively evaluate the proposed model, we ran-
domlyselected50imagesandhand-labeledthegroundtruth
boundaries of body parts. The posterior distribution com-
puted by the SMC algorithmfor each image is then summa-
rized by a mean contour, which is compared to the ground
truth using two types of metrics. One is symmetric Cham-
ferdistancereﬂectingthe globalaverageerror,andthe other
is symmetric Hausdorff distance reﬂecting the local worst-
case error. Given two point sets U and V,t h eC h a m f e rd i s -
tance dcham(U,V) is deﬁned as the mean of the distances
betweeneachpointin U anditsclosestpointinV.T h es y m -
metric distance is obtained by averaging dcham(U,V) and
dcham(V,U). The Hausdorff distance is deﬁned similarly
except that we replace the mean with the maximum. We
evaluate the ﬁtting errors of body and arm separately, since
it was expected that the core body shape (head, torso and
legs)wouldbeﬁt moreaccuratelythanthearms. EvaluationTable 1: Evaluation of model ﬁtting by symmetric Chamfer
and Hausdorff distances between mean contours and hand-
labeled ground truth. The mean and standard deviation (in
pixels) over 50 images are given in the form of MEAN
±STD. Each row corresponds to one combination of image
cues. If selected, the source is marked with ‘•’.
Chamfer Hausdorff
φeφfφsφc Body Arm Body Arm
•◦◦◦ 4.00±3.52 4.41±4.08 16.7±13.7 10.7±7.20
◦•◦◦ 2.53±0.91 6.25±5.95 10.2±3.52 13.0±9.20
◦••• 2.19±0.61 2.36±0.94 8.80±2.59 7.13±2.77
•◦•• 2.77±1.62 4.13±6.83 11.8±6.14 9.49±8.41
••◦• 2.00±0.59 2.96±1.51 9.17±2.49 8.30±3.88
•••◦ 2.02±0.53 2.25±1.30 8.81±2.19 6.77±3.52
•••• 1.87±0.42 2.18±0.99 8.35±2.07 6.62±2.88
results aresummarizedinthe last rowof Tab.1. To interpret
these scores, note that average body height is roughly 200
pixels in the dataset. Some example images at all levels of
performanceare given in Fig. 10, with the last row showing
some typical ﬁtting errors. More results are available online
at http://www.cs.cmu.edu/˜zhangjy/cvpr04/.
We also evaluated the utility of each image cue by com-
paring ﬁtting accuracy both with and without that source of
data. The results are shown in the ﬁrst six rows of Tab. 1.
It is observed that removing the foreground mask informa-
tiondecreasestheperformancemost,whileappearancecon-
sistency affects performance the least. The scatter plot in
Fig. 9c suggests that, even with no foreground/background
information, we still get reasonable ﬁttings on a consider-
able portion of images.
It is important to realize that SMC inference procedure
produces not simply a single estimate of model conﬁgura-
tion, but an entire population of samples from the poste-
riordistributionfor the conﬁguration. Thesesamplescan be
summarized either by the mean or by the maximum a pos-
teriori (mode). We observed that considerable differences
between the mean and mode occasionally occur, indicating
thatthe underlyingposterioris indeedmultimodal(Fig. 11).
Hence representing the result of shape matching by a distri-
bution may be preferable if e.g. the shape model is biased
or the available data is insufﬁcient. Alternatively, methods
for more intelligent mode selection could be used [10].
5. Summary and Discussion
We have presented a novel approach to localizing the artic-
ulated and deformableshape of a walking personin a single
view. A learned shape prior and four types of local image
cues are combined in a Bayesian framework. The simple
chain-likemodelstructureenablesefﬁcientspatialinference
through sequential Monte Carlo.
The method can be tailored to situations where only
a single image or image-pair is available, noting the fact
that foregroundmasks can be generated from many sources
other than background subtraction, e.g. stereo depth maps
or color segmentation. For the results shown here, we used
on the order of 104 particles during sampling, and the infer-
ence algorithm took around one minute for each image on a
2GHz PC. It may be possible to drastically reduce the num-
ber of particles by, e.g. incorporating dynamic constraints
or using an extended SMC with Markov transition kernel.
The model trained for one view works well for a small
rangeofviewpoints. Themethod,of course,is applicableto
other views, and other articulated objects. To tolerate large
viewpointchangesduringbodyﬁtting, we needto train new
models with more ﬂexible joint constraints and explicitly
treat self-occlusion. However, a complete solution that in-
corporates a robust method for model selection remains an
interesting open problem.
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Figure 10: Sample results on the outdoor test set. Plotted are the posterior means, with symmetric chamfer distance scores
shown in the top corners (body on the left, and arm on the right). A lower score usually indicates a better ﬁt.
(a) (b)
Figure11: Somecaseswherediscrepanciesexistbetweenthemean(solidyellow)andthemaximum(dottedcyan)aposteriori
of the SMC output. (a) Maximum (mode) is signiﬁcantly better. (b) Mean is signiﬁcantly better.