A model for binary panel data is introduced which allows for state dependence and unobserved heterogeneity beyond the effect of strictly exogenous covariates. The model is of quadratic exponential type and its structure closely resembles that of the dynamic logit model. An economic interpretation of its assumptions, based on expectation about future outcomes, is provided. The main advantage of the proposed model, with respect to the dynamic logit model, is that each individual-specific parameter for the unobserved heterogeneity may be eliminated by conditioning on the sum of the corresponding response variables. A conditional likelihood results which allows us to identify the structural parameters of the model with at least three observations (included an initial observation assumed to be exogenous), even in the presence of time dummies. A root-n consistent conditional estimator of these parameters also results which is very simple to compute. Its finite sample properties are studied by means of a simulation study. Extensions of the proposed approach are discussed with reference, in particular, to the case of more elaborated structures for the state dependence and to that of categorical response variables with more than two levels.
Introduction
Binary panel data are usually analyzed by using a dynamic logit or probit model which includes, among the explanatory variables, the lag of the response variable and has individual-specific intercepts; see Arellano & Honoré (2001) and Hsiao (2005) , among others. One of the main features of these models is that they allow us to disentangle the true state dependence (i.e. how the experience of an event in the past can influence the occurrence of the same event in the future) from the propensity to experience a certain outcome in all periods (see Heckman, 1981a Heckman, , 1981b , when the latter depends on unobservable factors. State dependence arises in many economic contexts, such as job decision, investment choice and brand choice and can determine different policy implications. The parameters of main interest of these models are typically those for the covariates and the true state dependence, which are referred to as structural parameters. The individual-specific intercepts are instead incidental parameters and are of minor interest.
When a logit model is assumed, the incidental parameters may be eliminated by conditioning on suitable sufficient statistics for these parameters. This approach allows us to identify and consistently estimate the structural parameters for a fixed number of time periods, without requiring to specify the conditional distribution of the incidental parameters given the covariates. In particular, for the static logit model (i.e. without lags of the response variable), obvious sufficient statistics are the sums of the response variables at individual level which, using a terminology derived from Rasch (1961) , will be referred to as total scores. The estimator based on the maximization of the resulting conditional likelihood may be computed by using a simple iterative algorithm and is √ n-consistent (see Andersen, 1970 Andersen, , 1972 .
As shown by Honoré & Kyriazidou (2000) , the conditional approach is more difficult to apply to the dynamic logit model since it requires conditioning on more sophisticated statistics than the total scores. Moreover, in the presence of continuous covariates, it requires using a weighted conditional log-likelihood in which a weight is attached to the response configuration provided by each subject. This weight is based on a kernel function which needs to be specified in advance and depends on the covariates. The weighted conditional log-likelihood proposed by Honoré & Kyriazidou (2000) allows us to identify the structural parameters of the model in the presence of at least four observations and to obtain a consistent estimator of these parameters which, however, has a rate of convergence slower than √ n. A limitation of this method is that it does not allow for time dummies in the model. For further comments see Magnac (2004) and Honoré & Tamer (2006) .
In this paper, we introduce a model for binary panel data which closely resembles the dynamic logit model and, as such, allows for state dependence and unobserved heterogeneity between the subjects beyond the effect of exogenous covariates. The model is a version of the quadratic exponential model (Cox, 1972) with covariates in which: (i) the first-order effects depend on the covariates and on an individual-specific parameter for the unobserved heterogeneity, (ii) the second-order effects are equal to a common parameter when they are referred to a pair of consecutive response variables and to 0 otherwise. We show that this parameter has the same interpretation that it has in the dynamic logit model in terms of log-odds ratio, a measure of association between binary variables which is well known in the statistical literature on categorical data analysis (Agresti, 2002, Ch. 8) . For the proposed model we also provide an economic interpretation as a latent index model in which the systematic component depends on expectation about future outcomes, beyond the covariates and the lag of the response variable, and the stochastic component has a standard logistic distribution.
An important feature of the proposed model is that, as for the static model logit, the incidental parameters may be eliminated by conditioning on the total scores. The resulting conditional likelihood allows us to identify the structural parameters for the covariates and the state dependence with at least three observations. The estimator of the structural parameters based on the maximization of this function is √ n-consistent; moreover, it is simpler to use than the estimator of Honoré & Kyriazidou (2000) and may be used even in the presence of time dummies. Finite sample properties of the estimator are studied by means of a simulation study.
The paper is organized as follows. In the next section we briefly review the dynamic logit model for binary panel data and we describe conditional inference for this model. The proposed model is described in Section 3 where we also show that the total scores are sufficient statistics for the incidental parameters. Identification of the structural parameters and the conditional maximum likelihood estimator of these parameters is introduced in Section 4 1 . The simulation study is illustrated in Section 5. In Section 6, we outline the extension of the proposed approach to the case in which the model includes more than one lag of the response variable and to that of categorical response variables with more than two levels. Finally, in Section 7 we draw the main conclusions.
1 We have implemented the estimator in a Matlab function which is available from the webpage www.stat.unipg.it/∼bart.
3 2 Dynamic logit model for binary panel data
In the following, we first review the dynamic logit model for binary panel data and then we discuss conditional inference on its structural parameters.
Basic assumptions
Let y it be a binary response variable equal to 1 if subject i (i = 1, . . . , n) makes a certain choice at time t (t = 1, . . . , T ) and to 0 otherwise; also let x it be a corresponding vector of strictly exogenous covariates.
The standard fixed effects approach for binary panel data assumes that
where 1{·} is the indicator function, α i are fixed or random individual-specific parameters, the zero-mean random variables ε it represent error terms and the initial observations y i0 are assumed to be exogenous. Of primary interest are the vector of parameters for the covariates, β, and the parameter measuring the state dependence effect, γ. These are the structural parameters which are collected in the vector θ = (β , γ) . The individual-specific intercepts α i are instead the incidental parameters.
The error terms ε it are typically assumed to be independent and identically distributed conditionally on the covariates and the individual-specific parameters and to have a standard logistic distribution. The conditional distribution of y it given α i , X i = ( x i1 · · · x iT ) and y i0 , . . . , y i,t−1 may then be expressed as
for i = 1, . . . , n and t = 1, . . . , T . This is a dynamic logit formulation which implies the following conditional distribution of the overall vector of response variables y i = (y i1 , . . . , y iT ) given α i , X i and y i0 :
where y i+ = t y it and y i * = t y i,t−1 y it , with the product t and the sum t ranging over t = 1, . . . , T . The statistic y i+ is referred to as total score of subject i.
For what follows it is important to note that
for i = 1, . . . , n and t = 1, . . . , T . Thus, the parameter γ for the state dependence corresponds to the log-odds ratio between (y i,t−1 , y it ) for every i and t.
Conditional inference
As mentioned in Section 1, an effective approach for estimating the model illustrated above is based on the maximization of the conditional likelihood given suitable sufficient statistics.
For the static version of the model, in which the parameter γ is equal to 0, we have that y i is conditionally independent of α i given y i0 , X i and the total score y i+ . In fact, we have that
, where the sum at the denominator is extended to all the binary vectors z of size T such that z + = y i+ , with z + = t z t . From this expression, a conditional likelihood results which allows us to identify β for every T 2; by maximizing this likelihood we also obtain a √ n-consistent estimator of β. Even if referred to a simpler context, this result goes back to Rasch (1961) ; see also Andersen (1970 Andersen ( , 1972 . It is also worth mentioning Magnac (2004) , who characterized other situations in which the total scores represent a set of sufficient statistics for the individual-specific intercepts.
One of the first authors to deal with the conditional approach for the dynamic logit model (γ is unconstrained) was Chamberlain (1985) . He noticed that when T = 3 and the covariates are omitted from the model, p(y i |α i , y i0 , y i1 + y i2 = 1, y i3 ) does not depend on α i for every y i0 and y i3 . On the basis of this conditional distribution it is therefore possible to construct a likelihood function which depends on the response configurations of only certain subjects (those for which y i1 + y i2 = 1) and which allows us to identify and consistently estimate the parameter γ.
The conditional approach of Chamberlain (1985) was extended by Honoré & Kyriazidou (2000) to the case where, as in (2), the model includes exogenous covariates. In particular, when these covariates are continuous, they proposed to estimate the structural parameter vector θ by maximizing the weighted conditional log-likelihood
where K(·) is a suitable kernel function which decreases with the distance between x i2 and x i3 and p * (y i |X i , y i0 , y i1 + y i2 = 1, y i3 ) denotes the conditional distribution of y i that we would have if x i3 was equal to x i2 . They also showed how their approach may be used in the case T > 3 and dealt with dynamic logit models including more than one lag of the response variable and multinomial logit models for categorical response variables having more than two levels. A version of the Manski (1987) conditional maximum score estimator, which does not require assumptions about the distribution for the error terms, was also suggested.
Although the weighted conditional approach of Honoré & Kyriazidou (2000) is of great interest, their results about identificantion and consistency are based on certain assumptions on the support of covariates which rule out, for instance, time dummies. Moreover, their approach requires careful choice of the kernel function and of its bandwidth, since these choices affect the performance of their estimator. Consider also that the rate of convergence of the estimator to the true parameter value is slower than √ n, unless in the presence of only discrete covariates, case in which it is possible to construct a √ n-consistent estimator. For further comments on this approach see Magnac (2004) and Honoré & Tamer (2006) .
Even if not strictly related to the conditional approach, it is worth mentioning that a recent field of research investigates dynamic discrete choice models with fixed effects proposing bias corrected estimators, which have a reduced order of the bias without increasing the asymptotic variance (see Hahn & Kuerstein, 2004; Hahn & Newey, 2004; Carro, 2006) . Although these 
Proposed model for binary panel data
In this section, we introduce a quadratic exponential model for binary panel data and we discuss its main features in comparison to the dynamic logit model. We also show that the total score of each subject in the sample is a sufficient statistic for the corresponding intercept.
The model
We assume that
where
The resulting model may be seen as a version of the quadratic exponential model of Cox (1972) allowing for strictly exogenous covariates in which the firstorder effect for y it is equal to α i + x it β and the second-order effect for (y is , y it ) is equal to γ when t = s + 1 and to 0 otherwise.
It is worth noting that expression (4) closely resembles expression (3) resulting from the dynamic logit model. The main difference is in the denominator which in (4) does not depend on y i
and it is simply a normalizing constant that may be denoted by µ(α i , X i , y i0 ). Not surprisingly, the dynamic logit model coincides with the proposed model in absence of state dependence (γ = 0) 2 .
Nevertheless, the latter has its own economic interpretation which may be derived on the basis of the following Theorem, the proof of which is given in Appendix A1.
Theorem 1 For i = 1, . . . , n and t = 2, . . . , T , the quadratic exponential model (4) implies that y it is conditionally independent of y i0 , . . . , y i,t−2 , given α i , X i and y i,t−1 . For i = 1, . . . , n and t = 1, . . . , T , the model also implies that
Therefore, for t = T we are assuming a latent index model as the one defined in (1). For t < T , instead, we are assuming that
in which the error terms ε it have again a standard logistic distribution. This expression is similar to (1), the main difference being in the correction term e t (α i , X i ) which has a nice interpretation in terms of expectation about future outcomes. Suppose, for instance, that y it is equal to 1 if subject i has a job position in year t and to 0 otherwise. If there is positive state dependence (γ > 0), e t (α i , X i ) > 0 because the probability of not having a job in the next year (y i,t+1 = 0)
given that the subject does not have a job in the present (y it = 0) is bigger than if he/she would have a job (y it = 1). In this case, individual i is more willing to experience y it = 1 with respect to the case of absence of state dependence (γ = 0), situation in which e t (α i , X i ) = 0. 2 It is also possible to show that, up to a correction term, the joint probability in (4) is an approximation of that in (3) obtained by a first-order Taylor expansion around α i = 0, β = 0 and γ = 0. In a different context, approximating a complex model with a quadratic exponential model was suggested by Cox & Wermuth (1994) .
3 By a first-order Taylor series expansion of e t (α i , X i ) around α i = 0, β = 0 and γ = 0, it is possible to show that e t (α i , X i ) is approximately equal to 0.5γ.
Finally, Theorem 1 implies that
for every i and t, and then, under the proposed quadratic exponential model, γ has the same interpretation that it has under the dynamic logit model, i.e. log-odds ratio between any pair of consecutive response variables. Moreover, as in the dynamic logit model, we have that y it is conditionally independent of y i0 , . . . , y i,t−2 given α i , X i and y i,t−1 .
Conditional distribution of a response configuration given the total score
The main advantage of the proposed model with respect to the dynamic logit model is that the total scores y i+ , i = 1, . . . , n, represent a set of sufficient statistics for the incidental parameters α i . This is because, for every i, y i is conditionally independent of α i given X i , y i0 and y i+ .
First of all note that, under the assumption (4),
After some algebra, the conditional distribution at issue becomes
The expression above does not depend on α i and therefore is also denoted by p(y i |X i , y i0 , y i+ ).
The same happens for the elements of β corresponding to the covariates which are time-invariant.
To make this more clear, consider that we can multiply the numerator and the denominator of (6) by exp(y i+ x i1 β) and, after rearranging terms, obtain
with d it = x it − x i1 , t = 2, . . . , T . We consequently assume that β does not include the intercept and the parameters for the covariates which are time-invariant; if included, these parameters would not be identified. This is typical of other conditional approaches, as that of Honoré & Kyriazidou (2000) , and of fixed effects approach in which the individual intercepts are estimated together with the structural parameters.
Another point to be remarked is that the only response configuration which is compatible with y i+ = 0 is y i = 0, with 0 denoting a column vector of zeros of suitable dimension; similarly, the 8 only response configuration compatible with y i+ = T is y i = 1, with 1 denoting a column vector of ones of suitable dimension. This implies that p(y i |X i , y i0 , y i+ ) is always equal to 1 for y i+ = 0 and y i+ = T and the response configurations for which this happens do not contain information on the structural parameters. Also this feature is typical of the conditional approach.
As an illustration, consider the case T = 2 in which three possible values of y i+ may be observed: 0, 1 and 2. With y i+ = 0, 2 we have that p(y i |X i , y i0 , y i+ ) = 1, whereas, for y i+ = 1, we have that
which may be restated as
This conditional probability depends on both β and γ. As we explain in the following, this makes the structural parameters of the model identified with T = 2, whereas identification of the structural parameters of the dynamic logit model is only possible when T 3 (Chamberlain, 1993) . At this regard, see also the discussion provided by Honoré & Tamer (2006) .
Conditional inference on the structural parameters
In the following, we introduce a conditional likelihood based on (7). We also provide formal arguments on the identification of the structural parameters via this function and on the asymptotic properties of the resulting estimator.
Conditional log-likelihood given the total scores
For an observed sample (X i , y i0 , y i ), i = 1, . . . , n, the conditional likelihood has logarithm
where the subscript θ has been added to p(·|·) to remark that this probability, which is defined in (7), depends on θ. An equivalent expression is
9
In order to obtain a simple expression for the score and the information matrix corresponding to (θ), consider that (7) may be expressed in the canonical exponential family form as
, with u(y i0 , y i ) = (y i2 , . . . , y iT , y i * ) . Moreover
where D = ( −1 I ), with I denoting an identity matrix of suitable dimension, is a matrix of contrasts such that
Using standard results on the exponential family (Barndoff-Nielsen, 1978, Ch. 8), we obtain the following expressions for the score vector and information matrix:
The conditional expected value and variance above may be expressed as
Identification of the structural parameters
Suppose that the subjects in the samples are independent of each other with α i , X i , y i0 and y i drawn, for i = 1, . . . , n, from the model
where f 0 (α, X, y 0 ) denotes the joint distribution of the individual-specific intercept, the covariates X = ( x 1 · · · x T ) and the initial observation y 0 . Moreover, p 0 (y|α, X, y 0 ) denotes the conditional distribution of the response variables under the quadratic exponential model (4) when θ = θ 0 , with θ 0 denoting the true value of its structural parameters. Under this assumption, we have that Q(θ) = (θ)/n converges in probability to
for all θ, where E 0 (·) denotes the expected value under the true model (10). Moreover, based on the score vector and the information matrix given above, we can express the first derivative vector and second derivative matrix of Q 0 (θ) as
The following Theorem is based on the fact that ∇ θ Q(θ) is equal to 0 at θ = θ 0 and, under suitable regularity conditions, ∇ θθ Q(θ) is always negative definite. This implies that Q 0 (θ) is strictly concave with its only maximum at θ = θ 0 and, therefore, the identification condition given by Newey & McFadden (1994) is fulfilled. A rigorous proof is given in Appendix A2.
Theorem 2 Under assumption (10) and provided that E 0 (XD DX ) exists and is of full rank, Q 0 (θ) has its unique maximum at θ = θ 0 for every T 2 and, therefore, the structural parameter vector is identified.
The regularity condition that E 0 (XD DX ) is of full rank is necessary to ensure that ∇ θθ Q(θ)
is negative definite. This rules out cases of time constant covariates (see also the discussion in Section 3.2).
As an illustration, consider again the case T = 2; this is the smallest value of T for which identification of θ is possible. We have to consider only the cases y = (1, 0) and y = (0, 1) in which y + = 1; both cases occur with positive probability for every θ. In the first case we have that u(y 0 , y) = (0, y 0 ) and in the second that u(y 0 , y) = (1, 0) . We then have that
and then
which is obviously equal to 0 when θ = θ 0 . Moreover,
This matrix is of reduced rank, but it is not possible to find any vector a = 0 such that a V θ (X, y 0 , 1)a = 0 for both y 0 = 0 and y 0 = 1 and then E 0 [V θ (X, y 0 , 1)|X, y + = 1] is surely of full rank, being a weighted average between V θ (X, 0, 1) and V θ (X, 1, 1) with strictly positive weights. Since the second derivative of Q 0 (θ) may also be expressed as
this matrix is always negative definite if E 0 [A(X)A(X) ] is of full rank. Because of (9), this condition is implied by the regularity condition that
of full rank, which is assumed by Theorem 1. It follows that Q 0 (θ) has its unique maximum at θ = θ 0 .
Conditional maximum likelihood estimator
The conditional maximum likelihood estimator of θ, denoted byθ = (β ,γ) , is obtained by maximizing the conditional log-likelihood (θ).
Note that the information matrix J (θ) is always non-negative definite since, as shown in Section 4.1, it corresponds to the sum of a series of variance-covariance matrices. Provided that the regularity conditions of Theorem 1 holds, this matrix is also positive definite with probability approaching 1 as n → ∞. In economic applications, where the sample size is usually large, we should therefore find that (θ) is strictly concave and has a unique maximum corresponding toθ.
This maximum may be found by a simple iterative algorithm, such as that of Newton-Raphson.
At the hth step, this algorithm updates the estimate of θ at the previous step, θ (h−1) , as
Since we also have that the parameter space Θ is equal to R k , with k denoting the dimension of θ, the algorithm is very simple to implement and usually converges in a few steps toθ, regardless of the starting value θ (0) .
We also have thatθ exists, is a √ n-consistent estimator of θ 0 and has asymptotic Normal distribution as n → ∞. These results are stated more precisely in the following Theorem. As we show in Appendix A3, the Theorem may be proved on the basis of standard asymptotic results (Newey and McFadden, 1994) .
Theorem 3 Under assumption (10) and provided that E 0 (XD DX ) exists and is of full rank, for every T 2 we have that (as n → ∞):
• (Existence)θ exists with probability approaching 1;
On the basis of the maximum likelihood estimatorθ, we can consistently estimate the matrix
The standard errors of the elements ofθ are then estimated by the corresponding diagonal elements of (nÎ) −1 under square root. This directly derives from Newey & McFadden (1994, Sec. 4.2) . Note that nÎ is equal to J (θ) and so it is obtained as a by-product from the NewtonRaphson algorithm described above.
Because of the asymptotic normality ofθ, it is also possible to construct a (1 − α)-level confidence interval for each parameter β h in β and for γ as follows:
where se(·) denotes the standard error computed as above and z α/2 is the 100(1−α/2)th percentile of the standard Normal distribution.
Simulation study of the proposed estimators
In this section, we illustrate a simulation study of the finite sample properties of the conditional estimator illustrated above under the proposed quadratic exponential model. The analysis closely follows that of Honoré & Kyriazidou (2000) and, therefore, we first consider a benchmark design and then other designs.
Benchmark design
Under the benchmark design, samples of different size (n = 250, 500, 1000) are generated from the quadratic exponential model (4) with T = 3 time occasions, only one covariate and parameters β = 1 and γ = 0.5. The covariate is generated by drawing each x it (i = 1, . . . , n, t = 0, . . . , T ) from a Normal distribution with mean 0 and variance π 2 /3, whereas α i is generated as (x i0 + t x it )/(T + 1) for i = 1, . . . , n. Finally, the initial observation y i0 (assumed to be exogenous) is drawn, for i = 1, . . . , n, from a Bernoulli distribution with parameter
To study the sensitivity of the results on T and γ, we also considered the case T = 7 and different values of γ (0.25, 1, 2).
Under each scenario, defined by a different combination of n, T and γ, we generated 1,000
samples and for every sample we computed the conditional estimatorsβ andγ. The results in terms of mean bias, root mean squared error (RMSE), median bias and median absolute error (MAE) of the estimators are shown in Table 1 . As for the conditional estimatorβ, from Table 1 we see that its mean and median bias are always negligible and tend to increase with γ and to decrease with n and very quickly with T . A similar trend is observed for both RMSE and MAE. In particular, they decrease with n at a rate close to √ n and much faster with T . This depends on the fact that the number of observations that contribute to the conditional likelihood increases more than proportionally with T , as an increase of T also determines an increase of the actual sample size 4 . Moreover, both RMSE and MAE increase with γ. This is mainly due to the fact that, when γ is positive, its increase implies a decrease of the actual sample size.
The conditional estimatorγ has a behavior similar toβ, but its bias is not always negligible for small sample sizes. In particular, both RMSE and MAE increase with γ and decrease with n at a rate close to √ n and much faster with T .
For each sample generated as above, we also constructed 90% and 95% confidence intervals for β and γ. The results, in terms of actual coverage level of the confidence intervals, are shown in Table 2 . The good performance of the conditional estimator for both β and γ is confirmed by the fact that the actual coverage levels of the confidence intervals are very close to the nominal ones under each scenario.
Other designs
Following Honoré & Kyriazidou (2000) , we considered other simulation designs (in the first three T = 3, β = 1 and γ = 0.5, in the last T = 7, β = 1 and γ = 0.5):
• χ 2 (1) regressor: the only difference with respect to the benchmark design is that each x it (i = 1, . . . , n, t = 0, . . . , T ) is generated from a χ 2 (1) distribution transformed to have mean 0 and variance π 2 /3;
• additional regressors: samples are generated as in the benchmark design, but three more covariates are used in the estimation of the parameters. These covariates, which obviously have no real effect on the response variable, are generated from the same Normal distribution used to generate x it ;
• trending regressors, T = 3: the only difference with respect to the benchmark design is that the covariate is generated as x it = φ(ψ + 0.1t + ζ it ), with φ and ψ suitably chosen and where ζ i0 , . . . , ζ iT follow a Gaussian AR(1) process with autoregressive coefficient equal to 0.5, normalized to have variance π 2 /3;
• trending regressors, T = 7: as in the previous design, but with T = 7.
The results in terms of mean bias, RMSE, median bias and MAE of the conditional estimatorŝ β andγ are shown in Table 3 , whereas the results in terms of actual coverage levels of the confidence intervals are shown in Table 4 . Based on the results in Table 3 we conclude that the good performance of the conditional estimators of β and γ are robust to the different designs of the covariates. The differences with respect to the benchmark design are small for both estimators in terms of both bias and efficiency.
A similar consideration is drawn about the quality of the proposed procedure for constructing confidence intervals for β and γ (see Table 4 ).
Comparison with alternative estimators
Following Honoré & Kyriazidou (2000), we report some simulation results also for the fixed effects and the infeasible maximum likelihood estimators. The former, denoted byθ F = (β F ,γ F ) , estimates all the n incidental parameters and, therefore, is inconsistent for fixed T . The letter, denoted byθ I = (β I ,γ I ) , treats the unobserved heterogeneity effects as realizations of a covariate with its own regression parameter. The results in terms of median bias and MAE are shown in Table 5 for n = 250 and different values of γ and T .
Of course we expect the performance of the conditional estimator to be a compromise between those of the other two estimators. In fact, the conditional estimator performs much better than the fixed effects estimator in terms of both bias and efficiency and even when T = 15. On the other hand, the infeasible estimator is more efficient even because it does not discard any observation. Nevertheless, the difference between the conditional and the infeasible estimators tends to decrease as T increases in terms of both bias and efficiency. In particular, we notice that the performance of the two estimators are very similar when T = 15 and the parameter of interest is β. Given the same interpretation of the parameters of the quadratic exponential and the dynamic logit models, it is quite natural to compare the proposed conditional estimator with available estimators of the parameters of the latter. In particular, if we compare the results of our simulation study with those of Honoré & Kyriazidou (2000) it emerges that our estimator always performs better than their estimator in terms of both bias and efficiency. This is mainly due to the fact that the former exploits a larger number of response configurations with respect to the latter.
However, this conclusion must be taken with caution since the two simulation studies are made under two different, although very similar, models. Similarly, our estimator may be compared with the bias corrected estimator proposed by Carro (2006) . In this case, we observe that the former performs much better than the latter when the parameter of interest is γ, whereas our estimator performs slightly worse than that of Carro (2006) when the parameter of interest is β.
Also these conclusions must be taken with caution.
Extensions
In the following, we illustrate two extensions of the proposed approach to the case of more elaborated structures for the state dependence and to the case of categorical response variables with more than two levels. In both cases, the conditional approach outlined in Section 4 may be implemented with minor adjustments.
More than one lag of the response variable among the regressors
Sometimes, it may be interesting to know how long is the dynamics of a certain phenomenon. In our context, this amounts to using a quadratic exponential model with more than one lag of the response variable.
As an illustration consider the case of two lags. The model can now be written as
, where y i * h = t y i,t−h y it , for h = 1, 2, z i * 1 = y i0 z 1 + t>1 z t−1 z t and z i * 2 = y i,−1 z 1 + y i0 z 2 + t>2 z t−2 z t . Therefore, the first order effect for y it is equal to α i + x it β, whereas the effect for (y is , y it ) is equal to γ 1 when t = s + 1, to γ 2 when t = s + 2 and to 0 otherwise.
The structure of the above model closely resembles that of the dynamic logit model with two lags of the response variable among the regressors. An economic interpretation similar to that provided in Section 3.1 may also be provided on the basis of expectation about future outcomes.
Also in this case, the main advantage of the approach is the availability of the sufficient statistics for the parameters α i represented by the total scores y i+ . The estimation of the structural parameters may be again carried out by maximizing a likelihood based on the corresponding conditional distribution in a way similar to that outlined in Section 4.3. In a similar way, we can also compute standard errors for the conditional estimator.
In the case outlined above, it may be interesting to test the hypothesis that γ 2 = 0. This hypothesis may be tested in the usual way by using the t-statisticγ 2 /se(γ 2 ), where se(γ 2 ) is the standard error forγ 2 . Under the null hypothesis, this statistic has an asymptotic standard Normal distribution.
Categorical response variables
Suppose that the response variable y it is categorical with M , instead of 2, possible levels, from 0 to M − 1, and let the dummy variable a itm be equal to 1 if y it = m and to 0 otherwise, with m = 1, . . . , M − 1. The quadratic exponential model has the form
where a i+m = t a itm , a i * hm = t a i,t−1,h a itm and the sums h and m are extended over 1, . . . , M − 1. Moreover, the sum at the denominator of (13) It may be easily realized that a i+m are sufficient statistics for the incidental parameters α im (i = 1, . . . , n, m = 1, . . . , M − 1) and so, as usual, we can rely on the conditional distribution
to estimate the structural parameters, where a i+ = (a i+1 , . . . , a i+,M −1 ) and the sum * B is extended to al the matrices B such that b +m = a i+m , m = 1, . . . , M − 1.
Conclusions
We propose a model for binary panel data allowing for unobserved heterogeneity and lag of the response variable beyond strictly exogenous covariates. The model is of quadratic exponential type (Cox, 1972) and mimics the structure of the dynamic logit model. We also provide an economic interpretation of its assumptions based on expectation about future outcomes.
The main advantage of the proposed model, with respect to the dynamic logit model, is the availability of sufficient statistics for the incidental parameters for the unobserved heterogeneity.
By conditioning on these sufficient statistics we show how to construct a conditional likelihood which depends only on the structural parameters for the covariates and the state dependence.
These parameters are then identified with at least three observations (included an initial observation assumed to be exogenous). We recall that at least four observations are instead required to identify the structural parameters of the dynamic logit model and that, for this model, it is more difficult to construct a conditional likelihood (see Chamberlain, 1985 Chamberlain, , 1993 Honoré & Kyriazidou, 2000; Honoré & Tamer, 2006) .
Obviously, on the basis of the conditional likelihood it is possible to obtain a conditional estimator of the structural parameters. We show that this estimator is √ n-consistent and has an asymptotic normal distribution and, on the basis of a simulation study, we notice that it has good finite sample properties in terms of both bias and efficiency. The estimator is also much simpler to use than the estimators of Honoré & Kyriazidou (2000) and Carro (2006) of the structural parameters of the dynamic logit model. We also recall that the estimator of Honoré & Kyriazidou (2000) is not √ n-consistent, whereas that of Carro (2006) requires the number of time periods to go to infinity in order to be consistent.
We also show how it is possible to compute standard errors for the proposed estimator on the basis of an information matrix which is obtained as a by-product from the estimation algorithm.
Based on these standard errors, we can construct confidence intervals for the structural parameters in the usual way. As our simulation study shows, these confidence intervals always have an actual coverage levels very close to the nominal one and so we conclude that the suggested method for estimating the standard errors is adequate in most applications.
Finally, we outline the extensions of the model to more complex structures for the state dependence, based on more than one lag of the response variable among the regressors, and to the case of categorical response variables having more than two categories. We reserve to future research the development of both of them and the assessment of the quality of the inference produced in these cases. We also reserve to future research the possibility to take into account endogeneity of the regressors by introducing a selection equation again formulated as a quadratic exponential model.
A3: Proof of Theorem 3:
We first prove existence and consistency of the conditional estimator and then asymptotic normality.
• (Existence and consistency) Under the assumptions of the Theorem, conditions (i), (ii) and (iii) of Theorem 2.7 of Newey & McFadden (1994) are satisfied and then, sinceθ n = argmax θ Q n (θ), we have thatθ n exists with probability 1 as n → ∞ andθ n p → θ 0 . In particular:
(i) Q 0 (θ) is uniquely maximized at θ 0 . See Theorem 2.
(ii) θ 0 is an element of the interior of a convex set Θ and Q n (θ) is concave. That θ 0 is an interior point of Θ obvious since Θ = R k . The concavity of Q n (θ) directly derives from the concavity of (θ) discussed in Section 4.3.
(iii) Q n (θ) p → Q 0 (θ) for every θ ∈ Θ. See Theorem 2.
• (Normality) It follows form Theorem 3.1 of Newey & McFadden (1994) . In particular, the following conditions of this Theorem hold:
(i)θ n p → θ 0 and θ 0 belongs to the interior of Θ (see the proof above).
(ii) Q n (θ) is twice continuously differentiable in a neighborhood N of θ 0 . This derivative is equal to minus the information matrix J (θ) divided by n which is clearly continuous in every N .
First of all we have that, because of (11), E 0 [∇ θ Q n (θ 0 )] = 0. This implies that V 0 [∇ θ Q n (θ 0 )] = E 0 {∇ θ Q n (θ 0 )∇ θ Q n (θ 0 ) }. The latter may however be expressed as
which, in turn, is equal the Σ = −∇ θθ Q 0 (θ 0 ) which exists and is positive definite.
The convergence to the Normal distribution therefore follows from the Central Limit Theorem.
(iv) sup θ∈N ∇ θθ Q n (θ) + Σ p → 0. This directly follows from Lemma 2.4 of Newey & McFadden (1994) and the fact that E 0 [∇ θθ Q n (θ 0 )] = −Σ and that E 0 [ ∇ θθ Q n (θ) ]
is finite for any θ ∈ N .
(v) Σ is nonsingular. See point (iii) above.
