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Abstract
The mission of machine learning is to empower computers to make generalizations from available data: labeled and
unlabeled. The more labeled data we have the better predictions we’ll make, but labeled data usually comes at a cost
and should be used sparingly. In some cases, the nature of prediction problem can be changed by using a different
sensor modality or by obtaining a different kind of annotation.
In this dissertation we first present methods to enhance predictive ability by improving the use of existing data:
by constructing feature spaces for human activity recognition and by developing semi-supervised methods for object
recognition.
We then develop methods for collecting, storing and visualizing information about activity in an indoor office en-
vironment. By using a dense array of simple motion sensors, we can track people in the office space, while preserving
reasonable expectations of privacy.
We develop methods for efficient access to data annotation services via crowdsourcing. We develop tools for
formalizing interactions in the domain of computer vision. By designing a general-purpose toolkit we present a com-
putational abstraction of otherwise undefined human abilities. To ensure high quality of crowdsourced annotations,
we developed programmatic gold framework. By automatically generating gold standard data for crowdsourced tasks,
we can present clear expectations to the workers, provide in-task training and explicitly measure worker accuracy.
Crowdsourced annotations present an opportunity to re-formulate what an AI agent should be able to do. An
indoor robot can safely operate in the environment with unknown objects. To interact with the objects, however, it
must have a detailed model of the object: semantic label, visual model for recognition and geometry model for grasp
and manipulation planning. We develop a robot supervision framework where crowdsourced on-demand annotations
allow a robot to collect necessary information about unseen objects, build object models and proceed to manipulate
these previously unseen objects.
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Statement of contributions
The development of computational techniques increased the ability of people to make informed deicisions. The devel-
opment of computation proceeded on two tracks: improving individual abilities and building organizations to support
large scale computation. Throughout the 20th century, machines made a great leap to tackle hard problems considered
the crown of human intelligence like checkers[133] and chess[37]. Yet many problems are still too hard for comput-
ers, while easy for the vast majority of people: finding objects in images, screening sensitive content, transcribing
audio. Many problems are easy for relatively small specialized crowd - bird watchers can easily classify bird species,
native language speakers can easily understand the meaning of the text. Some problems have extreme importance: by
providing extremely scalable translation services one can mitigate language barriers common in disaster response; by
analyzing images of cell growth we can better understand the causes and progression of a disease; by providing audio
transcriptions, audio content becomes searchable and accessible to people with hearing defects.
Human power today is greatly enhanced by computers. By developing statistical machine learning, we build better
generalization facilities for computers. By developing efficient ways to distribute work to people, we boost the scale
on which we can organize the data.
In this thesis I present my contributions to improvements of our predictive abilities: improving human activity
recognition(1), increasing annotator efficiency for object recognition via semi-supervised learning(2), simplifying
building-wide surveilance via large-scale sensor network with sparse camera coverage(chapter 3), developing frame-
works for efficiently utilizing large crowds of people for computer vision and robotics (chapter 4) and developing and
on-demand supervision framework for robotic vision.
In human activity recognition (chapter1), I (together with Du Tran, advised by David Forsyth) developed simple
features that achieve state of the art performance; demonstrated that large margin nearest neighbors metric learning
improves predictive power; formalized evaluation protocols for human activity recognition and introduced an “open
world” empirical evaluation framework, where classifier may not assume that all classes were present in training.
In object recognition(chapter 2), I (together with Nicolas Loeff and Himanshu Arora, advised by David Forsyth
and Narendra Ahuja) developed a semi-supervised framework for object detection and localization. By inferring the
location of the objects in the training images, our methods reduce the amount of labeling necessary to build object
models.
In office surveilance analysis(chapter 3), I (together with Yuri Ivanov, Christopher Wren and Ishwinder Kaur
Banga) developed human tracking framework that utilized a novel motion sensor network. Our surveilance system
relied on very few cameras to protect privacy of office occupants while providing complete coverage and ability to
investigate adversary events.
In crowdsourcing(chapter 5), I developed the framework for image annotation via crowdsourcing. The framework
vi
inspired numerous applications of crowdsourcing in computer vision. It provided both conceptual guidelines for
utilization of human computation as well as convenient generic tools for task design and quality control. I (together
with Dave Oleson, Greg Laughlin, John Le, Vaughn Hester and others) developed methods for scalable quality control
via programmatic creation of gold standard data.
In robotics(chapter 6), I developed a novel framework for offline robot supervision via crowdsourcing. A robot that
can safely navigate in the environment can collect information about objects it does not understand and request human
supervision to learn about those objects. We demonstrated that the robot can learn models for grasping previously
unseen objects.
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Chapter 1
Supervised metric learning for human
activity recognition
1.1 Introduction
Human activity recognition is a core unsolved computer vision problem. There are several reasons the problem
is difficult. First, the collection of possible activities appears to be very large, and no straightforward vocabulary is
known. Second, activities appear to compose both across time and across the body, generating tremendous complexity.
Third, the configuration of the body is hard to transduce, and there is little evidence about what needs to be measured
to obtain a good description of activity.
An activity recognition process should most likely have the following properties: Robustness: features should
be relatively straightforward to obtain from sequences with reasonable accuracy, and should demonstrate good noise
behaviour. Discriminative: at least for the primitives, one would like discriminative rather than generative models,
so that methods can focus on what is important about the relations between body configuration and activity and not
model irrelevant body behaviour. Rejection: activity recognition is going to be working with a set of classes that is
not exhaustive for the forseeable future; this means that, when a system encounters an unknown activity, it should be
labelled unknown. Parsimony: we expect that the set of known classes will be expanded by various methods, from
manual labelling to clustering; ideally, an activity recognition system should be able to learn a new class of activities
from very few examples.
The last two of these requirements were all but ignored in activity recognition; the whole set of requirements is
very demanding. This chapter proposes an approach for classifying human activities with abilities: to reject unseen
actions and to learn with few examples with high accuracy.
However, there is some evidence that activity data may have the special properties needed to meet them. First,
labelling motion capture data with activity labels is straightforward and accurate [10]. Second, clustering multiple-
frame runs of motion capture data is quite straightforward, despite the high dimensions involved, and methods using
such clusters do not fail (eg [11, 10, 72]). Third, motion capture data compresses extremely well [9]. All this suggests
that, in an appropriate feature space, motion data is quite easy to classify rather well, because different activities tend
to look quite strongly different. My work (jointly with Duan Tran) adduces a large body of experimental evidence in
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support of this point.
1.1.1 My contributions
This chapter presents the following contributions to the study of human activity recognition:
1. We proposed a metric learning based approach for human activity recognition with the abilities to reject unseen
activities and to learn with few training examples.
2. We provided a large body of evidences showing that quite simple appearance features work better than more
complex ones.
3. We demonstrated our approach produces strong results on a dataset of challenging YouTube videos.
1.1.2 Review
There is a long tradition of research on interpreting activities in the vision community (see, for example, the extensive
surveys in [58, 70]).
Features: Activity can be represented with a range of features. At low spatial resolution when limbs cannot be
resolved, flow fields are discriminative for a range of motions [42]. At higher spatial resolutions one can recover
body configuration and reason about it [129, 74]. There is strong evidence that 3D configuration can be inferred
from 2D images (e.g. [69, 14, 146]; see also discussion in [58]), which suggests building appearance features for
body configuration. Such appearance features include: braids [116]; characteristic spatio-temporal volumes [20];
motion energy images [22]; motion history images [22]; spatio-temporal interest points [96]; nonlinear dimensionality
reduced stacks of silhouettes [158]; an extended radon transform [159]; and silhouette histogram of oriented rectangle
features [73]. Generally, such features encode (a) what the body looks like and (b) some context of motion. We follow
this general pattern, with some innovations (section 1.2).
Primitives: Motions are typically seen as having a compositional character, with hidden Markov models used to
recognize, among others: tennis strokes [171]; pushes [166]; and handwriting gestures [172]. Feng and Perona [55]
call actions “movelets”, and build a vocabulary by vector quantizing a representation of image shape. These codewords
are then strung together by an HMM, representing activities; there is one HMM per activity, and discrimination is by
maximum likelihood. Alternatively, Bregler fits a switching linear dynamical system ([23]; see also [148]); Ikizler
and Forsyth build primitives explicitly by clustering motion capture [74].
Although rejecting unobserved activities is very crucial for making human action recognition applicable to real
world, it had not been addressed in the activity literature to the date both in theoretical discussions and in evaluations.
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The learning with few example objective is not new in object recognition but there is no human activity recognition ap-
proach concerns about it. Most of current approaches assumed that they have sufficient training data (Leave-One-Out
testing protocol). Unfortunately, this assumption is difficult to reach when the number of activities are continuously
expanding.
1.2 Motion Context Descriptor
Local descriptor. Our frame descriptor is a histogram of the silhouette and of the optic flow inside the normalized
bounding box. We scale the bigger side of the bounding box to a fixed size N preserving the aspect ratio. The scaled
box is then placed at the center bottom of an N × N square box padded with zeros. We use this transformation to
resample the values of the flow vectors and of the silhouette.
The optic flow measurements are split into horizontal and vertical channels. To reduce the effect of noise, each
channel is smoothed using median filter. This gives us two real-valued channels Fx and Fy . The silhouette gives us the
third (binary) channel S. Each of the 3 channels is histogrammed using the same technique: The normalized bounding
box is divided into 2× 2 sub-windows. Each sub-window is then divided into 18 pie slices covering 20 degrees each.
The center of the pie is in the center of the sub-window and the slices do not overlap. The values of each channel are
integrated over the domain of every slice. The result is a 72(2× 2× 18)-dimensional histogram. By concatenating the
histograms of all 3 channels we get a 216-dimensional frame descriptor.
In our experiments, we also experimented with 3× 3 and 4× 4 sub-windows. 3× 3 is not different from 2×2, but
4× 4 decreases the performance by 5-7%. The radial histograms are meaningless when the sub-windows are getting
too small.
Motion context. We use 15 frames around the current frame and split them into 3 blocks of 5 frames: past,
current and future. We chose a 5-frame window because a triple of them makes a 1-second-long sequence (at 15 fps).
The frame descriptors of each block are stacked together into a 1080 dimensional vector. This block descriptor is
then projected onto the first N principal components using PCA. We keep the first 50, 10 and 10 dimensions for the
current, past and future blocks respectively. We picked 50, 10 and 10 following the intuition that local motion should
be represented in better detail than more distant ones. The resulting 70-dimensional context descriptor is appended to
the current frame descriptor to form the final 286-dimensional motion context descriptor.
We design our features to capture local appearance and local motions of the person. Our Motion Context descriptor
borrows the idea of radial bins from the Shape Context [16] and of the noisy optic flow measurements from the “30-
pixel man” [42]. We append a summary of the motion around the frame to represent medium-scale motion phenomena.
We assume that the bounding box of the actor together with the silhouette mask is provided. In this work we use
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Figure 1.1: Feature Extraction: The three information channels are: vertical flow, horizontal flow, silhouette. In each
channel, the measurements are resampled to fit into normalized (120× 120) box while maintaining aspect ratio. The
normalized bounding box is divided into 2x2 grid. Each grid cell is divided into 18-bin radial histogram (20o per bin).
Each of the 3 channels is separately integrated over the domain of each bin. The histograms are concatenated into
216 dimensional frame descriptor. 5-frame blocks are projected via PCA to form medium scale motion summaries.
The first 50 dimensions are kept for the immediate neighborhood and the first 10 dimensions are kept for each of the
two adjacent neighborhoods. The total 70-dimensional motion summary is added to the frame descriptor to form the
motion context.
4
background subtraction to obtain the silhouette and the bounding box. These are often noisy, however our feature
representation seems to be tolerant to some level of noise. Our experiments with badminton sequences show that
when the noise is too extreme, it starts to affect the accuracy of activity recognition. We compute optic flow using
Lucas-Kanade algorithm [102].
1.3 Action Classification Models
1.3.1 Naı¨ve Bayes
Naı¨ve Bayes requires the probability P (frame|l) of the frame given the label l. To compute this probability we
apply vector quantization via K-Means. After vector quantization the frame is represented by a word wi and the
probability is estimated by counting with Laplace smoothing: P (wi|l) = c(wi,l)+1c(w,l)+K where c(wi, l) is the numbers
of times the word wi occurred with the label l and c(w, l) is the total number of words with the label l. Assuming
uniform prior P (l), ignoring P (seq) and using Bayes rule we get the following prediction rule: argmaxl P (l|seq) =
argmaxl
∑m
i=1 logP (wi|l).
1.3.2 1-Nearest Neighbor
1NN classifier assigns a label to every query frame by finding the closest neighbor among training frames and propa-
gating the label from the neighbor to the query frame. Every frame of the query sequence then votes for the label of the
sequence. The label of the sequence is determined by the majority. Note that the voting provides us with smoothing
and robustness to noise and thus we do not need to use more than one nearest neighbor.
1.3.3 1-Nearest Neighbor With Metric learning
Nearest neighbors crucially depend on the metric of the embedding space. To investigate the degree of dependence
we used Large Margin Nearest Neighbors (LMNN) [162] to alter the metric improve the discriminative power of the
features. Our target is to learn a Mahalanobis distance D:
D(xi, xj) = (xi − xj)TM(xi − xj) = ‖L(xi − xj)‖2 (1.1)
whereM = LTL is chosen to maximize the distance between points from different classes and minimizes the distance
between selected nearby points from the same class. The learning is performed by solving a convex Semi-Definite
Program. The output is the matrix L for transforming the feature space to the new space which changes the distance
and thus the nearest neighbors.
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Figure 1.2: The variations in the activity dataset design: Weizman: multiple actors, single view and only one
instance of activity per actor, low resolution(80px). Our: multiple actors, multiple actions, extensive repetition,
high resolution(400px), single view. IXMAS: Multiple actors, multiple synchronized views, very short sequences,
medium-low resolution(100,130,150,170,200px). UMD: single actor, multiple repetitions, high resolution (300px).
1.3.4 1-Nearest Neighbor with Rejection
Nearest Neighbors with Rejection work by fixing a radius R and ignoring points further than R. If no neighbor is
found within R, the query frame is thus unseen and receives the label “unobserved”. The sequence is then classified
by the majority vote including the “unobserved” label. We also consider the classifier that does rejection after metric
learning. The rejection radius is chosen to achieve equal accuracy on discriminative and rejection tasks.
1.4 Experimental validation
1.4.1 Description of the datasets
For our experiments we used 5 datasets: 3 datasets presented in the literature and 2 new datasets. The Weizman
dataset [20] contains 81 isolated sequences of 9 actors performing 9 activities. We use an augmented and more
difficult version with 93 isolated sequences of 9 actors and 10 activities with 3 extra sequences. The UMD dataset
[151] contains 100 sequences of 10 activities performed 10 times each. The IXMAS dataset [163] contains 36
sequences in which 12 actors perform 13 actions. Each sequence is captured in 5 different views. Our dataset
1 consists of 532 high resolution sequences of 14 activities performed by 8 actors. Our dataset 2 consists of 3
badminton sequences downloaded from Youtube. The sequences are 1 single and 2 double matches at the Badminton
World Cup 2006.
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Figure 1.3: Evaluation protocols: Leave 1 Actor Out removes all sequences of the same actor from the training set
and measures prediction accuracy. Leave 1 Actor-Action Out removes all examples of the query activity performed
by the query actor from the training set and measures prediction accuracy. This is more difficult task than L1AO.
Leave 1 View Out measures prediction accuracy across views . Unseen Action removes all examples of the same
action from the training set and measures rejection accuracy. Few Examples-K measures average prediction accuracy
if only K examples of the query action are present in the training set. Examples from the same actor are excluded.
1.4.2 Experimental Protocols
We evaluate the accuracy of the activity label prediction for a query sequence. Every sequence in a dataset is used as
a query sequence. We define 7 evaluation protocols by specifying the composition of the training set w.r.t. the query
sequence. Leave One Actor Out (L1AO) excludes all sequences of the same actor from the training set. Leave One
Actor-Action (L1AAO) excludes all sequences matching both action and actor with the query sequence. Leave One
View Out (L1VO) excludes all sequences of the same view from the training set. This protocol is only applicable
for datasets with more than one view(UMD and IXMAS). Leave One Sequence Out (L1SO) removes only the query
sequence from the training set. If an actor performs every action once this protocol is equivalent to L1AAO, otherwise
it appears to be easy. This implies that vision-based interactive video games are easy to build.
We add two more protocols varying the number of labeled training sequences. Unseen action (UAn) protocol
excludes from the training set all sequences that have the same action as the query action. All other actions are
included. In this protocol the correct prediction for the sequence is not the sequence label, but a special label “reject”.
Note that a classifier always predicting “reject” will get 100% accuracy by UAn but 0% in L1AO and L1AAO. On the
contrary, a traditional classifier without “reject” will get 0% accuracy in UAn.
Few examples (FE-K) protocol allows K examples of the action of the query sequence to be present in the training
set. The actors of the query sequences are required to be different from those of training examples. We randomly
select K examples and average over 10 runs. We report the accuracy at K=1,2,4,8. Figure 1.3 shows the example
training set masks for the evaluation protocols.
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Table 1.1: Experimental Results show that conventional discriminative problems L1AAO,L1AO,L1SO are easy to
solve. Performance is in the high 90’s(consistent with the literature). Learning with few examples FE-K is signifi-
cantly more difficult. Conventional discriminative accuracy is not a good to evaluate activity recognition, where one
needs to refuse to classify novel activities. Requiring rejection is expensive; the objective UNa decreases discrim-
inative performance. In the table bold numbers show the best performance among rejection-capable methods. N/A
denotes the protocol being inapplicable or infeasible to compute exactly. x denotes planned experiment.
Reject
L1SO L1AAO L1AO L1VO UNa FE-1 FE-2 FE-4 FE-8
NB(k=300) 10.00 91.40 93.50 95.70 N/A 0.00 N/A N/A N/A N/A
1NN 10.00 95.70 95.70 96.77 N/A 0.00 53.00 73.00 89.00 96.00
1NN-M 10.00 100.00 100.00 100.00 N/A 0.00 72.31 81.77 92.97 100.00
1NN-R 9.09 83.87 84.95 84.95 N/A 84.95 17.96 42.04 68.92 84.95
1NN-MR 9.09 89.66 89.66 89.66 N/A 90.78 N/A N/A N/A N/A
NB(k=600) 7.14 98.70 98.70 98.70 N/A 0.00 N/A N/A N/A N/A
1NN 7.14 98.87 97.74 98.12 N/A 0.00 58.70 76.20 90.10 95.00
1NN-M 7.14 99.06 97.74 98.31 N/A 0.00 88.80 94.84 95.63 N/A
1NN-R 6.67 95.86 81.40 82.10 N/A 81.20 27.40 37.90 51.00 65.00
1NN-MR 6.67 98.68 91.73 91.92 N/A 91.11 N/A N/A N/A N/A
NB(k=600) 7.69 80.00 78.00 79.90 N/A 0.00
1NN 7.69 81.00 75.80 80.22 N/A 0.00
1NN-R 7.14 65.41 57.44 57.82 N/A 57.48
NB(k=300) 10.00 100.00 N/A N/A 97.50 0.00
1NN 10.00 100.00 N/A N/A 97.00 0.00
1NN-R 9.09 100.00 N/A N/A 88.00 88.00
Dataset Algorithm
Protocols
Discriminative task Few examplesChance
Weizman
Our
IXMAS
UMD N/A
N/A
1.5 Experimental Results
1.5.1 Closed World Action Classification
We demonstrate that our approach achieves state of the art discriminative performance. Table 1.2 compares our
performance with published results. We show that on a large number of standard datasets with closed world assumption
we easily achieve state-of-the-art perfect accuracy. Note that there are two versions of Weizman dataset, the original
one contains 9 actions while the augmented version has 10. Our model archive perfect accuracy on both Weizman
datasets. For UMD dataset, we find that, it is easy to achieve 100% accuracy with train and test on the same actor,
playing the same action in the same view. In this case even L1VO achieved 97.5% accuracy on this dataset. On
IXMAS dataset, [163] report higher(93.33%) accuracy, however they use full 3D model.
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Table 1.2: Accuracy Comparison shows that our method achieves state of the art performance on large number of
datasets.
Dataset Method Accuracy
Weizman9 [115] 72.8
[4] 92.6
[86] 98.8
[20] 99.67
[73] 100
Our 100
Weizman10 [134] 82.6
[158] 97.78
Our 100
UMD [151] 100
[158] 100
Our 100
IXMAS [103] 80.06
[163] (3D) 93.33
Our 81
1.5.2 Metric Learning Improves Action Classification
We demonstrate that metric learning significantly improves human activity recognition performance in: (1) discrimina-
tive task, (2) rejection task, and (3) few examples. On traditional action recognition problem, 1NN-M achives almost
perfect accuracy and outperforms all state-of-the-art methods. For rejection task, 1NN-MR improves the accuracy
about 5% on Weizman dataset and 10% on our dataset comparing to 1NN-R. For learning with few examples, 1NN-M
significantly improves the accuracy. Specifically, for 1-example, 1NN-M improves about 20% accuracy on Weizman
dataset and 30 % accuracy on our dataset. We show that our approach achieves about 72.31% accuracy on Weizman
dataset and 88.80% on our dataset for action classification with only one training example. In low dimensions there is
not much benefit from LMNN (Fig 1.4). The only clear improvement appears on Weizman dataset with PCA. In other
cases of low dimensionality produce very little improvement if any.
1.6 Video Labeling with Rejection in the Wild
How would we spot activities in practice? We would take a video, label some of the example activities and propagate
the labels to unseen video. We follow this scenario and apply our algorithm to Youtube videos. We work with 3
badminton match sequences: 1 single and 2 double matches of the Badminton World Cup 2006.
For a badminton match we define 3 human activity recognition problems shown in table 1.3. Problem 1 is to
classify the type of motion of each player. Problem 2 is to classify the shot type. Problem 3 is to predict the moment
of the shot. The players closer to the camera are very different from the players in the back. We therefore define two
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Figure 1.4: LMNN with Dimension Reduction: On Weizman dataset, LMNN clearly improves PCA (2.8 ± 2.0%)
and almost improves random projections (0.8±1.2%). On our dataset, LMNN improvements are not present with few
dimensions on the closed world classification task (0.1 ± 0.2% from PCA and 0.1 ± 0.5% from random projection);
The improvement is 2% in high dimensions and 3%-10% in rejection task.
sequence 1: 3072 frames sequence 2: 1648 frames sequence 3: 3937 frames
Figure 1.5: Our Dataset 2: Example frames from badminton sequences collected from Youtube. The videos are
low resolution(60-80px) with heavy compression artifacts. The videos were chosen such that background subtraction
produced reasonable results.
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Table 1.3: Label sets for badminton action recognition
Problem Label set
1. Type of motion run, walk, hop, jump, unknown
2. Type of shot forehand, backhand, smash, unknown
3. Shot detection shot, non-shot
Table 1.4: Quantitative evaluation of video labeling show the prediction accuracy of 1NN, 1NN-R for the video
labeling task. One Youtube sequence was manually annotated. The first half was used for training, the second half
for evaluation. View 1 shows significantly better results due to higher resolution on the person giving more stable
segmentation and less noisy flow computation. 1NN works well in the closed world. However it performs poorly
when it is applied to the open world.
Problem Algo View 1 View 2 2 Views Chance Assump
1. Motion 1NN 75.81 63.66 71.30 25.00 close
2. Shot 1NN 88.84 81.50 74.55 33.33 close
1. Motion 1NN 42.72 24.93 34.04 20.00 open
2. Shot 1NN 26.49 23.75 21.98 25.00 open
1. Motion 1NNR 57.73 47.95 53.37 20.00 open
2. Shot 1NNR 63.45 52.29 52.15 25.00 open
different “views” and evaluate the labeling performance for each view separately as well as for both views combined.
One of the sequences was manually labeled for training and quantitative evaluation. The first half of the sequence is
used for training, while the second half is used for testing. For problems 1 and 2 we measure prediction accuracy. For
problem 3 we measure the distance from the predicted shot instant to the labeled one.
Labeling with 1NN achieves very high accuracy in the “view 1”. The “view 2” and combined views are more
challenging. In “view 1” most of the frames have the figures correctly segmented, while in the “view 2” the segmen-
tation often looses legs and arms of the player. Furthermore as the resolution decreases, the quality of the optic flow
degrades. These factors make prediction problem on “view 2” very difficult. The combination of the views presents
another challenge. We distinguish forehand and backhand shots, however forehand shot in one view is similar to the
backhand shot in the other view. This further degrades the classifier performance. Consistently with the structured
dataset results, 1NN-R performs worse than 1NN, because the rejection problem is difficult.
As can be seen in table 1.5, our shot instant prediction accuracy works remarkably well: 47.9% of the predictions
we make are within a distance of 2 from a labeled shot and 67.6% are within 5 frames. For comparison, a human
observer has uncertainty of 3 frames in localizing a shot instant, because the motions are fast and the contact is
difficult to see. The average distance from predicted shots to ground truth shots is 7.3311 while the average distance
between two consecutive shots in the ground truth is 51.5938.
Figure 1.6 shows snapshots from a sample rendered video of predictions made by out method. The figure shows
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Table 1.5: Task 3. Shot prediction accuracy shows the percentage of the predicted shots that fall within the 5,7,9
and 11-frame windows around the groundtruth label shot frame. Note, that it is almost impossible for the annotator to
localize the shot better than a 3-frame window (i.e. ±1).
View ±2-shot ±3-shot ±4-shot ±5-shot
View 1 59.15 69.01 69.01 70.42
View 2 43.08 55.38 63.08 67.69
2 Views 47.97 59.46 63.51 67.57
all predictions of our method over the duration of this clip. The figure contains several frames where our method
predicted that a player is making a shot.
1.7 Conclusion
In this chapter, we developed a metric learning-based approach for human activity recognition with the abilities to
reject unseen actions and to learn with few training examples with high accuracy. Our model not only can accurately
classify activities, but also can reject unseen activities and work well on few training examples. The abilities to reject
unseen actions and to learn with few examples are very crucial when applying human activity recognition to real world
applications.
We provided a large body of evidence showing that quite simple appearance features work better than more com-
plex ones. In addition, our work introduced two new annotated datasets: one lab controlled dataset (44328 frames)
and one Badminton dataset (8657 frames) which was downloaded from YouTube. They are very useful for further
researches in human activity, especially the Badminton dataset consists of realistic sequences which are more chal-
lenging for the approaches designed for real world applications.
At present we observe that human activity recognition is limited to a few action categories in the closed world
assumption. How does activity recognition compare to object recognition in complexity? One hears estimates of
104− 105 of objects to be recognized. We know that the number of even primitive activities that people can name and
learn is not limited to a hundred. There are hundreds of sports, martial arts, special skills, dances and rituals. Each
of these has dozens of distinct specialized motions known to experts. This puts the number of available motions into
tens and hundreds of thousands.
To scale the modelling and recognition, we need to scale up the number of videos we have and the amount of
annotation available. We later develop methods to collect such annotations on demand and at large scale.
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Figure 1.6: Video labeling of Youtube sequences demonstrates the 1NN-R in non-dataset environment. The figure is
a snapshot from the video in the supplementary materials. Every frame is associated with one column. Every possible
prediction is associated with one row. Gray dots denote the groundtruth which was labeled by hand. Blue dots are
predictions for player 1(close), red dots are predictions for player 2(far). Predictions are grouped into 3 tasks (see
table 1.3): 5 rows for motion type, 4 rows for the type of shot and 2 rows for shot instant prediction. The point marked
(1) shows that at frame 1522 we predicted type of motion jump which is also labeled in the ground truth. The point
marked (2) shows that at frame 1527 we predict that there is a shot. The ground truth marks the next frame. The point
marked (3) shows that at frame 1592, we predict hop, while the groundtruth label is unknown. The accuracy numbers
in the figure are computed for 150 frames shown in the figure.
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Chapter 2
Semi-Supervised learning for object
category recognition
We describe a novel method for learning templates for recognition and localization of objects drawn from categories.
A generative model represents the configuration of multiple object parts with respect to an object coordinate system;
these parts in turn generate image features. The complexity of the model in the number of features is low, meaning our
model is much more efficient to train than comparative methods. Moreover, a variational approximation is introduced
that allows learning to be orders of magnitude faster than previous approaches while incorporating many more fea-
tures. This results in both accuracy and localization improvements. Our model has been carefully tested on standard
datasets; we compare with a number of recent template models. In particular, we demonstrate state-of-the-art results
for detection and localization.
2.1 Introduction
Building appropriate object models is central to object recognition, which is a fundamental problem in computer vi-
sion. Desirable characteristics of a model include good representation of objects, fast and efficient learning algorithms
that require as little supervised information as possible. We believe an appropriate representation of an object should
allow for both detection of its presence and localization (‘where is it?’). So far the quality of object recognition in the
literature has been measured by its detection performance only. Viola and Jones [153] present a fast object detection
system boosting Haar filter responses.
Another effective discriminative approach is that of a bag of keypoints [32, 41]. It is based on clustering image
patches using appearance only, disregarding geometric information. The performance for detection in this algorithm
is among the state of the art. However as no geometry cues are used during training, features that do not belong to the
object can be incorporated into the object model. This is similar to classic overfitting and typically leads to problems
in object localization.
Weber et. al. [161] represent an object as a constellation of parts. Fergus et. al. [56] extend the model to account
for variability in appearance. The model encodes a template as a set of feature-generating parts. Each part generates
at most one feature. As a result the complexity is determined by hardness of part-feature assignment. Heuristic search
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is used to approximate the solution, but feasible problems are limited to 7 parts with 30 features.
Agarwal and Roth [3] learn using SNoW a classifier on a sparse representation of patches extracted around in-
teresting points in the image. In [100], Leibe and Schiele use a voting scheme to predict object configuration from
locations of individual patches. Both approaches provide localization, but require manually localizing the objects in
training images. Hillel et. al. [65] independently proposed an approach similar to ours. Their model however has
higher learning complexity and inferior detection performance despite being of discriminative nature.
In this chapter, we present a generative probabilistic model for detection and localization of objects that can be
efficiently learnt with minimal supervision. The first crucial property of the model is that it represents the configuration
of multiple object parts with respect to an unobserved, abstract object root (unlike [57, 29], where an “object root”
is chosen as one of the visible parts of the object). This simplifies localization and allows our model to overcome
occlusion and errors in feature extraction. The model also becomes symmetric with respect to visible parts. The
second crucial assumption of the model is that a single part can generate multiple features in the image (or none).
This may seem counterintuitive, but keypoint detectors generally detects several features around interesting areas.
This hypothesis also makes an explicit model for part occlusion unnecessary: instead occlusion of a part means
implicitly that no feature in the image is produced by it.
These assumptions allow us to model all features in the image as being emitted independently conditioned on the
object center.
As a result the complexity of inference in our model is linear in the number of parts of the model and the number of
features in the image, obviating the exponential complexity of combinatoric assignments in other approaches [161, 56,
51]. This means our model is much easier than constellation models to train using Expectation Maximization (EM),
which enables the use of more features and more complex models with resulting improvements in both accuracy and
localization. Furthermore we introduce a variational (mean-field) approximation during learning that allows it to be
hundreds of times faster than previous approaches, with no substantial loss of accuracy.
2.2 Model
Our model of an object category is a template that generates features in the image. Each image is represented as
a set {fj} of F features extracted with the scale-saliency point detector [88]. Each feature is described by its lo-
cation and appearance. Feature extraction and representation will be detailed in section 2.3. As described in the
introduction, we hypothesize that given the object center all features are generated independently: pobj (f1, .., fF ) =∑
oc
P (oc)
∏
j p(fj |oc). The abstract object center - which does not generate any features - is represented by a hidden
random variable oc. For simplicity it takes values in a discrete grid of sizeNx×Ny inside the image and oc is assumed
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to be a priori uniformly distributed in its domain.
Conditioned on the object center, each feature is generated by a mixture of P parts plus a background part. A set
of hidden variables {ωij} represents which part (i) produced feature fj . These variables ωij then take values {0, 1}
restricted to
∑P+1
i=1 ωij = 1. In other words, ωij = 1 means feature j was produced by part i; each part can produce
multiple features, each feature is produced by only one part. The distribution of a feature conditioned on the object
center is then p(fj |oc) =
∑
i p(fj , wij = 1|oc) =
∑
i p(fj |wij = 1, oc)pii, where pii is the prior emission probability
of part i. pii is subject to
∑P+1
i=1 pii = 1.
Each part has a location distribution with respect to the object center corresponding to a two dimensional full
covariance Gaussian, piL(x|oc). The appearance (see section 2.3 for details) of a part does not depend on the configu-
ration of the object; we consider two models :
Gaussian Model (G) Appearance piA is modeled as a k dimensional diagonal covariance Gaussian distribution.
Local Topic Model (LT) Appearance piA is modeled as a multinomial distribution on a previously learnt k-word
image patch dictionary. This can be considered as a local topic model.
Let θ denote the set of parameters. The complete data likelihood (joint distribution) for image n in the object
model is then,
P objθ ({ωij}, oc, {fj}) =
∏
o′c
∏
j,i
{
piL(fj |o′c)piA(fj)pii
}[ωij=1]
P (o′c)

[oc=o
′
c]
(2.1)
where [expr] is one if expr is true and zero otherwise. Marginalizing, the probability of the observed image in the
object model is then,
P objθ ({fj}) =
∑
oc
P (oc)
∏
j′
{∑
i
P (fj′ , ωij′ = 1|oc)
}
(2.2)
The background model assumes all features are produced independently, with uniform location on the image.
In the G model of appearance, the appearance is modeled with a k dimensional full covariance matrix Gaussian
distribution. In the LT model, we use a multinomial distribution on the k-word image patch dictionary to model the
appearance.
2.2.1 Learning
The maximum-likelihood solution for the parameters of the above model does not have a closed form. In order to
train the model the parameters are computed numerically using the approach of [59], minimizing a free-energy Fe
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Table 2.1: An example of an update, overall complexity and convergence time for our models and [56], for different number of
features per image (F ) and number of parts in the object model (P ). There is an increase in speed of several orders of magnitude
with respect to [56] on similar hardware.
Model Update for µiL Complexity Time (F,P)
Fergus et al. N/A FP 36 hrs (30, 7)
Model (EM) µiL ←
∑
n
∑
oc
Q(oc)
∑
j Q(ωji|oc){xjL−oc}∑
n
∑
oc
Q(oc)
∑
j Q(ωji|oc) FP ·NxNy 3 hrs (50, 30)
(Variational) µiL ←
∑
n{∑j Q(ωji)xjL−∑oc Q(oc)oc}∑
n
∑
oc
Q(oc)
∑
j Q(ωji)
FP +NxNy 3 mins (100, 30)
associated with the model that is an upper bound on the negative log-likelihood. Following [59], we denote v = {fj}
as the set of visible and h = {oc, ωij} as the set of hidden variables. Let DKL be the K-L divergence:
Fe(Q, θ) = DKL
{
Q(h)
∣∣∣∣Pθ(h|v)}− logPθ(v) = ∫
h
Q(h) log
Q(h)
Pθ(h, v)
dh (2.3)
In this bound, Q(h) can be a simpler approximation of the posterior probability Pθ(h|v), that is used to compute
estimates and update parameters. Minimizing eq. 2.3 with respect to Q and θ under different restrictions, produces a
range of algorithms including exact EM, variational learning and others [59]. Table 2.2.1 shows sample updates and
complexity of these algorithms and comparison to other relevant work.
The background model is learnt before the object model is trained. As assumed earlier, for Gaussian appearance
model the background appearance model is a single gaussian, whose mean and variance are estimated as the sample
mean and covariance. For the Local Topic model, the multinomial distribution is estimated as the sample histogram.
The model for background feature location is uniform and does not have any parameters.
EM Learning for the Object model: In the E-step, the set of parameters θ is fixed and Fe is minimized with
respect toQ(h) without restrictions. This is equivalent to computing the actual posteriors in EM [59, 113]. In this case
the optimal solution factorizes as Q(h) = Q(oc)Q(ωij |oc) = P (oc|v)P (ωij |oc, v). In the M-step, Fe is minimized
with respect to the parameters θ using the current estimate of Q. Due to the conditional independence introduced in
the model, inference is tractable and thus the E-step can be computed efficiently. The overall complexity of inference
is O(FP ·NxNy).
Variational Learning: In this approach a mean field approximation of Q is considered; in the E-step the parame-
ters θ are fixed and F is minimized with respect to Q under the restriction that it factorizes as Q(h) = Q(oc)Q(wij).
This corresponds to a decoupling of location (oc) and part-feature assignment (wij) in the approximation (Q) of the
posterior Pθ(h|v). In the M-step θ is fixed and the free energy Fe is minimized with respect to this (mean field) version
of Q. A comparison between EM and Variational updates of the mean in location µiL of a part is shown in table 2.2.1.
The overall complexity of inference is now O(FP ) +O(NxNy); this represents orders of magnitude of speedup with
respect to the already efficient EM learning. The impact on performance of the variational approximation is discussed
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in section 2.4.
2.2.2 Detection and localization
For detection of object presence, a natural decision rule is the likelihood ratio test. After the models are learnt, for each
test image P objθ ({fj})/P bg({fj}) is compared to a threshold to make the decision. Once the presence of the object is
established, the most likely location is given by the MAP estimate of oc. We assign parts in the model to the object if
they exhibit consistent appearance and location. To remove model parts representing background we use a threshold
on the entropy of the appearance distribution for the LT model (the determinant of the covariance in location for the
G model). The MAP estimate of which features in the image are assigned (marginalizing over the object center) to
parts in the model determines the support of the object. Bounding boxes include all keypoints assigned to the object
and means of all model parts belonging to the object even if no keypoint is observed to be produced by such part. This
explicitly handles occlusion (fig. 1).
2.3 Experimental setup
The performance of the method depends on the feature detector making consistent extraction in different instances
of objects of the same type. We use the scale-saliency interest point detector proposed in [88]. This method selects
regions exhibiting unpredictable characteristics over both location and scale. The F regions with highest saliency over
the image provide the features for learning and recognition. After the keypoints are detected, patches are extracted
around this points and scale-normalized. A SIFT descriptor [101] (without orientation) is obtained from these patches.
For model G, due to the high dimensionality of resulting space, PCA is performed choosing k = 15 components to
represent the appearance of a feature. For model LT, we instead cluster the appearance of features in the original SIFT
space with a gaussian mixture model with k = 250 components and use the most likely cluster as feature appearance
representation.
For all experiments we use P = 30 parts. The number of features is F = 50 for G model and F = 100 for LT
model, Nx ×Ny = 238. We test our approach on the Caltech 5 dataset: faces, motorbikes, airplanes, spotted cats vs.
Caltech background and cars rear 2001 vs. cars background [56]. We initialize appearance and location of the parts
with P randomly chosen features from the training set. The stopping criterion is the change in Fe.
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Figure 2.1: Local Topic model for faces, motorbikes and airplanes datasets [56]. In (a) the most likely location of the object
center is plotted as a black circle. With respect to this reference, the spatial distribution (2D gaussian) of each part associated with
the object is plotted in green. In (b) the centers of all features extracted are depicted. Blue ones are assigned by the model to the
object, and red ones to the background. The bounding box is plotted in blue. Image (c) shows how many features in the image are
assigned to the same part (a property of our model, not shared by [56]): six parts are chosen, their spatial distribution is plotted
(green), and the features assigned to them are depicted in blue. Eyes (4,5), mouth (3) and left ear (6) have multiple assignments
each. For each these parts, image (d) image shows the best matches in features extracted from the dataset. Note that the local topic
model can learn parts uniform in appearance (i.e. eyes) but also more complex parts (i.e. the mouth part includes moustaches,
beards and chins). The G appearance model and [56] do not have this property. The images (e) show the robustness of the method
in cases with occlusion, missed detections and one caricature of a face. Images (f) and (g) show plots for motorbikes, and (h) and
(i) for airplanes.
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2.4 Results
Detection: Although we believe that localization is an essential performance criterion, it is useless if the approach
cannot detect objects. Figure 2 depicts equal error rate detection performance for our models and [56, 41, 65]. We
can not compare our range of performance (for train/test splits), shown on the plot, because this data is not available
for other approaches. Our method is robust to initialization (the variance for starting points is negligible compared
to train/test split variance). The results show higher detection performance of all our algorithms compared to the
generative model presented in [56]. The local topic (LT) model performs better than the model presented in [65].
The purely discriminative approach presented in [41] shows higher detection performance with different (“optimal
combination”) features, but performs worse for the features we are using. The LT model showed consistently higher
detection performance than the Gaussian (G) model. For both LT and G models the variational approximations showed
similar discriminative power to that of the respective exact models. Unlike [56, 41], our model currently is not scale
invariant. Nevertheless the probabilistic nature of the model allows for some tolerance to scale changes.
In datasets of manageable size, it is inevitable that the background is correlated with the object. The result is that
most modern methods that infer the template form partially supervised data can tend to model some background parts
as lying on the object (see figure 4). Doing so tends to increase detection performance. It is reasonable to expect
this increase will not persist in the face of a dramatic change in background. One symptom of this phenomenon (as
in classical overfitting) is that methods that detect very well may be bad at localization, because they cannot separate
the object from background. We are able to avoid this difficulty by predicting object extent conditioned on detection
using only a subset of parts known to have relatively low variance in location or appearance, given the object center.
We do not yet have an estimate of the increase in detection rate resulting from overfitting. This is a topic of ongoing
research. In our opinion, if a method can detect but performs poorly at localization, the reason may be overfitting.
Localization: Previous work on localization required aligned images (bounding boxes) or segmentation masks
[100, 3]. A novel property of our model is that it learns to localize the object and determine its spatial extent without
supervision. Figure 1 shows learned models and examples of localization. There is no standard measure to evaluate
localization performance in an unsupervised setting. In such a case, the object center can be learnt at any position
in the image, provided that this position is consistent across all images. We thus use as our performance measure,
the standard deviation of estimated object centers and bounding boxes (obtained as in §2.2.2), after normalizing the
estimates of each image to a coordinate system in which the ground truth bounding box is a unit square (0, 0)− (1, 1).
As a baseline we use the rectified center of the image. All objects of interest in both airplane and motorbike
datasets are centered in the image. As a result the baseline is a good predictor of the object center and is hard to beat.
However in the faces dataset there is much more variation in location; then the advantage of our approach becomes
clear. Figure 3 shows the scatterplot of normalized object centers and bounding boxes. The table in figure 2 shows the
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Model Bbox(%) Obj. center(%)
vert horz vert horz
Faces
G 8.88 21.88 4.58 16.59
GV 8.64 16.10 4.47 16.10
LT 8.17 13.16 3.92 6.45
LV 7.86 18.62 3.76 11.04
BL - - 4.50 24.71
Airplanes
LT 19.30 9.09 10.06 4.42
BL - - 10.37 4.47
Motorbikes
LT 8.41 7.33 4.93 4.65
BL - - 5.11 2.01
Figure 2.2: Plots on the left show detection performance on Caltech 5 datasets [56]. Equal error rate is reported. The original
performance of constellation model [56] is denoted by C. We denote by DLc the performance (best in literature) reported by [41]
using an optimal combination of feature types, and by DL the performance using our features. The performance of [65] is denoted
by B. We show performance for our G model (G), LT model (L) and their variational approximations (GV) and (LV) respectively.
We report median performance (×) over 20 runs and performance range excluding 10% best and 10% worst runs. On the right we
show localization performance for all models on Faces dataset and performance of the best model (LT) on all datasets. Standard
deviation is reported in percentage units with respect to the ground truth bounding box. For bounding boxes we average the standard
deviation in each direction. BL denotes baseline performance.
localization performance results using the proposed metric.
Variational approximation comparison: Unusually for a variational approximation it is possible to compare it
to the exact model; the results are excellent especially for the G model. This is consistent with our observation that
during learning the variational approximation is good in this case (the free energy bound appears tight). On the other
hand, for the LT model, the variational bound is loose during learning and localization performance is equivalent, but
slightly lower than that of exact LT model. This may be explained by the fact that gaussian appearance model is less
flexible then the topic model and thus G model can better tolerate decoupling of location and appearance.
2.5 Conclusions
We have presented a novel model for object categories. Our model allows efficient unsupervised learning, bringing the
learning time to a few hours for full models and to minutes for variational approximations. The significant reduction
in complexity allows to handle many more parts and features than comparable algorithms. The detection performance
of our approach compares favorably to the state of the art even when compared to purely discriminative approaches.
Also our model is capable of learning the spatial extent of the objects without supervision, with good results.
This combination of fast learning and ability to localize is required to tackle challenging problems in computer vi-
sion. Among the most interesting applications we see unsupervised segmentation, learning, detection and localization
of multiple object categories, deformable objects and objects with varying aspects.
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Figure 2.3: The airplane and motorbike datasets are aligned. Thus the image center baseline (b), (d) performs well there. Our
localization performs similarly (a), (c). There is more variation in location in faces dataset. Scatterplot (f) shows the baseline
performance and (g) shows the performance of our model. (e) shows the bounding boxes computed by our approach (LT model).
Object centers and bounding boxes are rectified using the ground truth bounding boxes (blue). No information about location or
spatial extent of the object is given to the algorithm.
Figure 2.4: Approaches like [41] do not use geometric constraints during learning. Therefore, correlation between background
and object in the dataset is incorporated into the object model. In this case the ellipses represent the features that are used by the
algorithm in [41] to decide the presence of a face and motorbike (left images taken from [41]). On the other hand, our model (right
images) can estimate the location and support of the object, even though no information about it is provided during learning. Blue
circles represent the features assigned by the model to the face, the red points are centers of features assigned to background (plot
for Local Topic Model).
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Chapter 3
Tracking people with minimum information
3.1 Introduction
On July 8, 2005, a day after the tragic events of London bombings, a member of the intelligence community addressed
the audience of computer vision scientists at a meeting that we attended. He said: “It is most likely that right now
dozens of people in London are watching thousands of hours of videotapes while whoever they are looking for is
getting away.”
That statement emphasized an important problem that, paradoxically, has been created by advances in technology.
Vast amounts of video data can be collected and stored cheaply, but when it is needed, it is ultimately a human operator
who needs to look at it and decide if it is relevant.
Latest advances in technology of storage devices allow designers of video surveillance systems to further increase
quality and capacity of the recording units. Increased storage capacity of modern digital video recorders (DVRs)
enables corresponding increase in the number of video cameras used in such systems. For example, a Digital Video
Recorder, produced by Mitsubishi Electric Company [110] allows simultaneous recording of videos from 16 video
cameras. Up to 16 of these devices can be easily “daisy-chained”, so that 256 video feeds get stored in the array of
storage devices totalling about 8 Terabytes in the most standard configuration.
Paradoxically, the increased storage capacity poses a challenge to the domain of video surveillance - a human
operator or an automated system has to be able to handle such large volumes of video data in a very short period of
time to provide a good degree of responsiveness of the system to search requests. To illustrate the point, if a security
event can be localized to within a single hour, in the system with 256 video feeds may result in having to search
through 256 hours of video data.
Growing availability of video cameras and cheap sensors make the technology of building large surveillance
systems widely available. An indoor surveillance system may include a set of cameras and a set of sensors, access
card readers and perhaps other sensing and registering equipment. An example of such setup can be seen in Figure 3.1.
Each sensor individually may only cover a small portion of the space under surveillance, so it is necessary to analyze
different sensors and sensor modalities. A single camera is perhaps appropriate for such tasks as identification, or
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access control, where all necessary information can be contained in a single frame of video. In contrast, human
behavior is typically extended in space and time and routinely crosses sensor boundaries. The geometry of the space
requires a large number of cameras to provide complete coverage resulting in excessive setup cost, processing, storage
and human operator requirements.
Card access
Motion detectors
Cameras
Figure 3.1: Left: Example indoors surveillance system configuration. Right: MERL search system, as a part of the
DiamondTouch setup.
The work presented in this chapter builds on the work of [169, 84, 82] who showed that a distributed network
of simple motion sensors can be an inexpensive and accurate solution for a large number of surveillance and space
automation tasks. This work has been published in [81] and [83] and received the best paper award at InfoViz
2007[83]. Here we develop an alternative approach to building monitoring systems that captures information for
reactive and postmortem analysis of security breaches; protects everyday privacy of office occupants; allows to study
office activity and optimize the office layout based on space utilization. We introduce a novel method for tracking
individuals indoors in a typical office environment using the mixed modality sensor network. We propose a space-
centric approach, which gives some information about the entire space as a unified representation, allowing analysis
and search for events that might span a large set of sensors and extend for long periods of time. We have built a system
that uses a sparse array of video cameras but keeps track of the global context with a large network of motion sensors.
This context makes it significantly easier to solve problems of large-scale monitoring and search.
We developed a system that allows an operator to search a large database of sensor activations, arbitrarily joining
them into search conditions with intuitive query interface. These queries, combined with flexible matching criteria
and without any computer vision algorithms permit fast retrieval of video segments that temporally coincide with the
patterns of sensor activations, specified by the operator.
In this chapter we discuss the design considerations for an indoor surveillance system, seamlessly bringing together
these and other components within a unified view of the interface, visualization, and interaction. We detail the user
interface and visualization problems and present the principles that guided the development of the system.
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Figure 3.2: Map of one floor of the office space. Shaded areas show public spaces where the sensors are installed.
Locations of the six cameras are marked by small triangles.
3.2 Related work
There is a significant body of literature surrounding the interpretation of human behavior in video[145, 87, 109, 33,
111, 58]. A common thread in all of this work is that tracking is the very first stage of processing. That limits the work
to sensor modalities that can provide highly accurate tracking information in the absence of any high-level inference.
In particular, the ambiguities inherent in using a motion detector network can be expected to introduce enough noise
in the tracking results to render most of these approaches unusable.
There are a few works that have attempted to step outside this framework[167, 85]. These systems learn task-
specific state models that allow the behaviors to be recognized directly from the sensor data, without tracking. Our
work follows this philosophy, and adapts it to the domain of sensor networks.
Wilson and Atkeson [168] also utilize a network of motion detectors. Their system is targeted at residences, where
they assume that only a few individuals will be present. This allows them to pursue a classic track-then-interpret
methodology. More people means more ambiguity, and more ambiguity means exponentially more hypotheses that
must be considered during tracking. Therefore, this approach is only applicable to low-census buildings, such as
homes. Wilson and Atkeson also assume strategic placement of sensors. That level of specialization is not economical
in large buildings, or where usage patterns change regularly. We assume that our network will be built into the lights,
outlets, and vents, and that it will likely be installed by professional electricians and ventilation engineers, rather than
behavioral psychologists or eldercare specialists.
The main visualization challenge that we address in our system is simultaneous presentation of time and space.
This problem has long been known in the visualization community, in particular in map-based applications. Some
examples can be found in [62, 89, 95], where an extra dimension is added to a two-dimensional map display to show
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temporal order of events while offering no interaction. However, this method of visualization cannot be directly used
on our data, as its spatial component is generally three-dimensional and the number of simultaneous events causes
visual clutter.
More relevant to our applications, is the work of Andrienko et al.on the visualization of changing map-based
information [7]. They suggest augmenting a map with a graph of temporally changing parameters pertaining to the
information displayed on the map. Our approach is similar in spirit, but we give more importance to the interaction of
the two components, using them for display as well as for interaction and query building.
Geldon and Bouthemiy [63] use motion descriptors obtained from the recorded video to summarize the shots and
index them for future retrieval. In contrast, our approach uses other sensors and logical as well as temporal conditions
on them to index into large collections of video data.
There has been a lot of work done on analytic techniques to extract index features from video data, e.g. [24, 139].
These index sets are used to facilitate future searches. The problem is knowing what index data to create, i.e., correctly
predicting what information will be useful a day, a week, or years in the future. We chose to index very general data
in the form of sensor activations. Each individual index datum is not very meaningful, but together they represent the
context succinctly and can be visualized in a way that is accessible to human operators. Such representation of context
lends itself to efficient searches that are defined by the interaction with the operator at the precise time of need.
The primary representation of time in our system is accomplished by a timeline control, which records the ac-
tivations of a large array of sensors in order of their arrival and is similar in appearance to a piano roll [67]. The
effectiveness of this class of controls for multi-stream data has been demonstrated more recently [91, 125, 160].
3.3 Hardware and system architecture
The system that we describe here is built for the purpose of long-term monitoring of indoor spaces occupied by large
number of people. The system addresses the problem of flexible search of historical data that is collected from a
variety of generally heterogeneous sensors. The problem is very common in surveillance. For the sensing part of the
system we use a sparse array of Pan-Tilt-Zoom (PTZ) cameras and a large network of simple wireless motion sensors.
The sensors were mounted on the ceiling every 2 meters apart and six pan-tilt-zoom cameras (see Figure 3.3) were
placed in busy and critical areas [81, 82].
The sensor network is built of sensor nodes that include passive infra-red (PIR) motion detectors. This is the same
sensing technology used in most motion-activated lights and appliances on the market today. The sensor nodes are
inexpensive, approximately $30 per node in prototype quantities of 1000, and much cheaper than that in full-scale
mass production. The nodes are approximately 3cm by 5cm by 6cm.
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Figure 3.3: Left: A pan-tilt-zoom camera. Right: A wireless, passive, infrared motion detector.
The system was deployed at Mitsubishi Electric Research Lab in Boston,MA and covered all shared public office
space excluding lunch area. The lunch area and offices were excluded because of privacy concerns. A typical target
application for such a system might include understanding what happened if a theft is taking place in a busy office
space. The users would like to quickly reconstruct the sequence of events and identify possible perpetrators and
witnesses from whatever partial information might be available.
3.3.1 Motion sensor nodes
The nodes use an industry-standard IEEE 802.15.4 radio. This is the physical layer typically used by Zigbee devices[48].
These radios are standards-compliant and therefore capable of inter-operating with equipment designed by many dif-
ferent vendors.
Measurements on a sensor node show that it consumes approximately 50µA in ‘motion detector’ mode, and
46mA when communicating over the radio. However, communication is brief (16 ms). The node then returns to its
‘motion detector’ mode. Assuming that the sensor node detects motion every T seconds, this gives an average current
consumption of
50µA+
15ms
T
46mA (3.1)
Analysis of the current network reveals that the average inter-arrival time at a given node is 122 seconds. Even
if a sensor is activated once per minute, it would still only draw an average current of 61.5µA. A typical lithium
AA cell with a capacity of 2Ah will therefore power our sensor for approximately 32,520 hours and thus require the
replacement of the battery once every three years. Such level of power consumption argues for completely wireless,
27
easy to do installation. The sensors can be simply mounted on the ceiling, walls or any other indoor surface. The
installation becomes near-zero cost: just stick the sensors to the surface.
When motion is detected, a sensor-specific ID is broadcast over a wireless network. In our research prototype sys-
tem, the packet is globally timestamped and copied to a conventional LAN for central storage and analysis. However,
we anticipate that in a production system the nodes may communicate only locally by passing information directly
between immediate neighbors to be analyzed, or to end-effectors in the system (such as an alarm system).
3.3.2 Sensor network in an office environment
The map in Figure 3.2 depicts the test area. The network of 215 sensors covers 3000 square meters of office space
occupied by over 100 people. Over nine months the system has recorded over ten million motion observations. Inter-
arrival times statistics from this data were used in the design of the new nodes, as described in Section 3.3.1.
Executives and administrators occupy the wing on the right of the map. Researchers occupy the bottom and left
wings. The central core of the building contains restrooms, lobbies, elevators, the mail room and the kitchen. In the
center of the building there is a stairwell to another floor of the company that is mostly occupied by researchers.
3.3.3 Data
The data in our system was recorded from a network of 215 wireless ultra-low-power motion sensors over the course
of 11 months. We also collected videos from six PTZ video cameras for one month of period. Motion sensors were
attached to the ceiling at regular intervals of approximately 2 meters covering the area of 3, 000-plus-square-meter
office space. The motion sensors report the presence of motion in their field of view by sending a single bit to the
server, which stores the time stamp of the activation in the database. For the experiments we chose a randomized
Pan-Tilt policy for the video cameras, which causes them to foveate to a random location every five minutes. One of
the cameras is omni-directional and is located at a central junction between the north and east wings of our building. In
all, we have approximately 20, 000, 000 sensor activations and 150, 000, 000 video frames, totalling 1.7TB of storage
space. The map in Figure 3.2 depicts the test area used in the project.
3.4 Visualization of spatio-temporal data
A frequent problem with sensor networks involves the visualization of large volumes of spatial data that have a
temporal order. Several solutions have been proposed in the past, including the work by Kapler and Wright [89]. A
common approach to displaying the temporally varying spatial data is to add a visual dimension representing time.
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Figure 3.4: User interface for the search module of the system. Clockwise from top left: camera view, map, timeline,
clip bin.
a) b)
c) d)
Figure 3.5: Time-lapse capture of the map control while displaying movements of several people in the office space.
Location and approximate number of people can be estimated instantaneously for the entire space.
Unfortunately for our applications, this approach is not generally acceptable due to the higher dimensionality of the
spatial data, as we explain below.
3.4.1 Problem domain
The data collected in our lab spans two floors of the office building. In general, the occupants of the space travel freely
between the floors via the staircase: therefore, the data represents a temporal evolution of three-dimensional space.
This fact makes it difficult to use any topographic-like visualization methods that represent time by adding another
visual dimension, as it would inevitably increase clutter in the display. To avoid clutter, we chose to approach the
problem of visualization as a set of linked two-dimensional views, as described in Section 3.5.
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Direction of motion
Figure 3.6: Determining direction of motion from a sensor map. The sensor that is most recently activated is plotted
in a bright color, which then slowly fades to black. The direction of the gradient helps to quickly identify the motion
at a single frame.
3.4.2 Visualization principles
Typical surveillance and monitoring techniques rely heavily on applications of computer vision to detect interesting
activity. As the very first glance at the volume and the rate of acquisition of the data should prove, we cannot use
any but the lightest-weight computational processing. In fact, to even ourselves, we opted to build a video monitoring
system that uses practically no computer vision. That is not to exclude computer vision from this application entirely,
but simply to use it sparingly, on much smaller subsets of data that we select by some other means.
The main guiding insight of the system design was the idea of a space-centric representation. We tried to avoid
the traditional camera-centric approach and not show what is happening in front of the camera, but rather what is
happening in the physical space. In designing the system we formulated the following requirements and then applied
them to the interaction design (albeit with a varying rate of success):
1. All information presented on the display should be accessible pre-attentively. space should be evident from a
single image.
2. The display should allow the assessment of the situation in the entire location, not only in front of a single
sensor.
3. The interaction should be easily transferable to other interaction modalities – mouse, pen-based tablet, touch
table (DiamondTouch, see Figure 3.8). To this end, we tried to carefully map the manipulations available with
each pointing device, making sure that all chosen manipulations are available on all devices. Additionally, we
implemented simple control gestures for screen manipulations and query selection.
4. Unused parts of the data should be out of the way of the main interaction. We achieve this by using tabbed
panels, which dynamically show relevant views (e.g. video feed of the current track position if available).
5. All display elements should be temporally consistent and respond to a single centralized clock. Any change in
the global time reference should cause all visible display elements to show the data related to that time.
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6. All data processing required for indexing and storage of the data should be much faster than real-time. If the
processing takes longer than a small fraction of real-time, then the system will not scale well.
These principles helped us in the development of the system, but were not always easy to implement. The tracking
module of the system was especially challenging, as it required simultaneous display of the paths of several people in
correspondence with other parts of the interface. We describe the visualization design decisions in Section 3.7.
3.5 Space-time visualization in monitoring applications
The multidimensional character of the spatio-temporal data dictated the approach we took in displaying it to the user.
Our solution was to use a dual view methodology by splitting a single display into a pair of synchronized panels. The
first type of display corresponds to an instantaneous snapshot of the sensor field overlaid on the floor plan of the office
space. We call it the map. The second type of display shows history of sensor activations over some period of time.
We call this display the timeline. The two main panels are shown on the right side of the screenshot of the search
module of the system in Figure 3.4. The figure also shows the camera view panel on the top left and a clip bin on the
bottom left.
3.5.1 Visualization of space
The first type of display is shown in a series of screenshots taken at brief time intervals in Figure 3.5. Each image
in the figure shows the floor plan with the positions of the sensors represented by gray rectangles. Once a sensor is
activated, the color of the corresponding rectangle is set to light orange, which subsequently fades to black at a fixed
decay rate.
If a person passes under a chain of sensors, they would generate a fading trail, which is easily interpreted visu-
ally, providing cues about the person’s direction and speed of motion upon a momentary exposition as illustrated in
Figure 3.6. From the direction of the fading pattern of the color we can easily judge the direction of motion of the
person activating the motion sensors. Since the decay rate is locked with time, the perceived length of the trail directly
corresponds with the velocity of motion.
3.5.2 Visualization of time
Complementary to the map display is the timeline. The timeline shows the history of sensor activations for the entire
space. The sensors are arranged along the vertical axis of the control while preserving some notion of neighborhood.
The horizontal direction of the panel represents time in the left-to-right order.
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Figure 3.7: Timeline control. The top example shows the timeline at its eight-day resolution. A user can zoom in on
any portion of the timeline. The example on the bottom shows approximately two-hour range.
Figure 3.8: One interactive installation of the system uses a DiamondTouch projection table. Interactions with the
table make it useful to have a gesture-based interface that can allow the same manipulations as would normally be
performed with a multi-button mouse.
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a)
Gesture
Selected sensors
b)
Figure 3.9: Top: A query is specified by a gesture traversing a path across the map. The selected sensors are coded in
unique colors. Bottom: Selected sensors are highlighted with the same color to establish visual correspondence.
The display is similar to a “piano roll,” where one horizontal row corresponds to a single unique sensor. Every
sensor activation is marked on the row by a small blue line.
As can be seen in Figure 3.7, one can estimate very quickly temporal patterns of space use over time. For instance,
the snapshot at the top of Figure 3.7 corresponds to a week’s worth of data. In this display, day and night are clearly
identified. Weekends are seen as lower-intensity vertical blue bands.
A user can also assess anomalies in the use of the space. The bottom snapshot in Figure 3.7 shows a zoomed-
in view of the middle of one day. The gap in the sensor activations corresponds to a fire alarm, with the flurry of
activations preceding it showing the evacuation of the entire floor of the building. This data shows that the procedure
took three minutes. Curiously, the majority of the people exited through a single fire escape, while two other exits
remained mostly unused. This fact is clearly evident when the map and timeline visualizations are used jointly.
The timeline is used as a central time manipulation control that drives the system clock. Operators can use a
number of manipulations to change the reference time as well as the time range. The time is changed by simple
scrubbing1 of the control in either autoplay or paused modes. The timeline can be panned and zoomed with simple
familiar gestures and manipulations.
The timeline may be switched to display hits. Hits are time intervals that contain sequences of sensor activation in
the order requested by the user (see the following section). In this display all such ranges are stitched together, while
irrelevant time intervals are removed from the display, as shown in Figure 3.10a.
1Dragging the time marker across the timeline.
33
a) b)
Figure 3.10: Top: The timeline in the result display mode. Bottom: Selecting any of the hits causes the clip bin to fill
up with video clips containing the accompanying video evidence.
3.6 Spatio-temporal queries
Browsing the recorded history mark is only a small part of the functionality needed to enable a directed search for
interesting events in the monitored space. To find these events, we currently rely completely on the set of motion
sensors. One reason for that is the search efficiency. We can use the sensor network to define the context for the
video. For instance, we may be interested in videos of people who traversed a certain path through space, or we may
be interested in finding participants of activities that happened outside the camera view. To achieve these goals, we
developed the query module for our system.
3.6.1 Gestural query interface
The query interface in our system is implemented as a front-end to an SQL engine that maintains the database of
sensor activations. The “path” queries, described above, are formulated by simply drawing a path of interest on the
map. While drawing, the closest sensor is identified for each point in the trajectory and its ID is inserted into a query
constraint set. Then all time intervals that contain the sensor IDs activated in the order traversed by the gesture are
retrieved from the database.
An example of such query is shown in Figure 3.9a. As sensors are selected they are colored in a unique set of
hues. These colors reflect the order in which they are selected and serve as visual integration cues. Sensors that have
been selected are highlighted with the same colors on the timeline (Figure 3.9b), establishing visual correspondence
between the controls.
The result of the query is displayed in the timeline as a series of time ranges that contain the specified sequences of
sensor activations. As useful as it is, this range-style hit can still be improved. Indeed, the range result only suggests
to the user that there might be video data from any of the cameras that might have observed the behavior in question,
but it would still be up to the user to determine which camera has observed which part of the trajectory of the sensor
activations.
We solve this problem by first calibrating the cameras to the sensor network. The calibration does not involve
finding the extrinsic parameters of the camera but rather a much simpler calibration of the control parameters. For
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Figure 3.11: Selected frames of the videos from the clip bin. The clips demonstrate automatic handover and tracking
mechanisms.
each sensor we calculate the range of PTZ control parameters of each camera that results in the sensor field of view
being contained in the camera field of view. Then, if we keep track of the PTZ parameters of the camera at all times2,
the query can be conditioned on sensor visibility. Consequently, for every sensor activation in the retrieved result set,
we can determine whether any camera observed the participant who activated the sensor and retrieve the corresponding
video clips.
A set of such clips is placed into the clip bin shown in Figures 3.10b, 3.14, and 3.14. Note that this is not a simple
linear edit of the video – the resulting clip set contains the entire set of video evidence from all cameras that observed
any part of the motion pattern returned by the query. Figure 3.11 shows several representative frames from the selected
clips. This mechanism effectively implements a camera handover for even remote non-overlapping cameras.
3.7 Human-guided tracking
Previous sections have focused on taking dimensional slices through the data, exposing primarily spatial or temporal
information. This data is interesting because it contains significant structures that exist across these visualizations.
As people move through the building they create a spatio-temporal trace of motion activations. When they pass by or
interact with other individuals their traces become tangled into a spatio-temporal graph of possibilities. In this section
we show how the use of these graphs helps an operator quickly untangle these trace relationships and find all video-
2For example, in our cameras the exact values of Pan, Tilt and Zoom parameters are stored in the header of every image. Alternatively, a simple
polling mechanism can be employed with most PTZ cameras.
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Figure 3.12: Example of crowd movement during a fire drill.
and sensor-based evidence relating to an individual occupant of the space.
The task of human-guided tracking and forensic search that we aim to solve with our system can be illustrated
with a simple scenario:
A laptop was reported stolen from the office X during the lunch hour between 1:00pm and 2:00pm. There was no
camera coverage available outside the office. The operator needs to find all people that passed by the office during
the lunch hour, possibly identify them and collect evidence connecting the individual with the event.
In such a situation, the operator would want to identify all tracks that originated at the door of the office and to
identify the suspect by collecting all available video evidence. It is to this end that we build our system.
3.7.1 Tracking
Most tracking algorithms have to address the issue of multiple objects present simultaneously in the camera view. This
problem becomes even more pronounced when using ultra-low resolution sensors that are perceptually blind to the
number of people in its view. However, constraints of larger spatial context may allow disambiguation of situations
where multiple people are observed by a sensor network. For instance, when two people cross paths in the hallway
a tracking algorithm can evaluate velocities of each person use these estimates to find a plausible interpretation of
the sensor observations. However, this decision is based on a possibly incorrect assumption and once committed to,
cannot be recovered from the motion sensor data alone. In such situations the problem remains that for most practical
applications of surveillance, algorithms for general robust error-free tracking do not exist. Thus our general approach
to the problems of this sort is to not focus on building a system that makes no mistakes, but rather a ”self-critical” one,
which makes explicit the degree of certainty about its own responses. This approach allows us to be efficient in the
way it uses the human operator, making it possible to quickly narrow down the set of alternative interpretations of the
scene by cohesively presenting to the operator only the information necessary for making the decision.
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Figure 3.13: Tracklet graph representation of the track bundle. Each edge, called a Tracklet, represents a contiguous
sequence of sensor activations, while nodes represent ambiguities and endpoints.
Due to the impoverished nature of the motion sensors, it is not possible to unambiguously track individuals through
a building if they cross paths or otherwise interact with other individuals in the space. A massive crowd would generate
an overwhelming mass of ambiguity, such as during a fire evacuation as depicted in Figure 3.12. However, the much
more common case is that each individual interacts with a few others to create webs of ambiguity, such as those
represented by the graph in Figure 3.13.
The screen shot of the tracking module is shown in Figure 3.14. The figure shows one of the camera views that is
either selected by the operator, or automatically chosen by the simple camera scheduling algorithm. The scheduling
algorithm is invoked during the playback of the clips form the video clip bin, shown in the bottom left of the interface.
Upper right panel shows the floorplan with the currently selected track. The position of a person in the floorplan
control is indicated by a ”swell” in the track shown in the picture in red. Bottom gray panel is the ”piano-roll” of the
sensor activations, linked into tracklets, the elementary units from which tracks are built during the interaction with
the operator. Finally, upper left panel is a visual representation of the tracklet graph.
3.7.2 Tracklets and Tracklet Graph
Our approach to user assisted forensic tracking is based on the idea of tracklets and the corresponding representation
of the tracklet set as a tracklet graph.
A tracklet is a set of sensor activations such that each sensor in the set is unambiguously reacheable from its
immediate predecessor, according to the pre-determined geographic ordering. We will call the process of finding the
immediate predecessor to a current sensor activation linking. A tracklet is an elementary building block of a track and
has two end points. An end point is labeled with one of four labels:
1. Track-Start. The first sensor activation in the tracklet, such that no preceeding sensor activations can be linked
to it within the predetermined time interval;
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Floor planCamera viewsTracklet selection control
Video clip bin Recovered trackPlayback time marker
Current position
Floor planCamera viewsTracklet selection control
Video clip bin Recovered trackPlayback time marker
Current position
Subject out of view
Figure 3.14: User Interface of the MERL Forensic surveillance system. The interface consists of five main panels,
listed clock-wise - Floorplan, Timeline, Video clip bin, Tracklet selection control and Camera view, further described
in the text. We show two snapshots in time to demonstrate how it looks in motion. Parts of the track where the subject
is out of the view of the system are highlighted manually for illustration purposes.
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2. Track-Join. An end-point sensor activation in the tracklet such that there exist multiple preceeding tracklets that
can be linked to it within the predetermined time interval3;
3. Track-Split. An end-point sensor activation in the tracklet such that there exist multiple successor tracklets that
can be linked to it within the predetermined time interval4;
4. Track-End. The last sensor activation in the tracklet, such that it cannot be linked to any subsequent sensor
activation within the predetermined time interval.
All tracklets form a set of graphs, each of which represents an inherent confusion of the system about individual
tracks. A graph is a set of tracklets that can be joined according to the temporal and geographical restrictions which
can be either imposed by the user or learned over time. A node in the tracklet graph is a label of a tracklet endpoint,
while the edge represents the tracklet. Figure 3.13 shows an example of a track bundle temporally arranged top-to-
bottom. The graph has two starting tracklets, which subsequently merge into a single path. The merged tracklet then
splits twice resulting in four end points.
The tracklet graph is the core representation of the sensor activation data that we use for the purposes of tracking.
When the tracking information is stored in the database it is organized in tracklet graphs, which represent the limit of
the system’s tracking ability. When the need arises to extract a particular track these tracklet graphs are used to plan
the efficient interaction with the operator and find the unambiguous interpretation of the scene.
General Principles of Forensic Tracking
Track-Start and Track-End labels are unambiguous beginnings and ends of complete tracks. However, automatic
resolution of Track-Split and Track-Join label ambiguities is impossible in the space of sensor activations alone. The
source of split and join labels is the perceptual blindness of the sensor network to any features other than presence
of motion. In such situation, two people crossing paths in the hallway will cause the system to generate at least 4
tracklets, containing sensor activations for each person before and after the crossover point. Mapping the identity to
these tracks and maintaining their continuity with absolute certainty is impossible. In the light of this we sidestep the
mapping problem by using the following observations:
1. Operator does not need to disambiguate the entire scene, only the subgraph originating at the selected tracklet;
2. Resolving branch ambiguities can be simplified by considering video clips associated with each candidate track;
The first observation significantly reduces the amount of tracklets that need to be considered as possible candidates
to be aggregated into the track. Since in our scenario an operator is tracking one person at a time, the system only
3a single valid predecessor tracklet may not exist as it would have already been linked into the current tracklet
4a single valid successor tracklet may not exist as it would have already been linked into the current tracklet
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Selection Graph
b) Videos for one step of selection c)
Selected branch
Videos for next step d)
Recovered track
Figure 3.15: Human-guided track selection process using tracklet tree representation. a) Example of the selection
subgraph which includes camera views available for each tracklet, as well as split/join locations where track splicing
occurs. Tracklets are shown as edges of the graph passing through the camera views. b) First step of the interactive
graph pruning process. One step-lookahead tracklets are presented to the operator. c) Second step of the graph pruning.
d) Final track recovered.
needs to explain the behavior of that person, while effectively ignoring other occupants. That is, for the example
of two people crossing paths, we assume one tracklet being selected before the cross-over, and therefore, only two
tracklets need to be considered as a possible continuation, and not all four. This iterative, focused approach to tracking
and track disambiguation allows us to reduce the complexity of the problem from potentially exponential to linear.
The second observation simply implies that when a split-join confusion occurs, the system can trace the tracklets
to the nearest camera and display the corresponding video clips to the operator to make the decision about which
tracklet is the plausible continuation for the aggregate track.
Even though one can imagine developing a tracking algorithm that estimates the dynamics of the motion of the
objects under the network of sensors, any such algorithm will inevitably make mistakes. In security application the
commitment to the results of the even slightly inaccurate tracking algorithm can be quite costly. Instead we chose
to implement the tracking system following the ”Human-In-The-Loop” metaphor[6, 26], using tracklet graphs as the
underlying representation of the tracking data.
The main focus of the system is the efficient browsing of a large data set. To this end, we are concerned with
decreasing the false negative rate, with false positive rate being a distant second. In order to achieve these goals we
have adopted the mechanism of the track aggregation described below.
Track aggregation
The process of human guided tracking in the forensic mode of our system begins with selecting a group of sensors
where we expect the track to start. For instance, in our system, with sensor placed outside of people offices, the
operator would select several sensors on the floor plan that can possibly be activated when the person leaves his office.
An example of such a trigger condition is shown in the floorplan control in Figure 3.14. There the trigger event is set
outside the office in the bottom part of the plan. By performing a very fast search in the database we can identify every
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instance a of a tracklet that originated in one of the chosen sensors.
At this point an operator needs to select a single track to explore. Upon selecting the first tracklet in the corre-
sponding graph by simply clicking on the tracklet start in the timeline control, the tracklet is drawn on the floor plan
up to the point where there is an end, a split or a join endpoint. If the endpoint is reached, then the track is declared
complete. Otherwise, the process of track aggregation proceeds iteratively, using the tracklet graph to splice the can-
didate tracklets into a coherent track. In this process at each confusion point of the graph (split or join end point) the
operator chooses the subgraph to traverse further. The process is illustrated in Figure 3.15. The thumbnails in the
graph show that a video clip from the camera oriented towards the activated sensors is available. Blue diamond shape
indicates that a confusion point is reached and there are possible conflicting tracklets following the confusion point.
Links in the graph indicate that there exist a tracklet path.
Consider a subgraph shown in Figure 3.15a. The structure of this selection graph represents a set of paths through
the tracklet set that is possible to traverse starting at the tracklet and the camera view shown at the top of the figure.
Since the ambiguous points are known, at each such point the system can present the set of ambiguous tracklets to
the operator for disambiguation. For instance, at the first step, the confusion point represents a 3-way split from the
current node (Figure 3.15b). The first tracklet leads to two camera views in sequence. The second tracklet terminates
without going through any camera, while the third one passes through a camera and leads to the subsequent 2-way
split. Each of these tracklets is drawn on the floor plan and is colorcoded as shown in the figure.
Three groups of thumbnails are then added to the Tracklet selection control (see Figure 3.14). The color-coded
thumbnail groups, as shown in Figure 3.15b represent a one-step lookahead on the full selection graph. The operator
is asked to select one of the paths the he would like to explore further, thereby rejecting the other two. The resulting
situation is shown in Figure 3.15c, where a 2-way split is further explored. If a mistake is made, the operator can use
the selection tree control to roll back the selections. The process continues until the end-track label is encountered
(see Figure 3.18).
Note that the tracklet selection graph in Figure 3.15a is related to the tracklet graph in Figure 3.13, but is not
the same. In fact, the notation of the graph of Figure 3.15a represents a general selection mechanism, which can be
used for traversal of the tracklet graph either forward in time (as illustrated) or backwards. In the former case the
start and end markings of the selection graph in Figure 3.15a have the same meaning as those in the tracklet graph,
while diamonds only represent splits. Track merges are irrelevant to the forward selection process, as they present
no forward selection alternative. In contrast, if the selection graph is used for backward traversal, then start and end
markings of the selection graph have the opposite meaning to those of the tracklet graph and diamonds only represent
merges.
While the track is being built, the video clips related to each confirmed tracklet are collected in the Video clip bin
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Figure 3.16: State of the video clip bin(a) after the complete track has been recovered. Each row of the bin represents a
separate camera, while left-to-right arrangement reflects their temporal relationship. The system tracks the individual
over the course of 15 minutes, which includes a large portion of the track that is not seen by cameras. The temporal
gaps between the clips are automatically removed for display purposes.
(bottom left of Figure 3.14). The clip bin shows video clips ordered temporally left-to-right, while each row of the
clips corresponds to an individual camera. Figure 3.16a shows the collection of video clips at the conclusion of the
tracking task, corresponding to Figure 3.18). Note the occasional overlap between video clips from different cameras,
which represent the situation when the person is observed by several cameras at once.
Figures 3.16b-f show selected frames from each of the clips in the clip bin after a complete track is built. They
represent the entire set of the video evidence about the 15 minutes of person’s movement during which he has been
tracked. The rectangles outlining the person’s position in each frame were added manually, for illustrative purposes.
The final assembled track, covering a 15 minute long interval, is shown in Figure 3.18 in red. The track begins
outside the view of any of the cameras on the bottom left tip of the line (point 1). It then follows through 4 cameras
with IDs 6, 4, 1 and 3 (Figure 3.16b-e respectively) to the upper right corner, where the person stops to talk to another
occupant (point 2). Then the track proceeds all the way to the left, where the person disappears out of the sensor view
for about 3 minutes (point 3). Finally, after a short period of hovering in the left-most end of the track the person
retreats to his office via a different path, again passing through the view of the camera 4 (Figure 3.16f). Note that the
camera 6 does not observe the person on its return trajectory, as at that time it turned away from the sensors in the
path.
These graphs are constructed from nodes of ambiguity connected by unambiguous spatio-temporal traces called
tracklets. The tracklets are depicted on the map as distinct lines tracing an unambiguous path through the space, as
seen in Figure 3.17. At any moment there may be multiple tracklets under consideration: a series of selected tracks
and several possible future continuations. These tracklets are distinguished from one another in several ways. First,
each tracklet is coded with a unique color. Second, as is apparent in Figure 3.17, the tracklets are assigned spatially
distinct channels on the map to reduce the possibility of overlap and improve the intelligibility of the display.
Finally, although tracklets may traverse a common space with other tracklets, they may do so in different directions
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Figure 3.17: Tracklet display. In order to achieve the pre-attentive assessment of the multitude of tracks and direction
of motion we chose an asymmetric swell as a direction cue.
and different times. This temporal component is shown with an asymmetric swell that communicates both the direction
and the current location of the individual. Figure 3.17 we see that that the orange tracklet is active and the person is
moving toward the right, while the blue and cyan tracks are currently not active.
As above, control over the temporal aspect of the visualization occurs in the timeline window. Scrubbing the time
marker over the timeline simultaneously animates the swell of the tracklets on the map. This provides a very fluid
mechanism of interaction with various tracklets over time.
The forensic surveillance system shown in Figure 3.14 allows the operator to build a story about the movements
of a particular individual, presumably in response to an alarm or other event. In order to recover an unambiguous
track of a particular person, the human has to traverse the graph and resolve all the ambiguities, selecting the correct
continuation at each node.
The system supports this task by helping the operator navigate through space and time to quickly inspect each
ambiguity, providing all the evidence surrounding each ambiguity in a way that makes it instantly available. For
example, Figure 3.14 shows the spatial information displayed on the map (top right). Next to it (center top) a view
from a video camera is shown, which can be selected either manually or automatically. On the top left the figure shows
the current state of the graph traversal. Read top-down, it symbolically shows the current decision point in the context
of past decisions (buttons outlined in red), along with embedded icons depicting any relevant video observations.
By playing or scrubbing through time, the operator can animate the tracklet swellings. In this way, we leverage
the sophisticated perceptual system of the user, combined with their domain knowledge about the space to solve the
difficult tracking problem. It is relatively easy for a human to see that one tracklet is “obviously” a continuation of
another even when that would not be easy to detect with an algorithmic analysis.
Figure 3.15 illustrates the procedure of “walking a graph.” When the operator selects a starting event, that event
links into the database to specify an entire graph and its associated evidence (Figure 3.15a). At each ambiguity the
operator is presented with a set of choices, represented in Figures 3.15b and 3.15c by boxes. These choices are
presented to the operator in the graph-walking tool on the left side of the interface in Figure 3.14. Note that if a
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Figure 3.18: Final assembled track covering a 15-minute period. Locations of the six cameras are marked by small
numbered triangles.
mistake is made the operator can use this control to roll back the chain of selections to an arbitrary depth and traverse
a different branch of the graph.
When the operator arrives at the termination of a tracklet, as in Figure 3.15d, then the story authoring is complete.
The output of the process includes spatial, temporal, and evidential portions. The spatial part of the story is overlaid
in red on the map, as in Figure 3.18. The spatial component in a single frame shows us and ends and which parts of
the building are involved. The temporal component is overlaid in red on the timeline and in the bottom of Figure 3.14.
The temporal component reveals a snapshot of glance the temporal extent of the event, and if there happen to be gaps
in the observations. Finally, the evidential component is a collection of video clips associated with the event, as shown
in Figure 3.16. This video collection is automatically edited into a video summary of the event.
The final assembled track, covering a 15-minute period, is shown in Figure 3.18 in red. The track begins outside
the view of any of the cameras on the bottom left tip of the line (point 1). It then follows through three cameras
with IDs 6, 4, and 1 (Figure 3.16a-c, respectively) to the upper right corner, where the person stops to talk to another
occupant (point 2, camera 3, Figure 3.16d). Then the track proceeds all the way to the left, where the person disappears
out of the sensor view for about three minutes (point 3). Finally, after a short period of hovering in the left-most end of
the track, the person retreats to his office via a different path, again passing in view of camera 4 (Figure 3.16e). Note
that camera 6 did not observe the person on his return trajectory, as at that time it was pointing away from the sensors
in the path.
44
3.8 Potential applications
Context information from the sensors can be utilized algorithmically to automatically improve the effectiveness of
building systems. However, there is also significant value in the visualizations. Anecdotally, the visualizations have
already provided several insights into local behaviors around our lab.
In relation to safety, the map visualization in Figure 3.5 provided insight into evacuation procedures during a false
fire alarm. Despite the flood of activations caused by so many people moving at the same time, it was still apparent
from the visualization that most people did not exit from the nearest fire escape. Most occupants instead walked
halfway across the building to a more familiar exit. This insight provides an opportunity for education and hopefully
improved efficiency in the event of a real emergency. Without such a system it would be very difficult to obtain this
kind of situation awareness during an actual evacuation.
The timeline visualization shown in Figure 3.7 has been useful in expanding general awareness of work habits.
People who tend to come in late are surprised that many employees show up before their bosses. Similarly, at least
one manager was surprised that people stayed so late, sometimes until 3 a.m. or 4 a.m. People are often surprised at
the level of activity on weekends as well. This one visualization explains quite a lot about local work habits without
the need to explore them interactively.
We expect building safety and the facilitation of emergency response to be early applications for these systems.
Classical surveillance systems operate in forensic mode. After an undesirable event occurs, the surveillance system is
used to recover evidence, but often hours later. Searching large databases of video data is extremely time-consuming.
The automated visual routines available on the market are still quite primitive and require significant computational
resources. Displays that provide seamless global context and support the sort of spatio-temporal query gestures de-
scribed in Section 3.6.1 narrow the search domain and thereby render the whole process much more efficient.
Many environments have a heterogeneous population. For example, a health care facility may have staff who carry
active identification badges and patients who sometimes remove their tags. Intruders or wandering patients who have
lost their tags are both potentially very interesting populations. Interfaces such as that described in Section 3.7 could
be very useful in quickly focusing a search for a missing patient.
Similarly, in warehouse applications the heterogeneous network might combine RFID tags on crates with motion
sensors to track the crates more efficiently. Instead of the dense network of RFID readers, the system could use
motion sensors to provide additional information about the movement of the crates. The visualizations described in
this chapter could be used in systems that allow operators to quickly recover the history associated with a particular
wayward crate.
These are just a few examples of ways that buildings could be safer, more secure, and better tuned to the inhabitants
if there were a sensor network supplying context to such systems in the building.
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3.9 Conclusions
In this chapter we developed a technique of efficient browsing and tracking of human in a large database of sensor
activations and video feeds under the metaphor of Human-Guided Search. We presented our solution to the problem
of tracking individuals inside an office space. As a primary tracking device we chose a distributed network of cheap
sensors augmented with generally non-overlapping set of video cameras that move under an independent control. The
video cameras only observe a small fraction of the entire space, which makes it difficult to use them alone for the
purposes of tracking people. For example, tracking individuals that did not cross any of the camera views would be
impossible.
In contrast, the sensor network provides a low-fidelity measure of all the activity in the space, with no gaps
in space or time. This complete coverage makes tracking feasible and robust, despite the simplicity of the sensor
modality. Furthermore this data simplicity is a distinct advantage in bandwidth and computational costs. The data is
very compact, making the algorithms used to process it very fast and efficient.
We present our user interface and the concept of tracklet graphs. The tracklet graph models the inherent confusion
in the tracking systems. This representation allows us to formulate the tracking problem as an iterative process of
tracklet splicing in order to retrieve complete tracks of individuals along with all relevant video evidence collected
along the track by any available camera.
We have seen that these algorithms, despite the simplicity of the sensor modality, can extract powerful descriptions
of context from the data. Providing these bits of context to a human operator results in a much more efficient, reliable,
and powerful system.
Our system provides very compact representation of events in the space allowing for interactive queries over 11
months of data.
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Chapter 4
Crowdsourcing
4.1 Crowdsourcing
“Crowdsourcing is the act of taking a job traditionally performed by a designated agent (usually an employee) and
outsourcing it to an undefined, generally large group of people in the form of an open call.” [68]
As defined by Jeff Howe, crowdsourcing has become a popular and powerful phenomena. A multitude of com-
munities, companies and research projects rely on crowdsourcing to accomplish collarborative projects of previous
unimaginable magnitude. To give a few examples, wikipedia has amassed 9.25 million articles in 250 languages[165],
UK Guardian analyzed 700,000 pages of parliamentary records[1] to uncover dozens of members of parliament mis-
usinpg public funds, ImageNet[75] project collected over 12M annotated images organized along WordNet[53] hier-
archy.
The original definition by Jeff Howe postulates important properties of crowdsourcing: there is a specific task to
be completed; there is a large and unidentified group of people that will work to complete the task; the participation
in the project is voluntary.
Most crowdsourcing systems are characterized by the 4 major components:
• project: The overal goal that the system is designed to accomplish
• crowd: The open community of workers who contribute to the project
• work units: The individual actionable items presented to the workers
• reward: The utitlity the workers derive from participating
These components allow to us to understand the driving forces behind the system, its scalability limits and sys-
tem generality. Project can be a broad goal (e.g. create a free and comprehensive online encyclopedia), a specific
target (e.g. create a reusable cup design for Starbucks [19]), a broad category of tasks (e.g. fund enterpreneurs[92]
or test software applications[150] and finally a general-purpose platform (e.g. Amazon Mechanical Turk[149] or
CrowdFlower[31]).
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Crowd is the set of people who participate in the system. The more people participate, the higher is the output.
Power laws commonly apply to the community: small fraction of the community creates most of the output, the most
productive individuals are extremely rare and produce astonishing amounts of work (e.g. figure 5.2).
Work units are the actions that each individual can contribute towards the common project. These can vary from
simple tasks like image moderation taking 20 seconds[31] to small projects like building a software component([117])
to long-term efforts like winning a Darpa Grand Challenge[].
Reward makes individuals participate in the system. It could be monetary or intangible. The largest projects
are often based on intangible rewards such as self-interest and recognition, because they cost very little to maintain.
They are very efficient in worker self-selection, because there is no economic incentive for participation. However they
require large and active userbase to function and replicating the success of a particular project is extremely difficult.
Monetary rewards motivate participation. They are easier to scale (with sufficient pay), provide more predictable
throughput and allow higer variability of the tasks. Monetary rewards inhibit self-selection and providing incentive
for cheating on the target project with sole objective of getting paid.
4.1.1 Crowdsourcing platforms
Mechanical Turk
Amazon Mechanical Turk [5] is a marketplace for micro-tasks. Each task requires human judgment and provides
some monetary reward. Each task defines what needs to be done, the user interaction, the quality requirements and
who can work on it. Common tasks include content filtering, audio transcription and online inventory categorization.
Most tasks require very short amounts of time to complete and provide payments in the range US $0.01-US $0.2.
The tasks are created by requesters, who request the services from workers. Workers are free to choose any task
and complete it. Once the task is submitted by the worker, it becomes the responsibility of the requester to validate it.
If the requester accepts the work, Amazon gives the payment to the worker on behalf of the requester. The requester
has the option of rejecting the submission. In this case the worker receives no payment and the rejection is counted in
the worker’s statistics. Requesters are expected to accept all work performed in good faith and reject only malicious
and negligent work.
The requester has additional control over who can work on their tasks. Mechanical Turk maintains a set of metrics
for each worker: their task approval rate, how many tasks they have submitted, their location, etc. It is common to
require that the approval rate be above 90%.
Mechanical Turk has very limited tools for quality assurance. The most powerful of them are qualification tests.
The worker takes a test and receives a score of his or her performance. Unless the workers obtain a minimum score,
they are blocked from performing the work. Even simple tests reduce the amount of spam and improve the quality of
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submissions.
The main advantage of Mechanical Turk is the availability of a highly scalable on-demand workforce. There are
thousands of people participating on the web site and hundreds of thousands of tasks are posted and get done daily.
CrowdFlower
CrowdFlower[31] is a crowdsourcing company (formerly Dolores Labs, Inc.) that provides general purpose crowd-
sourcing platform and enterprise solutions. For the purposes of this thesis, I treat CrowdFlower as a platform and leave
out the discussion of the enterprise solution. As a crowdsourcing platform, Crowdflower provides powerful tools for
task design, quality assurance (qualifications, gold standard-based quality assurance, etc.) and response aggregation
tools. In contrast to all other platforms, CrowdFlower does not have its own workforce. All workers are provided
by labor channel partners that are responsible for all relations with workers: attracting workers, providing rewards,
managing payments, etc.
To formalize user interaction, CrowdFlower provides a specialized markup language to denote semantic input
fields, custom validation and aggregation as well as conditional workflow logic. The language, called CrowdFlower
Markup Language or CML for short, resembles XML tags and is embedded into HTML template to allow mixing with
native HTML and javascript. This combination allows for customizable user interface with well-defined input fields
that the CrowdFlower platform can interpret for Q/A and aggregation.
The use of CML is quite distinct from Amazon Mechanical Turk. AMT provides strict XML-based definition,
completely unstructured HTML or external (IFRAME) interface for task design. The XML-based definition is hard
to use, while the other two provide no information to AMT about the semantics of the data. None of these 3 allow
AMT to interpret the task data to perform quality assurance. CML on the other hand provides easy-to-use task design
framework as well as informing the platform, which fields should be used for quality assurance and how.
Gold-based quality assurance one of the core values of the CrowdFlower platform. Gold units are units with
known correct answers that can be used to directly measure worker accuracy on the task. Gold units are randomly
injected in the normal workflow and appear just like normal work units. If a worker makes a mistake, he or she will be
notified of the correct answer and their accuracy rating is updated. If a worker falls below certain accuracy threshold,
they get blocked from continuing to work on the task and their work is tainted and possibly rejected. The rules for
rejection of work vary depending on labor channel and is handled by the platform internally. Tainted work is not
included in any results and requesters don’t pay for any tainted work.
To maximize scalability, CrowdFlower partners with labor channels who manage worker relations, attract more
workers and distribute rewards. Labor channels may differ significantly in the form of reward and population of
workers they bring. For example, Amazon Mechanical Turk rewards the workers with money and attracts mostly US
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and Indian population[80, 98]. Samasource also rewards workers with monetary payments, but focuses on training and
hiring workers in severely distressed regions, where online work brings great positive social impact. In contrast with
Amazon Mechanical Turk and Samasource, Gambit[61] rewards workers with virtual currency redeemable in online
games and Swagbucks[127] reward workers with virtual currency that can be redeemed for real or virtual goods, but
can not be converted to cash.
4.2 Quality control
Crowdsourcing is an open process by its nature. It relies on attracting an undefined, large crowd of participants. This
large number of participants brings with it varying levels of motivation and experties. Getting quality results from this
diverse group is challenging yet ultimately important issue. In this section I consider common strategies of assuring
quality and discuss their relative advantages and practical importance.
Hope for the best is the trivial strategy of hoping that the crowd will produce reasonable result. Although rarely
successful, it is often tried as a first pass to gauge the motivation of the crowd. It also forms a baseline for other
methods of quality assurance. Why does this strategy fail? The answer is simple. Any crowdsourcing project must
have a reward of some sort to achieve scale. Lacking such reward, people will quickly loose interest in the project.
There will then be participants, who will optimize the accumulation of the available reward disregarding the quality
of work.
Manual result vetting requires the project requester to screen the results and manually reject results of low quality.
In this scenario, the bulk of the work is done by the crowd, while the requester does very little. This scenario is fairly
common in small to medium scale projects ([50, 143, 141]). This approach allows for minimal setup and direct
supervision from the project owner. On the other hand it lacks automation. To scale a project from manual vetting one
would have to setup additional Q/A procedures. Finally, manual vetting often lacks explicit quality targets and explicit
acceptance criteria.
Community quality assurance relies on interactions between participants. The project is structured so that any
participant can enforce quality by rejecting bad results. When results are rejected the rejection typically comes with
explicit objects to the changes. The original author may abandon their work, reconcile it with presented objections
or escalate the argument to fight against the objections. To facilitate this process, the project must support explicit
version tracking, discussion facilities and dispute resolution procedure. It is typical that there is a centralized authority
that can provide a final resolution of any dispute.
Formalized interaction allows to ensure that participants don’t deviate from requested work protocol. Although
it is possible to use other quality assurance methods to ensure that all results are well-formed, any errors caught
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later are waste of effort. They result in inefficient use of participant time and delay project completion. Furthermore,
crowdsourced project often run at the limits of human attention. By restricting undesired behaviors as early as possible
we ensure that participants focus only on relevant information.
Qualification requirements restrict who can perform the work. These requirements are commonly based on
screening, qualification tests, past performance or reputation. By limiting participation, only serious workers are
allowed to do the task. This results in higher quality at the cost of reduced throughput.
Gold standard is a set of tasks with known answers and very high confidence in those answers. This set allows to
explicitly measure performance of participants, quickly reject poor workers and aggregate multiple responses based
on the quality of workers who produced them. The use of gold standard also serves as implicit training procedure.
When workers make mistakes and are corrected, they learn the proper behavior.
The use of gold standard comes at a cost. First, it must be of very high quality, because it is used to determine
worker performance. Second, it is often created manually by experts, who are expensive. Third, it is possible for the
workers to learn the gold and attack the system if they are capable of generating multiple worker identities. Fourth, to
maximize the efficiency of training, gold distribution must differ from normal data. That makes creation of gold even
more difficult. For some projects these limitations can be mitigated by generating gold programatically as we explain
in section 4.2.3.
The biggest advantage of the gold-based Q/A is its broad applicability. It applies to a broad range of tasks and
provides simple interaction model that the workers can understand.
EM-based methods for quality assurance estimate the quality of the workers and the final answer in a single,
principled maximum likelihood framework. The modeling can take into account worker biases [79] and correct their
responses accordingly. The downside of EM is delayed feedback. It assumes that all results are available and we only
need to separate good from bad. In practical situations, it is important to provide feedback as early as possible and
block the workers who don’t perform well on this particular task. Doing so will allow the workers to work on projects
where they are better and fit within project required accuracy.
4.2.1 Formalized interaction
Crowdsourcing is conceptually extremely open process with unrestricted participation. To ensure quality of the final
output, the project manager must introduce restrictions that will eliminate low quality and undesired work. By formal-
izing the way workers interact with the system, we reduce the opportunity for mistakes and thus improve the overall
quality.
Interaction is formalized in 3 broad topics: domain-specific annotation tools (e.g. image annotation, video la-
beling tools, translation, audio transcription, etc), process instructions that a worker must follow (e.g. how to assess
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search relevance, which objects to label) and on-the-fly data validation rules that provide immediate feedback to the
workers if they make a mistake.
Annotation tools allow the workers to produce data in machine-readable format via natural interactions. For
example, object location can be specified with 4 numbers and workers are capable of opening the image in an image
editor and writing down the numbers, but drawing a box on top of the image is more efficient and less error-prone.
Annotation tools such as cv-web-toolkit[34](section 5.4),[157], [66] provide a language of user interactions that the
project manager can use to build a crowdsourcing program.
Process instructions specify what exactly the worker should and should not do. They must be clear and concise,
yet include all relevant information, examples and common mistakes. Designing good instructions are typically an
iterative process that requires experience in running crowdsourcing projects.
Validation rules are any checks that can be performed on the output of the work that can result in detecting and
correcting worker errors. For example, if there is a required input that the worker must provide, it can be implemented
as an required HTML form field, so that the worker can not leave the page unless they filled the field. In more complex
scenarios, if the worker must type an address, the address can be automatically validated and all errors can be displayed
to the worker. In the context of image annotation, we may know in advance what types of objects are present and a
rough count. If the worker fails to label the known categories, they will not be allowed to submit their results.
4.2.2 Qualification requirements
Qualification requirements are formalized prerequisites that the workers must fulfill before working on a particular
task. These requirements allow the requester to target specific skills, demographics or background knowledge of the
workers. Such mechanisms, for example, could allows to target only workers in US for a task that requires knowledge
of US politics. For a general information extraction task in Chinese, qualification requirements would specify fluent
command of Chinese.
Demographics-based qualifications are commonly supplied by crowdsourcing platforms. Amazon Mechanical
Turk and CrowdFlower both allow to include and exclude workers by country.
Skill-based qualifications are task-specific and mostly designed by individual requesters. Individual requesters can
perform the testing by evaluating prior results of a worker and grant the qualification to a worker. Alternatively the
requesters can design a test that the worker takes to obtain a qualification. If a worker passes the qualification test,
they are immediately granted the respective qualification and are admitted to the work.
As experiment (section 4.2.2) shows, qualification requirement significantly improve quality. They provide a
barrier to entry by increasing participation cost for a new worker. A scammer looking for easy money is less likely to
invest effort in taking the test and simply skips any task that require a qualification. It is important to note, however,
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that the qualification requirement is not a guarantee of a quality. A dedicated adversary can pass the qualification test
and then scam the requester. The added cost of participation has negative impact on the number of participants and
thus a throughput.
Qualification impact on quality
The objective of this experiment was to evaluate the impact of qualification on the quality of results. To run the
experiment we used the bounding box task (figure 4.1). To assess the quality of workers, we used a subset of 100
images from VOC2009 dataset. The images were part of publicly available training set annotated by computer vision
experts. The overall task is to annotate 20 object categories. The task is challenging, because it takes significant
mental effort to remember all 20 categories and understand the details of what is considered an object. For example,
a statue would not count as a person, nor would a painting. On the other hand, a photo-realistic poster will count. To
limit the task complexity on Mechanical Turk, we split all categories into 4 groups of 5 related objects. The worker
is given an image and provided with 5 related object categories and 3 binary options to flag unconventional cases.
An example of user interface is shown in figure 4.1. The experiment was run on Amazon Mechanical Turk using
cv-web-toolkit(section 5.4) annotation system to manage the annotation process.
We performed two separate runs of data annotation not overlapping in time. In the first run, workers were allowed
to join the task directly and perform annotation right away. In the second run, workers were required to take a
qualification test shown in figure 4.2. After all annotations were collected, each annotation was evaluated against
the gold standard annotation using a standard overlap score metric. Figure 4.3 compares the performance of no-
qualification condition with qualification condition. At overlap score above 0.85 two annotations are very similar and
at 0.95 they are visually indistinguishable. For a computer to score a positive detection, an overlap score of 0.5 is
required. By requiring workers to take a simple test, we significantly improve the quality of the results. The accuracy
per single box on average goes up by 0.22 and the number of objects labeled with high accuracy increases by 30%.
4.2.3 Gold-based quality control
Gold-based quality assurance provides a direct estimate of worker accuracy and allows for in-task worker training.
A gold standard dataset is a set of units, each with a known correct answer j∗ and a feedback message explaining
why the answer is chosen. (Gold standard questions are also known as gold units or expert labels). We can explicitly
estimate worker accuracy by randomly injecting gold units into the workflow. If the worker gives an incorrect answer
for a gold unit (“misses the gold unit”), we show the feedback message to inform the worker of the correct behavior.
The worker has an option to contest the gold message if they believe the gold answer j∗ is incorrect. If their complaint
is accepted (e.g. j∗ is corrected), the worker answer is considered correct.
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Figure 4.1: The bounding box annotation task for Pascal VOC 2010
Figure 4.2: The qualification requirement test for annotating bounding box
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Figure 4.3: The impact of qualification requirement on annotation quality
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Gold-based worker accuracy is then the agold = 1− NmissedNshown , where the Nmissed is the number of gold units they
missed and Nshown is the number of gold units they have seen. The accuracy agold is computed only after the worker
has seen at least N0 = 4 gold units. As the workers progress through the task, gold sampling frequency is reduced
if the workers maintain high accuracy levels. If at any point in time the worker falls below task-specific accuracy
threshold treject, they are rejected from the task. To increase transparency, we warn workers when they go below a
higher threshold twarn.
To ensure that workers are adequately prepared to work on the task, we start with a training session. In training,
workers see only gold units and receive feedback for every mistake made. Training continues until the worker has
completed Ntraining = 4 gold units correctly. After that the workers are switched into regular work mode. The
mistakes made in training mode do not affect the worker’s accuracy estimate for subsequent questions answered. The
workers are paid for training responses only upon successful completion of training mode .
Gold-based QA has a number of advantages. First, it explicitly measures worker accuracy. This accuracy can then
be used to make decisions regarding the worker: can we use their work? should we block them? do they deserve
a bonus? Second, the process is transparent and clear for the workers. They see the current accuracy estimate and
how each missed gold affects it. Last, but by far not least, workers get in-task training. By presenting special cases
as gold units, we can ensure that workers understand the nuanced or challenging details of the task requirements. By
balancing the answer distribution within the gold set like in [99], we can ensure that the workers are trained to choose
the correct answers in edge cases that may only comprise a small fraction of the data.
Issues with gold
Gold questions are used to improve the accuracy of results collected in crowdsourced tasks. These questions aim to:
a) remove unethical workers from a task and b) educate untrained or incompetent workers to improve the accuracy of
their responses. Key considerations for successful implementation of gold units include the time, cost and efficacy of
gold units.
The selection of gold units should focus on those with objective, irrefutable true answers. True answers should
encompass as wide/even of a distribution as possible; no single response category should dominate the gold unit
distribution. Gold units can provide an active learning environment if accompanied by a clear, specific reason as to
why a particular response would be the correct answer. This process flows under the assumption is that the creators or
authors (know as “gold-diggers”) of these gold units are ethical and strategic. (In this context, strategic means capable
of creating and tailoring gold units to educate diligent workers, to filter out scammers and to anticipate likely types of
worker errors on a particular type of task.) These units carry a cost in terms of the gold-digger time and effort.
The size of the gold dataset is a key consideration. Repeat exposure to gold units increases the likelihood that
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a worker will recognize a particular unit (particularly one which he or she has answered incorrectly previously) as
belonging to the quality control system and will subsequently do minimal work on non-gold units. In jobs with a high
mumber of units, if a particular gold unit is viewed repeatedly by a single worker, it could invalidate the accuracy
estimate. If job managers limit the maximum of amount of work per worker with the intention of minimizing repeat
views of gold units, the job will most likely experience a low throughput rate. Use of extra (or excessive) questions
(or very large gold datasets) to minimize repeat views of gold units involves a considerable cost. Most tasks with
automated quality control will compensate workers for all judgments submitted during a task up until the point at
which the worker fails to meet a minimum accuracy level. In addition, there are costs of internal resources and time
for creation, oversight and responses to worker feedback when quality control strategies raise questions or confusion.
A key best practice for optimizing crowdsourcing tasks is iteration . However, this iteration is frequently accom-
panied by minor adjustments to the language or images in each question which can expose that unit as belonging to a
previous version of the job. Gold units must be undetectable from the non-gold units in a job, and iteration becomes
difficult when gold units must be manually recreated due to iteration in the job. All data fields and visual clues in
one job must be consistent, otherwise workers will have a clear opportunity to scam the task and extract compensa-
tion correctly answering (only) the gold units. The accuracy on non-gold units is severely impacted when analyzed
post-processing. Creation of gold units must be as iterative as the task design, layout, and UI. Processing multiple
batches of data will, however, expose the most frequently occuring patterns of worker behavior and errors. Identifying
these errors makes it possible to then target them via specific types of gold units: those which ask the workers to make
judgments on challenging edge cases, to complete a specific type of research, or to complete a particular field within
the task interface.
Strict quality control measures give rise to a variety of types of scamming. Workers who provide inaccurate
responses to gold units will face decreasing trust ratings to the point at which they are removed from a particular task
(generally 70% accuracy). Creation of multiple worker accounts by the same individual is common if a worker has
too low of a trust rating to continue working on a particular job of interest. Workers may collude regarding gold unit
answers, especially if they are located in the same physical location while completing the task. A final consideration
is that it can be difficult to generate gold data that targets specific worker behavior or errors on a particular task.
Traditionally, gold units have been manually created using source data units from the batch of source data from the
present job; this is a time-consuming, laborious process. Additionally, it is a process that is difficult to a) rapidly scale
and b) adapt to precisely target certain behavior. The experiments in this paper attempt to reduce the effects of many
of these challenges. Our work extends basic, traditional strategies of quality control in crowdsourcing by attempting
to mitigate the impact of the scenarios listed here.
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Programmatic gold
Programmatic gold is a process of generating gold units with known answers that capture specific worker errors. To
generate gold automatically, we identify potential errors and then manipulate data to produce intentionally constructed
data. Next we sample from the set of transformations to generate a gold set targeted to the specific errors observed in
the job. We refer to this manipulated data as pyrite.
The simplest application of programmatic gold is use of high confidence answers to benchmark future workers.
Although simple to implement, it does not provide as clear of an impact with respect to targeting specific errors as
pyrite does.
The first step in creating pyrite is identifying potential worker errors. Then, mutating the conditions for correct
worker responses so that pyrite directly targets the most common errors by workers. For example, in a URL verification
task, workers might perform well in general, but have difficulty with businesses which are similarly named but are
located in the wrong city. For instance, if a local search engine wanted the ”Bob’s Restaurant” located in Seattle,
WA, but the URL provided was for a ”Bob’s Restaurant” in Portland, OR, workers often have difficulty distinguishing
between the two and incorrectly state the URL is for the right business in the given city and state. As described below,
it is possible to generate pyrite that directly targets this type of worker error (”city state gold”). If other errors are
detected during the lifetime of the task, they can be added as pyrite to the gold set on subsequent data runs. This
addition can train workers to correctly answer the type of errors they had previously answered incorrectly before there
was pyrite designed specifically to target said error. There are limitless amounts of pyrite that can be generated.
We then define a set of data multations µ(u, j∗, U). Each mutation applies to a single unit u with correct judgment
j∗, but generally requires all available data as input. The mutations alter individual attributes of the data to produce
a new unit that (a) differs the original unit enough to violate task requirements and (b) looks similar to original data.
For example, to create city state gold, we assigned variables to each units address, city, state, postalcode, and phone
number (“location information”). We randomize each unit’s location information with location information from
another entity. For instance, Gramercy Tavern in New York , NY, 10003 212-477-0777 would now have the location
information from an entity outside of New York. Workers would be presented with the information Gramercy Tavern,
San Francisco, CA 94103 415-555-1234. The link (http://www.gramercytavern.com) takes workers to the NY-based
Gramercy Tavern website. The workers should answer “no” because the entity is not in the correct location or with
the correct phone number.
Each mutation function produces the gold unit that corresponds to a particular error  identified earlier, so we use
the description of the error to automatically generate the feedback message. If the workers answered incorrectly in the
example above, they would see a message of “The URL is for Gramercy Tavern located in New York, NY. We asked
for the Gramercy Tavern in San Francisco, CA. Be sure to check that the restaurant is located in the correct city and
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state!”
We then need a set of units with known correct answers. When such a set is not available, we start with a small
data run that requires little gold to complete (as described below in Experiment 2). The results with highest agreement
are then used as source data for programmatic gold. If there is another set of accurate data, that can be used instead
(as described below in Experiment 1).
We then define the target distribution of gold. As shown by [99], sampling from underlying distribution of exam-
ples is inferior to sampling uniformly from possible worker errors. We follow that idea and generate gold with uniform
distribution of target errors. For each sampled error  we select a source unit u. We then apply the transformation
µ(u, j
∗, U) corresponding to this particular error  to generate gold units. We automatically attach the respective
error description as feedback for the generated gold unit. Note that the errors  are sampled with repetitions, while the
source units are sampled without repetition to prevent detectability.
Occasionally all workers agree on an incorrect response, and an incorrect response is turned into a gold unit. Since
each gold unit is seen by many workers in the course of normal data processing, workers contest the wrong gold and
we automatically disable the gold unit if the gold contention rate is high. The contentions are manually reviewed and
if the reviewer accepts the worker reasoning, the workers are forgiven and their accuracy is not affected. This makes
programmatic gold tolerant to inevitable errors in the source data set.
Programmatic gold evaluation
We evaluate programmatic gold in two experiments: Experiment 1 compares the effect of manual gold with pro-
grammatic gold, while Experiment 2 tests the scaling up of the gold set from 10 intial gold units to a total of 22000
units.
For Experiment 1 we used a dataset of 9,659 business listings which had web addresses. The goal was to first
verify the correct name of the business, and, if the business name was different on the website vs. the information in
the business listing, change the business name to the name listed on the website. Workers were instructed to find the
correct business name on the website and, if the name provided by the local index was incorrect, copy and paste the
correct name from the URL onto the page (see fig 4.4). Some businesses have different names for specific locations
or divisions of the business. In that situation, workers were asked to use the name that best matches the location or
division.
We used previous data runs to look for units where workers agreed with each other with 1 confidence. Then, we
turned those units into gold units (without any additional transformations), and processed the data again.
To measure the effect of programmatic gold, we performed 3 separate data runs: with no gold, with manually-dug
gold and with programmatic gold. To measure accuracy we performed internal audits(spotchecks) of 100 units on
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Figure 4.4: Company name verification for experiment 1
each set. For each unit, we measure if the aggregate result is correct or not. The accuracy is then the percentage of
correct aggregate results in the spotcheck. Different kinds of errors are not reflected in the accuracy measure - any
incorrect result is treated the same.
For Experiment 2 we used a 22,000-unit subset of a larger set of 500,000 local business listings with business web
address (candidate URL), business name, physical address, and phone number data. The goal was to verify whether
or not the candidate URL was correct.
Workers are given the business data and the URL candidate and are instructed that a website candidate is considered
correct if it meets at least one of the following conditions:
1. A location of the business on the website is located in the provided city or has the provided phone number and
the business name on the website is similar to the provided name
2. A location of the business on the website is located in the provided city and the business name on the website is
nearly identical to the provided name
To process such a large dataset, we would need at minimum, 200 gold units for every 20,000 units of data pro-
cessed. When processing this data at the rate of 20,000 units/day, gold units must be refreshed on a daily basis. These
units would have to be created manually. As explained in section 4.2.3, gold diggers would have to identify instances
in which workers are likely to make mistakes, turn them into gold units and provide the correct answer and feedback
message. This process is time-consuming and it is challenging to find good gold candidates that target specific worker
errors.
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Figure 4.5: Website verification for exp. 2
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Table 4.1: Results accuracy: No gold, Manual and Programmatic gold
No Programmatic Manual
Experiment #1 88% 99% 99%
Experiment #2 83% 92% N/A
Gold
Scaling up with programmatic gold
In the aforementioned set of 22,000 units, we first manually created 10 gold standard test questions. We used those
gold standard test questions to maintain high worker quality on the processing of 300 listings. Those 300 listings
yielded 60 listings on which multiple workers had agreed that the website in question was correct. We then turned
those 60 units into programmatic gold units. 30 units using the city state gold algorithm described above, and 30 units
that workers responded yes to with 1 confidence (perfect agreement) were turned into ”yes” gold units. We then used
these 60 newly created gold units to process 3,000 units with a limit of 1,000 judgments per worker.
After processing those 3,000 units, we audited the worker results and found that workers were missing similarly
named businesses located in the correct city. For instance, workers would say that the website for Enterprise Lawyers
located in Durango, CO, was the correct website for Enterprise Group, also located in Durango, CO. To address this
problem, we created name gold by taking answers where workers had answered yes with 1 confidence, then parsing
out the words into their component pieces (i.e. first word, second word) and rearranging both the component pieces
of the names, as well as the last 7 digits of the phone number.
For instance, for the unit Nulook Party in Greenville, NC with phone number 252-367-7444, we scrambled the
name and the phone number so that the gold unit would be Automated Party in Greenville, NC with phone number 252-
8985-9733. We then used 200 programmatically created gold test units (100 ”yes” gold units, 50 ”no” city state gold
units, and 50 ”no” name gold units) to process the next 3,000 units with a limit of 1,500 judgments per worker. On
the next iteration we created 233 gold for 15,000 units and the same 1,500 judgments per worker limit, refreshing the
gold units so that workers would not see the same gold unit multiple times.
We performed a 100-unit spotcheck on each set as described above with the exception of 15,000-unit set, where
we evaluated 253 units.
Experimental results
The results of Experiment 1 are shown in Table 4.1. Programmatic gold yielded 99% accuracy: an excellent finding
that is also comparable to the results using manual gold. Comparing this to the no-gold, on which only 88% of
responses were accurate, shows a substantial difference in the quality of the results.
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Table 4.2: Scaling up with programmatic gold
Gold Units Accuracy MAX work/worker Gold Ratio Time (hr)
Accuracy at 
confidence 1.0
10 manual 213 95.0% 100 1:10 4 100.0%
60 programmatic 3,004 89.0% 1,000 1:17 5 96.0%
208 programmatic 3,103 94.0% 1,500 1:8 9 97.0%
233 programmatic 15,509 92.5% 1,500 1:7 27 97.0%
Experiment 2 shows that the programmatic gold allows us to scale up the task and reduces the amount of manual
gold digging. As shown in Table 4.2, the use of programmatic gold resulted in overall accuracy of 92.2% . The
baseline accuracy for this job is 85%. The most common scenario in this sample of data is that the URL is not correct
and no actual work can be performed for that unit. However, it is the other cases that we are really interested in. As
mentioned in Section 4.2.3, gold balancing is extremely important in this case. By using uniform distribution among of
non-trivial examples, we prevent scammers and lazy workers from getting a free pass on our task. While maintaining
the accuracy level of 92% at scale, programmatic gold also reduced the amount of gold digging by a factor of 50 from
511 to just 10.
In Table 4.1, accuracy dropped from 95% in the 1st iteration with manual gold to 89% in the 2nd iteration with
programmatic gold before increasing to 94% in the 3rd iteration and dropping to 92.5% in the 4th iteration. We note
that the ratio of gold units to the amount of work a single worker can do can affect the accuracy of the results and
should be a very important consideration in task design. The gold:unit ratio was 1:10 in the first job, 1:17 in the
second, 1:8 in the third and 1:7 in the fourth. As workers in the second job have higher recollection of gold, they
could put less effort into non-gold units. Programmatic gold allows project managers to scale the ratio of gold to units
at without inflated costs and to minimize the possibility of repeat viewing of a gold unit by a worker. As a result,
accuracy is increased and scammer activity is reduced.
4.3 Crowdsourcing incentives
Why do people participate? Reasons vary. Some people join for money, others accepts intangible rewards for online
games, a third group does it for fun. Some join to kill time or to “... do it while watching TV, so it doesn’t feel like a
waste of time to watch.”[80]. The right structure of incentives ensures that the participants are well-motivated to work,
discourages cheating, achieves sufficient throughput and avoids excessive costs. Understanding of the motivation
dictates how what actions are reasonable for a particular platform or specific project.
Working for nothing is the easiest case from the platform perspective. When people aren’t paid at all, there are
fewer reasons to cheat, fewer legal restrictions on how and by whom the work can be performed. The CrisisCommons
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project[30] is an illustrative example of volunteering-driven crowdsourcing project. Crisis Commons organize Crisis
Camps - volunteering events in response to major disasters where people of any skill sets can contribute to alleviate
the suffering of people affected by the disaster. In response to Haiti earthquake, Crisis Camps built the best maps of
the Haiti by manually labeling sattelite images. Crisis Commons generates enormous value by channeling very strong
desire to help into the useful processes and providing the framework in which people can contribute. Crisis Commons
illustrate common issues with volunteer work. There is no long-term commitment between volunteers and the project.
Most volunteers contribute in response to some external event, such as a natural disaster, but it’s very hard to maintain
long-term effort when the external event is over.
Personal hobbies can produce great amount of work within a crowdsourcing project when hobbyist activity is
framed as useful work. Cornel Lab of Ornithology[28] has been running a number of essentially crowdsourcing
project for many years. Another birdwatching project, Audubon Christmas Bird Count[12], has been running for
over a hundred years since 1900. By attracting a large crowd of people interested in observing and identifying birds,
Cornell Lab of Ornithology collects fairly comprehensive and repeatable measurements of bird populations. In contrast
to generic projects with only intrinsic motivation, hobby-driven projects are fairly stable in the throughput and enjoy
more skilled workforce.
Status-based incentives present a form of extrinsic motivation that encourages worker engagement. Status-based
rewards are typically metrics derived from individual worker participation and their relative ranking to other workers.
The number of HITs approved and HIT approval rating are examples of status-based incentives that worker are inter-
ested in on Amazon Mechanical Turk. Extremely high approval rating are typically very important to the workers.
As a result, many workers would ignore HITs from unknown requesters or from requesters where they face a risk of
unreasonable (or even reasonable) rejection. Outside of Mechanical Turk, status-based incentives include the number
of forum posts a user has made, Wikipedia barn stars, Yelp number of reviews and check-ins and many more.
Virtual currencies present development of status-based motivation into the realm of virtual worlds and games.
Virtual world designers must introduce scarcity in the world to make participation interesting. That scarcity takes form
of farmville seeds, frontierville energy, gold coins, experience points and any other virtual resource that the players
must accumulate to achieve the goals set by the game. The virtual world rules dictate, how much it costs to obtain these
resources and players typically have an option to spend their time inside the game to gain these. As it requires a lot
of time, players often desire to bypass the conventional rules and obtainin these resources faster. Such desire creates
an opportunity for the world developer to monetize their game. One of the options of providing these virtual credits
is to reward them for micro work. CrowdFlower provides access to multiple labor pools that compensate workers in
virtual currency rather than in real money. In these transactions, the desire of players to be entertained is converted
into useful work. As many workers treat micro tasks themselves as entertainment[80], the virtual currency only drives
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worker participation.
Some virtual currencies can have explicit exchange rate to real goods that can be normally acquired with money.
Cellphone minutes and point-based online shopping malls are the most common examples. When workers are paid
with such currencies, they aim to achieve a certain reward level: enough cellphone minutes for a month or a specific
item (e.g. digital camera) in the point-based catalog. Such labor pools are available on CrowdFlower platform.
Embee[43] rewards their users with cellphone minutes and Prodege[127] rewards their workers with SwagBucks - a
popular virtual currency.
Real money is the most direct way of rewarding workers. The pay scale varies from 1 cent per HIT on Amazon
Mechanical Turk to 2 million US dollars to the winner of the DARPA Urban Challenge. Most prize-based crowd-
sourcing projects provide no reward for participation, but a sizable prize to selected winner. Netflix awarded 1 million
on September 21, 2001 to the joint team of 7 researchers for improving the Netflix Cinematch performance by more
than 10%. Over 5000 teams submitted to the competition with overall spending on the project well in excess of the 1
million prize. This is typical for challenge-based one-off projects, where prize money supplement other interests. In
the case of the Netflix challenge, many participants were researchers[114].
Commercial motivation might just as suitable for participants to tackle a challenge-driven project. In the case
of Ansari X Prize[8], the winner was a commercial company Scaled Composites[132] that produced the first private
spacecraft. As in other prize-based competitions, the total expenditures were well in excess of the prize value. The
26 teams combined spent over $100 million for a prize of $10 million. This ratio is likely smaller than in Netflix
challenge, because any participation in the X Prize required significant financial investment.
The same winner-only model prize model was chosen for the first two DARPA Grand Challenges. For the third
challenge - the DARPA Urban challenge the model was altered. DARPA provided US$2 million to the 1st place,
US$1 million to the 2nd place and US$500 thousand to the third place in a race to drive autonomously through a
mock city[36]. In addition to that US$3.5 million, 11 teams received a grant of US$ 1 million each to pursue the
challenge. Yet, the overall expenses were much higher with much of the equipment donated or offered at a great
discount, participating personnel receiving separate funding or volunteering.
Prize-based crowdsourcing competitions are not limited to one-off million dollar challenges. XPRIZE founda-
tion [170] runs a series of challenges in various fields from space travel to genetics to social change. XPRIZE secured
tens of millions in prizes with plans to provide several hundred million US dollars for such grand challenges in the
future. On a smaller scale, InnoCentive[77] runs an active community of researchers primarily in biology and chem-
istry who design solutions to numerous challenges with prizes ranging from US$5 thousand to US$1 million. On an
even smaller scale, 99 designs allows designers to participate in diverse design contests from logs and business cards
to websites, brochures and print design. The prices range from US$150 dollars for an icon to a few thousand for
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a complete web site design. Both Innocentive and 99 designs adopt a winner-take-all model with tens to hundreds
participants joining each challenge. As in most small-scale competitions, most participants get nothing with all reward
going to a single winner.
At the smallest transaction value, cash payments power the microwork industry. Cash payments is the driving
factor behind the expansion of crowdsourcing in developing countries. Microwork allows the end worker to capture
up to 70% of the gross revenue[93] with potential market size of several billion US dollars over the next five years[93].
In contrast, the coffee market allows the growers to capture only 13% of the value. Unlike traditional production, mi-
crowork requires relatively low investment when the appropriate infrastructure is present: reliable power and Internet
connection. Conversely, the lack of infrastructure for Internet access makes it impossible for the workers partici-
pate. To reap maximum benefits from the potential of the microwork-based crowdsourcing, developing countries must
invest or receive assistance from NGOs and industry groups in expanding Internet access and reliable power supply.
Motivation on Amazon Mechanical Turk
Amazon Mechanical Turk is the pioneering and most well-known microwork crowdsourcing platform. As a result of
multiple studies[130, 98, 80] we know most about the motivation of people participating in it. At the very beginning,
Mechanical Turk has facilitated two missing person projects that were driven by pure altruism and desire to help. In
the search of Jim Gray and Steve Fosset, Amazon has donated the platform and thousands of people perfomed the hits
for free. As the time goes, the platform changes: motivation and geographic distribution of participants evolves. More
people come from India, more people work for money.
The worker population on Mechanical Turk is hard to study. Some workers prefer surveys, while others shy away
from them[130]. The posting of surveys favors workers who actively search for work, while workers who focus on
a single project would have a hard time noticing a survey. Finally, the worker surveys to date were performed with
no quality mechanisms and thus are likely to contain a fraction of dishonest answers. The surveys however present
consistent picture: the worker population is shifting from developed countries into developing countries; the reliance
on the money received from Mechanical Turk is quite significant in India and small in the US. As reported by [98] the
number of workers from India have already surpassed the number of workers from US. Unlike other metrics, this one
is easy to verify via IP geocoding. [98] reports that worker responses match the geocoded data in 98% of the cases.
Notably, [98] shows that the number of people from India is only 10% higher than the number of people from US. In
contrast, the amount of work coming from India is almost 60% higher than the amount of work coming from US. This
clearly shows that Indian workers have stronger incentive to participate in the system.
Workers on Mechanical Turk are extremely sensitive to rejection of work. Not only they not get paid, they also
loose reputation points. Each worker has a public rating of their approval rating and requesters typically place a hard
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cut off at 95% . Although it is quite trivial to achieve high rating for a new worker(see [78] for a detailed explanation),
an existing worker does not have an option to start from scratch, because obtaining Amazon accounts is difficult. Good
workers typically maintain their approval ratings at 98-99% . In this range, 20 rejected HITs erase 2000 hard-acquired
approvals. As a result, workers are highly cautious of unknown requesters and stay away from requesters who are
known to reject work. This presents a significant difficulty for new requesters looking to get results quickly. Good
workers will be cautious of working on too many HITs afraid of rejection. In initial experiments, it may seem that a
lot of workers provide very few high quality results. An obvious explanation that people didn’t like the work is most
likely wrong. Serious turkers are evaluating the risk of working for this requester. They want to wait for the initial
small set of HITs to be approved before doing any more work.
Determining the optimal pay per HIT is a difficult endeavor. The pay is set per unit of work and the requester
pays only for approved results, but many requesters approve all results because of worker sensitivity to rejections.
Every task has an effective hourly rate - the amount of money that a particular worker earns while working on this
task. The pay ranges from $0 to $20 per HIT, while most tasks pay at least $0.05 per HIT and most aim to pay
between $0.05 and $0.15 per HIT. The lower bound of $0.05 per HIT is determined by Amazon Mechanical Turk
fees: max(0.005, pay ∗ 0.1). Any lower pay per HIT results in excessive use charges. The upper bound is determined
my the amount of work performed within a single HIT. It is typically advantageous to split large tasks into the smallest
pieces possible and process them as separate HITs. Workers typically know, how much they make from different HIT
types and actively look for their preferred work with best pay.
The pay per HIT is determined by 3 major factors: task complexity, geographic restrictions and urgency.
Every task has a latent complexity - how difficult it is to produce a correct answer. The complexity includes
the amount of constraints on worker input, the amount of actions the worker must take, how much the worker must
remember while working on a single unit of work and how long it takes to complete a single unit of work. The
complexity is very hard to measure, because it depends on the task specification and can vary depending on the data.
For example, putting a bounding box around and object is an easy task for a single object, while extremely challenging
for 30 objects. The complexity also depends on required quality of the results. In the case of image annotation, a rough
outline of the object is easy to produce, while detailed outline is hard. This generalizes to virtually any task: in business
listing verification, single-digit difference in zip code is hard to spot, while missing phone number is a trivial catch;
in search relevance, it’s easy to judge well-known concepts and products, while obscure topics require additional
research and reading. The best approximation of the task complexity we have is the combination of time per task and
the information content of sufficiently accurate results (e.g. number of control points in the polygon in the image;
answer entropy in search relevance tasks; number of corrections in the business listing verification).
Many requesters use geographic restrictions to target a specific population. If English proficiency is required, one
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would allow only people from English-speaking countries such as US and India to participate; If the project requires
knowledge of American politics, one would restrict the participation to US-only. Some requesters use geographic
restrictions to improve quality, although evidence exists[123] that after excluding scammers, the quality is not depen-
dent on the geographic location of the worker. Whatever the reason for geographic targeting, the worker motivations
and acceptable pay vary. Obviously, workers from US have higher income average[130] and would not work at the
lowest pay level. Conversely, workers from India or Vietnam might have direct economic motivation to work on tasks
with extremely low (by US standards) pay.
The last major factor for the HIT pricing is the urgency of the project. The faster it should be completed the
higher the pay. As shown in image labeling experiment(section 5.3.3,[142]) and independently by [108], the higher
pay results in higher throughput. As a result, when we pay more, the work will be done quicker. As workers actively
search for preferred HITs, the tasks compete against each other. Thus, the pay is competitive and throughput depends
not only on the pay for this task, but also how much other tasks are paying at the moment. This marketplace structure
of Mechanical Turk makes it very difficult to predict the throughput of a task given the price level.
The urgency factor can be taken to the extreme. When the tasks are not urgent at all, they can pay very little and
still collect the results. The ultra-low pay tasks (below $1/hr) could be posted deliberately or as a mistake in estimating
the task complexity. In experiments in section 5.3.3 we collected image segmentations at effective rate of $0.44 per
hour. It took 6.3 times longer to annotate the same 300 images as in other task with an effective rate of $1 per hour.
An interesting phenomena of Mechanical Turk is the lack of direct connection between the price and the quality.
At higher pay, one would expect more diligent and skilled workers and the resulting higher quality. Surprisingly, that
does not happen. As shown by [108], higher pay results in higher throughput, but not higher quality.
The most common approach to setting the pay for the work is trial-and-error. The approach is rather straight-
forward to implement: setup the task, set the pay, observe throughput and quality. If the quality is not sufficient,
increase redundancy, add qualification tests and revise instructions/rejection policy. If the throughput is not sufficient,
increase pay until the desired throughput is obtained. This strategy works well in practice and is utilized across the
board. The complexity of the task and the market will dictate the final pay per HIT and respective effective hourly
rate. Although some tasks pay virtually nothing, most settle in the range of $2-$5/hr.
To summarize the incentives on Mechanical Turk, the workers are split between those who participate for money
and those who treat it as entertainment. Workers are highly averse to the risk of rejection and value requester feedback
and fast payments. Setting the pay is an iterative trial-and-error process, where paying more will increase the task
throughput, but not the quality of work. Most tasks pay in the range between $2 and $5 US dollars per hour, but even
the lowest paying tasks hour will result in some work being done.
68
Chapter 5
Crowdsourcing for computer vision
5.1 Introduction
Big annotated image datasets now play an important role in Computer Vision research. Many of them were built
in-house ([106, 52, 64, 13, 71, 18] and many others). This consumes significant amounts of highly skilled labor,
requires much management work, is expensive and creates a perception that annotation is difficult. Another successful
strategy is to make the annotation process completely public ([131]) and even entertaining [154, 155]), at the cost
of diminished control over what annotations are produced and necessary centralization to achieve high volume of
participation. Finally, dedicated annotation services ([173]) can produce high volume quality annotations, but at
high price.
We show that image annotation work can be efficiently outsourced to an online worker community such as Amazon
Mechanical Turk [5]. (sec. 5.3). The resulting annotations are good (sec. 5.3.3), cheap (sec. 5.3.3) and can be aimed
at specific research issues.
5.2 Related work
Crisp understanding of the purpose of annotated data is crucial. When it is clear what annotations should be made,
quite large annotated datasets appear [104, 97, 15, 124, 137, 106]. Such datasets last for a long time and allow for
significant advances in methods and theories. For object recognition, there isn’t really a consensus on what should be
annotated and what annotations are required, so we have a large number of competing datasets.
To build large scale datasets researchers have made people label images for free. LabelMe[131] is a public online
image annotation tool. LabelMe has over 11845 images and 18524 video frames with at least one object labeled [131].
The current web site counter displays 222970 labeled objects. The annotation process is simple and intuitive; users
can browse existing annotations to get the idea of what kind of annotations are required. The dataset is freely available
for download and comes with handy Matlab toolbox to browse and search the dataset. The dataset is semi-centralized.
MIT maintains a publicly-accessible repository, they accept images to be added to the dataset and they distribute
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the source code to allow interested parties to set up a similar repository. To our knowledge this is the most open
project. On the other hand LabelMe has no explicit annotation tasks and annotation batches. The progress can only
be measured in the number of images annotated. In contrast we aim at annotating project-specific data in well-defined
batches. We also minimized the need for maintenance of a centralized database. An annotation project can run with
only researcher’s laptop and computing utility services easily accessible online.
The ESP game [154] and Peekaboom [155] are interactive games that collect image annotations by entertaining
people. The players cooperate by providing textual and location information that is likely to describe the content
of the image to the partner. The games are great success. They are known to have produced over 37 million [44]
and 1 million [155] annotations respectively. The Peekaboom project recently released a collection of 57797 images
annotated through gameplay. The game-based approach has two inconveniences. The first is centralization. To achieve
proper scale, it is necessary to have a well-attended game service that features the game. This constrains publishing
of a new game to obtain project-specific annotations. The second one is the game itself. To achieve reasonable scale
one has to design a game. The game should be entertaining or else nobody will play it. This will require creativity
and experimentation to create appropriate annotation interface. In contrast, our model serves as a drop-in, minimum
effort, utility annotation.
Building in-house datasets was another common strategy. The most prominent examples here include: Berkeley
segmentation dataset [106], Caltech 5/101 [52]/256 [64], Pascal VOC datasets [47, 45], UIUC car dataset [2], MIT
[122] and INRIA [35] pedestrian datasets, Yale face dataset [15], FERET [124], CMU PIE [137] and (Labeled [71])
Faces in the Wild [18]. Every dataset above is a focused data collection targeted at a specific research problem:
segmentation, car detection, pedestrian detection, face detection and recognition, object category recognition. The
datasets are relatively small compared to those produced by large scale annotation projects.
Finally, dedicated annotation services can provide quality and scale, but at a high price. ImageParsing.com has
built one of the world largest annotated datasets[173]. With over 49357 images, 587391 video frames and 3,927,130
annotated physical objects [173] this is a really invaluable resource for vision scientists. At the same time, the cost
of entry is steep. Obtaining standard data would require at least US $1000 investment and custom annotations would
require at least US $5000 [76]. In contrast our model will produce a 1000 images with custom annotations for under
US $40. ImageParsing.com provides high quality annotations and has a large number of images available for free.
It is important to note that [173] presents probably the most rigorous and the most varied definition of the image
labeling task. Their definitions might not fit every single research project, but we argue that this degree of rigor must
be embraced and adopted by all researchers.
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Table 5.1: Collected data. In our five experiments we have collected 3861 labels for 982 distinct images for only US
$59. In experiments 4 and 5 the throughput exceeds 300 annotations per hour even at low ($1/hour) hourly rate. We
expect further increase in throughput as we increase the pay to effective market rate.
Exp Task img labels cost time effective
USD pay/hr
1 1 170 510 $8 750m $0.76
2 2 170 510 $8 380m $0.77
3 3 305 915 $14 950m $0.411
4 4 305 915 $14 150m $1.07
5 4 337 1011 $15 170m $0.9
Total: 982 3861 $59
5.3 How to do it with Amazon Mechanical Turk
Each annotation task is converted into a Human Intelligence Task (HIT). The tasks are submitted to Amazon Mechan-
ical Turk (MT). Online workers choose to work on the submitted tasks. Every worker opens our web page with a
HIT and does what we ask them to do. They “submit” the result to Amazon. We then fetch all results from Amazon
MT and convert them into annotations. The core tasks for a researcher are: (1) define an annotation protocol and (2)
determine what data needs to be annotated.
The annotation protocol should be implemented within an IFRAME of a web browser. We call the implementation
of a protocol an annotation module. The most common implementation choices will be HTML/JS interface, Java
or Flash applet. The annotation module must be developed for every radically new annotation protocol. We have
already built 4 different annotation modules(in Flash) for labeling images of people. As the design process is quite
straight-forward, we aim to accomodate requests to build annotation modules for various research projects.
Our architecture requires very little resources administered by the researcher (bash, python, Matlab and a web
server or Amazon S3).
5.3.1 Quality assurance
There are three distinct aspects of quality assurance: (a) Ensuring that the workers understand the requested task and
try to perform it well; (b) cleaning up occasional errors; (c) detecting and preventing cheating in the system. We
discuss three viable strategies for QA: multiple annotations, grading and gold standard evaluation (with immediate
feedback).
The basic strategy is to collect multiple annotations for every image. This will account for natural variability of
human performance, reduce the influence of occasional errors and allow us to catch malicious users. However, this
increases the cost of annotation.
1This number includes around 30% of poor annotations.
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The second strategy is to perform a separate grading task. A worker looks at several annotated images and scores
every annotation. We get explicit quality assesments at a fraction of the cost, because grading is easy.
The third strategy is to build a gold standard - a collection of images with trusted annotations. Images from the
gold standard are injected into the annotation process. The worker doesn’t know if an image comes from the new data
or from the gold standard. If the annotations provided by the worker significantly deviate from the gold standard, we
suspect that the worker is not doing what we asked for. We reveal the gold standard annotation to the worker after they
sumbit their own annotation. This immediate feedback clarifies what we expect and encourages to follow the protocol.
This strategy is again cheap, as only a fraction of images comes from the gold standard.
It is most important to ensure that contributors with high impact understand the task and follow the requested
protocol. As can be seen in fig 5.2, the bulk of annotation is produced by a few contributors. In our experiments
we collected multiple annotations to study consistency. In only one experiment did we have a significant contributor
providing poor annotations (Fig 5.2, experiment 3, see the low times among the first contributors. See also figure 5.5
experiment 3, example “G”, yellow curve).
5.3.2 Annotation protocols
We implemented four annotation protocols (fig 5.1): two coarse object segmentation protocols, polygonal labeling and
14-point human landmark labeling. Object segmentation protocols show an image to the worker and a small image
of the query (person). We ask the worker to click on every circle (site) overlapping with the query (person). Protocol
one places sites on a regular grid, whereas protocol two places sites at the centers of superpixels (computed with
[112, 105]).
The third protocol, polygonal labeling, is very similar to the one adopted in LabelMe[131]. We ask the worker to
trace the boundary of the person in the image.
The fourth protocol labels the landmarks of the human body used for pose annotation in [128]. We ask the worker
to click on locations of the 14 points in the specified order: right ankle, right knee, right hip, left hip, left knee, left
ankle, right wrist, right elbow, right shoulder, left shoulder, left elbow, left wrist, neck and head. The worker is always
reminded what the next landmark is.
5.3.3 Annotation results
We have run five annotation experiments using data collected from Youtube (experiments 1, 2, 5), the dataset of people
from [128] (exp. 3, 4) and small sample of data from LabelMe[131], Weizman [20] and our own dataset (exp. 5). In
all experiments we are interested in people. As shown in table 5.1 we have a total of 3861 annotations for 982 distinct
images collected for a total cost of US$ 59. This is very cheap as discussed in section 5.3.3. We describe the quality
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Figure 5.1: Example results show the example results obtained from the annotation experiments. The first column is
the implementation of the protocol, the second column show obtained results, the third column shows some poor an-
notations we observed. The user interfaces are similar, simple and are easy to implement. The total cost of annotating
the images shown in this figure was US $0.66.
73
of annotations in section 5.3.3.
We present sample annotation results (fig 5.1,5.4,5.5) to show the representative annotations and highlight the most
prominent failures. We are extremely satisfied with the quality of the annotations taking into account that workers
receive no feedback from us. We are currently implementing QA strategies described above to provide feedback to
workers so we can stop using the multiple duplicate annotations strategy.
Pricing
The work throughput is elastic and depends on the price of the task. If the price is too low, workers will participate out
of curiosity and for entertainment, but may feel underpaid and will loose motivation. If the price is too high, we could
be wasting resources and possibly attracting inefficient workers. As table 5.1 shows, the hourly pay in experiments
4 and 5 was roughly $1/hour. In these experiments we had a comments field and some comments suggested that the
pay should be increased by a factor of 3. From this we conclude that the perceived fair pricing is about US $3/hour.
The fact that our experiments 1-5 finished completely shows the elasticity of the workforce. We note that even at US
$1/hour we had a high throughput of 300 annotations per hour.
Annotation quality
To understand the quality of annotations we use three simple consistency scores for a pair of annotations (a1 and a2)
of the same type. For protocols 1,2 and 3 we divide the area where annotations disagree by the area marked by any of
the two annotations. We can think about this as XOR(a1,a2)/OR(a1,a2). For protocols 1 and 2 XOR counts of sites
with the different annotations, OR counts the sites marked by any of the two annotations a1 and a2. For protocol 3,
XOR is the area of the symmetric difference and OR is the area of the union. For protocol 4 we measure the average
distance between the selected landmark locations. Ideally, the locations coincide and the score is 0.
We then select the two best annotations for every image by simply taking a pair with the lowest score, i.e. we
take the most consistent pair of annotations. For protocol 3 we further assume that the polygon with more vertices is
a better annotation and we put it first in the pair. The distribution of scores and a detailed analysis appears in figures
5.4,5.5. We show all scores ordered from the best (lowest) on the left to the worst (highest) on the right. We select
5:15:952 percentiles of quality and show the respective annotations.
Looking at the images we see that the workers mostly try to accomplish the task. Some of the errors come from
sloppy annotations (especially in the heavily underpaid experiment 3 - polygonal labeling). Most of the disagreements
come from difficult cases, when the question we ask is difficult to answer. Consider figure 5.5, experiment 2, sample
“G”, leftmost circle. One annotator decided to mark the bat, while the other decided not to. This is not the fault of the
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Figure 5.2: Contributions. The first five graphs plot the contribution and the time spent against the rank of the worker.
The rank is determined by the total amount of the contribution by a particular worker. The lower the rank the higher
the contributions. Note that the scales differ from experiment to experiment, because of different complexity of the
tasks. The sixth graph plots the total contribution against the percentage of the top workers. It is really astonishing
how closely the curves follow each other. These graphs give insight into the job distribution among the workers:
(1) single top contributors produce very significant amounts spending hours on the task (2) top contributors are very
effective in performing the tasks and (3) top 20% of annotators produce 70% of the data.
annotators, but is rather a sign for us to give better instructions. The situation is even more difficult in experiment 4,
where we ask to label landmarks that are not immediately visible. In figure 5.6 we show consistency of the annotations
of each landmark between the 35th and the 65th percentile of figure 5.5. It is obvious from this figure that hips are
much more difficult to localize compared to shoulders, knees, elbows, wrists, ankles, the head and the neck.
5.4 General web toolkit for crowdsourced computer vision
Crowdsourcing is a general framework to solicit human judgment and action. The generality poses a problem for a
computational world, because it presents unlimited and thus hard to quantify possibilities. In the domain of computer
vision, we have a well-defined expectations of what people can do for a computer. A person can mark a location of
an object by either pointing at it (e.g. clicking, drawing a dot, etc) or by putting a box around an object. If necessary,
a person can draw a more detailed representation such as an outline or even a segmentation mask. A person can also
categorize images whether they contain an object or not and a person can name new objects and describe scenes in
plain text. An example set of annotations is shown in figure 5.7.
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Figure 5.3: Temporal structure of annotations. We show a scatterplot of all submitted annotations. The horizontal
axis is time in minutes when we receive the annotation. The vertical axis is the rank of the worker who produced
the annotation. The bottom lines have many dots, as they show when the most significant contributors participated in
the annotation process. Note the different scales of the scatterplots. The horizonal scale reflects the total time of the
annotation while the vertical scale reflects the total number of people who participated in the annotation. The plots
show how interesting the tasks are to the workers. In experiments 4 and 5 the workers start early and participate until
the available tasks are exhausted - the dots all end at the same time, when no more tasks are left. In experiments 1,2
and 3 it takes much longer for significant annotators to come. This is a direct consequence of the task pricing (sec
5.3.3). Experiments 1 and 2 pay 30% less than experiments 4 and 5, while experiment 3 pays 50% less.
To formalize that collection of human abilities and to enable the utilization of human judgments as a service, I
developed a framework for crowdsourced human annotation for computer vision. My framework, called Computer
Vision Web Toolkit or CvWebTk in short, allows researchers to specify the desired interaction between the members
of the crowd an the images that needs to be annotated. The interaction is specified in an XML document allowing
the requester to control the complexity of the annotation and what type of annotation is required. An example of the
specification and a corresponding user interface is show in figure 5.8. The complete definition of the language along
with annotation examples is available at the project web page[34]. The toolkit then presents a user interface to the
worker. It allows workers to view and edit their annotations as necessary.
The toolkit has been used extensively in research projects[25, 121, 152, 50, 49] and commercial applications[27].
5.5 Use of crowdsourcing in computer vision
Since the development of our general framework to obtain project-specific annotations very quickly on a large scale,
crowdsourced annotation process has become a staple in computer vision research. The focus then shifts to the
important research issues: “What data to annotate?” and “What type of annotations to use?”.
Mechanical Turk allowed to build annotated datasets on a scale that was not imaginable before. Imagenet project
[39, 40, 38] collected over 14 000 000 images tagged with a wordnet[54] synset IDs. Such a large scale dataset allows
a different perspective on well-known problems. For example, by looking at tens of thousand of categories, [38] found
surprising results that while k-nearest neighbors underperform on 10-20 categories by as much as 10% against linear
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Figure 5.4: Quality details. We present detailed analysis of annotation quality for experiments 1 and 2. For every
image the best fitting pair of annotations is selected. The score of the best pair is shown in the figure. We count
the number of the sites where the two annotators disagree and divide by all sites labeled by at least one of the two
annotators. The scores are ordered low (best) to high (worst). This is effectively a cumulative distribution function
of the annotation scores. For clarity we render annotations at 5:15:95 percentiles of the score. Blue and red dots
show annotations provided by annotator 1. Yellow circle shows the disagreement. Not surprisingly, superpixels make
annotations more consistent compared to a regular grid.
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Figure 5.5: Quality details. We present detailed analysis of annotation quality for experiments 3 and 4. For every
image the best fitting pair of annotations is selected. The score of the best pair is shown in the figure. For experiment
3 we score annotations by the area of their symmetric difference (XOR) divided by the area of their union(OR). For
experiment 4 we compute the average distance between the marked points. The scores are ordered low (best) to high
(worst). For clarity we render annotations at 5:15:95 percentiles of the score. Blue curve and dots show annotation 1,
yellow curve and dots show annotation 2 of the pair. For experiment 3 we additionally assume that the polygon with
more vertices is a better annotation, so annotation 1 (blue) always has more vertices.
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Figure 5.6: Quality details per landmark. We present analysis of annotation quality per landmark in experiment 4.
We show scores of the best pair for all annotations between 35th and 65th percentiles - between points “C” and “E” of
experiment 4 in fig. 5.5. All the plots have the same scale: from image 100 to 200 on horizontal axis and from 3 pixels
to 13 pixels of error on the vertical axis. These graphs show annotators have greater difficulty choosing a consistent
location for the hip than for any other landmark; this may be because some place the hip at the point a tailor would
use and others mark the waist, or because the location of the hip is difficult to decide under clothing.
(a) Selecting relevant images (b) Drawing bounding boxes around objects (c) Drawing outlines of objects (d) Clicking on landmarks
Figure 5.7: Examples of common annotations.
(a) Sample annotation specication (b) User interface and a resulting annotation
Figure 5.8: Examples specification and the user interface.
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SVMs, the same class of methods takes the lead on 10 000 categories by 11-16%.
For construction of traditional, high-accuracy datasets such as The Pascal Visual Object Classes (VOC) Chal-
lenge [46], Mechanical Turk provides a resource for initial vetting of images and a source of non-professional annota-
tions that can be later refined by computer vision experts. In preparation for VOC2010 challenge, challenge organizers
used Mechanical Turk to pre-screen Flickr images for proper content and to pre-annotate objects that were later refined
by expert annotators.
Beyond traditional annotation of datasets, Mechanical Turk allows to study how people perceive images on a
more detailed scale for a specific research study. For example, [152] collected information about how human subjects
segment images. That information allowed the authors to investigate the trade-offs between people collecting more
annotations versus collecting more accurate annotations.
In another example[50, 49], Mechanical Turk and the CvWebTk(section 5.4) allowed to augment the task of object
recognition with detailed information about object attributes. By collecting information about specific object attributes
present and their spatial support, the authors not only could enhance recognition performance, but also move towards
recognizing unseen objects via cross-category generalization and to recognizing objects from descriptions.
Compared to still images, video annotation is far more labor-intensive. Here, Mechanical Turk presents enormous
advantage. Prior to emergence of crowdsourced annotations, manually-annotated datasets were rare. Those typically
were small and collected in controlled conditions([20, 151, 147, 163, 129]. With the help of crowdsourcing, it became
possible to annotate footage of consumer quality videos available on the interned. [143] collected annotations of
hand motions of several public figures to build a discriminative speaker identifier; [156] built a general system for
video annotation and produced annotated movies of basketball plays to study tracking people in challenging cluttered
conditions.
Mechanical Turk allows to collect annotations for a wide range of tasks. From simple tasks like labeling people for
a robot to [25] to identifying bacteria in microscopic images[66] to classifying birds[119, 164]. It delivers annotations
on very tight schedule, at high volumes and cheaply.
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Chapter 6
Crowdsourcing robot supervision: grasping
novel objects
6.1 Introduction
For successful deployment, personal robots must adapt to ever-changing indoor environments. While dealing with
novel objects is a largely unsolved challenge in AI, it is easy for people. In this chapter we present a framework
for robot supervision through Amazon Mechanical Turk. Unlike traditional models of teleoperation, people provide
semantic information about the world and subjective judgements. The robot then autonomously utilizes the additional
information to enhance its capabilities. The information can be collected on demand in large volumes and at low cost.
We demonstrate our approach on the task of grasping unknown objects.
Deploying autonomous mobile and dexterous robots in our homes presents a number of challenges: building
flexible and inexpensive hardware, developing systems and algorithms to control the robot to achieve planned tasks,
bridging the gap between human perception and the robot’s world models, just to name a few.
There are numerous unsolved research challenges even for a specific task of cleaning up a room. One key challenge
is the availability of accurate models for robustly and safely picking up objects. The models of the environment can
be built by hand, they can be derived from CAD models or they can be constructed automatically. To automatically
build the models, the robot must recover the geometry and find unique features for recognition. The robot must also
determine what constitutes an object, how to call it and what to do with it.
Building 3D models automatically is a thoroughly studied area (see [136] for detailed comparisons). Many meth-
ods exist for building models from photo collections [138], [60] and videos [120], [126]. These methods often require
human input in the form of direct object manipulation [120] or object segmentation masks [60].
In this chapter we propose to design autonomous systems that rely on asynchronous human computation through
crowdsourcing. In the long term, we would like to minimize human input. In the short term, we would like to maximize
human input to go around hard AI problems like category-level object recognition, and enable scalable deployments
of personal robots. For the cleanup task, whenever the robot encounters a novel object or an unknown situation, it will
request detailed analysis of the situation and only take safe actions until the situation has been explained.
Historically, the failures of robot autonomy are mitigated through teleoperation. The operator constantly monitors
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one or more robots, drives the robot when necessary or provides high level goals. The defining characteristics of
teleoperation is real-time presence of the operator and the use of a single operator per robot. In contrast, crowdsourcing
allows hundreds of people teaching a single robot only when necessary.
We demonstrate our approach on the task of grasping novel objects using the framework illustrated in Fig. 6.1. We
use state of the art modelling tools[138, 107, 60] to build the object model: SIFT-based model for recognition and pose
estimation; a surface mesh for grasping. The modelling pipeline requires human-provided segmentations of objects of
interest and provides multiple tuning parameters. We crowdsource image labeling, object clustering and selecting the
final model to Mechanical Turk. With these tasks powered by people, we demonstrate that our robot can build models
for novel objects and successfully manipulate them.
While the framework is conceptually simple, we encountered several research challenges.
Workers typically have limited engineering background, and very limited attention spans. Breaking down the
complex novel object discovery problem into simpler subproblems that were easy to describe and reliably executable
was a huge challenge. Workers often produced unusable output if the tasks were too complex or were described
imprecisely. Constructing the correct interface for workers to use for image annotation proved to be another challenge.
A bigger challenge was automated quality control. Producing a 3D model of the object required good user input
and the tuning of several algorithm parameters. The quality of the output was quite sensitive to both of those factors.
We used a combination of averaging, grading, and a hierarchy of evaluators to automatically weed out bad user input
and to automatically tune our algorithm parameters. This proved to be critical for grasping success.
Another challenge is system latency: the delay between sending out an image query and obtaining a segmented
result. While it may seem at first sight that such a delay might be unacceptable for object grasping, we were convinced
after extensive experiments that it was acceptable with proper scheduling. A personal robot will have a long list of
tasks it needs to perform. If it encounters an unknown object in its first task, it could send in the images for query, and
move on to other tasks while awaiting a response. This is much like a human shopper at any store, picking up other
objects in the list while waiting for the salesperson to show up.
In this chapter we develop a concept, that unlimited inexpensive human help is available online and can be har-
nessed to solve problems that are hard for robots but easy for humans. We believe that it is a first step towards greater
adoption of crowdsourcing in mobile manipulation.
6.1.1 Design constraints
In the context of personal robotics, Mechanical Turk has a number of limiting factors, that constrain what can be
done and where it will be effective. First, all interactions on Mechanical Turk happen over the Internet. This delays
any communication between the robot and the supervisor. These delays make very accurate real-time teleoperation
82
Autonomous image acquisition Sparse 3D reconstruction TURK: Outline objects
Dense surface reconstruction TURK: Model evaluation Manipulation
Filtered out
<
Recognition
TURK: Group by object
bad
Figure 6.1: Modeling pipeline starts with autonomous image acquisition. Blurry images are removed. The
sparse 3D cloud is reconstructed using Bundler and valid images are selected for annotation. Workers provide
object outlines and group the objects by type. Each object group generates several watertight models depend-
ing on the modelling parameters. Workers compare resulting models and only the best models are selected.
The resulting models are evaluated on object manipulation task. A demo video of our system is available at
http://peopleforrobotsforpeople.com/video/iros2010 movie.mov
impossible, which suggests that Mechanical Turk is more suitable for higher level tasks rather than low-level control.
Second, crowdsourcing works particularly well for large volumes of simple tasks. Complex tasks must be split
into simpler sub-problems that can be solved independently and in short time spans. Such structure however has
an advantage, because each simple task presents a good target for automation. If an algorithmic solution becomes
available, it can be used directly instead of human input. At the same time the human-powered application will
generate necessary volumes of training and benchmark data. The small time-span of the tasks also requires the
instructions to be short and easy to understand. As each worker will spend little time doing the tasks, they will also
spend little time reading the instructions.
Third, workers on Mechanical Turk generally have no engineering background. They have varying command of
English and varying levels of education. The tasks must thus be designed for the general public and rely only on
a basic level of human abilities. Whenever specific skills are necessary, appropriate instructions must be given and
the skills must be verified. For example, if strong command of English is required, a language test is appropriate.
Alternatively, worker location may be constrained to only English-speaking countries.
Fourth, Mechanical Turk is an open service with minimal bounds between the requester and the worker. The
financial motivation of the workers is low. As a result, it is virtually impossible to guarantee that the data posted on
Mechanical Turk will be kept private. At present, most tasks are open to any public observer. This requires special
attention if Mechanical Turk is used in sensitive domains, such as outdoor surveillance. In the context of personal
robotics, this will be a minor issue. We believe that advantages of effective autonomy will outweigh the privacy risks.
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6.1.2 Task definition
To obtain human supervision, it is necessary to formalize the interaction with the user and build appropriate user
interfaces. Building a new user interface for every new task is very expensive. An alternative solution is to use a
general-purpose configurable tools that will accept formal specification of the interaction and generate the appropriate
user interface automatically. Such tools are then used as building blocks to define specific human intelligence tasks.
Mechanical Turk [5] and Crowdflower [31] both provide task design interface and markup languages. They cover
standard form-like user inputs: text boxes, multiple-choice and checkbox questions. However, these interfaces are not
sufficient for annotation of objects in images.
To build a prototype system, we used the general purpose annotation toolkit described in section 5.4. It allows to
obtain annotation of images with commonly used primitives: bounding boxes, object outlines, object segmentation
masks, object attributes and text labels.
6.1.3 Quality control
Quality control on Mechanical Turk is an area of active research. The naive method to ensure quality annotations is to
obtain multiple annotation and average. This methodology is necessary where subjective human judgment is required
and where no definitive answer is possible. It has been shown [140], that very few workers can outperform an expert
annotator at a fraction of the cost.
In this work, we use multiple judgments in grouping and model evaluation to ensure completeness of coverage
and robustness to individual errors. Averaging the annotations is not a universal tool. First, not all annotations can be
averaged. Second, averaging requires at least 3 judgments to be collected. If all are correct, then much work is wasted.
One alternative to averaging is to use grading. In grading, a worker looks at a small number of submissions (4-10)
and assigns a numeric grade to each. In majority of tasks, grading is much simpler than the task itself. The amount of
extra work is only a fraction of the actual work. Unfortunately, grading requires verified and trusted worker base. At
a small scale of a few thousand tasks it will be difficult to establish.
At low volumes of tasks, it is possible to use a supervisor - a single dedicated and trusted grader. This approach
would work for a few thousands of tasks per day. At higher volumes the grading will become a bottleneck. In such
case the grading must be delegated to the Turk and the supervisor will only adjudicate the cases where grades disagree.
There is a relatively large number of spammers who intentionally violate the required protocol. They submit
blank annotations or do random things in hope of receiving the payment. These workers are spotted automatically
by looking at the metadata associated with the submissions. In particular, submissions with absolutely no work are
rejected. Spammers are identified by multiple incorrect submissions. Once a worker is declared a spammer, all their
submissions are automatically rejected and they are blocked from performing any future work.
84
Figure 6.2: Annotation user interfaces: outlines, object grouping, model evaluation. Task costs and volumes used.
Finally, some systems(e.g. Crowdflower [31]) use gold standard data to automatically evaluate workers perfor-
mance. Such automated Q/A allows the system to determine how much a particular worker can be trusted.
6.2 System components
We used HERB [144] - a personal robotics platform. It is a personal robotics platform developed by CMU and Intel
Research Pittsburgh. It is built on a Segway RMP200 platform[135]. It has Barrett WAM arm, Barrett Arm, two
onboard computers, multiple cameras and laser scanners. The robot is capable of autonomous navigation, obstacle
and people avoidance, safe arm motion planning and grasping.
6.2.1 Image acquisition
To build the models of unknown objects, the robot collects data from 4 base locations around the table. At each
location, arm motion is planned and safely executed to reach several requested views of the object. The images
collected in each run are filtered by information content. We measure the amount of gradient energy and take a local
maximum. This selection removes blurry images that significantly confuse the reconstruction algorithm.
6.2.2 Sparse 3D reconstruction
To build the models, we use MOPED modelling system [107] based on Bundler [138]. It creates an accurate recon-
struction of SIFT feature 3D positions and 6 DOF camera poses. We provide camera calibration parameters to the
reconstruction engine. The reconstruction obtained from a single camera has a single unknown - scale. When a large
known object is present (such as a poster in figure 6.3), we use it to recover the scale. Once the calibration object is
detected, we know the correspondence between reconstructed points in the scene and the model. This gives us the
scaling factor of the reconstruction. When the calibration object is not available, we can use approximate camera
85
locations measured from the robot arm configuration. Although the camera locations are not accurate enough for 3D
modelling, the error in distance between the arm positions is sufficiently low to obtain accurate scaling of the 3D
reconstruction.
The sparse reconstruction provides us with the list of images that were correctly registered. These images are
submitted for annotation on Mechanical Turk.
6.2.3 Image annotation and grouping
To obtain annotations on Mechanical Turk, we use our open source annotation toolkit 5.4. All annotation tasks were
submitted to the server with a fixed cost per task(fig. 6.2). After the tasks were completed, worker submissions were
manually validated.
To get object outlines, we require each worker to draw at least one outline in an image and type the name of that
object. When no further outlines are possible, the worker marks the “all done” flag and the image is not considered
for further annotation. The annotation interface and example results is shown in figure 6.2. Object labels are collected
for future analysis. We currently use only object outlines to create 3D models.
As there are multiple objects in each view, we need to distinguish between different objects. Object labels provided
by the workers are not consistent across different workers, so we need to associate the exemplar objects more directly.
We use image grouping tasks to obtain explicit judgments about which objects are the same and which are different.
We present 20 masked object images to a worker and ask them to place the objects in bins. Each masked image is
automatically generated from the object outlines obtained at the previous round of annotations. Images placed into
the same bin are considered the same object. When two images are placed into different bins, they are considered
different objects. The output of this annotation is an object similarity graph: positive links connect similar instances,
negative links connect dissimilar instances. We cluster objects using this sparse affinity graph and discard clusters
with less than 5 members. Each cluster contains object masks that are used for dense 3D reconstruction.
6.2.4 Dense 3D reconstruction
MOPED models give us only 3D pose of the object and a sparse collection of 3D visual features associated with the
object. For grasping, we need a surface model with normal information. We refine the sparse reconstruction into a
dense model using Patch-Based Multi-View Stereo (PMVS) package [60]. The algorithm works like conventional
stereo, except for the camera positions are arbitrary. The algorithm requires masks of the regions of interest and
reconstructs only respective parts of the world. These were obtained from Mechanical Turk in Sec. 6.2.3.
PMVS reconstructs a single oriented 3D patch at every K-th pixel in the image by minimizing photo-consistency
errors between different camera views that would see that 3D patch. The photo-consistency is measured via correlation
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of re-projected patches. Each patch has size MxM pixels, which needs to be chosen appropriately. The algorithm
performs multiple reconstruction passes relaxing the photo-consistency requirement at each pass. First, the most
consistent patches are placed in 3D. Second, their neighbors are placed nearby if they satisfy less stringent consistency
requirement. On the third pass, the consistency is relaxed once again and more patches are added. There are several
parameters for to tune: K - the density of the reconstruction, σ - the scaling of images before the reconstruction occurs,
M - the size of the patch for photo-consistency measurement, τ - the most stringent photo-consistency threshold. As no
single combination of parameters always produces the best model, we use 16 different parameter settings to generate
multiple models. Each model will be later judged and only the best model will be selected for the robot to use.
6.2.5 Meshing
The model obtained on the previous stage consists of a set of oriented patches. For grasp planning it needs to be
converted into a trimesh. We use Poisson surface reconstruction algorithm [90], which we briefly summarize here.
Oriented 3D patches form the vector field ~V . This vector field can be seen as a gradient field for the indicator function
χ of the surface. As shown in [90], the surface indicator function can be efficiently recovered as the solution of the
Poisson problem: ∆~χ = ∇· ~V . The water-tight triangular mesh is then extracted from the solution. The implicit
representation of the surface efficiently handles the noise inherent to vision-based measurements of 3D point locations
and normals.
6.2.6 Model evaluation
Each object has multiple models corresponding to different reconstruction parameters. Each model is textured and
rendered using Blender [21]. The videos of different models of one object are randomly shuffled and grouped in sets
of 4. Each group is presented to the worker. The task is to assign a grade from 1(bad) to 10(perfect) to each model.
The workers are explicitly instructed that the better-looking model must have higher score. All models of the object
are randomly shuffled and presented 3 times. After all models are graded, the best model for each object is selected
as the final model. As we will see in the experiments, the model evaluation step currently produces many errors.
6.2.7 Object recognition and pose estimation
We use MOPED system [107] for object recognition. The recognition module requires only a single calibrated camera
and provides full 6DOF pose of detected object. MOPED extracts SIFT features in the image and matches them
against the 3D models in the database. Once the feature correspondence is established, full 6DOF pose is recovered
using RANSAC and verified. The recovered pose is highly accurate and GPU-based feature extraction gives real-time
recognition with hundreds of models [107].
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6.2.8 Grasping and manipulation
Once we obtain a model for the object and its pose in the environment we compute grasps for the object using the
algorithm presented in [17]. This algorithm first samples the surface of the object and computes distances from surface
points to the obstacles in the environment. These distances are used to inform the cost function of an optimizer, which
quickly generates a set of grasps that are likely to be in force-closure and collision-free. The grasp set is then checked
for collision and whether or not the grasp is reachable by the arm.
We then compute the force-closure score for all reachable and collision-free grasps and pick the highest-scoring
grasp. We compute Inverse Kinematic (IK) for this grasp, which gives us the joint values of the arm that place the
end-effector in the proper pose. These joint values are passed to a planning algorithm based on Rapidly-Exploring
Random Trees (RRT) [94], which computes a collision-free path from the current configuration of the arm to the
configuration given by IK. Once this path is executed, we close the fingers to grasp the object.
6.3 Experiments
To validate the presented approach to grasping novel objects, we performed 6 rounds of reconstruction with varying
difficulty: with and without a calibration target, single and multiple objects, with and without clutter. The ideal model
must provide reliable recognition, accurate 6DOF pose estimation and successful grasping.
To evaluate if the models we build are useful for grasping, we validated whether the robot can detect the object,
grasp it, lift it and drop it into the recycling bin. The objects were placed one at a time on the table and the robot arm
was positioned so that the palm camera can see the object. The reconstructed object models were used for detection,
grasp and motion planning. The grasps were generated using the method described in Section 6.2.8, arm motions were
planned using using RRTs. We measured two metrics: the overall task completion rate and the flawless execution rate.
In the first case only the fact that the robot places the object in the bin is counted. In the second case, failure is declared
if the robot grasps the object incorrectly or if the robot or the object touches any stationary objects in the environment.
We used common household items found in any grocery store: horizon chocolate milk box, soy on the go cap-
puccino drink box, box of pop tarts, salt, Progresso clam chowder can, bottle of Fuze, Sprite can and a medicine
bottle.
To measure the efficiency of the qualification requirement, we run a smaller subsets of 140 grouping and 100
outline tasks. The qualification requirements are simple multiple choice tests measuring that the workers understand
the instructions. The workers must take the test before they can work on the tasks.
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Figure 6.3: Reconstructed models follow the shapes of the objects well. Visible defects are caused by (1) low camera
resolution (640x480) (2) limited visibility at contacts with the table (3) featureless regions (peptco, duck tape), (4)
non-planar and specular surfaces (e.g. sprite can)
6.3.1 Experimental results
Of the 6 rounds of reconstruction, 5 rounds were successfully reconstructed and produced 13 models (figure 6.3). One
round of reconstruction failed, because the scene contained too little visual information with our current choice of
features. Of the 13 models 2 were rated unusable (best model scored below 6) by Mechanical Turk. Most models
posses visible defects on the surface, however they all closely follow the actual object surface. As a result they were
sufficient for the grasp planning and successful grasping. A short video clip demonstrating our system in action is
available at http://peopleforrobotsforpeople.com/video/iros2010_movie.mov.
We manually verified all Mechanical Turk submissions and only good submissions were used in the subsequent
stages of the pipeline. The results of the evaluation are given in table 6.1. Our findings are consistent with the literature
[140, 142]: a single average worker produces rather poor results. By averaging 3-5 of them, we can obtain desired
high accuracy (after filtering out trivial spam) at the price of higher annotation cost. We found that qualification
requirements significantly improve the results (Table. 6.1). Although 100% performance on the outlines seems too
high to us, it corroborates our findings on a different task. On a simple task of providing boxes around people, we
observed 10 errors out of 4000 tasks. In general we don’t expect such high accuracy. We expect average good workers
to produce 90%-95% of correct submissions once they fully understand the task requirements. The qualification-
based model evaluation task is still work in progress. We are actively working towards for a completely automatic and
verifiable quality assurance strategy.
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Table 6.1: Mechanical Turk submission accuracy.
Task Good Minor errors Bad Requirements
Outlines 76.98% 2.44% 20.58% none
100.00% 0.00% 0.00% qualification
Grouping 77.95% 11.81% 10.24% none
93.30% 6.67% 0.00% qualification
Evaluation 46.99% 9.04% 43.98% none
Our main test was the success rate of the grasping and manipulation task. In 61.9% of the runs, the robot executed
the tasked flawlessly: detection, grasp planning, grasping, lifting the object and placing it in the recycling bin. This
rate excludes any errors: executing different grasp, touching the table with the object, dropping the object due to
insufficient force. In 85.7% of the runs, the robot succeeded in placing the object in the recycling bin despite minor
errors, such as sliding the object along the table. The smaller and more rounded objects were harder to grasp and
manipulate. The worst object was the sprite can. It’s rounded, metallic and reflective surface violated assumptions of
the reconstruction algorithm resulting in a noisy model. Smaller models had more minor failures than bigger models.
We believe the smoothing in Poisson reconstruction generates slightly bigger surface models than they should be. This
would cause more problems for smaller objects than for bigger ones. We are looking into calibrating the reconstruction
pipeline with known ground truth models.
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