Abstract. Pragmatic General Multicast (PGM) is a reliable multicast protocol, designed to minimize both the probability of negative acknowledgements (NAK) implosion and the loading of the network due to retransmissions of lost packets. This protocol was presented to the Internet Engineering Task Force as an open reference specification. In this paper, we focus on the main reliability property which PGM intends to guarantee: a receiver either receives all data packets from transmissions and repairs or is able to detect unrecoverable data packet loss. To this purpose, we propose a modelization of (a simplified version of) PGM via a network of timed automata. Using UPPAAL model-checker, we then study the validity of the reliability property above, which turns out to not be always verified but to depend of the values of several parameters that we underscore.
Introduction
Since the introduction of timed automata [AD90] , a lot of work has been devoted both to theoretical studies of timed models and to practical issues for their analysis. Verification algorithms have been designed and implemented in so-called real-time model-checkers like HYTECH [HHWT97] , KRONOS [BDM · 98] or UPPAAL [LPY97] , with successful results for numerous case studies. In this paper, we propose the verification of two reliability properties for the multicast protocol PGM.
Reliable multicast protocols. Reliable multicast protocols are designed to enable distribution of information from multiple sources to multiple receivers, with reliability requirements. Examples of applications which may benefit from this technology include video broadcasts, data base replication or software downloads. Reliability in unicast protocols (like TCP) is usually achieved by positive acknowledgments (ACK) sent by the receiver to the source. Extending this principle to multicast protocols with a growing number of receivers may result in so-called ACK implosion. For this reason, the development of multicast protocols initially focused on eliminating ACKs, while keeping negative acknowledgements (NAK), invoked by receivers only when some packets are not received. However, multiple redundant NAKs can also be issued if packets are lost during periods of congestion. Besides, NAKs can be followed by redundant retransmissions.
PGM protocol. Pragmatic General Multicast (PGM) belongs to a second generation of reliable multicast protocols, designed to address the problems mentionned above: it is said to minimize both the probability of NAK implosion and the loading of the network due to retransmissions of lost packets. The approach taken for buffer management resorts to timeouts at the source, with a new packet type called Source Path Message (SPM). This protocol was developed jointly by Cisco systems and TIBCO, and presented to the Internet Engineering Task Force as an open reference specification [S · 01] . It is currently supported as a technology preview, usually over IP, with which users may experiment, and it enters the longer-term standardization process.
This work has been supported by the french project RNRT Calife.
Contribution of the paper. In this paper, we focus on the main reliability property which PGM intends to guarantee [S · 01]: a receiver either receives all data packets from transmissions and repairs or is able to detect unrecoverable data packet loss. Section ¾ presents the main features of PGM. In Sections ¿ and , we describe how a simplified model of the protocol is built, via a network of timed automata. Section is devoted to a detailed presentation of the verification process and Section concludes the paper.
Description of PGM
We first give a brief description of the protocol, with a single source, as proposed in [S · 01]. Since we are only interested in reliability, we omit all mechanisms related to minimization of the load.
The source multicasts sequenced data packets called ODATA (for Original Data), within a transmit window, at a given rate. Those packets are transmitted through network elements, along some path of a distribution tree. If a receiver detects a missing packet from the expected sequence, it repeatedly unicasts a negative acknowledgement (NAK) to the last element on the path. This network element forwards the NAK to the source using the reverse path, and multicasts a NAK confirmation (NCF). The receiver stops sending the NAK upon reception of the NCF. The same operation is repeated in turn at each level of the path toward the source, including the source itself. Repairs (RDATA) must then be provided by the source or by a Designated Local Repairer (DLR). Since the reliability of the protocol mainly depends on the NAK transmissions, PGM defines a network-layer hop-by-hop procedure for reliable forwarding. A similar method is used for NCF multicasting. In addition to this basic data transfer operation, SPMs (Source Path Messages) are sent by the source at a given rate, thus periodically interleaved with ODATA. Their purpose is twofold:
1. maintaining up-to-date neighbor information, to ensure that the return path for the NAKs is exactly the reverse of the forward path followed by ODATA and 2. delivering information on transmit resources to the receivers.
The architecture of a network on which PGM can be used is depicted on figure 1. and buffer management relies on the transmit window maintained by the source:
the left edge of this window, ØÜÛ ØÖ Ð, is the number of the oldest data packet available for repair, its right edge, ØÜÛ Ð , is the number of the most recent data packet transmitted.
The window is considered empty if ØÜÛ ØÖ Ð = ØÜÛ Ð + 1 and its size is bounded by ¾ ½ ½.
There is no fixed strategy for the source to advance the trailing edge of the window. The edges of the transmit window are contained in SPMs. A receiver also maintains a receive window, with edges ÖÜÛ ØÖ Ð and ÖÜÛ Ð , which evolves according to the informations received from the source, either by data packets or SPMs.
Rates and priorities. The source must strictly prioritize sending of pending NCFs first, pending SPMs second, and only send ODATA or RDATA when no NCFs or SPMs are pending. The priority of RDATA versus ODATA is application dependant, with a possible sharing strategy. Before the source multicasts some RDATA upon reception of a NAK, there may be some bounded delay to wait for other NAKs. There are two types of SPM: in the presence of O/RDATA, ambient SPMs are transmitted by the source at a regular rate, while heartbeat SPMs are transmitted in the absence of data at a decaying rate, in order to maintain receive windows and assist early detection of lost data.
Modeling PGM with timed automata
In this section, we explain how our model of the protocol is built, using UPPAAL [BLL · 98] description language.
Modeling with UPPAAL
In UPPAAL, a model consists of a collection of timed automata, with binary synchronization: two components synchronize through channels with a sender/receiver syntax. For instance, on a given channel , a sender emits a signal denoted by and a receiver synchronizes with the sender by the corresponding reception denoted by . A timed automaton is a finite structure handling a finite set of variables. These variables are either clocks, which evolve synchronously with time, or bounded discrete integer variables. A location can be labelled by clock conditions, called invariants, which must be satisfied as long as time elapses in this location. A transition of the automaton is decorated by three types of labels:
a guard expressing a condition on the values of the variables, which must be satisfied for the transition to be fired, a synchronization label of the form or , a clock reset and an update of integer variables.
Note that each type of label is optional, an absence of synchronization meaning that the automaton performs an internal action.
More formally, a (global) configuration is of the form´Ð Úµ where Ð is a location vector (indicating the current state in each component of the timed automata network) and Ú is a valuation of the variables, that is a function which assigns to each clock a real value and to each discrete variable an integer value. An execution in the network starts in initial locations of the different components with all the clocks and variables set to zero. The semantics of this model contains three types of moves for the system: delay moves, synchronized moves and internal moves.
Delaying. As long as no invariant is violated in the current locations, time may progress, without changing the location vector and the values of the discrete variables. Clock values increase by the time elapsed.
Synchronizing. If, in the network, two complementary actions are enabled in two different components (in particular, both guards must be verified by the current valuation), then these two components can synchronize. The location vector is changed in a natural way and the clock and variable values are changed following the clock resets and the updates of variables. Note that the channels in UPPAAL are synchronizing channels but not communicating channels, in the sense that no information is transmitted. To model data transfer through a channel, we need global variables. For example, sending some information on a channel is simulated as follows: we define two global variables Ò Ó ØÓ × ÒØ and Ò Ó Ö Ú . The sender has a transition labelled by whereas the receiver has a transition labelled by with update Ò Ó Ö Ú Ò Ó ØÓ × ÒØ. The value of the variable Ò Ó ØÓ × ÒØ is then transmitted on channel .
Performing an internal action. If an internal action is enabled in a component (i.e. a transition decorated by no synchronization label), then it can perform this internal action, without synchronizing with another component. The configuration is changed following the same rules as for the synchronization.
Another feature of UPPAAL will be very useful in our modelling: locations can be decorated by some special label called "committed" (in the next figures, committed locations are labelled by a ). This notion is useful to model atomicity of transition-sequences in some given component. If a current location is labelled as committed, then no delay is enabled before the next non-delaying move is performed and this next non-delaying evolution must involve the component whom belongs the committed location. In that way, two transitions linked through a committed location will be taken sequentially without delaying.
A simplified model
As is always the case, our model is an abstraction of the protocol, leaving out details which do not influence the properties of the model we want to check. Its size must also be reduced in order to obtain reasonable performances in terms of memory consumption and automatic verification time. However, for an evident correctness criterium, the model has to be sufficiently detailed for catching potential errors in the protocol. We will see that even with strong reductions, we exhibit some weaknesses, inherent in the protocol.
We consider a fixed topology for the network, which corresponds exactly to the distribution tree, so that routing information is not necessary. As explained in Section 2, specific mechanisms are designed to ensure the reliability of NAK forwarding. Therefore, we assume no loss of NAKs, so that a single NAK may be issued by a receiver and sent directly to the source, and NCFs are omitted. We also assume that no additional DLR are created, so that only the source can send repairs. Finally, we consider a constant rate for all SPMs, even in the absence of data packets (heartbeat mode) and constant data packet size. From this hypothesis and the fact that we are not interested in the real content of the data transmitted, we represent data by their index. In the same way, a NAK simply consists in the index of the data detected as lost. Figure 2 shows a minimal configuration and summarizes the simplifications proposed above.
The global model of the PGM protocol is built in a compositional way from models of the different components. Each source or network element (called "transmission") is represented by a timed automaton, while each receiver is composed of two automata running in an asynchronous way. The first one is designed to receive data and SPMs whereas the other detects losses and sends NAKs. We obtain this way a set of ¾ · ¾Ò timed automata, for Ò receivers.
A general scheme of our model is depicted on figure 3. On the figure, communicating channels are drawn by edges between components, the start of the edge being the sender and the target of the edge being the receiver. Global variables used to transfer data on the channels are written in brackets. Communications between the components are modeled as follows. The source communicates with a network element by transmitting O/RDATA and SPMs, via the two channels "src_ne_data" and "src_ne_spm" respectively. As explained before, global variables are used for data transfers: for the first channel, the variable "src_sqn" represents the number of the current data transmitted. For the second channel, we use two global variables, "src_trail" and "src_lead" for the current state of the transmit window. In turn, the network element can send to each receiver the same information, thus similar channels and global variables are used. A receiver communicates with the source by sending NAKs, which is coded in the same way.
ne_rec_spm1 (rec_trail,rec_lead) . . . 
The components of the model
We describe now each component of the model as a timed automaton. To simplify the descriptions and the figures, we assume that there is only one network element (therefore the source sends messages to this element only) and two receivers (and thus the network element sends messages to both receivers and can get NAKs from any of them).
The source
The three tasks of the source are:
-sending SPMs, to give information on the transmit window, -sending O/RDATA, which involves an update of the transmit window, -receiving NAKs, which updates the set of pending RDATA.
The transmit window is modelled using two variables, ØÜÛ ØÖ Ð and ØÜÛ Ð , which correspond respectively to the left edge of the window, that is the number of the oldest data packet available for repair and to the right edge of the window, that is the number of the most recent data packet transmitted. This window is handled in the following way: it has a maximal size, represented by the parameter Ì Ï ËÁ and when the window is full, that is when ØÜÛ Ð -ØÜÛ ØÖ Ð = Ì Ï ËÁ , all the RDATA in stand-by are sent and the transmit window is advanced, which means that ØÜÛ ØÖ Ð is incremented of the parameter Ì Ï Î AE . A configuration of the transmit window can be depicted in the following way:
The set of pending RDATA is represented by a table, Ö Ø . The source is modelled by the automaton on figure 4, with its three tasks. When the source receives a NAK, it has to keep its value in the table Ö Ø . Sending SPMs must be done periodically but it does not change the data structures belonging to the source. Sending data is the most complicated part of the source: if the transmit window is not full (i.e. ØÜÛ Ð -ØÜÛ ØÖ Ð < Ì Ï ËÁ ), then the source can send ODATA to the network (the periodicity of sending data is parameterized by ÅÁAE Ì È ÊÁÇ and is checked thanks to the clock Ø Ñ Ö) ; if the transmit window is full (i.e. if ØÜÛ Ð -ØÜÛ ØÖ Ð = Ì Ï ËÁ ), then the source can not send ODATA, it must first send all pending RDATA. If there are no more pending RDATA, then the transmit window is advanced before sending ODATA. Sending RDATA involves updating the table Ö Ø , which is done in the right part of the automaton.
Remark 1. The main features of timed automata informally introduced in Section 3.1 are illustrated in the figure above. The left-bottom-most transition is labelled by a condition on the discrete variable Ö Ø ¼℄ (this condition means that the discrete variable Ö Ø ¼℄ must be equal to -1 for the transition to be taken), a synchronization label "Ö ×Ö Ò ?" and an update of the discrete variables Ö Ø ¼℄ and Ò Ö Ø . This transition can be taken as soon as the condition is met and as soon as some other component of the whole system can synchronize on the label "Ö ×Ö Ò ", i.e. as soon as a transition of some other component is labelled by Ö ×Ö Ò . In the "Sending SPMs" part, a location is labelled as "Committed": this is because the two updates from the ingoing transition and the synchronization ×Ö Ò ×ÔÑ must be atomic. Besides, note that in the part "Receiving NAKs" of the automaton on figure 4, a UPPAAL syntactic short-cut is used several times: Ú ÐÙ ´ÓÒ Ú ÐÙ ½ Ú ÐÙ ¾µ means that if ÓÒ is true, then Ú ÐÙ is set to Ú ÐÙ ½, otherwise, it is set to Ú ÐÙ ¾.
A receiver
The task of a receiver is twofold: it has to receive data (updating its receive window), and to send NAKs in case of loss detection. These two tasks are independent, thus the model for a receiver consists of two timed automata running in parallel without synchronization. The main data structure associated with a receiver is the receive window. While the original protocol adds some structure to take into account losses of non contiguous data, we use a simplified structure replacing both mechanisms: we use a circular array called ×Ø ØÙ× whose size is set by the parameter ËÌ ÌÍË ËÁ . Two numbers of data are kept in mind, the first one, Ñ Ü Ö Ú , represents the highest number of a received data whereas the second one, Ñ Ü ×Ø ØÙ× Ó represents the highest number for which the status is known by the receiver: for all data indexed by some integer less than (or equal to) Ñ Ü ×Ø ØÙ× Ó , the receiver knows if the data has been received or if it will never be received. Each entry of the table ×Ø ØÙ× is in one of the following state:
-0 if the entry is empty, meaning that the receiver has no information on the corresponding data -1 if the receiver has to send a NAK for the corresponding data -2 if the corresponding data has been received The receive window can be depicted in the following way:
Figures 5 and 6 represent the two parts of a receiver. Receiving a data or a SPM, the receiver has to update the ×Ø ØÙ× inside the receive window, which is done by the automaton on figure 5. Again transitions are linked through a committed location, when their actions are to be performed sequentially and immediately. In particular, this reduces the set of reachable states in the system in parallel, because it reduces the non-determinism.
The second part of a receiver is to send NAKs. The corresponding automaton is represented on figure 6 . The table ×Ø ØÙ× is glanced through, and when a missing data is detected (the state of the corresponding entry in the table is 1) the receiver must send a NAK. NAKs must be sent each Ê ÉÍ AE AE Ã units of time, which is done with the clock Ò Ø Ñ Ö. When no NAK needs to be sent, the upper loop on the initial state resets the clock Ò Ø Ñ Ö, waiting for the detection of new lost data. 
A network element
The task of a network element is to transmit data and SPMs to the receivers. We also use it to simulate data losses, transmission delays and SPMs rate. A network element for two receivers is represented on figure 7 . The right part of the automaton (over the diagonal transition) aims at transmitting data. The curved transition on the right represents the data loss (the part transmitting data to the receivers is skipped). As said in section 3.1, since binary synchronization is used in UPPAAL, the network element cannot broadcast data simultaneously to the two receivers. The solution we did choose is to send the data to the first receiver (the transmission delay is tested at this point) and then, using a committed location, the same data is sent right after to the second receiver. The left part of the automaton (under the diagonal transition) aims at sending SPMs, in the same way than sending data (apart from the fact that SPMs cannot be lost). This automaton enforces in addition that after a data is sent to the receivers, a SPM has also to be sent. The diagonal transition is used when the source only sends an SPM (this must be done at a given rate parameterized by ÅÁAE ËÈÅ È ÊÁÇ ) without sending a data.
Verification of PGM properties

The two properties we will check
The first property we want to verify is the one specified in [S · 01]. We call it Lost-info, defined by: "For each data, each receiver knows if it did receive the data or if it will never receive it." In our model, this property can be checked using an external observer, also called test automaton, which compares the receive window with the transmit window. This observer is described in figure 8 . A clock Ø has been added to the receiver currently tested and it is reset each time this receiver updates its receive window. This clock aims at computing the reaction delay of the network and will be used, together with the new parameter, ÊÊÇÊ Ä , as explained below.
The property Lost-info is not verified if the state ÖÖÓÖ of the test automaton is reachable.
Indeed, the data indexed by Ñ Ü ×Ø ØÙ× Ó +1 is the first data whose status is not clear for the receiver (i.e. it does not know whether the data is lost or will be repaired later). If this data is not anymore in the transmit window, its status will stay unknown forever to the receiver. Since the value ØÜÛ ØÖ Ð denotes precisely the lowest bound of the transmit window of the source, the condition to test is therefore Ñ Ü ×Ø ØÙ× Ó +1<ØÜÛ ØÖ Ð which corresponds precisely to the reachability of the state ÖÖÓÖ.
The parameter ÊÊÇÊ Ä aims at representing the reaction delay of the network i.e. the minimal amount of time for a data to go from the source to a receiver. Hence, the observer can reach its state ÖÖÓÖ only if enough time has elapsed (and of course if the condition above on the variables Ñ Ü ×Ø ØÙ× Ó and txw_trail is verified) since the last update of the receive window.
The second property we are interested in is the lost of data. As explained in the PGM specification document [S · 01], it is hopeless in general to have no such lost. Nevertheless, we will prove that under some hypothesis, this very strong property is verified. We thus define the property No-loss as "Each data which is detected as lost is eventually repaired".
To express this property, we don't need any more an external observer. The contrary of this property expresses directly the fact that, for a given receiver, no state where the variable Ø ×Ø equals 1 is reachable. Indeed, the value of the Ø ×Ø variable of the automaton Ö Ú Ö becomes 1 if, when updating the tabular ×Ø ØÙ×, Ñ Ü ×Ø ØÙ× Ó has to be increased whereas the missing data corresponding to Ñ Ü ×Ø ØÙ× Ó +1 has never been received.
Experiments
We used the model-checking tool UPPAAL 3 to implement the model we just described.
Experiments will make the values of some parameters vary. Parameters are constants of the system which are not fixed a priori. The two first parameters are for the topology of the network (number of receivers and of network elements), they will not change a lot in our experiments. There are 6 parameters for the sizes of the data structures used in the model (bound for bounded integers, table sizes, etc...). The 7 other parameters are time parameters, they aim at controlling the "traffic" on the network. All the parameters are presented in table 1. The values of all the parameters which will be fixed for all the experiments are indicated in the tabular (we did chose these values). A question mark indicates that the value of this parameter will change in the following experiments Verification of the property Lost-info. We present the experimental results in case of one receiver. a The graph searching order is breadth-first. b Clocks which are not useful are detected and eliminated. c At each step of the computation, if two reachable zones have been computed for the same location, the tool keeps in mind the smallest zone containing both zones. Using such an overapproximation, if the modelchecker finds that a state is reachable, it is possible that it does a mistake. That's the reason why this approximation can only be used in case of negative answer. Table 2 . Results for the property Lost-info will be able to receive a reparation for some data, whereas it is impossible because the data is no more in the transmit window of the source. It thus means that the property Lost-info is not met.
Analyzing table 2, we can notice that 9 is the limit-value between True and False. It appears thus as the transmit reaction of the network, i.e. the time for the receiver to get the information about the transmit window. As a conclusion, a receiver always knows in a bounded time that he will never receive a lost data. The "reaction time" depends on all the time parameters of the network (transmission delays of data, SPMs, frequency of sending SPMs,...).
Verification of the property No-loss. We present the experimental results in case of two receivers. The model has 17280 control states, 5 clocks, 35 bounded discrete variables. The results we present assume that the following parameters are fixed.
Our results are summarized in the Comments on the results. As we explained above, and from the comments of the specification document, it is far from being a surprise that for some values the property No-loss is not verified. The aim of PGM protocol is indeed not to ensure that data are never lost but rather than the status of all data is known for each receiver. Our experiment confirms that if the frequency of sending data (represented by the parameter ÅÁAE Ì È ÊÁÇ ) is too high, the property No-loss is not verified.
But UPPAAL gives also execution traces for which the property is not verified. Such a trace corresponds to a scenario where the source sends an RDATA to the network. This RDATA is erased from the table Ö Ø . If this RDATA is lost once more by the network, it is possible that the source has erased its data from its knowledge by advancing the transmit window because it thinks now all receiver has received the reparation, but they have not. The next NAK from a receiver informing the source that this data has been lost will arrive too late to the source.
Note that, in a perhaps unexpected way, our experiments (see Table 3 ) show also that, if the sending of data is slow, then data are never lost. This very strong property is thus verified for some values of the parameters even if PGM protocol does not intend to guarantee it.
We did also test a stronger property which is ℄´Ö Ú Ö½ºØ ×Ø ¼ Ò ´×ÓÙÖ ºÒ Ö Ø ¼ ÓÖ ×ÓÙÖ ºÐ Ú ÄÁÎ AE ËËµµ where Ò Ö Ø is the number of standing-by RDATA up to the source, Ð Ú is a new clock belonging to the source and which is reset each time a data is sent and ÄÁÎ AE ËË is a parameter which measures the liveness of the sending of data. This property expresses that in each reachable configuration, there is no detection of data lost (variable Ø ×Ø equal to 0) and either there is no waiting RDATA or the network is "sleeping" since less than ÄÁÎ AE ËË units of time. We did test this property for several values of ÄÁÎ AE ËË and for several values of ÅÁAE Ì È ÊÁÇ (like for the test of property No-loss) and the result is always that this property is never met. It means thus that even for values of ÅÁAE Ì È ÊÁÇ such that no data are lost, if the network is not alive (in the sense that no data is sent), then some RDATA can wait an infinite amount of time without being sent and, in that way, even if the source does not erase the corresponding data from the transmit window, the receiver does not receive a reparation.
Conclusion
In this work, we proposed a model based on timed automata to represent (a simplified version of) the Pragmatic General Multicast (PGM) protocol. This model has been done starting from the specification provided by [S · 01] and is built in a compositional way with a timed automaton representing each of the actors (source, network elements or receivers) of the protocol. We deeply use the main features of timed automata, in particular to model the sending/reception of messages and to take into account timing constraints, such as clocks, bounded variables, tables, channels, global variables as well as local variables, committed locations...
All the implementation task has been done within the tool UPPAAL whose GUI and simulation module turned out to make the modelling phase easier. The verification tasks have been done with the model-checker module of UPPAAL. An interesting and useful feature of this module is to provide, in case of failure of the tested property, a trace of an execution for which the property is not verified. We used this feature to give counterexamples for the values of the parameters making the studied properties false.
Note that even if our model represents only a (very) simplified version of PGM, it allows us to prove that the main reliability property which PGM intends to guarantee "a receiver either receives all data packets from transmissions and repairs or is able to detect unrecoverable data packet loss" is always verified, but there is a reaction delay before the receiver gets a good knowledge of the transmit window.
Finally, remark that, even with this simple model, we have been confronted with big memory consumption problems. Therefore it is probably hopeless to verify with a model-checker a more elaborate version of the protocol. But our model can be used for several other interesting testings, in particular several interesting parameters have been fixed within our experiments. It is worthwhile to multiply the experiments in order to have a better understanding of PGM.
