Abstract: In this paper we investigate staggered discontinuous Galerkin method for the Helmholtz equation with large wave number on general quadrilateral and polygonal meshes. The method is highly flexible by allowing rough grids such as the trapezoidal grids and highly distorted grids, and at the same time, is numerical flux free. Furthermore, it allows hanging nodes, which can be simply treated as additional vertices. By exploiting a modified duality argument, the stability and convergence can be proved under the condition that κh is sufficiently small, where κ is the wave number and h is the mesh size. Error estimates for both the scalar and vector variables in L 2 norm are established. Several numerical experiments are tested to verify our theoretical results and to present the capability of our method for capturing singular solutions.
Introduction
In this paper we develop a staggered discontinuous Galerkin (DG) method for solving the following Helmholtz problem −∆u − κ 2 u = f in Ω, (1.1) ∇u · n + iκu = g on ∂Ω, (1.2) where κ > 0 is the wave number and f ∈ L 2 (Ω) represents a harmonic source and g ∈ L 2 (∂Ω) is a given data function. Here, Ω is a polygonal or polyhedral domain in R 2 and i = √ −1 is the imaginary unit. The Helmholtz problem has many practical applications in electrodynamics, especially in optics and in acoustic involving time harmonic wave propagation. The Helmholtz equation with large wave number is indefinite, which makes it difficult to design robust and accurate numerical methods for the Helmholtz problem. For a fixed polynomial order, the pollution effect can be reduced substantially but cannot be avoided in principle [4] . A rigorous analysis for one-dimensional Helmholtz problems and piecewise linear approximation has been given in [2] and [21] , respectively, under the condition that κ 2 h is sufficiently small. However, the assumption on κ 2 h is too restrictive and unsatisfactory from a practical point of view. In order to obtain more stable and accurate numerical approximations, a large amount of nonstandard methods have been proposed and analyzed. Among all the methods, we mention in particular the general DG method on regular meshes [34] with mesh condition κ(κh) m ≤ C 0 , the absolutely stable discontinuous Galerkin (DG) methods [22, 23, 24] without any mesh constraint, continuous interior penalty finite element methods (CIP-FEM) [44] with the mesh condition and a new weak Galerkin (WG) finite element method [38] with the mesh condition κ 7/2 h 2 ≤ C 0 or (κh) 2 + κ(κh) m+1 ≤ C 0 , where m is the polynomial order. In addition to the above mentioned approaches, many other numerical methods have also been developed, such as the partition of unity finite element methods [3, 33] , the least squares finite element methods [9, 27, 28, 37, 11] , the generalized finite element methods [6, 5] , the hybridized discontinuous Galerkin methods [26] , the interior penalty discontinuous Galerkin methods [1] and the Petrov Galerkin methods [20, 25] . Staggered DG method is initially developed for wave propagation problems [13, 14] on triangular meshes. Since then, it have been successfully applied to a large amount of partial differential equations arising from practical applications, see, e.g., [18, 15, 16, 31, 12, 30, 32, 17, 39, 41] and the references therein. Recently, staggered DG methods have been designed on general quadrilateral and polygonal meshes to solve Darcy law and the Stokes equations [40, 42] . The key features of staggered DG methods can be summarized as follows: First, it can preserve the physical properties, such as the local and global mass conservation, and achieve the superconvergent estimates. Second, it can be flexibly applied to rough grids such as the highly distorted grids and polygonal grids, and at the same time hanging nodes can be simply incorporated into the method. Third, thanks to the staggered continuity property, no numerical flux is needed in the construction of the method. All these distinctive properties make staggered DG method competitive in real applications.
The goal of this paper is to extend staggered DG method on general quadrilateral and polygonal meshes to the Helmholtz problem with large wave number. To the best of our knowledge, very few results are available for the Helmholtz problem on general meshes in the existing literature (cf. [38] ). The key idea for staggered DG method is to divide the initial partion (quadrilateral or polygonal meshes) into the union of triangles, then the primal mesh, the dual mesh and the primal simplexes can be constructed. Next, two sets of basis functions for the scalar and vector variables, respectively with staggered continuity for the Helmholtz problem are defined. The primary difficulty of analyzing the Helmholtz problem lies in the strong indefiniteness of the problem which makes it hard to establish the stability for the numerical approximation. To analyze staggered DG method, we exploit a modified duality argument. In addition, the elliptic projections in the spirit of staggered DG method for Darcy problem are defined. The key idea employed here is to use the specially designed elliptic projections in the duality argument to bound the L 2 errors of the discrete solution by the elliptic projections under the condition that κh is small enough. It is worth mentioning that the superconvergence of the elliptic projections for the scalar variable is the crux to achieve the optimal convergence for both the scalar and vector variables in L 2 errors with explicit dependence on κ. In addition, our estimates are comparable to those given in [44] for CIP-FEM. Note that our (undisplayed) analysis shows that if we apply traditional duality argument as proposed in [10] , then the stability estimates require that κ 2 h should be sufficiently small, but this mesh condition is too restrictive for large wave number κ. Thus, we turn to the modified duality argument and improve the mesh condition, namely, we only require κh is small enough. It is worth mentioning that this is the first result on staggered DG method for the Helmholtz problems.
The rest of the paper is organized as follows. In the next section, we present the construction of staggered DG method for the Helmholtz problem. Then in Section 3 we analyze the convergence of staggered DG method, where a modified duality argument is exploited. Finally, some numerical experiments are carried out in Section 4 to confirm the proposed theories.
Staggered DG method
The staggered DG method is based on a first order formulation of the Helmholtz problem (1.1)-(1.2), which can be written in mixed form as finding (p, u) such that
(2.1)
Next, we will briefly introduce staggered DG method for the Helmholtz problem in mixed form (cf. (2.1)) on general quadrilateral and polygonal meshes, and more details can be referred to [40, 42] . To begin, we construct three meshes: the primal mesh T u , the dual mesh T p , and the primal simplexes T h . For a polygonal domain Ω, consider a general mesh T u (of Ω) that consists of nonempty connected close disjoint subsets of Ω (see Figure 1 
T.
We also let F u be the set of all primal edges in this partition and F 0 u be the subset of all interior edges, that is, the set of edges in F u that do not lie on ∂Ω. We construct the primal submeshes T h as a triangular We rename the union of these triangles by S(ν). Moreover, we will use F p to denote the set of all the dual edges generated by this subdivision process. For each triangle τ ∈ T h , we let h τ be the diameter of τ and h = max{h τ , τ ∈ T h }. In addition, we define F := F u ∪ F p and
The construction for general meshes is illustrated in Figure 1 , where the black solid lines are edges in F u and the red dotted lines are edges in F p .
Finally, we construct the dual mesh. For each interior edge e ∈ F 0 u , we use D(e) to denote the dual mesh, which is the union of the two triangles in T h sharing the edge e, and for each boundary edge e ∈ F u \F 0 u , we use D(e) to denote the triangle in T h having the edge e, see Figure 1 . We write T p as the union of all D(e).
For each edge e, we define a unit normal vector n e as follows: If e ∈ F \ F 0 , then n e is the unit normal vector of e pointing towards the outside of Ω. If e ∈ F 0 , an interior edge, we then fix n e as one of the two possible unit normal vectors on e. When there is no ambiguity, we use n instead of n e to simplify the notation.
Let D ⊂ R 2 , we adopt the standard notations for the Sobolev spaces H s (D) and their associated norms · s,D , and semi-norms
, respectively. If D = Ω, the subscript Ω will be dropped unless otherwise mentioned. In the sequel, we use C to denote a generic positive constant which may have different values at different occurrences.
The following mesh regularity assumptions are also needed throughout the paper (cf. [7, 8] ).
Assumption 2.1. We assume there exists a constant ρ > 0 such that (1) For every element S(ν) ∈ T u and every edge e ∈ ∂S(ν), it satisfies h e ≥ ρh S(ν) , where h e denotes the length of edge e and h S(ν) denotes the diameter of S(ν).
(2) Every element S(ν) in T u is star-shaped with respect to a ball of radius ≥ ρh S(ν) .
We remark that the above assumptions ensure that the triangulation T h is shape regular. Let m ≥ 0 be the order of approximation. For every τ ∈ T h and e ∈ F , we define P m (τ ) and P m (e) as the spaces of polynomials of degree less than or equal to m on τ and e, respectively. For w and v belonging to the broken Sobolev space, the jump [v] and the jump [v · n] are defined respectively as
are the two triangles in T h having the edge e ∈ F . In the above definitions, we assume n is pointing from τ 1 to τ 2 .
Next, we will introduce some finite dimensional spaces. First, we define the following locally H 1 (Ω) conforming space S h :
Notice that, if w ∈ S h , then w | D(e) ∈ H 1 (D(e)) for each edge e ∈ F u . We next define the following locally H(div; Ω)−conforming SDG space V h :
Following [40, 42] , we can obtain the staggered DG formulation for (2.1):
where the bilinear forms are defined as
The following discrete adjoint property can be verified easily by integration by parts:
we have from integration by parts
(2.5)
Convergence analysis
In this section, we aim to derive the convergence estimates and stability of staggered DG method for the Helmholtz problem, our (undisplayed) analysis shows that standard duality argument requires κ 2 h be sufficiently small to achieve the stability. To overcome this issue, a modified duality argument is exploited, where the elliptic projections are the key tools. From which we can get the stability and convergence estimates provided κh is small enough.
To begin, we define the following projection operators, which will be useful for the subsequent analysis.
In addition, J h :
By the definitions of I h and J h , we can get
In addition, we can also derive from the definition of the bilinear form
The next lemma is found to be useful for the subsequent analysis, one can refer to [36] for proof.
Lemma 3.1. The solution u to the problem (1.1) and (1.2) can be written as u = u ǫ + u A , and satisfies
The approximation estimates for I h and J h with high order convergence are given as follows (cf. [19, 14] ).
(Ω), then we have
For our convergence analysis, we also need the following approximation estimates, which only require H 2 regularity. It uses the decomposition given in Lemma 3.1 and is more subtle than the estimates given in Lemma 3.2. The proof is analogous to that of [35] , thus we omit the proof for simplicity. 
The rest of this section is devoted to the error analysis for the Helmholtz problem, to this end we introduce the elliptic projections motivated by those proposed in [44, 43] . For any u, p, we define its elliptic projections u + h , p + h as the staggered DG approximations to the first order system iκp = −∇u in Ω,
is the numerical solution to the following discrete formulation
which immediately yields
In addition, we define p
The following holds
Indeed, we have
To be specific,we can obtain from (3.7)
In other words, (p
is the staggered DG approximation to the following first order system
On the other hand we have the following identity by integration by parts
In addition, if (p, u) is the solution of (2.1) then
Now we are ready to prove the next lemma.
Lemma 3.4. Assume u is any function in H 2 (Ω) and p is any function in
H 1 (Ω) 2 .
Then it holds
Proof. The proof for the elliptic projections (u 
Proceeding analogously to (3.3), we can obtain
On the other hand, we have from the definition of A h and the discrete adjoint property (2.4) that
Taking the imaginary part of (3.10), we can obtain
Next, we will estimate I h u − u + h 0 . Consider the auxiliary problem
in Ω,
which satisfies the following elliptic regularity estimate
An application of the Cauchy-Schwarz inequality, the discrete adjoint property (2.4), (3.2), (3.6), (3.11) and the elliptic regularity estimate (3.12) lead to
Therefore, the proof is complete. 
1). Then we have
The L 2 error estimates for both p h and u h are stated in the next lemma. 
Proof. We first estimate the L 2 error of u h by introducing the dual problem and exploiting the elliptic projections of the solution to the original continuous problem and of the solution to the dual problem. We consider the following dual problem
(3.14) ) ∈ V h × S h be the elliptic projections defined by (3.7) by replacing (p, u) by (ψ, ϕ). It follows from Lemma 3.5 by replacing u by ϕ that
In addition, Lemma 3.3 yields
Integration by parts, (3.4), (3.8), (3.9) and (3.14) reveal that
Now we will estimate each of the above term separately. First, the definition of B h (·, ·; ·, ·) yields
The Cauchy-Schwarz inequality, Lemma 3.4, (3.15) and (3.16) imply
We have from the Cauchy-Schwarz inequality, the inverse inequality, Lemma 3.4 and (3.15)
Similarly, we can get
An appeal to the Cauchy-Schwarz inequality and (3.17) yields
The trace inequality, the inverse inequality, Lemma 3.4, (3.16) and (3.17) imply
Combining the preceding estimates yields (3.13) under the condition that κh is sufficiently small. Next, we estimate p − p h 0 . We have from (3.3)
Taking the imaginary parts of the above equation implies
Consequently, we have
Thus, the proof is complete.
Combining Lemmas 3.3 and 3.6, we can get the following estimates.
Combining Lemmas 3.2 and 3.6, we have
By combining Lemma 3.1 and Corollary 3.1, we can obtain the following stability estimates for staggered DG method. 
Numerical experiments
This section presents numerical experiments for the validation of the theoretical results and investigates the accuracy of our staggered DG method. In addition, an singular example is given to test the capability of the proposed method to capture the singularities. 2) and g is chosen such that the exact solution is given by
in polar coordinates, where J ν (z) are Bessel functions of the first kind. The exact solution for κ = 50 is displayed in Figure 2 , and the numerical solution for κ = 50 by using P 1 and P 3 is shown in Figure 3 . As expected, higher order polynomial approximation yields better numerical solution. For the fixed wave number κ,we first show the dependence of the convergence of u − u h 0 , p − p h 0 on polynomial order m and mesh size h. The convergence history against the number of degrees of freedom for κ = 50 and κ = 100 with different polynomial orders on square grids are reported in Figure 4 . It is easy to see that the pollution errors always appear on the coarse meshes, and the optimal convergence can be obtained on fine meshes for different polynomial orders, which confirm the proposed theories. Next we verify the convergence properties of the SDG method for different wave numbers by piecewise P 1 , P 2 and P Degrees of freedom In addition, to test the flexibility of the proposed method on rough grids, we employ the h-perturbation grids (cf. [40] ) as shown in Figure 6 . The L 2 errors for both the scalar and vector variables by using different polynomial approximations for κ = 50 and κ = 10 are displayed in Figure 4 . From which we can see that similar performances as for square grids can be obtained, thus, the proposed method is robust in the sense that it can be flexibly applied to rough grids. Undisplayed numerical experiments on polygonal grids also yield similar results. for ξ = 1, ξ = 2/3 and ξ = 3/2, respectively, where J ξ denotes the Bessel function of the first kind and order ξ. It is well known that u is smooth for ξ ∈ N, while its derivative has a singularity at origin for ξ = N (cf. [29] ). We fix κ = 10, and we compute the numerical solution in the regular case ξ = 1 and in the singular cases ξ = 1/2 and ξ = 3/2. The profiles of the numerical solutions corresponding to these three cases are displayed in Figures 8 and 9 . The convergence order against the mesh size h for these three cases by using P 1 and P 2 polynomial approximations are reported in Tables 1-3 . It is easy to see that when ξ = 1, optimal convergence can be obtained for both variables in L 2 norm using linear and quadratic approximations. when ξ = 3/2, a reduced convergence order can be achieved for both the flux variable and the scalar variable, in addition, the orders are the same for P 1 and P 2 polynomial approximations. When ξ = 2/3, the convergence order gets worse. From the above, we can conclude that a reduced convergence order can be obtained due to the reduced regularity. Table 2 : Convergence for ξ = 3/2 by using P 1 and P 2 approximations. Table 3 : Convergence for ξ = 2/3 by using P 1 and P 2 approximations.
