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ABSTRACT
KRISHNAMURTHY, REVATHY. M.S., Department of Computer Science and Engineering, Wright
State University, 2015. Knowledge Enabled Location Prediction of Twitter Users.
As the popularity of online social networking sites such as Twitter and Facebook con-
tinues to rise, the volume of textual content generated on the web is increasing rapidly. The
mining of user generated content in social media has proven effective in domains ranging
from personalization and recommendation systems to crisis management. These applica-
tions stand to be further enhanced by incorporating information about the geo-position of
social media users in their analysis.
Due to privacy concerns, users are largely reluctant to share their location informa-
tion. As a consequence of this, researchers have focussed on automatic inferencing of
location information from the contents of a user’s tweets. Existing approaches are purely
data-driven and require large training data sets of geotagged tweets. Furthermore, these
approaches rely solely on social media features or probabilistic language models and fail
to capture the underlying semantics of the tweets.
In this thesis, we propose a novel knowledge based approach that does not require
any training data. Our approach uses Wikipedia, a crowd sourced knowledge base, to
extract entities that are relevant to a location. We refer to these entities as local entities.
Additionally, we score the relevance of each local entity with respect to the city, using the
Wikipedia Hyperlink Graph. We predict the most likely location of the user by matching the
scored entities of a city and the entities mentioned by users in their tweets. We evaluate our
approach on a publicly available dataset consisting of 5119 Twitter users across continental
United States and show comparable accuracy to the state-of-the-art approaches. Our results
iii
demonstrate the ability to pinpoint the location of a Twitter user to a state and a city using
Wikipedia, without needing to train a probabilistic model.
iv
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Introduction
The creation of World Wide Web in 1990 changed the landscape of modern life. The web
has grown exponentially since that time. In 1995, less than 1% of the world population
had an internet connection. In contrast, approximately 40% of the world population is able
to access the internet today. In the initial days, the web was mainly used for displaying
information. In comparison, Web 2.0 used technologies that went beyond static pages. The
rise of Web 2.0 is characterized by social networking sites, blogs and mashups with focus
on participation instead of merely publishing 1.
The rapid growth of social media has changed the way we communicate and express
ourselves. Social media’s impact across countless facets of society is constantly surprising;
for example, Beyonce utilized social media to release her 2013 album in a radical and
effective way 2. The news generated 1.2 million tweets and her album sold 365,000 copies
on its first day. Twitter, a micro-blogging website, is widely regarded to be the de facto
social media platform [5, 51] with over 255 million users. As of 2014, Twitter users post
277,000 tweets per minute and almost 500 million tweets per day. As shown in Figure 1.1,
the average number of tweets posted per day has been increasing at an exponential rate
1http://oreilly.com/web2/archive/what-is-web-20.html
2http://www.forbes.com/sites/jackiehuba/2013/12/17/
beyonce-uses-only-word-of-mouth-to-market-surprise-new-album/
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Figure 1.1: Average Tweets per Day
every year. The topic of these tweets may range from what they had for lunch to the
economic policies of the United States. The wide range of topics discussed on Twitter
have led to the development of applications such as flu outbreak prediction [50], opinion
analysis [43], earthquake prediction [49] and smart city projects [3].
An emerging trend has been the geographic footprint of online users 3. Associating
geographic information with social media users can provide value addition to many ap-
plications. For example, in the analysis of public opinion on key social issues, location
information of users may be used for localizing opinions by geographic regions. Similarly,
personalization and recommendation systems may use location information to provide ad-
3http://blogs.wsj.com/digits/2014/04/08/the-race-to-locate-twitter-users/
2
ditional context about a user’s immediate surroundings and environments to determine user
preferences based on his/her geographic position. Furthermore, location data is central to
many applications such as event detection [49] and emergency response systems [34]. Such
use cases may specifically include:
1. Opinion Analysis on Political and Social Issues: The popularity and wide spread
user base of Twitter make it an important platform for public opinion research. Amer-
ican Association for Public Opinion Research cite the following reasons to consider
social media in public opinion and survey research: (1) cost efficiency, (2) ease of
collection of data, and (3) popularity of social media in the past few years 4.
Twitter has been used to study public opinion on political events such as the United
States Presidential Elections [26], Irish General Election [8] and the Tunisian Up-
rising [56]. Hu et al. [25] tried to determine positive or negative public reaction to
comments made by United States Presidential candidates during debates. A com-
prehensive analysis would consider demographics such as gender, age, ethnicity, and
location. This can enable location-based analysis such as opinion on key issues in
Republican states, Democratic states and politically contested swing states.
Location information is also key to public opinion research on social issues. The
eDrugTrends 5 project started at Kno.e.sis research center 6, aims to process social
media data to identify emerging trends in cannabis and synthetic cannabinoid use in
the US. To understand the trends and public opinions on this topic, keywords such as
cannabis, spice, k2 are used to filter tweets from the Twitter stream. The location, of
the corresponding Twitter users, are used to compare trends in knowledge, attitudes
4http://www.aapor.org/Social_Media_Task_Force_Report.htm
5http://wiki.knoesis.org/index.php/EDrugTrends
6http://knoesis.org/
3
and behaviours related to cannabis and synthetic cannabinoid use across US regions
with different cannabis legalization policies.
2. Personalization and Recommendation Systems: Recently, there has been a strong
interest in personalization and recommendation systems that offer recommendations
for users based on their preferences and constraints. Adomavicius et al. [1] outline
the importance of context, such as location and temporal information, in recommen-
dation systems. They state that it is important to incorporate contextual information
to recommend items to users under certain circumstances.
Existing Twitter-based recommender systems do not exploit location of the user.
These systems can exploit location information to provide localized recommenda-
tions. For instance, Twitter tailors trending topics 7 for a user based on their location
if this information is provided explicitly by the user. Similarly, a News Recommender
System such as [13], which utilizes the twitter stream of a user to recommend news
articles, can benefit from the location of the user to recommend localized news arti-
cles to the user.
3. Crisis Response: As Hurricane Sandy made landfall in New York in October of
2012, people in the disaster-struck area used Twitter as their main source of commu-
nication with the rest of the world. Even government and disaster response agencies
such as Federal Emergency Management Agency (FEMA) and American Red Cross
used Twitter to post hurricane warnings, updates and important safety information 8.
This rich exchange of information during a crisis by many different agencies offers
an enormous opportunity to extract resource needs of people in crisis. This can, in
7https://support.twitter.com/articles/101125-faqs-about-trends-on-twitter
8https://blog.twitter.com/2012/hurricane-sandy-resources-on-twitter
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turn, by used by emergency responders for effective coordination. As an illustration,
consider the following tweet requesting for a resource sent during Hurricane Sandy:
“If anybody with a portable generator can get to lower Manhattan, contact @*****
– she has a friend on a ventilator who needs your help.”
Automatic detection of resource requests and offers in conjunction with location in-
formation of Twitter users can help identify someone from Lower Manhattan who
recently tweeted that they bought a generator. Identifying the location of a tweet at
a fine granularity such as the locality (e.g. lower Manhattan) is a challenging task.
While work has been done in estimating the accurate location of a tweet [16], they
assume that the wide geographic region of a Twitter post is known. The geographic
information of a user (and hence his posts) at a higher granularity level, such as city
and state, can be obtained from our work.
While the applications of geographic information are multi fold, Twitter users may be
reluctant to publish their location due to its implication on their safety or due to general
privacy concerns [23]. Nevertheless, tweets are public communications that have been
used extensively for research purposes. Furthermore, location information of Twitter users
can be used not just for enhancing individual user experience on the web but also for the
benefit of society at large. Therefore, inferencing location information of online-users is a
significant task.
Location information of online users can be provided by users themselves or gleaned
from their online activity. The present approaches for locating the position of Twitter users
can be grouped into the following four categories:
• Geotagging Tweets: Twitter users can use the location service of Twitter, by en-
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abling it in their web or profile settings, to add their latitude and longitude informa-
tion to tweets. As shown in Figure 1.2, this approach of locating users has highest
accuracy and resolution, as the precise geo-position of a user comes from his or her
mobile device. On the other hand, the number of users whose location can be deter-
mined through this method, i.e. the coverage of users, is small. The reason is that
very few users choose to enable this service. Recent studies have shown that less
than 4% [40, 31] of tweets contain geo-spatial tags.
• User Profile: Twitter users can also choose to share their location information through
their profile. The location field in a Twitter profile is free-form text field. While many
users choose to leave it empty or enter invalid information such as Justin Bieber’s
heart, others specify location at various granularities like city, state and country [23].
Thus, most of the information entered in this field cannot be reverse-geocoded to the
city. Cheng et al. [11] found that only 12% of users, in their dataset, shared their
location at city and state level. User profile data therefore lets us estimate a user’s
location with reasonable accuracy, but with a small yet higher coverage compared to
geotags.
• Network based Prediction: The lack of coverage of the previously mentioned meth-
ods has motivated research in automatic inferencing of location of Twitter users. Lo-
cation of a user can be inferred using (1) network information, or (2) contents of
Twitter posts. Network-based prediction algorithms use the location information of
the followers and the followees in conjunction with their online interaction to predict
the given user’s location. As shown in Figure 1.2, the accuracy of this approach is
thus lower than the accuracy of user profile as the information is not volunteered by
6
Figure 1.2: Accuracy and Coverage of Location Prediction Techniques
user but automatically gleaned from their network information.
• Content based Prediction: Content based approaches predict the location of user
based on the analysis of the textual content of a user’s tweets. Compared to the
network based approaches, the content based approaches have a wider coverage as
the network-based approaches can only be applied to a user who has other users
in his/her network with known location whereas content based approaches can be
applied to all active Twitter users.
Existing content-based approaches [10, 11] are based on the intuition that the geo-
graphic location of users influences the content of their tweets. For instance, users are
likely to tweet about shops, restaurants, sports teams of their location and use location in-
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dicative slang words like howdy (Texas). These techniques thus require substantial quantity
of training examples, i.e. tweets labelled with location information. For instance, the train-
ing dataset, created by Cheng et al. [11], consists of 4 million tweets from 130,869 users
whose location information is extracted from their profile. The creation of a new model, to
predict the location of a different geographic region, will require the collection of a fresh
set of tweets. Furthermore, these approaches fail to exploit the underlying semantics of the
tweets. For example, Boston Red Sox and BoSox refer to the same team but cannot be iden-
tified as the same concept without the semantic analysis of the text. Semantic knowledge
has been exploited in many Information Retrieval problems such as Text Clustering and
Classification but has yet to be explored in the area of location prediction of online users.
Recently, gazetteers have been used as a source of toponyms to increase prediction based
on the classifiers [36]. DBpedia has been used, again as a source of toponyms, to create
an unsupervised approach to predict the location of a user [30]. However, the use of an
external-knowledgebase to provide location specific concepts has been missing.
This thesis addresses a major weakness of the current methods for Twitter use home
location prediction by presenting a new method that exploits Wikipedia for the semantic
analysis of tweets. The home location of a Twitter user may be considered as the location
of their primary residence. While users may travel and tweet from various locations, in
this work we gather evidence from their historical tweets and predict their most likely
home location. The core of the method lies in extracting location-specific information
from Wikipedia. It exploits the idea of local words proposed by Cheng et al. [11]. Local
Words are words that convey a strong sense of location. For example, they found that the
word rockets is local to Houston whereas words such as world and peace are more generic
and do not exhibit an association to any particular location. Examples of local words are
8
Location Local Word
Las Vegas, Nevada casino
Grand Canyon, Arizona canyon
San Diego, California chargers
Yonkers, New York yonkers
Ames, Iowa isu
Dallas, Texas mavs
Corpus Christie, Texas corpus
Table 1.1: Example of Local Words
shown in Table 1.1. We extend this idea to define Local Entities as entities that are able to
discriminate between geographic locations.
This approach relies exclusively on the tweets of users and does not require other
metadata such as user’s profile or network information. We build a knowledge-base for
each city by using entities found in its Wikipedia page. We use the hyperlink structure of
Wikipedia to weight these entities based on the degree of their association to the city. Next,
we apply named entity recognition on tweets and associate the entities found with concepts
in Wikipedia. Finally we use the overlap between the entities in the tweets of a user and
knowledge-base of cities to predict their location.
The rest of the thesis is organized as follows. In Chapter 2, we survey the related work
in the area of association of geographic information with content on the web and the use
of Wikipedia, as an external knowledge-base, in Information Retrieval. In Chapter 3, we
introduce Wikipedia and its hyperlink structure. In Chapter 4, we describe the architecture
of our approach. In Chapter 5 we present an evaluation of our approach on a publicly
available dataset and compare it to the state-of-the-art approaches. Finally, in Chapter 6,
we conclude with the future work.
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Related Work
Location prediction has long been a research topic across many application areas. Earlier
research was pivoted around improving the results of search engines using geography as an
added dimension to help rank the “usefulness” of a web page with respect to a query [15,
2, 9, 37]. In this context, the geography associated with a web page is the geographic focus
of the content of the page as opposed to the physical location of the server it is stored at.
In general, the geographic scope of a web page is computed either using (1) the content of
the page, or (2) the geographical distribution of hyperlinks to the page.The content-based
approaches associate geography with each web page by identifying location references and
disambiguating them. Thus, they can only be applied to web pages that explicitly refer to
one or more locations.
With the increasing number of applications based on user generated content in social
media, a new problem namely location prediction of social media users has gained traction.
Our research focusses on location prediction of Twitter users, based on the textual contents
of their tweets, using an external knowledge-base. In this chapter, we present prior work on
predicting the geographic location of a social media user. We follow it up with a discussion
on earlier research that utilizes external knowledge-base in text mining.
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2.1 Location Prediction of Social Media Users
For the purpose of this research, the location of an online user is considered to be his/her
home location, i.e., their location of residence. Applications such as opinion analysis sys-
tems and crisis management systems generally require the residence location of a user
rather than the exact location of a user (e.g their location when they are travelling). Also,
there has been focus on identifying the location of an individual tweet. Generally a tweet by
itself may not provide enough clues to predict its location. In this case, the home location
of a user can be used as an additional feature to predict the location of a single tweet.
Similar to the location prediction of a web page, the approaches to predict the location
of a user can be categorized into (1) content-based approaches that exploit user generated
content such as social media posts and check-ins, and (2) network-based approaches that
utilize the network information of the user, i.e, their online “friends”.
2.1.1 Network-based Location Prediction of Online Users
Backstorm et al. [7] published the seminal work in predicting the location of users in a
social network by exploiting the network of a user. Their dataset consists of 3.5 million
Facebook users who published their address. On an average, these users had 10 friends
with addresses. They used this dataset to study the relationship between geographic dis-
tance and social relationship. They found that the probability of a friendship is inversely
proportional to distance. Next, they used these observations to propose a Maximum Likeli-
hood Algorithm to predict the location of a user who had not volunteered this information in
their profile. Using this algorithm, they were able to predict 67% of users’ location within
25 miles of their actual location. These users had atleast 16 friends whose actual location
11
was known. With atleast one friend whose actual location was known, this algorithm could
predict 51.38% of users within their given locations.
Rout et al. [48] formulated the geo-location prediction task as a classification task
and trained an SVM classifier with features based on the information of users’ followers-
followees who have their location information available. For each city, the features con-
sidered were (1) number of friends in the city, (2) the size of the city, (3) city population
bins, (4) triads, i.e, group of three people, and (5) reciprocated friendships.They tested their
approach on a random sample of 1000 users and reported 50.08% accuracy at the city level.
McGee et al. [38] proposed FriendlyLocation, an approach based on tie strength be-
tween Twitter users for estimating their location. Their hypothesis was that certain rela-
tionships, such as those with a user’s co-workers, contain more discriminating power than
others, such as those with a news service. They analysed tweets from 1,758,101 users
with known location to understand hidden patterns in the communication between users
on Twitter. They used these observations to train a Decision Tree Classifier to distinguish
between pairs of users likely to live close by. They reported an accuracy of 64% within 25
miles.
A major drawback of the network-based approaches is that they primarily depend on
other users, in the network of a given user, whose location is known. In a social network,
many users are concerned about their privacy and do not publish their actual location.
Hence the content-based approaches are significant when there is no other means of iden-
tifying a given user’s location.
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2.1.2 Content-based Location Prediction of Online Users
Content-based location prediction approaches are grounded on the premise that the online
content of a user is influenced by their geographical location. They rely on a data set of
geo-tagged tweets to build a statistical model that identify words with a local geographic
scope. Cheng et al. [11] proposed a probabilistic framework for estimating a Twitter user’s
city-level location based on the content of approximately 1000 tweets of each user. They
formulated the task of identifying local words as a decision problem. They used the model
of spatial variation proposed by [6] to train a Decision Tree Classifier using a hand-curated
list of 19,178 words. Their approach on a test dataset of 5119 users could locate 51% of the
users within 100 miles with an average error distance of 535 miles. The disadvantage of this
approach was the assumption that a “term” is spatially significant to only one location/city.
This challenge was addressed by Chang et al. [10] by modelling the variations as a Gaussian
Mixture Model. Furthermore, their approach to identify local words did not need a labelled
set of seed words. Their tests on the same dataset showed an accuracy (within 100 miles)
of 49.9% with 509.3 miles of average error distance.
Eisenstein et al. [17] proposed cascading topic models to identify lexical variation
across geographic locations. Using the regional distribution of words, determined from
these models, they predicted the locations of twitter users. They found that slang words
have a stronger regional bias as compared to standard english words. Kinsella et al. [32]
addressed two problems, namely, (1) predicting the location of an individual tweet and
(2) predicting the location of a user. They created language models for each location at
different granularity levels of country, state, city and zipcode, by estimating a distribution
of terms associated with the location.
Doran et al. [16] presented a probabilistic language model to accurately estimate the
13
location of a single social media post. By assuming that the “broad region” of a tweet is
known, they proposed a methodology to predict the location of a tweet within few miles of
its actual location. They divided a region into sub-regions and built a probabilistic language
model over each sub-region. Finally, they applied geo-smoothing to improve the accuracy
of their prediction. In a dataset of tweets from New York City, they could estimate the
location of a tweet to within 4km with 80% probability.
Katragadda et al. [30] proposed an unsupervised approach that used gazetteer to iden-
tify location references in the contents of a user’s tweets. Their approach did not require
any training dataset. Yet they only focus on location entities, i.e. entities with latitude and
longitude information. They used DBPedia to extract and disambiguate location references
in tweets. Then they apply K-Center Clustering to predict the location of a user. A signif-
icant difference between their work and ours is that our approach is not restricted to using
location reference in tweets. We consider different types of entities such as sports teams,
cultural entities and transportation services.
Jalal et al. [36] used an ensemble of statistical and heuristic classifiers to predict the
location of a user. These classifiers use words, hashtags and location names as features. A
low level classifier, that predicts location at city-level, needs to discriminate among many
locations. To alleviate that, they propose an ensemble of hierarchical classifiers that predict
the location at time zone, state, region and city level. Additionally, they also train a classi-
fier to detect travelling users and eliminate them from their test set. On a dataset of 9551
users they report an accuracy of 61%.
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2.2 Role of Background Knowledge in Text Mining
Traditional text analysis algorithms can be broadly categorized into Supervised and Unsu-
pervised Learning. Supervised Learning requires a labelled dataset used to infer a function
which can be subsequently used for mapping unlabelled data. On the other hand, Unsuper-
vised Learning techniques find hidden structure in an unlabelled dataset. These approaches
are purely data-driven and do not overcome the lack of domain knowledge or common
sense.
As humans, we use our general knowledge in the interpretation of any text or dis-
course. For instance, when we read ”Buckeye State” in a piece of text, we use our experi-
ence to recognize it as the state of Ohio. Similarly, background knowledge can improve a
machine’s ability to understand and interpret text.
Background knowledge can be represented in various ways with different expressive
power such as thesaurus, taxonomy and ontology. In the field of computer science, ontol-
ogy is a formal representation of concepts in a domain. It contains a set of classes with
each class having an associated set of properties. Additionally, an ontology relates spe-
cific concepts to more generic concepts forming an inheritance hierarchy. Enrichment of a
document using ontology provides contextual information and helps in the deeper under-
standing of the document text. For example, ontologies such as MeSH 1, SNOWMED 2
and UMLS 3, have been extensively used in medical domain for the purpose of knowledge
acquisition [45], understanding document content for secondary data analysis, relevant doc-
ument retrieval [52] etc.
1http://www.ncbi.nlm.nih.gov/mesh
2http://www.ihtsdo.org/snomed-ct/
3http://www.nlm.nih.gov/research/umls/
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WordNet 4 is an example of a lexical knowledge-base. It consists of nouns, verbs, ad-
jectives and adverbs of English language. These words are grouped into sets of synonyms
called synsets. Furthermore, each of the synsets are linked to others through conceptual
relations such as hypernomy and hyponomy. Richardson et al. [46] used Wordnet to mea-
sure the conceptual similarity between words. Wang et al. [54] used WordNet synset to
exploit relationship between terms that do not co-occur frequently. They showed that text
clustering algorithms perform better on documents enriched with background knowledge
compared to documents represented as bag-of-words.
Background knowledge has also been widely used in the task of Named Entity Recog-
nition and Disambiguation. Gruhl et al. [21] used MusicBrainz ontology for entity spotting
in informal textual content in music domain. Hassell et al.[22] use an ontology extracted
from DBLP bibliography to disambiguate names of researchers appearing in a collection
of DBWorld Posts.
2.2.1 Wikipedia as Background Knowledge
Wikipedia - an online collaborative encyclopedia, has been leveraged as background knowl-
edge in many tasks. Each article in Wikipedia represents a single concept. Gabrilovich et
al [19] used the content extracted from Wikipedia pages to enrich document representa-
tion for the task of text categorization. Each Wikipedia article is represented as a vector
of words that appear in the article. Then, machine learning techniques are used to map
text from documents to the aforementioned vector representation of Wikipedia concepts.
On a test dataset consisting of documents from Reuters and OSHUMED 5, they showed
4http://wordnet.princeton.edu/
5subset of MEDLINE
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that knowledge extracted from Wikipedia is very useful in categorizing short documents.
Mukherjee et al. [41] proposed an unsupervised approach to perform sentiment analysis of
movie reviews. They used the domain-specific information such as crew, plot and character
information from the infobox of the Wikipedia page of a movie. Their system did not need
any labelled data for training and achieved comparable results to the semi-supervised and
unsupervised state-of-the-art systems.
Concepts in Wikipedia are organized in a category structure where each concept be-
longs to one category. Hu et al. [24] used the category structure of Wikipedia for the
purpose of document clustering. Each word in the document is weighted using tf-idf and
associated Wikipedia concepts and categories are retrieved. Thus a given document is rep-
resented as a vector of weighted terms occurring in the document, a vector of relevant
Wikipedia concepts and a vector of categories of the concepts. Finally, partitional cluster-
ing is used to compute the similarity between the vectors of two documents. Their tests on
three datasets showed that category information is useful in document clustering. The cat-
egory structure of Wikipedia has been utilized by Genc et al. [20] to classify tweets. Their
approach first maps each tweet to the most relevant Wikipedia concept and further lever-
ages the category structure to find the semantic distance between the mapped concepts for
classification. Kapanipathi et al. [29] used an adaptation of spreading activation theory on
the category structure to determine the hierarchical interests of users based on their tweets.
Each article in Wikipedia contains links to other articles that are used to describe a
concept in the main article. These links are referred to as wikilinks and they form a hy-
perlink graph. Milne et al. [55] used the link structure of Wikipedia to compute semantic
relatedness between two terms using the hyperlinks found in their respective Wikipedia
articles. First, they use anchor text to determine the link the Wikipedia page that maps
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to a given term. Then they measure the similarity of the Wikipedia articles using Nor-
malized Google Distance between the vector of links found in the two Wikipedia articles.
Their tests showed that the accuracy of their approach did not work as well as the Explicit
Semantic Analysis proposed by Gabrilovich et al [19] but required far less resources. Li
et al. [35] proposed a Wikipedia based approach for Word Sense Disambiguation that did
not require any labelled training dataset. They extract keyphrases and corresponding topic
from Wikipedia where keyphrases are Wikipedia article titles and anchor texts of wikilinks.
Next, they extract phrases from the input document and map unambiguous keyphrases to
those extracted from Wikipedia. These phrases provide context to the disambiguator that
computes similarity between Wikipedia articles to choose the most appropriate sense of the
word.
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Knowledge-base Creation
As explained in Section 2.2, background knowledge has been incorporated in many Nat-
ural Language Processing and Information Retrieval tasks. Wikipedia is a rich source of
information for geographic locations and can be exploited as background knowledge for
the task of location prediction. In this chapter, we discuss our approach to extract location-
specific knowledge from Wikipedia. For the creation of the knowledge-base, our goal is to
(1) identify all the entities that can be used to describe a given location, and (2) compute the
degree of their association to the location. The presence of local entities in a user’s tweets,
their frequency and localness measure are used to rank the top-k locations of a user.
3.1 Wikipedia
“Imagine a world in which every single person on the planet is given free
access to the sum of all human knowledge. That’s what we are doing.”
- Jimmy Wales (Founder of Wikipedia)
In 2001, Jimmy Wales and Larry Sanger founded Wikipedia using the concept of Wiki
pioneered by Ward Cunningham in 1995. Wiki is a web application that allows people to
create or update content in collaboration with others. Wikipedia, a publicly available online
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Figure 3.1: Internal links of Wikipedia
collaborative encyclopedia, is the most popular wiki on the web. It has been a prominent
source of knowledge for humans as well as machines. As of July 2014, Wikipedia is avail-
able in 287 languages. It has 18 billion page views and approximately 500 million unique
visitors each month. The English Wikipedia comprises of approximately 4.6 million arti-
cles. It is open-access and updated regularly by active contributors. Wikipedia articles are
comprehensive and well-formed with each article describing a single topic or entity [24].
In comparison to knowledge-bases such as MeSH and Wordnet, Wikipedia is not domain
specific and provides broad coverage of topics. Wikipedia is open to all members of the
public. Anybody can contribute to an article, correct errors and/or compensate for any
skewed views in an article. Eric Raymond claimed, in the context of software development,
that “given enough eyeballs, all bugs are shallow”. This is also applicable to Wikipedia.
To describe an entity in an article, it can be linked to the Wikipedia page of the said
entity. For example, consider the snippet from the Wikipedia page of “Semantic Web”,
shown in Figure 3.1. A link to the Wikipedia page of Resource Description Framework
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is added to describe that topic. These links are referred to as wikilinks or internal links 1.
The aim of these links is to enhance a user’s understanding about the topic of the page.
Wikipedia has established some guidelines on adding internal links to a Wikipedia page.
As per Wikipedia policy:
“In general, links should be created to relevant connections to the subject of
another article that will help readers understand the article more fully. This
can include people, events, and topics that already have an article or that
clearly deserve one, so long as the link is relevant to the article in question.”
The collaborative nature of Wikipedia ensures that the guidelines outlined above are fol-
lowed by the authors. Consequently, there is less redundant information and all relevant
links are present. Apart from allowing a user to navigate to the pages of related topics, the
internal links also creates a hyperlink structure, that allows machines to use Wikipedia as a
knowledge base of semantically linked entities with the underlying assumption that an arti-
cle’s main subject is soundly and centrally related to the linked articles’ main subjects [42].
For the task of location prediction of Twitter user, we use Wikipedia as the knowledge-base
for the following reasons:
• The hyperlink structure of Wikipedia provides links for each page that are topically
relevant to that page. In other words, the internal links of a Wikipedia page are
semantically related to it (or a portion of it) [28, 42]. Thus, we hypothesize that
for each location, the internal links in its Wikipedia page represent entities that are
relevant to it. For example, a link from the Wikipedia page of San Francisco to
Golden Gate Bridge implies that the latter is relevant to the former.
1http://en.wikipedia.org/wiki/Help:Link#Wikilinks
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• Named Entity Recognition tools such as DBpedia Spotlight and Zemanta, map the
entities annotated in a piece of text to their corresponding Wikipedia entities. This
allows us to map the entities found in a user’s tweets to the entities in our knowledge-
base extracted from Wikipedia.
• We use Wikipedia instead of a gazetteer because of the broad coverage of categories
in a Wikipedia page. While a Wikipedia article on a location may contain several
sections like History, Geography, Cityscape, Neighbourhoods, Climate, Sports and
Culture, gazetteers are limited to the geographic features of a region.
• We find that Wikipedia contains dedicated pages for all cities in United States with
population greater than 5000. Also, Wikipedia contains pages for locations at differ-
ent granularity levels such as state, county and locality which will allow us to extend
this work to predict the location of a user at different granularity levels.
Formally, the Wikipedia Hyperlink Graph can be represented as a directed graph
G = (V,E) with a set of vertices V that represents a subset of all the Wikipedia pages and
a set of edges E, where E ⊆ V × V . There is a directed edge (v1, v2), if there is a link
from Wikipedia page v1 to v2. For a given vertex vi, O(vi) is the set of entities mentioned
in the Wikipedia page vi, i.e, O(vi) are the vertices that have an edge from vi.
3.2 Local Entities
Local Entities are entities that can discriminate between geographic locations. Thus, intu-
itively, Statue of Liberty may be considered a local entity with respect to New York City on
account of it being a famous landmark in New York City whereas iPhone, a smart phone
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Figure 3.2: Local entities of San Francisco
with over 63.2 million users across United States, may not be considered as a local entity.
The internal links of a Wikipedia page represent entities that are topically relevant to
the main page and are established by using the collective wisdom of Wikipedia contrib-
utors [42, 35]. Thus we consider the entities mentioned in a Wikipedia page of a city c
as the local entities of c. From the hyperlink structure, the local entities are the outgoing
links O(c) from each Wikipedia page of city c. Furthermore, the local entities vary in the
degree of their localness with respect to the location. For example, the Wikipedia page of
San Francisco contains links to San Francisco Bay Area and United States. Also, an entity
may not be local to just one city. For instance, San Francisco Bay Area is also found in the
Wikipedia pages of Alameda, California, Los Altos, California, Sacramento, California
etc. Figure 3.2 shows local entities from a snippet of Wikipedia page of San Francisco.
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Figure 3.3: Count of Local Entities for cities in US with population > 5000
3.3 Localness Measure of Entities
The number of local entities of a city may vary depending on the size of the city and
the information available in Wikipedia. For instance, San Francisco, California has 717
local entities whereas Fairborn, Ohio has 110 local entities. Figure 3.3 shows the count
of local entities across the cities of United States with population > 5000, as published in
the census estimates of 2012. Each of these local entities is not equally local to the city.
As an example, consider the following snippet from the Wikipedia page of San Francisco,
California:
24
The San Francisco 49ers of the National Football League(NFL) were the longest-
tenured professional sports franchise in the city.
The San Francisco 49ers are the American football team located in San Francisco
whereas the National Football League is one of the professional sports leagues in North
America. Clearly, the entity San Francisco 49ers has a higher degree of localness with
respect to San Francisco than the entity National Football League. Similarly, each city has
local entities with high relatedness to the city such as the sports team based out of the city,
they mayor of the city and famous landmarks of the city. On the other hand, every city also
has entities that have less or no relatedness to the city. In other words, these entities do not
help in discriminating between cities. To this end, our goal is to score each local entity with
respect to a city such that the score reflects the discriminating power of the entity.
We experiment with four measures, that exploit the hyperlink structure of Wikipedia,
to score the localness of an entity with respect to a city. These measures can be classified
into three categories namely (1) association measure, (2) graph-based measure, and (3) se-
mantic overlap measure. Association measures have been commonly used in computing
the relatedness of two words based on their occurrences in a large corpus such as the web
[55, 27]. We use the same idea to measure the relatedness between a city and a local entity
based on their occurrences in the entire Wikipedia dump. Next, we explore graph-based
measures as the Wikipedia Hyperlink Graph allows us to conveniently represent a city and
its local entities as a graph. Betweenness centrality of a node in a graph has been used in
social networks to compute the importance of an actor in a network [33]. We use this mea-
sure to compute the relative importance of a node representing a local entity in the graph
of a city. Finally, we investigate semantic overlap measures that are based on the idea that
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higher the overlap between concepts found in the Wikipedia pages of a city and a local
entity, higher is the degree of localness of the entity.
3.3.1 Association Measure
An association between two words indicates statistical dependence between them. There
are many association measures that have been used in NLP tasks such as collocation extrac-
tion and multi-word expression extraction [44]. The intuitive basis for using an association
measure, to establish localness of an entity, is that higher is the localness of an entity with
respect to a city higher will be its association to the city. Pointwise Mutual Information
(PMI) [12] is a standard measure of association between two events. Given two random
variables, PMI is a measure of how much the actual probability of their occurrence differs
from what is expected based on the probabilities of their individual occurrences assuming
independence. For measuring the PMI of a local entity and a city, we consider the entire
Wikipedia dump as our corpus. We define the PMI of a city and its local entity as:
PMI(c, e) = log2
P (c, e)
P (c)P (e)
= log2
|C ∩ E|
|W |
|C|
|W |
|E|
|W |
(3.1)
where c is the city, e is a local entity of the city, |C| is the number of Wikipedia articles that
contain the city c, |E| is the number of Wikipedia articles that contain the entity e, |C ∩E|
is the number of Wikipedia articles that contain both the entity and the city and finally |W |
is the entire Wikipedia dump.
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In this context, the occurrence of an entity in a Wikipedia page refers to the presence of
a wikilink to the entity from the said page. The individual probabilities of the city P (c) and
the local entity P (e) are computed as the fraction of all the Wikipedia articles that contain
the city and the local entity respectively. The joint probability P (c, e) is the fraction of all
the Wikipedia articles that contain both the city and the entity.
3.3.2 Graph-based Measure
Centrality measures have been used as indicators to identify the most important vertices
within a graph. Centrality measures based on the degree of a node and the shortest paths
between nodes are commonly used to determine the relative importance of a node in a
graph. Betweenness Centrality (BC) [18] of a node measures the prominence of the node
relative to the rest of the nodes in the network. A high betweenness centrality score of a
vertex in a graph indicates that it lies on considerable fraction of shortest path connecting
others.
The graph of local entities for each city is pruned from the Wikipedia hyperlink graph
and consists of the entities present in the corresponding city’s Wikipedia page (O(c)). For-
mally, the graph for a city c is represented as Gc = (Vc, Ec) where vertices Vc ∈ (c∪O(c))
and edges Ec ∈ Vc × Vc. There is an edge from vci to vcj if the Wikipedia page of vci has
a link to entity vcj . An example of a subgraph is as shown in Figure 3.4. The nodes in this
graph are the entities mentioned in the Wikipedia page of San Francisco. We draw edges
between entities based on the entity occurrences in their respective pages. For instance, an
edge between Golden Gate and Bay Area is indicative of the presence of the latter in the
former’s Wikipedia page.
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Figure 3.4: Pruned Subgraph of San Francisco
Betweenness Centrality is defined as follows:
CB(c, e) =
∑
ei 6=e6=ej
σeiej(e)
σeiej
(3.2)
where ei, e, ej ∈ O(c), σeiej represents the total number of shortest paths from ei to ej and
σeiej(e) is the number of shortest paths from ei to ej through e. Furthermore, we normalize
the measure by dividing CB by (n − 1)(n − 2) which is the number of pairs of nodes not
including e with n being the number of nodes in the directed graph. Thus, betweenness
centrality of each node is a number between 0 and 1.
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3.3.3 Semantic Overlap Measure
SemRank [4], a search results ranking system, measures the relatedness between concepts
with the intuition that related concepts are connected to similar entities. Similarly, we use
the Wikipedia hyperlink graph to determine the extent of relatedness between a city and
an entity. We term this as Semantic Overlap. We use two standard set based measures to
compute the semantic overlap between a city and an entity, namely, the Jaccard Index and
the Tversky Index.
Jaccard Index measures the overlap between two sets and is normalized for their
sizes. We use this measure to find the similarity between a city and its entities. For example,
to compute the localness of Golden Gate Bridge to San Francisco, we compute the Jaccard
Index of the two sets containing the entities from the Wikipedia page of Golden Gate
Bridge 2 and San Francisco respectively. Jaccard Index for a city c and entity e (e ∈ O(c))
is defined as shown in Equation 3.3.
jaccard(c, e) =
|O(c) ∩O(e)|
|O(c) ∪O(e)|
(3.3)
The idea behind using Jaccard Index is that larger the overlap between the entities associ-
ated with a specific entity and entities associated with a city, higher is the localness of the
entity with respect to the city. The range of Jaccard Index is between 0 and 1.
Tversky Index is an asymmetric similarity measure between two sets [53]. While
the Jaccard Index determines the similarity between a city and a local entity, a local entity
generally represents a part of the city. For example, consider the local entity Boston Red Sox
of the city Boston. Boston Red Sox is the baseball team of Boston and will not completely
2Entities of Golden Gate Bridge are the wikilinks appearing in the Wikipedia page of Golden Gate Bridge
29
overlap with all the entities of Boston which are from different categories like Climate,
Geography and History. Thus we use Tversky Index which is a unidirectional measure of
similarity of the local entity to the index.
The Tversky Index is defined as shown in Equation 3.4.
ti(c, e) =
|O(c) ∩O(e)|
|O(c) ∩O(e)|+ α|O(c)−O(e)|+ β|O(e)−O(c)|
(3.4)
where we choose α = 0 and β = 1, with no weight given to the entities of the city. Thus
for every entity in its page that is not found in the Wikipedia page of the city c, we penalize
the local entity e. The range of Tversky index is between 0 and 1.
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Knowledge-base Enabled Location
Prediction
Previous research that address the problem of location prediction, have established that the
content of a user’s posts reflects his/her location. They rely on words that may be deemed
to have a geospatial dimension. Use of these words with high frequency is indicative of
a user’s location. In our approach, we move a step further by considering entities in the
tweets of a user. Our hypothesis is that users are likely to tweet about entities that are local
to them. For instance, people are inclined to tweet about, among other things, landmarks,
restaurants, shopping malls, politicians, sports teams etc in their neighbourhood giving
away their location. Some sample tweets are shown in Table 4.1.
In Chapter 5, we discussed the creation of a knowledge-base of cities consisting of
their local entities. Furthermore, these local entities are scored based on the degree of
their association with the city. In this chapter, we create a semantic profile of each user
consisting of Wikipedia entities found in their tweets. Subsequently, we use a subset of
these entities, which are also present in our knowledge-base, along with their localness
scores and frequency in the user profile, to rank the top-k locations of a user.
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Tweet Local Entity Description
“Just drove around Golden Gate Park two times
trying to get in.”
Golden Gate Park Urban park in
San Francisco
“Just told the boys that we’ll be going to see the
Red Sox on Sunday.”
Boston Red Sox Baseball team
based in Boston
“And Nate Silver is on air on @WNYC! Woot.” WNYC Public radio
station located in
New York City
“Waiting for BART from SFO to Powell St. Exit.
Should be 30 minutes”
Bay Area Rapid
Transit
Rapid Transit
System serving
bay area
Table 4.1: Tweets containing local entities
4.1 Building User Profile
With the rise of social media, Twitter has become an important medium of communication.
Twitter users can broadcast their thoughts to the world using short textual updates called
Tweets. Tweets may also contain links to images or videos. Users can re-post a tweet
which is referred to as a retweet. Users can use hashtags (e.g. #WSU) to indicate the main
topic of their tweet. The length of each tweet is limited to 140 characters. The length
limitation of a tweet has resulted in the use of informal language and slang terms in tweets.
Twitter content does not follow English grammar and contains unconventional spellings
and acronyms. Additionally, unlike scientific documents or newspaper articles, tweets also
contain sarcasm, irony and ambiguity.
People use Twitter to post about their daily mundane activities that they would oth-
erwise not share. These activities range from a visit to a local park to riding a metro bus.
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People also share their interests, likes and dislikes. Our goal is to build a semantic profile
of a Twitter user that captures such activities and interests present in a set of their historic
tweets. Building this profile is a two-step process of (1) entity recognition and (2) entity
scoring.
Entity Recognition is the process of recognizing information like people, organization,
location, and numeric expressions from natural language text. It is an important sub-task of
Information Extraction. The genre of text, such as scientific, informal and journalistic, im-
pacts the precision and recall of the entity recognition algorithm. Earlier approaches relied
on hand-crafted rules. Later, supervised and unsupervised learning techniques were used
for automatic recognition of entities. These learning techniques use word level features,
patterns and gazetteers for the recognition and classification.
As explained in [47], the length of tweets (<= 140 characters) and the informal nature
of their content make the task of entity recognition on tweets non-trivial. Recently, a lot
of research has focussed on automatic identification of entities (or concepts) in a tweet
and linking them to their corresponding Wikipedia articles. In this work, our focus is
on the location prediction of Twitter users. Hence, we use the APIs available for Entity
Recognition. In [14] authors have compared three different state of the art systems, namely,
Dbpedia Spotlight [39], Zemanta1 and TextRazor2 for entity recognition in tweets. These
results are summarized in Table 4.2.
We used Zemanta for the following reasons:
• It has been shown to be superior to others.
• Zemanta’s web service3 also links entities from the tweets to their Wikipedia articles.
1http://developer.zemanta.com/
2http://www.textrazor.com/technology
3http://developer.zemanta.com/docs/suggest/
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Extractors Precision Recall F-Measure Rate Limit
Spotlight 20.1 47.5 28.3 N/A
TextRazor 64.6 26.9 38.0 500/day
Zemanta 57.7 31.8 41.0 10,000/day
Table 4.2: Evaluation of Web Services for Entity Resolution and Linking
This allows an easy mapping between the Zemanta annotations and our knowledge
base extracted from Wikipedia.
• The web service provides co-reference resolution for the entities.
• Zemanta provides a higher access rate limit of their API calls to 10,000 per day for
research purposes.4
Entity Scoring entails scoring each local entity in a user’s tweet using the frequency of their
occurrence in the tweets and their localness measure in our knowledge-base. Formally, we
define the profile of a user u as
Pu = {(e, s)|e ∈ W, s ∈ R} (4.1)
where W denotes the set of all Wikipedia entities and s is the frequency of mentions of
entity e by user u. Frequency of an entity indicates the significance of the entity to the user.
4We thank Zemanta for their support
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Local Entity extracted from
Tweets
Localness Measure -
Tversky Index
Frequency of Local
Entity in Tweets
Las Vegas Boulevard 0.32727 11
Las Vegas 1 3
Fremont Hotel and Casino 0.26315 3
Nevada 0.09945 6
Golden Nugget Las Vegas 0.16279 2
Las Vegas Valley 0.23764 1
Pahrump, Nevada 0.10714 2
McCarran International Airport 0.03642 5
Binion’s Gambling Hall and Hotel 0.10204 1
Spring Mountains 0.08 1
United States 0.01996 2
Table 4.3: Example of locScore of a user with respect to the city Las Vegas
4.2 Location Prediction
We compute an aggregate score based on all the local entities found in the user profile.
In other words, to estimate the location for a user u with profile Pu, for each location c
with knowledge base Kc, we find the intersection of the set of entities Icu associated with
the user profile and the local entities of the city c. Next, we use the following equation to
estimate the score for each city for a user.
locScore(c, u) =
|Icu|∑
j=1
locl(c, ej)× sej (4.2)
where ej ∈ Icu, locl(c, ej) is the localness score of the entity ej with respect to the city c,
determined by one of the localness measure explained in Section 3.3. sej is the score of the
entity in the user profile Pu. The city for the user is determined by ranking the cities based
on the locScore(c, u) in descending order. An example of locScore for a user with respect
to the city Las Vegas is shown in Table 4.3.
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Implementation and Evaluation
As shown in Figure 5.1, our approach comprises of three primary components:
• Knowledge Base Generator extracts local entities for each city from Wikipedia and
scores them based on their relevance to the city.
• User Profile Generator generates a semantic profile of a user from a set of their
historic tweets.
• Location Predictor uses the output of User Profile Generator and Knowledge Base
Generator to predict the location of the user.
5.1 Implementation
To create our knowledge base, we consider all the cities of United States with population
greater than 5000, as published in the census estimates of 2012. From the census estimates,
we only include the locations listed as city and ignore the locations labelled as village,
town, county or CDP(Census Designated Place).
The entire collection of Wikipedia articles is available as an XML dump1. The Wikipedia
1http://en.wikipedia.org/wiki/Wikipedia:Database_download
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Figure 5.1: Location Prediction using Wikipedia
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pages of two cities Irondale, Alabama and Mills River, North Carolina are marked as stubs2
and hence are not included in our knowledge base. Although a Wikipedia page does not
link to itself, we include the name of each city in its knowledge base. Finally, we have a
knowledge base with 4,661 cities and 500,714 entities. To compute the distance between
the actual and the predicted location we extract the latitude and longitude information of
each city in our knowledge base from the infobox3 of their corresponding Wikipedia page.
We used Bliki engine - a java-based Wikipedia API 4 to parse the Wikipedia dump. It is
a parser library for converting Wikipedia wikitext notation to HTML. It provides helper
classes that can be used to extract the internal links of a given Wikipedia page. The con-
vention to name a Wikipedia page of a city is City Name, State Name. For instance the
Wikipedia page of the city of Fairborn in Ohio is Fairborn, Ohio. Pages of some cities
such as Houston and San Francisco do not follow this convention and are named after the
city alone. In such cases City Name, State Name are redirected to City Name. For example,
Houston, Texas redirects to Houston in Wikipedia.
5.2 Evaluation
First, we compare the four localness measures explained in Section 3.3 and then use the
best performing measure to evaluate against the state-of-the-art content based approach for
location prediction.
2http://en.wikipedia.org/wiki/Wikipedia:Stub
3http://en.wikipedia.org/wiki/Help:Infobox
4http://code.google.com/p/gwtwiki/
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5.2.1 Dataset
For a fair comparison of our approach against the state of art approaches, we use the dataset
published by Cheng et al [11]. The dataset was collected from September 2009 to January
2010 by crawling through Twitter’s public timeline APIs5. The dataset contains 5119 active
users, from the continental United States, with approximately 1000 tweets of each user.
The users’ locations are listed in the form of latitude and longitude coordinates which is
generally more reliable than the profile information. Spammers and bots are filtered to
ensure a clean dataset. Additionally, we remove the word “RT” (referring to a re-tweet)
from the tweets. We do this because Zemanta annotated “RT” in re-tweets incorrectly as RT
(TV Network)6 which affected the results as it is one of the local entities in our knowledge
base.
5.2.2 Evaluation Metrics
We use Average Error Distance and Accuracy, as defined by Cheng et al. [11], as the two
metrics to evaluate our approach. Error distance is the distance(in miles) between the actual
location of the user and the estimated location by our algorithm. The Error distance for a
user u is defined as:
ErrorDist(u) = distance(locact(u), locest(u)) (5.1)
5http://search.twitter.com/
6http://en.wikipedia.org/wiki/RT_(TV_network)
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where locact(u) is the actual location of the user, locest(u) is the location predicted using
our algorithm and the distance function computes the straight line distance 7 between the
two locations.
Average Error Distance (AED) is the average of the error distance across all users.
The AED across a set of users U is defined as:
AED(U) =
∑
u∈U ErrorDist(u)
|U |
(5.2)
Accuracy (ACC) is the percentage of users identified within 100 miles of their actual
location. It is defined as:
ACC(U) =
|{u|u ∈ U ∧ ErrorDistance(u) ≤ 100}|
|U |
(5.3)
5.2.3 Baseline
We implement a baseline system which considers all the entities of a city to be equally
local to the city. To predict the location of a user, we compute the score for each city by
aggregating the count of local entities of the city found in the user’s tweets and selecting
the city with the maximum score.
7http://en.wikipedia.org/wiki/As_the_crow_flies
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Method ACC AvgErrDist (in Miles) ACC@2 ACC@3 ACC@5
Baseline 25.21 632.56 38.01 42.78 47.95
PMI 38.48 599.408 49.85 56.06 64.15
BC 47.91 478.14 57.39 62.18 66.98
JC 53.21 433.62 67.41 73.56 78.84
TI 54.48 429.00 68.72 74.68 79.99
Table 5.1: Location Prediction using Local Entities
5.2.4 Results
Table 5.1 reports the Accuracy and the Average Error Distance for location prediction us-
ing the (1) Baseline, (2) Pointwise Mutual Information (PMI), (3) Betweenness Central-
ity (BC), (4) Semantic Overlap Measures - Jaccard Index (JC), and (5) Semantic Overlap
Measures - Tversky Index (TI) . We see that Tversky Index is the best performing local-
ness measure with approximately 55% accuracy and 429 miles of AED. The accuracy is
doubled compared to the baseline approach. However, compared to Jaccard Index, there is
only a slight improvement in accuracy from 53.21% to 54.48% and decrease in AED from
433 to 429 miles. Furthermore, 27% of the users were located exactly at the city level.
By ranking the cities for each user, based on the descending order of localness scores,
we have also evaluated the accuracy of the approach at top-k ranks. Similar to accuracy,
accuracy@top-k is calculated by the number of users whose home locations are deter-
mined correctly within the top-k locations in the generated ranked list of locations for the
user, within an error distance of 100 miles. The AED @top-k is computed using distance
between the closest predicted location@top-k to the actual location of the user. Figure 5.2
shows the change in accuracy across top-8 locations determined using Tversky Index.
In order to calculate the error distance for a particular user for top-k, we picked the
closest possible location predicted by our approach to the original location of the user
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Figure 5.2: Top-k Accuracy
City ErrorDistance<=50 ErrorDistance<=100
Accuracy 54.65% 60.63% 63.44%
Table 5.2: Location prediction results of top 100 cities
within the top-k results. The error distance to this closest location is calculated and aver-
aged across all the users to result in AED@top-k. Figure 5.3 shows that the AED decreases
with inclusion of more top locations and similar to accuracy@top-k, Tversky Index per-
forms the best.
We applied our algorithm for users in the top 100 most populated cities of United
States. In the test dataset, there were 2172 users from these cities. Table 5.2 shows the
accuracy of the algorithm for predicting the location of users from these cities, using local
entities ranked using Tversky’s Index. We see that our approach could predict 54% of the
users at exactly the city level and 60% of the users could be located within 100 miles of
their actual location.
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Figure 5.3: Average Error Distance
Method ACC AvgErrDist (in Miles)
Cheng et al.[11] 51.00 535.564
Chang et al.[10] 49.9 509.3
TI 54.48 429.00
Table 5.3: Location prediction results compared to existing approaches
5.2.5 Comparison with Existing Approaches
For the location prediction task based on user’s tweets, the state of the art approaches are
purely data-driven. We have evaluated our approach on the same dataset as Cheng et al. [11]
and Chang et al. [10]. As reported in Table 5.3, our approach performs better in terms of
both the accuracy and the average error distance. Also, note that the other approaches are
based on a training dataset of 4.1 million tweets while our approach is based exclusively
on Wikipedia.
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5.3 Discussion
In this section, we discuss the effect of number of local entities, in the user’s tweets, on the
accuracy of location prediction. Furthermore, we discuss with examples the pitfalls of each
localness measure and the intuition behind the best performing measure.
5.3.1 Impact of annotated entities
Figure 5.4 shows the count of all entities in the dataset annotated by Zemanta and Fig-
ure 5.5 shows the count of distinct local entities found in the tweets of users to predict their
location. Note that these figures represent the predictions made using Tversky Index. From
Figure 5.5, we see that when the number of local entities mentioned in the tweets are less
than 5, the prediction drops by more than 12% (48% accuracy) compared to the overall ac-
curacy of predictions. On the other hand, a prediction made on the basis of higher number
of local entities is more reliable. The predictions made on the basis of 10 or more local
entities were able to locate 66% of the users within 100 miles and 51% of the users within
20 miles.
5.3.2 Performance of Localness measures
We predict the location of a user based on the count of occurrences of local entities in their
tweets and the localness measure of the entities with respect to a city. The pointwise mutual
information measure of a city and its local entity is not normalized, making it sensitive to
the count of their occurrences in the Wikipedia corpus. Consequently the absolute PMI
scores of the local entities of a city like Glen Rock, New Jersey is higher than those of
San Francisco because of the low occurrence of former as compared to the latter, in the
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Figure 5.5: Predictions based on the number of Local Entities in users’ tweets
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Wikipedia corpus. This results in the location prediction to be skewed towards the cities
that occur less frequently in the Wikipedia articles. Nevertheless, the prediction results
using PMI show a significant improvement over the baseline. The localness of entities
computed using betweenness centrality and the semantic overlap measures are normalized
and yield better results than PMI.
The betweenness centrality of a node is based on the number of times a node occurs
in the shortest path between two other nodes. We find that some entities which may not be
local, get ranked higher because there are multiple shortest paths through them. Consider
the snippet from the Wikipedia page of Livingston, New York, shown below:
The residents of Livingston are descended from people of many nations, including:
• People from Oklahoma and other parts of the United States of America.
• Hindus, Sikhs and Muslims from India and Pakistan. Livingston has one of the
largest communities of Sikhs in the United States.
• Mennonites from Germany and Russia.
• Armenians from Middle East
The underlined entities contain the shortest path to the rest of the entities of the city
through United States thus increasing the importance of United States in the graph. Con-
sider another example of the city Endicott, New York8. A section of the Wikepedia page of
this city describes IBM and related entities like Punched card and Circuit Board. When we
build a graph of the city, the shortest path between the IBM related entities and the rest of
8http://en.wikipedia.org/wiki/Endicott,_New_York
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the entities of the city, is through IBM. This increases its betweenness centrality measure
compared to the rest of the other local entities. As a result, when entities like United States
or IBM occur frequently in a user’s tweets, they lead to incorrect location prediction.
The idea behind using Jaccard Index is that larger the semantic overlap between the
Wikipedia page of a city and an entity, higher is the localness of that entity with respect to
the city. Thus it overcomes the disadvantage of Betweenness Centrality and is successful
in assigning less localness to the more general entities like IBM and United States. How-
ever, we observe that it under-performs in measuring the localness of entities with fewer
number of entities in comparison to the city. For example, consider the two entities Eureka
Valley, San Francisco and California. Both are local entities of the city San Francisco.
Intuitively, we would expect Eureka Valley, San Francisco (a residential neighbourhood in
San Francisco) to be more local than California with respect to the city San Francisco but
with Jaccard Index the result is opposite. Note that San Francisco has 717 entities, Eureka
Valley, San Francisco has 36 entities and California has 940 entities.
The aforementioned problem is countered using the Tversky Index where the localness
measure of an entity is highest when all of its entities are also present in the city. Further-
more, the localness of a local entity only diminishes for entities in its page not present in
the city. Therefore, in the above example it is able to assign a higher degree of localness
to Eureka Valley, San Francisco than California with respect to the city San Francisco.
This approach to ranking the entities performs better than Jaccard’s index with improved
accuracy and lower average error distance. Table 5.4 shows examples of local entities from
the tweets of users in the dataset used to predict their location. Figure 5.6 shows the local
entities of San Francisco scored using Tversky’s index.
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City Entities
New York City New York City, Brooklyn, Harlem, Queens, New York
Knicks, The Bronx, Manhattan, National Football League,
American Broadcasting Company, Train station, Rapping,
Times Square, Fox Broadcasting Company, Broadway the-
atre, New York Yankees, Staten Island, Brooklyn Nets, Am-
trak, Hudson River, Macy’s Thanksgiving Day Parade
Houston Houston; Houston Texans; NASA; Houston Astros; In-
terstate 45; Houston Chronicle; Greater Houston; Har-
ris County, Texas; Galveston, Texas; Downtown Houston;
Houston Rockets; Texas
Seattle Seattle; Seattle Seahawks; Seattle metropolitan area; Kobe;
Microsoft; Downtown Seattle; Light rail; Alki Point
Nashville, Tennessee Nashville, Tennessee;Belmont University; Frist Center for
the Visual Arts; Southeastern Conference; Centennial Park
(Nashville); Gaylord Opryland Resort & Convention Center
Pittsburgh, Pennsylvania Pittsburgh; Midwestern United States; PNC Park; Station
Square; Squirrel Hill (Pittsburgh); Giant Eagle; Fort Pitt
Tunnel;Pittsburgh Steelers; Luke Ravenstahl; University of
Pittsburgh;
Table 5.4: Examples of Local Entities found in tweets
Figure 5.6: Local Entities of San Francisco
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dataset
5.3.3 Size of Local Entities
We analyzed the results to understand if the size of the knowledge base, i.e., the number of
local entities per city, affect the accuracy of the prediction. The count of local entities in
our knowledge base ranges from 11 (for Island Lake, Illinois) to 1095 (for Chicago). This
reflects the information available in Wikipedia about the city. Despite the variation in the
amount of information available for each city, we find that our algorithm was able to predict
locations of users from 356 distinct cities from our knowledge base having local entities
in the range of 40 to 1095. Figure 5.7 shows the distribution of the users, whose location
were predicted accurately, across continental United States compared to the distribution of
all users in the dataset as shown in Figure 5.8. We see that the accurate prediction (within
100 miles) is not restricted to few cities.
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Conclusion and Future Work
In this thesis, we presented a novel knowledge based approach that uses Wikipedia to pre-
dict the location of Twitter users. We introduced the concept of Local Entities for each city
and demonstrated the results of different measures to compute the localness of the enti-
ties with respect to a city. Without any training dataset, our approach performs better than
the state of the art content based approaches. Furthermore, our approach can expand the
knowledge base to include other cities which is remarkably less laborious than creating and
modelling a training data set.
In future, we will explore the use of semantic types of the Wikipedia entities to im-
prove the accuracy of the location prediction and decrease the average error distance. We
also plan to augment our knowledge base with location information from other knowledge
bases such as Geo Names and Wikitravel. Additionally, we will examine how to adapt our
approach to predict the location of a user at a finer granularity level like the neighbourhoods
in a city.
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