The ordering of trees and connected graphs by algebraic connectivity  by Shao, Jia-Yu et al.
Linear Algebra and its Applications 428 (2008) 1421–1438
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
The ordering of trees and connected graphs
by algebraic connectivity 
Jia-Yu Shaoa, Ji-Ming Guoa,b, Hai-Ying Shana,∗
a Department of Applied Mathematics, Tongji University, Shanghai 200092, China
b Department of Applied Mathematics, China University of Petroleum, Shandong, Dongying 257061, China
Received 22 November 2006; accepted 24 August 2007
Available online 8 January 2008
Submitted by V. Mehrmann
Abstract
In this paper, we first determine that the first four trees of order n  9 with the smallest algebraic
connectivity are Pn,Qn,Wn and Zn with α(Pn) < α(Qn) < α(Wn) < α(Zn) < α(T ), where T is any tree
of order n other than Pn, Qn, Wn, and Zn. Then we consider the effect on the Laplacian eigenvalues of
connected graphs by suitably adding edges. By using these results and methods, we finally determine that the
first six connected graphs of order n  9 with the smallest algebraic connectivity are Pn,Qn,Q′n,Wn,W ′n
and W ′′n , with α(Pn) < α(Qn) = α(Q′n) < α(Wn) = α(W ′n) = α(W ′′n ) < α(G), where G is any connected
graph of order n other than Pn, Qn, Q′n, Wn, W ′n and W ′′n .
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1. Introduction
Let G = (V ,E) be a graph with vertex set V = {v1, v2, . . . , vn} and edge set E. Let A(G)
and D(G) = diag(d(v1), d(v2), . . . , d(vn)) be the adjacency matrix and the diagonal matrix of
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vertex degrees of G, respectively, where d(vi) is the degree of the vertex vi ∈ V (G). The matrix
L(G) = D(G) − A(G) is called the Laplacian matrix of the graph G because it is a discrete
analogue of the Laplace differential operator (see [13]). It is well known thatL(G) is positive semi-
definite and singular. Moreover, when G is connected, L(G) is irreducible. Denote its eigenvalues
by
μ1(G)  μ2(G)  · · ·  μn(G) = 0,
which are always enumerated in non-increasing order and repeated according to their multiplicity.
In particular, we call the largest Laplacian eigenvalue of G the Laplacian spectral radius, denoted
by μ(G). In [5], Fiedler showed that μn−1(G) is 0 if and only if G is disconnected. Thus μn−1(G)
is popularly known as the algebraic connectivity of G and is usually denoted by α(G).
If Y ∈ Rn is a column vector, it will be convenient to associate with Y a labelling of G in
which vertex v is labelled Y (v). Such labellings are sometimes called vertex valuations of G.
If G is connected and X and Z are unit eigenvectors of G corresponding to μ(G) and α(G),
respectively, it is obvious that XTen = ZTen = 0, where en = (1, 1, . . . , 1)T is an n dimensional
column vector, and
μ(G) = XTL(G)X =
∑
vivj∈E
(X(vi) − X(vj ))2 = max
Y∈Rn\{0}
Y TL(G)Y
Y TY
,
α(G) = ZTL(G)Z =
∑
vivj∈E
(Z(vi) − Z(vj ))2 = min
Y∈Rn\{0}
YTen=0
Y TL(G)Y
Y TY
.
For A = (aij ) an n × n1 matrix and B an m × m1 matrix we denote by A ⊗ B the matrix
(aijB) (in block partitioned form) and call it the tensor product of A with B. It is easy to see
that A ⊗ B is an nm × n1m1 matrix and Im ⊗ In = Imn, where Im denotes the identity matrix of
order m.
In the following, we always assume that n  6.
A path with n vertices is denoted by Pn. The near path Qn is the tree on n vertices obtained
from a path Pn−1: v1v2 · · · vn−2vn−1 by attaching a new pendant edge vn−2vn at vn−2.
Let Wn be the tree on n vertices obtained from a path Pn−2: v2v3 · · · vn−2vn−1 by attaching a
new pendant edge vn−2vn at vn−2 and another new pendant edge v1v3 at v3, respectively.
Let Zn be the tree on n vertices obtained from a path Pn−1: v1v2 · · · vn−2vn−1 by attaching a
new pendant edge vn−3vn at vn−3.
Let Q′ = Qn + vn−1vn,W ′n = Wn + v1v2 and W ′′n = Wn + v1v2 + vn−1vn.
The above graphs are shown in Fig. 1.
In this paper, we first determine in Section 3 that the first four trees of order n  9 with the
smallest algebraic connectivity are Pn,Qn,Wn and Zn with
α(Pn) < α(Qn) < α(Wn) < α(Zn) < α(T ),
where T is any tree of order n other than Pn, Qn, Wn, and Zn.
Next, we consider in Section 4 the effect on the Laplacian spectral radii and algebraic connec-
tivity of graphs by suitably adding edges. By using this method of adding edges, we can deduce
that α(Q′n) = α(Qn) and α(W ′n) = α(W ′′n ) = α(Wn). From these results we finally determine in
Section 5 that the first six connected graphs of order n  9 with the smallest algebraic connectivity
are Pn,Qn,Q
′
n,Wn,W
′
n and W ′′n , with
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Fig. 1.
α(Pn) < α(Qn) = α(Q′n) < α(Wn) = α(W ′n) = α(W ′′n ) < α(G) (n  9),
where G is any connected graph of order n other than Pn, Qn, Q′n, Wn, W ′n and W ′′n .
2. Preliminary results
Lemma 2.1 [7]. Let G be a graph and let G′ = G + e be the graph obtained from G by inserting
a new edge e into G. Then the Laplacian eigenvalues of G and G′ interlace, that is,
μ1(G
′)  μ1(G)  μ2(G′)  μ2(G)  · · ·  μn(G′) = μn(G) = 0.
The following inequalities are known as Cauchy’s inequalities and the whole theorem is also
known as interlacing theorem [3].
Lemma 2.2. Let A be a Hermitian matrix with eigenvalues λ1  λ2  · · ·  λn and B be a prin-
cipal submatrix of order m; let B have eigenvalues μ1  μ2  · · ·  μm. Then the inequalities
λn−m+i  μi  λi (i = 1, 2, . . . , m) hold.
Lemma 2.3 [7]. If T1 is a subtree containing at least two vertices of a tree T , then we have
α(T )  α(T1).
The following results can be found in [10, p. 408].
Lemma 2.4. If A and C are m × m matrices, B and D are n × n matrices, then
(1) (A + C) ⊗ B = (A ⊗ B) + (C ⊗ B).
(2) (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD).
(3) There exists a permutation matrix P of order mn such that
A ⊗ B = P−1(B ⊗ A)P.
(4) IfA is anm × mmatrix andB is ann × nmatrix, then (A ⊗ B)−1 = A−1 ⊗ B−1, provided
that A−1 and B−1 exist.
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Lemma 2.5 [12]. Letλbe a Laplacian eigenvalue ofGafforded by eigenvectorX. IfX(u) = X(v),
then λ is also a Laplacian eigenvalue of G′ afforded by X, where G′ is the graph obtained from
G by deleting or adding edge e = uv depending on whether or not it is an edge of G.
We denote by τ(B) the smallest eigenvalue of a square symmetric real matrix B. The next
result gives a relation between the algebraic connectivity and some principal submatrices of L(G)
which is attributed to Bapat and Pati [2].
Lemma 2.6. Let G be a connected graph. Let W be a set of vertices of G such that G − W
is disconnected. Let G1,G2 be two components of G − W and let L1 and L2 be the principal
submatrices of L(G) corresponding to G1 and G2, respectively. Suppose that τ(L1)  τ(L2).
Then either τ(L2) > α(G) or τ(L1) = τ(L2) = α(G).
3. The ordering of trees by algebraic connectivity
Let B be a real square matrix. We shall denote by (B) = (B; x) = det(xI − B) the char-
acteristic polynomial of B. In particular, if B = L(G), we also write (L(G)) by (G) and call
(G) the Laplacian characteristic polynomial of G.
If v ∈ V (G), let Lv(G) be the principal submatrix of L(G) formed by deleting the row and
column corresponding to vertex v. Furthermore, suppose that V1 is a subset of V (G). Let LV1(G)
be the principal submatrix of L(G) obtained by deleting the rows and columns corresponding to
vertices of V1.
For the Laplacian characteristic polynomial of a graph with a cut edge, we have the following:
Lemma 3.1 [8]. Let G1 and G2 be two disjoint graphs and G = G1u: vG2 be the graph obtained
by joining the vertex u of the graph G1 to the vertex v of the graph G2 by an edge. Then
(G) = (G1)(G2) − (G1)(Lv(G2)) − (G2)(Lu(G1)).
Let v be a vertex in a connected graph G with at least two vertices and suppose that two new
paths P : vvkvk−1 · · · v2v1 and Q: vulul−1 · · · u2u1 of length k, l (k  l  1) are attached to G at
v, respectively, to form a new graph Gk,l shown in Fig. 2, where u1, u2, . . . , ul and v1, v2, . . . , vk
are distinct new vertices. Let
Gk+1,l−1 = Gk,l − u1u2 + v1u1.
The following lemma is called “the method of grafting pendant edges”.
Fig. 2.
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Lemma 3.2 [9]. Let G be a connected graph with at least two vertices. Let Gk,l and Gk+1,l−1 (k 
l  1) be the graphs defined as above, and X be a unit eigenvector of L(Gk,l) corresponding to
α(Gk,l). Then
α(Gk,l)  α(Gk+1,l−1)
and that inequality is strict if X(v1) and X(u1) are not all zero.
Lemma 3.3. Let e = uv be a cut edge of a graphG,whereG − e = G1∪˙G2,andu ∈ V (G1), v ∈
V (G2). Suppose X is an eigenvector of L(G) corresponding to an eigenvalue λ. Then X(v) is a
linear combination of the values in the set {X(z)|z ∈ V (G1)}.
Proof. Comparing the coordinates corresponding to the vertex u of the both sides of the equation
L(G)X = λX, we get
(d(u) − λ)X(u) −
∑
z∈NG1 (u)
X(z) − X(v) = 0.
The result follows from this equation. 
Lemma 3.4. Letu be a pendant vertex anduv be a pendant edge of a graphG. SupposeL(G)X =
αX with α /= 1 and X(v) = 0. Then we have X(u) = 0.
Proof. It is easy to obtain from L(G)X = αX that X(v) = (1 − α)X(u). 
Now let Sn(k1, . . . , kr ) be a tree of order n consisting of r paths (with lengths k1, . . . , kr ,
respectively) with a common end vertex u (see Fig. 3), here we have k1 + · · · + kr = n − 1.
From this notation we can see that Qn = Sn(n − 3, 1, 1) and Zn = Sn(n − 4, 2, 1).
Corollary 3.1. Let T = Sn(n − 4, 1, 1, 1) be a tree of order n  5. Then we have α(T ) > α(Zn).
Proof. Since Zn = Sn(n − 4, 2, 1), by using the method of grafting pendant edges given in
Lemma 3.2 we directly have α(T )  α(Zn).
To show the strict inequality, let X be an unit eigenvector of L(T ) corresponding to α = α(T ).
Then α < 1 since T is not the star. Let v2, v3, v4 be the three pendant vertices in T adjacent to u,
we claim that X(v2), X(v3) and X(v4) are not all zero. For otherwise, we would have X(u) = 0
by Lemma 3.3. Then by using Lemma 3.3 several times we would have X ≡ 0, contradicting X
being an eigenvector. Thus X(v2), X(v3) and X(v4) are not all zero, so we have α(T ) > α(Zn)
by using the strict inequality condition in Lemma 3.2. 
Fig. 3.
1426 J.-Y. Shao et al. / Linear Algebra and its Applications 428 (2008) 1421–1438
Corollary 3.2. Let n  8
(1) If T = Sn(n − 5, 3, 1), then α(T ) > α(Zn).
(2) If T = Sn(a, b, 1) with a  3, b  3 (and a + b = n − 2), then α(T ) > α(Zn).
Proof. (1) By using the method of grafting pendant edges given in Lemma 3.2 we have α(T ) =
α(Sn(n − 5, 3, 1))  α(Sn(n − 4, 2, 1)) = α(Zn)).
To show the strict inequality, we still let X be an unit eigenvector corresponding to α = α(T ).
Let v1 and v2 be the pendant vertices in T on the paths of lengths n − 5 and 3, respectively. Then
similar to the proof of Corollary 3.1 we can show that X(v1) and X(v2) are not all zero (otherwise
we can show that X ≡ 0 by using Lemma 3.3 several times, a contradiction). Thus we have the
strict inequality α(T ) > α(Zn).
(2) By using Lemma 3.2 we can easily obtain (for a  3 and b  3):
α(T ) = α(Sn(a, b, 1))  α(Sn(n − 5, 3, 1)) > α(Zn). 
Let Wn(a, b; c, d) be the tree of order n as shown in Fig. 4, where a, b, c, d are positive
integers. Thus Wn = Wn(1, 1; 1, 1).
Corollary 3.3. Let n  8 and T = Wn(a, 1; c, d) with a  2. Then α(T ) > α(Zn).
Proof. By grafting pendant edges on the paths P3 and P4 (see Fig. 4), we have α(T )  α(S(n −
a − 2, a, 1)). By using the similar arguments as in Corollary 3.1 and 3.2 and using the fact that
b = 1 (i.e., u and v2 are adjacent), we can actually have the strict inequality (in above inequality).
Thus by the hypothesis a  2 we have
α(T ) > α(Sn(n − a − 2, a, 1))  α(Sn(n − 4, 2, 1)) = α(Zn). 
Theorem 3.1. Let T be a tree of order n  9 and T /∈ {Pn,Qn,Wn,Zn}, Then α(T ) > α(Zn).
Proof. Let(T )be the maximum degree ofT . Then(T )  3 sinceT /= Pn. We now distinguish
the following three cases:
Case 1. (T )  4.
Write r = (T ) and let u be a vertex in T with the maximum degree r .
First we show that T can be transformed to a tree of the form Sn(k1, . . . , kr ) by using grafting
pendant edges seveeral times.
Fig. 4.
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(i) If u is the unique vertex of T with degree  3, then T already has the form Sn(k1, . . . , kr ).
(ii) Otherwise, let v be a vertex with degree  3 different from u which is farthest from u. Then
we can use the methods of grafting pendant edges given in Lemma 3.2 on those “pendant
paths” starting at v to transform T to a new tree T0 in which v is a vertex of degree 2. So
by using induction on the number of vertices with degree  3 we can see that T can be
transformed to a tree of the form Sn(k1, . . . , kr ) by using grafting pendant edges several
times.
(iii) Next, since r  4, it is clear that Sn(k1, . . . , kr ) can be transformed to Sn(n − 4, 1, 1, 1) by
using grafting pendant edges several times. So by Lemma 3.2 and Corollary 3.1, we have
α(T )  α(Sn(k1, . . . , kr ))  α(Sn(n − 4, 1, 1, 1)) > α(Zn).
Case 2. (T ) = 3 and T contains a unique vertex with degree 3.
In this case we have T = Sn(a, b, c) for some positive integers a  b  c. Since T /= Qn and
T /= Zn, we have b + c  4 (and a  3 since n  9). So by using grafting pendant edges several
times T can be transformed to Sn(a, b + c − 1, 1), where b′ = b + c − 1  3. Thus by Lemma
3.2 and Corollary 3.2 we have
α(T )  α(Sn(a, b′, 1)) > α(Zn).
Case 3. (T ) = 3 and T contains at least two vertices with degree 3.
Let u, v be two vertices with degree 3 in T which are closest among all pairs of vertices of
degree 3 in T . Then by using induction on the number of vertices of degree 3 we can show that
T can be transformed to a tree of the form Wn(a, b; c, d) by using grafting pendant edges several
times. Now we must have a + b  3 or c + d  3 since T /= Wn. Without loss of generality we
may assume a + b  3. Then Wn(a, b; c, d) can be further transformed to Wn(a + b − 1, 1; c, d)
by using grafting pendant edges several times. Thus by Lemma 3.2 and Corollary 3.3 we have
(since a + b − 1  2):
α(T )  α(Wn(a + b − 1, 1; c, d)) > α(Zn). 
Next we want to show that α(Zn) > α(Wn). For this purpose, we also need some preliminary
results in the following Lemmas 3.5 and 3.6.
Let Ln be the Laplacian matrix of the path Pn = v1v2 · · · vn whose ith row (and the ith column)
corresponds to the vertex vi (i = 1, . . . , n). Let Bn be the matrix of order n obtained from Ln+1
by deleting its last row and last column, and Hn be the matrix of order n obtained from Ln+2 by
deleting its first and last rows and columns.
We have
Ln =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −1
−1 2 −1
−1 2
.
.
.
2 −1
−1 2 −1
−1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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Bn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −1
−1 2 −1
−1 2
.
.
.
2 −1
−1 2 −1
−1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Hn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 −1
−1 2 −1
−1 2
.
.
.
2 −1
−1 2 −1
−1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Lemma 3.5
(1) (Pn) = (Bn) + (Bn−1),
(Bn) = (Hn) + (Hn−1).
(2) (Hn) = (x − 2)(Hn−1) − (Hn−2),
(Bn) = (x − 2)(Bn−1) − (Bn−2),
(Pn) = (x − 2)(Pn−1) − (Pn−2).
(3) x(Bn) = (Pn+1) + (Pn).
(4) x(Hn) = (Pn+1).
Proof. (1) Let Eij be the matrix of order n with the (i, j) entry 1 and all the other entries 0.
Since Bn = L(Pn) + Enn, we have (Bn) = (Pn) − (Bn−1). Similarly we have (Hn) =
(Bn) − (Hn−1) by using Hn = Bn + E11.
(2) Expand det(xIn − Hn) on the first row we obtain the recursive formula for (Hn).
The recursive formulas for (Bn) and (Pn) follow from (1) and the recursive formula of
(Hn) ( together with its linearity).
(3) Using the recursive formula of (Bn) (replacing n by n + 1) we have
x(Bn) = (Bn+1) + 2(Bn) + (Bn−1) = (Pn+1) + (Pn).
(4) (Pn+1) + (Pn) (3)= x(Bn) (1)= x(Hn) + x(Hn−1),
⇒ (Pn+1) − x(Hn) = −((Pn) − x(Hn−1)),
⇒ (Pn+1) − x(Hn) = ±((P2) − x(H1)) = 0. 
Lemma 3.6. Let Rn = L(Pn) + E22 and Fn = Bn + E22. Then we have
(1) (Rn) = (Pn) − (x − 1)(Bn−2).
(2) (Fn) = (Bn) − (x − 1)(Hn−2).
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Proof. Let L2(Pn) be the matrix of order n − 1 obtained from L(Pn) by deleting its second row
and second column. By using the additive property of the determinant on the second row of the
matrix xIn − Rn, we have
(Rn) = det(xIn − Rn) = det(xIn − L(Pn) − E22)
= det(xIn − L(Pn)) − (L2(Pn))
= (Pn) − (x − 1)(Bn−2).
Similarly we can prove (2). 
Theorem 3.2. For n  9, we have α(Zn) > α(Wn).
Proof. Consider the Laplacian characterstic polynomials of Wn and Zn, respectively. Take u =
vn−2 and v = vn−1. From Lemma 3.1, we have
(Zn) = (Qn−1)(K1) − (Qn−1) − (K1)(LV2(Zn)), (3.1)
where K1 is the graph of order 1 (and thus (K1) = x), and V2 = {vn−2, vn−1}. Also we have
(Wn) = (Qn−1)(K1) − (Qn−1) − (K1)(LV1(Wn) ⊕ Lu(P2)), (3.2)
where V1 = {vn−2, vn−1, vn} and
(LV1(Wn) ⊕ Lu(P2)) = (LV1(Wn)) · (Lu(P2)) = (x − 1)(LV1(Wn)).
Subtracting (3.1) by (3.2), we obtain
(Zn) − (Wn) = x(x − 1)(LV1(Wn)) − x(LV2(Zn)). (3.3)
It is not difficult to see that LV2(Zn) = Rn−2, while
LV1(Wn) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 −1 0 · · · 0
0
−1
0 Fn−4
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
so we have
(LV1(Wn)) = (x − 1)(Fn−4) − (x − 1)(Hn−6).
Substitute this into Eq. (3.3) we have
(Zn) − (Wn) = x(x − 1)(LV1(Wn)) − x(LV2(Zn))
= x(x − 1)2[(Fn−4) − (Hn−6)] − x(Rn−2)
= x(x − 1)2[(Bn−4) − x(Hn−6)] − x[(Pn−2) − (x − 1)(Bn−4)]
= x2(x − 1)(Bn−4) − x(x − 1)2(Pn−5) − x(Pn−2)
= x(x − 1)[(Pn−3) + (Pn−4)] − x(x − 1)2(Pn−5)
−x[(x − 2)(Pn−3) − (Pn−4)]
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= x(Pn−3) + x2(Pn−4) − x(x − 1)2(Pn−5)
= x[(x − 2)(Pn−4) − (Pn−5)] + x2(Pn−4) − x(x − 1)2(Pn−5)
= 2x(x − 1)(Pn−4) − x(x2 − 2x + 2)(Pn−5)
= 2x2(x − 1)(Bn−5) − x3(Pn−5). (3.4)
By direct calculation, we have
(LV3(Zn)) =
∣∣∣∣∣∣∣∣
x − 1 1 0 0
1 x − 2 0 1
0 0 x − 1 1
0 1 1 x − 3
∣∣∣∣∣∣∣∣
= x4 − 7x3 + 14x2 − 8x + 1f (x),
where V3 = {v1, v2, . . . , vn−4}
(B4) =
∣∣∣∣∣∣∣∣
x − 1 1 0 0
1 x − 2 1 0
0 1 x − 2 1
0 0 1 x − 2
∣∣∣∣∣∣∣∣
= x4 − 7x3 + 15x2 − 10x + 1.
From the above two equations, we have
(LV3(Zn)) − (B4) = −x2 + 2x = x(2 − x) > 0 (0 < x < 2).
Since f (0) = 1 > 0 and f ( 12 ) = −516 < 0, we have τ(LV3(Zn)) < 12 . Thus, we have
(LV3(Zn), τ (LV3(Zn))) − (B4, τ (LV3(Zn))) > 0.
So, we have
τ(LV3(Zn)) > τ(B4)  τ(Bn−5),
where τ(B4)  τ(Bn−5) follows from Lemma 2.2 (since B4 is a principal submatrix of Bn−5).
Also from the structure of the tree Zn (see Fig. 1), we can see that
Lvn−4(Zn) = LV3(Zn) ⊕ Bn−5.
So by Lemma 2.2 (Cauchy interlacing theorem) we have
α(Zn)  τ(Lvn−4(Zn)) = min{τ(LV3(Zn)), τ (Bn−5)} = τ(Bn−5). (3.5)
Since Bn−5 is a principal submatrix of L(Zn), by Lemma 2.2 we also have
λn−6(Bn−5)  α(Zn)  τ(Bn−5). (3.6)
Now we write α = α(Zn), then 0 < α < 1. It follows from (3.6) that
n−5∏
i=1
(λi(Bn−5) − α)  0. (3.7)
Also, by Lemma 2.3 we have
α = α(Zn)  α(Pn−1) < α(Pn−5),
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so we have
n−5∏
i=1
(μi(Pn−5) − α) < 0. (3.8)
Thus from (3.4), (3.7) and (3.8) we have
(μ1(Wn) − α) · · · (μn−2(Wn) − α)(α(Wn) − α)(μn(Wn) − α)
= (−1)n(Wn, α) = (−1)n−1((Zn, α) − (Wn, α))
= (−1)n−12α2(α − 1)(Bn−5, α) − (−1)n−1α3(Pn−5, α)
= 2α2(α − 1)
n−5∏
i=1
(λi(Bn−5) − α) − α3
n−5∏
i=1
(μi(Pn−5) − α) > 0, (3.9)
which implies that (since μn(Wn) = 0):
(μ1(Wn) − α) · · · (μn−2(Wn) − α)(α(Wn) − α) < 0.
So we must have α(Wn) < α = α(Zn). 
Combining Theorems 3.1 and 3.2 and the results from [6], we have
Theorem 3.3. Let T be a tree of order n  9 and T /∈ {Pn,Qn,Wn,Zn}. Then we have
α(Pn) < α(Qn) < α(Wn) < α(Zn) < α(T ).
Proof. It is easy to show α(Pn) < α(Qn) < α(Wn) by using Lemma 3.2. So the result follows
from this and Theorem 3.1 and 3.2. 
4. The effect on the Laplacian eigenvalues of connected graphs by adding edges
In this section, we use the tensor product of matrices to study how the Laplacian eigenvalues
of connected graphs change by suitably adding edges to the graphs in certain particular manners
as described below.
Let N(vi) = {vj : vivj ∈ E(G)}, and recall that es denotes the s-dimensional column vector
with all entries 1.
Let mG(λ) denote the multiplicity of λ as a Laplacian eigenvalue of the graph G. We now give
the main result of this section.
Theorem 4.1. Suppose that H1 ∼= H2 ∼= · · · ∼= Hs (s  2) are s disjoint graphs of order k (k 
1) and they are all isomorphic to H, V (Hi) = {vi1, vi2, . . . , vik} and for any 1  i < j  s and
1  x, y  k, vixviy ∈ E(Hi) if and only if vjxvjy ∈ E(Hj ). Let G be a graph with vertices
v1, v2, . . . , vn,GHs be the graph obtained from G and H1, H2, . . . , Hs by adding edges between
G and Hi (i = 1, 2, . . . , s) satisfying
N(vit ) ∩ V (G) = N(vjt ) ∩ V (G) (1  i < j  s; 1  t  k).
Let
dt = |N(vit ) ∩ V (G)| (t = 1, 2, . . . , k)
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and let G˜be a graph obtained fromGHs by arbitrarily adding edges among verticesv1j , v2j , . . . , vsj
for each j (1  j  k). We have
(1) LV (G)(GHs ) = (D + L(H)) ⊗ Is,
where D = diag(d1, . . . , dk).
(2) If λ is a Laplacian eigenvalue of GHs and λ /∈ spec(D + L(H)), then mG˜(λ)  mGHs (λ);
(3) Let G∗ be a graph obtained from GHs by adding all the s(s−1)2 edges among vertices
v1i , v2i , . . . , vsi for each i (1  i  k). If μ∗ is the Laplacian spectral radius of the graph
G∗ and μ∗ − s /∈ spec(D + L(H)), then we have μ(G˜) = μ(GHs ).
(4) If α(GHs ) /= τ(D + L(H)), then α(G˜) = α(GHs ).
Proof. We first prove (1) holds. Let G0 be the graph obtained from GHs by deleting all the edges
among vertices vi1, vi2, . . . , vik(i = 1, 2, . . . , s). Giving a suitable ordering for the vertices of
GHs , we can assume that L(G0) has the following form:
L(G0) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1Is · · · 0 α11 · · · α1n
...
.
.
.
...
...
.
.
.
...
0 · · · dkIs αk1 · · · αkn
αT11 · · · αTk1
...
.
.
.
... LV1(G
H
s )
αT1n · · · αTkn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where V1 =⋃si=1 V (Hi) and αpq = cpqes (either cpq = −1 or cpq = 0 depending on whether
or not v1p (1  p  k) is adjacent to vq (1  q  n)).
Let C = (cpq)k×n. Thus we have from (1) of Lemma 2.4 that
L(GHs ) = L(G0) +
[
L(H) ⊗ Is Oks×n
On×ks On×n
]
=
[
(D + L(H)) ⊗ Is C ⊗ es
(C ⊗ es)T LV1(GHs )
]
, (4.1)
where Om×n denotes the m × n zero matrix and D = diag(d1, d2, . . . , dk).
From Eq. (4.1), we can see that the matrix LV (G)(GHs ) (appearing in the statements of this
theorem) is
LV (G)(G
H
s ) = (D + L(H)) ⊗ Is . (4.2)
Thus (1) holds.
(2) Let XT = (yT1 , yT2 , . . . , yTk ; a1, a2, . . . , an) be an eigenvector of GHs corresponding to λ.
Then L(GHs )X = λX. Equating the first ks coordinates of the both sides of this equation, we have
((D + L(H)) ⊗ Is)
⎡
⎢⎢⎢⎣
y1
y2
...
yk
⎤
⎥⎥⎥⎦ = −(C ⊗ es)
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦+ λ
⎡
⎢⎢⎢⎣
y1
y2
...
yk
⎤
⎥⎥⎥⎦ .
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So
((D + L(H) − λIk) ⊗ Is)
⎡
⎢⎢⎢⎣
y1
y2
...
yk
⎤
⎥⎥⎥⎦ = −(C ⊗ es)
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦ . (4.3)
From (2) of Lemma 2.4, we have
− (C ⊗ es)
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦ = −(C ⊗ es)
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦⊗ e1
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝C
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠⊗ es. (4.4)
Substituting Eq. (4.4) into Eq. (4.3), we have
((D + L(H) − λIk) ⊗ Is)
⎡
⎢⎢⎢⎣
y1
y2
...
yk
⎤
⎥⎥⎥⎦ = −
⎛
⎜⎜⎜⎝C
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠⊗ es
⎡
⎢⎢⎢⎣
f1
f2
...
fk
⎤
⎥⎥⎥⎦⊗ es. (4.5)
Let M = D + L(H) − λIk . If λ /∈ spec(D + L(H)), then M is nonsingular. From Eq. (4.5)
and (2), (4) of Lemma 2.4, we have⎡
⎢⎢⎢⎣
y1
y2
...
yk
⎤
⎥⎥⎥⎦ = (M−1 ⊗ Is)
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
f1
f2
...
fk
⎤
⎥⎥⎥⎦⊗ es
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝M−1
⎡
⎢⎢⎢⎣
f1
f2
...
fk
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠⊗ es.
Then yi = cies (i = 1, 2, . . . , k), where c1, . . . , ck are some constants. From Lemma 2.5,
we also have L(G˜)X = λX. This shows that any eigenvector of GHs corresponding to λ is an
eigenvector of G˜ corresponding to λ, thus the eigenspace of L(GHs ) corresponding to λ is a
subspace of the eigenspace of G˜ corresponding to λ, so (2) follows.
(3) From Lemma 2.1, we have μ(GHs )  μ(G˜)  μ(G∗). So, in the following, we only need
to prove that μ(GHs )  μ(G∗). Since
L(G∗) = L(GHs ) +
[
Ik ⊗ L(Ks) Oks×n
On×ks On×n
]
,
where Ks is the complete graph of order s, and Ik ⊗ L(Ks) = sIk ⊗ Is − Ik ⊗ Js , from (1) of
Lemma 2.4 and Eq. (4.1), we have
L(G∗) =
[
(D + L(H)) ⊗ Is C ⊗ es
(C ⊗ es)T LV1(GHs )
]
+
[
Ik ⊗ L(Ks) Oks×n
On×ks On×n
]
=
[
(D + L(H) + sIk) ⊗ Is C ⊗ es
(C ⊗ es)T LV1(GHs )
]
−
[
Ik ⊗ Js Oks×n
On×ks On×n
]
.
Let XT = (yT1 , yT2 , . . . , yTk ; a1, a2, . . . , an) be a unit eigenvector of G∗ corresponding to μ∗.
Then L(G∗)X = μ∗X. Take the first ks coordinates of the both sides of this equation L(G∗)X =
μ∗X, we have
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((D + L(H) + sIk) ⊗ Is, C ⊗ es)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
y1
...
yk
a1
...
an
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
− (Ik ⊗ Js)
⎡
⎢⎣
y1
...
yk
⎤
⎥⎦ = μ∗
⎡
⎢⎣
y1
...
yk
⎤
⎥⎦ .
So, we have from (1) of Lemma 2.4 and Eq. (4.4) that
(
(D + L(H) + (s − μ∗)Ik) ⊗ Is
)⎡⎢⎣
y1
...
yk
⎤
⎥⎦=
⎡
⎢⎣
b1
...
bk
⎤
⎥⎦⊗ es −
⎛
⎜⎝C
⎡
⎢⎣
a1
...
an
⎤
⎥⎦
⎞
⎟⎠⊗ es

⎡
⎢⎣
f1
...
fk
⎤
⎥⎦⊗ es,
where bi denotes the sum of all the entries of yi (i = 1, 2, . . . , k).
By reasoning similarly as that of (2), we have if μ∗ − s /∈ spec(D + L(H)), then yi = cies
for some constant ci(i = 1, 2, . . . , k).
Thus, we have
(L(G∗) − L(GHs ))X =
[
Ik ⊗ L(Ks) Oks×n
On×ks On×n
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
y1
...
yk
a1
...
an
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎣
L(Ks)y1
...
L(Ks)yk
⎤
⎥⎦ =
⎡
⎢⎣
c1L(Ks)es
...
ckL(Ks)es
⎤
⎥⎦ = 0.
So we have
μ(GHs ) = max
YTY=1
Y TL(GHs )Y  XTL(GHs )X = XTL(G∗)X = μ∗.
So (3) follows.
(4) By (4.2) and (3) of Lemma 2.4, we have
LV (G)(G
H
s ) = (D + L(H)) ⊗ Is = P−1(Is ⊗ (D + L(H)))P
= P−1((D + L(H)) ⊕ · · · ⊕ (D + L(H))P,
where ⊕ denotes the direct sum of matrices.
Since s  2, there exist two irreducible principal submatrices L1 and L2 of LV (G)(GHs )
such that L1 and L2 are both permutation similar to D + L(H), and τ(L1) = τ(L2) = τ(D +
L(H)). Now α(GHs ) /= τ(D + L(H)), so from Lemma 2.6 we have τ(D + L(H)) > α(GHs ).
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So, α(GHs ) /∈ spec(D + L(H)). From (2), α(GHs ) ∈ spec{L(G˜)}. From Lemma 2.1, α(G˜) 
α(GHs ) > 0, so α(G˜) = α(GHs ), (4) follows. The proof is complete. 
The following corollary is a special case of Theorem 4.1 where H = Pk and D =
diag(1, 0, . . . , 0).
Corollary 4.1. Let v be a vertex in a connected graph G and suppose that s (s  2) new
paths (with equal length k) vvikvi(k−1) · · · vi1 (i = 1, 2, . . . , s; k  1) are attached to G at v,
respectively, to form a new graph Gks , where vik, vi(k−1), . . . vi1 (i = 1, 2, . . . , s) are distinct
new vertices. Let G˜ be the graph obtained from Gks by arbitrarily adding edges among vertices
v1j , v2j , . . . , vsj (1  j  k), respectively. If α(Gks ) /= τ(Lu(Pk+1)), then
α(G˜) = α(Gks ),
where u is one of the pendant vertices of Pk+1.
Proof. By the hypothesis we see that Gks = GHs for H = Pk and D = diag(1, 0, . . . , 0) in Theo-
rem 4.1. So D + L(H) = Lu(Pk+1), where u is a pendant vertex of Pk+1. Thus we have τ(D +
L(H)) = τ(Lu(Pk+1). So the result follows from (4) of Theorem 4.1. 
The following corollary is a special case k = 1 of Corollary 4.1.
Corollary 4.2. Let G be a connected graph on n vertices. Suppose that v1, . . . , vs (s  2) are
s pendant vertices of G adjacent to a common vertex v. Let G˜ be a graph obtained from G by
adding any t
(
0  t  s(s−1)2
)
edges among v1, v2 . . . , vs . If α(G) /= 1, then α(G˜) = α(G).
5. The ordering of connected graphs by algebraic connectivity
In this section, we will use “the method of adding edges” given in Section 4 and the results
about ordering trees by algebraic connectivity given in Section 3 to determine the six connected
graphs Pn,Qn,Q′n,Wn,W ′n,W ′′n of order n which have the smallest three algebraic connectivity
among all connected graphs of order n (where some graphs are juxtaposed ), where Pn,Qn,Wn
and Q′n = Qn + vn−1vn, W ′n = Wn + v1v2, W ′′n = Wn + v1v2 + vn−1vn are defined in Section
1 and as shown in Fig. 1.
We first prove some graph theoretical Lemmas 5.1–5.3.
Lemma 5.1. Let G be a connected graph of order n  9 which contains exactly n edges. If
(G) = 3 and G /∈ {Q′n,W ′n}, then G contains a spanning tree T with T /∈ {Pn,Qn,Wn}.
Proof. Let C be the unique cycle of G with length, say, l. If l  5, take a vertex v on C with
degree 3 and take an edge e of C such that both of the two end vertices of e are not adjacent to v.
Take the spanning tree T = G − e of G. Then we must have T /∈ {Pn,Qn,Wn} since T contains
a vertex v of degree 3 which is adjacent to at most one pendant vertex of T . So in the following,
we may assume that l  4.
Let v be a vertex on C with degree 3 such that the tree attached to C at v contains at least two
vertices other than v (since n  9 and l  4). Take an edge e on C which is not incident with v.
Take the spanning tree T = G − e. Then v is a vertex of degree 3 of T .
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Case 1. l = 4.
Then the vertex v of degree 3 of T is adjacent to at most one pendant vertex of T which implies
that T /∈ {Pn,Qn,Wn}.
Case 2. l = 3.
Then T /= Pn since v is a vertex of degree 3 in T .
Now suppose on the contrary that T ∈ {Qn,Wn}, then the vertex v of degree 3 in T must
be adjacent to two pendent vertices, say v1 and v2. Then we must have e = v1v2, for otherwise
in the unique cycle C of the original graph G = T + e, the tree attached to C at v would only
contains one vertex (v1 or v2) other than v, contradicting the choice of v. Thus e = v1v2 and so
G ∈ {Q′n,W ′n}, a contradiction. 
Lemma 5.2. Let G be a connected graph of order n  9 which contains exactly n + 1 edges. If
(G) = 3 and G /= W ′′n , then G contains a spanning tree T with T /∈ {Pn,Qn,Wn}.
Proof. Let v be a vertex of degree 3 of G. Let e be an edge on some cycle C of G
such that e is not incident with v. Let G1 = G − e be a connected spanning subgraph of G.
Then (G1) = 3
Case 1. If G1 /∈ {Q′n,W ′n}.
Then by using Lemma 5.1 to G1, we get the desired result.
Case 2. If G1 ∈ {Q′n,W ′n}.
Then G1 contains a unique edge e1 on the cycle of G1 which is not incident with a vertex of
degree 3.
Now let G2 = G − e1 = (G1 − e1) + e, then we also have (G2) = 3.
Subcase 2.1. If G2 ∈ {Q′n,W ′n}.
Then we must have G2 = W ′n and thus G = W ′′n , a contradiction.
Subcase 2.2. If G2 /∈ {Q′n,W ′n}
Then by using Lemma 5.1 to G2, we get the desired result. 
Lemma 5.3. Let G be a connected graph of order n  9 which contains exactly n + 2 edges. If
(G) = 3, then G contains a spanning tree T with T /∈ {Pn,Qn,Wn}.
Proof. Let v be a vertex of degree 3 in G. Let e be an edge on some cycle C of G
such that e is not incident with v. Let G1 = G − e be a connected spanning subgraph of G.
Then (G1) = 3
Case 1. G1 /= W ′′n .
Then by using Lemma 5.2 to G1, we get the desired result.
Case 2. G1 = W ′′n .
Let e1 = v1v2 and e2 = u1u2 be the edges on the cyclesC1 andC2 ofG1, respectively such that the
degrees of v1, v2, u1 and u2 in G1 are all 2. Then in G = G1 + e, at least one of {v1, v2, u1, u2},
say v1, has degree 2.
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Now let G2 = G − e1, then G2 is connected with (G2) = 3. Also G2 /= W ′′n since G2 con-
tains a vertex v1 with degree 1. Thus the result follows by using Lemma 5.2 to G2. 
Lemma 5.4. Let Cn be the cycle of order n  6. Then α(Cn) > α(Zn).
Proof. From [1] (or by direct computations) we have
α(Cn) = 4 sin2 π
n
, α(Pn) = 4 sin2 π2(n − 1) . (5.1)
On the other hand, Pn−1 is a subtree of Zn. So by (5.1) and Lemma 2.3 we have
α(Cn) > α(Pn−1)  α(Zn). 
Now we can obtain our main result of this section.
Theorem 5.1. Let Pn,Qn,Q′n,Wn,W ′n,W ′′n be the connected graphs of order n  9 as shown
in Fig. 1. Then we have
(1) α(Pn) < α(Qn) = α(Q′n) < α(Wn) = α(W ′n) = α(W ′′n ) < α(Zn).
(2) For any connected graph G of order n with G /∈ {Pn,Qn,Q′n,Wn,W ′n,W ′′n }, we have
α(G)  α(Zn).
Proof. (1) By using the method of adding edges given in Corollary 4.2, we have
α(Qn) = α(Q′n), α(Wn) = α(W ′n) = α(W ′′n ).
So the result follows from this and Theorem 3.3.
(2) We distinguish the following three cases.
Case 1. (G) = 2.
Then G = Cn since G /= Pn, so the result follows from Lemma 5.4.
Case 2. (G)  4.
ThenG contains a spanning tree T with(T ) = (G)  4. It follows that T /∈ {Pn,Qn,Wn,Zn}
(Since (T )  4). So by Lemma 2.1 and Theorem 3.3 we have α(G)  α(T ) > α(Zn).
Case 3. (G) = 3.
By using Lemmas 5.1–5.3 we can see thatG contains a spanning treeT withT /∈ {Pn,Qn,Wn}.
So by Lemma 2.1 and Theorem 3.3 we have
α(G)  α(T )  α(Zn). 
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