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Abstract Quality annotated resources are essential for Natural Language Process-
ing. The objective of this work is to present a corpus of clinical narratives in French
annotated for linguistic, semantic and structural information, aimed at clinical
information extraction. Six annotators contributed to the corpus annotation, using a
comprehensive annotation scheme covering 21 entities, 11 attributes and 37 rela-
tions. All annotators trained on a small, common portion of the corpus before
proceeding independently. An automatic tool was used to produce entity and
attribute pre-annotations. About a tenth of the corpus was doubly annotated and
annotation differences were resolved in consensus meetings. To ensure annotation
consistency throughout the corpus, we devised harmonization tools to automatically
identify annotation differences to be addressed to improve the overall corpus
quality. The annotation project spanned over 24 months and resulted in a corpus
comprising 500 documents (148,476 tokens) annotated with 44,740 entities and
26,478 relations. The average inter-annotator agreement is 0.793 F-measure for
entities and 0.789 for relations. The performance of the pre-annotation tool for
entities reached 0.814 F-measure when sufficient training data was available. The
performance of our entity pre-annotation tool shows the value of the corpus to build
and evaluate information extraction methods. In addition, we introduced harmo-
nization methods that further improved the quality of annotations in the corpus.
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1 Introduction
Corpora with high-quality reference annotations for specific linguistic or semantic
phenomena are precious resources for the scientific community. Annotated corpora can
be used to develop and evaluate Natural Language Processing (NLP) methods within a
defined experimental setting.Anumber of evaluationcampaigns (also called shared tasks
or challenges) are regularly carried out for stimulating research in specific areas, thereby
providing valuable resources and experimental frameworks. Evaluation campaigns over
the past decades have covered research fields such as information retrieval (Text
Retrieval Conferences, TREC),1 semantic annotation (e.g. SemEval tasks),2 named
entity extraction (Message Understanding Conference, MUC),3 cross-lingual tasks
(Cross-Language Evaluation Forum, CLEF)4 and information extraction in specialized
domains (e.g. Informatics for Integrating Biology and the Bedside,5 from here on i2b2,
and Critical Assessment of Information Extraction in Biology, BioCreAtIvE).6
Resources from evaluation campaigns contribute to validating approches and facilitate
replicating experiments by allowing several groups to work with the same data.
Annotatedcorporahavebecomeavailable for several genresandsubfields in thebiomed
ical domain. However, very few resources are available for languages other than English.
To address this need, we introduce a large high-quality corpus of clinical documents in
French, annotated with a comprehensive scheme of entities, attributes and relations: the
Medical Entity and Relation LIMSI annOtated Text corpus (MERLOT). The annotation
features good inter-annotator agreement values, which is proof of resource quality.
Herein, we describe the contents of the corpus and the development methodology
(pre-annotation, harmonisation, criteria and difficulties found). Section 2 reviews
related work and describes our annotation scheme. Sections 3 and 4 explain,
respectively, how texts were prepared and selected. Section 5 details the types of
annotations and the annotation protocol, and Sect. 6 reports statistics and evaluation
metrics. Section 7 discusses the impact of this work.
2 Representation of clinical information contained in text corpora
The availability of clinical corpora is scarce as compared to corpora in the
biological domain (Roberts et al. 2009; Cohen and Demner-Fushman 2014). Ethical
and privacy issues arise when working with Electronic Health Records (hereafter,
1 http://trec.nist.gov/.
2 See Pradhan et al. (2014), Bethard et al. (2015, 2016), Elhadad et al. (2015).
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EHRs). These require supplementary measures to de-identify patient data—e.g. by
removing Personnal Health Identifier or replacing them with surrogates (Grouin and
Ne´ve´ol 2014) before releasing the corpus for research.
Notwithstanding these constraints, annotation efforts have taken hold in the
biomedical NLP community, predominantly on English data. Notable research
initiatives, in collaboration with health institutions, have annotated clinical texts: the
Mayo Clinic corpus (Ogren et al. 2008), the Clinical E-Science Framework (CLEF)
(Roberts et al. 2009), the THYME (Temporal Histories of Your Medical Events)
project (Styler et al. 2014),7 the SHARP Template Annotations (Savova et al. 2012),
the MiPACQ (Multi-source Integrated Platform for Answering Clinical Questions)
(Albright et al. 2013), the IxA-Med-GS (Oronoz et al. 2015) or the Harvey corpus
(Savkov et al. 2016). Research challenges have also fuelled the annotation of
resources or enrichment of available texts. Well-known corpora come from the i2b2
challenges (Uzuner et al. 2010, 2011; Sun et al. 2013), SemEval (Bethard et al.
2016) and the Shared Annotated Resources (ShARe)/CLEF eHealth labs.8
Overall, two levels of annotations have been applied in clinical texts. The first
(and more widespread) is a low-level annotation focusing on defining what
mentions of clinical and linguistic interest need to be marked in text, and what
linguistically and clinically grounded representations to use. The second is a high-
level annotation aimed at formally integrating all this information—i.e. linguistic
and clinical data—for reasoning over the whole EHR in a computationally
actionable way. This is the case of Wu et al. (2013) and Tao et al. (2013), who used
a higher-level formal (OWL) clinical EHR representation implemented in cTakes,
but relying on a low-level annotation (Savova et al. 2012). The Biological
Expression Language (BEL)9 seems to be a mix between the low and high-level of
annotation for life science text (vs. clinical).
Our work has carried out a low-level annotation, but our scheme can be compatible
with a high-level representation in the long-run. We checked the aforementioned
projects to devise the scheme used inMERLOT, which built on prior work as much as
possible while trying to avoid some of the caveats reported and adapt to the nature of
our data (Sect. 5.2.1). The final scheme was intended to be suitable for many clinical
subfields. In preliminary work (Dele´ger et al. 2014a), we tested its applicability to
clinical notes covering a range of specialities, including foetopathology.
3 Corpus preparation
The original corpus documents were converted from Word to text format using
Antiword.10 A simple rule-based algorithm was used to reconstruct split lines within
a paragraph or sentence. The remainder of this section details the processes of de-







3.1 Corpus de-identification and pseudonymization
Due to privacy issues, clinical notes cannot be released in their original form.
Protected health information (PHI) (e.g. person names) must be removed (de-
identification) and replaced with realistic surrogates (pseudonymization).
We de-identified clinical notes using a protocol devised by Grouin and Ne´ve´ol
(2014). A set of 100 documents from a corpus of 138,000 documents was pre-
annotated with the MEDINA rule-based de-identification system and revised
independently by two annotators. Gold standard annotations were obtained through
consensus. This gold-standard corpus was used to train a conditional random field
(from here on, CRF) model that was in turn used to pre-annotate the 500 documents
in our set. Each document was double-checked sequentially by two annotators (three
annotators participated in total, A2, A3 and A5, so that each annotator worked with
two thirds of the data). PHI elements were then replaced with plausible surrogates.
The annotations for re-introduced PHIs are available for all documents in the
corpus, and were used to inform the automatic pre-annotation process.
3.2 Zone detection
We defined a typology of the sections occurring in clinical notes to characterize the
contents of documents in our corpus as medical vs. non-medical. We considered
four (high-level) section types: (1) a generic header, with contact information for the
health care unit in which the note was created (this header is the same for all notes
from the same unit); (2) a specific header, with information such as the patient’s
name, date of birth, admission and discharge dates; (3) the core medical content of a
note; and (4) a footer, with the physician’s signature and greetings (this latter only if
the text is a letter).
Two annotators (A2, A5) manually annotated two samples of 100 randomly-
selected notes, by marking the beginning of each section type. Inter-annotator
agreement (IAA hereafter) for identifying main content lines had an F-measure of
0.980. Sample 1 was used as a development corpus to design and improve our
system. Sample 2 was used as a test set to evaluate the final system. We trained a
CRF model to identify the sections and extract the main content of clinical notes.
We classified each line of text as belonging to a section, using the BIO (Begin,
Inside, Outside) format. Features include the length of a line, the first or second
tokens of a line, or the presence of blank lines before a line. This approach draws on
previous work on medical section identification from clinical notes (Tepper et al.
2012) and scientific abstracts (Hirohata et al. 2008). More details about the zone
detection system are given in Dele´ger and Ne´ve´ol (2014), Dele´ger et al. (2014b).
The resulting model was then applied to the 500 texts in our set. Two annotators
revised sequentially the zones segmented in each file. The annotations for manually-
validated zones are available for all documents and were shown to annotators in the
entity and relation annotation phase (Sect. 5).
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4 Corpus design
We used texts from a corpus of 138,000 clinical notes from French healthcare
institutions (approximately, 2000 patient EHRs). It covers numerous medical
specialities and several text types: discharge summaries, physician letters, medical
procedure reports and prescriptions.
4.1 Document selection process
Previous work in corpus linguitics has established good practices for corpus
development (Sinclair 2005). A corpus should include complete documents, be
representative (i.e. cover all relevant characteristics of the language) and balanced
(i.e. all linguistic aspects should be distributed similarly to the natural distribution).
The construction of specialized domain corpora, which might exhibit specific
properties, is inherently different to that of general language. However, corpus
representativity can be achieved by selecting texts that cover the variety of language
uses from the relevant domain (Habert et al. 2001).
We restricted to a sample of 500 documents from the Hepato-gastro-enterology
and Nutrition ward, to account for the variety of clinical language while keeping the
project feasible (Dele´ger et al. 2014a). We assumed that the corpus is sufficiently
homogeneous for its size to train machine learning models.
Accordingly, we considered the four criteria listed below (Sects. 4.1.1–4.1.4) and
selected 10 sets of 500 documents through random sampling. We computed the
distribution of Semantic Groups among UMLS concepts in each set (see
Sect. 4.1.4). We compared these distributions to those of the whole corpus and
chose the set with the most similar distribution. Distributions were compared using
the Kullback-Leibler value (also called KL-divergence, Kullback and Leibler 1951).
The KL-divergence is a measure describing the dissimilarity between two







P and Q being two probability distributions. The two distributions are identical
when the KL-divergence is equal to zero. We thus chose the file set with the
smallest KL-value (i.e., with the distribution closest to the whole corpus).
4.1.1 Note type
We selected clinical notes based on the four note types present in the whole corpus
(discharge summaries, procedure reports (e.g., radiology reports), physician letters,




We divided the notes into three categories based on their length: short notes (word
count in the 1st–25th percentile), medium notes (word count in the 26th–75th
percentile), and long notes (word count in the 76th–100th percentile). We
oversampled medium notes (80%) compared to short (10%) and long (10%) notes.
In this way, the majority of notes were close to the average text length.
We did not compute document length based on the whole content of the clinical
notes. Clinical notes often include header and footer sections (with, for example,
contact information for physicians) that bear little medical interest compared to the
main content. In earlier work, we built an automatic tool that identifies zones within
clinical notes (see Sect. 3.2). We used this tool to automatically detect the main
medical content of clinical notes and computed text length based on the content
identified automatically. These zones detected were then manually validated in
selected documents.
4.1.3 Gender of patients
We kept the same proportional distribution of male and female patients as in the
whole set of notes.
4.1.4 Semantic content
We also checked the semantic content of texts, based on medical concepts from
UMLS metathesaurus (Bodenreider 2004). UMLS Concepts are organized in 15
Semantic Groups (SGs) (Bodenreider and McCray 2003). We identified UMLS
concepts in the corpus by using a dictionary-based exact-match approach. Then, we
looked at the distribution of SGs among those concepts.
5 Corpus annotation
5.1 Annotation tools
We used the BRAT Rapid Annotation Tool (BRAT) developed by Stenetorp et al.
(2012).11 A review of annotation tools Neves and Leser (2012) showed that BRAT
was easy to use and could support both our annotation scheme and automatic pre-
annotations. Configuration files were set-up to ensure that annotation labels were
sorted in the order reflecting their relative frequency, based on a small sample of
annotated texts. The most frequent entities (e.g. Anatomy and Procedures) appear at
the top of the list while less frequent ones (e.g. medication attributes) are lower in
the list and require scrolling for selection. Also, the color scheme for entities was
chosen in an attempt to have distinctive colors next to one another and reduce the
11 This tool is freely available from http://brat.nlplab.org/.
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hazard of confusion when annotating entities. The BRAT configuration files are
supplied as supplementary material.
We used the open-source companion tool brateval developed by Verspoor et al.
(2013) to compute the IAA values (in terms of F-measure) on entity and relation
annotations. We extended brateval to compute IAA of attributes.
5.2 Entity and relation annotation
5.2.1 Annotation scheme
The annotation scheme was designed to provide a broad coverage of the clinical
domain, in order to allow for the annotation of medical events of interest mentioned
in the clinical documents. Semantic annotations in the scheme include entities,
attributes, relations between entities, and temporal annotations. We presented in
Dele´ger et al. (2014a) the first version of the schema used to train the annotators.
The annotation scheme for entities comprises 12 elements (Table 1). Our
scheme was derived in part from the UMLS semantic groups described in McCray
et al. (2001) and Bodenreider and McCray (2003). We included 9 of the 15 UMLS
SGs: Anatomy, Chemicals and Drugs, Concepts and Ideas, Devices, Disorders,
Genes and Molecular Sequences, Living Beings, Physiology and Procedures. Note
that the semantic type (hereafter, STY) Findings was not included in the Disorder
class, because prior work has shown this category to yield many false positives
(Mork et al. 2010; Ne´ve´ol et al. 2009). We also created four additional categories
for annotating elements of clinical interest:
– SignOrSymptom: Signs/Symptoms and Disorders are separate categories.
– Persons: we created a category for human entities and excluded them from the
Living Beings group.
– Hospital: we added an entity type for healthcare institutions.
– Temporal: we created a separate category for temporal expressions and excluded
them from the Concept and Ideas group.
We have not restricted the annotation to UMLS entities or specific syntactic classes
(e.g. noun or adjective phrases). For example, we have annotated verbs when
required, mapping them semantically to the relevant category (e.g. saigner, ‘to
bleed’, was annotated as a Disorder entity).
The annotation scheme also defines some attributes (Table 2), which are linked
to entities and/or other attributes.
The following are the attributes related to any event entity:
– Aspect: They are anchors of aspect relations to entities (see below).
– Assertion: Textual anchors of assertion relations to entities (see below).
– DocTime: temporal data of events with regard to the moment when the text was
created: After, Before, Before_Overlap and Overlap.
– Measurement: Qualitative or quantitative descriptions of entities. This category








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































qualitative adjectives (e.g. sévère, ‘severe’) and quantifiers (quelques, ‘some’).
We also consider measurement units for results of clinical tests.
– Localization: This category expresses spatial details about entities (e.g. droite,
‘right’, or inférieur, ‘inferior’), which are often mapped to the UMLS Spatial
concept type.
Another subset of attributes are specific to some event entities:
– Drug attributes: we consider four types: AdministrationRoute, Dosage, Drug-
Form and Strength. Temporal attributes (e.g. frequency and duration) are
expressed by means of temporal relations (not specific to drug entities).
Frequency and dosage data are not split in atomic attributes for measurement
units and values.
– Person attributes: we define five types: Donor, HealthProfessional, FamilyMem-
ber, Patient and Other. These attributes are only applied to Person entities, but
relate to other entities through the Experiences relation.
Our scheme for relations were derived in part from the UMLS Semantic Network
and also drew on previous annotation work of clinical texts (e.g. Savova et al.
2012). MERLOT comprises 37 types of relations (Tables 3, 4):
– Aspect relations: they encode a change (or lack of change) with regard to an
entity: Continue, Decrease, Improve, Increase, Recurrence_StartAgain, Start,
Stop and Worsen (Table 4).
– Assertion relations: there are four types: Negation, Possible, Presence and
SubjectToCondition (Table 4). We annotated assertions as relations to make
clearer the association between a concept and the type of assertion.
– Drug-attribute relations: four types of links to medication attributes (Table 4):
HasAdministrationRoute, HasDosage, HasDrugForm and HasStrengh.
– Temporal relations: there are six types: Before, Begins_on, During, Ends_on,
Overlap and Simultaneous (Table 4)
– Event-related relations (Table 3): there are 15 types: Affects, Causes, Compli-
cates, Conducted, Experiences, Interacts_with, Localization_of, Location_of,
Measure_of, Performs, Physically_related_to, Prevents, Reveals, Treats and
Used_for. Localization_of and Measure_of are links to the attribute entities
Localization_of and Measurement_of, respectively.
The temporal scheme for annotation was derived from TimeML (Pustejovsky
et al. 2003), but in a slightly different way to previous work (Tapi Nzali et al. 2015)
as signals were annotated together with temporal expressions instead of being
annotated separately. For instance, the entire expression il y a 5 ans (five years ago)
was annotated as a time expression of the type duration, while strict TimeML
guidelines would require 5 ans (‘5 years’) to be annotated as a Duration and il y a
(‘ago’) to be annotated as a signal.
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Lastly, we have flagged ambiguous annotations, abbreviations and acronyms
(e.g. SC stands for surface corporelle, ‘body surface’). We have also flagged
coreferent pronouns referring to Person entities. An example is shown in Fig. 2 (first
sentence), where the entity votre (annotated as Persons, PERS) bears the mark Yes.
Other types of coreference are not annotated. The annotation format makes it
possible to remove these flags easily and include or exclude them as a feature
according to the training needs of a specific machine learning system.
Table 4 Aspect, assertion, drug-attribute and temporal relations
Aspect Definition Involved entities
Continue Shows the continuation of an event Aspect ! event entities
Decrease A lowering value (e.g. of dose)
Improve An improvement (e.g. in condition)
Increase A rising value (e.g. of dose)
Recurrence_ StartAgain Indicates that an event begins occurring again
Start Indicates the initiation of an event
Stop Indicates the ending of an event
Worsen A negative change (e.g. in health)
Assertion Definition Involved entities
Negation An event is negated Assertion ! event entities
Possible An event may occur
Presence An event occurs
SubjectToCondi- tion An event may occur on condition
that another event occurs





Chemical_Drugs ! drug attributes
Temporal Definition Involved entities
Before An event precedes another event/temporal expression Event entity ! Event/
Temporal entityBegins_on The event starts on an event or temporal expression
During The temporal span of an event is completely contained
within the span of another event or temporal expression
Ends_on The event finishes on an event or temporal expression
Overlap An event happens almost at the same time, but not exactly,
as another event/temporal expression
Simultaneous An event happens at exactly the same time as another event/
temporal expression
L. Campillos et al.
123
5.2.2 Annotation process
We first carried out preliminary work to establish the annotation guidelines12 and
annotation method (Dele´ger et al. 2014a). Then we found that higher IAA values
and higher annotation quality could be achieved when the annotation process was
carried out in two steps: first perform entity and attribute annotation, then proceed
with relation annotation.
To make the staging of annotation work easier, the 500 documents in the corpus
were distributed in 100 sets of 5 documents each. Annotators were instructed to
work with one set of documents at a time, and to record the annotation time per set.
Entities and attributes were annotated before relations.
The annotation work was staged into three phases: a training phase, a consensus
phase and an independent phase.
During the training phase, all annotators worked on the same sets of documents
(set 0 and 1) to familiarize themselves with the annotation guidelines and discuss
any disagreements with other annotators. As a result, 2% of the corpus was
annotated by all annotators and consensus annotations were obtained through
discussion. The level of training of each annotator was measured through IAA
values between each annotator and the consensus annotations. The training was
sequential. Annotators worked with set 0, then they could compare their annotations
to the gold-standard consensus, before proceeding to set 1.
During the consensus phase, annotators were paired to carry out the double
annotation of 19 sets (about two sets per annotator pair). Annotators worked
independently in entity and attribute annotations. Then, consensus annotations were
obtained jointly by resolving any conflicts. Again, annotators worked independently
to add relation annotations. A consensus was finally achieved jointly. We computed
the IAA for each of these sets for entities, attributes and relations. In this way, 11%
of the corpus was double-annotated.
During the independent phase, the remaining 79 sets were distributed to
annotators 2, 4 and 5, who performed the annotation task independently. We did not
double-annotate all documents due to time constraints and the fact that we got good
IAA values for the 19 double-annotated sets (0.793 for entities, 0.775 for attributes,
and 0.789 for relations, exact match). Furthermore, previous work showed that,
when inter-annotator agreement values are high, there is no statistically significant
difference in the performance of models trained on single-annotated vs. double-
annotated training data (Grouin et al. 2014).
5.2.3 Pre-annotation methods
Two types of pre-annotation methods were applied: (1) a lexicon-based approach,
used to pre-annotate the first sets of documents; (2) a machine-learning-based
approach, used after a sufficient sample of documents was annotated.




Lexicon-based pre-annotation was first used to supply the annotators with entities
pre-annotated automatically. This method applied an exact-match strategy based on a
French UMLS dictionary and a lexicon derived from small samples of previously
manually annotated documents. The pre-annotation process consisted of the
following steps: sentence segmentation and tokenization, lemmatization with the
French lemmatizer Flemm (Namer 2004), generation of spelling and derivational
variants (using the Unified Medical Lexicon for French, UMLF (Zweigenbaum et al.
2005)), application of regular expressions to detect measurements (e.g., 3 cm) and
durations (e.g., 2 weeks), and matching with the two lexicons. This matching was first
applied to the original token and then to the lemma and variants when no match was
found. Entities annotated using the lexicon from previous manual annotations had
precedence over entities annotated using the larger, UMLS-derived lexicon.
For machine-learning-based pre-annotation, we trained CRF models on anno-
tated documents, using Wapiti (Lavergne et al. 2010) with these features:
– Lexical features:
– 1-grams, 2-grams and 3-grams of tokens (-1/?1 window)
– 1-grams and 2-grams of lemmas
– Morphological features:
– the token is uppercase
– the token is a digit
– the token is a punctuation mark
– 1 to 4-character suffixes of the token
– 1 to 4-character prefixes of the token
– Syntactic features: 1-grams and 2-grams of POS tags of tokens, as provided by
the TreeTagger tool (Schmid 1995) (-2/?2 window)
– Semantic features:
– UMLS CUIs of the current token and the previous token
– 1-grams, 2-grams and 3-grams of UMLS STYs of tokens (-1/?1 window)
– 1-grams, 2-grams and 3-grams of UMLS SGs of tokens (-1/?1 window)
– current token was identified as a measurement using regular expressions
– current token was identified as a duration using regular expressions
Because our annotation scheme includes embedded entities, we built several CRF
models, one for each layer of embedment (Alex et al. 2007). Figure 1 shows a
sentence with two annotation levels. This required a first CRF layer to capture the
Disorder concept envahissement ganglionnaire (‘ganglionar invasion’) and a second
layer to capture the embedded Anatomy concept ganglionnaire (‘ganglionar’). Our
L. Campillos et al.
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pre-annotation could not match discontinuous entities (e.g. envahissement vasculo-
nerveux, ‘neurovascular invasion’).
After using the CRF models to recognize entities (as well as textually anchored
attributes), we applied a simple rule-based postprocessing to identify a number of
non textually-anchored attributes including Person attributes, Measurement
attributes and Temporal type attributes.
5.2.4 Annotation homogenization process
As the annotation process spanned over the course of three years, and because the
guidelines went through a few rounds of updates, we performed a final
homogenization of annotations. The harmonisation step addressed two points:
– Consistency of annotations over the course of the annotation work: the same
entity within a similar context in two documents might have been annotated
either with two distinct categories, or annotated only in one document. These
inconsistencies depend on the moment the annotation was performed (at the
beginning or end of the annotation process), but also on the context meaning,
which needed to be checked.
– Consistency of annotation rules: some annotators considered that information
between two entities could be inferred without tagging any relation. Inconsis-
tencies in relations especially affected the Aspect and Assertion markers, as
annotators interpreted their meanings differently.
We designed scripts to automatically track inconsistencies in entity and attribute
annotations across texts and to make the harmonization easier. Two types of
inconsistencies were addressed: (1) those involving different annotations for the
same text mention (possible annotation error); and (2) inconsistencies where an
entity annotated in a document was not marked in another (possible missing
annotation). Relation inconsistencies were not addressed. Due to time and human
availability constraints, we set up a frequency threshold of 10 mismatches for
correcting annotations. That is, we checked and unified (if necessary) entities
mismatching their types/attributes up to 10 times.
More efforts were required to fix disagreements on entity types. Mismatches of
the same string involved checking each context to understand semantic nuances.
Indeed, some entities needed further discussion in the harmonisation stage due to
the lack of clear mapping to any UMLS entity. Unifying Assertion and Aspect








Fig. 1 Sample annotation from the MERLOT corpus
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entities took longer in strings where we finally decided to mark two labels (e.g.
redoser, ’to dose again’, MedicalProcedure, was also in the end labelled as Aspect
to mark the StartAgain relation). Harmonising attributes was quicker and
straightforward. Mismatches were mostly due to missing flags in the annotations,
especially of abbreviations (e.g. hb, ‘hemoglobine’). Attribute annotation mistakes
were less frequent and easy to spot and correct.
6 Results: corpus statistics
This section presents the results of the corpus development, which spanned over the
course of three years. Figure 2 shows sample annotated excerpts.
6.1 Number of annotations
After harmonising the annotated documents, the annotations amounted to a total of
44,740 entities (including 419 discontinuous entities) and 26,478 relations. The
mean (M) number of entities per text was 89.48, and the mean of relations per
document was 52.96. Table 5 breaks down the word count13 and compares the
number of annotations before and after the harmonisation process. Figures show that
91 entities and 159 relations were added to the final documents. Both entities and
relations increased after the texts were harmonised, due to missing items.
Nevertheless, these changes did not require deep and time-consuming changes
with regard to the texts produced by annotators. The average IAA value between
sets before and after the harmonisation had a 0.988 F-measure with regard to entity
annotations. That is, annotations produced by six different annotators were fairly
consistent across documents and did not require much effort towards harmonisation.
Figures 3 and 5 depict, respectively, the frequency distribution of annotations of
entity and relation types. The most frequent event entity type is MedicalProcedure.
This may be partly explained by our annotation criteria, since we annotated verb
Fig. 2 Sample annotations from the MERLOT corpus
13 Word counts here presented were obtained by means of wc Unix commands.
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phrases (e.g. opérer, ‘to perform a procedure’) in addition to noun phrases. Other
frequent event entities correspond to Persons and Anatomy. Most medical
conditions are Disorder entities instead of Signs or Symptoms. This can be both
due to the entity types in our texts and also to annotators’ choice of marking
Disorder instead of Sign or Symptom events. Genes and Proteins, nevertheless, are
infrequent. Regarding attribute entities, Measurement and Temporal entities are
widespread, whereas drug-related attributes such as AdministrationRoute and
DrugForm occur rarely.
6.2 Inter-annotator agreement (IAA)
In the training sets, IAA values had an average F-measure of 0.681 for the first batch
of documents (set 0), but improved to 0.717 in set 1. To assess the soundness of our
annotation, a medical doctor annotated set 0 and achieved an F-measure of 0.740
with regard to the consensus annotations of relations.
The average F-measure of the remaining 19 double-annotated sets (i.e. excluding
the training sets 0 and 1) was 0.793 for entities, 0.775 for attributes, and 0.789 for
relations. These are good IAA values—using the term suggested by Altman (1990).
We computed our IAA values requiring an exact match between annotations, which
is generally lower than a partial match. For example, Albright et al. (2013) achieved
an F1 measure of 0.697 in exact match, but of 0.750 in partial match. Overall, our
Fig. 3 Frequency of entity types
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results are in line with other clinical annotations. Gains in IAA values after a round
of consensus have also been reported by Ogren et al. (2008) for English (from 75.7
to 81.4% in entity annotation, exact match) and Oronoz et al. (2015) for Spanish
(from 88.63 to 90.53% in term annotation). In a POS annotation task of clinical
texts, Savkov et al. (2016) also obtained similar results (0.76% of F-measure). We
also obtained higher IAA values in entity annotation than in relation annotation, as
other teams have reported (cf. Roberts et al. 2009). We would like to highlight that
other work has evaluated annotation quality using annotator-reviser (or adjudicator)
agreement, which usually yields higher agreement values. For example, Bada et al.
(2012) achieved 90?% annotator-reviser agreement for biomedical concept
annotation in the CRAFT corpus. In the THYME corpus, Bethard et al. (2016)
reported an interannotator agreement of 0.731 (F1) for temporal expressions, and an
annotator-adjudicator agreement of 0.830. Tables 6 and 7 report the figures of the
IAA values between pairs of annotators, computed as the average F-measure of both
sets that were double-annotated.
Table 5 Overall (Total) and
average per text (M) number of
annotations and word count




Before harmonisation 44,649 89.30
After harmonisation 44,740 89.48
Relations
Before harmonisation 26,319 52.64
After harmonisation 26,478 52.96
Words 148,476 296.95
Fig. 4 F-measure per entity
type
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Figures 4 and 6 break down the average F-measure values corresponding to the
IAA of each type of entity and relation, respectively. With regard to event entities,
the higher IAA values correspond to Chemical and Drugs, Hospital, Persons,
Medical procedures and Devices. Signs or Symptoms have lower IAA values than
Disorders—probably due to the fact that annotators had difficulties in distinguishing
them. Genes and Proteins and Living Beings had the lower values. Attribute entities
with the higher IAA values are Temporal and Measurement. Strength has a poor
IAA value, which accounts for the fact that several annotators could not
discriminate it clearly from Dosage.
As for the relations annotated, the higher IAA values are those involving drug-
attribute entities—i.e. HasAdministrationRoute, HasDosage and HasStrength.
Likewise, Negation, Measure_of and Performs relations have high values. Relations
such as Affects, Causes, Conducted_for and Complicates have low values. This is
probably due to the annotators’ lack of medical knowledge to ascertain the cause-
Fig. 5 Frequency of relation types
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affect relationship between entities. Having health professionals annotating the
same texts would be an interesting replication experiment to compare results.
Lastly, temporal relations (e.g. Overlap, Before, Simultaneous) show the lower IAA
values. The lack of context information to understand the timeline of patient’s
events might explain these poor values.
Table 6 Inter-annotator agreement for entities and relations
Entities Relations
A2 A3 A4 A5 A6 A2 A3 A4 A5 A6
A1 0.817 0.779 0.810 0.794 0.866 0.724 0.868 0.792
A2 0.750 0.844 0.794 0.771 0.762 0.782 0.806 0.775
A3 0.800 0.801 0.756 0.748
A4 0.787 0.797
The lower values are shown in italics
The higher values are shown in bold
Fig. 6 F-measure per relation type
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6.3 Performance of automatic pre-annotation
The average performance of the automatic pre-annotation in terms of F-measure
was 0.768, a figure close to our IAA values (0.793 for entities).
A lexicon-based approach was used to preannotate the first batch (1 set of
documents preannotated after training on 15 documents) and the second batch (11
sets of documents preannotated after training on 20 documents). The average F-
measure values of this method were low: respectively, 0.483 and 0.546 (Table 8).
The following sets were preannotated using the CRF models trained on 55, 95 and
130 documents. With the machine-learning-based preannotation, the F-measures
increased steadily: respectively, 0.718, 0.774 and 0.814 (Fig. 7). Figure 8 shows the
Table 7 Inter-annotator
agreement for attributes
The lower values are shown in
italics
The higher values are shown in
bold
Attributes
A2 A3 A4 A5 A6
A1 0.844 0.751 0.819 0.757
A2 0.746 0.829 0.753 0.736
A3 0.804 0.755
A4 0.764
Table 8 Mean and average F-measure per number of training documents in batch
Preannotation Sets in batch Training docs. in batch Mean F-measure SD
Lexicon 1 15 0.483 –
Lexicon 11 20 0.546 0.042
CFR 10 55 0.718 0.062
CFR 10 95 0.774 0.074
CFR 68 130 0.814 0.045
Fig. 7 Performance of pre-
annotation (F-measure per
number of training documents)
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F-measure of the preannotation of entities for each set and the time-line of the
annotation task. Period 1 corresponds to the time when all annotators (except
annotator 4) worked on the multiple- and double-annotated sets (2014); period 2, to
the interval when annotator 2 pursued the annotations (from 2014 through 2015);
and period 3 corresponds to annotator 4, who took over of the final stages (2016).
Circles represent consensus annotations (sets 0 to 21, and set 83); and triangles and
squares, single annotations. When comparing F-measures across sets, we can
observe that the performance of the preannotation increases with the number of
training documents, but until a certain amount of data, where the F-measure values
reaches a plateau.
A one-way ANOVA showed that the difference between the four types of batches
(i.e. respectively having used 20, 55, 95 and 130 training documents) was
statistically significant: F(3,96) = 97.25, p < 0.0001 (***). The effect size was
nonetheless very large (eta squared = 0.75). Note that we did not consider the first
set trained on 15 documents in this ANOVA test, due to the scarce data.
6.4 Annotation time
6.4.1 Training stage
Figure 9 presents the annotation time in minutes each human annotator spent to
annotate the first two sets of five documents (set 0 and set 1) in entities (left) and
relations (right). Those two sets were annotated during the training stage by each
human annotator (A2–A6), followed by a consensus stage (C). We only report the
annotation times of five annotators, due to the availability of the data. Note that
annotation times were longer for annotator 4, who took hold of the training
annotation task after the guidelines were fixed.
Annotation time for entities and attributes in the training sets range from 90 to
300 minutes in set 0, and from 120 to 180 minutes in set 1. The maximum time was
spent during the consensus stage, which involved several annotators. Consensus
took much more time for set 0 than for set 1. This observation corresponds to a
progression in the training process, as the number of inconsistencies and decisions
Fig. 8 Performance of the pre-annotation in terms of F-measure over the entire corpus
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to make decreased as guidelines were assimilated. The average annotation times in
both sets was 167.17 for entities, and 119.92 for relations. Annotation time for
relations was lower than for entities, and annotators’ times in set 0 were close to
those in set 1. Again, the consensus time decreased when annotating relations in set
1. As mentioned, a medical doctor also worked on the first batch of documents (set
0). His annotation times were in a similar range to other annotators (75’ for entities,
150’ for relations).
6.4.2 Production stage (double and independent annotations)
The mean annotation time (per set of five documents) in the production stage was
82.73 for entities and 53.02 for relations. As expected, annotators spent less time in
the production than in the training stage. However, differences across annotators
appeared (Table 9), especially regarding annotator 4.
Figures 10 and 11 represent the annotation time in minutes each human
annotator spent to annotate each set of five documents during the production stage.
Sets are presented in the order each annotator processed them, from the first two
from the training stage to the more recent ones. In Fig. 10 (representing double-
annotated sets: from set 2 to set 21, and also set 83), dark bars show entities, and
light bars indicate relations. In Fig. 11 (all sets), full-coloured symbols represent the
Table 9 Average annotation times per set (in minutes) corresponding to each annotator
A1 A2 A3 A4 A5 A6
Entities 62.50 55.15 55.00 156.59 76.25 91.30
Relations 36.88 49.33 33.00 87.24 38.00 73.70
A2 A3 A4 A5 A6 C A2 A3 A4 A5 A6 C












A2 A3 A4 A5 A6 C A2 A3 A4 A5 A6 C












Fig. 9 Annotation time in minutes for entities (left) and relations (right) on set 0 and 1 for single
annotations (A2 = annotator 2, ..., A6 = annotator 6) and consensus (C)
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annotation times of entities, and empty symbols, those of relations. The number of
sets per annotator differs; annotators 2 and 4 carried out most of the annotation task.
These histograms show that, overall, more time was needed to annotate entities
than relations. Exceptions were some difficult sets with relations with semantically
difficult nuances or where domain knowledge was needed. The graphs suggest
different annotator profiles. A first group (A1, A4 and A6) spent consistently as
much time during the training stage as in the consensus stage. These annotators
might have been careful and looked up the guidelines and supporting resources
consistently throughout the annotation. A second group (A2, A3 and A5) spent more
time during the first stages but annotated the other sets more rapidly. Those
annotators might have taken time to get acquainted with the guidelines before
feeling comfortable with the task.
Concerning the consensus stage (double-annotation), a lot of time was needed for
setting up the annotation guidelines in the first two sets. For the remaining sets,
however, consensus took annotators less time than single annotation did. Exceptions
are set 5 (consensus of 180 minutes) and set 7 (consensus made in 115 minutes). Set
7 was annotated by annotators 2 and 5, who designed the annotation guidelines. As








Fig. 10 Annotation time in minutes for entities (dark bars) and relations (light bars) for each set of
double-annotated documents (set numbers are placed on the x axis)
Fig. 11 Annotation times of entities and relations (in minutes) per set of five documents
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this set is the first they processed out of the training stage, another discussion took
place to enrich the guidelines based on this new annotated set.
A final remark is to be made on annotator 4, whose times were longer both for
entities and relations. Two reasons might explain this. First, this annotator was not a
native-speaker of French. Second, they worked after the annotation guidelines were
fixed, without the option to contribute to the guidelines according to their annotation
experience, as was the case for the other annotators.
7 Concluding remarks
We have presented the development of a large French clinical corpus annotated with
a complex scheme of entities, attributes and relations. To our knowledge, this is the
first clinical corpus in a language other than English to provide clinical annotations
of this scale and complexity, and featuring good IAA values. In future work, we
plan to exploit the annotations to develop and evaluate methods for the automatic
extraction of entities, attributes and relations from French clinical text. The corpus
may also be used for building clinical information extraction systems or clinical
decision support systems by leveraging clinical knowledge encoded in the text of
EHRs with entities and relations.
The patient records were obtained through a use agreement with a French
hospital whereby data would be restricted to research carried out by the partners
entering into this agreement. As a result, the corpus cannot be distributed freely.
However, the annotation scheme, guidelines and harmonization tools are available
to the community.14 The texts are, moreover, all related to the Hepatogastroen-
terology and Nutrition specialities. While this ensures coherence within the corpus,
it could limit the applicability of models trained on the corpus to other medical
areas.
We would like to highlight that this work has yielded notable results together
with the corpus construction. A comprehensive annotation scheme has been
designed, applied and fine-tuned to encode entities, attributes and relations in
clinical narrative. Automatic techniques to identify sections in clinical notes and
preannotate entities have been set up with demonstrated efficiency. Lastly, we have
designed a work methodology involving training, consensus and independent
annotation stages with a final harmonisation stage. These procedures ensure high-
quality annotations, as our IAA values show, and are potentially extensible to other
languages and domains.
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