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Quantized gravitational waves in the Milne universe
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Department of Earth and Space Science, Graduate School of Science
Osaka University, Toyonaka 560, Japan
The quantization of gravitational waves in the Milne universe is discussed. The relation be-
tween positive frequency functions of the gravitational waves in the Milne universe and those in
the Minkowski universe is clarified. Implications to the one-bubble open inflation scenario are also
discussed.
I. INTRODUCTION
Recently, a scenario which realizes an open universe (Ω0 < 1) in the context of inflationary cosmology has been
discussed by many authors [1–6]. In this scenario, the flatness, homogeneity and isotropy of the universe are achieved
by the accelerated expansion of the universe in the false vacuum. After a sufficiently long lapse of false vacuum
inflation, the false vacuum decays into the true vacuum through quantum tunneling. This process is known as the
nucleation of a vacuum bubble, which is described by the bounce solution with O(4)-symmetry. The bounce solution
is a non-trivial solution of the field equation in Euclidean spacetime [7,8]. The symmetry of this bubble implies the
homogeneity and isotropy of the hyperbolic time-slicing inside the nucleated bubble. Thus the bubble interior becomes
an open Friedmann-Robertson-Walker universe. At this stage the universe is almost empty. So in this model, the
second inflation is required for entropy production.
In this context, several models of inflaton potential have been proposed [2,4–6]. Now our concern is if these
models are compatible with the observed anisotropies of cosmic microwave background (CMB) on large angular
scales. In several recent papers [9–17], quantum fluctuations of the inflaton field which generates the initial curvature
perturbations have been evaluated and the resulting spectrum of CMB anisotropies has been calculated. But in the
above studies, the effects of gravity have not been fully taken into account.
There are two effects which have not been considered yet. One is the coupling between perturbations of the
inflaton field and those of the metric, which may alter the spectrum of the temperature fluctuations drastically. The
appearance of supercurvature modes [11,18] played a very important role in the above studies. Almost all model
constraints come from the contribution of this mode. But a preliminary analysis suggests that the supercurvature
mode may be sensitively affected by the effect of gravity (although the result in [12] will not be changed).
The other is the contribution of gravitational wave perturbations to the CMB anisotropy, which is not taken
into account at all in the previous analyses. Unfortunately, our present understanding of the gravitational wave
perturbation in an open inflationary universe is very poor. As has been known, a constant time hypersurface in an
open inflationary universe is not a Cauchy surface of the whole spacetime [11]. Thus we cannot set a commutation
relation on this hypersurface when we consider quantization of a field in the open universe. This difficulty has been
solved in the case of a scalar field [11,12], but a method to handle the gravitational wave perturbation is still unclear
because of the existence of gauge degrees of freedom.
In this paper, as a simple example to understand the latter effect, we consider quantization of gravitational waves
on Minkowski spacetime in the context of the Milne universe. The time coordinate of the Milne universe gives the
hyperbolic time-slicing of Minkowski spacetime. Despite the simplicity of this model, it turns out the model contains
several important features which are essential to the understanding of gravitational wave perturbations in an open
inflationary universe.
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This paper is organized as follows. In section 2 we remind the readers of the quantization scheme of a massless scalar
field in the Milne universe. A method to determine the positive frequency functions in the Milne universe that describe
the Minkowski vacuum state is explained. In section 3, by using analogy of the scalar case, we quantize gravitational
waves in the Minkowski and Milne universes and present a candidate for the positive frequency functions in the Milne
universe that describes the Minkowski vacuum state. To determine the normalization of the Milne mode functions, in
Appendix, we perform canonical quantization of the gravitational wave perturbation in the Rindler universe, which
is the analytic continuation of the Milne universe to the region containing a Cauchy surface. Then in section 4, we
show that the Milne mode functions and the Minkowski mode functions obtained in section 3 are in fact equivalent,
by explicitly constructing a unitary transformation formula between the two. In section 5, using the results of section
3, we evaluate the temperature anisotropy caused by gravitational wave perturbations and show that it is infrared
divergent in the Milne universe [19] while it is infrared finite in the Minkowski universe, though their vacuum states
are equivalent. We then argue that the origin of the divergence is the unphysical setting of the problem we consider.
Section 6 summarizes our results.
In this paper, we use the units, c = h¯ = 32πG = 1.
II. MASSLESS SCALAR FIELD IN THE MILNE UNIVERSE
In order to help our understanding of the problem, we consider the quantization of a massless scalar field in the
Milne universe in this section. This was discussed by diSessa [20], but we take a different approach here.
In a general background spacetime, the action of a minimally coupled real massless scalar field is given by
S = −
∫
d4x
√−g
2
gµν∂µφ∂νφ, (2.1)
where g is the determinant of the metric tensor gµν . The equation of motion for the Heisenberg operator is
✷φˆ(x) = 0. (2.2)
We expand φˆ(x) as
φˆ(x) =
∑
Λ
(
aˆΛuΛ(x) + aˆ
†
ΛuΛ(x)
)
, (2.3)
by using mode functions uΛ(x) labeled by Λ which satisfy the field equation
✷uΛ(x) = 0, (2.4)
and are normalized by the Klein-Gordon inner product as
(uΛ, uΛ′) := −i
∫
Σ
d3x
√
gΣN
µ (uΛ∂µuΛ′ − (∂µuΛ)uΛ′) = δΛ,Λ′ , (2.5)
where Σ is an arbitrary Cauchy surface and Nµ and gΣ are its unit normal and the determinant of the induced three
metric on Σ, respectively. The overbar ¯ and the dagger † represent the complex conjugate and the Hermitian
conjugate, respectively. δΛ,Λ′ are to be recognized as the Kronecker delta for discrete labels and as the Dirac delta
function for continuous labels. aˆ†Λ and aˆΛ are creation and annihilation operators, respectively. They satisfy the
commutation relations,
[aˆΛ, aˆ
†
Λ′ ] = δΛ,Λ′ , [aˆΛ, aˆΛ′ ] = 0, [aˆ
†
Λ, aˆ
†
Λ′ ] = 0. (2.6)
The vacuum state corresponding to the positive frequency function uΛ is defined by
aˆΛ|0〉 = 0. (2.7)
Then the two point function is expressed by the summation over modes as
G+(x, x′) := 〈0|φˆ(x)φˆ(x′)|0〉 =
∑
Λ
uΛ(x)uΛ(x′). (2.8)
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FIG. 1. Conformal diagrams of the Minkowski spacetime. The Milne coordinates and the Minkowski coordinates are shown
in (a) and (b), respectively.
We introduce the coordinates which cover the whole Minkowski spacetime (which we call the Minkowski universe),
ds2 = −dt2 + dr2 + r2dΩ2, (2.9)
and those for the Milne universe,
ds2 = −dξ2 + ξ2 (dχ2 + sinh2 χdΩ2) . (2.10)
These two coordinates are related by
t = ξ coshχ, r = ξ sinhχ. (2.11)
The Milne coordinates do not cover the whole region of Minkowski spacetime but only the interior of the future-
directed light cone emanating from the origin t = r = 0. This feature is displayed in Fig.1 by using a conformal
diagram. If one tries to quantize a field in the Milne universe, one finds the ξ=constant hypersurface is of no use for
setting canonical commutation relations because it is not a Cauchy surface of the whole spacetime. So the extension
of the Milne coordinates over the light cone to the uncovered region must be considered. The region covered by a
natural extension of the Milne coordinates is known as the (spherical) Rindler universe. The Rindler coordinates are
introduced by the extension of the Milne coordinates as
χR = χ∓ π
2
i, ξR = ±iξ, (2.12)
and the metric becomes
ds2 = dξ2R + ξ
2
R
(−dχ2R + cosh2 χRdΩ2) . (2.13)
To determine which sign of this extension one should take, we proceed as follows. When one approaches the light
cone t = r for a fixed r, t = r cothχ→ r(1+ 2e−2χ) as χ→ +∞. Requiring the analyticity on the lower half complex
t-plane, which is the nature of positive frequency functions of the Minkowski vacuum state, we must go round the
point t = r clockwise in the complex t-plane. Hence we choose the upper sign.
The positive frequency functions for the Minkowski vacuum are given in the Minkowski coordinates as
ukℓm = Uk(t)Ψkℓ(r)Yℓm(Ω), (2.14)
where
Uk(t) =
√
1
2k
e−ikt,
3
Ψkℓ(r) =
√
2
π
kjℓ(kr), (2.15)
with Yℓm(Ω) being the spherical harmonics on the unit 2-sphere and jℓ(x) the ℓth order spherical Bessel function. We
adopt the phase convention of the spherical harmonics such that Yℓm = Yℓ−m. Here we emphasize that k is positive.
To find positive frequency functions for the Minkowski vacuum written in terms of the Milne coordinates, we first
solve the field equation (2.4) in the Milne coordinates. For this purpose, we introduce the harmonics on the hyperbolic
3-space,
Ppℓ(χ)Yℓm(Ω), (2.16)
where
Ppℓ(χ) := i
ℓ+1Γ(ip+ ℓ+ 1)√
2
P
−ℓ− 1
2
ip− 1
2
(coshχ)
√
sinhχ
, (2.17)
which satisfies [
1
sinh2 χ
∂
∂χ
(
sinh2 χ
∂
∂χ
)
− ℓ(ℓ+ 1)
sinh2 χ
+ (p2 + 1)
]
Ppℓ = 0. (2.18)
The phase factor iℓ+1 is inserted in the expression for Ppℓ for later convenience. The harmonics are normalized as∫
dχ sinh2 χ dΩ Ppl(χ)Ylm(Ω)Pp′l′(χ)Yl′m′(Ω) = π
2p sinhπp
δ(p− p′)δℓ,ℓ′δm,m′ . (2.19)
Note that when Ppℓ is analytically continued to the Rindler universe by Eq. (2.12) with the upper sign, it plays the
role of a positive frequency function. In the Milne universe Ppℓ is a real function except for the overall phase but, in
the Rindler universe, it becomes complex in general. Then setting
upℓm(x) = Up(ξ)Ppℓ(χ)Yℓm(Ω), (2.20)
the field equation (2.4) reduces to [
∂2
∂ξ2
+
3
ξ
∂
∂ξ
+
p2 + 1
ξ2
]
Up(ξ) = 0. (2.21)
The normalized solution of this equation is given by
Up(ξ) = −i√
2π
eπp/2ξ−ip−1, (2.22)
whose analytic continuation to the Rindler universe takes the form Up = ξ−ip−1R /
√
2π.
In fact, the Klein-Gordon inner product is evaluated on a χR=constant hypersurface in the Rindler universe as
(upℓm(x), up′ℓ′m′(x)) = i cosh
2 χR
{
∂Ppℓ
∂χR
Pp′ℓ − Ppℓ ∂Pp
′ℓ
∂χR
}{
1
2π
∫ ∞
0
dξR
ξR
ξ
i(p−p′)
R
}
δℓ,ℓ′δm,m′
= δ(p− p′)δℓ,ℓ′δm,m′ . (2.23)
Here we stress again that the analytic continuation is performed by using the relation (2.12) with the upper sign.
The complex conjugate must be taken after the analytic continuation. It should also be mentioned that upℓm(x) 6=
u−pℓ−m(x) in the Rindler universe. This is because the lower sign in Eq. (2.12) should be used if the complex conjugate
of upℓm is analytically continued to the Rindler universe. Thus there are two independent modes labeled by ±p for
each value of p2.
The equivalence of the two representations of positive frequency functions for the Minkowski vacuum (2.14) and
those for the Euclidean vacuum in the Milne universe (2.20) can be directly proven by using the formula [21,22]∫ ∞
0
dk kip−
1
2 e−βkJℓ+ 1
2
(αk) = Γ(ip+ ℓ+ 1)
iℓeiπ/4
(β2 + α2)(ip+
1
2
)/2
P
−ℓ− 1
2
ip− 1
2
(
β
(β2 + α2)1/2
)
;
−π
2
< argα < π , Re β > |Imα| . (2.24)
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Identifying α with r and β with it and assuming the existence of a small imaginary part in t as t − iǫ, the above
formula gives a unitary transformation relation of the scalar modes,∫ ∞
0
dk CkpUkΨkℓ = UpPpℓ , (2.25)
where
Ckp =
1√
2π
kip−
1
2 . (2.26)
Further the inverse transformation is given by∫ ∞
−∞
dpCkpUpPpℓ = UkΨkℓ . (2.27)
It is instructive to calculate the following quantity similar to the Klein-Gordon inner product on the ξ=constant
hypersurface in the Milne universe,
− iξ3
∫
sinh2 χdχdΩ
{
∂upℓm
∂ξ
up′ℓ′m − upℓm∂up
′ℓ′m
∂ξ
}
=
eπp
2 sinhπp
δ(p− p′)δℓ,ℓ′δm,m′ . (2.28)
Since the hypersurface is not a Cauchy surface, it gives a normalization different from the correct Klein-Gordon inner
product by the factor
eπp
2 sinhπp
.
III. QUANTIZATION OF GRAVITATIONAL WAVES IN MINKOWSKI AND MILNE UNIVERSES
In this section, we quantize gravitational waves in the Minkowski and Milne universes. We choose the vacuum state
to be the Euclidean vacuum, i.e., the state having the property that the positive frequency functions are analytic
on the lower-half complex t-plane. This prescription gives the usual Minkowski vacuum for the Minkowski universe
for gravitational waves as well. We expect the same is true for the Milne universe. The equivalence of thus chosen
vacuum for the Milne universe with the Minkowski vacuum will be explicitly shown in the next section.
We write the metric perturbation as
hµν = gµν − ηµν , (3.1)
where ηµν is the background metric. The action for hµν is given by
SGW =
1
2
∫
d4x
√−η (−hµν;ρhµν;ρ + 2hµν;ρhρµ;ν − 2hµν ;νh;µ + h;µh;µ) , (3.2)
where h = hµµ . We denote the quantum counterpart of hµν by hˆµν .
A. The case of the Minkowski universe
First we consider quantization of gravitational waves in the Minkowski universe expressed in terms of the coordinates
(2.9). As usual, we work in the traceless Lorentz gauge,
hµν ;ν = 0, h
µ
µ = 0. (3.3)
where semicolon is the covariant derivative with respect to the background metric. As these conditions do not fix the
gauge completely, we impose an additional condition,
htµ = 0. (3.4)
To quantize hµν , we decompose it in terms of tensor harmonics on the flat Euclidean 3-space,
hµν = h
(e)
µν + h
(o)
µν ;
h(e)µν = H(e)kℓm(t)G
(e)kℓm
µν (r,Ω),
h(o)µν = H(o)kℓm(t)G
(o)kℓm
µν (r,Ω), (3.5)
where G
(e)kℓm
µν and G
(o)kℓm
µν are even and odd parity tensor harmonics, respectively. We then reduce the action to
the one with respect to H(e)kℓm and H(o)kℓm. In what follows, we consider even and odd parities separately. For
notational simplicity, in the following discussion the indices k, ℓ, m will be abbreviated unless it causes any confusion.
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1. even parity
The even parity tensor harmonics are given by [24]
G
(e)
tµ = 0 ,
G(e)rr = T
kℓ
1 Yℓm ,
G
(e)
rA = T
kℓ
2 Yℓm||A ,
G
(e)
AB = T
kℓ
3 Yℓm||AB + T
kℓ
4 YℓmσˆAB , (3.6)
where σAB ≡ r2σˆAB is the metric induced on the t, r=constant 2-sphere, σˆAB is the metric on the unit 2-sphere and
the capital Latin indices such as A and B represent the projection onto this sphere; fA := σA
µfµ. The double vertical
bar || denotes the covariant derivative with respect to σAB . Thus unless otherwise noted, we raise or lower the capital
Latin indices not by σˆAB but by the metric σAB . The radial parts of the harmonics T
kℓ
i (r) (i = 1, 2, 3, 4) are given by
T kℓ1 =
1
r2
Ψ ,
T kℓ2 =
1
ℓ(ℓ+ 1)
(
∂rΨ+
1
r
Ψ
)
,
T kℓ3 =
2
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)r
2
(
1
r
∂rΨ−
{
k2 − ℓ(ℓ+ 1) + 2
2r2
}
Ψ
)
=
2
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)r
2
(
∂2rΨ+
3
r
∂rΨ− ℓ(ℓ+ 1)− 2
2r2
Ψ
)
,
T kℓ4 =
1
(ℓ− 1)(ℓ+ 2)r
2
(
1
r
∂rΨ−
{
k2 − 2
r2
}
Ψ
)
=
1
(ℓ− 1)(ℓ+ 2)r
2
(
∂2rΨ+
3
r
∂rΨ− ℓ(ℓ+ 1)− 2
r2
Ψ
)
, (3.7)
where Ψ is defined in Eq. (2.15) and we used the equation satisfied by Ψ;[
1
r2
∂rr
2∂r − ℓ(ℓ+ 1)
r2
+ k2
]
Ψ = 0. (3.8)
Inserting the decomposition (3.5) into the action (3.2), and using the orthogonality of the tensor harmonics [24]∫
r2dr dΩ ηµµ
′
ηνν
′
G(e)kℓmµν G
(e)k′ℓ′m′
µ′ν′ =
2k4
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)δ(k − k
′)δℓ,ℓ′δm,m′ , (3.9)
it reduces to
S(e) =
∫
dtL(e) , (3.10)
where
L(e) =
∫ ∞
0
dk
∑
ℓ,m
k4
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
(∣∣∂tH(e)kℓm(t)∣∣2 − k2 ∣∣H(e)kℓm(t)∣∣2) . (3.11)
Note that because of the reality of hµν , one has
H(e)kℓm = H(e)kℓ−m . (3.12)
Then the field equation reduces to [
∂2
∂t2
+ k2
]
H(e)kℓm(t) = 0, (3.13)
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and thus the solution is given by
H(e)kℓm(t) ∝ Uk(t) , (3.14)
where Uk(t) is defined in Eq. (2.15).
Now we consider the quantization. We write the field operator as
hˆ(e)µν =
∫ ∞
0
dk
∑
ℓ,m
(
N(e)kℓmUk(t)G
(e)kℓm
µν aˆ(e)kℓm + h.c.
)
=
∫ ∞
0
dk
∑
ℓ,m
(
N(e)kℓmUk(t)aˆ(e)kℓm +N(e)kℓ−mUk(t)aˆ
†
(e)kℓ−m
)
G(e)kℓmµν , (3.15)
where we have used the fact that G
(e)kℓm
µν = G
(e)kℓ−m
µν . The constantN(e)kℓm is a normalization factor to be determined
by the canonical commutation relations. Then the quantum counterpart of H(e)kℓm is expressed as
Hˆ(e)kℓm = N(e)kℓmUk(t)aˆ(e)kℓm +N(e)kℓ−mUk(t)aˆ
†
(e)kℓ−m. (3.16)
Note that
Hˆ†(e)kℓm = Hˆ(e)kℓ−m, (3.17)
as a quantum counterpart of Eq. (3.12). From Eq. (3.11), the canonical commutation relations to be imposed on the
corresponding quantum operators are
2k4
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)
[
Hˆ(e)kℓm, ∂tHˆ
†
(e)k′ℓ′m′
]
= iδ(k − k′)δℓ,ℓ′δm,m′ ,
(3.18)[
Hˆ(e)kℓm, Hˆ
†
(e)k′ℓ′m′
]
= 0,
[
∂tHˆ(e)kℓm, ∂tHˆ
†
(e)k′ℓ′m′
]
= 0. (3.19)
Substituting (3.16) into the commutation relations (3.19) and using (2.6) we obtain the condition
2k4
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)
[|N(e)kℓm|2Uk(∂tU¯k)− |N(e)kℓ−m|2(∂tUk)U¯k] = i,
(3.20)
|N(e)kℓm|2 = |N(e)kℓ−m|2. (3.21)
This implies
N(e)kℓm =
1
k2
√
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)
2
. (3.22)
It should be remarked that the normalization of these modes is equivalent to setting
− i
∫
r2dr dΩηµµ
′
ηνν
′
(
H(e)kℓmµν (∂tH¯
(e)k′ℓ′m′
µ′ν′ )− (∂tH(e)kℓmµν )H¯(e)k
′ℓ′m′
µ′ν′
)
= δ(k − k′)δℓ,ℓ′δm,m′ , (3.23)
where
H(e)kℓmµν = N(e)kℓmUk(t)G
(e)kℓm
µν (r,Ω) . (3.24)
2. odd parity
The odd parity tensor harmonics are given by [24]
G
(o)
tµ = 0, G
(o)
rr = 0,
7
G
(o)
rA = T
kℓ
5 YA,
G
(o)
AB = 2T
kℓ
6 YAB , (3.25)
where
YA := Y||C ǫˆCA, YAB := Y||C(A ǫˆCB) = ℓ(ℓ+ 1)YC(A ǫˆCB) , (3.26)
with ǫˆAB being the unit anti-symmetric tensor on the unit 2-sphere (ǫˆθϕ = sin θ etc.) and ǫˆ
A
B = σˆ
AC ǫˆCB. The radial
parts of the harmonics are given by
T kℓ5 = Ψ, T
kℓ
6 =
1
ℓ(ℓ+ 1)− 2∂rr
2Ψ. (3.27)
Again, inserting the decomposition (3.5) into the action (3.2), and using the orthogonality of the tensor harmonics
[24] ∫
r2dr dΩ ηµµ
′
ηνν
′
G(o)kℓmµν G
(o)k′ℓ′m′
µ′ν′ =
2k2ℓ(ℓ+ 1)
(ℓ − 1)(ℓ+ 2)δ(k − k
′)δℓ,ℓ′δm,m′ , (3.28)
we obtain
S(o) =
∫
dtL(o) , (3.29)
where
L(o) =
∫ ∞
0
dk
∑
ℓ,m
k2ℓ(ℓ+ 1)
(ℓ− 1)(ℓ+ 2)
(∣∣∂tH(o)kℓm(t)∣∣2 − k2 ∣∣H(o)kℓm(t)∣∣2) , (3.30)
and the reality condition implies
H(o)kℓm = H(o)kℓ−m . (3.31)
Thus the rest of the arguments goes exactly the same as in the case of even parity if one replaces the suffix (e) with
(o), except for the value of the normalization factor, which now is
N(o)kℓm =
1
k
√
(ℓ− 1)(ℓ+ 2)
2ℓ(ℓ+ 1)
. (3.32)
B. The case of the Milne universe
We now turn to the quantization of gravitational waves in the Milne universe. Similar to the case of the Minkowski
universe, one would expand hµν in terms of the tensor harmonics on the hyperbolic (open) 3-space to reduce the action.
However, this would not give the correct normalization of the mode functions since the ξ=constant hypersurface is
not a Cauchy surface. Nevertheless, except for the normalization, the mode functions can be constructed by solving
the classical field equation. Hence we leave aside the problem of the normalization for a moment and first solve for
the mode functions expressed in terms of the tensor harmonics.
Again we choose the traceless Lorentz gauge
hµν ;ν = 0, h
µ
µ = 0 . (3.33)
In this gauge the field equation for the gravitational perturbation becomes
hµν;α
;α = 0 . (3.34)
As an additional condition to fix the gauge completely, we impose the synchronous gauge condition in the Milne
coordinates (2.10),
hξµ = 0. (3.35)
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As is usually done in the cosmological perturbation theory, we can construct the mode functions by using the
tensor harmonics, which we denote by G(e)pℓm(χ,Ω) and G(o)pℓm(χ,Ω), on the ξ=constant hyperbolic 3-space. The
field operator is then expressed as
hˆµν = hˆ
(e)
µν + hˆ
(o)
µν ;
hˆ(e)µν =
∫ ∞
−∞
dp
∑
ℓ,m
(
aˆ(e)pℓmH(e)pℓmµν + h.c.
)
, (3.36)
hˆ(o)µν =
∫ ∞
−∞
dp
∑
ℓ,m
(
aˆ(o)pℓmH(o)pℓmµν + h.c.
)
, (3.37)
where H(e)pℓmµν and H(o)pℓmµν are the positive frequency functions for even and odd parity modes, respectively, for which
we are going to solve below. As before, we consider the even and odd parity cases separately.
1. even parity
The even parity tensor harmonics G(e)pℓmµν are given by [24]
G(e)ξµ = 0 ,
G(e)χχ = T pℓ1 Yℓm ,
G(e)χA = T pℓ2 Yℓm||A ,
G(e)AB = T pℓ3 Yℓm||AB + T pℓ4 YℓmσˆAB . (3.38)
The ξ-dependent radial parts are expressed in terms of the function P defined in Eq. (2.17) as
T pℓ1 =
1
sinh2 χ
P ,
T pℓ2 =
1
ℓ(ℓ+ 1)
(∂χP + cothχP) ,
T pℓ3 =
2 sinh2 χ
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
(
cothχ∂χP −
{
p2 − 1− ℓ(ℓ+ 1) + 2
2 sinh2 χ
}
P
)
=
2 sinh2 χ
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
(
∂2χP + 3 cothχ∂χP +
{
2− ℓ(ℓ+ 1)− 2
2 sinh2 χ
}
P
)
,
T pℓ4 =
sinh2 χ
(ℓ− 1)(ℓ+ 2)
(
cothχ∂χP −
{
p2 − 1− 2
sinh2 χ
}
P
)
=
sinh2 χ
(ℓ− 1)(ℓ+ 2)
(
∂2χP + 3 cothχ∂χP +
{
2− ℓ(ℓ+ 1)− 2
sinh2 χ
}
P
)
. (3.39)
As before the indices p, ℓ and m on Gµν and P are suppressed for notational simplicity.
Separating H(e)pℓmµν by using these harmonics as
H(e)pℓmµν = ξ2H(e)pℓm(ξ)G(e)pℓmµν (χ,Ω) , (3.40)
the field equation (3.34) reduces to [
∂2
∂ξ2
+
3
ξ
∂
∂ξ
+
p2 + 1
ξ2
]
H(e)pℓm(ξ) = 0. (3.41)
This equation is the same as Eq. (2.21). Thus the solution for H(e)pℓmµν is given by
H(e)pℓmµν = N(e)pℓmξ2UpG(e)pℓmµν , (3.42)
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where N(e) is a normalization constant, which is to be determined.
Now we must determine the normalization constant. To do so, in the scalar case, we analytically continued the
mode functions to the Rindler universe and evaluated the Klein-Gordon norm. However, since T pℓi (i = 1, 2, 3, 4),
which would play the role of the positive frequency functions there in the present case, involve the derivatives of P
with respect to χ, one cannot single out the positive frequency functions in the Rindler universe from the present
form of the mode functions. Thus one must construct a reduced action in the Rindler universe from the beginning
and canonically quantize the dynamical degree of freedom there. Namely, one first expands hµν in terms of spherical
harmonics on the 2-sphere and construct the Hamiltonian written in terms of variables which are functions of ξR and
χR. Then imposing a gauge condition and solving constraint equations, one reduces the action to the one written
in terms of a single variable, say wℓm(χR, ξR). Finally one separates this variable as wpℓm(χR)fpℓm(ξR) and rewrites
the reduced action in terms of wpℓm only. Canonical quantization of this variable and comparison of it with the
mode functions given by Eq. (3.42) then determines the normalization factor. Since this is a complicated and tedious
procedure, we defer the details to Appendix A. Here we only quote the final result,
N(e)pℓm = 1
p(p− i)
√
(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)
2
. (3.43)
It is worth noting that the above normalization implies
− i cosh2 χR
∫
ξ−3R dξRdΩ η
µµ′ηνν
′
(
H(e)pℓmµν (∂χRH¯(e)p
′ℓ′m′
µ′ν′ )− (∂χRH(e)pℓmµν )H¯(e)p
′ℓ′m′
µ′ν′
)
= δ(p− p′)δℓ,ℓ′δm,m′ , (3.44)
which is analogous to Eq. (2.23). Although we do not know any proof, the above relation, together with the same
relation in the Minkowski case (3.23), suggests that a covariant extension of this relation may hold in a general
background spacetime and may be regarded as a defining relation for the norm. Furthermore the relation analogous
to Eq.(2.28) also holds:
− iξ−1
∫
sinh2 χdχ dΩ ηµµ
′
ηνν
′
(
H(e)pℓmµν (∂ξH¯(e)p
′ℓ′m′
µ′ν′ )− (∂ξH(e)pℓmµν )H¯(e)k
′ℓ′m′
µ′ν′
)
=
eπp
2 sinhπp
δ(p− p′)δℓ,ℓ′δm,m′ ,
(3.45)
The factor
eπp
2 sinhπp
exactly coincides with that in the scalar case.
2. odd parity
We proceed in the same way as in the case of even parity. The odd parity tensor harmonics G(o)µν are given by [24]
G(o)ξµ = 0, G(o)χχ = 0,
G(o)χA = T pℓ5 YA,
G(o)AB = 2T pℓ6 YAB, (3.46)
where
T pℓ5 = P , T pℓ6 =
1
ℓ(ℓ+ 1)− 2∂χ sinh
2 χP . (3.47)
As before, separating H(o)pℓmµν as
H(o)pℓmµν = ξ2H(o)pℓm(ξ)G(o)pℓmµν (χ,Ω) , (3.48)
the field equation (3.34) reduces to [
∂2
∂ξ2
+
3
ξ
∂
∂ξ
+
p2 + 1
ξ2
]
H(o)pℓm(ξ) = 0, (3.49)
which is the same as in the case of even parity. The mode functions are then given by
H(o)pℓmµν = N(o)pℓmξ2Up(ξ)G(o)pℓmµν (χ,Ω). (3.50)
After the procedure of canonical quantization as described in Appendix A , the normalization factor is found to be
N(o)pℓm = 1
p− i
√
(ℓ− 1)(ℓ+ 2)
2ℓ(ℓ+ 1)
. (3.51)
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IV. EQUIVALENCE OF THE MILNE AND MINKOWSKI MODE FUNCTIONS
In this section we derive a transformation formula between the gravitational wave mode functions in the Milne and
Minkowski coordinates, to show the equivalence of the Milne and Minkowski mode functions. In other words, the
Euclidean vacuum chosen for the Milne universe indeed turns out to be the conventional Minkowski vacuum.
Since the Minkowski mode functions H
(e)kℓm
µν and H
(o)kℓm
µν are normalized appropriately, the new mode functions
defined by the unitary transformation
H(e)pℓmµν :=
∫ ∞
0
dk CkpH
(e)kℓm
µν , (4.1)
H(o)pℓmµν :=
∫ ∞
0
dk CkpH
(o)kℓm
µν , (4.2)
must be also suitably orthonormalized. In the following discussion, we show that these expressions coincide with the
Milne mode functions H(e)pℓmµν and H(o)pℓmµν , respectively, up to gauge. We consider even and odd parities separately.
A. even parity
First we rewrite Eq. (4.1) as
H(e)pℓmµν =
∫ ∞
0
dk CkpN(e)kℓmUk(t)G
(e)kℓm
µν (r,Ω)
= −p(p− i)N(e)pℓm
∫ t
−i∞
dt′
∫ t′
−i∞
dt′′
∫ ∞
0
dk CkpUk(t
′′)G(e)kℓmµν (r,Ω), (4.3)
where we used the relation N(e)kℓm = N(e)pℓmp(p − i)/k2 and replaced the 1/k2 factor by the double t-integration.
Then the components of H
(e)pℓm
µν in the Milne coordinates are given in terms of those in the Minkowski coordinates
as 
 H
(e)pℓm
ξξ H
(e)pℓm
ξχ H
(e)pℓm
ξA
∗ H(e)pℓmχχ H(e)pℓmχA
∗ ∗ H(e)pℓmAB

 =

 sinh
2 χH
(e)pℓm
rr ξ sinhχ coshχH
(e)pℓm
rr sinhχH
(e)pℓm
rA
∗ ξ2 cosh2 χH(e)pℓmrr ξ coshχH(e)pℓmrA
∗ ∗ H(e)pℓmAB

 . (4.4)
In the Minkowski coordinates, the k-integration in Eq. (4.3) can be performed with the aid of Eqs. (2.25), (3.6) and
(3.7). Then
H(e)pℓmrr = −p(p− i)N(e)
1
r2
∫
dt
∫
dt UPYℓm
=: AY ,
H
(e)pℓm
rA =
1
ℓ(ℓ+ 1)
(
∂r +
1
r
)
r2AY||A,
H
(e)pℓm
AB =
2r2
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
(
∂2r +
3
r
∂r − ℓ(ℓ+ 1)− 2
2r2
)
r2AY||AB
+
σAB
(ℓ− 1)(ℓ+ 2)
(
∂2r +
3
r
∂r − ℓ(ℓ+ 1)− 2
r2
)
r2AY. (4.5)
The t-integration in the expression for A can be replaced by a χ-integration as follows. First we note
ξ =
r
sinhχ
, (4.6)
which gives
dξ = −r coshχdχ
sinh2 χ
, (4.7)
for a fixed r. Therefore we obtain
11
dt = dξ coshχ+ ξ sinhχdχ = −r dχ
sinh2 χ
. (4.8)
Hence
A = −p(p− i)N(e)Up(ξ)
[
(sinhχ)−ip−1
∫
dχ(sinhχ)−2
∫
dχ(sinhχ)ip−1Ppℓ(χ)
]
= −p(p− i)N(e)Up(ξ)
[
1
(ip+ ℓ)(ip+ ℓ− 1)
iℓ+1√
2
Γ(ip+ ℓ + 1)
(sinhχ)5/2
P
−ℓ− 1
2
ip− 5
2
(coshχ)
]
=
−p(p− i)N(e)Up(ξ)
(ip+ ℓ)(ip+ ℓ− 1)(ip− ℓ− 1)(ip− ℓ− 2)
×
(
2(1− ip) cothχ d
dχ
+ 2(1− ip)2 + {ℓ(ℓ+ 1)− (p+ i)(p+ 2i)} 1
sinh2 χ
)
Ppℓ(χ), (4.9)
where the formulas
∂χ
(sinhχ)ν
ν − µ P
µ
ν−1(coshχ) = (sinhχ)
ν−1Pµν (coshχ), (4.10)
and
Pµν (coshχ)√
sinhχ
=
1
µ+ ν + 1
[
− sinhχ∂χ + (ν + 1
2
) coshχ
]
Pµν+1(coshχ)√
sinhχ
, (4.11)
were used in the second and third equalities, respectively. Here we mention that a derivative with respect to r in the
expressions (4.5) can be replaced as
r∂r = − sinh2 χ ξ∂ξ + sinhχ coshχ ∂χ, (4.12)
and so
r∂rA =
[
(1 + ip) sinh2 χ+ sinhχ coshχ ∂χ
]A. (4.13)
The newly defined mode functions H
(e)pℓm
µν also satisfy the traceless Lorentz gauge condition (3.3), but as mentioned
before it does not fix the gauge completely. In fact, H
(e)pℓm
µν satisfy the Minkowski synchronous gauge condition (3.4)
but not the Milne synchronous gauge condition (3.35). Thus to compareH(e)pℓmµν with H(e)pℓmµν , a gauge transformation
is necessary. We consider the gauge transformation
H˜(e)pℓmµν = H
(e)pℓm
µν + ρµ;ν + ρν;µ
= H(e)pℓmµν + gµσ∂νρ
σ + gνσ∂µρ
σ + ρσ∂σgµν , (4.14)
so as to make H˜
(e)pℓm
ξµ = 0.
The condition H˜
(e)pℓm
ξξ = 0 gives the equation,
∂ξρ
ξ =
sinh2 χ
2
AY . (4.15)
It is integrated to give
ρξ =
ξ
−2ip sinh
2 χAY , (4.16)
where we neglected possible existence of an integration constant which is ξ-independent.
The condition H˜
(e)pℓm
ξχ = 0 gives the equation
∂ξρ
χ =
1
ξ2
(
∂χρ
ξ −H(e)pℓmξχ
)
=
1
ξ
(
i
2p
sinh2 χ ∂χ +
i− p
p
sinhχ coshχ
)
AY, (4.17)
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and it is integrated to give
ρχ =
i
p(p− i)
(
i
2
sinh2 χ∂χ − (p− i) sinhχ coshχ
)
AY, (4.18)
where again we set an integration constant to zero.
The condition H˜
(e)pℓm
ξA = 0 gives the equation
∂ξ
(
σˆABρ
B
)
=
1
r2
(
ρξ||A −H(e)pℓmξA
)
=
1
ξ
(
i
2p
− 1
ℓ(ℓ+ 1)
(
(1 + ip) sinh2 χ+ 3 + sinhχ coshχ ∂χ
))AY||A, (4.19)
and it is integrated to give
σABρ
B =
ir2
p(p− i)
(
i
2
− p
ℓ(ℓ+ 1)
(
(1 + ip) sinh2 χ+ 3+ sinhχ coshχ ∂χ
))AY||A , (4.20)
where once again an integration constant was set to zero.
The other components are calculated by substituting the above equations to the following formulas,
H˜(e)pℓmχχ = H
(e)pℓm
χχ − 2∂χρχ + 2ξρξ,
H˜
(e)pℓm
χA = H
(e)pℓm
χA + ξ
2ρχ||A + σAB∂χρ
B ,
H˜
(e)pℓm
AB = H
(e)pℓm
AB + σACρ
C
||B + σBCρ
C
||A + σAB
(
2
ξ
ρξ + 2 cothχ ρχ
)
. (4.21)
Then it is straightforward to check the equalities
H˜(e)pℓmχχ = H(e)pℓmχχ , H˜(e)pℓmχA = H(e)pℓmχA , H˜(e)pℓmAB = H(e)pℓmAB . (4.22)
Thus we have shown equivalence of the positive frequency functions H
(e)pℓm
µν and H(e)pℓmµν up to gauge.
B. odd parity
As in the case of even parity, we rewrite Eq. (4.2) as
H(o)pℓmµν =
∫ ∞
0
dk CkpN(o)kℓmUk(t)G
(o)kℓm
µν (r,Ω) = −i(p− i)N(o)pℓm
∫ t
−i∞
dt′
∫ ∞
0
dk CkpUk(t
′)G(o)kℓmµν (r,Ω). (4.23)
Then the components of H
(o)pℓm
µν in the Minkowski coordinates are given by
H
(o)pℓm
rA = −i(p− i)N(o)
∫
dt UPYA
=: BYA ,
H
(o)pℓm
AB =
2
(ℓ − 1)(ℓ+ 2)∂rr
2BYAB . (4.24)
Transforming the t-integration to a χ-integration as before, B is evaluated as
B = i(p− i)N(o)ξ Up(ξ)
[
(sinhχ)−ip
∫
dχ(sinhχ)ip−1Ppℓ(χ)
]
= i(p− i)N(o)ξ Up(ξ)
[
1
ip+ ℓ
iℓ+1√
2
Γ(ip+ ℓ+ 1)√
sinhχ
P
−ℓ− 1
2
ip− 3
2
(coshχ)
]
=
−i(p− i)N(o) ξ Up(ξ)
(ip+ ℓ)(ip− ℓ− 1) [sinhχ∂χ − (ip− 1) coshχ]Ppℓ(χ). (4.25)
As in the even parity case, by using Eq. (4.12), we can rewrite the derivative with respect to r in (4.24) as
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∂rr
2B = r (sinhχ coshχ∂χ + ip sinh2 χ+ 2)B . (4.26)
The components of H
(o)pℓm
µν in the Milne coordinates are given by the same formula as given in the case of even parity,
Eq. (4.4).
We consider the gauge transformation
H˜(o)pℓmµν = H
(o)pℓm
µν + ζµ;ν + ζν;µ, (4.27)
so as to make H˜
(o)pℓm
ξµ = 0.
The condition H˜
(o)pℓm
ξA = 0 gives the equation
∂ξ(σˆABζ
B) = − sinhχ
r2
BYA, (4.28)
and it is integrated to be
σABζ
B =
r
ip+ 1
BYA. (4.29)
The other components are calculated by substituting the above equation to the formulas (4.21), replacing ρµ with ζµ
and the suffix (e) with (o). Then it is straightforward to check the following equalities,
H˜pℓmχA = HpℓmχA , H˜pℓmAB = HpℓmAB . (4.30)
V. SACHS-WOLFE EFFECT IN THE MILNE AND MINKOWSKI UNIVERSES
In this section we evaluate the temperature anisotropy in the Milne and Minkowski universes due to the so-
called Sachs-Wolfe effect of gravitational wave perturbations [23]. We consider the case when gravitational wave
perturbations are in the Minkowski vacuum state. Since the background spacetime is empty, there is nothing that
physically determines the last scattering surface. Hence we need to specify it by hand. Here we assume that the last
scattering surface is at ξ = ξls in the case of the Milne universe and at t = tls in the case of the Minkowski universe,
and that there is no intrinsic temperature fluctuations when photons are emitted from this surface. This choice of the
last scattering surface is not gauge invariant. Thus to make the problem definite the gauge must be fixed.
First we consider the case of the Milne universe. We take the synchronous gauge with respect to the Milne
coordinates. That is, we set the gauge condition hξµ = 0. Since this is the gauge we adopted for describing the
gravitational wave modes in the Milne universe, we are ready to calculate the Sachs-Wolfe effect now.
To calculate the Sachs-Wolfe effect in the Milne universe, it is convenient to introduce the conformally transformed
spacetime,
dsˇ2 = ξ−2ds2
= −dη2 + dχ2 + sinh2 χdΩ2
=: gˇµνdx
µdxν , (5.1)
where ξ = eη. The corresponding metric perturbations in this transformed spacetime are given by
hˇµνdx
µdxν = ξ−2hµνdx
µdxν . (5.2)
Then taking the position of an observer at χ = 0, η = ηobs, the temperature fluctuation caused by the Sachs-Wolfe
effect is given by [23] (See Eq. (5.15))
δT
T
(Ω) =
1
2
∫ ηobs−ηls
0
dλ
(
∂hˇχχ
∂η
)
(η(λ), χ(λ),Ω) , (5.3)
where
η(λ) = ηobs − λ , χ(λ) = λ . (5.4)
Since hˇχχ = ξ
−2hχχ is the only component that causes the Sachs-Wolfe effect, only the even parity modes contribute
to it. It is customary to describe the temperature anisotropy in terms of the multipole moments that are defined by
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C(γ) :=
〈
0
∣∣∣∣δTT (Ω)δTT (Ω′)
∣∣∣∣ 0
〉
=:
∞∑
ℓ=1
(2ℓ+ 1)
4π
〈a2ℓ〉Pℓ(cos γ), (5.5)
where γ is the angle between Ω and Ω′. By using the expression (3.36) for hˆ
(e)
µν with the mode functions given by
Eq. (3.42), 〈a2ℓ〉 is calculated to be
〈a2ℓ 〉 =
∫ ∞
−∞
dp
∫ ηobs−ηls
0
dλ
∫ ηobs−ηls
0
dλ′
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
32πp2
eπp|Γ(ip+ ℓ+ 1)|2
×e−ip(λ−λ′)e−2ηobs+λ+λ′
P
−ℓ− 1
2
ip− 1
2
(coshλ)
(sinhλ)5/2
P
−ℓ− 1
2
ip− 1
2
(coshλ′)
(sinhλ′)5/2
. (5.6)
Near p = 0, the integrand behaves as ∼ 1/p2, and so the p-integration in (5.6) is infrared divergent.‡
Second, we consider the case of the Minkowski universe. Choosing the synchronous gauge htµ = 0, the temperature
anisotropy is expressed as
δT
T
(Ω) =
1
2
∫ tobs−tls
0
dλ
(
∂hrr
∂t
)
(t(λ), r(λ),Ω) , (5.7)
where
t(λ) = tobs − λ , r(λ) = λ . (5.8)
By using the expression (3.15) for hˆ
(e)
µν , we find that 〈a2ℓ〉 for the present case becomes
〈a2ℓ 〉 =
∫ ∞
0
dk
∫ tobs−tls
0
dλ
∫ tobs−tls
0
dλ′
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
8πkλ2λ′2
e−ik(λ−λ
′)jℓ(kλ)jℓ(kλ
′). (5.9)
Different from Eq. (5.6), this k-integration does not diverge around k = 0. §
Thus we have a seemingly paradoxical result. The rms value of the temperature anisotropy diverges when calculated
in the Milne coordinates while it converges when calculated in the Minkowski coordinates. Since we have already
shown the equivalence of the Milne mode functions and the Minkowski mode functions, the only possible origin of
this difference is the difference in the definition of the last scattering surfaces in the two models. Let us therefore
investigate it in detail.
For this purpose, we reconsider the meaning of the Sachs-Wolfe formula. We begin with the perturbed geodesic
equation expressed in terms of the Milne coordinates, in the conformally transformed spacetime,
kµ∇ˇµkν = −Γν(1)σρkσkρ, (5.10)
where
Γν(1)σρ =
1
2
gˇνµ(∇ˇρhˇµσ + ∇ˇσhˇµρ − ∇ˇµhˇρσ), (5.11)
and ∇ˇµ is the covariant derivative with respect to the background metric in the conformally transformed spacetime.
We expand kν as
kν = kν(0) + k
ν
(1), (5.12)
where
kν(0) = (−1, 1, 0, 0), (5.13)
Then the geodesic equation is expanded as
‡This divergence was first pointed out by B. Allen and R. Caldwell [19].
§This expression is found to be ultraviolet divergent after the λ-integrations [19]. However it should be distinguished from the
infrared divergence in Eq. (5.6) because the present ultraviolet divergence can be removed by introducing a small cutoff at the
lower limit of the λ-integrations. Of course, the equivalent divergence exists in the expression (5.6).
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kν(0)∇ˇνkµ(1) + kν(1)∇ˇνkµ(0) = −Γν(1)σρkσ(0)kρ(0). (5.14)
It gives
∆kη(1) := k
η
(1)(λ = ηobs − ηls)− kη(1)(λ = 0) =
1
2
∫ ηobs−ηs
0
dλ (∂ρhˇση + ∂σhˇρη − ∂ηhˇσρ)kσ(0)kρ(0). (5.15)
In the synchronous gauge the above equation reduces to the standard formula (5.3). Under a gauge transformation
given by
δhˇµν = 2∇ˇ(µρˇν), (5.16)
the component ∆kη(1) changes by (
d
dλ
ρˇη
) ∣∣∣∣
ηobs−ηls
0
. (5.17)
Hence δT/T is not invariant under a gauge transformation. This is not a surprise since this change is due to a shift of
the definition of the last scattering surface. Before the gauge transformation the last scattering surface is at η = ηls
but after the gauge transformation it is at η˜ = η − ρˇη = ηls.
Now it is easy to see that the origin of the divergence is this change of the last scattering surface. Observing
Eq. (4.9), A is finite at p → 0. Hence so is H(e)pℓmµν . So if ∆kη(1) is evaluated by substituting H(e)pℓmµν defined by
Eq. (4.3) into the formula (5.15), there will be no infrared divergence. This situation corresponds to the case when
the last scattering surface is defined in the Minkowski synchronous gauge.
After the gauge transformation, (4.14), the mode functions become the Milne synchronous ones, H(e)pℓmµν = H˜(e)pℓmµν .
It was seen in Eq. (5.6) that if H(e)pℓmµν is substituted into (5.15), the expression becomes infrared divergent. As
explained above, the difference between these two is just caused by the difference in the definition of the last scattering
surface, whose effect on ∆T/T is given by (5.17). It is easy to understand this contribution causes the infrared
divergence if we notice the appearance of an additional singular factor of p−1 in ρˇη = ξ−1ρξ (See Eq.(4.16)).
We suspect a similar divergence to occur in the de Sitter universe if the open chart is used to evaluate the temperature
anisotropy [19]. Then, does this divergence sign a crisis of theoretical framework? We claim that it is not the case
but the divergence is solely due to the unphysical situation we have considered here. In the present model, the last
scattering surface is defined by hand. So it does not have gauge invariant meaning. To make the problem physically
gauge invariant, we need to include in the model some scalar quantity which determines the time slice of constant
temperature in the universe. Then such a quantity will be inevitably coupled with gravity and background spacetime
will be no longer Minkowskian (nor purely de Sitter). Hence the vacuum will be no longer highly symmetric as the
Minkowski vacuum. Namely, if the time slicing defines a homogeneous and isotropic open universe, the symmetry of
the vacuum will be O(3, 1) but not as symmetric as the Minkowski (or de Sitter) vacuum. We expect this ‘symmetry
breaking’ will altar the power spectrum of gravitational waves and remove the divergence. In particular, in a realistic
model of the open inflationary universe, we expect the rms value of the temperature anisotropy to be finite.
VI. SUMMARY
In this paper, we considered the quantized gravitational waves in the Milne universe. We first constructed positive
frequency functions of gravitational wave perturbations corresponding to the Minkowski vacuum state by means of the
coordinates of the Milne universe. We used the analyticity of mode functions in the lower half of complex t-plane as a
guiding principle to determine the positive frequency functions. In this process, we had to fix the normalization of the
mode functions, which are to be determined by setting the appropriate commutation relations on a Cauchy surface.
The Milne universe does not contain a Cauchy surface but its extension, i.e., the Rindler universe, does. Following
the standard reduction scheme for the constrained system, we wrote down the reduced action for the physical degrees
of freedom in the Rindler universe. Using this expression, quantization was performed and the normalization of the
modes were determined.
Next, we examined the equivalence of the positive frequency functions of gravitational wave perturbations written
in terms of the Minkowski coordinates and those in terms of the Milne coordinates. It was shown explicitly that they
are related with each other by a unitary transformation and a succeeding gauge transformation.
Finally, we discussed the Sachs-Wolfe effect in the Milne universe. The contribution to temperature fluctuations
in the Minkowski universe from low frequency modes does not have any bad behavior. However, a naive application
of the Sachs-Wolfe formula to the Milne universe results in infrared divergent temperature fluctuations although the
state is set in the Minkowski vacuum one. We clarified the origin of this divergence. In the Sachs-Wolfe formula for
gravitational wave perturbations, the last scattering surface is chosen to be the time constant surface because the
intrinsic fluctuations of the last scattering surface are to be attributed to scalar perturbations. However, this choice
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of the last scattering surface is not invariant under a gauge transformation if scalar perturbations are neglected. So
the gauge transformation that was necessary to relate the mode functions in the Minkowski universe and in the Milne
universe is the origin of this divergence.
We expect, however, that this divergence will be removed in a realistic model of an open inflationary universe.
Further discussion on this issue will be given in a separate paper.
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APPENDIX A: CANONICAL QUANTIZATION OF GRAVITATIONAL WAVES IN THE RINDLER
UNIVERSE
Here, we discuss the quantization of gravitational waves in the Rindler universe following the standard method to
reduce the degrees of freedom of a constrained system to a physical ones. In this appendix the subscript R in ξR and
χR is omitted for notational simplicity because the Milne coordinates will not be used.
We recapitulate the Lagrangian for the gravitational perturbation,
L(2) =
1
2
(−hµν;ρhµν;ρ + 2hµν;ρhρµ;ν − 2hµν ;νh;µ + h;µh;µ) . (A1)
For later convenience, we introduce the unit normal vectors,
ξµ := (∂ξ)
µ = (1, 0, 0, 0), nµ := ξ−1(∂χ)
µ = (0, ξ−1, 0, 0). (A2)
Thus
ηµν = ξµξν − nµnν + σµν . (A3)
Further we adopt the convention to denote the projection of tensors as
fξ := fµ ξ
µ,
fn := fµ n
µ = ξ−1fχ. (A4)
The following relation is used in the following calculations.
nµ;ν = −1
ξ
ξµnν +
tanhχ
ξ
σµν ,
ξµ;ν = −1
ξ
nµnν +
1
ξ
σµν . (A5)
The each component of covariant derivatives of metric perturbations becomes
hnn;n =
1
ξ
∂χhnn − 2
ξ
hnξ,
hnn;ξ = ∂ξhnn,
hnn;A = hnn||A − 2 tanhχ
ξ
hnA,
hnξ;n =
1
ξ
∂χhnξ − 1
ξ
(hξξ + hnn) ,
hnξ;ξ = ∂ξhnξ,
hnξ;A = hnξ||A − tanhχ
ξ
hξA − 1
ξ
hnA,
hξξ;n =
1
ξ
∂χhξξ − 2
ξ
hnξ,
hξξ;ξ = ∂ξhξξ,
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hξξ;A = hξξ||A − 2
ξ
hξA,
hnA;n =
1
ξ
(∂χ − tanhχ)hnA − 1
ξ
hξA,
hnA;ξ =
(
∂ξ − 1
ξ
)
hnA,
hnA;B = hnA||B +
(
1
ξ
hnξ − tanhχ
ξ
hnn
)
σAB − tanhχ
ξ
hAB,
hξA;n =
1
ξ
(∂χ − tanhχ)hξA − 1
ξ
hnA,
hξA;ξ =
(
∂ξ − 1
ξ
)
hξA,
hξA;B = hξA||B +
(
1
ξ
hξξ − tanhχ
ξ
hnξ
)
σAB − 1
ξ
hAB,
hAB;n =
1
ξ
(∂χ − 2 tanhχ)hAB,
hAB;ξ =
(
∂ξ − 2
ξ
)
hAB,
hAB;C = hAB||C +
(
2
ξ
hξ(AσB)C − 2 tanhχ
ξ
hn(AσB)C
)
, (A6)
where we used the abbreviated notation such as hnA;ξ ≡ hµν;ρnµσνAξρ. Below we expand the metric perturbation in
terms of the spherical harmonics and consider the even and odd parity modes separately.
1. even parity
Concentrating on the even parity modes, we expand the variables by using the spherical harmonics Y = Yℓm(Ω),
h(e)nn =
∑
H(e)ℓmnn Y, h
(e)
nξ =
∑
H
(e)ℓm
nξ Y, h
(e)
ξξ =
∑
H
(e)ℓm
ξξ Y,
h
(e)
nA =
∑
H(e)ℓmn Y||A, h
(e)
ξA =
∑
H
(e)ℓm
ξ Y||A,
h
(e)
AB =
∑(
w(e)ℓmY σˆAB + v
(e)ℓmYAB
)
, (A7)
where
YAB =
Y||AB
ℓ(ℓ+ 1)
+
1
2
σˆABY. (A8)
The reality condition implies Hℓmi = H
ℓ−m
i , where Hi = Hnn, Hnξ, Hn, Hξξ, Hξ, w, v. To keep the simplicity of
notation, we often abbreviate the indices, (e), ℓ and m, unless there arises confusion.
For later convenience, we list the formulas of the Ω-integration,∫
dΩ Y Y = 1,∫
dΩ σˆAA
′
Y||AY||A′ = ℓ(ℓ+ 1),∫
dΩ σˆAA
′
σˆBB
′
YABYA′B′ =
ℓ(ℓ+ 1)− 2
2ℓ(ℓ+ 1)
,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′
YAB||CYA′B′||C′ =
(ℓ(ℓ+ 1)− 2)(ℓ(ℓ+ 1)− 4)
2ℓ(ℓ+ 1)
,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′
YAB||CYA′C′||B′ =
(ℓ(ℓ+ 1)− 2)(ℓ(ℓ+ 1)− 6)
4ℓ(ℓ+ 1)
. (A9)
It is convenient to rewrite the components having more than two of their indices projected onto Ω-sphere;
hnA;B =
[
− ℓ(ℓ+ 1)
2ξ2 cosh2 χ
Hn +
1
ξ
Hnξ − tanhχ
ξ
(
Hnn +
w
ξ2 cosh2 χ
)]
σABY
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+[
ℓ(ℓ+ 1)Hn − tanhχ
ξ
v
]
YAB,
hξA;B =
[
− ℓ(ℓ+ 1)
2ξ2 cosh2 χ
Hξ +
1
ξ
(
Hξξ − w
ξ2 cosh2 χ
)
− tanhχ
ξ
Hnξ
]
σABY
+
[
ℓ(ℓ+ 1)Hξ − 1
ξ
v
]
YAB ,
hAB;n =
σABY
ξ3 cosh2 χ
[∂χ − 2 tanhχ]w + 1
ξ
YAB [∂χ − 2 tanhχ] v,
hAB;ξ =
σABY
ξ2 cosh2 χ
[
∂ξ − 2
ξ
]
w + YAB
[
∂ξ − 2
ξ
]
v,
hAB;C =
w
ξ2 cosh2 χ
Y||CσAB + v YAB||C +
2
ξ
[Hξ − tanhχHn]Y||(AσB)C . (A10)
Then it is straightforward to calculate the Lagrangian for the even parity modes by substituting (A7) into (A1). By
using the formulas (A9) the Ω-integration in the action is performed:∫
d4x
√−g L(2)
[
h(e)µν
]
=
∫
dχ
∫
dξ L(e). (A11)
Here we demonstrate the most complicated terms;∫
dΩ σµµ
′
σνν
′
σρρ
′
(−hµν;ρhµ′ν′;ρ′ + 2hµν;ρhν′ρ′;µ′)
=
∑
ℓ,m
1
(ξ2 cosh2 χ)3
[
− ℓ(ℓ+ 1)− 2
ℓ(ℓ+ 1)
|v|2 + 4ℓ(ℓ+ 1)(ξ cosh2 χ)2 |Hξ − tanhχHn|2
+8ℓ(ℓ+ 1)ξ cosh2 χ [Hξ − tanhχHn]w − 2 (ℓ(ℓ+ 1)− 2) v w
]
. (A12)
Next we define the canonical conjugate momentum by
P
(e)ℓm
i :=
∂L(e)
∂(∂χH
(e)ℓm
i )
, (A13)
where Pi = Pnn, Pnξ, Pn, Pξξ, Pξ, Pw, Pv. Since the χ-derivatives of Hnn, Hnξ and Hn are not contained in the defining
equations of the conjugate momenta, they give the constraint equations
C1 := Pnn − ℓ(ℓ+ 1)Hn − 2ξ coshχ sinhχHnn − 2 tanhχ
ξ
w + ξ2 cosh2 χ
[
∂ξ +
2
ξ
]
Hnξ = 0,
C2 := Pnξ − ξ2 cosh2 χ∂ξ(Hnn +Hξξ)− 2
[
∂ξ − 2
ξ
]
w = 0,
C3 := Pn − ℓ(ℓ+ 1)
(
Hnn +Hξξ +
2
ξ2 cosh2 χ
w − 4 tanhχ
ξ
Hn
)
= 0. (A14)
The other components are
Pξξ = −2
ξ
∂χw − ℓ(ℓ+ 1)Hn − 2ξ coshχ sinhχHnn + 2 tanhχ
ξ
w − ξ2 cosh2 χ
[
∂ξ − 2
ξ
]
Hnξ,
Pξ = 2ℓ(ℓ+ 1)
(
1
ξ
∂χHξ −Hnξ −
[
∂ξ − 1
ξ
]
Hn
)
,
Pw = − 2
ξ3 cosh2 χ
[∂χ − 2 tanhχ]w − 2
ξ
∂χHξξ + 2
[
∂ξ +
2
ξ
]
Hnξ,
Pv =
ℓ(ℓ+ 1)− 2
2ℓ(ℓ+ 1)
1
ξ3 cosh2 χ
∂χv − ℓ(ℓ+ 1)− 2
ξ2 cosh2 χ
Hn. (A15)
The Hamiltonian is defined by
H(e) =
∑
ℓ,m
∑
i
P
(e)
i
(
∂χH
(e)
i
)
− L(e), (A16)
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where ∂χHnn, ∂χHnξ and ∂χHn are to be replaced by λ1, λ2 and λ3, respectively.
The canonical equations of motion are
Hi =
∂H
∂Pi
,
Pi = − ∂H
∂Hi
. (A17)
We set the gauge conditions
Hξξ = 0, Hξ = 0, Hnξ = 0, (A18)
in accordance with hξµ = 0. These gauge conditions imply the consistency conditions ∂χHξξ = 0, ∂χHξ = 0 and
∂χHnξ = 0, which become
0 = D1 = Pξξ + ℓ(ℓ+ 1)Hn + 2ξ sinhχ coshχHnn +
2
ξ
tanhχ w − ξ2 cosh2 χ Pw,
0 = D2 = Pξ + 2ℓ(ℓ+ 1)
(
∂ξ − 1
ξ
)
Hn,
λ2 = 0, (A19)
respectively. Before going further to examine the consistency conditions for the gauge conditions, we consider the
consistency condition for the constraint equations. From ∂χC1 = 0 and ∂χC2 = 0, we obtain
Hn =
cothχ
ℓ(ℓ+ 1)ξ
[(
2− 2Kˆ − ℓ(ℓ+ 1)
cosh2 χ
)
w − ℓ(ℓ+ 1)− 2
2 cosh2 χ
v
]
,
Pw =
1
ξ3 sinhχ coshχ
[
2 ξ2 sinh2 χHnn +
(
4− 2Kˆ − ℓ(ℓ+ 1) + 2
cosh2 χ
)
w − ℓ(ℓ+ 1)− 2
2 cosh2 χ
v
]
, (A20)
and from ∂χC3 = 0 we obtain
Pv =
cothχ
2ℓ(ℓ+ 1)ξ3
[(
−4Kˆ(Kˆ − 1) + ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2)
cosh4 χ
)
w + (ℓ(ℓ+ 1)− 2)
(
2− Kˆ + ℓ(ℓ+ 1)− 4
2 cosh2 χ
)
v
cosh2 χ
]
.
(A21)
Here we introduced the derivative operator
Kˆ = −ξ3∂ξξ−1∂ξ. (A22)
Using the relations which have been already obtained, the second level consistency conditions for the gauge conditions,
∂χD1 = 0 and ∂χD2 = 0 reduce to
E1 := Hnn − 2w
ξ2 cosh2 χ
= 0, (A23)
and
λ3 =
1
ℓ(ℓ+ 1)ξ
[(
4(Kˆ − 1) + 3ℓ(ℓ+ 1)
cosh2 χ
)
w +
ℓ(ℓ+ 1)− 2
2 cosh2 χ
v
]
, (A24)
respectively. Furthermore ∂χE1 = 0 gives the condition
λ1 =
2
ξ2 coshχ sinhχ
[(
(Kˆ − 4) + ℓ(ℓ+ 1) + 6
2 cosh2 χ
)
w +
ℓ(ℓ+ 1)− 2
4 cosh2 χ
v
]
. (A25)
Now only the second level consistency conditions for the three constraint equations, ∂2χCi = 0, are remaining. These
conditions are found to be satisfied by using the relations which we have already obtained and so they do not give
any new condition. Thus we found the system of the primary and the secondary constraints closes.
Now we find that the equation for w reduces to
∂χw =
Π
cosh2 χ
,
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∂χΠ =
[
−ℓ(ℓ+ 1)− Kˆ cosh2 χ
]
w, (A26)
where Π is defined by
Π(e)ℓm := − cosh2 χ
[
ℓ(ℓ+ 1)ξ
2
H(e)ℓmn + tanhχ w
(e)ℓm
]
. (A27)
All the other variables can be written in terms of w and Π as
Hnn =
2w
ξ2 cosh2 χ
,
Hn = − 2
ℓ(ℓ+ 1)ξ
[
tanhχ w +
Π
cosh2 χ
]
,
Hξ = Hξξ = Hnξ = 0,
v =
4 cosh2 χ
ℓ(ℓ+ 1)− 2
[(
2− Kˆ − ℓ(ℓ+ 1) + 2
2 cosh2 χ
)
w +
tanhχ
cosh2 χ
Π
]
,
Pnn =
2
ξ
[
2 tanhχ w − Π
cosh2 χ
]
,
Pn =
8
ξ2
[(
1 +
ℓ(ℓ+ 1)− 2
2 cosh2 χ
)
w +
tanhχ
cosh2 χ
Π
]
,
Pnξ = 4
(
∂ξ − 2
ξ
)
w,
Pξξ = 0,
Pξ =
4
ξ
(
∂ξ − 2
ξ
)(
tanhχ w +
Π
cosh2 χ
)
,
Pw =
2
ξ3 cosh2 χ
(
2 tanhχ w − Π
cosh2 χ
)
,
Pv =
2
ℓ(ℓ+ 1)ξ3
[(
4− 3Kˆ − 2
cosh2 χ
)
tanhχ w +
(
2− Kˆ + ℓ(ℓ+ 1)− 4
2 cosh2 χ
)
Π
cosh2 χ
]
. (A28)
Of course, Eqs. (A26) and (A28) are consistent with the mode functions obtained in Section 3.
Substituting (A28) into the canonical form of the action
∫
dχ
∫
dξ L(e)ℓm :=
∫
dχ
∫
dξ

∑
ℓ,m
∑
i
P
(e)ℓm
i
(
∂χH
(e)ℓm
i
)
−H(e)

 , (A29)
the reduced action becomes∫
dχ
∫
dξ L(e)(red) =
∑
ℓ,m
8
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
∫
dχ
∫
dξ
ξ3
×
[
ΠKˆ(Kˆ − 1) (∂χw)− 1
2
(
1
cosh2 χ
ΠKˆ(Kˆ − 1)Π + wKˆ(Kˆ − 1)
{
ℓ(ℓ+ 1) + Kˆ cosh2 χ
}
w
)]
. (A30)
Then we can see easily that w and Π can be expanded by using the eigen function of the operator Kˆ. The normalized
eigen functions should satisfy
Kˆfp = (p
2 + 1)fp, (A31)
and ∫ ∞
0
dξ
ξ3
fpfp′ = δ(p− p′). (A32)
Thus we find fp = −ξ−ip+1/
√
2π ≡ −ξ2Up, where Up is defined in Eq. (2.22). We expand the variables w and Π as
w(e)ℓm = −ξ2
∫
dp w(e)pℓmUp, Π(e)ℓm = −ξ2
∫
dp Π(e)pℓmUp. (A33)
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Then the reality condition becomes
wpℓm = w−pℓ−m. (A34)
Using this expansion, the final form of the reduced action for the even parity modes becomes∫
dχdξ L(e)(red) =
∫ ∞
−∞
dp
∑
ℓ,m
8p2(p2 + 1)
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
×
∫
dχ
[
Π(e)pℓm
(
∂χw(e)pℓm
)− 1
2
( |Π(e)pℓm|2
cosh2 χ
+
{
ℓ(ℓ+ 1) + (p2 + 1) cosh2 χ
} |w(e)pℓm|2
)]
. (A35)
Now we consider the quantization. We expand the operator wˆ(e), which is the quantum counter part of w(e) :=∑
ℓ,mw
(e)ℓmYℓm, as
wˆ(e) = −ξ2
∫ ∞
−∞
dp
∑
ℓ,m
(
w(e)pℓm(χ)Up(ξ)Yℓm(Ω)aˆ(e)pℓm + h.c.
)
. (A36)
Since the mode functions are already obtained in Eq. (3.42), comparison of the traceless part of H(e)pℓmAB with the
definition of w in Eq. (A7) readily gives the solution for w(e)pℓm(χ),
w(e)pℓm = N(e)pℓm
(
T pℓ4 −
ℓ(ℓ+ 1)
2
T pℓ3
)
= −N(e)pℓm
2
Ppℓ , (A37)
which, of course, satisfies the equation of motion (A26). Then
wˆ(e) =
ξ2
2
∫ ∞
−∞
dp
∑
ℓ,m
(N(e)pℓmPpℓUpYℓmaˆ(e)pℓm + h.c.)
=
ξ2
2
∫ ∞
−∞
dp
∑
ℓ,m
(
N(e)pℓmPpℓaˆ(e)pℓm + Γ(ip+ ℓ+ 1)
Γ(−ip+ ℓ+ 1)N(e)−pℓ−mPpℓaˆ
†
(e)−pℓ−m
)
UpYℓm, (A38)
where we used the relations which hold in the Rindler universe,
Up = U−p ,
P−pℓ = Γ(ip+ ℓ+ 1)
Γ(−ip+ ℓ+ 1)Ppℓ . (A39)
From this expression the quantum operator wˆ(e)pℓm corresponding to w(e)pℓm in the reduced action (A35) is read off
wˆ(e)pℓm = −1
2
(
N(e)pℓmPpℓaˆ(e)pℓm + Γ(ip+ ℓ+ 1)
Γ(−ip+ ℓ+ 1)N(e)−pℓ−mPpℓaˆ
†
(e)−pℓ−m
)
, (A40)
which, of course, satisfies the relation
wˆ†(e)pℓm = wˆ(e)−pℓ−m, (A41)
corresponding to the reality condition (A34).
With the aid of Eq. (A26), Eq. (A35) determines the canonical commutation relations to be imposed,
8p2(p2 + 1)cosh2 χ
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
[
wˆ(e)pℓm, ∂χwˆ
†
(e)p′ℓ′m′
]
= iδ(p− p′)δℓ,ℓ′δm,m′ ,[
wˆ(e)pℓm, wˆ
†
(e)p′ℓ′m′
]
= 0,
[
∂χwˆ(e)pℓm, ∂χwˆ
†
(e)p′ℓ′m′
]
= 0. (A42)
Substituting (A40) into the above relations, we finally obtain the result given in Eq. (3.43).
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2. odd parity
We recapitulate the odd parity 2-dimensional vector and tensor harmonics introduced in section 3,
YA := Y||C ǫˆCA, YAB := Y||C(A ǫˆCB) = ℓ(ℓ+ 1)YC(A ǫˆCB), (A43)
where ǫˆAB is the unit antisymmetric tensor on the unit 2-sphere with the metric σˆAB. We note a basic relation
between ǫˆAB and σˆAB ,
ǫˆAB ǫˆCD = σˆAC σˆBD − σˆADσˆBC . (A44)
We list the formulas, ∫
dΩ σˆAA
′YAYA′ = ℓ(ℓ+ 1),∫
dΩ σˆAA
′
σˆBB
′YABYA′B′ = 1
2
ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2) ,∫
dΩ σˆAA
′
σˆBB
′Y[A||B]Y[A′||B′] = 1
2
ℓ2(ℓ+ 1)2,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′YAB||CYA′B′||C′ = 1
2
ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2) (ℓ(ℓ+ 1)− 4) ,∫
dΩ σˆAA
′
σˆBB
′
σˆCC
′YAB||CYB′C′||A′ = 1
4
ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2) (ℓ(ℓ+ 1)− 6) ,∫
dΩ σˆAA
′
σˆBCYAB||CYA′ = −ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2) . (A45)
We expand the metric perturbation in terms of the spherical harmonics as
h
(o)
nA =
∑
H(o)ℓmn YA, h(o)ξA =
∑
H
(o)ℓm
ξ YA, h(o)AB =
∑
w(o)ℓmYAB . (A46)
The subscript (o) is sometimes suppressed, too. Then we have
hnn;A = −2 tanhχ
ξ
HnYA,
hξn;A =
(
− tanhχ
ξ
Hξ − 1
ξ
Hn
)
YA,
hξξ;A = −2
ξ
HξYA,
hnA;n =
(
1
ξ
(∂χ − tanhχ)Hn − 1
ξ
Hξ
)
YA,
hnA;ξ =
(
∂ξ − 1
ξ
)
HnYA,
hξA;n =
(
1
ξ
(∂χ − tanhχ)Hξ − 1
ξ
Hn
)
YA,
hξA;ξ =
(
∂ξ − 1
ξ
)
HξYA,
hn[A;B] = HnY[A||B],
hn(A;B) =
(
Hn − tanhχ
ξ
w
)
YAB,
hξ[A;B] = HξY[A||B],
hξ(A;B) =
(
Hξ − 1
ξ
w
)
YAB ,
hAB;n =
1
ξ
(∂χ − 2 tanhχ)w YAB,
hAB;ξ =
(
∂ξ − 2
ξ
)
w YAB ,
hAB;C = wYAB||C +
(
2
ξ
Hξ − 2 tanhχ
ξ
Hn
)
Y(AσB)C . (A47)
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Here we also used the abbreviated notation such as hnA;ξ ≡ hµν;ρ nµσνAξρ. The reality condition impliesHℓmi = Hℓ−mi .
It will be worth noting that the Lagrangian for the odd parity modes are expressed as
L(2)
[
h(o)µν
]
=
1
2
{
4hnA;nhnn;A′ − hnn;Ahnn;A′ + 4hξA;ξhξξ;A′ − hξξ;Ahξξ;A′
+2 (hnA;ξhnA′;ξ + hξA;nhξA′;n + hnξ;Ahnξ;A′)
−4 (hnA;ξhnξ;A′ + hξA;nhnξ;A′ + hξA;nhnA′;ξ)
}
σAA
′
+
1
2
{
4hn[A;B]hn[A′;B′] − 4hn(A;B)hn(A′;B′) + hAB;nhA′B′;n
−4hξ[A;B]hξ[A′;B′] + 4hξ(A;B)hξ(A′;B′) − hAB;ξhA′B′;ξ
}
σAA
′
σBB
′
+
1
2
{−hAB;ChA′B′;C′ + 2hAB;ChB′C′;A′} σAA′σBB′σCC′ , (A48)
where we used the fact that the odd parity modes are traceless by construction.
Then by using the formulas (A45), the Ω-integration in the action is performed:∫
d4x
√−g L(2)
[
h(o)µν
]
=
∫
dχ
∫
dξ L(o). (A49)
Here we demonstrate the most complicated terms;∫
dΩ σµµ
′
σνν
′
σρρ
′
(−hµν;ρhµ′ν′;ρ′ + 2hµν;ρhν′ρ′;µ′)
=
∑
ℓ,m
1
(ξ2 cosh2 χ)3
[
−ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2) |w|2 + 4ℓ(ℓ+ 1)(ξ cosh2 χ)2 |Hξ − tanhχHn|2
]
. (A50)
Next we define the canonical conjugate momentum by
P
(o)ℓm
i =
∂L
∂(∂χH
(o)ℓm
i )
, (A51)
The defining equation of the conjugate momentum of Hn gives the constraint equation
C := Pn +
4 ℓ(ℓ+ 1)
ξ
tanhχHn = 0. (A52)
The other components are
Pξ = 2ℓ(ℓ+ 1)
(
1
ξ
∂χHξ −
[
∂ξ − 1
ξ
]
Hn
)
,
Pw = − ℓ(ℓ+ 1) (ℓ(ℓ+ 1)− 2)
2 ξ3 cosh2 χ
(∂χw − 2 ξHn) . (A53)
The Hamiltonian is defined by
H(o) =
∑
ℓ,m
∑
i
P
(o)ℓm
i
(
∂χH
(o)ℓm
i
)
− L(o), (A54)
with the replacement of ∂χHn by λ. The canonical equations of motion are given by Eq. (A17).
We set the gauge condition
Hξ = 0. (A55)
This gauge condition implies the consistency condition , ∂χHξ = 0, which becomes
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0 = D =
Pξ
2ℓ(ℓ+ 1)
+
(
∂ξ − 1
ξ
)
Hn (A56)
From the condition ∂χC = 0,
Pw =
ℓ(ℓ+ 1)
ξ3
[
(ℓ(ℓ+ 1)− 2)
cosh2 χ
tanhχ w + Kˆ(ξHn)
]
, (A57)
follows. The second level consistency condition for the gauge condition, ∂χD = 0, reduces to
λ = −2 tanhχHn − ℓ(ℓ+ 1)− 2
2ξ cosh2 χ
w. (A58)
Now the second level consistency condition for the constraint equation, ∂2χC = 0, is remaining. Again this condition
is found to be satisfied by using the relations which we have already obtained. Thus we find that the system of the
constraints closes. Now the equation for Q(o)ℓm := ξH
(o)ℓm
n reduces to
∂χQ =
Π
cosh2 χ
,
∂χΠ =
[
−ℓ(ℓ+ 1)− cosh2 χKˆ
]
Q, (A59)
where
Π(o)ℓm := − ℓ(ℓ+ 1)− 2
2
w(o)ℓm − 2ξ sinhχ coshχH(o)ℓmn . (A60)
All the other variables can be written in terms of Q and Π as
Hn =
Q
ξ
,
Hξ = 0,
w =
−2
ℓ(ℓ+ 1)− 2 [Π + 2 sinhχ coshχ Q] ,
Pn = −4ℓ(ℓ+ 1)
ξ2
tanhχ Q,
Pξ = −2ℓ(ℓ+ 1)
ξ
(
∂ξ − 2
ξ
)
Q,
Pw =
ℓ(ℓ+ 1)
ξ3
[(
Kˆ − 4 tanh2 χ
)
Q− 2 tanhχ
cosh2 χ
Π
]
. (A61)
Of course, Eqs. (A59) and (A61) are consistent with the mode functions obtained in Section 3.
Substituting (A61) into the canonical form of the action the reduced action becomes∫
dχ
∫
dξ L(o)(red) =
∑
ℓ,m
2ℓ(ℓ+ 1)
ℓ(ℓ+ 1)− 2
∫
dχ
∫
dξ
ξ3
×
[
ΠKˆ (∂χQ)− 1
2
(
1
cosh2 χ
ΠKˆΠ+QKˆ
{
ℓ(ℓ+ 1) + Kˆ cosh2 χ
}
Q
)]
. (A62)
As before, the variables Q and Π are expanded as
Q(o)ℓm = −ξ2
∫
dp Q(o)pℓmUp, Π(o)ℓm = −ξ2
∫
dp Π(o)pℓmUp. (A63)
Then the reality condition becomes
Qpℓm = Q−pℓ−m. (A64)
Using this expansion, the reduced action becomes
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∫
dχdξ L(o)(red) =
∫ ∞
−∞
dp
∑
ℓ,m
2(p2 + 1)ℓ(ℓ+ 1)
(ℓ− 1)(ℓ + 2)
×
∫
dχ
[
Π(o)pℓm
(
∂χQ(o)pℓm
)− 1
2
( |Π(o)pℓm|2
cosh2 χ
+
{
ℓ(ℓ+ 1) + (p2 + 1) cosh2 χ
} |Q(o)pℓm|2
)]
. (A65)
Comparison of the H(e)pℓmχA component with the definition of Q gives
Q(o)pℓm = N(o)pℓmT pℓ5 = N(o)pℓmPpℓ. (A66)
Then, repeating the same procedure taken below Eq. (A37), we obtain the result given in Eq.(3.51).
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