INTRODUCTION
Foliowing Knuth [10] , we define an addition chain for a positive integer n to be a séquence C -(no, ni, ..., n s ) of positive integers such that (i) no = 1 and n s -n, (ii) for each i, 1 < i < s, there exist k, j < i such that ni = UJ + n&.
The integer s is the length of the chain C and is denoted by \C\. The chain length £(n) of n is the minimal length of all possible chains for n.
We also dénote the chain length of a set of numbers {mi, ..., m*} by £(1711, • • •, WH)' Addition chains for n generate multiplication schemes for the computation of x n . For instance, the chain (1, 2, 4, 8, 9, 17, 34, 43) leads to the following scheme for the computation of or 43 Therefore, £(n) is equal to the smallest number of multiplications required for the computation of x n . Any explicit algorithm for the génération of addition chains clearly sets an upper bound on the function £(n). Thus the usual binary expansion algorithm (see [10] ) implies that £ (n) < À (n) + v (n) -1, where À (n) -|_log2 (n)J and v (n) is the number of 1 in the binary expansion of n. Ho wever, the problem of Computing the exact value of £(n) seems to be difficult. Indeed, a slightly more complex problem, namely the problem of Computing the chain length for a set of integers, has been shown to be iVP-complete [9] . Therefore, it is interesting to consider sub-optimal addition chains, provided that they can be constructed in an efficient way. We briefly recall the major results about the length of addition chains. Schönhage [12] established the lower bound £(n) > log 2 (n) + log 2 (v(n)) -2.13. Brauer [1] showed that the optimal length was asymptotically À (n) = |Jbg2 ( n )J by producing the upper bound, £ (n) < A (n) + A (n)/p + 2^-2 for ail p>l. For a suitable p (for instance, p -[1/2 Iog2 (A (n))J, the right-hand side of the inequality converges to A (n). Thurber [13] improved Brauer's resuit as follows: take fir&t the binary représentation n; set m = A(n) + 1; then, starting from the leading digit, partition the binary word into equal parts of length p, producing the set {ni, n2, ..., ^|~m/p]}* Then, each n % is in the initial set {1, 2, 3, ..., 2 P -1}, and the number n is produced by applying the rules:
Note that multiplication by 2 P is achieved by shifting, and if n 2 is even, then it can be replaced by an odd number n^ such that ni = n^ V for some j > 1, This does not affect the total number of shifts, Then £ (n) is bounded by the total number of opérations needed to produce n, namely
£(n) <X(n) ~(p-l)
Informatique théorique et Applieations/Thêoretical Informaties and Applications where 2^~1) stands for the computation of all odd numbers less than 2 P . In that same paper, Thurber points out that this construction can be improved for small values of n: he proposed to take greater values of p and to replace the initial set of 2^p~^ odd numbers by a chain for the set {ni, n2, ..., ^[m/ï>"]}) yielding the upper bound
Thus, the problem of Computing £ (n) is reduced to the computation of an optimal chain for the set {ni, 712, ... •, n\m/p\}-This suggests the use of Yao's [14] method. Yao's algorithm is asymptotically optimal, but there is still place for improvemènts when the numbers ni are small.
In [2, 4] , we have introduced such an algorithm for the case of a set of two numbers. Namely, a chain for {n, k} is obtained through the continuée! fraction expansion for n/fc, where n > k, The gênerai case is treated in [5] . We called chains of this form continued fraction addition chains, cf-chains for short, or also euclidean chains. We proved that for an infinité class of integers, cf-chains are much closer to optimal addition chains than the chains obtained by the usual binary method. Minimal-length euclidean chains are not optimal but they thave the nice property of being easy to compute and are significantly shorter, on the average, than chains obtained by the binary method (section 3). Indeed, the worst case for the binary method occurs when n = 2 k -1, and yields a chain of length 2 À (n) while the average case length is 1.5 À (n). Asymptotically, our algorithm produces addition chains with length bounded by 1.2946 Iog2 (n) for the average case, 1.5 Iog2 (n) for the worst case, and is asymptotically optimal for the worst case of the binary method.
THE CONTINUED FRACTION ALGORITHM
Let C (n) = (no, ni, ..., n$) and C (m) = (mo, mi, ...., mt) be some addition chains for n and m respectively. Let j be also one of the integers appearing in C (n). Define the product C (n) ( g> C (m) and the sum C (n) 0 j to be C (n) ( g> C (m) = (no, ni, ..., n s , nmi C (n) © j -(no, ni, ..., n 5 , n s + j).
The following lemma is immédiate, LEMMA 1: Let n = aq -h r with r < a. If C {a, r) is an addition chainfor {a, r} and if C (q) is an addition chainfor g, then, C (a, r) ®C(q) @ r is an addition chain for n.
• In any case, the chain for 2 a should always be (1, 2, 4, ..., 2 a ), since it is clearly the unique minimal length chain.
The algorithm
The basic idea of the algorithm is to split the binary word representing n as follows.
p \ and r = n mod 2 P . Then n = k -2 P + r. If the number m -A (n) + 1 of digits of n is odd, then we have k > r and by Lemma 1, we obtain the chain
If m is odd it may happen that k < r, in which case one rewrites n = k * (2 P + 1) + (r -fc). Clearly, r -k < k and we apply again Lemma 1 to produce the chain C (n) = C (Jfc, r -Jfc) <g> C (2P + 1) © (r -fc).
Observe that p = [#digits/2j. For this reason we call our method dichotomie. We give now a précise form to the method as an algorithm. (n, a) = L(n, A;).
Proof: Let a (n) = k. We only need to check this for n = 3 and n - Observe that this chain has length 15, whereas the binary method produces the chain This chain has length 17, whereas the binary method produces the chain with length 20, (1, 2, 4, 5, 10, 11, 22, 23, 46, 47, 94, 95, 190, 191, 382, 383, 766, 1532, 1533, 3066, 3067). Table 1 shows that on the average, the binary method is by far the worst with respect to the length. The computation time was obtained by running the program on a MIPS2000 and represents the time needed to produce ail the addition chains. Note that in order to compute x n we don't really need the actual chain but only the associated multiplication scheme which is better described in computer arithmetics by a dag (directed acyclic graph). This will be discussed in section 3.3. For a given method 7 (binary, dichotomie, optimal), let £ (n, 7) be the chain length for n obtained by 7. Let k be fixed. We shall dénote the average length and maximum values of £ (n, 7), for n G [2 fe , 2 fc+1 -1], by £^ (n, 7) and M (A:, 7), respectively.
RESULTS

Comparison with optimal chains for small numbers
For the average and worst cases, the dichotomie method is by far better than the binary method as can be seen in Table 2 . We have not included the values n < 511 since the maximum value is then 1.75 À (n) obtained for n = 11 for all methods. Clearly, for very small values of n, the comparison is not relevant. 5, 1995 We defîne Thurber's upper bound T (k) by = min Table 3 compares the statistics £k(n, a)/A(n), M(fc, a), As expected, computer calcultations show that the average value l\~ (n, o)jk for the dichotomie method decreases with increasing n, while the maximum remains fairly stable near 1.5 À (n). Note that Thurber's method requires an analysis of the binary représentation of n, in order to produce the necessary shifts. Moreover, the unnecessary odd numbers can be deleted at a cost O(A(n)). To make the comparison complete, it would be interesting to produce an average case analysis of Thurber's method. As far as we know this analysis is not known and goes beyong the scope of this paper. Now we shall produce an upper bound for £(n, a), To do so we need a preliminary resuit. PROPOSITION 1: Let a be a positive integer and assume that L (n, k) < 2 log 2 n -1 for 2 < n < 2 a+1 -1 and 1 < k < n.
(n, M (fc,
Then, £(q, a) < 2 log 2 (q + 1) -2, for 1 < q < 2 2a -1.
Proof: It is straightforward to check this inequality for 1 < q < 63. For a given q such that 64 < q < 2
where k G [2 6 , 2 6+1 -1]. It follows that 2 6 < q < 2 26+1 from which we obtain b > 5/2 and, thus, b > 3. In the same way 2 2b~1 < q < 2 2a yields b < a. An easy conséquence is that 8 < k < 2 a+1 ' -1 and, by the assumption
for l<r<fc -1. As a special case we have
Casel:
, a) + £ (fe, a), and (g, <x) < b -1 + 2 log 2 fc-l<2&~3 + 2 log 2 fc -1 < 2 log 2 (g + 1) -2. But 3/2 log 2 g + 1 < 2 log 2 g -2 for q > 2 6 and, thus, £{q, a)<21o g2 (g+l)-2.
, and £ (q, a) < 6-1+2 log 2 k < 2 6-2+2 log 2 k = 2 log 2 g-2 < 2 log 2 (g+l)-2.
Then we have q = 2 6 fc + r where 0 < r < 2 6 
But we also have k < (2 6+1 fc) 1 / 2 < (2 g) 1 / 2 and 2 b k < g, yielding the inequality £(q, a) < 3/21og 2 q + l/21og 2 g -2 < 21og 2 (g + 1) -2, using the fact that g > 2 5 .
•
We proceed by induction on n. The property can be checked for n -2, 3, 4, 5, 6, 7. Now, observe that for k -1, the claim is true since L(n, 1) = ^(n, a) < 21og 2 (n + 1) -2 < 21og 2 n -1, for n > 8. Assuming the chaim true for 2 < n < 2 a+1 -1 we show that it remains true for 2 a+1 < n < 2 a+2 -1, where a > 2. Then we have 2 a > a + 2 and we can apply Proposition 1.
Let n and k be integers such that 2 a+1 <n< 2 a+2 -1, and 1 < k < n. Let d = Gcd (n, fc) and [q\, ..., g/] be the continued fraction expansion of n/fc. 1: Gcd{n, fc) > 1. If Z = 1 then n -q\k and
where max(gi, fc) < n/min(gi, /c) < n/2 < 2 a+1 . Using the induction hypothesis we obtain L (n, k) < 2 log 2 qi-1 + 2 log 2 fc -1 < 2 log 2 n -1.
If l ^ 1 then from (1) we have L (n, fc) = £ (d, a) + L (n', k') + 1 and again, by the induction hypothesis L (n, k) < 2 log 2 d -1 + 2 log 2 n' -1 + 1 = 2 log 2 n -1.
2: Gcd(n, k) = 1 and Z = 2. Then n -(q\ g 2 + 1) and k -g 2 . Moreover, L (n, fc) == ^ (q\, cr) + >£ (ç 2 , a) + 1. Using Proposition 1 we have the upper bound -3
But q\ + g 2 < 1 + gi Ç2, therefore and thus L(n, fc) < 21og2n -1. Ca^e 3: Gcd (n, k) = 1 and ^ > 2. We have n = (gi g 2 + 1) n' + gi k' and A; = (g 2 + 1) n' + fc 7 , for some integers n', fc' such that 1 < kf < n f . Moreover n' < n/(q\ g 2 +1) < n/2 < 2 a+1 , and we can apply the induction hypothesis to n'. Since (gi + 1) (g 2 + 1) < 2 (gi g 2 + 1) it follows that 1, 1, 1, . .., 11.
Then, according to (1) , L (F n , F n -i) = 5 -1 = 1.44035 log 2 (F n ) + 0.672, where s is the length of the continued fraction (see [10] ).
In order to get near worst-case numbers we need a set of good candidates. Namely numbers such that, £ (q ) a) is close to the upper bound given in Theorem 1. A straightforward vérification shows the next Lemma. Observe that there is still a gap between the numbers obtained and the expérimental results listed in Table 3 . A set of good candidates for the worst case is given by continued fractions of the following type: 11, 1, 7, ..., 1, 7] ; (L(915, 844)/log 2 (915) = 1.829709371); [1, 7, 1, 11, 1, 7, ..., 1, 7] ; (1,(919, 816)/log 2 (919) = 1.828539655);
[1, 7, 1, 7, ..., 1, 7] ; (L(631, 560)/log 2 (631) = 1.827662954).
It seems that the worst case for ne [2 fc , 2 fc+1 -1] is given by a continued fraction of the first type. We will see in the next section that this agress with the asymptotic analysis.
Asymptotic values
Let [ci, ..., qi] be some continued fraction expansion. The associated matrix A is Let t -Tr(A) be the trace of A. Since det A = (-1)*, the caracteristic polynomial of A is X 2 -tX + ( -1)*. The absolute value of the product of the eigenvalues of A is 1. The only case where Tr (A) < 2 occurs when l -1 and q E {1, 2}. This implies that in any case, the matrix A has an eigenvalue strictly greater than 1 and an eigenvalue whose absolute value is strictly less than 1. The greatest of the eigenvalues is denoted r. lts value is n^oo Iog2 n In [3] we established the equality l (2 n -1, a) = n -2 + A (n) + v (n). It shows that, for the worst case of the binary method, the chains produced by the dichotomie method are asymptotically optimal. Namely, Given a fixed fc, let P (r) be the probability that a quotient of r occurs in the computation of the continued fraction of k/a when a is chosen at random. Let T (k) be the average length of the continued fractions when r ranges in [1, k -1] . Then, the expression between brackets is summed over all k * T (k) partial quotients appearing in the continued fractions. Therefore,
r, a).
But T (jfe) « 12 In (2)/TT 2 In (k) and In (fc) = In (2) log 2 (k) so that,
Taking the limit when k -> oo, we obtain the desired resuit.
• The probability P (r) in the theorem is estimated by (see [10] )
Therefore, the series in (3) is approximately It shows that the series is convergent. Now, the computation of the first 1000 éléments shows that £(n, a) w (1.294508882...) A (n). The error e is computed as follows 61n 2 
Space-Time tradeoff
Indeed, the effective construction of an optimal euclidean chain is equivalent to the computation of its associated dag. More precisely, addition chains are represented by linked lists. Each node represents one term of the chain, and two pointers link this node to the terms whose sum give this term. Observe that the terms of the chain are not part of this représentation. This allows for a constant time implementation of the basis opérations <g> and ©. This particular aspect of the problem was studied in ( [7] , [8] ) using a Scheme implementation. A careful analysis of the recursive calls shows that, at each level of recursion we need to remember the values of at most two numbers. It follows that the number of registers needed to compute the dag corresponding to n is O(À(À(n))).
In comparison the multiplication scheme for n associated with the binary method is given by its binary représentation, and is basically free. However the computation time of an euclidean chain using the dichotomie principle is low enough to consider it as a good alternative to the binary algorithm {cf. Example 4).
Example 4: The computation time required for constructing 1,000,000 chains for numbers in the range [2 30 , 2 31 -1] required 5:40 minutes of CPU time. Therefore the time required for the computation of one addition chain is about 0.340 ms. If one restricts to the construction of the dag associated, the time required will be reduced accordingly since the time shown includes the effective computation of the addition chain.
Remarks
The algorithm can be improved as follows. First observe that every chain contains 2. From this f act one can ask if it is suitable to compute Euclid (n, 2). Computer calculations summarized in Table 4 show that L (n, 2) > £ (n, a) in 30% of the cases while the equality holds in 55% of them. TABLE 4 Comparison between L (n, 2)and£(n, a) for 2 < n < 8192. So, when using Chain (n) instead of Euclid (n, 2), the total gain is 1707, and to force the compilation of Chain (n) in that case, we need to insert in algorithm Chain the line elif r < 2 then return Chain (722) <S> Chain (q) © r (f)
Another improvement arises from the fact that the binary method is optimal for ail n such that v (n) < 3. Using this fact one can replace the first two lines in algorithm Chain by if v (n) < 3 then return, Binary Chain (n) (
We suppose hère that one has available a function Binary Chain (n) which returns a chain for n according to the standard binary method. In Table 5 we compare the dichotomie methods deduced from the observations above. Dichotomie \ stands for the algorithm deduced by forcing the computation of Chain(n) instead of Euclid (n, 2) (f), and Dichotomieŝ tands for the additional modification (J) which forces the computatin of the binary method when v(n) < 3. 
CONCLUSION
The euclidan dichotomie algorithm is much better than the binary algorithm, but it is not optimal. Extensive computations reveal, as expected, that it is better than Thurber's asymptotically optimal algorithm, for numbers having less than 80 digits, and suggest the use of an algorithm which adapts according to the length of the binary représentation of numbers.
The number of registers required for producing a dag associated with a given number n is O(À(À(n))). Since the depth of the dag is exactly the length of the addition chain, there is clearly no data compression when using dags instead of the standard binary représentation. However, it improves drastically the exponentiation process, especially when working with semigroups having a costly multiplication: matrix multiplication is such an opération; euclidean chains also form a semigroup with product <g>.
