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1. Introduction
Let H be a given Hilbert space of analytic functions on some domain Ω ⊂ Cn . When Ω = D, i.e. the unit disc and H is
the classical Hardy space, then Beurling’s famous theorem completely characterizes all invariant subspaces. “Invariant” will
in this paper mean invariant with respect to multiplication by polynomials. If one considers other norms, then it is well
known that the situation becomes drastically more complicated. For example, the invariant subspaces of the Bergman space
are still not understood, although a major effort has been spent on this task, see e.g. [5–8,10,20,25,26,34] to name a few.
Another direction of study is the search for Beurling type theorems in several variables. The related issue in algebra is the
study of ideals, which is an old and, at least in the case of the algebra of polynomials Pol, well-understood subject. A key
trend has been to assume that some well-understood algebra A is dense in the Hilbert space H in question, and then “lift”
results from A to H, see e.g. [2,8,9,14,15,18,19,22–24]. Another main direction has been to do function theory on the space
itself, for example to analyze the spectral properties of the operator tuple (Mz1 , . . . ,Mzn ), which in turn can be used to
obtain information on the invariant subspace structure of the space in question. See e.g. [17,21,30–32].
This paper is concerned with the task of characterizing invariant subspaces with ﬁnite codimension. We depart from the
strategies outlined above and give weak conditions on the space H itself under which all such subspaces have a natural
and simple characterization. This approach uniﬁes the ones mentioned above, in the sense that the main result improves
corresponding results in the respective areas. An obvious motivation for this work is that there are many spaces in which
e.g. the polynomials are not dense, for example one can take weighted Bergman spaces in one variable. Another reason
is that even if polynomials are dense, this might not be known, and the characterization of invariant subspaces of ﬁnite
codimension can be of use in proving that the polynomials indeed are dense. This situation occurs in [13].
We also extend the scope to include vector-valued analytic functions. One motivation for this is that in model theory
for operators, one often describes a given operator as a multiplication operator on a space of vector-valued functions, the
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vector-valued functions.
Before going further, we introduce some notation. Given a point ζ ∈ Cn we write ζ = (ζ1, . . . , ζn). By a domain in Cn
we mean a bounded open connected set. Given a domain Ω ⊂ Cn we will let z : Ω → Ω denote the identity function, i.e.
z(ζ ) = ζ and similarly we deﬁne zi : Ω → C by zi(ζ ) = ζi for i ∈ {1, . . . ,n}. Given any Banach space X , we will denote by
Pol(Cn, X) the set of X-valued polynomials on Cn . A function f : Ω → X is called analytic in Ω if for each λ ∈ Ω we can
write
f (ζ ) =
∑
j∈Nn
α( j)(ζ − λ) j (1.1)
where the sum is absolutely convergent in a neighborhood of λ. For a number of equivalent deﬁnitions we refer to
[29, Ch. 3.11]. We denote by Hol(Ω, X) and Rat(Ω, X) the set of analytic functions on Ω respectively the rational func-
tions that are ﬁnite on Ω (i.e. the closure of Ω). Moreover, we write Hol(Ω, X) for the set of functions holomorphic in
a neighborhood of Ω . Whenever n, Ω and X are understood from the context, we will simply write Pol, Rat and Hol,
respectively. Given a set of analytic functions on some domain Ω we deﬁne the operator of evaluation at λ ∈ Ω by
P0λ( f ) = f (λ).
Which set of functions P0λ acts on will always be clear from the context. Consider a Banach space H ⊂ Hol(Ω, X) such that
Pol(Cn,C)H ⊂ H, i.e. we assume that Mzi : H → H given by Mzi ( f ) = zi f are well-deﬁned operators on H, i = 1, . . . ,n.
By an “invariant subspace”, we mean a closed subspace M ⊂ H which is invariant under Mzi for all i = 1, . . . ,n. Note that
if we assume all P0λ ’s to be bounded, then by the closed graph theorem it immediately follows that the operators Mzi as
well as the inclusion map ι : H → Hol(Ω, X) given by ι( f ) = f , are bounded (where the topology of Hol is that of uniform
convergence on compacts). It thus immediately follows that
sup
λ∈K
{∥∥P0λ∥∥}< ∞ (1.2)
whenever K ⊂ Ω is compact. For a ﬁxed number t ∈ N, let X {0,...,t}n denote the linear space of all functions α :
{0, . . . , t}n → X , let λ ∈ Ω be ﬁxed and let f denote an arbitrary element of H with series expansion at λ given by (1.1).
We then deﬁne the operator Ptλ : H → X {0,...,t}
n
by setting
Ptλ( f ) = α|{0,...,t}n , (1.3)
where α|{0,...,t}n denotes the restriction of α to the set {0, . . . , t}n . By (1.2) and Cauchy’s formula it easily follows that if we
endow X {0,...,t}n with the norm
‖α‖X{0,...,t}n =
∑
j∈{0,...,t}n
∥∥α( j)∥∥X ,
then each Ptλ is bounded. In the remainder, we shall always assume that H ⊂ Hol(Ω, X) is a Banach space as above, i.e.
that it satisﬁes
(A1) Pol H ⊂ H.
(A2) P0λ is bounded and surjective for all λ ∈ Ω .
The above assumptions are common to all axiomatic treatments of Banach spaces of analytic functions, but here the strate-
gies depart. In this paper, we shall focus on properties of the following operators. For every λ ∈ Cn we deﬁne Θλ : Hn → H
by
Θλ( f1, . . . , fn) =
n∑
i=1
(zi − λi) f i . (1.4)
Note that we trivially have RanΘλ ⊂ Ker P0λ for all λ ∈ Ω and RanΘλ = H for all λ /∈ σ(Mz1 , . . . ,Mzn ), where
σ(Mz1 , . . . ,Mzn ) denotes the joint spectrum in the sense of Taylor. In particular, Ω ⊂ σ(Mz1 , . . . ,Mzn ). The Taylor spec-
trum will be brieﬂy discussed in Section 2. For a thorough treatment we refer to [28]. In [21] a massive machinery is
developed for investigating when
Ω = σ(Mz1 , . . . ,Mzn ) (1.5)
holds, and the issue of when
RanΘλ = Ker P0 (1.6)λ
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The issue of whether (1.6) holds is called Gleason’s problem, which in general is diﬃcult. Chapter 8 of [21] is devoted to
application of these techniques to Bergman spaces, and as a consequence a characterization of the invariant subspaces with
ﬁnite codimension is achieved (see Example 2.8).
In this paper we show that the full strength of (1.5) and (1.6) is not needed for a characterization of invariant subspaces
with ﬁnite codimension. In addition to (A1)–(A2) we shall only assume that H satisﬁes
(A3) H = cl(RanΘλ) for all λ ∈ Cn \ Ω ,
(A4) Ker P0λ = cl(RanΘλ) for all λ ∈ Ω ,
where cl denotes the closure. Although these assumptions are clearly weaker than (1.5) and (1.6), they are not always easy
to verify, especially if Ω is complicated. In Section 2 we give a fairly extensive account on methods that can be employed
to verify (A3)–(A4). We also show by concrete examples that this approach is rewarding, in the sense that we are able to
generalize earlier theorems concerning the Bergman space (see Example 2.8). However, we point out that extending results
in several variables is not the sole motivation for the present note. To our knowledge, the vector-valued situation has not
been analyzed even in the one-variable case, and this is essential for example in [13]. It will be clear from Example 1.1
below that the vector-valued situation is more intricate than the scalar valued one.
We now move to the central theme of the paper, namely the actual description of the ﬁnite-codimensional subspaces.
For each i ∈ {1, . . . ,n} and any t ∈ N, let Si : X {0,...,t}n → X {0,...,t}n denote the ith shift, i.e. the operator given by
Si(α)( j1, . . . , jn) =
{
0, ji = 0,
α( j1, . . . , ji−1, ji − 1, ji+1, . . . , jn), 0 < ji  t.
Note that
Ptλ
(
(zi − λi) f
)= Si P tλ( f ). (1.7)
We now give an example of an invariant subspace with ﬁnite codimension.
Example 1.1. Let H satisfy (A1) and (A2). Let t, K ∈ N and λ1, . . . , λK ∈ Ω be given. Moreover for each 1 k K let Nk be
an Si-invariant subspace of X {1,...,t}
n
with ﬁnite codimension, where i = 1, . . . ,n. Set
M = { f ∈ H: Ptλk ( f ) ∈ Nk, ∀k = 1, . . . , K}. (1.8)
Then M is an invariant subspace with ﬁnite codimension.
Note that in the scalar-valued case, (1.8) is equivalent with prescribing multiplicities of the zeroes {λk}, but that the
subspaces can be more complicated even in the Cn-valued setting. That the above subspace is invariant follows directly by
equality (1.7). That it has ﬁnite codimension is part of the next theorem, which is the main result of this paper.
Theorem 1.2. Let H satisfy (A1) and (A2). Then the subspace given in Example 1.1 has codimension
codimM =
K∑
k=1
codimNk.
Moreover, if H also satisﬁes (A3) and (A4), then any closed invariant subspace with ﬁnite codimension has the form (1.8).
2. Discussion of the setup and examples
This section aims to motivate the choice of the assumptions (A1)–(A4) and to brieﬂy discuss their relations with other
concepts. The necessity for (A2) on a “space of analytic functions” is pretty clear. In terms of model theory for commut-
ing operators, (A1) is natural since one often wishes to model an operator T as Mz (or a tuple of commuting operators
(T1, . . . , Tn) as (Mz1 , . . . ,Mzn )) on a space of analytic functions, see e.g. [1,12,13,16,17]. We turn to (A3) and (A4). Before
discussing the situation in several variables, let us mention that (A3) and (A4) are often easily checked in the case of one
variable. Then Θλ = Mz − λ and one usually has the stronger conditions that
H = Ran(Mz − λ) for all λ ∈ C \ Ω, (2.1)
and
Ker P0 = Ran(Mz − λ) for all λ ∈ Ω. (2.2)λ
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Ω = σ(Mz).
Moreover, (2.2) is easily seen to be equivalent with
(
f ∈ H and f (λ) = 0) ⇒ f
z − λ ∈ H,
which usually is easy to check. The only case which can be tricky to check is thus λ ∈ ∂Ω , where ∂Ω denotes the boundary
of Ω . We refer to [3,4] for conditions under which
cl
(
Ran(Mz − λ)
)= H
holds for λ ∈ ∂Ω , and also note that this equality can fail for very natural spaces on the unit disc, see below.
Example 2.1. Let D ⊂ C denote the unit disc. Given α ∈ R set
Dα =
{
f =
∞∑
k=0
akz
k ∈ Hol(D): ‖ f ‖2 =
∞∑
k=0
(k + 1)α |ak|2 < ∞
}
.
Then D0 is the classical Hardy space, D−1 the Bergman space and D1 the Dirichlet space. Dα satisﬁes (A1)–(A4) if and only
if α  1. For α > 1 the problem is that Dα has bounded point evaluations on ∂D, which does not take much effort to see.
In the one-variable case, it will be clear from the proofs in Section 3 that bounded point evaluations on ∂D is the only
thing which “stands in the way” of characterizing the invariant subspaces of ﬁnite codimension for all Dα-spaces. Moreover,
this situation is typical, i.e. by a careful investigation of boundary behavior, it is often possible to use the techniques of
Section 3 to obtain characterizations for more general spaces, but this falls outside the scope of this paper.
Example 2.2. Given any domain Ω ⊂ C and p  1 we deﬁne the Bergman space
Lpa (Ω) =
{
f ∈ Hol(Ω): ‖ f ‖p =
∫
Ω
∣∣ f (ζ )∣∣p dA(ζ ) < ∞},
where A denotes the area measure on C. It is shown in [8] that L2a(Ω) satisﬁes (A1)–(A4) if no connected component of
∂Ω is a point.
Example 2.3. Let Ω be a domain containing 0 such that ∂Ω consists of ﬁnitely many non-trivial closed simply disjoint
rectiﬁable Jordan curves. Let T be a pure subnormal operator such that σ(T ) = Ω and such that the spectrum of the
minimal normal extension equals ∂Ω . Then T is similar to Mz on a Hilbert space H of X-valued analytic functions on Ω ,
where X is any Hilbert space with dim X = − ind T . Moreover, H satisﬁes (A1)–(A4). These facts follow from [1] as well
as [13].
We now move the discussion to the case n > 1. First we note that Ω has to be (Hartogs) pseudo-convex. If this is not
the case, then it follows by standard results (see e.g. Theorem 3.4.2 of [27]) that there exists a larger domain Ω˜ such that
each f ∈ Hol(Ω) extends to an analytic function f˜ ∈ Hol(Ω˜), and moreover one can pick a w ∈ Ω˜ \ Ω and a compact set
K ∈ Ω such that∣∣ f˜ (w)∣∣< C sup
ζ∈K
{∣∣ f (ζ )∣∣}
for some constant C > 0. By (1.2) we thus have that f 
→ f˜ (w) is a bounded linear functional, and clearly RanΘw lies in
the kernel of this functional, which means that we cannot have (A3).
We assume for the remainder that Ω is pseudo-convex. Different techniques have to be applied to analyze (A3) for
λ ∈ ∂Ω and λ ∈ Cn \Ω . We begin by discussing the latter issue, which is the easier one. The following lemma takes care of
most cases. Let M(H) denote the multiplier algebra of H (i.e. the set of a ∈ Hol(Ω,C) such that the operator Ma given by
f 
→ af is a bounded operator into H).
Lemma 2.4. Assume that Ω =⋂∞k=1 Ωk where Ωk are pseudo-convex domains, and that Hol(Ω) ⊂ M(H). Then RanΘλ = H for all
λ ∈ Cn \ Ω .
Proof. Fix λ ∈ Cn \ Ω and pick k such that λ /∈ Ωk . By an application of Hörmander’s solution of the ∂¯-equation, there are
functions f1, . . . , fn ∈ Hol(Ωk) such that
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n∑
j=1
(z j − λ j) f j(z) (2.3)
on Ωk (see e.g. Ch. 5 [27]). Thus, given any h ∈ H we have h = Θλ(hf1, . . . ,hfn). 
We remark that the condition on Ω clearly is satisﬁed for strictly Levi pseudo-convex domains, due to the existence of
a global deﬁning function (see e.g. Ch. 3 [27]).
As mentioned in Section 1, (A3) and (A4) are related to the Taylor spectrum of (Mz1 , . . . ,Mzn ), which we now brieﬂy
discuss. We refer to [28] or [21] for a full deﬁnition of the joint Taylor spectrum σT (Mz1 , . . . ,Mzn ). Let us mention here that
in the case n = 2, λ = (λ1, λ2) /∈ σT (Mz1 ,Mz2 ) if and only if the complex
{0} → H (Mz2−λ2,−(Mz1−λ1))−−−−−−−−−−−−−→ H ⊕ H Θλ−→ H → {0}
is exact. In the general case (n > 2), it is still true that λ /∈ σT (Ω) implies that RanΘλ = H. In particular, we always have
that Ω ⊂ σT (Mz1 , . . . ,Mzn ), so if
Ω = σT (Mz1 , . . . ,Mzn ), (2.4)
then
RanΘλ = H, ∀λ ∈ Cn \ Ω.
An easy condition for (2.4) to hold is that Ω is rationally closed and
Rat(Ω)H ⊂ H. (2.5)
To see that this is the case, assume that λ ∈ σT (Mz1 , . . . ,Mzn ) \ Ω . By assumption there exists an r ∈ Rat(Ω) such that|r(λ)| > supζ∈Ω {|r(ζ )|}. Thus the numerator of r(λ) − r(·) is a polynomial p such that p(λ) = 0 and p(ζ ) = 0 for all ζ ∈ Ω .
(2.5) now implies that Mp is invertible. But on the other hand, we have (see [28])
σ(Mp) = σ
(
p(Mz1 , . . . ,Mzn )
)= p(σT (Mz1 , . . . ,Mzn ))  p(λ) = 0,
which is a contradiction.
Other techniques are necessary to analyze (A3) for λ ∈ ∂Ω . For example, we have the following two lemmas. The ﬁrst
is an extension of an argument found in [4]. Let A(Ω) denote the Banach algebra of holomorphic functions on Ω that are
continuous on Ω , equipped with the supremum norm.
Lemma 2.5. Let H and λ ∈ ∂Ω be given and suppose either that H is reﬂexive or that limk→∞ ak f = 0 in the weak topology for all
f ∈ H and a ∈ A(Ω) with ‖a‖ = 1, a ≡ 1. If
(i) A(Ω) ⊂ M(H),
(ii) the operator Θ A(Ω)λ deﬁned by (1.4) on A(Ω) satisﬁes codim(cl(Ran(Θ
A(Ω)
λ ))) = 1,
(iii) λ is contained in a peak set for A(Ω),
then (A3) holds for that λ.
Proof. Suppose that cl(RanΘλ) = H. By the Hahn–Banach theorem we can pick an f ∈ H and a φ ∈ H∗ such that φ( f ) = 1
and RanΘλ ⊂ Kerφ. Applying the closed graph theorem to the inclusion map from A(Ω) into M(H), it is not hard to see
that there exists a constant C such that
‖a‖M(H)  C‖a‖A(Ω).
Given any a ∈ A(Ω) and  > 0 we can use (ii) to write
a = a(λ) + Θ A(Ω)λ (B) + r
for some B ∈⊕nj=1 A(Ω) and r ∈ A(Ω) with ‖r‖ <  , which combined with the earlier remarks and an easy limit argument
yields that
φ(af ) = a(λ)φ( f ) = a(λ).
Now, take a such that a(λ) = 1, a ≡ 1 and ‖a‖ = 1. In the case when H is reﬂexive, it follows by standard functional analysis
that a subsequence of ak f converges weakly to 0, and hence we obtain the contradiction
1= φ(ak f )
k→∞−−−→ 0.
The same contradiction is obviously also reached in the non-reﬂexive case. 
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Proof. It is shown in Ch. VII of [33] that each λ ∈ ∂Ω is a peak point for A(Ω) when Ω is strictly pseudo-convex with
C2-boundary. Hence (iii) follows. Moreover, in the same chapter it is also shown that given any  > 0 and a ∈ A(Ω), there
exists a pseudo-convex domain Ω˜ such that Ω ⊂ Ω˜ and an a˜ ∈ Hol(Ω˜) such that
‖a− a˜‖A(Ω) < .
If a(λ) = 0 we can clearly take a˜(λ) = 0 as well. Since Gleason’s problem is solvable for Hol(Ω˜) (see e.g. Ch. 5, [27]), the
desired conclusion follows easily. 
We now discuss (A4). The question of whether
Ker P0λ = RanΘλ
holds for a given λ ∈ Ω is known as Gleason’s problem, and is generally hard. We refer to [21,33,35] and the references
therein. The softer issue (A4) is easier to verify. For example, it is easily seen that if H has a continuously imbedded dense
subset A such that
codim
(
cl
(
Ran
(
ΘAλ
)))= 1, (2.6)
then (A4) holds for H. In particular, if Rat, Pol or Hol(Ω) is dense in H, then we automatically have (A4). By the same
argument as in the proof of Lemma 2.6 it follows that (2.6) holds for A = A(Ω) as well when Ω is strictly pseudo-convex
with C2-boundary. (Here the closure in (2.6) is essential, the best known result (to our knowledge) for Gleason’s problem
to be solvable requires C3-boundary, see Ch. VII [33].) We ﬁnish this section with a few examples of spaces that satisfy
(A1)–(A4).
Example 2.7. A Hilbert space H ⊂ Hol(Ω,C), where Ω ⊂ Cn is a domain, is called an “analytic Hilbert module” [15,18] if
Pol ⊂ H, Pol is dense in H and P0λ restricted to Pol extends to a bounded functional on H if and only if λ ∈ Ω . Using the
observation related to (2.6), it is easy to see that each analytic Hilbert module satisﬁes (A1)–(A4).
Example 2.8. Given any pseudo-convex domain Ω ∈ C, Banach space X and p  1 we deﬁne the Bergman space
Lpa (Ω) =
{
f ∈ Hol(Ω, X): ‖ f ‖p =
∫
Ω
∥∥ f (ζ )∥∥pX dA(ζ ) < ∞
}
,
where A denotes the area measure on Cn . If Ω is geometrically convex, then it is not hard to use the above remarks to
prove that Lpa (Ω) satisﬁes (A1)–(A4). This is also true for any strictly pseudo-convex domain Ω with C
2-boundary but this
is much harder to verify. That (A3) holds is a direct consequence of Lemmas 2.4, 2.5 and 2.6. Moreover, by the remarks
following (2.6), (A4) holds if Hol(Ω) is dense in Lpa (Ω). That this is the case follows by Theorem B in [11]. Theorem 1.2
in this case generalizes Theorem 8.3.1 of [21] (which considers p = 2, X = C and domains with smooth boundary) as well
as Theorem 8 in [8] (which allows any p but considers a restrictive class of domains). Note that the characterization of
invariant subspaces in both these theorems are different than that of Theorem 1.2. For example, in [21] invariant subspaces
with ﬁnite codimension are characterized as∑
k
pkL
2
a(Ω),
where the sum is ﬁnite and pk are polynomials with common zero set in Ω . One may of course go from this characterization
to the one given in this paper (and back).
Finally, we remark that when Ω is geometrically convex then Hol(Ω) can be shown to be dense in H for most “decent”
spaces H, simply by considering dilations, and hence (A4) holds. If in addition A(Ω) ⊂ M(H), then (A3) can also be veriﬁed
by “bare hands”, using the techniques introduced in this section. To see this, note that for each λ ∈ Cn \ Ω there exists a
w ∈ Cn such that p(z) =∑nj=1(z j − λ j)w j satisﬁes{
z: p(z) = 0}∩ Ω = ∅.
Thus (2.3) holds with f j(z) = w j/p(z). Moreover, peak functions for A(Ω) can be easily constructed by considering 1/p for
functions of the above type, and hence (A3) follows by the methods of Lemmas 2.4 and 2.6.
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From now on, we will only consider the case Ω ⊂ C2. It is not hard to generalize all subsequent arguments to the case
Ω ⊂ Cn . The proof of Theorem 1.2 relies on a number of lemmas. We shall always implicitly assume that H is a Banach
space of X-valued analytic functions on some domain Ω in C2. Given λ ∈ Ω and t ∈ N we will let P˜ tλ denote the operator
on H/Ker Ptλ induced by Ptλ .
Lemma 3.1. Let λ ∈ Ω and t ∈ N be given. Then P˜ tλ is a bijection onto X {0,...,t}
2
. Moreover, let q be a C-valued polynomial such that
q(λ) = 0. Then the operator PtλMq also induces a bijection from H/Ker Ptλ onto X {0,...,t}
2
.
Proof. P˜ tλ is trivially injective, and by repeated use of (A2) it is not hard to see that it is also surjective. We omit the details
and turn to the second part of the statement. By basic algebraic geometry there exists a polynomial q′ such that
q · q′ − 1 ∈ (z1 − λ1)t+1Pol+ (z2 − λ2)t+1Pol.
The operator Mq′ ( P˜ tλ)
−1 is then easily seen to be an inverse of the operator in question. 
Note that X {0,...,t}2 in a trivial way can be identiﬁed with Mt(X) – the set of all (t + 1) × (t + 1)-matrices with entries
from X . We will in the following make no distinction between the two. Given t ∈ N and Λ = {λ1, . . . , λK } ⊂ Ω we now
form the operator PtΛ : H → (Mt(X))Λ by setting
PtΛ( f )(λk) = Ptλk ( f ). (3.1)
When the points of Λ are numbered as above, we will also treat PtΛ as an operator from H into
⊕K
k=1Mt(X) in the obvious
way.
Lemma 3.2. Let Λ = {λ1, . . . , λK } ⊂ Ω and t ∈ N be given. Also let q be a polynomial with q(λ) = 0 ∀λ ∈ Λ. Then PtΛMq induces a
bijection from H/Ker PtΛ onto (Mt(X))Λ .
Proof. By Lemma 3.1 it is clear that the induced operator is well deﬁned and injective. To see that PtΛMq is surjective, pick
numbers A, B ∈ C such that the numbers Aλk,1 + Bλk,2 are different for all 1 k K . Set Ck = −Aλk,1 − Bλk,2 and put
qk(ζ ) =
∏
j =k
(Aζ1 + Bζ2 + C j)2t+1.
Then q(λk)qk(λk) = 0 and qqkH ∈ Ker Ptλ j whenever j = k. Now use Lemma 3.1 to conclude that
Ran PtΛMq ⊃
{
PtΛ
(
K∑
k=1
qqk fk
)
: f1, . . . , f K ∈ H
}
= (Mt(X))Λ. 
We omit the proof of the following simple observation.
Lemma 3.3. Let X1, X2 be Banach spaces and Ti : X1 
→ X2 , i = 1,2, be bijections. If M ⊂ X1 has ﬁnite codimension and T1(M) ⊂
T2(M), then T1(M) = T2(M). Also, if T : X1 → X2 is surjective and Ker T ⊂ M, then codimM = codim T (M).
We are now in a position to prove the ﬁrst part of Theorem 1.2.
Corollary 3.4. Let H be a Banach space of X-valued analytic functions on Ω . Then the subspace given in Example 1.1 has codimension
codimM =
K∑
k=1
codimNk.
Proof. Set Λ = {λ1, . . . , λK } and recall the operator PtΛ : H →
⊕K
k=1Mt(X) deﬁned by (3.1). As PtΛ is surjective we have
PtΛ(M) = N1 ⊕ N2 ⊕ · · · ⊕ NK .
Moreover we clearly have Ker PtΛ ⊂ M, so by Lemma 3.3 we get
codim(M) = codim(PtΛ(M))= codim(N1 ⊕ · · · ⊕ NK ) =
K∑
codim(Nk). 
k=1
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Theorem 3.5. LetH be a Banach space of X-valued analytic functions onΩ such that (A1)–(A4) are fulﬁlled. Then any closed invariant
subspace M with ﬁnite codimension has the form (1.8).
The proof goes as follows. Each Mzr (r = 1,2) induces an operator M˜zr on the ﬁnite-dimensional space H/M. Let
p1(ζ ) =
M∏
i=1
(ζ − μi)mi
be the characteristic polynomial of M˜z1 and p2(ζ ) =
∏N
j=1(ζ − ν j)n j that of M˜z2 , where M,N,mi,n j ∈ N and μi, ν j ∈ C.
Then pr(M˜zr ) = 0, i.e.
pr(Mzr )H ⊂ M (r = 1,2). (3.2)
Put t =max{m1, . . . ,mM ,n1, . . . ,nN } − 1 and
ΛΩ =
{
(μi, ν j): (μi, ν j) ∈ Ω
}
. (3.3)
The main diﬃculty in proving Theorem 3.5 is to show that
Ker PtΛΩ ⊂ M. (3.4)
If we assume for the moment that this has been established then the desired conclusion is obtained as follows. Enumerate
the points in ΛΩ so that ΛΩ = {λ1, . . . , λK } and PtΛΩ maps into
⊕K
k=1Mt(X). Set N = PtΛΩ (M) and Nk = Ptλk (M). It then
follows that
f ∈ M ⇐⇒ PtΛΩ ( f ) ∈ N
so it remains to prove that
N = N1 ⊕ N2 ⊕ · · · ⊕ NK .
The inclusion N ⊂ N1 ⊕ N2 ⊕ · · · ⊕ NK is trivial. To see the other, let qk be as in the proof of Lemma 3.2 and set
N˜k = Ptλk (qkM).
This gives N˜k ⊂ Nk and N˜1 ⊕ N˜2 ⊕ · · · ⊕ N˜N ⊂ N . However, from Lemmas 3.1 and 3.3 it follows that N˜k = Nk , which
concludes the proof. The remainder of the section is devoted to showing that (3.4) holds. The idea of the proof is to show
that each f ∈ Ker PtΛΩ can be approximated by elements in p1H + p2H and then use (3.2). In the coming lemmas we keep
the notation from above without reintroduction. For any λ ∈ C2 and t ∈ N we deﬁne the operator Θtλ : H2 → H by
Θtλ( f1, f2) = (z1 − λ1)t+1 f1 + (z2 − λ2)t+1 f2. (3.5)
Note that Θ0λ = Θλ so by assumptions (A3) and (A4) we know that cl(RanΘ0λ) = Ker P0λ for all λ ∈ Ω and cl(RanΘ0λ) = H
for all λ ∈ C2 \ Ω .
Lemma 3.6. For any t ∈ N and λ ∈ Ω we have cl(RanΘtλ) = Ker Ptλ .
Proof. Given t1, t2 ∈ N we deﬁne Θt1,t2λ : H2 → H by
Θ
t1,t2
λ ( f1, f2) = (z1 − λ1)t1+1 f1 + (z2 − λ2)t2+1 f2
and we also deﬁne Pt1,t2λ in the obvious way so that the codomain is X
{0,...,t1}×{0,...,t2} . We will actually prove the stronger
statement that cl(RanΘt1,t2λ ) = Ker Pt1,t2λ for any t1, t2  0, using induction over c = t1 + t2. Note that the statement holds
for c = 0. Thus assume that the assertion is true for all t′1, t′2 with t′1 + t′2 = c, for some c  0 and let t1, t2 be such that
t1 + t2 = c + 1. Let f ∈ H be such that Pt1,t2λ ( f ) = 0. Since clearly RanΘt1,t2λ ⊂ Ker Pt1,t2λ and Pt1,t2λ is bounded, we are
done if we show that f ∈ cl(RanΘt1,t2λ ). We ﬁrst assume that neither t1 nor t2 is zero and let  > 0 be arbitrary. Since
cl(RanΘ0,0λ ) = Ker P0,0λ there are g1, g2 ∈ H such that f = (z1 − λ1)g1 + (z2 − λ2)g2 + r where ‖r‖ <  . By (1.7) we obtain
0= Pt1,t2λ ( f ) = S1Pt1,t2λ (g1) + S2Pt1,t2λ (g2) + Pt1,t2λ (r)
which implies that∥∥Pt1−1,0(g1)∥∥ ∥∥Pt1,0(r)∥∥ ∥∥Pt1,t2∥∥. (3.6)λ λ λ
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S2P
t1−1,t2
λ (g)
)
(k) = (Pt1−1,t2λ (g1))(k), ∀k ∈ {0, . . . , t1 − 1} × {1, . . . , t2}.
Now set f1 = g1 − (z2 − λ2)g and f2 = g2 + (z1 − λ1)g . Combining the above identity with (3.6) we get that∥∥Pt1−1,t2λ ( f1)∥∥= ∥∥Pt1−1,t2λ (g1) − S2Pt1−1,t2λ (g)∥∥= ∥∥Pt1−1,0λ (g1)∥∥< ∥∥Pt1,t2λ ∥∥. (3.7)
Moreover f = (z1 − λ1) f1 + (z2 − λ2) f2 + r so whenever k ∈ {0, . . . , t1} × {1, . . . , t2} we have
0= (Pt1,t2λ ( f ))(k) = (S1Pt1,t2λ ( f1) + S2Pt1,t2λ ( f2) + Pt1,t2λ (r))(k)
= 0+ (Pt1,t2λ ( f2))(k1,k2 − 1) + (Pt1,t2λ (r))(k)
which implies that∥∥Pt1,t2−1λ ( f2)∥∥ ∥∥Pt1,t2λ (r)∥∥ ∥∥Pt1,t2λ ∥∥, (3.8)
in analogy with (3.7). By the open mapping theorem there exists a constant C such that there exists an s1 ∈ H with
Pt1−1,t2λ ( f1) = Pt1−1,t2λ (s1)
and ‖s1‖ C‖Pt1,t2λ ‖ . Choosing s2 in the obvious analogical fashion we obtain
f = (z1 − λ1) f ′1 + (z2 − λ2) f ′2 + r′
where f ′1 = f1 − s1, f ′2 = f2 − s2 and r′ = r+ (z1 −λ1)s1 + (z2 −λ2)s2. Note that Pt1−1,t2λ ( f ′1) = 0, Pt1,t2−1λ ( f ′2) = 0 and ‖r′‖
C ′ where C ′ is a constant that only depends on λ, t1 and t2. By the induction hypothesis, there are f11, f12, f21, f22 ∈ H
such that
f ′1 = (z1 − λ1)t1 f11 + (z2 − λ2)t2+1 f12 + r1
and
f ′2 = (z1 − λ1)t1+1 f21 + (z2 − λ2)t2 f22 + r2,
where ‖r1‖ <  and |r2‖ <  . Hence
f = (z1 − λ1)t1+1
(
f11 + (z2 − λ2) f21
)+ (z2 − λ2)t2+1((z1 − λ1) f12 + f22)+ (z1 − λ1)r1 + (z2 − λ2)r2 + r′.
Since the term (z1 − λ1)r1 + (z2 − λ2)r2 + r′ clearly can be made arbitrarily small, the desired conclusion follows. The case
when either t1 or t2 is 0 easily follows by modiﬁcation of the above argument, we omit the details. 
It is not obvious how to adjust the above proof to more than two variables. The details are a bit involved, but it is
possible without introducing any signiﬁcantly different ingredients, so we omit the details. The same applies to the following
lemma. Recall the set {(μi, ν j)} and the subset ΛΩ deﬁned in (3.3). Given k ∈ {1, . . . ,M} we deﬁne the “kth row” Rk =
{(μk, ν1), . . . , (μk, νN )} as well as the “lth column” Cl = {(μ1, νl), . . . , (μM , νl)} for l ∈ {1, . . . ,N}.
Lemma 3.7. Let Λ ⊂ ΛΩ and k, l be such that (μk, νl) ∈ Λ. Let f ∈ H be such that PtΛ( f ) = 0 and let  > 0 be given. Then∃ f1, f2, r ∈ H such that
f = (z1 − μk)t+1 f1 + (z2 − νl)t+1 f2 + r (3.9)
where PtΛ\Rk ( f1) = 0, P tΛ\Cl ( f2) = 0 and ‖r‖ <  .
Proof. By Lemma 3.6 we can pick g1, g2, r ∈ H such that
f = (z1 − μk)t+1g1 + (z2 − νl)t+1g2 + r
and ‖r‖ <  . By Lemma 3.2 we can pick g ∈ H such that
PtΛ\(Rk∪Cl)
(
(z1 − μk)t+1(z2 − νl)t+1g
)= PtΛ\(Rk∪Cl)((z1 − μk)t+1g1).
Put f1 = g1 − (z2 − νl)t+1g and f2 = g2 + (z1 − μk)t+1g . Clearly, (3.9) holds and it is easy to see that
PtΛ\Cl
(
(z1 − μk)t+1 f1
)= 0.
Moreover,
Pt
(
(z2 − νl)t+1 f2
)= 0Cl
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and ∥∥PtΛ((z2 − νl)t+1 f2)∥∥< ∥∥PtΛ∥∥.
By Lemma 3.2 and the open mapping theorem we can choose s1 ∈ H such that
PtΛ\Rk
(
(z1 − μk)t+1 f1
)= PtΛ\Rk((z1 −μk)t+1s1)
with ‖s1‖ < C1‖PtΛ‖ , where C1 is some constant. Repeating the argument for the second variable gives
PtΛ\Cl
(
(z2 − νl)t+1 f2
)= PtΛ\Cl((z2 − νl)t+1s2)
for some s2 ∈ H and constant C2 > 0 with ‖s2‖ < C2‖PtΛ‖ . Setting f ′1 = f1 − s1, f ′2 = f2 − s2 and r′ = r + (z1 −μk)t+1s1 +
(z2 − νl)t+1s2 we clearly have
f = (z1 − μk)t+1 f ′1 + (z2 − νl)t+1 f ′2 + r′
where ‖r′‖ can be taken arbitrarily small. Moreover,
PtΛ\Rk
(
(z1 − μk)t+1 f ′1
)= 0,
which by Lemma 3.2 implies that PtΛ\Rk ( f
′
1) = 0, and by an identical argument we obtain that PtΛ\Cl ( f ′2) = 0 as well. 
Lemma 3.8. Let f ∈ Ker PtΛΩ and  > 0 be given. Then f can be written as a ﬁnite sum
f =
∑
m
fm + r
where ‖r‖ <  and each fm is of the form
fm =
∏
i∈Π
(z1 − μi)t+1
∏
j∈Γ
(z2 − ν j)t+1gm
for some gm ∈ H and Π ⊂ {1, . . . ,M}, Γ ⊂ {1, . . . ,N} such that
ΛΩ ⊂
(⋃
i∈Π
Ri
)
∪
(⋃
j∈Γ
C j
)
.
Proof. The proof is an easy argument making repeated use of Lemma 3.7. We omit the details. 
Lemma 3.9. Let λ ∈ C2 be given and recall Θtλ as deﬁned in (3.5). If Θ0λ has dense range then Θtλ has dense range.
Proof. For every k ∈ N let Ψk : H2k → H2k−1 be deﬁned by
Ψk( f1, . . . , f2k ) =
(
Θ0λ( f1, f2), . . . ,Θ
0
λ( f2k−1, f2k )
)
.
Clearly Ψk has dense range for all k which implies that the operator
Ψ1 ◦ Ψ2 ◦ · · · ◦ Ψ2t+1
has dense range. But it is easily seen that
RanΨ1 ◦ Ψ2 ◦ · · · ◦ Ψ2t+1 ⊂ RanΘtλ. 
Lemma 3.10. Let  > 0 be given and let f ∈ Ker PtΛΩ . Then there are f1, f2 ∈ H such that∥∥∥∥∥ f −
M∏
i=1
(z1 − μi)t+1 f1 −
N∏
j=1
(z2 − νi)t+1 f2
∥∥∥∥∥< .
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f =
∏
i∈Π
(z1 − μi)t+1
∏
j∈Γ
(z2 − ν j)t+1g
where g ∈ H and Π ⊂ {1, . . . ,M}, Γ ⊂ {1, . . . ,N} are such that
ΛΩ ⊂
(⋃
i∈Π
Ri
)
∪
(⋃
j∈Γ
C j
)
.
Put r = MN − #(ΛΩ) (where #(ΛΩ) denotes the number of elements in ΛΩ ), and let π1, . . . ,πr , γ1, . . . , γr ∈ N be such
that {
(μπk , νγk )
}r
k=1 =
{
(μi, ν j): i = 1, . . . ,M, j = 1, . . . ,N
} \ ΛΩ.
Deﬁne Φk : H2k → H2k−1 (k = 1, . . . , r), by
Φk( f1, . . . , f2k ) =
(
Θt(μπk ,νγk )
( f1, f2), . . . ,Θ
t
(μπk ,νγk )
( f2k−1, f2k )
)
.
By Lemma 3.9 and the assumptions on H, Φk has dense range for all k which implies that the operator Φ1 ◦ · · · ◦ Φr has
dense range as well. Set
C =
∥∥∥∥∏
i∈Π
(Mz1 −μi)t+1
∏
j∈Γ
(Mz2 − ν j)t+1
∥∥∥∥
and let (g1, . . . , g2r ) ∈ H2r be such that∥∥g − Φ1 ◦ · · · ◦ Φr(g1, . . . , g2r )∥∥< /C .
Clearly∥∥∥∥ f −∏
i∈Π
(z1 − μi)t+1
∏
j∈Γ
(z2 − ν j)t+1Φ1 ◦ · · · ◦ Φr(g1, . . . , g2r )
∥∥∥∥< 
and if we expand the expression∏
i∈Π
(z1 − μi)t+1
∏
j∈Γ
(z2 − ν j)t+1Φ1 ◦ · · · ◦ Φr(g1, . . . , g2r )
to a sum with 2r terms, it is not hard to see that each term will be divisible by either
∏M
i=1(z1−μi)t+1 or
∏N
j=1(z2−ν j)t+1,
which proves the lemma. 
Proof of Theorem 3.5. It remains to show that (3.4) holds, i.e. that Ker PtΛΩ ⊂ M. Each f ∈ Ker PtΛΩ may by Lemma 3.10 be
approximated arbitrarily well by elements in p1H + p2H. But p1H + p2H ⊂ M by (3.2) and M is closed. 
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