Spherical radially periodic dielectric structures inhibit electromagnetic propagation over a complete solid angle and a finite frequency range. The range of inhibited frequencies is linear in the amplitude of the radial modulation. Depending on the phase, the amplitude, and the inner boundary of the dielectric modulation, localized photon modes may occur within the gap. The internal field distributions and scattering characteristics of spherical dielectric resonators are analyzed numerically.
INTRODUCTION
We address a class of dielectric resonators in which electromagnetic propagation is inhibited over a finite range of frequencies. While we limit our discussion to classical electromagnetic properties, we suspect that such dielectric resonators will be useful in quantum-optical studies similar to those that have been conducted in microcavities and layered media. 4 We focus on dielectric resonators with spherical symmetry and radially periodic modulation in the dielectric constant. We show that inhibited propagation and localized modes occur in infinite structures for arbitrarily weak dielectric modulation. We also describe numerical analyses of internal and scattered fields in finite spherical structures. Chew 5 previously considered modes in layered spheres. While modes in distributed spherical resonators are described in terms of the same basis functions as modes in spherical microdroplets, distributed resonators permit modes with stronger radial oscillations and potentially have much higher Q's. The structures that we consider are also much larger than a microdroplet. We are most interested in particles that are several hundred wavelengths in diameter. Nevertheless, we suspect that distributed resonators will be useful for lasing and anomalous spontaneous emission studies similar to those for microdroplets. 6 ' 8 Electromagnetic propagation in radially periodic structures is inhibited in a frequency range surrounding the Bragg frequencies associated with the period of the radial dielectric modulation. The novel aspect of these structures is their near transparency at other frequencies. This transparency allows optical pump and probe beams access to the interior of resonators of limited mode density and high Q. Spherical resonators may thus function as traps that would allow pump light to excite atomic states that would exhibit anomalously long radiative lifetimes.
The nature of dressed atomic states and electromagnetic fields in these structures may be shaped by the presence or absence of localized modes, for example, square integrable monochromatic solutions to Maxwell's equations. Localized modes are well known in resonators with conducting walls but are less familiar in unbounded dielectrics. Typically, field confinement in dielectrics is achieved by total internal reflection. Such confinement in one and two dimensions is well developed for waveguide applications. However, this approach fails for threedimensional structures because spatial confinement in one or two dimensions broadens the spatial Fourier spectrum of the field in the other dimension(s) beyond the cutoff for total internal reflection. Consider, for example, a resonator formed by placing dielectric mirrors on the ends of a fiber. Even if the dielectric mirrors are infinite in extent, field confinement along the fiber implies that the longitudinal boundary condition on the fields is a function with an unbounded spatial spectrum, which leads to a violation of the condition for total internal confinement at the fiber boundary. While such a fiber resonator may support a high enough Q for important applications, it cannot support a true localized mode. The failure to achieve complete total internal reflection also prevents true localized modes in dielectric waveguides and microspheres. The structures considered in this paper rely on spherical symmetry and distributed feedback to avoid the limitations of total internal reflection. While no finite dielectric structure can support a truly localized mode, compact spherical distribution resonators can have a large Q.
Spherical dielectric resonators may also be useful in applications similar to those projected for photonic band structures. Unbounded dielectric materials that support no electromagnetic modes over some range of frequencies exhibit a photonic band gap. Recent investigations have focused on photonic band gaps in strongly perturbed periodic and random media fabricated, in analogy with electronic band structures, by filling a volume with atoms of varying refractive index. 9 15 For certain structures band gaps arise if the index contrast between adjacent lattice sites is sufficiently large. For example, an index contrast of 2 yields a band gap on the diamond lattice.' 4 In spherical resonators, propagation can be inhibited over the complete solid angle at much weaker contrast. In photonic band-gap materials interest has been focused on inhibited and enhanced spontaneous emission in the absence of electromagnetic modes. 0 6 In a perfect infinite periodic lattice, all modes may be suppressed over a finite band gap. Localized modes arise in periodic structures as defect and donor modes. 1, 8 In spherical resonators localized modes occur only if a finite region surrounding the center of the sphere is unmodulated. The resonance frequencies and envelope of the localized modes depend on the magnitude and the phase of the confining dielectric modulation.
Much of the theory of photonic band structure has been developed in analogy with electronic band structure.' 92 0
The basis of this analogy is the similarity of the timeindependent Schrodinger equation for electrons and the Helmholtz wave equation for light. However, several differences must be considered in development of this analogy. Vector field theory is required for the description of electromagnetic modes,'2-4 and physically realizable potential functions for the wave equation are qualitatively different from physically realizable potential functions in electronic structures. Potential functions for electronic Schrodinger equations are determined by atomic or molecular scale charge distributions in the underlying medium. These potentials are essentially arrays of singular perturbations. The dynamic range of electronic potentials, i.e., ratio of the maximum potential to the minimum potential, is generally large. In contrast, the dynamic range of dielectric variations is usually small. However, the large number of atomic sites within an optical wavelength and the existence of submicrometer fabrication techniques mean that a wide range of functional topologies can be designed and executed as dielectric modulations. This freedom makes it possible to create novel potentials and localized modes even with weak dielectric modulation. In particular, radially periodic potentials, which would be difficult or impossible to create for electrons, can be used to produce interferometrically bound states.
The two-dimensional analog of radially symmetric threedimensional structures is a cylindrically period waveguide grating. Such structures were recently studied and fabricated for use as distributed-feedback lasers. 2 1 26 The principal difference between the spherical and the cylindrical geometries is that true localized modes do not occur in cylindrical dielectric waveguide structures, because confining the field in the plane broadens the spatial bandwidth in the normal direction beyond the cutoff for total internal reflection. In addition, the theoretical analysis of cylindrical structures is less elegant than spherical analysis because the wave equation does not separate into TE and TM modes in spatially inhomogeneous or in finite cylindrical materials. For example, the wave equation for cylindrically modulated waveguide structures is fourth order. 27 Two-dimensional analogs of periodic and disordered media were also considered.' 8 " Most of these analyses are based on two-dimensional media that are not bounded in the third dimension. In unbounded media the wave equation can be analytically solved for TE and TM modes if the dielectric constant is piecewise constant. However, unbounded materials permit propagation transverse to the two-dimensional plane and thus do not support true inhibited bands. Before we begin a detailed analysis, it is helpful to grasp intuitively how a radially symmetric dielectric modulation can block propagation in all directions. Assume that the origin is surrounded by an infinite set of shells of equally spaced radii. As one travels from the origin in any direction, the curvature of the shells decreases until it seems that one is traveling through a plane reflection grating directed back at the origin. Thus, as one might expect, a ray generated at the origin in the stop band of the asymptotic reflection grating is eventually reflected back there. Such a ray is represented by OQ in Fig. 1 . It is less obvious that light from a source not at the origin is also reflected. Consider the ray traveling from point P to point R in Fig. 1 . The wave vector of the grating that this ray enounters in the region surrounding R lies along OR. As the distance of R from the origin increases, the angle between rays PR and OR decreases until PR lies within the stop band of the local grating. When this occurs, PR is diffracted into the reflected ray RS, which makes the same angle with respect to OR as does PR. Since the reflected ray contains a point at least as close to 0 as to P, the field tends to remain in a confined volume surrounding the origin. In an unbounded structure all rays at frequencies within the stop band of the radial grating are eventually reflected.
In Section 2 of this paper we consider the vector wave equation for radially symmetric perturbations and quantify our intuitive picture of the stop band by solving for the asymptotic modes of the structure. In Section 3 we discuss the existence of localized modes within the stop band. In Section 4 we consider the cavity Q, the field distributions, and the scattering of finite structures. In Section 5 we consider fields in radially layered media.
RADIAL WAVE EQUATION
In this section we derive one-dimensional wave equations for the vector field in radially symmetric structures. We show that an infinite periodic radial structure leads to fi-R UP~~~ Fig. 1 . Rays propagating in a radially periodic dielectric. nite ranges in frequency for which propagation is forbidden. We term these ranges stop bands.
We proceed by separating the wave equation in spherical coordinates. The field consists of two polarizations. The radial component of the electric (magnetic) field vanishes for the TE (TM) polarization. In homogeneous dielectrics the radial dependence of the TE and the TM fields is given by spherical Bessel functions, which approach harmonic spherical waves in the far field. In the presence of a periodic dielectric modulation the harmonic waves are coupled to yield Bloch function solutions.
Consider a lossless dielectric with permittivity e(r) = ea + V(r)], where r is the radial coordinate and ea is a constant. Our objective is to show that there exist functions V(r) that yield a stop band under the constraint that V(r) V, where Vg is a positive constant. One such function is V(r) = Vg cos(Kr), where K is a constant. Initially we assume only that V(r) is continuous and twice differentiable.
The electric field in a lossless dielectric with a spherically symmetric modulation satisfies
where k = (Ea)' 1 2 /c. We represent E by using the vector spherical harmonics, 3 
The general expansion of the electric field is33
The magnetic field is
where ko = &)/c, and we use the identity
Since Cm has no radial component, lm is the radial function for the TE mode and glm is the radial function for the TM mode.
Equations (4) and (5) are Schrodinger equations for potentials of the form
For kr << L, the L 2 /r 2 term dominates the potential. In the absence of a dielectric modulation, F(r) = 0 and the solutions to Eqs. (4) and (5) are the Ricatti-Bessel functions 34 : (11) where j, n, and h are spherical Bessel, Neumann, and Hankel functions, respectively. Alternatively, if we neglect the L 2 /r 2 term, Eqs. (4) and (5) reduce to Schrodinger equations for one-dimensional potentials 
VI (kr) = krh ( (kr),

S(r) exp(iqr) 2 Sn exp(inKr),
where a prime denotes a radial derivative. Substituting Eq. (2) into Eq. (1) and applying the orthogonality of the vector harmonics yields the decoupled equations (12) where K is the spatial frequency of the dielectric modulation. Two independent Bloch solutions, S+(r) and S-(r), are obtained, corresponding to q and -q. These solutions help us to understand the behavior of solutions to Eqs. (4) and (5) for kr >> L. Over frequency ranges in which q is complex, propagation is ultimately forbidden as r approaches infinity, and a stop band results. Within the stop band the imaginary component of q, f{q}, is positive for S(r), and the field is evanescent; `S{q} is negative for S+(r), and the field is divergent. (13) where m is an integer. Equation (5) also reduces to a Bloch equation in the far field, and stop bands appear at approximately the same frequencies as in Eq. (4). We fo- (6) cus here on the first-order stop band at k K/2. For the Mathieu equation the continued fraction technique 35 is an efficient method of calculating q and Sn in Eq. (12) . This method fails for the multiple harmonic potential of the Vg c 0.1, the value of q is the same for the TE and TM modes.
TM equation. For the TM case, q and s,, are determined by using the Hill determinant and the eigenvectors of the Hill matrix. 3 6 The convergence of both the TE and the TM series was tested against a direct numerical integration of Eq. (4) and Eq. (5) by using a fourth-order adaptive Runge-Kutta algorithm implemented in MATHEMATICA 2.0. The number of Fourier terms required for good agreement depends on I and on Vg. For 1 = 1 and for Vg 0.1, nine terms gave relative agreement to less than 0.01%. Figure 2 shows the magnitude of the imaginary part of q in the first-order stop band for the TE and TM modes.
In each case the maximum value of IZ{q} is VgK/8 and the approximate range of frequencies for which jZ{q} is nonzero is (1- ) <K < (1 + ) (14) for Vg << 1. Figure 3 shows the upper and the lower edges of the stop bands for the TE and the TM modes normalized to Vg as functions of Vg. The TE and the TM stop bands are nearly degenerate for Vg c 0.1. Figure 4 shows the Bloch functions at the center of the first-order stop band for the TE and the TM cases when V(r) = 0.05 cos(Kr). For this case, only two Fourier orders are large. The TE and the TM solutions are damped at the same rate but are r/2 out of phase. In each case, S' and S-are also ir/ 2 out of phase. This ir/ 2 phase difference is a consequence of V(r) in Eq. (4) and Q(r) in Eq. (5) being ir out of phase for small Vg.
LOCALIZED MODES
A localized mode is a square integrable solution to Eqs. (4) and (5) . In quantum-mechanical systems where a Schrodinger equation of the form of Eq. (4) is appropriate, localized solutions (bound states) arise when lim V(r) < -1.
rLY This condition may be satisfied in optical resonators with metal walls. In dielectric structures, however,
Ea (16) This means that localized modes analogous to the bound states arising when relation (15) is satisfied are not possible in dielectrics. Confinement in dielectric systems must rely instead on interferometric effects. It is interesting to note that interferometric localization in a quantum-mechanical system leads to a bound state with positive energy. A localized mode satisfies the boundary conditions that the field and its first derivatives are finite at the origin and zero at infinity. A field that satisfies the boundary condition at the origin can be expanded in the power series [m.iPkpr
To search for localized modes, we begin with the assumption that the dielectric modulation vanishes for r < r. In this region iqtq(kr) satisfies the wave equation and the boundary condition at the origin. To satisfy the boundary condition at infinity, the asymptotic wave function must match the evanescent Bloch function S -. In this section we demonstrate the existence of a localized mode for a particular radial modulation. This localized mode arises from adding a term to V(r) to cancel the inverse square potential of the Ricatti-Bessel equation. We also numerically explore the possibility of localized modes in the absence of this correction term. As a basis for the numerical investigation, we derive coupled-mode equations for envelope functions by using the Ricatti-Bessel and Bloch solutions as basis functions, and we derive transformations between these two bases. We find numerical evidence for localized modes by showing that at certain frequencies a Bessel function at the origin maps asymptotically onto an evanescent Bloch solution.
Suppose that Comparison with one-dimensionally localized modes in linear structures is interesting in that one-dimensional structures also permit no localized modes in an unperturbed grating. 3 7 However, a phase discontinuity in a onedimensional grating introduces a continuum of resonance frequencies because the phase velocity of the resonant field along the grating fringes is a free variable. As we show below, even when localized modes occur in a spherical resonator, the resonance spectrum is discrete.
V (r)
where a., clam, and dm are constants. We limit ourselves to the Bessel function solution in the interior region to satisfy the boundary condition of finite fields at the origin. Requiring the transverse components of E and H to be continuous at the boundary r ro yields
where S(r) and S(r) are the Bloch solutions and w is the Wronskian of S and S.
A localized mode occurs when c,, 0. In this case the field that satisfies the boundary condition at the origin is evanescent in the perturbed region. Since the transformation in Eq. (23) Fig. 5(a) , V = 0.05, and in Fig. 5(b) Ricatti
We can explore the behavior of the fields in this region by numerically integrating the radial wave equations directly or by integrating coupled-mode equations on spatially varying envelopes on the Bessel and Bloch bases. While direct integration is simpler and faster, we describe the coupled-mode approach in this section because our goal is to find resonance frequencies at which the envelope function of the unstable Bloch function vanishes asymptotically, in which case the field is finite at infinity. We obtain coupled-mode equations, using a Green's function approach. 38 A suitable Green's function for the Bessel solutions is
where r and r> are the lesser and greater of r and r', respectively. When this Green's function is used, Eq. (4) becomes
(b) Figure 6 shows the normalized frequencies at which clpm = 0 as functions of ro. In Fig. 6(a) , Vg = 0.05, and in Fig. 6(b) , Vg = 0.2. As Vg decreases, the number of local modes for a fixed ro decreases. For fixed Vg we observe no localized modes for ro less than a certain value. The minimum unperturbed radius required for a localized mode to be obtained increases as Vg decreases and is a strong function of the phase of the modulation. In Figure 7 we plot the frequencies at which czpm = 0 for Vg = 0.05 when the periodic modulation is Vg cos(Kr + i/2). As is shown in the figure, this phase shift significantly affects both the minimum ro and the values of the resonant frequencies. Qualitatively, larger ro and Vg increase the density of localized modes because the range of the initial condition of the field, 4%'(kpro) 14 
Increasing ro increases the rate at which qip, varies across the gap. Increasing V1 increases the range of k, in the gap and thus the range of ipzj(kro). We now consider periodic potentials with no correction term. We assume that
V() {Vg cos() for r < ro V,1 cos(Kr)
for r > ro (25) For r < r the field is again described exactly by the where 4(r) is a solution to the unperturbed radial wave equation. Equation (27) can be written as (28) ulm = ajm(r)1i 1 
(kr) + bjm(r)Xi(kr),
where
and where Ca and Cb are constants. Differentiating Eqs.
(3) and (29) yields the coupled-mode equations daim -k~i(kr)V(r)[ajm(r)4(kr) + bjm(r)xj(kr)], dr = ki/,i(kr)V(r)[a(r)qfr(kr) + bim(r)i(kr)]. (31) dr
We can also derive coupled-mode equations based on the Bloch solutions to 
where S+(r) and S-(r) are independent solutions to Eq. (32) and w is the Wronskian W(S+, S-). In terms of the Bloch functions,
ulm = cm(r)S+(r) + dim(r)S-(r),
-L S-(r)[czm(r)S+(r) + dim(r)S-(r)],
ddim= L 2
dr _-w-S(r)[clm(r)S+(r) + dim,(r)S-(r)].
( 
JLqfl,'(kr) yi'(kr)J bim(r)J
The linear independence of S and S implies that S' and S* are linearly dependent within the stop band, as are S-and S-. Thus S'and S-are written as real functions. To avoid stiff equations, we define s such that At the origin the Bessel function solution satisfies the boundary condition that the field must be finite. To find the asymptotic field of an lth-order localized state, we begin with the boundary condition that the radial function of the field at ro is equal to the lth-order Bessel function. To ensure numerical integrity, we select r such that kr > 1. Numerical integrations of Eqs. (4) and (39) were performed, and the results of the separate integrations were compared to ensure accuracy and consistency in the solutions. Since integration of Eq. (4) does not require evaluation of the Mathieu functions, this approach is faster. After integrating for ulm, we convert to the Bloch basis by using the far-field analog of Eq. (23) . Figure 8 shows a typical plot of cl as a function of Kr/2, where since the solutions are degenerate on m we abbreviate cim as ci. For sufficiently large r, Eqs. (39) Fig. 9 . The zeros of this function correspond to frequencies at which c 1 (r) asymptotically approaches zero. Assuming that the approach to the asymptotic value is fast enough, these frequencies are eigenfrequencies for bound states. As the inner radius ro increases, the asymptotic value of cim approaches the value at the inner boundary shown in Fig. 5 . The resonant frequencies are again strong functions of the phase of the modulation. Figure 10 shows the effect of the phase on the first-order mode when Kro = 7r. With no phase shift there is no first-order bound state. At a phase shift of 7r/2 there is a bound frequency near the center of the gap. for sequential odd or even orders. The number of resonance frequencies seems to increase gradually with 1, rising in this case to three resonance in both the odd and the even orders by I = 30. This increase is not always monotonic, however, as is shown here by the lack of a resonance at I = 22. We have not fully explored this trend because our numerical algorithms become unstable for the small values of the boundary conditions at r for Kro < 1. In particular, we are unable to ascertain the existence or lack of resonances for large 1. Since localized modes are 21 + 1 degenerate, the number of modes per resonance increases linearly with 1. However, the energy density of higher-order modes is low near the origin, so higher-order modes will have lower Qs in finite structures. 
S'(r) = exp(vr)s'(r), S-Wr= exp(-vr)s-(r),
FINITE STRUCTURES
Our analysis of localized modes has relied on the assumption that the dielectric modulation is unbounded. In finite media, true localized modes are not possible because the field eventually tunnels out of the structure. In this section we quantitatively consider internal and scattered fields corresponding to finite structures. The field in a finite resonator decays at a rate determined by the Q factor. Since the resonant field is evanescent in r, the external coupling Q, Qe grows exponentially with resonator size. Off resonance, we consider scattering behavior to quantify our ability to pump and probe the resonator. We find that, while scattering is strongest within the stop band, fields at frequencies outside the stop band are also scattered.
Assume that 
for r > rf
The stop band is 0.9875 < 2k/K < 1.0125. At Krf = 16007r the resonator is 800 wavelengths in diameter. Despite this relatively small size, a Qe of nearly 1012 is obtained. Of course, when Qe is this large, we expect that losses resulting from absorption and scattering within the dielectric will dominate the actual Q of the resonator. We now turn to scattering from finite structures. The goals of our scattering analysis are to understand the transmission of the structure off resonance and to substantiate our claim that the resonator can be probed by nonresonant light. We assume that the fields Ei and Hi are incident upon a structure with permittivity The incident fields generated internal fields Et and H, in the perturbed region and scattered fields Esc and H., outside this region. The total field is
for r < rf Hi + Hsc for r > rf (40) H =H for r < rf-
For r < r the TE field at frequency kP is described by the Ricatti-Bessel function ip (k, r). For ro < r < rf the field is described by Bloch functions. As we are interested in the resonant field, we assume that kp is chosen such that the field in the perturbed region is proportional to S-(r).
For r > rf the field is described by V 1 p(kpr) and tip*(kpr).
The radial function of the mth-order resonant TE electric field is ulpm (r) ip (kpr) for r < rO = dipmS(r) for rO < r < rf. (41) azpm~zp(kpr) + f3Ipm~zp* (kpr) for r > rf
The Qe for the resonant mode is
where U is the electromagnetic energy in the region r < rf:
and P is the power radiated at r = rf by the field corresponding to the outgoing Hankel function:
In the vector harmonic basis the incident field is
The scattered field consists of outgoing spherical waves
The interior field is We find dlpm by applying Eq. (23); we find alm by using a similar transformation at r = rf. Figure 12 shows Qe versus rf for Vg = 0.02, ea = 1/(1 -Vg), and Kr, = 1001T. We assume that Ip = 1, in which case there is a resonance at 2kp/K = 0.997008. where u and gi are the solutions of Eqs. (4) and (5) that match the boundary condition of a finite field at the origin.
Matching transverse field components at r = rf yields the following relations:
gl(r).
We find u and g by direct Runge-Kutta integration of Eqs. (4) and (5) or by integrating one of the pairs of coupled-mode equations derived in Section 3. In both cases we begin with the boundary condition that the field for r < r is described by spherical Bessel functions of the first kind. While all three approaches yield consistent results, the simplicity of the functions to be evaluated makes direct integration the fastest method. For large 1, accurate evaluation of Bessel functions and Bloch functions is computationally intensive.
The most obvious course is to assume that the incident field is a plane wave and calculate the scattering cross section of the resonator. We choose not to take this route because the computational resources required are formidable and because preliminary investigations of the cross section as a function of k show suprisingly little structure. The reason for the lack of structure is evident in the partial-wave scattering coefficients sketched in Fig. 13 Fig. 13(e) ], the strong-scattering region shifts to higher frequencies. A possible explanation of this shift lies in the fact that the energy in higher-order modes is concentrated away from the origin and tends to circle the origin in whispering-gallery-like modes, which satisfy different Bragg conditions than do the essentially retro-reflected lower-order fields. For higher the scattering is relatively weak near the band edge. While resonance behavior is observed for individual partial waves, the position of the resonances is not preserved from one value of 1 to the next, so the overall scattering coefficient appears to be nonresonant. Since the weight of partialwave scattering coefficients in the overall scattering cross section grows linearly with 1,33 the frequency response of scattering is broad. (Higher-order modes receive greater weights because most of the energy in an incident plane wave is remote from the origin.) The partial-wave scattering coefficients quickly approach zero, however, for 1 > krf, as illustrated in Fig. 13 (e) for I = 200. In this case, krf = I at the band edge. Scattering appears as k increases away from the edge.
To excite radially oscillating low-order modes, it is necessary to generate fields near the origin of the resonator. For example, the excitation and subsequent emission of a molecular dopant could pump the low-order modes if one focuses the incident field on the origin. For the high-Q resonator described above, we must be able to penetrate the resonator with a low-order field off resonance to excite the resonant field ultimately. Figure 14 have not added a correction to the modulation. For large rf, scattering extends well beyond the stop band. Since the range of frequencies sketched in Fig. 14, 0 .94 < 2k/K < 1.06, is small, it is clearly still possible to penetrate the center of the resonator off resonance for Krf/2 > 3507r, which corresponds to a resonator 350 wavelengths in diameter. However, as rf continues to grow, the strongscattering region broadens in frequency until eventually the entire frequency range above the band edge is scattered. This means that, while Qe continues to grow exponentially as the resonator size is increased, it eventually becomes difficult to use off-resonant fields to probe or excite the resonant state. As mentioned above, the actual Q will be dominated by other losses when Qe is large. For these reasons one must optimize rf to ensure both accessibility and high Q for a resonator in real materials.
LAYERED STRUCTURES
We have focused on a continuous dielectric modulation to emphasize the analogy between electromagnetic modes in radial structures and the radial Schridinger equation. However, simplifications in both theory and experimental fabrication may be achieved by using discontinuously layered radial media. We consider a structure in which where kq = W)(eq,/L).
12
ko Matching boundary conditions, we find that
in layered structures. 3 9 As in Ref. 39 , we find stop bands in the dispersion that correspond to regions of frequency (53) where the eigenvalues of M are not of magnitude 1. For a quarter-wave stack structure, n(w/A) = n2[1 -(w/A)], and the stop bands can be expressed in terms of An/n, where An = n 2 -n and n = (n 2 + n)/2. This parameter is formally equivalent to Vg for the continuous case. Figure 15 shows the normalized stop band for a 1)
quarter-wave stack as a function of An/n. For small contrast the gap is -2/v. 9 For the same index contrast the gap is 4/7r times larger in the layered structure relative to the continuous structure as a result of the larger first Fourier component of the square-wave function. For finite layered structures the field decays at a rate determined by the Q factor. As in the continuous case, the resonant field is evanescent in r, and Qe grows exponentially with resonator size. Figure 16 shows Qe as a (55) function of the number of layers for a quarter-wave stack. The actual value of Qe is a function of where the resonance frequency lies within the gap. As in the continuous case, the number of these resonant frequencies increases with increasing An/n.
CONCLUSION
While we have focused on the classical electromagnetic theory of spherical distributed dielectric resonators, the motivation for building these resonators arises from quantum phenomena. Since these resonators have extraordinarily large Q factors for moderately sized structures and can be excited and probed optically, we expect them to be useful for a variety of interesting quantum and nonlinear studies. While further study of tolerances for aspherical distortions and layer nonuniformity is necessary, fabrication of spherical distributed resonators does not appear fundamentally difficult. The simplest near-term approach is likely to construct resonators for millimeter wave studies. Over the longer term several technologies are available that could yield resonators for use at optical frequencies. For example, techniques currently under development for spherical inertial fusion target fabrication might be used to fabricate layered spheres. 4 0 A large number of high-Q modes may be expected in a finite resonator, varying from radially oscillating loworder modes up to whispering-gallery-like higher-order modes. Competition between these modes is likely to be interesting and important in actual resonator dynamics.
