This paper is concerned with the fourth-order four-point boundary value problem
Introduction
It is well-known that the upper and lower solution method and the iterative technique is a powerful tool for proving the existence results for boundary value problem(BVP for short). It has been used to deal with the multi-point BVP for second-order ordinary differential equations and the two-point BVP for higher-order ordinary differential equations, see [1] [2] [3] [4] . But, there are fewer results on multi-point higher-order BVPs in the literature. Recently, by using the upper and lower solution method, the authors in [5] studied the following fourth-order four-point BVP    u (4) (t) = f (t, u, u ), t ∈ [0, 1] = I, u(0) = u(1) = 0, au (ξ 1 ) − bu (ξ 1 ) = 0, cu (ξ 2 ) + du (ξ 2 ) = 0.
(1)
They obtained the existence results for BVP (1) under the condition that f (t, u, v) is increasing on u and decreasing on v, i.e.,
They proved the following lemma (a key lemma, which is the maximum principle corresponding to (1)):
Lemma (See [5] , Lemma 2.2). Suppose that a, b, c, d, ξ 1 , ξ 2 are nonnegative constants satisfying 0 ≤ ξ 1 ≤ ξ 2 ≤ 1, b − aξ 1 ≥ 0, d − c + cξ 2 ≥ 0 and δ = ad + bc + ac(
Then u(t) ≥ 0 and u (t) ≤ 0 for t ∈ [0, 1].
Unfortunately, this lemma is wrong. We now give a counterexample to illustrate it. Let u(t) = 
which means that Lemma 2.2 in [5] is incorrect. So the conclusions of [5] should be reconsidered. In this paper, still applying the upper and lower solution method, we will study the following fourth-order four-point BVP
where η, ξ ∈ [0, 1) and a, b ≥ 0. But, we release the conditions imposed on f (t, u, v) from (2) to
where λ 1 and λ 2 is two nonnegative numbers. (4) shows that f (t, u, v) is weak-increasing on u and weak-decreasing on v. In fact, the function f (t, u, v) which satisfies the conditions (4), but do not satisfy the conditions (2), exists extensively, such as f (t, u, v) = sin(u + v). A new maximum principle, which is critical in this paper, will be given to establish the existence results for BVP (3) . Of course, similar results can be given to BVP (1) and we leave it to the readers.
Preliminary
In this section, we will give some preliminary considerations and some lemmas which are essential to our main result.
u is a lower solution of BVP (3) if the reversed inequalities hold; If the equalities hold, we say that u is a solution of BVP (3).
, then the unique solution of the following second-order three-point boundary value problem
where G [a,η] (t, s) is the Green's function of
Remark 2.1. Just as in Lemma 2.1, when 0 ≤ bξ < 1, we have the Green's function of
Proof. The proofs and computations are regular and we omit them. 
Proof. Let k(t) = m (t). We obtain by Lemma 2.1 that
In the following, we will prove
< 0, which is contradictory. Thus, k(1) ≤ 0, and then the conclusion is obvious. Case 2: λ 1 = 0, λ 2 = 0. Suppose that the conclusion k(t) ≤ 0, t ∈ I do not hold, then there exists t 0 ∈ I such that
, which is contradictory, so t 0 = 1. Therefore, t 0 ∈ (0, 1) and k (t 0 ) = 0, k (t 0 ) ≤ 0. By (7), we have
which is a contradictory, and then the conclusion k(t) ≤ 0, t ∈ I holds. Case 3: λ 1 = 0. Suppose that the conclusion k(t) ≤ 0, t ∈ I do not hold, just as proved in Case 2, there exists t 0 ∈ (0, 1) such that
Noticing that m < 0, we obtain
Further, by (7) we have
which is a contradictory, and then the conclusion k(t) ≤ 0, t ∈ I, holds.
Above all, we conclude that k(t) ≤ 0, t ∈ I , and thus m(
Lemma 2.4. Assume that 1 − aη > 0 and 1 − bξ > 0. Let λ 1 , λ 2 be two nonnegative numbers. Then, for 
By Lemma 2.1, we know that BVP (9) is equivalent to the integral equation
Define a linear operator L : E → E as follows:
Noticing that for ∀v 1 , ∀v 2 ∈ E, we have
Thus, there exists a unique v * ∈ E such that Lv * = v * , which means that BVP (9) has a unique solution v * ∈ E. Then, u(t) = − 
Main results
Theorem 3.1. Suppose that 0 ≤ aη < 1, 0 ≤ b < 1; f ∈ C(I × R 2 , R). If there exist α and β, upper and lower solutions, respectively, for the BVP (3) which satisfy β ≤ α and β ≥ α , and the following assumptions, (C1) There exists a constant λ 1 ≥ 0 such that
Then there exist monotone sequences {α n } and {β n }, non-increasing and non-decreasing respectively, with α 0 = α and β 0 = β, which converge uniformly to the extremal solutions of BVP (3) in [β, α].
By Lemma 2.4 and the condition (C3), BVP (10) has a unique solution u. We define a operator A as Ah = u, where u is the unique solution of BVP (10) corresponding to h. Then A is well-defined.
Step 1. we prove
In fact, for h ∈ [α, β], set u = Ah. From the definition of A, we know that u, u ∈ C 2 [0, 1], and
By the definitions of α,
Combining (11) and (12) and the conditions (C1), (C2), we have that,
Therefore, with the use of Lemma 2.3, one has
Analogously, we can prove that
Thus,
Step 2. Let
We show that
In fact, by the definition of u 1 and u 2 , one has
Combining (15), (16) and using conditions (C1) and (C2), we obtain
Therefore, with the use of Lemma 2.3, one has u 1 (t) ≤ u 2 (t), u 1 (t) ≥ u 2 (t), t ∈ I . Thus (14) holds.
Step 3. Let α n = Aα n−1 , α 0 = α and β n = Aβ n−1 , β 0 = β, (n = 1, 2, · · ·). From Step 1 and Step 2, we have that
Moreover, from the definition of α n , we obtain
We next prove that both {α n } ∞ n=0 and {α n } ∞ n=0 are convergent. (18) and (19) show that {α n } ∞ n=0 and {α n } ∞ n=0 are bounded uniformly. By the continuity of f and the expression of (20), we have that α (4) n (t) is bounded uniformly, which means that there exists a constant M α β > 0 depending only on α and β (but not on n and t) such that |α 
|α n (t)| = 
where M [a,η] , M [b,ξ ] ,M [a,η] andM [b,ξ ] are four constants defined as in Lemma 2.2 and Remark 2.3. (22)- (25) show that both {α n } and {α n } are bounded uniformly and equi-continuity in C[0, 1]. According to the Arzela-Ascoli theorem and considering their monotony, we can conclude that there exists α * ∈ C 2 [0, 1] such that α n → α * and α n → α * .
(21) and (24) show that {α n } is bounded uniformly and equi-continuity in C[0, 1]. The Arzela-Ascoli theorem guarantees that {α n } is comparatively compact, and then there exists a subsequence N * = {n k } of N such that α n k → α * as n k ∈ N * and n k → +∞.
