The widespread application of positron emission tomography ͑PET͒ in clinical oncology has driven this imaging technology into a number of new research and clinical arenas. Increasing numbers of patient scans have led to an urgent need for efficient data handling and the development of new image analysis techniques to aid clinicians in the diagnosis of disease and planning of treatment. Automatic quantitative assessment of metabolic PET data is attractive and will certainly revolutionize the practice of functional imaging since it can lower variability across institutions and may enhance the consistency of image interpretation independent of reader experience. In this paper, a novel automated system for the segmentation of oncological PET data aiming at providing an accurate quantitative analysis tool is proposed. The initial step involves expectation maximization ͑EM͒-based mixture modeling using a k-means clustering procedure, which varies voxel order for initialization. A multiscale Markov model is then used to refine this segmentation by modeling spatial correlations between neighboring image voxels. An experimental study using an anthropomorphic thorax phantom was conducted for quantitative evaluation of the performance of the proposed segmentation algorithm. The comparison of actual tumor volumes to the volumes calculated using different segmentation methodologies including standard k-means, spatial domain Markov Random Field Model ͑MRFM͒, and the new multiscale MRFM proposed in this paper showed that the latter dramatically reduces the relative error to less than 8% for small lesions ͑7 mm radii͒ and less than 3.5% for larger lesions ͑9 mm radii͒. The analysis of the resulting segmentations of clinical oncologic PET data seems to confirm that this methodology shows promise and can successfully segment patient lesions. For problematic images, this technique enables the identification of tumors situated very close to nearby high normal physiologic uptake. The use of this technique to estimate tumor volumes for assessment of response to therapy and to delineate treatment volumes for the purpose of combined PET/CT-based radiation therapy treatment planning is also discussed.
I. INTRODUCTION
Diagnosis, staging, treatment, prognosis, and follow-up are the main components in the management of cancer, and positron emission tomography ͑PET͒ plays a central role in all these components. Due to its high sensitivity and ability to model function, it is effective in targeting specific functional or metabolic signatures that may be associated with various types of disease. Among all diagnostic and therapeutic procedures, PET is unique in the sense that it is based on molecular and pathophysiological mechanisms and employs radioactively labeled biological molecules as tracers to study the pathophysiology of the tumor in vivo to direct treatment and assess response to therapy. 1 The leading current area of clinical use of PET is in oncology, where 18 F-FluoroDeoxyGlucose ͑FDG͒ remains the most widely used tracer. FDG-PET has already had a large valuable effect on cancer staging and treatment and its use in clinical oncology practice continues to evolve.
Current procedures for interpreting oncological clinical data in many PET facilities are still based on mere visual assessment, thereby increasing observer variance. It is deplorable that clinical practice continue to evolve in this direction if we are to give meaningful information to the referring clinicians. Quantification tools supporting the visual interpretation of the PET physician with meaningful data and a format to display the results are thus highly desired. Manual approaches for semi-quantitative assessment of lesions' uptake using the widely used standardized uptake value ͑SUV͒ index have shown their limitations. 2 Automatic quantitative assessment of metabolic PET data is attractive and will certainly revolutionize the practice of functional imaging since it can lower variability across institutions and may enhance the consistency of image interpretation independent of reader experience. To achieve this goal image segmentation, which is the process of classifying the voxels in an image into a set of distinct classes, allows to extract specific features ͑e.g., lesions͒ from the PET image. Within the realm of diagnostic PET imaging, image segmentation is vital for a variety of specific applications, namely, to correct attenuation effects in PET and to alleviate artifacts introduced through image reconstruction using tissue component density association, 3, 4 or tumor quantification in staging, a process that analyses the development of tumors over time, 5 and to aid in radiation therapy treatment planning. [6] [7] [8] [9] Plenty of image segmentation approaches were proposed including thresholding, region growing, classifiers, clustering, edge detection, Markov random field models, artificial neural networks, deformable models, and atlas-guided and many other approaches. 10 Scalar images can be segmented using thresholding approaches by partitioning image intensities. Multithresholding occurs when more than one threshold value is determined. 11 When images contain different structures with contrasting intensities, thresholding provides a simple but effective means for obtaining segmentation. Generally, the thresholds are generated based on visual assessment of the resulting segmentation, however, automated methods do exist. [11] [12] [13] The majority of the work performed on PET image segmentation utilizes thresholding. 14 An investigation into the effect of threshold size on the segmentation and quantification of simulated tumors in PET for the staging and radiotherapy treatment planning of non-small-cell lung cancer has been reported. 15 Results show that higher image thresholds are required to accurately render the smallest simulated tumors. Similar work was performed elsewhere. 14, [16] [17] [18] The main limitation of thresholding is that the results are coupled too tightly with the thresholds used, where any change can completely alter the result of the segmentation. Furthermore, thresholding does not consider the spatial characteristics of an image, thus causing it to be sensitive to noise and intensity fluctuations. For this reason, it cannot be easily applied to many medical imaging modalities. These drawbacks essentially corrupt the histogram of the image, making partitioning via the selection of appropriate thresholds more problematic. Data clustering is another effective technique for image segmentation. The advantage of clustering is that it can be applied to a multi-band image such as a color image or image composed of multiple feature layers. 5 An alternative is to use a Markov random field model ͑MRFM͒, which is a statistical approach that can be utilized within segmentation methodologies to model spatial interactions between nearby pixels. These local correlations between pixels are used as a mechanism for modeling various image properties. From a medical imaging perspective, this kind of analysis is useful as most pixels can be categorized into the same class as their neighbors. Although possible, it is unlikely that any anatomical structure consists of only one pixel under MRFM assumptions. 19 As a MRFM is not specifically a segmentation method, it is often incorporated into other segmentation systems such as the k-means or fuzzy c-means algorithms under a Bayesian prior model. 20 Given the image data, the segmentation is achieved by maximizing the a posteriori probability of the segmentation, obtained using iterative methods such as iterated conditional modes or simulated annealing. 21 Recent work utilizing this statistical methodology for medical image segmentation includes a comprehensive system developed to overcome the problem of partial volume voxels that contain a mixture of two or more tissue types. 22 An automated segmentation procedure for neurological MRI was also developed to overcome some of the problems associated with multidimensional clustering techniques such as partial volume effect and the difficulty of incorporating a priori knowledge. 23 Problems associated with a MRFM include the accurate selection of the parameters controlling the strength of spatial interactions. Incorrect selection of this parameter may result in a loss of important structural detail and an excessively smooth segmentation. In the medical imaging context, the loss of anatomical detail is possible and areas of diagnostic significance may be incorrectly represented. Furthermore, these approaches typically require computationally intensive algorithms. Resulting segmentations obtained using this methodology are robust to noise and do not exhibit many small disconnected regions that are apparent using nonMarkovian approaches.
In this paper, a novel unsupervised spatial segmentation methodology and performance evaluation of the approach is presented. This system, developed for volumetric PET analysis, is based on multiscale principles, whereby a series of image wavelet scales is used in conjunction with a MRFM to segment data based on the relationship of a voxel with its neighbors. Wavelet methodology is employed to aid in the analysis of image structures not apparent through modeling in the spatial domain. An overview of the complete segmentation system is provided and followed by the presentation of marginal segmentation utilizing a novel algorithm known as the minimum distance k-means expectation maximization ͑MDKEM͒ and a description of a general spatial domain Markov model. The multiscale modeling strategy describing how an image is decomposed into a series of redundant wavelet scales, how useful scales are selected, and how these multiple scales are processed simultaneously within a Markov modeling framework to obtain a wavelet domain segmentation is introduced. Some three-dimensional ͑3-D͒ segmentation results of an anthropomorphic thorax phantom and whole-body oncologic PET data, deemed to be problematic, are also illustrated and discussed.
II. MATERIALS AND METHODS

A. Overview of image segmentation system
The complete, automated, unsupervised PET image segmentation system is summarized in the following points:
͑1͒ Thresholding is performed to remove artifacts external to the object to be segmented. The data mean is calculated and voxels with intensity less than this mean are set to zero. This type of procedure is suitable for this application due to the distribution of intensity values through images of this nature. As the total volumetric image comprises predominantly of background, the mean of the data is typically low, and, therefore, this preprocessing step can alleviate artifacts within the image background, without jeopardizing imperative data features. ͑2͒ An initial segmentation of the 3-D image is performed in the spatial domain. This process is based solely on voxel intensities and uses a specified number of clusters. This is initiated using a new k-means clustering variant that modifies sample order to find a solution with the lowest average Euclidean distance. We recall that the k-means clustering algorithm clusters data by iteratively computing a mean intensity for each class and segmenting the image by classifying each pixel in the class with the closest mean. The popular expectation maximization ͑EM͒ algorithm, which unifies various previous statistical approaches. 24 is then applied to fit a Gaussian mixture model and to locate a marginal segmentation through maximum likelihood ͑ML͒ classification. ͑3͒ The marginal segmentation achieved in step 2 is refined using a novel multiscale MRFM to segment the data based on the relationship of a voxel with its neighbors:
• The original 3-D image volume is decomposed using the à trous wavelet transform.
• Six wavelet scales are specified and the first two are utilized.
• The original image and selected wavelet scales are used in conjunction with a MRFM, with all selected images being considered through the utilization of multivariate Gaussian density calculations.
The entire image segmentation system flowchart is illustrated in Fig. 1 . The optimal number of clusters is determined by the Bayes information criterion ͑BIC͒, which is a onehypothesis testing methodology that uses Bayesian inference 25 The BIC is employed to approximate the Bayes factor, which is consequently used to compare a series of rival theories. Over the last decade, the BIC has gained notoriety as a significant methodology for model selection. This model does not consider the complete parameter set obtained from the multiscale MRFM. The set of parameters attained via marginal segmentation of the original image, where the conditional likelihoods are considered to be Gaussian, are exploited as an alternative. Although the BIC does not allow for spatial correlations between voxels to be considered, it does provide a useful strategy for the comparison of contesting models. Marginal segmentation is performed using the MDKEM algorithm.
B. Minimum distance k-means EM "MDKEM…
To compute the optimal marginal segmentation, an initial range of intensity values associated with each cluster is allo- cated, from which the EM algorithm. 24, 26 can determine optimal intensity ranges. The selection of these initialization parameters is complex and greatly influences the overall segmentation result. This relates to the fundamental limitation associated with the EM algorithm. The algorithm is not guaranteed to converge to a global maximum of the likelihood, and, rather, is susceptible to local maximum convergence 27 In real world applications, little focus is placed on determining good initialization parameters, with random estimates and equal intensity partitioning as the favored approaches due to their simplicity. In Ref. 28 , the k-means algorithm is used to initialize EM in a motion tracking application, however, only a simplistic implementation is employed.
In addition to initialization, different clustering solutions are obtained depending on the order of image samples. By utilizing k-means, cluster means are recomputed after each change in cluster membership. From these migrating means, it is evident that the final cluster solution is to some extent dependent on the order in which the cases are considered for relocation. Case order dependence led to the development of the novel marginal segmentation system known as the MDKEM. This marginal system is inspired from the work of Wishart, who developed the so-called "Focal Point" procedure. 29 This randomizes the case order of the data being utilized, so that different cluster solutions are obtained from different k-means runs. Focal Point stores information on the different solutions obtained and reports those solutions with the smallest Euclidean sum of squares. MDKEM is described as follows:
͑1͒ k-means is initialized by means based thresholding where the thresholds were randomly selected. ͑2͒ Voxel intensities are resampled into a 1-D signal. ͑3͒ The sample or case order is randomized so different cluster solutions are obtained from different k-means runs. ͑4͒ n randomization procedures are applied and details on each solution are stored. ͑5͒ The solution that results in the smallest average Euclidean distance measurement is considered the most satisfactory and this solution is used for EM initialization.
Basically, the popular k-means clustering algorithm assumes that the data form distinct spheres around k centers. The number of randomization procedures n used in the fourth step of the MDKEM algorithm was determined experimentally over a large number of data sets and the optimal value yielding the best segmentation results for a reasonable computing time was found to be close to 10.
C. Spatial modeling using a traditional Markov random field model
To model an image using a MRFM, starting parameters are determined. Parameters required to model the spatial characteristics of an image are obtained using the marginal segmentation detailed in the previous section. The result of marginal segmentation is considered to be a baseline scene estimate and a spatial model is used to refine the segmentation obtained.
The Potts/Ising model
Spatial dependence within an image can be modeled using a Markov random field to characterize each voxel's true state. [30] [31] [32] An assumption is made that a true hidden state X i exists for each voxel i where X i is an integer representation of one of the K states ͑X i ͕1,2, ... ,K͖͒ and that a voxel's true state is likely to be similar to the states associated with its neighboring voxels. An indicator function is defined I͑X i , X j ͒ that equates to 1 when X i = X j and 0 in all other cases. N͑X i ͒ represents the voxels neighboring voxel X i ͑the neighborhood size is discussed in a later subsection͒ and U͑N͑X i ͒ , k͒ signifies the number of voxels in N͑X i ͒ with state k. As the Markov random field is used to define spatial structure on X, the Potts or Ising model is described mathematically in the following equation, where the sum is computed over all neighbor pairs:
͑1͒
The amount of spatial homogeneity within the model is expressed using the parameter , a value that implies either randomness or uniformity. Where is positive, neighboring voxels are similar; however, when the value associated with this parameter is negative, it indicates that neighboring voxels are dissimilar. Dissimilarity between neighboring voxels is not of interest in this study. From p͑X͒ characterized in Eq. ͑1͒, the following conditional distribution can be derived:
This model is referred to as a hidden MRFM as the variables X can only be determined through the set of all observed image voxels Y. In this study, boundary voxels, voxels that exist on the image boundary, are excluded from analysis, except in their use as outlying neighbors of interior voxels not situated on the image boundary. These voxels are not considered, as their full set of neighbors cannot be observed.
The iterated conditional modes "ICM… algorithm
The defined spatial segmentation is based on the ICM algorithm introduced by Besag. 32, 33 This algorithm is used for image reconstruction when local true image characteristics are modeled under Markovian principles. Specifically, this approach can be used collaboratively with the Potts/Ising model described previously. ͓See Eq. ͑1͒.͔ This iterative algorithm commences using an initial estimate of the true scene X, referred to as X , and proceeds to compute estimates for the parameters associated with p͑Y i ͉ X i ͒ in addition to and X. Considering the X values are latent and the original image voxels Y i can be observed, an assumption is made that the conditional density model, linking the observed and la-tent spaces f͑Y i ͉ X i = j͒, follows a Gaussian distribution with mean m j and variance j 2 . From this assumption, it is apparent that the Y values are conditionally independent as a result of the X values ͓shown in Eqs. ͑3͒ and ͑4͔͒. k represents the set of parameters͑ , 2 ͒ for the state K.
The ICM algorithm is initialized using marginal segmentation by Gaussian mixture modeling to find X , the preliminary scene estimate. The algorithm proceeds as follows: 30, 33, 34 ͑1͒ The Gaussian parameters are updated by maximizing the likelihood in Eq. ͑3͒ using the most current update of X . Mathematically, maximum likelihood estimates of j and j 2 for each class j are determined, using X as the voxel assignment to a given cluster to update = arg maxf͑Y ͉ X ͒. ͑2͒ Utilizing the current estimate X as the true scene, is estimated using maximum pseudolikelihood ͓shown in Eqs. ͑5͒ and ͑6͔͒. The function to be maximized is the product over all voxels from Eq. ͑2͒:
By maximizing the function for all image voxels, one parameter exists for the complete image, which dictates that the same amount of spatial cohesion exists within each segment. The estimation of is used to investigate whether segments have been correctly estimated. Specifically, this value locates segments that have been incorrectly combined, indicating high spatial cohesion, or incorrectly subdivided, indicating low cohesion. When the number of true natural groupings K T is greater than or equal to the number of assumed groupings K, the parameter is correctly estimated; however, as K grows beyond K T , an underestimated value of is expected. In cases where this occurs, the estimate can be negative, even when the associated with the true scene is positive, and, for this reason, is constrained to be positive by resetting to zero if required, before continuing. ͑3͒ Update X by individually considering each voxel and replacing X i with the state that maximizes the following equation:
On the completion of the voxel updating procedure, a new X is obtained. After one iteration of ICM, updated estimates of , , and X are determined. ICM concludes either on convergence of X or when a predetermined number of iterations has been reached. In this instance, the maximum number of iterations is set to 20; however, in other studies only ten iterations were utilized. 30 When working within a MRFM, an exact neighborhood definition is required. From a purely two-dimensional perspective, a pixel neighborhood is straightforward to define and is typically the eight pixels surrounding the pixel in question. 30 The definition of neighborhood size, when utilizing a 3-D MRFM for volumetric image analysis, is considerably more complex. Numerous neighborhood possibilities exist; however, in this study one of the more standard approaches is used. The selection of an appropriate neighborhood is of utmost importance and essentially controls the level of segmentation smoothness. Too large a neighborhood results in an overly smooth segmentation conveying little or no shape information, and, alternatively, an inappropriately small neighborhood can cause certain cluster volumes to be underestimated. It is vital to find a compromise as, particularly within medical applications, segmentation accuracy is imperative.
For 3-D modeling, a neighborhood is defined as the 26 voxels surrounding a specific voxel. Eight of these neighbors are located around this voxel in the same axial plane, while the remaining 18 neighbors are situated in the prior and subsequent image frames. This neighborhood is employed to regulate how readily the Markov model can refine the initial segmentation, and, in the multiscale case, substantial clustering modifications are required. This neighborhood is chosen as it considers all direct neighbors, without resulting in an overly smooth segmentation. Computation time is the fundamental limitation of this neighborhood. Other neighborhoods such as the "fence," which considers 18 direct neighbors, can be easily incorporated into the system.
D. Multiscale modeling
A novel multiscale extension to the traditional MRFM is described in the following subsections. This extension is introduced, as multiresolution approaches yield a series of scale components, allowing for the evaluation of spatial relationships between objects at multiple scales. Image characteristics associated with a particular scale, which may go undetected using other analysis techniques, can therefore be exploited. 35 An overview of the proposed 3-D multiscale Markov model is given below:
͑1͒ Obtain an initial segmentation through marginal segmentation using the MDKEM algorithm discussed in Sec. II B. ͑2͒ Perform an à trous wavelet decomposition on the original image volume to obtain a set of scale components. ͑3͒ Determine scales deemed significant for image analysis. ͑4͒ Utilize the original image volume and significant wavelet scales within a MRFM to refine the original marginal segmentation.
In Sec. II D 1, the mathematical theory encompassing the à trous redundant wavelet transform. 36 is presented. The scale selection criterion used to determine significant wavelet scales is described in Sec. II D 2. Section II D 3 highlights how this series of scales is utilized within a Markov model for segmentation refinement.
The à trous redundant wavelet transform
A wavelet transform decomposes a signal into a set of resolution related views. The wavelet decomposition of an image creates at each scale j, a set of coefficient values w j with an overall mean of zero. Using the à trous wavelet transform, this set of coefficient values w j contains the same number of voxels as the original 3-D image volume and, therefore, this wavelet transform is redundant. A nondecimated or redundant wavelet transform is useful for the detection of fine features within the signal. These may not be apparent using decimated transforms due to the inclusion of aliasing biases. 37 The wavelet function is defined as the difference between the scaling functions of two successive scales. This is described mathematically as follows:
ͪ.
͑8͒
In this study, the third degree B-spline is used as the scaling function ͑x͒ with filter coefficients:
ͮ .
͑9͒
This scaling function is selected due to its useful interpolation properties. The associated wavelet function resembles a Mexican hat function with a central peak and negative side lobes. These functions are shown graphically in Fig. 2 . The following simple algorithm has been derived to compute the associated wavelet transform: 36, 37 ͑1͒ Initialize j to zero and commence with the data c j ͑k͒ where k refers to the sample position. ͑2͒ Increment j and perform a discrete convolution of the data c j−1 ͑k͒ using the filter h. This can be described mathematically by
The distance between the central voxel and the exterior adjacent voxels is 2 j−1 and is related to the name given to this transform, "with holes."
36
͑3͒ On the completion of the previous smoothing step, the discrete wavelet transform is obtained by
where p is the number of resolutions required, return to step 2. ͑5͒ The wavelet transform of the data is represented by the set
A series expansion of the original image c 0 , in relation to its wavelet scale levels, is as follows:
This equation provides a method by which to reconstruct the original signal and, essentially, is obtained by an addition of the smoothed array c p ͑x͒ to the differences w j . The characteristics associated with a particular wavelet transform, and specifically, the à trous redundant wavelet transform, are thoroughly discussed in Refs. 36 and 37. For a fixed number of scales, the computational complexity of this algorithm is O͑n͒ for an input of length n and is therefore less complex than the fast Fourier transform ͑FFT͒.
Boundary treatment. Due to the nature of the interspersed convolution used within the à trous framework, careful attention is required in the treatment of signal boundaries. Although numerous strategies exist, an approach is utilized that is simple but extends the signal using coefficients that only minimally alter the statistical characteristics of the signal. This approach, known as "periodic symmetry," 38 illustrated in Fig. 3 , provides a more logical solution than overly simplified approaches that extend the signal boundaries using zero coefficients. In Fig. 4 , a four-level redundant wavelet The application of the à trous redundant wavelet transform to a 3-D image volume results in a 4-D decomposition consisting of a specified number of 3-D wavelet scales, with dimensions equating to the original image.
Scale selection criterion
In this study, a wavelet transform is utilized, which decomposes 3-D data sets into six wavelet scales. In earlier work, 39 no objective selection mechanism is identified. Midlevel wavelet scales are used, with the highest and lowest wavelet scales having been rejected. The first scale is ignored under the assumption that the majority of image noise is localized within the scale; however, this is performed on several imaging modalities. 40 The residual wavelet scale is ignored as it contains averaging coefficients with high numerical values, which, if processed, can lead to an overly smooth segmentation.
Subsequent testing reveals that the rejection of the residual scale is warranted; however, the initial assumption regarding the elimination of the first wavelet scale is questionable. Although this scale undoubtedly contains the highest frequency information, this, in the PET instance, does not necessarily refer to noise, due to the use of sophisticated normalized attenuation weighted, ordered subset, expectation maximization ͑NAW-OSEM͒ iterative reconstruction algorithm 41 used to reconstruct the PET data. This reconstruction algorithm incorporates automated noise modeling. The first wavelet scale does not, therefore, need to be eliminated, as the spatial Markov model is sufficiently robust to deal with such high noise levels. The finest image features are contained within this scale, features that are vital for the production of high quality segmentation. The second wavelet scale is also utilized due to the high amount of detail that it provides.
Only two scales are selected for inclusion within the multiscale MRFM, as after marginal segmentation, baseline segmentation is achieved. These scales are included to reveal more information on finer image features and to model the data from a spatial perspective. The reason for selecting only scales one and two in redundant wavelet is that these two scales contain the necessary information in the processed images with higher entropy value, which gives better segmentation. An entropy analysis is used for the selection of the wavelet scales. In addition, as computation time within the Markov model is related to the number of scales under consideration, the use of these scales prevents computation time from becoming excessive.
Processing multiple scales within the MRFM
To implement a multiscale MRFM, a mechanism must be contrived to amalgamate the salient information from each à trous wavelet scale. To achieve this, the traditional MRFM must be modified. These modifications are outlined in the following points: 
͑1͒
In conjunction with the original image, the first two redundant wavelet scales are considered. The original image volume must be included within the model to stabilize the segmentation. Without its inclusion, a deterioration in segmentation quality may be evident. ͑2͒ In the traditional MRFM, statistics associated with the initial marginal clustering solution are determined. Specifically, the mean and variance of each cluster is computed. In this multiscale system, a more thorough set of statistics is required for a later computation, which will essentially analyze the varying statistical characteristics between scales. In this multiscale system, means and covariances are determined through association with the initial marginal segmentation solution. In addition, the determinant of the variance/covariance matrix associated with each cluster is obtained. The covariance of a series of variates provides a measure of correlation strength.
͑3͒
Step 2 of the ICM algorithm requires no modification for multiscale compliance as the estimation of is obtained using the most recent clustering estimate. ͑4͒ To incorporate vital information from each scale, ICM step 3 must be altered. In spatial domain Markov modeling, a univariate Gaussian density is calculated for each voxel; however, in this multiscale approach, a multivariate Gaussian density must be computed where the variates refer to the intensity values associated with a particular voxel location in each selected wavelet scale. This multivariate density function for a given cluster is as follows:
͑14͒
where w refers to the voxel intensities across image scales ͑shown in Fig. 6͒ , and N is the number of images/scales utilized. ⌺ is an N ϫ N covariance matrix for a specified cluster and ͉⌺͉ is the determinant of ⌺. This multivariate density is used with to compute the updated current cluster probabilities and therefore readjust the clustering solution achieved on the previous ICM iteration or by marginal segmentation.
E. PET data acquisition and reconstruction
The ECAT ART ͑CTI/Siemens, Knoxville, TN͒ rotating whole body 3-D tomograph, upgraded to use collimated point sources of 137 Cs and capable of producing high quality scatter-free data in this continuously rotating partial-ring tomograph, was used. This allows increasing the count statistics while drastically diminishing the acquisition time.
To assess the performance of the developed segmentation algorithm, experimental measurements of the anthropomorphic thorax phantom ͑Radiology Support Devices Inc., Long Beach, CA͒ were performed ͓Fig. 7͑a͔͒. This phantom consists of lungs, cardiac insert, and a liver compartment that can be filled independently. In addition, there is a plastic vial placed in the pelvis to simulate the bladder and thus take into account out of field-of-view activity. Activity concentration in the lesions was measured to be 40 times that of the lungs, which in turn was two times less than that of soft-tissue background. Lung density averaged 0.30 g / cm 3 . We have constructed a set of ellipsoidal tumors of different size using a technique proposed by Turkington et al. 42 that can be used to produce wall-less small radioactive lesions using molted wax ͓Fig. 7͑b͔͒. These lesions mixed with 18 F activity having volumes ranging between 1.4 and 3.1 ml were embedded in the upper and lower parts of the left and right lungs within the physical anthropomorphic thorax phantom. This arrangement provides properties similar to the human thorax suitable for mimicking whole-body oncological FDG-PET studies.
The PET image segmentation algorithm was tested on ten oncological patients referred to the division of nuclear medicine of Geneva University Hospital for clinical evaluation of the segmentation system. All patients had plasma glucose checked before intravenous injection of 222 MBq of ͓ 18 F͔-FDG adjusted to 70 kg body weight ͑none of them was diabetic͒, and PET images were obtained 60 min later. The acquisition time was 16 min per bed position ͑40% TX and 60% EM͒. PET transmission images were segmented using a fuzzy clustering algorithm. 3 The images were scatter corrected and reconstructed using NAW-OSEM. 41 The default parameters used in clinical routine were applied ͑two iterations, eight subsets͒ followed by a postprocessing Gaussian filter ͑kernel FWHM= 6.0 mm͒. The voxel size was set to 3.4ϫ 3.4ϫ 3.4 mm 3 .
III. RESULTS
In the subsections that follow, a basic comparison of the results obtained using the spatial domain Markov model and the wavelet domain Markov model is described. The purpose of the results in this paper is to provide evidence of the advantages achievable utilizing the multiscale methodology. To perform this, feedback from clinical scientists aids in determining PET image volumes that are not segmented effectively using spatial domain segmentation models; explicitly, three clinical data sets were selected for illustration:
• patient#1, scan 1 ͑128ϫ 128ϫ 128͒; • patient#2, scan 1 ͑128ϫ 128ϫ 80͒; and • patient#2, scan 2 ͑128ϫ 128ϫ 80͒. This is the same patient as above scanned several weeks after the first scan following chemotherapy.
Some illustrations of the segmentations of these problematic image volumes using both spatial and wavelet domain models are shown in this section. Figure 8 shows a 3-D rendering of a clinical study ͑patient#2, second visit͒ and a plot of BIC against varying number of clusters K. This graph indicates that the BIC plateau begins at K = 7, which is regarded as the optimal choice of K for this model. A six-level à trous wavelet decomposition is performed and the first two redundant wavelet scales along with the original image are selected to refine the marginal segmentation.
A. Phantom segmentation analysis
An illustration of the process required to segment the phantom image volume is depicted in Fig. 9 . In this figure, three transaxial slices representing the original slices before segmentation, corresponding slices of the two selected wavelet scales ͑scales one and two͒, and the resulting segmented slices in six clusters, respectively, are illustrated to prove the 3-D nature of the segmentation system. The inherent features of these images are clearly defined with thresholding successfully removing problematic high metabolic uptake. Due to thresholding, segment 1 representing the background has a mean close to zero and an extremely high segment probability. The quality of the segmentation provides vital information from a metabolic perspective. The obvious lesion is defined clearly and its transaxial area varies appropriately through this plane. In slice 29, segment 3 grows suitably in the right half of the slice due to a tumor insert, which becomes apparent in the succeeding slices.
Subsequently the segmented tumors resulting from application of three segmentation algorithms including the new proposed technique were measured in terms of volume by multiplying the number of voxels belonging to cluster number six ͑K =6͒ by the elementary voxel volume. The true lesion volumes are then compared with the actual volumes computed by the segmentation algorithms. This kind of analysis provides useful insight into the accuracy and quality of solutions provided by the algorithm. Details regarding the size and location of each tumor insert are shown in Table I . The calculated volumes and relative errors obtained using different segmentation methodologies including standard k-means, spatial domain MRFM, and the new multiscale MRFM are also depicted.
B. Clinical segmentation analysis
In the following subsections, each of Figs. 10-12 consists of six images. Each of the six images relates to one transaxial image slice of a specific 3-D image volume. Image ͑a͒ shows a transaxial image slice under normal conditions, while image ͑b͒ is a contrast enhanced version of image shown in ͑a͒. Contrast enhancement refers simply to viewing images using different window/level settings to facilitate display of lesions having abnormal uptake. Images ͑c͒ and ͑d͒ are transaxial slices taken from the first and second wavelet scales of the original 3-D image. Image ͑e͒ is a slice of the resulting 3-D segmentation of the original volumetric image using a spatial domain MRFM, and image ͑f͒ depicts a slice of the resulting 3-D segmentation map of the original image volume utilizing the wavelet domain MRFM. In each of the following examples, a logical estimate of the number of appropriate segmentation levels is used.
Patient#1, scan 1
Slice 34, shown in Fig. 10͑a͒ , conveys several large hypermetabolic regions; however, through manual contrast enhancement, it becomes apparent that the large hypermetabolic regions are not solely associated with tumors. Through analysis of both the contrast enhanced slice and individual wavelet scales, it is clear that five separate malignant masses are present at this transaxial location. Tumors are located on the heart/lung boundaries and on the external boundary of the right lung. When segmented into eight regions using a spatial domain model ͓shown in Fig. 10͑e͔͒ , a reasonable result is achieved. When contrasting this result with the original image slice under normal conditions ͓shown in Fig.  10͑a͔͒ a solution is obtained that pinpoints the large hypermetabolic regions, though the nature of these regions remains unclear. It is difficult to determine, without manipulation, whether these hypermetabolic regions are associated with active tissues, huge cancerous masses, or a combination of both.
To perform a multiscale segmentation, redundant wavelet scales one and two are utilized. Good quality segmentation is achieved using this multiscale approach. Using the same number of clusters as the spatial domain segmentation, all the important information gained is still evident, but, in addition, the hypermetabolic regions are further divided, clarifying the position of the five tumors. 
Patient#2, scans 1 and 2
The analysis of these scans has been combined to reduce repetitiveness, as both scans, although taken several months apart, are acquired from the same patient, thus revealing the same underlying oncological condition. This patient suffers from cancer at an advanced stage. Due to late diagnosis, the primary cancer has developed and spread throughout the body, producing secondary tumors also called metastases. Contrast enhancement ͓shown in Fig. 11͑b͔͒ of scan 1, slice 24, reveals multiple metastases in the upper regions of both lung walls. When segmented in the spatial domain in six clusters, all hypermetabolic regions are clearly defined; however, as in the previous example, the nature of these hypermetabolic regions cannot be ascertained. For multiscale segmentation into six clusters, again, the first two wavelet scales are utilized. This segmentation ͓shown in Fig. 11͑f͔͒ effectively splits the hypermetabolic regions defined in the spatial domain, to pinpoint the location of several metastases. In this instance, a six-level segmentation is utilized due to the lack of variation evident in the tissue regions of the image volume, and also as a consequence of the reduced z-axis dimensionality of the image. Figure 12͑b͒ depicts the contrast enhanced version of scan 2, slice 33. Metastases are evident on the external walls of both lungs and in close proximity to the heart. As was found in the previous cases, spatial domain segmentation into eight clusters provides a satisfactory separation of active and nonactive features. In contrast, multiscale segmentation utilizing wavelet scales one and two provides a far superior segmentation. The exact location of each individual secondary tumor is clearly visible.
IV. DISCUSSION
The role of PET during the past decade has advanced rapidly from that of a pure research tool to a methodology of immense clinical potential. FDG-PET is extensively used in the diagnosis, staging, and assessment of tumor response to therapy, since metabolic changes generally precede the more conventionally measured parameter of change in tumor size. 1 Manual and automated segmentation of patient data for the purpose of quantifying tumor size and uptake has received significant attention during the last decade. At present, segmentations are mainly performed manually by medical specialists. Although, for a typical 3-D data set, the entire expert manual segmentation can take several hours to compute, this approach is perhaps the most reliable and accurate method of medical image segmentation. This is due to the immense complexity of the human visual system, a system well suited to this task. Nevertheless, the method suffers from the lack of objective assessment and reproducibility. To limit intra-and interobserver dependence and variability, the development of unsupervised segmentation algorithms is highly desired. 10 It is apparent from Table I that the exploitation of k-means clustering significantly underestimates tumor volumes. This was expected as this methodology relies solely on voxel intensity and does not consider the spatial location of voxels. For the smallest lesions ͑ϳ7 mm radii͒, the relative error is substantial ͑ϳ10-13% ͒. This large error, however, is understandable for an object of this size ͑relative to the spatial resolution of the PET scanner͒ as reallocation of one voxel at this resolution alters the relative error by 2.8%. For the larger lesions ͑ϳ9 mm radii͒, the percentage error is much lower ͑ϳ6.2% ͒, as in this instance one voxel reallocation modifies the percentage error by only 1.3%. It is also evident that a traditional MRFM tends to overestimate tumor volume. The overestimations are at slightly reduced levels compared to the underestimations reported for the k-means algorithm. The substantial overestimation of volumes occurring in this case is the result of the algorithm's tendency to classify partial volume voxels as tumor cluster ͑cluster 6͒. By far the best solution for tumor quantification is the novel multiscale MRFM. This approach finds a compromise between the two aforementioned methodologies. For the smaller lesions ͑1 and 2͒, the relative error is dramatically reduced to less than 8%, whereas for the larger lesions, the relative error is less than 3.5%.
A detailed analysis of intermediate and final characteristics of each of the seven clusters for the clinical study shown in Fig. 12 showed that the mean and probability of each cluster are evident after marginal segmentation and after spatial refining. This data set is considered to be moderately problematic in terms of image contrast. Obviously, the sum of all segment probabilities is equal to one. Observation of the changes in cluster membership, which occur as a result of multiscale spatial modeling, prove that a considerable number of voxel reallocations take place, with the most significant voxel reallocations occurring in clusters 6 and 7. The number of tumor cluster 7 is reduced considerably after applying the multiscale algorithm. In addition, the mean value associated with this cluster increases significantly. The multiscale system developed efficiently divides large regions associated with high tracer uptake enabling tumors and other highly active organs or tissues to be classified separately. The characteristics of segment number 1 are completely different from the remaining segments. Both mean values associated with this segment are close to zero as a direct consequence of the thresholding procedure introduced in the algorithm. As this segment obviously represents image background, the probability of a specific voxel being a member of this segment is exceptionally high, and, in this case, there is approximately a 75% chance of a specific voxel being allocated to this class.
The developed multiscale MRFM algorithm provides a useful mechanism for identifying primary lesions and secondary metastases in image regions depicting high levels of tracer uptake. Unfortunately, this approach requires significantly more computation as the spatial domain MRFM. For an image with dimensionality 128ϫ 128ϫ 117, the multiscale MRFM, initialized via MDKEM, takes approximately 30 min ͑C source code͒ to compute, for a predetermined number of clusters. Times are obtained using a singleprocessor 2.4 GHz Pentium 4, with 256 MB of RAM. One of the potential applications of this technique is to guide track tumor volume change to assess the response to therapy and PET/CT-based radiation therapy treatment planning by providing additional information that is important for defining the target volume, thus allowing us to alleviate the difficult time-consuming manual procedure. PET/CT plays an important role in guiding radiation treatment planning in cancers of the brain, head and neck, cervix, and other areas including lymphoma and melanoma. 8 These examples are not exhaustive, but indicate the potentially important role of dual-modality imaging in guiding radiation treatment planning in comparison to techniques that use anatomical imaging with CT alone and the relevance of the developed methodology for this kind of applications.
V. CONCLUSION
This paper described how the traditional spatial domain MRFM, initialized by marginal segmentation, can be used to segment a 3-D image volume by characterizing the spatial relationship between neighboring voxels. In addition, this study has outlined how this model can be extended into the wavelet domain, so features evident only in certain wavelet scales can be used to refine the initial clustering solution. An anthropomorphic phantom study and selected clinical image volumes were used to portray the contrasting solutions obtained in the spatial and wavelet domains. In all cases, superior results were obtained utilizing multiple scales. This approach both determined the hypermetabolic regions observable using spatial domain modeling and the nature of these active regions by further splitting. A disadvantage of this new model is the increase in resources required to process both selected wavelet scales along with the original image volume, thus considerably increasing the complexity of the system. The algorithm is being further refined and validated in a prospective study using in vivo macroscopic surgical specimen of oncologic patients through qualitative and quantitative comparison of our results with the surgical specimen considered as the gold standard.
