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Abstract
The construction of rationally-extended Morse potentials is analyzed in
the framework of first-order supersymmetric quantum mechanics. The known
family of extended potentials VA,B,ext(x), obtained from a conventional Morse
potential VA−1,B(x) by the addition of a bound state below the spectrum of
the latter, is re-obtained. More importantly, the existence of another family
of extended potentials, strictly isospectral to VA+1,B(x), is pointed out for a
well-chosen range of parameter values. Although not shape invariant, such
extended potentials exhibit a kind of ‘enlarged’ shape invariance property, in
the sense that their partner, obtained by translating both the parameter A
and the degree m of the polynomial arising in the denominator, belongs to
the same family of extended potentials. The point canonical transformation
connecting the radial oscillator to the Morse potential is also applied to exactly
solvable rationally-extended radial oscillator potentials to build quasi-exactly
solvable rationally-extended Morse ones.
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1
1 Introduction
Extending the Morse potential by the addition of some nonsingular function, in such
a way that the resulting potential remains exactly solvable (ES), has a long history
and has been done along several paths.
In the context of unbroken supersymmetric quantum mechanics (SUSYQM) [1],
an extended potential has been built in terms of the confluent hypergeometric func-
tion and its derivative and shown to be ES under certain conditions on the potential
parameters [2]. For such a reason, the new potential has been termed ‘conditionally
exactly solvable’ [3, 4].
In the framework of backward Darboux transformations [5] (equivalent to the
previous approach of unbroken SUSYQM) of (translationally) shape invariant (SI)
potentials [6], algebraic deformations of the Morse potential have been considered
[7]. These deformations are characterized by the fact that the superpotential is
a rational function or a composition of a rational function with an exponential.
Special attention has been devoted to the polynomials appearing in the partner
wavefunctions and to their properties.
Another method has employed ground- or excited-state wavefunctions of the
Morse potential to construct nonsingular isospectral potentials [8, 9] by resorting to
the well-known nonuniqueness of factorization [10]. The latter indeed allows one to
avoid the singularities arising from the use of excited-state wavefunctions in standard
SUSYQM [1].
After the introduction of the first families of exceptional orthogonal polynomials
(EOP) in the context of Sturm-Liouville theory [11, 12], the realization of their
usefulness in constructing new SI extensions of ES potentials in quantum mechanics
[13, 14, 15], and the rapid developments that followed in this area [16, 17, 18, 19,
20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30], it soon appeared that only some of the
well-known SI potentials led to rational extensions connected with EOP. In this
category, one finds the radial oscillator [13, 15, 16, 17, 18, 22, 23, 24], the Scarf I
(also called trigonometric Po¨schl-Teller or Po¨schl-Teller I) [13, 15, 16, 17, 22, 24], and
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the generalized Po¨schl-Teller (also termed hyperbolic Po¨schl-Teller or Po¨schl-Teller
II) [14, 16, 17].
In such a context, the Morse potential has been recently re-examined by making
use of two different (but equivalent) approaches, the Darboux-Ba¨cklund transfor-
mation [31] and the prepotential method [32]. Both studies have recovered the
previously found algebraic deformations [7].
The purpose of the present work is twofold. First, we will review the con-
struction of rationally-extended Morse potentials by using a standard SUSYQM ap-
proach, similar to that previously employed for some other potentials [14, 15, 28, 30].
This will enable us to point out the existence of a whole family of strictly isospec-
tral extensions for some range of parameter values. Second, we will generalize to
rationally-extended potentials the point canonical transformation (PCT) known to
connect the radial oscillator to the Morse potential [1, 33, 34, 35]. This will lead us
to quasi-exactly solvable (QES) [36, 37, 38] rational extensions.
2 Rationally-Extended Morse Potentials in First-
Order SUSYQM
2.1 General results
As well known, the Morse potential
VA,B(x) = B
2e−2x − B(2A+ 1)e−x, −∞ < x <∞, (2.1)
has a minimum VA,B(xmin) = −
1
4
(2A+1)2, for xmin such that e
−xmin = (2A+1)/(2B),
provided this quantity is positive. It then has a finite number of bound states with
energy [1]
ǫ(A)ν = −(A− ν)
2, ν = 0, 1, . . . , νmax, A− 1 ≤ νmax < A, (2.2)
provided A > 0 (hence B > 0 too).a The corresponding bound-state wavefunctions
can be expressed in terms of (generalized) Laguerre polynomials as
ϕ(A)ν (x) ∝ exp[−(A− ν)x− Be
−x]L(2A−2ν)ν (2Be
−x) ∝ ξA(z)L
(2A−2ν)
ν (z), (2.3)
aIn this paper, we take units wherein ~ = 2m = 1.
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with
z = 2Be−x, ξA(z) = z
A−νe−
1
2
z, 0 < z <∞. (2.4)
In first-order SUSYQM [1], one considers a pair of SUSY partners
H(+) = Aˆ†Aˆ = −
d2
dx2
+ V (+)(x)− ǫ,
H(−) = AˆAˆ† = −
d2
dx2
+ V (−)(x)− ǫ,
Aˆ† = −
d
dx
+W (x),
Aˆ =
d
dx
+W (x),
V (±)(x) = W 2(x)∓W ′(x) + ǫ,
(2.5)
which intertwine with the first-order differential operators Aˆ and Aˆ† as AˆH(+) =
H(−)Aˆ and Aˆ†H(−) = H(+)Aˆ†. Here W (x) is the superpotential, which can be
expressed as W (x) = −
(
log φ(x)
)′
in terms of a (nodeless) seed solution φ(x) of the
initial Schro¨dinger equation(
−
d2
dx2
+ V (+)(x)
)
φ(x) = ǫφ(x), (2.6)
ǫ is the factorization energy, assumed smaller than or equal to the ground-state
energy ǫ
(+)
0 of V
(+)(x), and a prime denotes a derivative with respect to x. For
ǫ = ǫ
(+)
0 and φ(x) = ϕ
(+)
0 (x) corresponding to the ground state of V
(+)(x), the
partner potential V (−)(x) has the same bound-state spectrum as V (+)(x), except
for the ground-state energy which is removed (case i). For ǫ < ǫ
(+)
0 , in which case
φ(x) is a nonnormalizable function, V (−)(x) has the same spectrum as V (+)(x) if
φ−1(x) is also nonnormalizable (case ii or isospectral case) or it has an extra bound-
state energy ǫ below ǫ
(+)
0 , corresponding to the wavefunction φ
−1(x), if the latter is
normalizable (case iii).
For V (+)(x) = VA,B(x), it is well known [1] that ǫ = ǫ
(+)
0 = ǫ
(A)
0 and φ(x) =
ϕ
(+)
0 (x) = ϕ
(A)
0 (x) lead to V
(−)(x) = VA−1,B(x), showing that the Morse potential is
SI [6].
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To construct rational extensions of the Morse potential, we have to determine
all well-behaved (i.e., nodeless) solutions φ(x) of (2.6) with ǫ < ǫ
(A)
0 = −A
2 that are
of polynomial type. For such a purpose, let us use the ansatz
φ
(
x(z)
)
= zλe−
1
2
zf(z) (2.7)
in the Schro¨dinger equation (2.6), rewritten in the variable z defined in (2.4),[
−z2
d2
dz2
− z
d
dz
+
1
4
z2 −
(
A+
1
2
)
z − ǫ
]
φ
(
x(z)
)
= 0. (2.8)
Here λ and f(z) denote some constant and some function, respectively. Provided
ǫ = −λ2, a = λ−A, b = 2λ+ 1, (2.9)
the resulting equation for f(z) reduces to the confluent hypergeometric equation[
z
d2
dz2
+ (b− z)
d
dz
− a
]
f(z) = 0, (2.10)
whose regular solution is 1F1(a; b; z). Equation (2.10) admits four polynomial-type
solutions, expressed in terms of Laguerre polynomials, if and only if either a or b−a
is an integer [39] (see also Ref. [7]),
f1(z) = 1F1(a; b; z) ∝ L
(b−1)
m (z) for a = −m,
f2(z) = z
1−b
1F1(a− b+ 1; 2− b; z) ∝ z
1−bL(1−b)m (z) for b− a = m+ 1,
f3(z) = e
z
1F1(b− a; b;−z) ∝ e
zL(b−1)m (−z) for b− a = −m,
f4(z) = z
1−bez1F1(1− a; 2− b;−z) ∝ z
1−bezL(1−b)m (−z) for a = m+ 1.
(2.11)
It remains to combine Eq. (2.9) with the condition found for a or b− a in (2.11)
and to look for those cases where ǫ < −A2 and the Laguerre polynomial has no zero
for z ∈ (0,∞). To check the last condition, we use Kienast-Lawton-Hahn’s theorem
on the zeros of Laguerre polynomials [39] (see also Ref. [23]). From f1(z) and f3(z)
(or, equivalently, from f2(z) and f4(z)), we arrive at the following two acceptable
factorization functions
φIIA,m(x) = χ
II
A,m(z)L
(2A−2m)
m (z)
∝ exp[−(A−m)x−Be−x]L(2A−2m)m (2Be
−x)
if m = 1, 2, 3, . . . and A <
m
2
, (2.12)
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φIIIA,m(x) = χ
III
A,m(z)L
(−2A−2m−2)
m (−z)
∝ exp[(A+m+ 1)x+Be−x]L(−2A−2m−2)m (−2Be
−x)
if m = 2, 4, 6, . . . , (2.13)
with
χIIA,m(z) = z
A−me−
1
2
z, χIIIA,m(z) = z
−A−m−1e
1
2
z, (2.14)
and corresponding energies ǫIIA,m = −(A−m)
2, ǫIIIA,m = −(A+m+ 1)
2, respectively.
The inverse of φIIIA,m(x) is normalizable, in contrast with that of φ
II
A,m(x).
A superscript II or III has been introduced in Eqs. (2.12), (2.13), and (2.14), by
analogy with what is often done in the case of extended radial oscillator potentials
pertaining to the L2 and L3 series, respectively [23, 30]. The former series is as-
sociated with Laguerre polynomials with negative argument and positive variable,
while for the latter both the argument and the variable are negative. For the ex-
tended Morse potentials, no counterpart of the L1 series, corresponding to positive
argument and negative variable, is obtained. It is worth stressing that φIIIA,m(x) has
been first derived in Ref. [7], then reconsidered in Refs. [31] and [32], but that to
the best of the author’s knowledge, φIIA,m(x) has not been mentioned so far.
To obtain some rationally-extended Morse potentials VA,B,ext(x) with given A
and B, we have to start from a conventional Morse potential VA′,B(x) with some
different A′, but the same B (hence z remains unchanged). From Eqs. (2.5), (2.12),
(2.13), and (2.14), it is straightforward to get
V (+)(x) = VA′,B(x), V
(−)(x) = VA,B,ext(x) = VA,B(x) + VA,B,rat(x),
VA,B,rat(x) = −2z
{
g˙
(A)
m
g
(A)
m
+ z
[
g¨
(A)
m
g
(A)
m
−
(
g˙
(A)
m
g
(A)
m
)2]}
,
(2.15)
where a dot denotes a derivative with respect to z. According to the choice made
for the factorization function φ(x), we may distinguish the two cases
(II) A′ = A+ 1, φ = φIIA+1,m, g
(A)
m (z) = L
(2A+2−2m)
m (z),
m = 1, 2, 3, . . . , −1 < A <
m− 2
2
; (2.16)
(III) A′ = A− 1, φ = φIIIA−1,m, g
(A)
m (z) = L
(−2A−2m)
m (−z),
m = 2, 4, 6, . . . , A > 1. (2.17)
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Note that B > 0 everywhere.
2.2 Type II rationally-extended Morse potentials
In type II case, V (+)(x) and V (−)(x) are isospectral (case ii of SUSYQM) and their
common bound-state spectrum is given by
ǫ(+)ν = ǫ
(−)
ν = −(A + 1− ν)
2, ν = 0, 1, . . . , νmax, A ≤ νmax < A+ 1. (2.18)
When A varies in the range −1 < A < m−2
2
, the number of bound states νmax + 1
goes from one to
[
m+1
2
]
.
From the bound-state wavefunctions ϕ
(+)
ν (x) ∝ ξA+1(z)L
(2A+2−2ν)
ν (z), ν = 0, 1,
. . . , νmax, of V
(+)(x), those of V (−)(x) are obtained as
ϕ(−)ν (x) ∝ Aˆϕ
(+)
ν (x) ∝
ξA+1(z)
g
(A)
m (z)
y(A)n (z), ν = 0, 1, . . . , νmax, (2.19)
with
Aˆ = −z
(
d
dz
+
1
2
−
A + 1−m
z
−
g˙
(A)
m
g
(A)
m
)
. (2.20)
In (2.19), y
(A)
n (z) denotes some nth-degree polynomial in z, defined by
y(A)n (z) =
[
g(A)m
(
−z
d
dz
+ ν −m
)
+ zg˙(A)m
]
L(2A+2−2ν)ν (z). (2.21)
This definition seems to imply that n = m+ ν. Nevertheless, from the relation
y(A)n (z) = (2A+ 2− ν)g
(A)
m (z)L
(2A+2−2ν)
ν−1 (z)− (2A+ 2−m)g
(A−1)
m−1 (z)L
(2A+2−2ν)
ν (z),
(2.22)
directly obtainable from the right-hand side of (2.21) and some elementary properties
of Laguerre polynomials [40], we actually deduce that
n = m+ ν − 1. (2.23)
Note that with the normalization assumed in (2.21), the highest-degree term of
y
(A)
m+ν−1(z) is given by (m−ν)(m+ν−2A−2)(−z)
m+ν−1/(m! ν!). As a special case,
the ground-state wavefunction of V (−)(x) can be written as
ϕ
(−)
0 (x) ∝
ξA+1(z)
g
(A)
m (z)
g
(A−1)
m−1 (z). (2.24)
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On the other hand, by directly inserting Eq. (2.19) in the Schro¨dinger equa-
tion for V (−)(x), we arrive at the following second-order differential equation for
y
(A)
m+ν−1(z),{
z
d2
dz2
+
[
2A+ 3− 2ν − z
(
1 + 2
g˙
(A)
m
g
(A)
m
)]
d
dz
− 2(2A+ 2−m− ν − z)
g˙
(A)
m
g
(A)
m
−(m− ν + 1)
}
y
(A)
m+ν−1(z) = 0, ν = 0, 1, . . . , νmax. (2.25)
Let us illustrate the results obtained here by considering the m = 1, 2, and 3
special cases. The rational part of the extended potentials can be written as
VA,B,rat(x) =
N1(x)
D(x)
+
N2(x)
D2(x)
, (2.26)
where
N1(x) = 2(2A+ 1),
N2(x) = 2(2A+ 1)
2,
D(x) = 2Be−x − 2A− 1,
(2.27)
with −1 < A < −1
2
for m = 1,
N1(x) = 8A
(
Be−x + 1
)
,
N2(x) = 8A
2
(
4Be−x − 2A+ 1
)
,
D(x) = 2B2e−2x − 4ABe−x + A(2A− 1),
(2.28)
with −1 < A < 0 for m = 2, and
N1(x) = 3(2A− 1)
[
4B2e−2x − 2(2A− 5)Be−x + 3(2A+ 1)
]
,
N2(x) = 9(2A− 1)
2
[
2(2A+ 7)B2e−2x − 4(A− 1)(2A+ 3)Be−x
+ (A− 1)(2A− 3)(2A+ 1)
]
,
D(x) = 4B3e−3x − 6(2A− 1)B2e−2x + 6(A− 1)(2A− 1)Be−x
− (A− 1)(2A− 1)(2A− 3),
(2.29)
with −1 < A < 1
2
for m = 3. In the first two cases, there is a single bound state
with energy ǫ
(−)
0 = −(A + 1)
2 and wavefunction
ϕ
(−)
0 (x) ∝
exp
[
−(A + 1)x−Be−x
]
D(x)
(2.30)
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or
ϕ
(−)
0 (x) ∝
exp
[
−(A + 1)x− Be−x
]
D(x)
(
2Be−x − 2A+ 1
)
, (2.31)
respectively. In contrast, in the third case, there may be up to two bound states
ϕ
(−)
0 (x) ∝
exp
[
−(A + 1)x− Be−x
]
D(x)
[
2B2e−2x − 4(A− 1)Be−x + (A− 1)(2A− 3)
]
(2.32)
and
ϕ
(−)
1 (x) ∝
exp
[
−(A + 1)x− Be−x
]
D(x)
[
8B3e−3x − 12(2A− 1)B2e−2x
+ 6(2A− 1)2Be−x − (2A+ 1)(2A− 1)(2A− 3)
]
,
(2.33)
corresponding to ǫ
(−)
0 = −(A + 1)
2 and ǫ
(−)
1 = −A
2, provided 0 < A < 1
2
. Only the
first one of them, however, exists for −1 < A ≤ 0.
It is worth observing that the addition of VA,B,rat(x) to VA,B(x) has the effect
of increasing the number of bound states by one, since for the allowed values of
parameter A, the core part of the extended potential has no bound state for m = 1
nor form = 2, and may have zero or one bound state form = 3 according to whether
−1 < A ≤ 0 or 0 < A < 1
2
. This observation remains true for higher m values.
2.3 Type III rationally-extended Morse potentials
In type III case, V (+)(x) and V (−)(x) are not isospectral anymore (case iii of
SUSYQM). Their bound-state spectra are given instead by
ǫ(+)ν = −(A− 1− ν)
2, ν = 0, 1, . . . , νmax, A− 2 ≤ νmax < A− 1, (2.34)
and
ǫ(−)ν = −(A− 1− ν)
2, ν = −m− 1, 0, 1, . . . , νmax, A− 2 ≤ νmax < A− 1, (2.35)
the ground state of V (−)(x) corresponding to ǫ
(−)
−m−1 = ǫ
III
A−1,m = −(A +m)
2.
The bound-state wavefunctions of V (−)(x) can be written as
ϕ(−)ν (x) ∝
ξA−1(z)
g
(A)
m (z)
y(A)n (z), n = m+ν+1, ν = −m−1, 0, 1, . . . , νmax, (2.36)
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where y
(A)
n (z) is an n-th-degree polynomial in z. For the ground state,
ϕ
(−)
−m−1(x) ∝
(
φIIIA−1,m(x)
)−1
, y
(A)
0 (z) = 1, (2.37)
while for the excited states
ϕ(−)ν (x) ∝ Aˆϕ
(+)
ν (x), ν = 0, 1, . . . , νmax, (2.38)
with ϕ
(+)
ν (x) ∝ ξA−1(z)L
(2A−2−2ν)
ν (z) and
Aˆ = −z
(
d
dz
−
1
2
+
A+m
z
−
g˙
(A)
m
g
(A)
m
)
. (2.39)
For n = m+ 1, m+ 2, . . . , m+ 1 + νmax, we may therefore define y
(A)
n (z) as
y(A)n (z) =
[
g(A)m
(
−z
d
dz
− 2A+ 1−m+ ν + z
)
+ zg˙(A)m
]
L(2A−2−2ν)ν (z). (2.40)
Standard properties of Laguerre polynomials [40] may be used to rewrite Eq. (2.40)
in either of the two equivalent forms
y(A)n (z) = (m+ 1)g
(A−1)
m+1 (z)L
(2A−2−2ν)
ν (z) + (2A− 2− ν)g
(A)
m (z)L
(2A−2−2ν)
ν−1 (z) (2.41)
or
y(A)n (z) = (2A+m)g
(A+1)
m−1 (z)L
(2A−2−2ν)
ν (z)− (ν + 1)g
(A)
m (z)L
(2A−2−2ν)
ν+1 (z). (2.42)
The latter expression was already given in previous studies [31, 32], but the former
is a new one, which has the advantage of directly providing us with the polynomial
appearing in the first-excited state wavefunction,
y
(A)
m+1(z) = (m+ 1)g
(A−1)
m+1 (z) = (m+ 1)L
(−2A−2m)
m+1 (−z). (2.43)
We may also observe that with the normalization chosen in (2.40), the highest-degree
term of y
(A)
m+ν+1(z) is given by (−1)
νzm+ν+1/(m! ν!) for ν = 0, 1, . . . , νmax.
Finally, for type III polynomials, the counterpart of the second-order differential
equation (2.25) reads{
z
d2
dz2
+
[
2A− 1− 2ν − z
(
1 + 2
g˙
(A)
m
g
(A)
m
)]
d
dz
+ (m+ ν + 1)
(
1 + 2
g˙
(A)
m
g
(A)
m
)}
×y(A)m+ν+1(z) = 0, ν = −m− 1, 0, 1, . . . , νmax. (2.44)
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The results obtained here may be illustrated by considering the lowest allowed
m value, namely m = 2. In such a case, the rational part of the extended potential
takes the form (2.26) with
N1(x) = 8(A+ 1)
(
Be−x − 1
)
,
N2(x) = −8(A + 1)
2
(
4Be−x − 2A− 3
)
,
D(x) = 2B2e−2x − 4(A+ 1)Be−x + (A+ 1)(2A+ 3),
(2.45)
where A > 1. Equation (2.45) may be compared with Eq. (2.28), corresponding to
the other quadratic-type extended potential.
2.4 Partner of rationally-extended Morse potentials in un-
broken SUSYQM
If we take any of the rationally-extended Morse potentials obtained so far as the
starting potential V¯ (+)(x) = V (−)(x) in first-order SUSYQM, it is interesting to
determine its partner V¯ (−)(x) when its ground state is deleted (case i of SUSYQM).
In type III case, this is of course the inverse transformation of that carried out in
Secs. 2.1 and 2.3, so that V¯ (−)(x) = V (+)(x). Hence it only remains to consider type
II extended potentials.
In such a case, the new factorization function corresponds to the ground-state
wavefunction (2.24) of V (−)(x), which leads to the new superpotential
W¯ (x) = A+ 1−
1
2
z + z
(
g˙
(A−1)
m−1
g
(A−1)
m−1
−
g˙
(A)
m
g
(A)
m
)
, (2.46)
written in terms of the variable z. The searched for partner is then given by
V¯ (−)(x) = V¯ (+)(x) + 2W¯ ′(x) (2.47)
with V¯ (+)(x) = V (−)(x) expressed in terms of g
(A)
m (z) and its derivatives as in (2.15).
A straightforward calculation yields
V¯ (−)(x) = VA−1,B(x)− 2z
{
g˙
(A−1)
m−1
g
(A−1)
m−1
+ z
[
g¨
(A−1)
m−1
g
(A−1)
m−1
−
(
g˙
(A−1)
m−1
g
(A−1)
m−1
)2]}
. (2.48)
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It is remarkable that although VA,B,ext(x) is not translationally SI, its partner be-
longs to an enlarged family of extended Morse potentials, wherein both the potential
parameter A and the polynomial degree m are translated: A→ A− 1, m→ m− 1.
In other words, what we have done here is to go from V¯ (+)(x) = V
(m)
A,B,ext(x) to
V¯ (−)(x) = V
(m−1)
A−1,B,ext(x), where we have appended a superscript to specify the poly-
nomial degree. The final potential V¯ (−)(x) having one bound state less than the
initial one V¯ (+)(x), its spectrum is given by −(A − ν)2, ν = 0, 1, . . . , νmax − 1
(A ≤ νmax < A + 1). As a consequence, for m = 1 and m = 2, we arrive at a
conventional Morse potential and an extended Morse one with no bound state, re-
spectively. It is only from m = 3 upwards that extended Morse potentials with at
least one bound state may be obtained.
Putting together the first step from V (+)(x) to V (−)(x) and the second one from
V¯ (+)(x) = V (−)(x) to V¯ (−)(x) (see Ref. [14] and references quoted therein), we arrive
at a reducible second-order SUSYQM transformation from a conventional Morse
potential VA+1,B(x) to an extended one V
(m−1)
A−1,B,ext(x). Since going from VA+1,B(x) to
V
(m−1)
A−1,B,ext(x) can be achieved along another path by combining the usual unbroken
SUSYQM transformation relating the two conventional Morse potentials VA+1,B(x)
and VA,B(x) [1] with the broken one connecting VA,B(x) to V
(m−1)
A−1,B,ext(x) (obtained
by substituting A − 1 and m − 1 for A and m in Secs. 2.1 and 2.2), we finally get
the following commutative diagram:
VA+1,B(x)
unbroken
−−−−−→ VA,B(x)
broken
y ybroken
V
(m)
A,B,ext(x) −−−−−→
unbroken
V
(m−1)
A−1,B,ext(x)
(2.49)
This is another example of the possible existence of different intermediate Hamilto-
nians in higher-order SUSYQM [27] or in type A N -fold supersymmetry [41].
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3 Point Canonical Transformation Relating
Rationally-Extended Radial Oscillator and
Morse Potentials
3.1 Going from the radial oscillator to the Morse potential
To start with, let us briefly review the case of conventional potentials and consider
the Schro¨dinger equation for a radial oscillator potential(
−
d
dr2
+ Vl(r)
)
ψ(l)ν (r) = E
(l)
ν ψ
(l)
ν (r), 0 < r <∞, (3.1)
where
Vl(r) =
1
4
ω2r2 +
l(l + 1)
r2
,
E(l)ν = ω
(
2ν + l +
3
2
)
, ν = 0, 1, 2, . . . ,
ψ(l)ν (r) ∝ r
l+1e−
1
4
ωr2L
(l+ 1
2
)
ν
(
1
2
ωr2
)
∝ ηl(z)L
(α)
ν (z), ν = 0, 1, 2, . . . ,
(3.2)
with
z =
1
2
ωr2, α = l +
1
2
, ηl(z) = z
1
4
(2α+1)e−
1
2
z. (3.3)
The changes of variable and of function [1, 33, 34, 35]
r = e−
1
2
x, ψ(l)ν (r) = e
− 1
4
xϕν,A0(x) (3.4)
transform Eq. (3.1) into the Schro¨dinger equation for a Morse potential(
−
d2
dx2
+ VAν ,B(x)
)
ϕν,A0(x) = ǫϕν,A0(x), (3.5)
for some fixed energy ǫ defined by
ǫ = −A20 = −
1
4
(
l +
1
2
)2
. (3.6)
Here VAν ,B(x) is given by (2.1) with A replaced by the ν-dependent parameter
Aν = A0 + ν, A0 =
1
2
(
l +
1
2
)
=
√
|ǫ|, (3.7)
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while
B =
1
4
ω (3.8)
remains constant. The wavefunction ϕν,A0(x), corresponding to the energy ǫ, can be
obtained by applying (3.4) to the radial oscillator wavefunction ψ
(l)
ν (r) and is given
byb
ϕν,A0(x) ∝ exp
(
−A0x− Be
−x
)
L(2A0)ν (z), z = 2Be
−x. (3.9)
It is important to stress that the Hamiltonian for a single radial oscillator Vl(r),
with a given frequency ω and a given angular momentum quantum number l, is
transformed into a hierarchy of Hamiltonians of the Morse family, corresponding to
VAν ,B(x) with Aν = A0 + ν, ν = 0, 1, 2, . . . , and constant A0, B.
Although, for a given VAν ,B(x), we get only a single eigenvalue ǫ and the corre-
sponding eigenfunction ϕν,A0(x), it is possible to retrieve the whole Morse spectrum
in the following way: on forgetting the map for a moment and focusing on a single
Morse potential with given values of Aν = A¯ and B, it is obvious that such a po-
tential appears in a finite number of equations of type (3.5) since, for A0 in (3.6),
we may choose any of the values A¯− ν¯ with ν¯ = 0, 1, . . . , ν¯max (A¯− 1 ≤ ν¯max < A¯).
Hence, the resulting energy spectrum −(A¯− ν¯)2, ν¯ = 0, 1, . . . , ν¯max, coincides with
the standard one ǫ
(A¯)
ν¯ , as given in (2.2).
3.2 Going from extended radial oscillators to extended
Morse potentials
In Eq. (3.1), let us now replace the conventional radial oscillator potential by some
rationally-extended one. There exist three different types of such extended poten-
tials,
Vl,ext(r) = Vl(r) + Vl,rat(r),
Vl,rat(r) = −2ω
{
g˙
(α)
m
g
(α)
m
+ 2z
[
g¨
(α)
m
g
(α)
m
−
(
g˙
(α)
m
g
(α)
m
)2]}
,
(3.10)
bIt should be noted that transformation (3.4) results in functions ϕν,A0(x) that are normalized
with respect to an unconventional scalar product [35].
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where
g(α)m (z) =


L
(α−1)
m (−z), m = 1, 2, 3, . . . , for type I,
L
(−α−1)
m (z), m = 1, 2, 3, . . . , α > m− 1, for type II,
L
(−α−1)
m (−z), m = 2, 4, 6, . . . , α > m− 1, for type III,
(3.11)
and
z =
1
2
ωr2, α = l +
1
2
. (3.12)
Type I and type II extended potentials are related to EOP families [13, 15, 16, 17,
18, 22, 23, 24], while type III ones are not [15, 23]. For the former, the spectrum
remains the same as for the conventional potential, in contrast with what happens
for the latter. So Eq. (3.1) is changed into(
−
d
dr2
+ Vl,ext(r)
)
ψl,ν(r) = El,νψl,ν(r), 0 < r <∞, (3.13)
where
El,ν =
{
ω
(
2ν + l + 3
2
)
, ν = 0, 1, 2, . . . , for type I or II,
ω
(
2ν + l + 7
2
)
, ν = −m− 1, 0, 1, 2, . . . , for type III,
(3.14)
and
ψl,ν(r) ∝
ηl(z)
g
(α)
m (z)
y(α)n (z). (3.15)
In (3.15), y
(α)
n (z) denotes a nth-degree polynomial in z, where n = m+ ν, ν = 0, 1,
2, . . . , for type I or II and n = m+ ν + 1, ν = −m− 1, 0, 1, 2, . . . , for type III.
On performing the PCT
r = e−
1
2
x, ψl,ν(r) = e
− 1
4
xϕν,A0(x) (3.16)
on Eq. (3.13), we get the Schro¨dinger equation for some extended Morse potential,(
−
d2
dx2
+ VAν ,B,ext(x)
)
ϕν,A0(x) = ǫϕν,A0(x), (3.17)
where
VAν ,B,ext(x) = VAν ,B(x) + VA0,B,rat(x),
VA0,B,rat(x) = −z
{
g˙
(α)
m
g
(α)
m
+ 2z
[
g¨
(α)
m
g
(α)
m
−
(
g˙
(α)
m
g
(α)
m
)2]}
,
(3.18)
15
and
Aν = A0 + ν, A0 =
α
2
(for type I or II), A0 =
α
2
+ 1 (for type III),
B =
1
4
ω, z = 2Be−x, ǫ = −
α2
4
.
(3.19)
The eigenfunction ϕν,A0(x) in (3.17) can be written as
ϕν,A0(x) ∝


exp(−A0x−Be−x)
g
(2A0)
m (z)
y
(2A0)
m+ν (z) for type I or II,
exp[−(A0−1)x−Be−x]
g
(2A0−2)
m (z)
y
(2A0−2)
m+ν+1 (z) for type III,
(3.20)
and corresponds to ǫ = −A20 or ǫ = −(A0 − 1)
2, respectively.
As for the conventional potentials, a single rationally-extended radial oscillator
potential Vl,ext(r) is mapped onto a hierarchy of rationally-extended Morse potentials
VAν ,B,ext(x) with Aν = A0+ν and ν running over the range given in (3.14), while A0
and B remain fixed. However, since when ν is varied, only the core part VAν ,B(x)
of the potential is changed and not the whole potential, we cannot deduce other
eigenvalues from ǫ by a reasoning similar to that carried out in Sec. 3.1. As a
consequence, the potentials (3.18) are QES ones with a single known eigenvalue
ǫ and corresponding eigenfunction ϕν,A0(x) [36, 37, 38]. From the known zeros
of the polynomials appearing in (3.20), it is clear that ϕν,A0(x) is a ground-state
wavefunction if ν = 0 for type I or II and if ν = −m− 1 for type III. Furthermore,
if ν > 0 or ν ≥ 0, it is a νth- or (ν + 1)th-excited state, respectively.
The results obtained here can be illustrated by considering some special cases.
On writing VA0,B,rat(x)−m in a form similar to (2.26), we get
N1(x) = −3A0,
N2(x) = 2A
2
0,
D(x) = Be−x + A0,
(3.21)
with A0 > 0 for m = 1 and type I or II,
N1(x) = −2(2A0 + 1)
(
3Be−x + A0 − 2
)
,
N2(x) = −4(2A0 + 1)
2
(
2Be−x + A0
)
,
D(x) = 2B2e−2x + 2(2A0 + 1)Be
−x + A0(2A0 + 1),
(3.22)
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with A0 > 0 for m = 2 and type I,
N1(x) = −2(2A0 − 1)
(
3Be−x + A0 + 2
)
,
N2(x) = 4(2A0 − 1)
2
(
2Be−x + A0
)
,
D(x) = 2B2e−2x + 2(2A0 − 1)Be
−x + A0(2A0 − 1),
(3.23)
with A0 >
1
2
for m = 2 and type II, and
N1(x) = 2(2A0 − 3)
(
3Be−x − A0 − 1
)
,
N2(x) = −4(2A0 − 3)
2
(
2Be−x − A0 + 1
)
,
D(x) = 2B2e−2x − 2(2A0 − 3)Be
−x + (A0 − 1)(2A0 − 3),
(3.24)
with A0 >
3
2
for m = 2 and type III.
For completeness’ sake, in Appendix A we review the inverse transformation
from the Morse potential to the radial oscillator and apply it to the extended Morse
potentials, defined in (2.15), to generate some QES extended radial oscillators.
4 Conclusion
In the present work, we have reconsidered the construction of ES rationally-extended
Morse potentials, previously carried out in the framework of the Darboux-Ba¨cklund
transformation [31] or the prepotential method [32]. On using a first-order SUSYQM
approach [1] and building on the concept of algebraic deformations of SI potentials
[7], we have obtained the already known family of extended Morse potentials, cor-
responding to case iii of SUSYQM. We have called it type III family because it is
similar to the L3 series of rationally-extended radial oscillators, for which the poly-
nomial arising in the potential denominator is an mth-degree Laguerre polynomial
with m = 2, 4, 6, . . . and with both negative argument and negative variable.
More importantly, we have pointed out the existence of another family of exten-
sions, corresponding to case ii of SUSYQM. The members V
(m)
A,B,ext(x) of this family,
isospectral to the conventional Morse potential VA+1,B(x), are constructed in terms
of mth-degree Laguerre polynomials with m = 1, 2, 3, . . . and with negative argu-
ment, but positive variable, as the L2 series of rationally-extended radial oscillators.
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For this reason, we have called it type II family. As in the case of extended radial
oscillators, the range of parameter values has to be restricted to get singularity-free
potentials.
In contrast with what happens for the corresponding extended radial oscillators,
however, type II extended Morse potentials are not SI. Nevertheless, they exhibit a
kind of ‘enlarged’ SI property in the sense that their partner V
(m−1)
A−1,B,ext(x), in case i
of SUSYQM, is obtained by translating both the parameter A and the polynomial
degree m, and therefore belongs to the same family of extended potentials.
Finally, we have applied the PCT relating the radial oscillator and the Morse
potential [1, 33, 34, 35] to the rationally-extended radial oscillators belonging to the
three known families [13, 15, 16, 17, 18, 22, 23, 24]. We have shown that to each of the
latter potentials, we can associate an infinite hierarchy of extended Morse potentials
VAν ,B,ext(x), Aν = A0 + ν, ν = 0, 1, 2, . . . , for each one of which one bound state is
determined (as in the conventional case). The potentials of this hierarchy contain the
same rational extension VA0,B,rat(x), but a different core potential VAν ,B(x), ν = 0, 1,
2, . . . . As a consequence, the whole spectrum of VAν ,B,ext(x) cannot be determined
in contrast with what happens in the conventional case. The constructed potentials
are therefore QES with a single known bound state [36, 37, 38].
Apart from the Morse potential, considered in this paper, and the three poten-
tials mentioned in Sec. 1, the Coulomb potential has been rationally extended in
two different ways by using the Darboux-Ba¨cklund transformation [31]. Our discov-
ery of type II Morse extensions draws a parallel between the Morse and Coulomb
potentials, which previously seemed compromised.
In a future work, we hope to be able to carry out a similar study for those SI
potentials associated with Jacobi polynomials and whose solvable rational extensions
have not been constructed so far.
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Appendix A. Going from Extended Morse Poten-
tials to Extended Radial Oscillators
Let us start from the Schro¨dinger equation for the conventional Morse potential
(2.1) with eigenvalues ǫ
(A)
ν and wavefunctions ϕ
(A)
ν (x), given in (2.2) and (2.3), re-
spectively. Then the map
x = −2 log r, ϕ(A)ν (x) = r
−1/2ψν,l0(r) (A.1)
gives rise to the Schro¨dinger equation for a conventional radial oscillator potential(
−
d2
dr2
+ Vlν (r)
)
ψν,l0(r) = Eψν,l0(r), (A.2)
for some fixed energy E defined by
E = ω
(
l0 +
3
2
)
= 4B(2A+ 1). (A.3)
The potential Vlν (r) is the same as in (3.2), but with l replaced by the ν-dependent
parameter
lν = l0 − 2ν, l0 = 2A−
1
2
=
E
ω
−
3
2
, (A.4)
while the frequency
ω = 4B (A.5)
remains fixed. The wavefunction ψν,l0(r), associated with the energy E, is obtained
from (3.2) and (A.1) in the form
ψν,l0(r) ∝ r
lν+1e−
1
4
ωr2L
(lν+
1
2
)
ν (z), z =
1
2
ωr2. (A.6)
The Hamiltonian for a single Morse potential VA,B(x), with given parameters
A, B, is mapped onto a hierarchy of radial oscillator Hamiltonians, corresponding
to Vlν (r) with lν = l0 − 2ν, ν = 0, 1, . . . , νmax, νmax =
[
l0
2
]
, and constant ω, l0.
c
Although, for a given Vlν (r), we get a single eigenvalue E and eigenfunction ψν,l0(r),
the whole spectrum of the radial oscillator potential can be obtained by observing
cNote that only some discrete A values lead to l0 ∈ N.
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that Vlν (r) with a given lν = l¯ may occur in an infinite number of equations of type
(A.2), corresponding to l0 = l¯ + 2ν¯, ν¯ = 0, 1, 2, . . . , thus leading for E to the
well-known expression ω
(
2ν¯ + l¯ + 3
2
)
, ν¯ = 0, 1, 2, . . . .
Let us now replace the conventional Morse potential by some rationally-extended
one, as defined in Eqs. (2.15), (2.16), and (2.17). We therefore start from the
Schro¨dinger equation(
−
d2
dx2
+ VA,B,ext(x)
)
ϕA,ν(x) = ǫA,νϕA,ν(x), −∞ < x <∞, (A.7)
where
ǫA,ν =


−(A + 1− ν)2, ν = 0, 1, . . . , νmax,
A ≤ νmax < A+ 1, for type II,
−(A− 1− ν)2, ν = −m− 1, 0, 1, . . . , νmax,
A− 2 ≤ νmax < A− 1, for type III,
(A.8)
and
ϕA,ν(x) ∝


ξA+1(z)
g
(A)
m (z)
y
(A)
n (z), n = m+ ν − 1,
ν = 0, 1, . . . , νmax, for type II,
ξA−1(z)
g
(A)
m (z)
y
(A)
n (z), n = m+ ν + 1,
ν = −m− 1, 0, 1, . . . , νmax, for type III,
(A.9)
with z and ξA(z) as given in (2.4), while y
(A)
n (z) is defined in (2.21) or (2.40),
respectively.
On applying to (A.7) a transformation similar to (A.1), we get the Schro¨dinger
equation for some extended radial oscillator potential,(
−
d2
dr2
+ Vlν ,ext(r)
)
ψν,l0(r) = Eψν,l0(r), (A.10)
where
Vlν ,ext(r) = Vlν (r) + Vl0,rat(r),
Vl0,rat(r) = −4ω
{
g˙
(A)
m
g
(A)
m
+ z
[
g¨
(A)
m
g
(A)
m
−
(
g˙
(A)
m
g
(A)
m
)2]}
,
(A.11)
and
lν = l0 − 2ν, l0 = 2A+
3
2
(for type II), l0 = 2A−
5
2
(for type III),
ω = 4B, z =
1
2
ωr2, E = 2ω
(
A +
1
2
)
.
(A.12)
20
The eigenfunction ψν,l0(r) in (A.10) can be written as
ψν,l0(r) ∝


rlν+1 exp(− 1
4
ωr2)
g
( 12 (l0−
3
2 ))
m (z)
y
( 1
2
(l0−
3
2
))
m+ν−1 (z) for type II,
rlν+1 exp(− 1
4
ωr2)
g
( 12 (l0+
5
2 ))
m (z)
y
( 1
2
(l0+
5
2
))
m+ν+1 (z) for type III,
(A.13)
and corresponds to E = ω
(
l0 −
1
2
)
or E = ω
(
l0 +
7
2
)
, respectively.
Hence, a single rationally-extended Morse potential VA,B,ext(x) is mapped onto a
hierarchy of rationally-extended radial oscillators Vlν ,ext(r) with lν = l0 − 2ν and ν
running over the range given in (A.8), while l0 and ω remain fixed. When ν is varied,
only the core part Vlν (r) of Vlν ,ext(r) is changed, so that we get a QES potential with
a single known eigenvalue E again.
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