Abstract: Super-resolution is an important goal of many image acquisition systems. Here we demonstrate the possibility of achieving super-resolution with a single exposure by combining the well known optical scheme of double random phase encoding which has been traditionally used for encryption with results from the relatively new and emerging field of compressive sensing. It is shown that the proposed model can be applied for recovering images from a general image degrading model caused by both diffraction and geometrical limited resolution.
Introduction
Super resolution (SR) is being considered as one of the "holy grails" of optical imaging and image processing. The endeavor to obtain high spatial resolution images with limited resolution imaging systems has raised great interest both practically and theoretically (see for example [1] [2] [3] [4] [5] [6] [7] ). In general, the resolution of an imaging system is limited by its optical subsystem and by its digital sensing subsystem. Optical resolution is usually limited by some optical blur mechanism, most common being the diffraction blur. Digital sensing subsystems using pixilated sensors (such as CCD or CMOS) induce resolution loss due to subsampling, according to Shannon-Nyquist sampling theorem and integration over the finite pixel fillfactor. SR techniques developed to overcome the optical subsystem spatial resolution loss are generally referred as "optical SR" [ 4] or "diffractive SR techniques" [ 5, 7] . Super resolution techniques designed to overcome the sampling limit of the imaging sensor, generally referred to as "geometrical SR" [ 5, 7] or "digital SR" [ 3] techniques, have attracted most of the attention during the last three decades [ 1] . However, we point out that those methods cannot overcome concomitantly the sensor resolution loss and the optical resolution loss. The maximum achievable resolution with digital SR is inherently upper-bounded by the diffraction limited bandwidth [ 4] .
In order to overcome imaging system resolution limitation, SR techniques typically capture additional object information in some indirect way, and then perform some clever processing that extracts the high resolution data from the overall captured data. The additional information is typically captured by encoding the image in the temporal domain (e.g. by taking multiple sub-pixel shifted exposures), in the spatial domain (using multiple apertures or encoding the aperture), or in other domains such as state of polarization or spectral domain.
In this work we present a SR method that does not need any additional information acquisition. The data is captured with a single exposure without sacrificing the field of view, or requiring any other measurement dimensions. The key to achieve SR without additional data is by utilizing the fact that the information in all human intelligible images is very redundant. Therefore, instead of acquiring extra data we properly encode the data within one image and apply reconstruction algorithms that reconstruct the desired high resolution image.
Our proposed approach is to use the well-known double random phase encoding (DRPE) technique [ 8, 9] as a mean of coding the scene. The acquisition-reconstruction relies on the emerging field of compressive sensing (CS). Compressive sensing theory breaks the ShannonNyquist sampling paradigm by utilizing the fact that the image is sparse in some arbitrary representation basis. Our approach permits both diffraction and geometrical SR. It uses a single shot acquisition process and does not sacrifice any measurement dimensions. Unlike some conventional SR systems, the approach proposed here does not require any movements.
The paper is organized as follows: in section 2, we briefly review the DRPE technique. In section, 3 we provide a short background on CS and point out the connection between the DRPE and the Gaussian random sensing, which is a universal sensing scheme. In section 4, we show how the DRPE enables the gain of SR image from a single exposure, and present simulation results. We conclude in section 5.
Double random phase encoding (DRPE)
Double random phase encoding (DRPE) was originally developed for optical security [ 8] . Figure 1 depicts a block diagram of the double random phase encoding process and Fig. 2 shows a possible optical implementation. DRPE is based on random masks placed in the input and Fourier plane of the optical system, which whitens both the data and its Fourier spectrum. Many implementation methods were reported for the original DRPE [ 8] and similar setups, including coherent [9] [10] [11] , incoherent [ 12] , Fresnel [ 13] , fractional Fourier [ 14] domains and other implementations (see [15] [16] [17] [18] [19] to name a few). Here, we adopt compressive sensing techniques to obtain SR imaging with DRPE; therefore, we denoted the method DRPE-CS.
First, let us review the equations describing the double phase encoding process. Let t(x,y) represent an NxN object. It may be the object's field in the object plane or any field uniquely related to the object, e.g. free space propagation of the object's complex field. Also, p(x,y) and b(u,v) are two independent i.i.d white sequences uniformly distributed between [0,1]. Then, the encoded output u(x,y) is given by [ 8] :
where
is the Fourier transform pair of ( , ) h x y . Figure 2 , shows a 4-f optical scheme, where RPM denotes the random phase masks. We shall show that the DRPE process allows us to create a single exposure compressive imaging scheme, with lateral resolution gain. This is due to the fact that it implements a universal CS scheme, as demonstrated in the next section. 
Brief introduction to Compressive sensing
Compressive sensing (see for example [20] [21] [22] [23] [24] [25] ) is a relatively new sampling paradigm which seeks to sense only the "essential" features of a signal/image, i.e., CS minimizes the sampling process. This in contrast to conventional sampling paradigm, which can be summarized as sample as much as possible data, and then discard most of it using some compression method (e.g., common JPEG). Figure 3 shows a block diagram of the compressive imaging process [25] . In order to formulate mathematically the CS concept, let us consider an object t which is described by an N dimensional real valued vector (in case that the object represents an image of N pixels, t is a one dimensional vector obtained by rearranging the image in a lexicographic order) being projected (imaged) to u which is an M dimensional vector. One can also think of M as the number of detector pixels. In CS we are interested in the case of M<N, i.e., the signal is undersampled according to the Shannon-Nyquist theorem. The sensing process is given by:
where Φ is an M by N matrix.
Imaging acquisition Digital image reconstruction Object representation α α α αα α α αû Compressive sensing relies on two principles, signal sparsity and the incoherence between the sensing and sparsifying operators [ 21] . By assuming signal sparsity, we infer that the signal t can be sparsely represented in some arbitrary orthonormal basis Ψ (e.g., wavelet, or DCT). Thus, α is the K-sparse representation of image t projected on Ψ T , meaning, that α has only K non-zero terms.
Incoherence is a measure of dissimilarity between the sensing and sparsifying operators. The measure is mathematically quantified by (3):
where , 
where C is some small positive constant. The role of the mutual coherence becomes clear. The larger it is, the more samples you need. One can also think of the mutual coherence as a measure of how much the projection Φ spreads the information among many entries. Thus, if every coefficient from the sparsely represented signal is spread on many projections, we may have a better chance of reconstructing the signal from less available samples. A Gaussian random sensing basis is often chosen since it is universal CS operator, meaning that it fits to signals sparse in any domain [21] ; i.e., its mutual coherence is 2 log N µ ≈ regardless of Ψ.
Often, when using CS, the sub-sampling is done by picking M out of N measurements uniformly at random [20, 21] . This may impose limitations on the physical realization of an image sensing system. Let us think of a CCD camera, where we have N N × pixels. Random sub-sampling means turning off many of the pixels, thus not using the entire capability of the sensor. This setting is not of much practical value unless each and every pixel is extremely expensive, which may be the case for some detectors (UV for example). On the other hand, we may use a Gaussian random projection operator, where we would not have to randomly subsample the measurements. In the case of a random Gaussian projection, we just need to take M measurements, which is more relevant to our physically constrained blurring and sampling scheme.
Double phase encoding as a universal sensing operator
The Gaussian sensing operator holds two key properties that makes it very popular for CS applications [21, 22] . The first is that each row is a set of i.i.d Gaussian random variables, drawn from the same distribution [22] . This property assures low mutual coherence (Eq. (3) between the sensing and sparsifying basis. The second desired property is the statistical independence between the measurements [22] . The DRPE operator performs exactly this process: it statistically de-correlates the data in both space and spatial frequency domains [ 16] . Thus, the DRPE operator acts like a random Gaussian sensing operator. It can be shown [22] that when using such a sensing scheme, we would need only about In this sense the FP operator behaves equivalently to the operation of the random Gaussian sensing scheme [22] . Now, according to most CS implementations, at this stage, we should randomly sub-sample FPt, in order to guarantee the measurements independence [ 21, 22] . However, since we would like to obey the physical constraint of our optical system, which performs deterministic sampling by its nature, and we still want to de-correlate the measurements, we can perform the de-correlation using some optical implementation, and deterministically sub-sample, instead. This can be achieved by performing another random scrambling (this time in the space domain) in the same manner, by using the F*H operator in Eq. (6). Performing F*H has the de-correlating effect on the result of the FPt operator (similar to the effect FP had on t). This can also be seen as guaranteeing inter-row statistical independence. Now, a statistical independence between the measurements is guaranteed. After the second scrambling, the signal may undergo a deterministic blurring or sub-sampling, and enjoy the powerful results of CS theory such as described in section 3. 
Super resolution with double random phase encoding

DRPE image degradation model
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where ( ) D L ↓ is the decimator operator standing for picking one of every L samples. The h s operator accounts for the entire blurring caused by the optical system, including blur due to sensor's geometrical limits, small NA (diffraction limited imaging), motion blur and defocusing blur.
The main thing we should bear in mind is the critical role of the first multiplication, which spreads the image's spatial frequencies before propagating through the rest of the system. Since the convolution operator is commutative ( , )
s s h x y h h h x y * = * , the spatial bandwidth of the rest of the system is always limited by that of h s . Therefore, without the first multiplication, the high spatial frequencies are lost due the sensor or optics limitations and there is no practical way they could be fully recovered. In the next section, we demonstrate that this way of encoding provides an effective spatial bandwidth extension both for the case that h s is dominated by the pixelated sensor or determined by diffraction.
Geometrical sub-sampling
Geometrical sub-sampling refers to the case that the resolution limitation is caused by the digital sensors (e.g., CCD or CMOS). Let us assume for convenience that each object pixel is sub-sampled by a factor of L x and L y in the x and y directions, respectively, i.e. each image pixel has the size of 
where 
where S denotes the sub-sampling matrix, and D performs the averaging (low-pass) operation. In order to reconstruct the object t from the measured u according Eq. (9) we choose to solve the problem:
where TV stands for the total variation operator defined as
.
The measured signal is denoted by u, and Ψ, is the sparsifying operator. The TV functional used here is well-known in signal and image processing for its tendency to suppress spurious high-frequency features. Figure 4 shows the simulation results with geometrically resolution limited model using USAF resolution chart. The original image has a size of 1024x1024 pixels. This was also the size of the random phase masks. The detector pixel size was taken to be 2∆ by 4∆, i.e. 2 and 4 times larger in the vertical and horizontal directions, respectively. Accordingly, the number of pixels in the captured image was N/L x xN/L y , with L x = 2 and L y = 4. Figure 4 (b) is obtained by averaging and sub-sampling the output data from the DRPE system ( Fig. 1(a) ) 4 times less in the horizontal direction and 2 times in the vertical direction. As a result, the CCD captures 512x256 pixels, with pixels size of 2∆x4∆. Fig. 4(c) shows the reconstructed image after solving Eq. (12) for the output of the DPRE-CS system. Figure 4 (d) -(f) show a zoom in on the finest resolution details, comparing the low-resolution image obtained with conventional imaging system to the super-resolution image obtained with DRPE-CS. It is evident that the DRPE-CS method resolves almost perfectly the finest details that are obviously lost with conventional imaging systems. It can be seen in Fig. 4 (e) that details which correspond to 1/4 line pairs per pixel are irresolvable, while in Fig. 4(f) the finest detail resolution corresponding to 1/2 line pairs per pixel is evident. Thus a resolution gain of at least 2 is demonstrated. Here, we would like to point out that the DPRE-CS model in Eq. (9) can be also mathematically related to the random convolution model in [ 23] . In [ 23] , the sensing operator is defined as:
After inspection of the DRPE sensing model in Eq. (8) and the model presented in [ 23] , one can see that the DRPE model is actually the adjoint sensing operator of [ 23] . Therefore, the bound on the minimum number of samples derived in [ 23] 2 log M K N ≈ applies here too. Note that this is also consistent with bound in [ 22] . Thus, we also offer the connection between the two approaches for structured CS. Despite the similarity between the model in Eq. (9) and that of Eq. (14), the DPRE-CS offers some practical advantages, which are described in the next subsection.
Lens blurring
In this sub-section, we consider super-resolving an image heavily degraded by diffraction. The sensing model in such a case is: 
where Diff h is the blurring induced by the finite aperture size of the imaging optics. Let us define f nom as the nominal cutoff frequency of the lens aperture in order to capture the image without blurring. In such a case we have to solve the following:
where A is the matrix-vector representation describing the aperture function, in the spatial frequency domain. Figure 5 presents simulation results for a lens with a cutoff spatial radial frequency 6 times smaller than the one required for no blurring,, i.e., with a spatial frequency cutoff / 6
cutoff nom f f = where f nom represents the diffraction cutoff frequency matched to the rest of the system. In our simulations, f nom is the cutoff frequency set by the object's pixel size. We also added measurement noise to the captured image such that the SNR was 37dB. The reconstruction of the fine resolution details using DRPE-CS strategy is evident from the zooming in of Fig. 5 despite of the substantial spatial frequency sub-sampling. We can notice in Fig. 5 (d) that due to blurring, targets with spatial frequency larger than 1/12 line pairs per pixels became irresolvable using conventional imaging. On the other hand, when acquiring and reconstructing data using the DRPE-CS, details corresponding to 1/2 line pairs per pixels (see Fig. 5 (e) 
General degrading model
As stated in Eq. (8), we can incorporate a more general degrading model, such as when we have both blurring caused by diffraction and sub-sampling caused by geometrical limits of the sensor (CCD, etc). Figure 6 shows simulation results for such a scenario. The lens has a radial cutoff frequency / 5
cutoff nom f f = and the CCD causes averaging and sub-sampling by a factor of 2 in both horizontal and vertical directions. Noise was also added yielding a 37 dB SNR. In Fig. 6 , we focus on the fine details and notice that the blurring has made targets having more than 1/10 line pairs per pixels become irresolvable; while the DRPE-CS was able to resolve 1/2 line pairs per pixels (Fig. 6 (c) ). Thus, a 5 times resolution increase is evident, and also the ability of the DRPE-CS to resolve a general image degrading model is illustrated. (Fig. 4 (a) ). (b) Blurring by an aperture with / 5 cutoff nom f f = , sensor down-sampling by a 2x2 factor, and an additive measurement noise to yield 37 db SNR. (c) Reconstruction result using the DRPE-CS strategy.
We note that the model presented by [ 23] is not applicable for the diffraction limited scenario discussed in this subsection, since by applying h diff immediately on the input signal t all the high frequencies are filtered out before entering the sensing system. This information would be lost forever and cannot be uniquely reconstructed.
Conclusions
We have shown that the well known double random phase encoding architecture which has been traditionally used for optical security can be successfully used for a new application, that is, super-resolution with a single exposure. The technique relies heavily on the property of the double random phase encoding that randomly spreads the data in both space and spatial frequency domains, thus mimicking a universal random Gaussian sensing operator for compressive sensing. Arguably, we can use this sensing scheme to super-resolve almost any image degradation model, caused by passing through a low pass filter linear physical system. We have demonstrated numerically super resolution reconstructions for sub-sampling caused by geometrical limits of a sensor (such as CCD array), for severe diffraction limitation, and for a combination of the two. Simulations demonstrated substantial improvements for both geometrical and optical super resolution. The sensing process works with a single exposure, which enables super resolution with real time scene acquisitions; therefore, enabling video rate implementation.
