Dissipativity-Based Resilient Filtering of Periodic Markovian Jump Neural Networks With Quantized Measurements.
The problem of dissipativity-based resilient filtering for discrete-time periodic Markov jump neural networks in the presence of quantized measurements is investigated in this paper. Due to the limited capacities of network medium, a logarithmic quantizer is applied to the underlying systems. Considering the fact that the filter is realized through a network, randomly occurring parameter uncertainties of the filter are modeled by two mode-dependent Bernoulli processes. By establishing the mode-dependent periodic Lyapunov function, sufficient conditions are given to ensure the stability and dissipativity of the filtering error system. The filter parameters are derived via solving a set of linear matrix inequalities. The merits and validity of the proposed design techniques are verified by a simulation example.