We consider the analog of the P versus NP ∩ co-NP question for the classical two-party communication protocols where polynomial time is replaced by poly-logarithmic communication: if both a boolean function f and its negation ¬f have small (poly-logarithmic in the number of variables) nondeterministic communication complexity, what is then its deterministic and/or probabilistic communication complexity? In the xed (worst) partition model of communication this question was answered by Aho, Ullman and Yannakakis in 1983: here P = NP ∩ co-NP.
Introduction
Understanding the relative power of determinism, nondeterminism, and randomization is fundamental in any model of computation. In the Turing machine model this leads to the well-known P versus NP versus BPP and similar questions. While in this model such questions remain widely open, some progress was made in several much simpler (but still important) models, like decision trees, restricted branching programs or communication protocols.
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decision tree of depth at most d 2 . Nisan [14] has shown that in this case also P = BPP holds: if f can be computed by a probabilistic bounded error decision tree of depth d then f can be computed by a deterministic decision tree of depth O(d 3 ).
Interestingly, the situation is dierent if we measure the size of (the total number of vertices in) a tree instead of its depththen P = NP ∩ co-NP [8] : there are explicit boolean functions f such that both f and ¬f can be computed by nondeterministic decision trees of size at most N but any deterministic decision tree for f has size N Ω(log N ) . A similar situation is when the complexity measure of a decision tree is the number of its non-isomorphic subtrees (this model corresponds to so called readonce branching programsjust merge isomorphic subtrees): here we also have that P = NP ∩ co-NP [8] , BPP ⊆ NP [17] and NP ∩ co-NP ⊆ BPP [18] .
In this note we consider the classical model of two-party communication protocols introduced by Yao [21] (see [10] for more information). There are two main types of such protocols: the xed partition type where the protocol must use some prescribed (by an adversary) bad partition of input variables between the players, and best partition type where the protocol is allowed to choose the most suitable for a given function partition of its variables.
Although historically the best partition model of communication has reveived less attention than the xed partition model, the former one has larger applicability.
This model naturally arises when dealing with time-space trade-os of VLSI chips (see, e.g., [12] ). It (also naturally) arises in the context of branching programs. In fact, most of lower bounds for various restricted models of branching programs were obtained by proving (more or less explicitely) the corresponding lower bounds on the communication complexity of dierent types of best partition protocols (see [20] for a comprehensive description of such applications).
As in other models of computation, there are three natural modes of communication: deterministic, nondeterministic and probabilistic. Having these modes and having the (admittedly far-fetched) analogy with the P versus NP question, it is natural to consider the relations between the corresponding complexity classes. Here for convenience (and added thrill, just like in [2] ) we use the common names for the analogs of the complexity classes:
Let P, NP, RP, and BPP consist, respectively, of all boolean functions in n variables whose deterministic, nondeterministic, probabilistic one-sided error and probabilistic bounded error communication complexity is polynomial in log n.
In the xed partition case most of these problems are already solved (of course, this has nothing to do with the relations between Turing machine classes). The separation NP = co-NP, and hence, P = NP can be easily shown using the equality function eq(x, y) which tests whether two given binary strings x and y of length n are equal. A less obvious separations P = RP and BPP ⊆ NP was shown by Rabin and Yao (see [22] ): ¬eq(x, y) can be computed by a probabilistic (even one-sided 1/n-error) protocol with only O(log n) bits of communication. The incomparability of NP and BPP was shown by Babai, Frankl, and Simon [2] using the set-disjointness function disj(x, y), which outputs 1 i n i=1 x i y i = 0. They proved that this function has probabilistic bounded error communication complexity Ω( √ n). This was later improved to Ω(n) by Kalyanasundaram and Schnitger [9] ; a simpler proof was found by Razborov [16] .
Interestingly, the analog of the P versus NP ∩ co-NP question in the xed partition case has a positive answer. This is a direct consequence of the following well-known result of Aho, Ullman, and Yannakakis [1] : if f and ¬f have nondeterministic communication complexities n f and n ¬f , then the deterministic communication complexity of f does not exceed O (max{n f , n ¬f } 2 ). Hence, in the xed partition case we have
(
The best partition model is more dicult to analyze, and here the situation was less clear. In particular, such clean functions like eq(x, y) or disj(x, y) cannot be used (at least directly) for separations anymore just because even the deterministic communication complexity of these functions is constant. On the other hand (as we already mentioned above), this model is important because it is closely related to the area/time complexity of VLSI circuits and to the width of branching programs.
Thus, it is worthwhile to investigate the relationship among complexity classes in the best partition model.
The rst separation in this model was given by Papadimitriou and Sipser in [15] by proving an earlier conjecture of Lipton and Sedgewick [13] that the triangle-freeness property of graphs is hard for nondeterministic best partition protocols. This rst showed that NP = co-NP, and hence, also P = NP in this model. The proof was via a reduction to computing disj(x, y) in the xed-partition case. The result was further extended in [4, 7] to the case where a protocol is allowed to use dierent partitions for dierent inputs.
Using shifted versions of eq(x, y) and disj(x, y), Ja'Ja', Prasanna Kumar and Simon [6] showed that P RP NP holds in the best partition case. Using similar techniques, Lam and Ruzzo [11] have proved that NP and BPP remain incomparable also in the best partition case.
In the same paper [15] , Papadimitriou and Sipser asked whether P = NP ∩ co-NP for the best partition protocols. As noted in [1] , the question is important because it exposes something about the power of lower bound arguments. We can prove a lower bound on the deterministic communication complexity of a function f by arguing about either f or ¬f . But if both the function and its negation have low nondeterministic complexity under some partitions of variables, other arguments are needed to show that the deterministic communication complexity must be large for any partition.
That an appropriate modication of the triangle-freeness function could separate P from NP ∩ co-NP in the best partition case was claimed in [1] . Unfortunately, the proofwhich should (apparently) involve the argument of [15] for the triangle-freeness functionwas never given, and the question remained open (cf., e.g., [11] ).
Our results
In this note we prove that P = NP ∩ co-NP for best partition protocols. Actually, we establish even stronger separations showing that in the best partition case the situation is entirely dierent: the possibility to use dierent partitions for f and ¬f can exponentially increase the power of randomness as well as of nondeterminism.
Namely, in the best partition case we have the following separations (cf. (1)):
All this is a direct consequence of the following theorem. We adopt the following convention for discussing dierent communication complexity measures of f in the best partition case: D(f ) for the deterministic, N (f ) for the nondeterministic, R(f ) for the probabilistic bounded error, and R 1 (f ) for probabilistic one-sided error communication complexity.
Theorem 2.1. There are explicit boolean functions f and g in n 2 variables such that:
(ii) both N (g) and N (¬g) are O(log n) but R(g) = Ω(n).
Moreover, the upper bounds hold for one-round protocols.
The rest is devoted to the proof of this theorem. We do this by reductions to known upper and lower bounds in the xed partition models of functions such as Equality eq(x, y) and Set Disjointness disj(x, y). The proofs themselves are quite simpleas it often happens with the results of this type, most of the work is done by a careful choice of a right separating function.
Recall that in the best partition case the players can choose dierent (most suitable) partitions for a function and its negation. To visualize the eect of this choice, in both cases we dene the corresponding separating function f (X) as boolean functions in n 2 variables, arranged into an n × n matrix (we assume that n is suciently large). Hence, inputs for f are 0/1 matrices A : X → {0, 1}. We dene f (X) in such a way that a partition of X according to columns is suitable for computing f , and that according to rows is suitable for ¬f .
Proof of Theorem 2.1(i)
We dene the boolean function f (X), showing that P RP ∩ co-RP in the best partition case, as follows. Inputs for f are n × n matrices A : X → {0, 1}; this time we require that n is even. Say that a row/column of such a matrix is odd (even ) if it contains an odd (even) number of 1's. Let f (A) = 1 if and only if A has at least one odd row, and all columns of A are odd.
Lemma 3.1. Both R 1 (f ) and R 1 (¬f ) are O(log n).
Proof. In the protocol for f Alice takes the rst half of columns whereas in the protocol for ¬f she takes the rst half of rows. After that the computation of f and ¬f reduces to the computation of the non-equality function ¬eq(x, y), where x is a string of parities of rows/columns seen by Alice and y is a string of parities of rows/columns seen by Bob. Indeed, to compute f it is enough to decide whether x = y (there is an odd row) whereas for ¬f it is enough to decide whether x = y ⊕ 1
(there is an even column). This completes the proof because, as we already mentioned above, ¬eq(x, y) can be computed with a probabilistic one-sided error protocol by communicating only O(log n) bits.
Lemma 3.2. D(f ) = Ω(n).
Proof. Take an arbitrary deterministic protocol for f (X). The protocol uses some balanced partition of the entries of X into two halves where the rst half is seen by Alice and the second by Bob. Say that a column is seen by Alice (resp., Bob) if Alice (resp., Bob) can see all its entries. A column is mixed if it is seen by none of the two players, that is, if each player can see at least one of its entries. Let m be the number of mixed columns. We consider two cases depending on how large this number m is.
In both cases we describe a hard subset of inputs, i.e. a subset of input matrices on which the players need to communicate many bits.
Case 1: m ≤ n/2 − 1. Since each player can see at most n/2 columns, we have that in this case each player will see at least n − (n/2 + m) ≥ 1 columns. Take one column seen by Alice and another column seen by Bob, and let Y be the (n−1)×2 submatrix of X formed by these two columns without the last row r. We restrict the protocol to input matrices A : X → {0, 1} dened as follows. We set to 1 all entries in the last row r, and set to 0 all remaining entries of X outside Y . The columns x and y of Y may take arbitrary values such that the resulting vectors are even. This way we ensure that all columns of A are odd. Moreover, the last row r is even since n is even. Thus, given such a matrix A, the players must determine whether some of the remaining rows is odd. That is, they must determine whether x = y, which requires Ω(n) bits of communication.
Case 2: m ≥ n/2. Let M be the n×m submatrix of X formed by the mixed columns.
Select from the i-th (i = 1, . . . , m) column of M one entry x i seen by Alice and one entry y i seen by Bob. Since m ≤ n and we select only 2m entries, there must be a row r with t ≤ 2 selected entries. Let Y be the n × (m − t) submatrix of M consisting of the mixed columns with no selected entries in this row r. We may assume that m − t is odd (if not, then just include one column less in Y ). Now restrict the protocol to input matrices A : X → {0, 1} dened as follows. First we set the part of the row r lying in Y to 0's and the rest of r to 1's. Since n is even and m − t is odd, this ensures that the obtained matrices will already contain an odd row. After that we set to 0 all the remaining non-selected entries of X. Since each obtained matrix A contains an odd row (the row r) and all columns outside the submatrix Y are odd (each of them has a 1 in the row r and 0's elsewhere), the players must determine whether all columns of A in Y are also odd. That is, they must determine whether x i = y i for all i = 1, . . . , m − t. Or equivalently, they must decide whether x = y ⊕ 1 for vectors x = (x 1 , . . . , x m−t ) and y = (y 1 , . . . , y m−t ), which again requires Ω(m − t) = Ω(n) bits of communication.
This completes the proof of Lemma 3.2, and thus, the proof of the rst claim of Theorem 2.1.
Proof of Theorem 2.1(ii)
We dene the boolean function g(X), showing that NP ∩ co-NP ⊆ BPP, and hence, RP ∩ co-RP NP ∩ co-NP in the best partition case, as follows. Say that a row/column Proof. To compute g and ¬g the players use the same partitions of the input matrix as in the proof of Lemma 3.1.
To compute g(A) for a given matrix A : X → {0, 1}, the protocol rst guesses a row r (a candidate for a good row). Then, using 3 bits, Alice tells Bob whether all her columns are bad, and whether the rst half of the row r contains none, one, two or more than two 1's. After that Bob has the whole information about the value g(A), and can announce the answer. The negation ¬g(A) can be computed in the same manner by replacing the roles of rows and columns. Lemma 
R(g) = Ω(n).
Proof. The proof is almost the same as that of Lemma 3.2the only dierence is that now we use the set disjointness function disj(x, y) instead of eq(x, y).
Take an arbitrary probabilistic bounded error protocol for g(X) using some balanced partition of the n × n matrix of variables X. Let (as before) m be the number of mixed columns.
Case 1: m ≤ n/2 − 1. In this case each player can see at least one column. Take one column seen by Alice and another column seen by Bob, and let Y be the (n − 3) × 2 submatrix of X formed by these two columns without the last three rows. We restrict the protocol to input matrices A : X → {0, 1} dened as follows. We rst set all entries in the last three rows to 1. This way we ensure that all columns of A are already bad. Then we set all remaining entries of X outside Y to 0. The columns x and y of Y may take arbitrary values.
In each such matrix all columns are bad, and the last three all-1 rows are also bad (for n ≥ 3). Thus, given such a matrix, the players must determine whether some of the remaining rows is good. Since all these rows have 0's outside the columns x and y, this means that the players must determine whether x i = y i = 1 for some 1 ≤ i < n − 3. That is, they must compute ¬disj(x, y) which (according to [9, 16] ) requires Ω(n) bits of communication.
Select from the i-th (i = 1, . . . , m) column of M one entry x i seen by Alice and one entry y i seen by Bob. As before, there must be a row r with t ≤ 2 selected entries. Let Y be the n × (m − t) submatrix of M consisting of the mixed columns with no selected entries in the row r. We may assume that m − t ≤ n − 2 (if not, then just include in Y fewer columns). Now restrict the protocol to input matrices A : X → {0, 1} dened as follows. First we set to 1 some two entries of the row r lying outside Y , and set to 0 all the remaining entries of r. This ensures that the obtained matrices will already contain a good row. After that we set all the remaining non-selected entries of X to 0. Since each obtained matrix A contains a good row (such is the row r) and all columns outside the submatrix Y are bad (each of them can have a 1 only in the row r), the players must determine whether all columns of A in Y are also bad. Since all nonselected entries of Y are set to 0, the players must determine whether x i + y i ≤ 1 for all i = 1, . . . , m−t. Hence, the players must decide whether m−t i=1 x i y i = 0, that is, to compute the set-disjointness function disj(x, y), which again requires Ω(m−t) = Ω(n) bits of communication.
This completes the proof of Lemma 4.2, and thus, the proof of the second claim of Theorem 2.1.
