The measurement of stratum corneum (SC) thickness from in-vivo Raman water concentration depth profiles is gaining in popularity and appeal due to the availability and ease of use of in-vivo confocal Raman measurement systems. The foundation of these measurements relies on high-quality confocal Raman spectroscopy of skin and the robust numerical analysis of water profiles, which allow for accurate determination of SC thickness. These measurements are useful for studying intrinsic skin hydration profiles at different body sites and for determining hydration properties of skin related to topically applied materials. While the use of high-quality in-vivo Raman instrumentation has become routine and its use for SC thickness measurement widely reported, there is lack of agreement as to the best method of computing SC thickness values from Raman water profiles. Several methods have been proposed and are currently in use for such computations, but none of these methods has been critically evaluated. The work reported in this paper describes a new method for the determination of stratum corneum thickness from in-vivo confocal Raman water profiles. The method represents a consensus approach to the problem, which was found necessary to apply in order to properly model and quantify the large diversity of water profile types encountered in typical in-vivo Raman water measurement. The methodology is evaluated for performance using three criteria: 1) frequency of minimum fitting error on modeling to a standard numerical function; 2) frequency of minimum model error for consensus vs. individual SC thickness values; and 3) correlation with reflectance confocal microscopy (RCM) values for SC thickness. The correlation study shows this approach to be a reasonable replacement for the more tedious and time-consuming RCM method with R 2 = 0.68 and RMS error = 3.7 microns over the three body sites tested (cheek, forearm and leg).
Introduction
As the outermost layer of skin, stratum corneum (SC) functions as a barrier to water loss and as a barrier to exogenous chemical penetration. SC water content is known to reflect skin health and is related to changes in elasticity, flexibility, surface morphology, and sensory feelings [1] [2] [3] [4] [5] . Numerous studies have been carried out to measure SC water content with most methods limited to in-vitro techniques and destructive methods [6, 7] . In recent years, there has been an increased interest in the measurement of SC thickness due to its impact on skin barrier function and permeability [8] [9] [10] [11] . Tomita et al. have reported that as SC hydration and flexibility decreases, SC thickness correspondingly increases for subjects with severe congenital ichthyosis [3] . Sato et al. reported a decrease in SC thickness and reduction in surface roughness with increased water content [4] . These results suggest that good skin health is associated with thinner SC.
An expected mode of action of moisturizers is to hold water in the SC. Moisturizers not only prevent and treat dry skin, but also protect sensitive skin, improve skin tone and texture, and mask imperfections [12] [13] [14] [15] . In order to compare the hydration effect of moisturizers, water content change needs to be measured. One must also measure the SC thickness if the intent is to compare water content in different regions of the SC. A single technique that can measure both water content and SC thickness would be of great value as a clinical measurement device. In-vivo confocal Raman spectroscopy (CRS) has evolved as a single clinical measurement device capable of making both measurements based on the spectra of skin with depth into the SC before and after treatments [11, [16] [17] [18] [19] [20] . Although capable of providing SC thickness values, a consistent, reliable, SC thickness measurement from CRS has not emerged and of those methods that have been proposed, there is no agreement on best practices and no direct correlation with an established SC measurement method.
Caspers et al. published the first paper showing the in-vivo SC water content profile measured using CRS. Wu et al. showed good validation of water content measurement between CRS and Karl Fischer method [21] . Boncheva et al. also showed correlation between CRS and skin conductance related to water content measurement [22] . As optical coherence tomography (OCT) has been widely used for measurement of epidermal thickness [23] [24] [25] [26] [27] , Crowthers et al. published a validation study for SC thickness measurement between CRS and OCT [19] . However, the results showed correlation only for thick SC body sites (palm) and no correlation within the thin SC regions of the forearm, cheek, and leg. Here we describe results based on an improved SC thickness measurement of skin from CRS (Hancewicz et al. 1 , unpublished results, 2009). Our results show good correlation between SC thickness measurement for CRS and RCM in the SC thickness region from ~10 µm to 30 µm for forearm, cheek, and leg. We discuss details of our systematic clinical study and results from our improved method for the determination of SC thickness calculation of CRS water profiles.
Accurate modeling of in-vivo Raman water profiles is a key first step in the determination of SC thickness from the profiles. However to do this in real life situations the method(s) used need to be able to cope with the natural variation in water profiles measured at any local skin area. An example of this natural variation is shown in Figure 1 for a typical collection of forearm water profiles for normal (right plot) and dry skin (left plot). An additional consideration is the natural variation in skin thickness at different body sites. SC thickness from cheek, forearm and leg are different and represent an additional source of variation in the water profiles. This further complicates the overall shape characteristics. The SC thickness calculation is dependent on the nature of the water profile because the point of curvature inflection of the profile is used to estimate the bottom of the SC. A number of methods for modeling the profiles have been described in the literature [17] [18] [19] 28] . However, these are based on a number of different methodologies. Seig and Crowther et al. used a standard Weibull sigmoid function to model the mean Raman water profile and used a simple gradient threshold method to determine inflection point of the curve [19] . Egawa et al. proposed using the actual mean water profile and the minimum of the 1st derivative of the profile as the inflection point of the curve [18] . Van der Pol proposed linear segmentation of the water profile into two sections corresponding to SC and epidermis with the depth determined as the point of intersection corresponding to the junction between SC and dermal-epidermal junction (DEJ) [28] . These methods have been developed based on an "idealized" water depth profile and the authors do not report any testing for their robustness to take into account this natural variation described above. We also observe that all of which rely on a deterministic "single point of view" approach to the solution.
It is our contention that using a single method on the huge variation observed in the real profiles that this is unlikely to yield the best solution for all data. For example the single sigmoid approach suggested by Seig and Crowther assumes all water profiles have the same degree of curvature, slope, symmetry, and inflection and therefore can be described in a simple way. This is clearly not the case as the profiles in Figure 1 show. Figure 2 shows the modeled data from the real data shown in Figure 1 . Certainly the variation is quite large and suggests a complexity that should be handled with a diverse solution rather than a narrowly defined one. No single inflection method will be equally suited for all profiles since the radius of curvature at the inflection can be small or large, depending on the actual thicknesssharp for cheek and broad for leg. These are the most significant methods published in the literature. While there are other methods suggested by different authors, all have the same limitation: a single method modeling approach to all water profile types. One of the deficiencies in each of these published works is that no effort has been made to establish error estimates for the modeling procedure or uncertainty values for SC thickness determination. The assumption is that each method is sufficient for both modeling and SC determination without showing how well the methods work. The issues highlighted above are what will address in this paper.
To do this we propose an approach to modeling in-vivo Raman water profiles that achieves the intended aim through the application of a number of different models for each individual profile and a number of different methods of calculating the associated SC thickness. The most likely solution is then chosen based on a distribution of solutions, which then represents the least error solution. In other word, rather than model the data using a single deterministic approach, we propose generating a number of likely solutions from which the most likely solution is computed.
Clinical Study-Experimental

SC Thickness Validation Study
A clinical study was conducted in order to provide the necessary Raman spectra used to compute water profile data for determined the distribution of SC thickness values and also to collect the corresponding reflectance confocal images needed to determine absolute SC thickness. The study was conducted on eleven Caucasian, fair skin, female panelists. Informed consent was obtained from all the panelists. There were eight test sites per panelist (one test site on each side of the left/right cheek and forearm and two test sites on each leg (left/right). Each test site was marked using a 2 inch × 2 inch template and CRS and RCM data acquired from the same marked region. Panelists were acclimatized for 25 minutes in a controlled temperature (70 F) and humidity (40% RH) room prior to data collection under the same ambient conditions. Raman data collection was followed with RCM data collection. For each panelist and for each anatomic body site, approximately ten CRS water profiles and up to 4 RCM three-dimensional stacks of images were collected. Each stack is comprised of an image from the SC surface at 2 micron intervals into the skin to a depth of approximately 42 microns. Some of the CRS measurements could not be obtained for all panelists because of excessively dry and/or tanned skin, and so some panelists ended up with less than ten measurements. The mean SC thickness values derived from the CRS and RCM data for each panelist by body site were used for the correlation calculation.
Materials and Methods
In-Vivo Raman Data
The in-vivo Raman water profiles need to be representative of the local spot on the skin being measured. However there is a large variation in the nature of individual Raman profiles even when collected in close proximity to each other. This means that a sufficient number of profiles must be collected for each site being measured so the normal range of variation is captured. In normal skin this variation tends to be relatively small with the general profile appearing similar for all sampled profiles (Figure 1 right) . The variation from dry skin however can become excessively large (Figure 1 left) . It is clear from inspection of these individual Raman water profiles that a wide range of curve characteristics is represented in the ordinary collection of skin water profiles. The modeled profiles of the true curves from Figure 1 are shown in Figure 2 and represent a good approximation of the actual profiles as determined from the modeling process described in Section 3.2. In this paper data is presented for cheek, forearm, and leg, each of which has a different mean SC thickness. Typical mean water profiles are shown in Figure 3 for each of the three body sites.
Modeling Water Profiles and Calculating SC Thickness
Modeling of Raman water profiles is a matter of fitting a theoretical curve to the existing water profile. This is the same premise as proposed by Seig and Crowther [19] , and generally speaking the method proposed here follows the same idea. What is new in our method is that a range of models are applied to each profile and the precise nature of representation of the data used for the modeling. Although this may sound like a small difference, in practice it is a more robust way to represent the data. That is while most authors choose to do the modeling using the mean representation of the water profile, here instead each individual profile is used for modeling and then a mean representation is generated from fitted data through a statistical filtering process. This is an important point because representation of each measurement by a simple mean profile can have the adverse effect of averaging out useful variation. We contend the best approach is to retain information from all individuals and rely on the statistical distribution of results to provide the most sensitive means of computing the result. There are three different steps needed to generate the final modeled profiles and from them, determine the SC thickness:
1) Model water profiles using the different sigmoid functions, five were used: modified logistic, RichardsGompertz, Weibull, Gompertz, and Richards. An in depth descriptions of these functions are beyond the scope of this paper and the reader should refer to Yin et al. for descriptions of the characteristics of each function [29] . However the form of each sigmoid function used to model water profiles is given in Equations (1)- (5) below: parameters is simultaneously fitted to each function in a least-squares sense. The adjustable parameters α, β, γ, δ, ε, and φ determine the offset, slope, curvature, symmetry, and sharpness of the S-character of the function, which in turn determine the characteristics of each fitted curve.
2) Calculate inflection of the sigmoid function, three different algorithms are used. Since the curvature, slope, and symmetry characteristics for each of the five fitting function varies according to the γ, δ, ε, and φ, the numerical solution to the selection of inflection point representing the bottom of the SC has to be determined to accommodate the different nature of the curves. Therefore three different methods were employed that give a range of solutions. This allows the final trimming of the SC thickness values to encompass those values that are extreme relative to the mean value. Figure 4 shows a graphical representation of the three inflection calculations. The depth position of the bottom of the stratum corneum and therefore the stratum corneum thickness is determined using the three different numerical differentiation methods shown which are applied directly to the sigmoid fitted water profiles: minimum value of the 1st derivative, maximum of the minor node of the 5th derivative, and the maximum of the 1st derivative of the log. Additional inflection selection algorithms could be chosen but the three used here span the range of the types of data acquired under most normal measurements of skin.
3) Each of these methods produces a biased value that must be corrected empirically or through standardization to another SC thickness measurement. Initial calculations showed that the bias correction should be approximately 0.75 based on empirical evaluation of the profiles themselves from historical data. In this work it was observed and corrected through calibration. The bias correction is a simple multiplier which is applied to the actual SC thickness values. The source of the bias is not known and is something that should be studied in the future so it can be added into the modeling process. Once the correction is applied, the consensus of data profiles from models with the best fit to the applied functions is averaged for the final result. The selection of best profiles and most likely SC values is computed from the trimmed mean of SC thickness values for 90% of the SC thickness distribution.
We have chosen to model each individual water profile and then generate the mean profile after the modeling and trimming of individuals. There are a number of reasons for taking this approach, however before expanding on these reason it should be emphasized that the mean of the fitted profiles is not identical to the fitted profile of the mean. In choosing to model data from the mean expression rather than the other way round the subtle aspects of the water profiles are removed, or averaged out, an additional motivation for taking this approach is one of sensitivity. It is unclear at this point how large a difference in the adjustable parameters is required to have a significant influence on the final SC thickness calculation. Therefore, until this aspect of the SC thickness modeling has been thoroughly studied, it is beneficial to retain small differences resulting from the modeling process. Therefore the mean must be computed after the trimming process and not before. The importance of this goes to the procedural aspect of the analysis to determine the most robust way to analyze the data.
Correlation to Confocal Reflectance Microscopy
For Raman SC thickness value to be fully accepted a realistic evaluation of the uncertainty in the value needs to be obtained. In order to do this a reference method that would serve as a "gold standard" for comparison needs to be chosen. The method used here is based on reflectance confocal microscopy (RCM). This method was developed by Huzaira and is considered to be one of the best methods for determining SC thickness [31] . The basic idea of the Huzaira method is to look down through the Figure 5 shows examples of what the visible features of skin look like. The difference in the z-direction between these two images is the SC thickness.
Instrumentation and Data Processing
In-vivo confocal Raman spectrometer (Model 3510 SkinAnalyzer, River Diagnostics TM , Rotterdam, Netherlands) was used for all Raman measurements. The 671 nm laser configuration was used for the high wavenumber region measurement (2500 -4000 cm -1 ) for all water measurements.
In-vivo reflectance confocal microscopy (RCM) was performed using a Vivascope 1500+ microscopy system (Lucid, Rochester, NY) equipped with a 785 nm near-IR laser diode for illumination and a raster system for scanning across the field of view.
The Raman data was processed using software developed by the authors, which in principal follows the method described by Puppels et al. [32, 33] . This software was used instead of the in-vivo Raman instrument soft-ware in order to compensate for a number of features in the data that potentially interfere with computation of the water profiles such as baseline spectral distortion, excessive spectral noise, interfering background artifacts and a non-linear baseline. RCM data was analyzed as described in the "Correlation to confocal reflectance microscopy" section above. All data processing was done in Matlab Version 7.4.0.287 (The MathWorks, Inc., Natick, MA USA).
Results and Discussion
Distribution of Water Profile Shape and SC Thickness by Body Site
The first objective of study was to test the validity of our assertion that the Raman consensus method was a better method of fitting and modeling SC thickness than the existing single algorithm approaches. Since the premise is that a number of fitting algorithms are needed to best model that data, then it's clear that one of the ways to make this determination is through measuring the frequency with which each model provides the best fit to the profiles. The result is a chart of frequency of best fit for each of the five modeling methods. Additionally, this can be done from both a global perspective and a local skin-site perspective in order to provide information about best models for different skin sites (and thickness).
The results of this analysis are shown in the plots in Figure 6 .
The plots in Figure 6 show that, in fact, there is a distribution of functions that produce the best model fit for different Raman water profiles. This is true when viewed from either a global skin site independent view as seen from the top plot in the figure, or seen from a local skin site specific point of view as shown in the bottom three figures. There is some indication from the frequencies of the distribution that some particular types of sigmoid functions generally perform better than others. The Richards-Gompertz sigmoid provides the best overall fit of the data and the best fit for forearm data, while the Richards and modified logistics sigmoid provides the best fitting for the leg and cheek data respectively. However it is also clear that no single function provides the best fitting solution for all of the data. This is the most important point! If any single sigmoid was always the best function for fitting the data then all four plots in Figure 5 would have a single bar of the same color. This is not the case because a distribution of solutions is needed for different profiles for different site types. This supports the hypothesis that a distribution of solutions is required, not a single solution.
A second objective of the study was to evaluate the overall modeling methods for SC thickness. This constitutes both the fitting of the Raman water profiles and the inflection point computation. This was done by comparing the absolute SC thickness values for each individual sigmoid model compared to the final Raman consensus method results. The assumption is that the consensus method provides the expectation results and represents the best estimate of the true SC thickness values. This assumption was tested and verified by the results from Study-2 which is described in the next section. The Raman consensus SC thickness results and the individual function SC thickness results were computed and the root mean squared error (RMSE) computed for each. The functions exhibiting the minimum mean SC thickness RMSE are considered the best solution. Figure 6 shows the results of the minimum mean RMSE for overall global results and individual skin site results.
The results shown in Figure 7 show that, like the fitting functions, a distribution of models is needed to obtain the best results for SC thickness values including fitting sigmoid and SC thickness algorithm method results. Unlike the sigmoid fitting data, the best SC thickness determination method is the modified logistics sigmoid for all but the face data for which the Richards sigmoid was optimal. However, clearly the best solutions are not as clear-cut in this data compared to that for the fitting data. The RMSE values for the best results are in general very close to one or more of the other models for each plot. This just serves to emphasize the point that no one sigmoid function, or combination of sigmoid function and SC modeling method is optimum, and that a distribution of fitting functions and SC modeling methods are required to capture the inherent diversity in the water profile data to provide the best solution.
Correlation between Raman and RCM Derived SC Thickness
The second aspect of the study was to determine how the Raman consensus method compared to the SC thickness calculated using the standard referee method by Huzaira [31] . The data was collected and tabulated according to the methods already described. orresponding SC thickness data was generated for all subjects for each site and for each measurement method. The data was then compared using linear regression modeling. Predictions statistics were computed using a leave-one-out cross validation (LOO-CV) where models are built after removing one sample and then predicting the sample left out with that model. This is done for all samples. RMSE values were computed based on the LOO-CV analysis. The final model was computed and the mean regression bias computed for all data.
As mentioned previously in this paper, the Raman SC thickness method is biased and requires a linear correction to the computed values. Initially the empirical correction value was estimated to be 0.75. The actual bias computed from the regression model was found to be 0.83, which suggested that the empirical bias correction estimated from the initial data was reasonable given the measurement error. The results of the linear regression are shown in Figure 8 .
The regression results were calculated over all body sites and showed an R 2 = 0.68 and RMSE of CV of 3.7 μm. While this is a reasonably good correlation and demonstrates that the two methods are reasonably equivalent, the error in the measurement suggests that only large difference in skin thickness > 3 -4 μm could be measured reliably. What this means is that the method would be useful for comparing skin with large differences in SC thickness but the sensitivity of the measurement would be compromised. Small changes would not be seen by this method as being statistically significant.
Our analysis also computed the mean SC thickness according to skin site. Table 1 shows that after bias correction, the results of the SC thickness between the two methods are comparable, and within the standard error of the method. While correlation for individual skin site is not computed, inspection of the regression plot shows that the correlation is good for the thicker skin sites (leg and forearm) but poor for cheek. This is the expected results given the difficulty in measuring the cheek and that fact that the cheek is the thinness skin site
Conclusion
The work described in this paper shows that the new consensus Raman SC water profile fitting method combined with different SC thickness modeling methods provides a basis for an improved algorithm for stratum corneum thickness determination from in-vivo confocal Raman microspectroscopy water profiles. The results show conclusively that a consensus method for computing SC thickness from Raman water profiles is required for the best solution for normal water profile data. We have also shown that there are real differences in requirements for modeling different body sites, all of which require a combination of fitting functions. Our studies show that that this new methodology exhibits good correlation with the accepted standard method of Huzaira using reflectance confocal microscopy. The main deficiency we found is that the uncertainty in the new method was larger than one would like to see because it compromises the sensitivity in the measurement. One way to improve the measurement reliability would be through rigorous modeling of the data and better statistical design of the studies. Future work will also focus on improving the methodology through a rigorous approach to statistical aspects of the data analysis using a probabilistic representation of the numerical solution.
