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El objetivo de este trabajo fue desarrollar un modelo de simulación molecular para la 
descripción de las características estructurales y energéticas de la adsorción de CO en 
partículas de platino soportadas en grafito. 
 
Inicialmente se realizó un estudio de diferentes modelos moleculares de CO y se evaluaron 
los resultados generados por ocho modelos moleculares en el cálculo de las propiedades 
termodinámicas del equilibrio líquido-vapor (ELV), empleando simulaciones Monte Carlo 
con el conjunto de Gibbs. Se encontró que aunque el modelo polar de Straub y Karplus no 
es sobresaliente en una reproducción cercana del ELV del monóxido de carbono, este 
modelo produce resultados similares a aquellos producidos con otros modelos y permite la 
diferenciación de los átomos de carbono y oxígeno, lo cual es una ventaja para estudios 
estructurales de la adsorción de CO en superficies. 
 
Seguidamente, se propone un nuevo modelo molecular para las interacciones laterales 
indirectas entre moléculas de CO adsorbidas en superficies de Pt(111). El modelo 
propuesto tiene en cuenta interacciones elásticas e interacciones electrónicas oscilatorias y 
produce una adsorción vertical de CO con una energía de adsorción isostérica de 1.43 eV y 
una separación Pt-C de 1.86 Å. El modelo también genera una descripción apropiada de la 
separación entre moléculas de CO adsorbidas para cubrimientos de hasta 0.5 de una 
monocapa (MC), reproduciendo las estructuras características (√3x√3)R30°  y c(4x2). En 
procura de ajustar los parámetros del modelo, se emplearon simulaciones monte Carlo en la 
versión canónica (NVT). 
  
Finalmente, se implementaron simulaciones Monte Carlo para la formación de aglomerados 
de platino en superficies de grafito a diferentes cargas del metal con el fin de describir la 
morfología resultante y su comportamiento cuando se aplica el modelo de interacciones 
laterales entre moléculas de CO y los parámetros de interacción Pt-CO encontrados en el 
desarrollo del modelo. Se encontró que el uso del potencial Sutton-Chen para la descripción 
de la formación de aglomerados de platino soportados en grafito resulta en la formación de 
aglomerados no esféricos con una estructura cristalina. Los aglomerados tienen zonas 
regulares e irregulares pero la estructura es en general del tipo hcp. El modelo de 
interacciones laterales produce una adsorción vertical de las moléculas de CO, 
predominantemente en los bordes de los aglomerados de platino  y con una amplia 
separación entre ellas; prácticamente no hay moléculas de CO en la superficie descubierta  
de grafito. Los aglomerados de platino formados son bastante estables y la adsorción de 








The aim of this work was to develop a molecular simulation model for describing the 
structural and energetic features of CO adsorption on platinum particles supported on 
graphite.  
 
Initially a study of different CO molecular models was conducted and evaluated the results 
generated by eight different molecular models when used for the calculation of vapor-liquid 
equilibrium (VLE) thermodynamic properties, using Gibbs-ensemble Monte Carlo 
simulations. It was found that although the polar model of Straub and Karplus is not 
outstanding for its close reproduction of the VLE of carbon monoxide, this model 
reproduces similar results to those produced with other models and allows for 
differentiation of the carbon and oxygen atoms, which is an advantage in structural studies 
of CO adsorption on surfaces. 
 
Subsequently, a new molecular model is proposed for indirect lateral interactions between 
CO molecules adsorbed on Pt (111) surfaces. The proposed model takes into account both 
elastic and electronic oscillatory interactions and generates a vertical CO adsorption with an 
isosteric heat of adsorption of 1.43 eV and a Pt-C separation of 1.86 Å. The model also 
generates an appropriate description of the separation between adsorbed CO molecules for 
coverages up to 0.5 monolayer (ML), reproducing the characteristic structures (√3x√3)R30° 
and c(4x2). In order to adjust the model parameters, Monte Carlo simulations in the 
canonical version (NVT) were used.  
 
Finally Monte Carlo simulations were implemented to the formation of platinum clusters on 
graphite surfaces at different metal loadings to describe the resulting morphology and their 
behavior when applying the model of indirect lateral interactions between CO molecules 
and the Pt-CO interaction parameters found with the developed model. It was found that the 
use of the Sutton-Chen potential for the description of the formation of platinum clusters 
supported on graphite results in the formation of non-spherical layered clusters with a 
crystalline structure. The clusters have regular and irregular areas but the structure is 
generally like the hexagonal close packed. The lateral interaction model produces a vertical 
adsorption of CO molecules, predominantly at the edges of the platinum cluster with a wide 
separation between them; almost no CO molecules are present on the bare graphite surface. 
The platinum clusters formed are quite stable and the adsorption of CO molecules on them 
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Fuel cells are devices that allow direct conversion of chemical energy into electricity 
without the need for intermediate combustion steps. Because inside the device there are no 
moving parts, friction losses and irreversibilities decrease significantly, compared to losses 
experienced in internal combustion engines, which is why a fuel cell can achieve 
substantially higher efficiencies. 
 
Currently, vehicular applications are attracting more interest due to the growing demand for 
cars with more efficient engines and less harmful to the environment. However, the 
technical and economic difficulties to obtain high purity hydrogen reveal that for the mass 
introduction and popularization of electric vehicles that operate on low temperature fuel 
cells, two possible scenarios are foreseen in the short term: The first is to produce a 
hydrogen-rich stream in the same vehicle from hydrocarbons or alcohols through a process 
of steam reforming. The second scenario is the direct feed of the hydrocarbons or alcohols 
to the fuel cell. 
 
In either case, the existence of CO in the anode of the fuel cell is a drawback in the 
development and subsequent operation of the device: platinum is considered the best 
catalyst for the oxidation of pure hydrogen, and presents the best adsorption characteristics 
of fuels containing carbon atoms (hydrocarbons, alcohols, etc.). The main problem for the 
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development of fuel cells fed by these fuels is the rapid loss of activity (poisoning) of 
platinum used in the anode, due to a strong CO adsorption on the surface, which disables 
the active sites for further fuel oxidation. This fact has lead to the generation of a large 
amount of experimental research to find a suitable catalyst for the total CO oxidation. In 
this search there are many catalyst formulations that try to improve the rate of CO oxidation 
[1-21]. 
 
The poisoning of the platinum surface with CO leads to a significant decrease in power 
output of the fuel cell. For example, amounts as small as 100 ppm of CO in the anode 
reduces the power output of the fuel cell to only 25% of the value obtained using pure 
hydrogen [22]. Some studies on the effect of the concentration of CO in the performance of 
fuel cells show that the presence of 5 ppm of CO in the hydrogen stream can cause a 
decrease in performance for current densities above 400 mA/cm2 [23, 24].  
 
In the literature of recent years concerning the adsorption and oxidation of CO in anode 
catalysts for fuel cells can be observed a large number of publications containing the search 
for experimental data focused on basic understanding of the mechanisms of CO adsorption 
and oxidation on different catalysts, with increasing emphasis on the study of “model” 
experimental systems in which reaction conditions are much simpler and better 
characterized than during the operation of a fuel cell [25-37]. These studies focus mainly on 
the analysis of the performance of specific crystal orientations and well-defined 
polycrystalline surfaces.  
 
There are also theoretical studies of the phenomenon of poisoning and the attack 
mechanism of CO on platinum. Proceeds from such researches are some models and 
simulations that attempt to describe the adsorption process and propose possible structural 
and electronic causes of the poisoning [38-49]. 
 
 




1.1 Adsorption of CO on platinum surfaces  
 
Carbon monoxide is perhaps the molecule whose adsorption properties have been 
investigated in greater detail in modern high vacuum systems (LEED, AES, XPS). It is now 
almost accepted that chemisorption of CO on transition metals occurs in molecular form 
through the electronic transfer from the 5σ orbital of CO to the metal and a reverse electron 
donation from the d orbital in the metal to the 2π* anti-bond of CO, which in turn, weakens 
the C-O bond. The magnitude of this donation is increased as metals are located more to the 
left of the periodic table (Ni, Pd, Pt). This model correctly predicts the adsorption of CO on 
metals depending on their electronic configuration [50]. 
 
On a surface of Pt(111), the adsorbed CO can form several structures that depend on 
temperature and degree of surface coverage, θCO (defined as the number of adsorbed CO 
molecules per atom of Pt on the surface). The most accepted model of adsorption so far 
(Fig. 1.1) is the formation of a (√3x√3)R30° superstructure at low temperatures (≈ 100 K) 
and degrees of coverage (θCO < 1/3 monolayer - ML) with the predominant occupation of 
top sites. As the temperature and the coverage increase, there is a greater occupation of 
bridge sites accompanied by the formation of a c(4x2) structure (also described as (√3x2) 
rect). For θCO = ½ ML there appears to be equal occupation of bridge and top sites. The 
existence of these regular structures of CO, even at low coverages, is indicative of the 
existence of strong lateral interactions between adsorbates.  
 
Other experimentally determined structural and energetic aspects of CO adsorption on 
Pt(111) have shown that CO is adsorbed perpendicular to the platinum sites with the carbon 
atom near the surface [25, 51], although it has been reported that at high coverages 
adsorption may occur with a tilt of about 11° [37]. It has also been determined that the Pt-C 
bond length on the top sites is approximately 1.85 Å [37, 52].  
 




For the energy of adsorption at low coverages, experimental values have been reported 
between 1.04 and 1.9 eV (100 to 183 kJ/mol) [26, 50, 53-59] and theoretical values 
calculated at between 1.3 and 2.3 eV (125 to 222 kJ/mol) [46, 47, 60-66], although values 
between 1.4 and 1.5 eV have been more frequently reported in recent years. The difference 
in the adsorption energies on top and bridge sites has been estimated at 0.04 eV (3.9 
kJ/mol) [58], although some calculations have yielded 0.095 eV (9.2 kJ/mol) [59, 66]. The 
adsorption energy decreases as the degree of coverage increases, dropping to about 0.8 eV 
(80 kJ / kmol) at saturation (0.68 ML), presumably due to the strong lateral repulsions 










Figure 1.1. Schematic structures of (√3x√3)R30° and c(4x2) for CO on Pt (111) at 
coverages of 0.3 ML and 0.5 ML, respectively. 
 
 
The studies for the adsorption of CO on Pt (100) show that there is a reconstruction of the 
quasi-hexagonal arrangement ("hex"), leading to an array (1x1) in the presence of CO. That 
is, in a “clean” platinum surface, the array (1x1) of the metal atoms (Fig. 1.2) is meta-stable 
compared with the quasi-hexagonal arrangement ("hex"), but the adsorption of CO can 
stabilize array (1x1) [67]. The energy difference between platinum atoms in these two 
















Figure 1.2. Scheme of the platinum (100) surface. The black and white circles represent the 
first and second layer of platinum, respectively. 
 
Also it has been established that the adsorption of CO on Pt (110) with structure (1x2) leads 
to a reconstruction of the surface to a structure (1x1) (Fig. 1.3). It has been suggested [68] 
that the driving force for the reconstruction of the Pt (100) and Pt (110) is the increase in 
the heat of CO adsorption on structures (1x1) which exceeds the energy difference of the 
clean surfaces. For example, at low coverages the heat of CO adsorption on Pt (100)-hex is 












Although it is generally accepted that the Pt(111) surfaces have no reconstruction by the 
adsorption of CO, it has been suggested that the phenomenon can occur [69].  
 
1 x 1 Hex
1 x 2 1 x 1
 
Molecular simulation of carbon monoxide adsorption on platinum clusters supported on graphite 
 
 6
Oscillations in CO oxidation reaction have been known for quite some time [70] and have 
been found in many types of platinum catalysts including nanoscale supported particles, 
polycrystalline structures and crystals with specific orientations on operating conditions 
ranging from high vacuum to atmospheric pressure. In particular, this phenomenon has 
been studied experimentally in detail in surfaces of platinum (100) and (110) [71-72]. 
These oscillations in the reaction are associated with the restructuring of the surface 
induced by CO [67].  
 
There are also studies of adsorption and CO oxidation on platinum surfaces with the supply 
of CO in gas phase and with the presence of previously adsorbed oxygen. In these cases is 
also present a reconstruction of surfaces Pt (100) and Pt (110) [71]. This produces 
oscillations in the CO oxidation reaction because the rate of adsorption of oxygen in the 
array (1x1) is much higher than in the array "hex". That is, the ratio of adsorption 
coefficients of CO and O2 changes dramatically with the transformation of the arrangement 
of platinum atoms.  
 
For the case of CO adsorption and oxidation of supported platinum particles has been 
published a lot of experimental work which reported the effect of morphology on the 
catalytic activity, showing the supported platinum with much greater catalytic activity than 
smooth platinum [73-75]. This growth in activity has been associated with the presence of 
steps and edges on the particles which have been linked with the early stages of CO 
adsorption. The morphology of platinum supported on carbon can also change with use and 
some researchers have reported a loss of surface area over time [76].  
 
For clusters of platinum supported on graphite, some NMR studies have revealed the strong 
interaction between platinum atoms and the support, indicating that CO adsorption does not 
change the local density of states of platinum and that the magnitude of the platinum-
support interactions remains virtually unchanged with the CO adsorption [77]. Although  
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has been observed an increase in the Fermi level local density of states of platinum in 
clusters smaller than 5 nm, it is still believed that there is a strong platinum-support 
interaction even in such cases [78]. 
 
On the other hand it has also been shown that the method of preparation of the supported 
catalyst has great influence on the resulting morphology and its ability of adsorption and 
oxidation of CO [79-81], being preferable, for example, the colloidal preparation method 
[82] over the impregnation method. Underpotential deposition on platinum surfaces [83] 
indicates that Pt (332) surfaces have a lower degree of CO poisoning that Pt(111) surfaces .  
 
1.2 Scope of this thesis.  
 
Having an appropriate molecular model for describing the structural and energetic features 
of CO adsorption on Pt (111) may be helpful in studying the oxidation reaction of this 
molecule without having to resort to first-principles simulations which are computationally 
very expensive and may not consider a large number of particles. 
 
The aim of this work is to develop a molecular simulation model for describing the 
structural and energetic features of CO adsorption on platinum particles supported on 
graphite.  
 
Initially a study of different CO molecular models was conducted and evaluated the results 
generated by several of these molecular models when used for the calculation of vapor-
liquid equilibrium (VLE) thermodynamic properties, using Monte Carlo simulations. The 
evaluation of the models was not exhaustive in terms of the number of models; rather, the 
scope here is restricted to models considered more representatives. 
 




Subsequently, a new molecular model is proposed for indirect lateral interactions between 
CO molecules adsorbed on Pt (111) surfaces. The proposed model takes into account both 
elastic and electronic oscillatory interactions and generates an appropriate description of the 
separation between adsorbed CO molecules for coverages up to 0.5 ML, reproducing the 
characteristic structures (√3x√3)R30° and c(4x2). In order to adjust the model parameters, 
Monte Carlo simulations in the canonical version (NVT) were used.  
 
Finally Monte Carlo simulations were implemented to the formation of platinum clusters on 
graphite surfaces at different metal loadings to describe the resulting morphology and their 
behavior when applying the model of indirect lateral interactions between CO molecules 
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Comparison of molecular models of carbon 





In recent years, the availability of more powerful systems of calculation has opened the 
possibility of calculating data for thermodynamic and transport properties from simulations 
with molecular models. These molecular simulations allow the extraction of structural, 
thermodynamic and dynamic information on macroscopic phenomena from the description 
of microscopic molecular interactions. The correct description of these molecular 
interactions leads to a better understanding and interpretation of experimental results and 
allows to interpolate or extrapolate the results to conditions that may be inaccessible in the 
laboratory, which confers to these models a greater physical meaning and an excellent 
predictive power [1-2]. 
 
A correct description of the molecular structure and the study of the thermodynamic 
properties of carbon monoxide are of great importance due to the role of this substance in 
many industrial processes and because it is an important byproduct in the production of 
formic acid, polyurethane, polycarbonates and methylacrylates; it is also present in the 
 




combustion gases of internal combustion engines and in fuel cells fed with products of 
reformed hydrocarbons and alcohols (applications for which require the study of the 
adsorption of CO in catalysts) and in its application as an additive for the storage of meat 
products. 
 
Although carbon monoxide initially appears be an easy-to–model molecule, the 
construction of a molecular model suitable for describing its behavior over a wide range of 
conditions has not been fully achieved because this molecule has a polarity (C-O+) [3, 4] 
opposite of the more intuitive configuration (C+O-). Additionally, the fact that it possesses a 
small dipole moment (0.112 D), a moderate internal polarization (3.5 D Å2) and a large 
quadrupole moment (- 2.45 D Å) confers characteristics that are difficult to model, 
especially for the correct description of the solid state and for adsorption at low 
temperatures [5]. 
 
There are a large number of molecular models used to represent the CO molecule. Within 
the simpler non-polar models are those that represent the CO molecule as a spherical 
Lennard–Jones site without charges (1CLJ), developed mainly from viscosity data [6-8] or 
the second virial coefficient [9-11], although in recent years, these models have also been 
used to study the separation of CO and H2 on carbon nanotubes [12]. Another model 
proposes a rigid molecule composed of two equal L-J centers (2CLJ) located at each atom 
[13], which has been used to study the thermal conductivity of liquid CO [14] and its 
solubility in ionic liquids [15]. 
 
Polar models present a broader spectrum; first, there are the Stockmayer models (L-J 
spheres with a dipole or a quadrupole embedded in their centers) [16, 17]. Extensions of 
this model consist of 2CLJ models with symmetrical centers and a dipole or a quadrupole 
located in the center of the molecule [18], and there are even 2CLJ models with asymmetric 
centers containing both a dipole and a quadruple that have been used to study the 
composition of planetary atmospheres [19]. 
 




In another group of polar models, partial charges are used instead of dipoles or 
quadrupoles. Among these models are those that approximate the experimental dipole 
moment but do not consider the quadrupole moment; these models are composed of 2CLJ 
with two charges of equal magnitude and opposite sign located at each site (2CLJ2q), and 
they have been used mainly for CO adsorption studies on coal structures such as graphite 
and fullerenes [20-23]. Continuing in complexity, there are models that represent the 
quadrupole moment with three charges in the molecule (2CLJ3q), one at each end and one 
in the center of the molecule, of opposite sign and equal to the sum of the other two. 
2CLJ3q models have been used mainly for studies of the dynamics of the photo-
dissociation of CO from myoglobin protein [24-27]; also, more complex models of five 
sites, used for simulations of the structure of solid CO, have been proposed [28, 29]. 
 
Many of the above mentioned models may not be appropriate for calculating the vapor-
liquid equilibrium (VLE) because they were designed for other applications, such as 
investigations of the structure in the liquid phase, adsorption studies at low temperatures or 
the description of the second virial coefficient, and they may produce poor results when 
applied in equilibrium calculations. 
 
The objective of this chapter is to evaluate the results generated by several of these 
molecular models when used for the calculation of VLE thermodynamic properties of 
carbon monoxide using Monte Carlo simulations. The evaluation of the models was not 
exhaustive in terms of the number of models (which would require an enormous 
computational effort to undertake); rather, the scope here is restricted to models 
representing each of the families described above. The evaluation of these models in 
calculating the VLE was not intended to absolutely validate or invalidate the models, as 
they were evaluated with a calculation for which, in general, they were not designed; we 
intended merely to verify the robustness of the models for different types of calculations. 
 
 




The work is organized as follows: section 2.2 briefly describes the molecular models 
selected for this evaluation and presents the technical details of the molecular simulations. 
In Section 2.3, the results of these simulations are compared with experimental data. The 
last section presents the conclusions of this evaluation. 
 
2.2. Simulation details. 
 
2.1. Molecular models  
 
For this evaluation, four non-polar and four polar models were selected. Two of the non-
polar models (here designated HCB [6] and RPP [8], respectively) consist of spherical 
centers in which the interactions between particles are calculated by the Lennard-Jones 
potential: 
4                                        2.1  
 
where ε and σ represent the depth and the position of the potential well, respectively, and rij 
is the distance between the centers of the molecules. 
 
The third model corresponds to the 2CLJ potential of Bohn et al. [13] (commonly known as 
the BLF model), which describes the carbon monoxide molecule as a combination of two 
equal Lennard-Jones sites (located on the oxygen and carbon atoms), separated by a bond 
distance d: 
 
,                                              2.2  
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where a and b denote sites belonging to molecule i or j, respectively, and ria, jb denotes the 
distance between site a of molecule i and site b of molecule j. 
 
The other non-polar model (ANC) was developed from an approximated non-conformal 
theory [11] and has a functional form that corresponds to a modified Kihara potential:  
 





                                                           2.4  
 
and the constant a0 = 0.095739. 
 
This model, in addition to the parameters ε and σ, uses a third parameter (s) called the 
effective softness of the molecule. 
 
The parameter a0 is determined in such a way that Eq. (2.3) reproduces the pair potential of 
argon (to which the value s=1 was assigned). The increase in the value of s in Eq. (2.3) 
produces potentials that are less steep (i.e., softer) than the potential of the reference atom 
(argon). 
 
It should be noted that the HCB and RPP models require only two parameters (ε and σ) and 
the ANC and BLF models require an additional parameter (s and d, respectively). The 
values of the parameters for each of these potential models are shown in Table 2.1. 
 
Of the four selected polar models, two use dipoles at their centers, and the other two make 
use of partial charges located on the atoms. 
 




Table 2.1. Parameters for the potential models. ε/kB (K), σ (Å), d (Å), µ (D) and q (e). 
Model Parameters Reference
HCB ε/kB = 110 
    σ = 3.59 
[6] 
RPP ε/kB = 91.7 




ε/kB = 42.282 
    σ = 3.2717 





ε/kB = 145.246 
    σ = 3.95952 





ε/kB = 101.2 
    σ = 3.623 





ε/kB = 36.897 
    σ = 3.3009 
    d = 1.1405 






ε CC/kB = 37.15 
     σCC = 3.55 
εOO/kB = 61.57 
    σOO = 2.95 
        d = 1.128 








εCC/kB = 13.19 
     σCC = 3.83 
       qC = -0.75 
 εOO/kB = 80.09 
     σOO = 3.12 
       qO = -0.85 
         d = 1.128 






The models that use dipoles correspond to the Stockmayer model, composed of 1CLJ with 
a dipole (µ) in the center [17] and an extension of that presented by Stoll et al. [18] (model 
SVH) that consists of two identical L-J centers with a dipole at the geometric center of the 
molecule.  
 
For these models, the potential is: 
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                                                          (2.5) 
 
in which  is the L-J potential for one or two sites, according to the respective cases, and 
 is the dipole contribution given by:  
 
1
4 cos 3 cos cos                                2.6  
 
where  is the vacuum permittivity, θi and θj are the angles formed between the dipole 
vectors μi and μj of molecules i and j, respectively, with the vector rij between the centers of 
the molecules and γij is the angle between the dipole vectors μi and μj. In developing the 
SVH model, the magnitude of the dipole was considered an adjustable parameter, yielding 
a value µ= 0.7378 D, which is significantly higher than the experimental value. 
 
The third polar model (PGB model [23]) consists of two different L-J centers and two 
partial charges, each with a value of 0.0223 e, negative at the oxygen atom and positive at 
the carbon. These charge values produce a dipole of 0.12 D, which is very close to the 
experimental value. 
 
Finally, the fourth polar model is the 2CLJ3q model developed by Straub and Karplus 
(commonly called the SK model) [26], which consists of asymmetric charges and L-J 
interaction sites located on the oxygen and carbon atoms (separated by a distance d) and an 
additional charge placed in the center of mass of the molecule. This model allows 
differentiating the carbon and oxygen atoms, which is an advantage in structural studies of 
CO adsorption on surfaces. Additionally, the SK model reproduces ab initio (Hartree-Fock) 
interaction energies of CO with water, methanol, imidazole and formamide, gives an 
excellent lattice constant and sublimation enthalpy for solid CO, yields the hydration free 
 




energy of CO and quantitatively reproduces the vibrational frequencies of CO with an 
RRKR potential. 
 
For the PGB and SK models, the potential is: 
 
                                                     2.7  
 




                                             2.8  
 
Here, Nq is the number of charges in the molecule, and  is the charge on site a of 
molecule i. 
 
As can be observed, the SK model has eight parameters, the PGB model has six (εCC, εOO, 
σCC, σOO, d and q), the SVH model has four parameters (ε, σ, d and µ) and the Stockmayer 
model has only three (ε, σ and µ). The parameters of the polar potential models are also 
shown in Table 2.1. 
 
For the PBG and SK models, the cross interactions between different sites of the carbon 




                                                     2.9  
 
                                                     2.10  
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2.2. Technical details.  
 
The Gibbs-ensemble Monte Carlo (GEMC) method is particularly suitable for direct 
simulations of phase equilibrium [31]. Therefore, the canonical version (NVT-GEMC) was 
used to determine the properties at equilibrium. 
 
In the Gibbs ensemble, two phases in equilibrium are simulated at a given temperature and 
with a constant total number of molecules. Procedurally, the simulation starts in an unstable 
or meta-stable region that is subsequently divided into two subsystems. In the course of the 
simulation, the system forms two homogenous phases from the separated subsystems. The 
phase separation is carried out by three types of movements, which include changes in the 
position and orientation of molecules randomly chosen in each phase (to assure the 
equilibrium within each region), particle exchange between the coexisting phases (to 
equilibrate the chemical potentials of the components in each phase) and changes in the 
volume of each phase (to equilibrate the pressures). 
 
For this work, we calculated six points of the VLE with each of the selected models. The 
temperature was varied between 80 and 130 K at intervals of 10 K. In all the simulations, 
N=512 molecules of CO were used (which involves 1,024 sites for the 2CLJ models), with 
periodic boundary conditions in three dimensions, with a cutoff radius of 2.5σ and tail 
corrections for the L-J potential beyond the spherical cutoff. In all, 2×106 equilibration 
cycles and other 2×106 production cycles were used. Each Monte Carlo cycle is defined 
here as N attempts to move a molecule, N attempts to exchange particles between the 
phases and an attempt to change the volume (for the 2CLJ or dipole models, 2/3N attempts 
of rotation of the molecule or the dipole were added). The order in which the attempts were 
conduced was selected at random. 
 
The generation of a new configuration at the volume-change stage was performed using a 
random path in ln(V1/V2) [31], the change in the orientation of the molecules was made 
 




using the Jansoone method [30], and the magnitude of this change and the magnitude of 
change in the displacement were adjusted to produce an acceptance of approximately 50% 
of the attempts. In the simulations with the polar models, Ewald sums were used to 
calculate long-range interactions. 
 
Near the critical point (130 K), all models required fewer than 5×105 cycles to achieve 
equilibrium; for lower temperatures, fewer than 1×105 cycles were required.  
 
The residual energy and density of each phase were obtained as ensemble averages over the 
production period: 
 
                                                       2.11  
 
1
                                                          2.12  
 
 
In these equations, the brackets denote the ensemble average and URα, ρα and Vα are the 
residual energy, density and volume of phase α, respectively, and NA is Avogadro’s 
number. 
 
The pressure was determined by calculating the internal virial: 
 
                                               2.13  
 
where kB is the Boltzmann constant, T is the temperature and  is the intermolecular 
virial function of the phase α, defined as : 
 







                         2.14  
 
The expressions for the pair-intermolecular virial functions (  ) for each type of potential 
are shown in the Appendix. 
 
Because the results calculated for the pressure of the liquid phase usually show large 
fluctuations, the reported pressure values are those of the vapor phase. 
 
As the degrees of freedom by rotation, translation and vibration of molecules in each phase 
are equal, the vaporization enthalpy can be calculated as the difference between the residual 




                                  2.15  
 
The results of the calculation of the properties produced by the simulations were compared 
with data reported in the REFPROP database [32], and the average relative deviations (δrel) 
were calculated by:  
 
1
1 100                              2.16  
 
where ND = 6 is the number of VLE points calculated and A represents the properties 











The comparison between simulation results and experimental data for the VLE of carbon 
monoxide is shown in Figures 2.1 to 2.5. Table 2.2 lists the results of the relative average 
deviations for each model in the calculation of the densities of the phases, the vapor 
pressure and the vaporization enthalpy. 
 
The results of the VLE predictions of the non-polar models (Fig. 2.1 and Table 2.2) show 
that, in the liquid phase, the ANC model presented the lowest average deviation (7.1%) 
followed by the HCB and BLF models (10.1 and 11.6%, respectively). It can also be 
observed that the RPP model produced the smallest equilibrium curve of all the models 
(i.e., it significantly underestimates the liquid density and overestimates the vapor density) 
and tended to produce a constant density of the liquid for temperatures above 100 K. The 
statistical uncertainties of these models for the values of liquid density were between 0.2 












Figure 2.1. Results for VLE of carbon monoxide with non-polar models. Error bars not 
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Table 2.2. Relative average deviations of thermodynamic properties of VLE obtained with 
the molecular models of carbon monoxide. 
 
 Relative average deviations (%)
Model ρl ρv Pv   Δh v 
HCB 10.1 30.9 41.2 9.7 
RPP 28.0 114.1 289.2 35.1 
BLF 11.6 21.5 6.8 11.8 
ANC 7.1 47.9 38.7 23.3 
Stockmayer 18.3 34.7 104.6 29.3 
SVH 6.6 145.2 67.2 21.5 
PGB 6.9 66.4 59.8 27.1 
SK 14.7 39.8 48.3 23.6 
     
 
In the vapor phase, the average deviations were much higher than in the liquid phase; here, 
the BLF model produced the best estimation, with deviations between 6 and 20% for 
temperatures between 80 and 120 K, but with a much larger deviation around the critical 
point (64.1% at 130 K). However, the BLF model presented the lowest average deviation 
over the whole range of temperatures studied (21.5%). The statistical uncertainties for this 
phase were also higher than in the liquid phase (between 30 and 80%), especially at low 
temperatures due to the small values of the density at these points. 
 
Figure 2.2 shows the densities of the phases in equilibrium produced by the polar models. 
For the liquid phase, the statistical uncertainties obtained from these models were very 
similar to those generated with the non-polar models (between 0.5% and 4%), although the 
SVH and SK models presented uncertainties of about 15% for temperatures above 120 K. 
The average deviations between the values generated by these models and the experimental 
data for the liquid phase were slightly lower than 7% for the SVH and PGB models and 
between 15 and 18% for the SK and Stockmayer models. As with the non-polar models, in 



















Figure 2.2. Results for VLE of carbon monoxide with polar models. Error bars not shown 
are smaller than the symbol size. 
 
In the vapor phase, the Stockmayer model produced the lowest average deviation of the 
polar models (34.7%), and, as with the non-polar models, the statistical uncertainties for 
this phase were higher than in the liquid phase (between 30 and 80%).  
 
In general, the SVH and SK models exhibited the opposite behavior; the SVH model better 
reproduced the liquid density, while the SK model was better for the vapor. This difference 
in behavior can be attributed to, in addition to the differences in the parameters of the 
models, the calculation of the Ewald sums, which is less stable when using dipoles instead 
of point charges. This effect can also be observed in the high statistical uncertainties of the 
Stockmayer model. 
 
Figures 2.1 and 2.2 show that, while the ANC and PGB models produced liquid-density 
values higher than the experimental data, the other models produced lower liquid densities. 
In general, the SVH, PGB and ANC models better reproduced the liquid density (with 
average deviations of around 7%, as shown in Table 2.2), but the ANC and PGB models 

























Chapter II.  Comparison of molecular models of carbon monoxide… 
 
27 
analyzed, while the SVH model overestimated the vapor-density values, showing large 
deviations in the region near the critical point. The Stockmayer model overestimated the 
vapor density for temperatures lower than 100 K and tended to underestimate it at higher 
temperatures. 
 
Although HCB was not the model that best reproduced the density values of each phase in 
equilibrium, it is the model that best estimated the change in density of vaporization (ρl - 
ρv), as shown in figure 2.3. This figure also shows the large deviations in the SVH model 
near the critical point and those of the RPP model over virtually the entire range of 
temperatures. For the ANC and PGB models, the deviations were mainly generated by the 













Figure 2.3. Comparison of results of vaporization density change for carbon monoxide (ρl - 
ρv). Error bars have been omitted for clarity. 
 
 
Figure 2.4 shows a comparison between the results for saturation pressure generated by 
each model and the experimental data. The BLF model produced an excellent adjustment 

































of 6.8%). All other models produced values of vapor pressure with deviations exceeding 
35%; the RPP and Stockmayer models even produced deviations around 100 and 300%, 
respectively. Except for the RPP model, all other non-polar models produced deviations 












Figure 2.4. Comparison of results of vapor pressure for carbon monoxide. Error bars have 
been omitted for clarity. 
 
 
The enthalpy of vaporization calculated with each model is shown in figure 2.5. It can be 
seen that the non-polar models HCB and BLF, with average deviations of 9.7% and 11.7%, 
respectively, better reproduced the vaporization enthalpy. For all other models, the 
deviations were higher than 20%. These larger deviations can be attributed not only to 
deviations arising from vapor pressure deviations but also to large deviations in vapor 
density and residual energy. This is evident in models such as the ANC, which, although it 
underestimated the vapor pressure, overestimated the vaporization enthalpy over the entire 
range of temperatures, due to its low values for vapor density. The PGB model, which also 
underestimated the saturation pressure and the vapor density, showed a small variation in 
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vaporization enthalpy for temperatures between 80 and 100 K and higher vaporization 
enthalpies at higher temperatures. For the RPP model, the large underestimation in 
vaporization enthalpy can be attributed mainly to the large deviations in the densities of the 












Figure 2.5. Comparison of results of vaporization enthalpy for carbon monoxide. Error bars 
have been omitted for clarity. 
 
 
It is important to note here that the HCB and BLF models, besides better describing the 
vapor density, saturation pressure and vaporization enthalpy, have the advantage that the 
simulations are carried out relatively rapidly, as they do not require the calculation of long-
range interactions. The HCB model has the additional advantage of requiring only two 




We compared the results of the calculation of thermodynamic properties of the VLE of 



































The BLF and HCB models, while producing slightly higher deviations than the ANC, PGB 
and SVH models in the calculation of saturated liquid density, still better predicted the 
pressure and density of the equilibrium vapor phase and the vaporization enthalpy. The 
BLF and HCB models, being non-polar models and not requiring the calculation of long-
range interactions, can be considered as the molecular models presenting the most 
satisfactory balance between small deviations of the results and reduced calculational 
complexity.  
 
Among the models studied, the ANC, PGB and SVH models best predicted the saturated 
liquid density of carbon monoxide, but these models showed large deviations in the 
saturation pressure, vapor density and vaporization enthalpy. The RPP model produced the 
largest deviations in the calculation of equilibrium properties. 
 
Although the SK model is not outstanding for its close reproduction of the VLE of carbon 
monoxide, this model reproduces similar results to those produced with other models and 
allows for differentiation of the carbon and oxygen atoms, which is an advantage in 
structural studies of CO adsorption on surfaces. 
 
Appendix A  
 
The intermolecular-pair virial function is defined here as: 
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For the ANC model, it is: 
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For the models containing dipoles (Stockmayer and SVH): 
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k sin                . 5  
 
where β is the parameter of the width of the charge distribution and k are the vectors of the 
reciprocal space used in the Ewald sums, and  
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For models with partial charges: 
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Molecular model of the indirect lateral interactions 
of carbon monoxide on Pt (111) 
 
3.1. Introduction  
 
The adsorption and oxidation of carbon monoxide on metal surfaces, especially on 
platinum, has been the object of great attention in recent years and is probably one of the 
more widely studied systems of chemical adsorption. The reason for this interest is that the 
adsorption of CO is an intermediate stage in several catalytic reactions such as the 
oxidation process of CO from automobile exhaust gases and electro-oxidation in fuel cells. 
Furthermore, the adsorption of CO on platinum surfaces with low Miller indices is 
considered a prototypical process in surface science, specifically in the field of 
chemisorption and in the dynamics of surface reactions. 
 
The large amount of theoretical and experimental work that has been carried out in recent 
years has shown that the structural aspects of CO adsorption are generally surprisingly 
complex, with subtle changes appearing in behavior depending on the type of material, the 
phase of the crystal and the degree of surface coverage. This raises challenges for 
theoreticians and experimentalists alike, requiring further research and discussion. 
 
 




On a surface of Pt(111), the adsorbed CO can form several structures that depend on 
temperature and degree of surface coverage, θCO (defined as the number of adsorbed CO 
molecules per atom of Pt on the surface). The most accepted model of adsorption so far 
(Fig. 1.1) is the formation of a (√3x√3)R30° superstructure at low temperatures (≈ 100 K) 
and degrees of coverage (θCO < 1/3 monolayer - ML) with the predominant occupation of 
top sites. As the temperature and the coverage increase, there is a greater occupation of 
bridge sites accompanied by the formation of a c(4x2) structure (also described as (√3x2) 
rect). For θCO = ½ ML there appears to be equal occupation of bridge and top sites. This 
model of sequential occupation of adsorption sites is the result of both experimental [1-9] 
and theoretical [10-18] evaluations. The existence of these regular structures of CO, even at 
low coverages, is indicative of the existence of strong lateral interactions between 
adsorbates.  
 
When two or more species are adsorbed on a solid surface, the substrate can mediate an 
interaction between them. In recent years, theory, experiments and calculations from first 
principles describing these interactions on the fcc (111) surfaces of noble metals have 
agreed [19]. This interaction is responsible for the formation of regular structures and the 
dynamics of adsorption, surface-diffusion and desorption processes. 
 
The interactions between atoms adsorbed on a surface can be classified as direct or indirect. 
Direct interactions, such as electrostatic and dispersion interactions, occur even when there 
is no substrate. However, the substrate can produce some degree of disturbance in these 
interactions. Indirect interactions are those due to the effect of the metal surface.  
 
Indirect interactions can be classified in turn as elastic or electronic. Elastic interactions 
occur when adsorption onto the surface modifies the equilibrium position of atoms 
neighboring the atom for which adsorption occurs, producing a localized relaxation of the 
metal (interaction mediated by phonons) [11, 20-22]; this produces a non-oscillatory 
interaction that decays monotonically with the separation r (as 1/r3); this interaction is 
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always repulsive in the case of adsorbates of the same species [19, 23]. In the case of a 
clean surface of Pt(111) there is a large tensile stress in the surface layers. This is caused by 
an abrupt change in the electronic structure on the surface, with a consequent decrease in 
the optimal distance between atoms in the first layer compared with the lattice constant of 
the solid bulk phase. The effect of relaxation on surfaces of Pt(111) is not strong enough to 
produce a reconstruction of the surface as in the case of Pt(100). 
 
The electronic interactions between adsorbed molecules are mediated by substrate electrons 
in the bands near the surface. The adsorbate can be considered as an impurity and, by 
analogy with the Friedel oscillations within solids, this leads to oscillations in the potential 
(between attractive and repulsive) and charge density experienced by adsorbates. Both 
effects have been observed experimentally [21]. 
 
A distinction between electronic and elastic interactions can be made by density functional 
theory (DFT) calculations and although for several systems it has been found that the 
interactions are mainly electronic between pairs of atoms and that the elastic interactions 
are smaller [24], other investigations have reported that for CO on Pt (111) it cannot be 
clearly established whether one type of interaction predominates over the other [22]. 
 
In terms of lateral interactions, it is useful to (artificially) divide the physics of the 
phenomenon in three regions [23]: (1) in the “near” regime, adsorbed atoms can be close 
enough to have non-negligible direct interactions and eventually form bonds. The 
interactions in this region determine the details of dissociative-adsorption and surface-
diffusion mechanisms; (2) in the "intermediate" regime, the direct effects diminish and 
indirect interactions appear in which all occupied band states in the substrate are involved 
in a complex way. This regime is important for understanding the thermal desorption 
spectra, the description of the formation of ordered structures of adsorbates and in 
characterizing the chemical potential and correlation functions of these adsorbates; and (3) 
the "asymptotic" regime is reached when the adsorbates are sufficiently separated so that 
 




the interactions are dominated only by the occupied states of the Fermi surface of the 
substrate at the adsorption point. Generally speaking, asymptotic behavior occurs when the 
separation between the adsorbates is larger than the Fermi wavelength of the substrate, λF = 
2π/kF, where kF is the Fermi wave vector of the surface. 
 
There are several theoretical approaches for describing the mechanism of electronic 
interactions between the adsorbates in the asymptotic region [19, 23]. In most cases the 
calculated energy interactions between adsorbates show oscillatory behavior depending on 








)22( δφφ +=−       (3.1) 
 
in which δ is the phase shift of the interactions and m is an integer that depends on the 
particularities of the system: m = 5 in the simplest three-dimensional model, but the 
interaction may have a longer range (m = 2) when there are partially filled surface bands, 
and it has even been suggested m = 1 for some fcc (110) metal surfaces with partial 
reconstructions of rows of atoms [25, 26]. Also, the pair interactions between adsorbates on 
(111) surfaces of metals such as Cu, Ag and Au have been evaluated [27], resulting in an 
expression similar to Eq. 3.1 that can be used for separations larger than the Fermi 










δεφ SinFo       (3.2) 
 
where εF is the Fermi energy of the surface.  
 
Although in the asymptotic regime lateral electronic interactions can be determined 
analytically, unfortunately this regime is reached only when the separation is so large that 
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the interaction is negligible [23]. At shorter distances, the interaction is more complex and 
there are indications that interactions in the intermediate region are more significant and 
stronger than long-range interactions [19, 24, 28-30]. 
 
Other experimentally determined structural and energetic aspects of CO adsorption on 
Pt(111) have shown that CO is adsorbed perpendicular to the platinum sites with the carbon 
atom near the surface [1, 31], although it has been reported that at high coverages, 
adsorption may occur with a tilt of about 11° [9]. It has also been determined that the Pt-C 
bond length on the top sites is approximately 1.85 Å [9, 32].  
 
For the energy of adsorption on these sites at low coverages (i.e., surface CO 
concentrations low enough so that lateral interactions are not significant), experimental 
values have been reported between 1.04 and 1.9 eV (100 to 183 kJ/mol) [2, 33-40] and 
theoretical values calculated at between 1.3 and 2.3 eV (125 to 222 kJ/mol) [17, 18, 41-47], 
although values between 1.4 and 1.5 eV have been more frequently reported in recent years. 
 
The difference in the adsorption energies on top and bridge sites has been estimated at 0.04 
eV (3.9 kJ/mol) [39], although some calculations have yielded 0.095 eV (9.2 kJ/mol) [40, 
47].  
 
Having an appropriate molecular model for describing the structural and energetic features 
of CO adsorption on Pt(111) may be helpful in studying the oxidation reaction of this 
molecule without having to resort to first-principles simulations which are computationally 
very expensive and may not consider a large number of particles. 
 
The aim of this chapter is to present a new model of molecular interactions of the CO/Pt 
(111) system which reproduces the main structural and energetic aspects described above.  
 
 




This model takes into account the lateral interactions between CO molecules including the 
surface effect and tries to reproduce the structure of adsorbate layers formed and the 
adsorption energy for a wide range of coverages. The proposed interaction model was used 
in Monte Carlo simulations (NVT). This proposal for lateral interactions of adsorbates can 
eventually be used to describe the structure of supported catalysts, further extending its 
application. 
 
The chapter is organized as follows: Section 3.2 describes in detail the molecular model 
proposed for the calculation of structural and energetic features of the adsorption of CO on 
Pt(111); section 3.3 presents the technical details of the molecular simulations; Section 3.4 
presents the results of these simulations and a comparison with the behavior described by 
the experimental data; and the last section presents the conclusions of the implementation 
of the proposed molecular model. 
 
3.2. Model of lateral interactions  
 
The proposed model of interactions between CO molecules near a surface of Pt(111) has 
the form: 
 
)(zlatelecdisprepcoco Φ++−=− φφφφφ      (3.3) 
 
in which the first two terms on the right-hand side correspond to the isotropic repulsion 
between the cores and the dispersion attraction between the sites of the CO molecules, 
respectively. φelec is the long-range contribution due to the presence of charges or polar 
moments on the molecule and φlat is the lateral interaction that appears between the CO 
molecules due to the effect of the surface. These lateral interactions are multiplied by a 
short-range function, Ф(z), which restricts the effect of lateral interactions to the surface. 
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The proposed expression for the potential of lateral interactions between CO molecules 
























=      (3.4) 
 
where εcc and σcc represent the depth and position, respectively, of the potential well of a 
direct interaction (Lennard-Jones) of two carbon atoms. In this equation the first term 
corresponds to elastic interactions, with Ro representing the excluded space due to for 
coverages less than ½ ML, CO molecules do not occupy the top or bridge sites adjacent to 
an occupied site. The second term in Eq. 3.4 corresponds to the electronic interactions for 
which, for simplicity, we have adopted the oscillatory asymptotic form to describe the 
intermediate region. 
 
Figure 3.1 shows the contribution of each of the indirect interactions to the total lateral 
interactions. The parameters kF and δ were adjusted so that the first minimum of the 
electronic interactions between CO molecules is located at a distance aPt√3, which is the 
distance between two top sites occupied in the structure (√3x√3)R30° (aPt is the lattice 
constant of platinum). The parameters Ro and φo were adjusted to produce a first local 
minimum at a distance as close as possible to ½aPt√7, (the distance between a top site and 
the nearest allowed bridge site of adsorption typical of the c(4x2) structure) maintaining a 
difference of about 0.04 eV between the first two minima in the total potential of lateral 
interactions. 
 
For lateral interactions significant only at the surface, the magnitude of these interactions 
(Eq. 3.4) was modulated by a factor, Ф, which depends on the normal distance (z) between 
the CO molecules and the platinum surface: 
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Figure 3.1. Contribution of the elastic (dotted line) and electronic potentials (dashed line) to 
the total potential of CO lateral interactions on Pt (111) (solid line). 
 
z/aPt









Figure 3.2. Comparison between the assumed function of lateral interactions, Ф(z) (solid 
line), and a sigmoid function (dotted line). 
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Figure 3.2 shows the function Ф(z). As can be seen here, this function produces a more 
pronounced short-range change than that produced by a logistic function (sigmoid), so that 
the wall effect is present with a practically constant magnitude for z < aPt and disappears 
sharply for larger separations. 
 
There are a large number of molecular models used to represent the CO molecule. Among 
the simpler non-polar models are those that represent the CO molecule as a spherical 
Lennard - Jones site (1CLJ), developed mainly from viscosity data [48-50] or the second 
virial coefficient [51-53], although in recent years, these models have also been used to 
study the separation of CO and H2 on carbon nanotubes [54]. Another model proposes a 
rigid molecule composed of two equal L-J centers (2CLJ) located at each atom [55], which 
has been used to study the thermal conductivity of liquid CO [56] and its solubility in ionic 
liquids [57]. 
 
Polar models present a broader spectrum: first, are the Stockmayer models (L-J spheres 
with a dipole or a quadrupole embedded in their centers) [58, 59]. Extensions of this model 
consist of 2CLJ models with symmetrical centers and a dipole or a quadrupole located in 
the center of the molecule [60], and there are even 2CLJ models with asymmetric centers 
containing both a dipole and a quadrupole that have been used to study the composition of 
planetary atmospheres [61]. 
 
In another group of polar models, partial charges are used instead of dipoles or 
quadrupoles. These models consist of 2CLJ with two or three charges [62-69]; more 
complex models of up to five sites, used for simulations of the structure of solid CO, have 
also been proposed [70, 71]. 
 
The 2CLJ3q model developed by Straub and Karplus (also known as the SK model) [68], 
consists of different charges and L-J interaction sites located on the carbon and oxygen 
atoms (separated by a distance dc-o) and an additional charge placed in the center of mass of 
 




the molecule. This model allows for differentiation of the carbon and oxygen atoms, which 
is an advantage in structural studies of CO adsorption on surfaces. Additionally, the SK 
model reproduces ab initio (Hartree-Fock) interaction energies of CO with water, methanol, 
imidazole and formamide, gives an excellent lattice constant and sublimation enthalpy for 
solid CO and quantitatively reproduces the vibrational frequencies of CO with an RRKR 
potential (Rydberg-Klein-Rees model). Another advantage of the SK model is that for 
systems with periodicity in two dimensions (as in the case of adsorption on surfaces) the 
calculation of long-range interactions using Ewald sums with point charges is less 
computationally expensive since the calculation of interactions in the reciprocal space when 
using dipoles can consume more time [72]. Additionally, the handling of image charges 
that are generated in the solid phase is facilitated when using point charges [73]. 
 
The SK model closely reproduces the quadrupole moment of CO, and although it produces 
a  dipole moment greater than the experimental value, this can actually be an advantage for 
structural studies of adsorption as the dipole moment of CO can be increased to 
approximately 0.2 D by the effect of charge transfer between the CO and the surface [2, 3]. 
SK-potential parameters are shown in Table 3.1. 
 



















For the SK model, isotropic repulsive interactions and dispersion between the L-J sites can 
be expressed as: 
 



















































εφ       (3.7) 
 
where ria ,jb denotes the distance between site a of molecule i and site b of molecule j. For 
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φ      (3.10) 
 
here εo is the permittivity of vacuum, and qia is the charge on site a of molecule i. 
 
The interaction between the surface of Pt(111) and the CO molecules is represented by the 
well-known “10-4-3” potential of Steele [74]; this potential does not explicitly consider 
each platinum atoms but generates a surface-potential function with which the gas molecule 
interacts: 
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where ρpt is the (number) density of the platinum surface, ρpt = 23.5 nm-3 and Δ is the 
distance between two crystal planes of the solid structure; here, Δ = 0.32 nm.  
 
Instead of using mixing rules to obtain the values of εpt-co and σpt-co, these were left as 
adjustable parameters of the model to reproduce the vertical adsorption of CO on the 
Pt(111), the Pt-C distance and the adsorption energy at low coverages. 
 
This simplified form of the interaction potential of CO molecules with the wall of platinum 
has the advantage of reducing the computational cost of the simulation and produces a site 
of adsorption close to the corresponding top sites of platinum.  
 
3.3. Simulation details  
 
In molecular simulations, the electrostatic response of conductive metals to permanent 
external charges is described by images of the charges. The metal acts as a mirror across 
which there is an internal imaginary charge of equal magnitude and opposite sign 
associated with each real charge located externally. This is a convenient approach when 
external charges are point charges and the conductive metal is considered a smooth surface 
[73]. The effects of image charges should be included for a complete description of the 
forces acting on the adsorbates [75]. 
 
Although there are several ways to describe long-range interactions with different strategies 
and computational costs [72, 76-83], the method of Ewald sums is perhaps the most widely 
used [84-87], and many works have appeared which attempt to reduce the computational 
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cost of this method [88-97] and propose implementation schemes for parallel computations 
on computer clusters [98-100]. 
 
The Ewald-sum method was originally developed to model long-range interactions in 
periodic crystalline structures in the three dimensions. For systems that have limited spatial 
periodicity, the conventional scheme is not applicable and therefore related works have 
appeared in calculating long-range interactions in systems with periodicity both in one 
direction [101-104] and in two directions [78 , 82, 105-108]. 
 
For the case of systems with periodicity in two dimensions, as is the case of adsorption on 
flat surfaces, there is an analytical solution, but this solution has a higher computational 
cost than the 3D-solution scheme [109, 110].  
 
Spohr [111] showed that the method of Ewald sums in 3D reproduces the results of the 
analytical solution in 2D if a large enough empty space is introduced between the images of 
the simulation box, so that the interactions of the charges with their images in the other 
boxes are not significant.  
 
For a 3D cell containing Np molecules, each with ns intramolecular charges with a 
separation dab (for a total of Nq = Np x ns  point charges (qi) located at positions ri), the 
Ewald-sums method replaces the direct sum of the electrostatic potential between particles 
(Eq. 10) with two rapidly convergent terms: a sum in the real space and a sum in the 
reciprocal space. The expression also includes a correction for the interaction of the charge 
distribution with itself and a term which excludes interactions between partial charges of 
the same molecule: 
 
 




















































































  (3.12) 
 
in which the factor 1/(4πεo) has been omitted for simplicity. In the first summation in Eq. 
(3.12), the prime indicates that terms with i = j are omitted for n = 0 and V = LxLyLz is the 
volume of the unit cell, repeated in real space by n = (nxLx, nyLy, nzLz) with (nx, ny, nz) 
triplets of integers. The periodicity in reciprocal space is defined by k = (2πkx/Lx, 2πky/Ly, 
2πkz/Lz) where (kx, ky, kz) are also a triplet of integers. The parameter α controls the speed of 
convergence of the summation and was selected so that the calculations in real space were 
restricted to the primary cell (| n = 0 |). 
 
Yeh and Berkowitz [112] improved the method of introducing an empty space between the 
images of the simulation box, by adding a correction term that depends on the shape of the 











2)( π      (3.13) 
 
It has been shown [113, 114] that this method is a very good approximation to the analytic 
solution.  
 
In order to study the proposed interaction potential, Monte Carlo simulations in the 
canonical version (NVT) were used  with Np = 512 molecules of CO in an arrangement as 
shown in Fig. 3.3 (which implies 1,024 L-J sites, Nq = 1,536 charges in the gas phase and 
the same number of image charges). The length of the sides of the surface were varied to 
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simulate coverages between 0.2 and 0.6 ML, preserving the aspect ratio of the Pt(111) 
structure, Lx/Ly = ½√3; the distance between the periodic replicas in the z direction (the 












Figure 3.3. Configuration of the primary simulation box. 
 
For the simulation, periodic boundary conditions were used in the x-y plane with 2×106 
equilibration cycles and other 2×106 production cycles. Each Monte Carlo cycle is defined 
here as Np translational trials and Np rotation trials. The order in which the trials were 
conducted was randomly selected. The change in the orientation of the molecules was 
performed using the Jansoone method [84] and the magnitude of this change, as well as the 
magnitude of change in displacement were adjusted to produce an acceptance of 
approximately 50% of the trials.  
 
The structural characteristics of CO adsorption were examined using the radial distribution 
function, g(r), the density profile, ρ*(z), the average tilt angle of the CO molecules and the 
near-neighbor angle analysis. 
 
Image charges 
 Pt surface 
 CO molecules 
Empty space 
 




In the simulations, the radial distribution function was evaluated using the conventional 
method to obtain information about the distribution of adsorbed CO molecules. The density 
profile was evaluated by dividing the space from the wall into planes parallel to the surface, 
separated by a distance Δh. The number of carbon atoms between two planes, nc(z), was 
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where Nsample is the number of samples taken during the simulation. 
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in which zo and zc are the z components of the positions of oxygen and carbon atoms, 
respectively. 
 
For the near-neighbor angle analysis, the distribution of the angles between three adjacent 






=θcos           (3.16) 
 
in which the separation between carbon atoms |rij| and |rik| must be smaller than a 
predefined distance. This distance was chosen as 2.2aPt, which corresponds to a distance 
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slightly greater than the distance of the first peak of the radial distribution function of CO 
molecules for a coverage of 0.3 ML. 
 
Although the isosteric heat of adsorption, qst, in the limit of zero coverage is defined as the 
difference between the molar gas enthalpy and the partial molar enthalpy of the adsorbed 
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    (3.19) 
 
The expression on the right-hand side of Eq. (3.19) is equivalent to the average potential 
energy of an isolated molecule adsorbed on the surface. 
 
The software for these simulations was developed specifically for this project and was 
implemented in parallel on the computer cluster of the Advanced Numeric Calculation Unit 
at the National University of Colombia-Medellin. 
 
 






As mentioned above, the parameters kF, δ, Ro and φo were adjusted to produce the 
separations and the typical energy differences of the CO molecules in the two 
superstructures considered. The parameters σpt-c and σpt-o were adjusted to generate a 
perpendicular adsorption and the distance Pt–C. εpt-c and εpt-o were used to reproduce the 
isosteric heat of adsorption at the limit of zero coverage. The values found for these 
parameters are shown in Table 3.2. 
 
Table 3.2. Parameters for the lateral-interactions model. 
Parameter Value 
kF 0.8 Å-1
δ - 0.2 
Ro/σcc 0.74 
φo 2.3 
σpt-c   1.81 Å 




The value of kF = 0.8Å-1 obtained by the fitting is slightly smaller than the value obtained 
by following the simplest model of free electrons (kF = 1.2 Å-1) [115]. This implies a 
greater decay length for the electronic lateral interactions than that expected from the 
simple model. The Ro value of about 2.8 Å implies that an excluded space smaller than the 
lattice constant of platinum (3.92 Å) is required to reproduce the non-CO adsorption on 
sites adjacent to sites already occupied on the surface. Also notable is the small value 
obtained for σpt-c; this value reflects the great proximity that is established between the 
carbon atom and the platinum site on the surface. 
 
The high values of εpt-c and εpt-o reflect the high adsorption energy of CO molecules on 
platinum. With these values, the isosteric heat of adsorption at low coverages calculated 
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using equations 3.17 and 3.19 was 1.43 eV (137.57 kJ/mol). This value is in the range of 
values reported experimentally (1.4 to 1.5 eV). 
 
Figure 3.4 shows the density profile, ρ*(z), obtained for coverages between 0.2 and 0.6 ML 
at 100 K. For all coverages, a narrow peak can be observed with a maximum at about 1.86 
Å, which is a value very close to the experimental value of the distance between the carbon 
atom and a top site on the surface of platinum. This profile is preserved up to about 0.6 ML, 
at which an additional peak at 4.1 Å appears (see inset in Fig. 3.4), indicative of a second 
layer of adsorbed CO molecules. This implies that the adjustment of the model parameters 
necessary to produce a spatial distribution of adsorbed molecules consistent with 
experimental evidence in turn produced a slightly greater lateral interaction, generating a 
reduced adsorption capacity in the first layer and producing a saturation value lower than 
that reported experimentally for compressed phases (0.68 ML).  
z (Å)























Figure 3.5 shows the effect of temperature on the density profile for a coverage of 0.3 ML. 
It can be seen that the value at which the peak is reached changes only slightly with 
 




temperature, indicating that most CO molecules retained the separation of 1.86 Å with the 
surface. However, as expected with increasing temperature, the number of molecules whose 
average separation is greater increased due to the increased energy of the gas molecules. 
This is evident in the broader profiles seen with increasing temperature. 
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Figure 3.5. Effect of temperature on density profiles for 0.3 ML. (___) 100 K, (…) 200 K, 
(__  __ ) 300 K, (__ ..) 400 K. 
 
 
The tilt angle relative distribution of CO molecules for coverages of 0.3 and 0.5 ML at 100 
K is shown in Fig. 3.6. The results show that the model produced tilt angles smaller than 
30°, with the maximum occurring at 0º. This means that the model predicted an almost 
perpendicular adsorption of CO molecules with the carbon atom near the surface (according 
to experimental evidence). In Fig. 3.6 can also be observed the result obtained if, instead of 
fitting the parameters σpt-c and σpt-o, the mixing rules of Lorenz-Berthelot were used. The 
use of mixing rules resulted in an adsorption mainly with a tilt of 90° (horizontal 
adsorption) and that with the oxygen atom pointing toward the surface is even a little higher 
than the adsorption with the carbon atom carbon near the surface.  
 
























Figure 3.6. Relative distribution of tilt angle at 100 K. (___) 0.3 ML, (…) 0.5 ML, (__  __ ) 0.3 
ML with Lorentz-Berthelot mixing rules. 
 
Figure 3.7 shows the effect of temperature on the distribution of tilt angle for a 0.3 ML 
coverage. It can be seen that for the temperature range studied, the maximum remains at a 
tilt of 0° (vertical adsorption), but the maximum allowed tilt increases with increasing 
temperature, reaching a maximum tilt of about 40º at 400 K, due to the higher energy of the 
CO molecules. 
 
The radial distribution function for coverages of 0.3 and 0.5 ML are shown in Fig. 3.8. This 
figure also shows the results of the radial distribution function when lateral interactions are 
not included in the model. The results of the model without lateral interactions show that 
the location of the first neighbors of an adsorbed CO molecule is at approximately r/aPt = 
1.6 and the second neighbors are between 2.5 and 4. These locations do not correspond to 
either of the two CO-adsorption structures. Additionally, neglecting lateral interactions 
appears to produce some occupation of surface sites between these two groups of neighbors, 
corresponding to three-fold sites, on which it has been experimentally proven that 
practically no adsorption occurs. 
 
 
























Figure 3.7. Effect of temperature on the distribution of tilt angles for 0.3 ML. (___) 100 K, 
(…) 200 K, (__  __ ) 300 K, (__ ..) 400 K. 
 
r/aPt 










Figure 3.8. Radial distribution function. (___) 0.3 ML, (…) 0.5 ML, (__  __ ) 0.3 ML without 
lateral interactions. 
 
For coverages of 0.3 ML, the lateral-interaction model generated a group of first neighbors 
located at approximately r/aPt = 1.7, which is a value very close to the distance between the 
two top adsorption sites of the (√3x√3)R30° structure. For this coverage, the lateral 
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interaction model generated second and third neighbors located at 2.9 and 3.3, respectively. 
These values are quite close to the values of 3.0 and 3.4 characteristic of the (√3x√3)R30° 
structure. 
 
In the case of 0.5 ML, the lateral-interaction model generates a first group of neighbors at 
r/aPt = 1.4, which can be associated with the neighbors located on the allowed bridge sites 
near an occupied top site. For this coverage the third and fourth neighbors are at 2.6 and 
3.0; all these values are very close to that of the c(4x2) structure. 
 
In Fig. 3.8 also can be observed that the peaks of the radial distribution function generated 
by the  lateral-interaction model were narrower than those generated by the model without 
lateral interactions, which means that the CO molecules occupied very specific sites on the 
surface. Additionally, the lateral interaction model produced surface spaces that were not 
occupied by CO molecules, which corresponds to three-fold and bridge sites immediately 
adjacent to occupied top sites, on which no CO adsorption is known to occur. 
 
Figure 3.9 presents the radial distribution functions at 100 and 200 K for a coverage of 0.5 
ML. At 200 K the c(4x2) structure disappeared, which agrees with the experimental 
evidence for disappearance of the structure at about 170 K. This result implies that the 
lateral interaction potential is not too strong to keep the CO molecules in fixed positions 
when the temperature is increased. 
 
Figure 3.10 presents the results of the near-neighbor angle analysis. The results for 0.3 ML 
are largely consistent with the (√3x√3)R30 structure; the cosθ values generated with the 
lateral-interaction model are 0.5, -0.5 and -1, corresponding to angles of 60°, 120° and 180°, 
respectively. It is noteworthy that they do not show angles of 90° between the neighbors, as 
is characteristic of this structure.  
 
 



















Figure 3.9. Effect of temperature on the radial distribution function for 0.5 ML. (…) 100 K, 
(___) 200 K. 
 
Cos θ




















Figure 3.10. Distribution of near-neighbor angles. (___) 0.3 ML, (…) 0.5 ML. 
 
In the case of 0.5 ML, the angle analysis produced a broad peak for cosθ between 0.4 and 
0.99 with a maximum at 0.65. This peak includes the values of cosθ = 0.93, 0.88, 0.75 and 
0.65 for angles of 21°, 28°, 41° and 49°, respectively; characteristic of the c(4x2) structure, 
although the result does not allow the identification of each of these angles. In this region a 
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shoulder at around cosθ = 0.9 can be seen, which corresponds to 21°. The analysis of angles 
between neighbors for this coverage showed the appearance of two peaks between -0.6 and 
0.2, which cover the angles of 81, 90 and 98° that appear in the c(4x2) structure. Finally, 
there was a peak at cosθ = -0.7 which can be associated with angles of 131° formed with 
more distant neighbors. 
 
Although the results of the near-neighbor angle analysis for 0.5 ML did not allow for a 
detailed distinction between the angles of the structure (instead, broad peaks appear 
covering angles with similar values), the results nonetheless show the trend of occupation 
between neighbors for these high coverages. 
 
3.5. Conclusions  
 
The potential for lateral interactions between CO molecules adsorbed on Pt(111) surfaces 
proposed in this paper takes into account both elastic and oscillatory-electron interactions 
and does not change the direct interactions between CO molecules.  
 
This interaction potential produced a preferably vertical adsorption with an isosteric heat of 
adsorption of 1.43 eV and a Pt-C separation of 1.86 Å.  
 
The model also generated an appropriate description (through the radial distribution 
function), of the separation between adsorbed CO molecules for coverages up to 0.5 ML, 
reproducing the characteristic structures (√3x√3)R30° and c(4x2) for coverages up to 0.3 
and 0.5 ML, respectively.  
 
Additionally, the model produced, for 0.3 ML, the adsorption of CO molecules with near-
neighbor angles of 60°, 120° and 180° without forming angles of 90º. For 0.5 ML, although 
 




the results of the neighbor angles did not allow for a great detail of description, it did show 
adsorption with neighbor angles between 20 and 50° and 80 to 130 º.   
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Carbon monoxide adsorption on supported 





In this chapter are presented the results from simulations of carbon monoxide adsorption on 
graphite supported platinum clusters, using the lateral interaction model developed in the 
previous chapter. The aim of these simulations is to study the structural properties of the 
formation of platinum clusters, the characteristics of CO adsorption and how it is affected 
the structure of platinum clusters after CO adsorption. 
 
The chapter is organized as follows: Section 4.2 describes the molecular models and the 
technical details used for the calculation of structural features of the platinum clusters 
formation on graphite and the CO adsorption; Section 4.3 presents the results of these 
simulations; and the last section presents the conclusions from the analysis of the results of 









4.2 Simulation details 
 
To describe the Pt - Pt interactions we used the many-body potential of Sutton-Chen (SC), 
which is a modification of the empirical potential for transition metals of Finnis-Sinclair [1]. 
The SC potential has been used successfully to obtain an acceptable description of the static 































εφ     (4.1) 
 


















ρ      (4.2) 
 
The first term in Eq. (4.1) represents the pair-wise repulsion between atomic cores, and the 
second term approximates the many-body metallic binding energy due to surrounding 
electrons by the local density of atoms, ρi. The parameters of the Sutton-Chen potential for 
platinum are shown in table 4.1  
 





n m c 
Pt      230.14 3.92 10 8 34.408
 
The graphite surface can be effectively described by the 10-4-3 potential of Steele [8]: 
 
 

































σεπρφ     (4.3) 
 
where the subscript g represents the graphite surface and a represents both the platinum and 
carbon monoxide adsorbed on the surface, ρg (= 144 nm-3) is the number density of the 
graphite surface, and Δ (= 0.335 nm) is the interlayer distance of the solid structure.  
 
The CO molecules were modeled by the 2CLJ3q potential of Straub and Karplus (SK 
potential) [9], using the potential for lateral interactions between CO molecules near the 
surface (Eq. 3.3 and 3.4) 
 
The platinum-graphite interaction parameters were taken from the work of Liem and Chan 
[5] and were obtained by the Lorentz–Berthelot mixing rules. The required effective LJ 
parameters of platinum were calculated by a fitting to MD results. For cross-interactions 
between carbon and oxygen atoms of CO molecule with graphite, the same mixing rules 
were used with εg/kb = 28 K and σg = 3.4 Å. Pt-graphite and CO-graphite cross-interaction 
parameters are shown in table 4.2. For interaction Pt- CO the parameters found in chapter 
III were used (table 3.2). 
 






To simulate the formation of platinum clusters, Monte Carlo simulations in the canonical 
version (NVT) were used with NPt = 512 platinum atoms initially placed at a distance of 3 
σpt from the graphite surface in an arrangement similar to that shown in figure 3.3. The 





Pt-g 256 2.905 
C-g 19.22 3.62 
O-g 47.36 3.26 
 




2.0 ML (fraction of the graphite surface covered if the platinum atoms are arranged in a 
close packed monolayer), preserving the aspect ratio of the graphite basal plane Lx/Ly = 
√3/3. The distance between the periodic replicas in the z direction (the empty space) was 
adjusted 3Lx. 4×106 equilibration cycles and the same number of production cycles was 
used with periodic boundary conditions in the x-y plane. 
 
After the simulation of the formation of platinum clusters, NCO = 64 carbon monoxide 
molecules were added to the system at a distance of 5 σcc from the surface. 1×106 
equilibration cycles and other 1×106 production cycles were used. At this part, each Monte 
Carlo cycle is defined as NPt + NCO attempts to move platinum atoms and CO molecules 
and NCO attempts for CO rotation. The order in which the attempts were conducted was 
randomly selected. 
 
Ewald sums were used to calculate the long-range interactions, considering only the 
primary cell in real space (| n = 0 |) and 6π cells in each direction of the reciprocal space. 
 
The structural characteristics of platinum clusters and of CO adsorption, were examined 
using the radial distribution function, g(r), the density profile, ρ*(z), the near-neighbor 
























































Figures 4.1 and 4.2 show snapshots of the shape of platinum clusters formed at the end of 
the equilibration period for metal loads of 0.8 and 1.2 ML. As can be seen, the use of the 
SC potential leads to the formation of a single platinum cluster irregularly shaped (there is 






















Figure 4.2. A snapshot of platinum cluster formed with 1.2 ML platinum load 
 
























Figures 4.3 and 4.4 present the projections of the platinum atoms positions in the x-y plane 
(top views), here can be seen that in the same cluster are presented areas with regular 





















Figure 4.4. Top view (x-y projection) of platinum on graphite for 1.2 ML platinum load. 
 
 
The density profiles of platinum clusters formed, ρ*(z), are presented in Fig. 4.5. Well-
defined peaks are observed showing a cluster formation in lattice structure with virtually no 
occupation between layers. The layer spacing is approximately 2.4 Å, suggesting a close 
 























packing organization (for a crystal with hexagonal close packing layers, there is a 
separation between layers of 2.2 Å). The density profile also shows that, for the platinum 
loads considered, the clusters have three layers. This corresponds to clusters with heights of 






















Figure 4.6. Radial distribution function of platinum atoms.(__  __ ) 2.0 ML, (…) 1.2 ML, 



























The radial distribution function, g(r), of the platinum atoms is shown in Fig. 4.6. It can be 
seen that the formed clusters have a crystalline structure. The first peak is located at a 
distance of about r/aPt ≈ 0.77 (≈ 3.0 Å), which is close to the value r/aPt ≈ 0.85 (≈ 3.4 Å) of 
the hcp structure. The position of the other peaks in the radial distribution function also 
suggests that the formed clusters have a structure similar to the hcp. 
 
The near-neighbor angle analysis of platinum atoms (Fig. 4.7) shows a distribution 
consistent with a hexagonal close packed structure; this confirms the results of the density 












Figure 4.7. Distribution of near-neighbor angles for platinum atoms. .(__  __ ) 2.0 ML, (…) 
1.2 ML, (__ ..) 0.8 ML, (___) typical hcp structure. 
 
In general, using the SC potential to describe the Pt-Pt interactions, leads to the formation 
of clusters with a like-hcp structure, which is consistent with previous studies [4]. 
 
Figures 4.8 and 4.9 present the projections in the x-y plane (top views) of the adsorption of 
CO molecules on the platinum clusters. It can be seen that CO tends to adsorb 
predominantly at the edges of the clusters, possibly because at these sites the CO interacts 
 























with a larger amount of platinum atoms than on the top of the cluster. This is consistent 
with experimental results in which it is associated the presence of steps and edges on the 
particles with the early stages of CO adsorption [10-12]. It also can be seen that there are 
virtually no CO molecules on the bare graphite surface. This is because the cross 























Figure 4.9. Top view (x-y projection) of CO adsorbed on platinum clusters for 1.2 ML 
 
 






















The tilt angle relative distribution of the adsorbed CO molecules is shown in Fig. 4.10. The 
results show that the model produced a predominant vertical adsorption, but unlike 
adsorption on the Pt (111) surface, broader profiles of angles are presented possibly due to 











Figure 4.10. Relative distribution of CO tilt angle. (___) 2.0 ML, (…) 1.2 ML, (__  __ ) 0.8 ML. 
 
 
The radial distribution function of carbon atoms of the CO molecule (figure 4.11) shows a 
broad peak of neighbors located at between r/aPt 2 and 4, this result is precisely because the 
CO molecules are adsorbed preferentially at the edges of the platinum cluster with a wide 
separation between them. 
 
After carbon monoxide addition to the system, the results indicate that the platinum clusters 
are quite stable. The results of the radial distribution function and the near-neighbor angle 
analysis (Fig. 4.12 and 4.13, respectively) indicate that the structure of the platinum clusters 
formed present only very slightly changes. This stability is due to the strong many-body 
term of the SC potential which keeps adjacent platinum atoms tightly together. This result 
is also consistent with experimental results showing that the electronic structure of platinum 
 


























atoms and the magnitude of the platinum-support interactions virtually does not change 

























Figure 4.12. Radial distribution function for platinum atoms for 1.2 ML. (…) before CO 






































Figure 4.13. Distribution of near-neighbor angles for platinum atoms. (__  __ ) before CO 






The use of the Sutton-Chen potential for the description of the formation of platinum 
clusters supported on graphite results in the formation of non-spherical layered clusters 
with a crystalline structure. The clusters have regular and irregular areas but the structure is 
generally like the hexagonal close packed. 
 
The lateral interaction model produces a vertical adsorption of CO molecules, 
predominantly at the edges of the platinum cluster with a wide separation between them; 
almost no CO molecules are present on the bare graphite surface. 
 
The platinum clusters formed are quite stable and the adsorption of CO molecules on them 
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