Information theory provides principled ways to analyze different inference and learning problems, such as hypothesis testing, clustering, dimensionality reduction, classification, and so forth. However, the use of information theoretic quantities as test statistics, that is, as quantities obtained from empirical data, poses a challenging estimation problem that often leads to strong simplifications, such as Gaussian models, or the use of plug in density estimators that are restricted to certain representation of the data. In this paper, a framework to nonparametrically obtain measures of entropy directly from data using operators in reproducing kernel Hilbert spaces defined by infinitely divisible kernels is presented. The entropy functionals, which bear resemblance with quantum entropies, are defined on positive definite matrices and satisfy similar axioms to those of Renyi's definition of entropy. Convergence of the proposed estimators follows from concentration results on the difference between the ordered spectrum of the Gram matrices and the integral operators associated to the population quantities. In this way, capitalizing on both the axiomatic definition of entropy and on the representation power of positive definite kernels, the proposed measure of entropy avoids the estimation of the probability distribution underlying the data. Moreover, estimators of kernel-based conditional entropy and mutual information are also defined. Numerical experiments on independence tests compare favorably with state-of-the-art.
I. INTRODUCTION
O PERATIONAL quantities in information theory such as entropy are defined based on the probability laws underlying the data generation process of the system under analysis. Therefore, it is required that the probabilities of the set of possible events regarding the process of interest are given. When these probabilities are not known in advance and the only information available is given by a finite set of samples {z i } n i=1 , the use of information theoretic quantities relies on an appropriate estimation process. The so called "plug in" estimation approach breaks this task into two steps. First, the data is employed to fit a model of its distribution. Then, this model is plugged into the definition of the information theoretic quantity to convey an estimator. Plug in estimation is intuitive and in some cases straightforward in terms of its computation. Nevertheless, in the case of entropy it relies on the quality of the estimation of the underlying distribution. Estimating the distribution is by itself a difficult problem. For example, for a continuous random variable X, using the empirical distribution 1 n n i=1 δ z i (x) for a plug in estimator is rather meaningless. Parametric models can be employed, but then one is faced with the problem of choosing the appropriate model. Tractability versus making oversimplifying assumptions on the model is thus an important issue. On the other hand, using non-parametric estimators of the data distribution may require tuning of additional hyper-parameters, which can lead to computationally expensive procedures. The possibility of over fitting brings the need to incorporate smoothing and other capacity control mechanisms into the models.
Despite the above mentioned difficulties, Renyi's definition of entropy along with Parzen density estimation have been successfully applied to learning problems. Suitable versions of information theoretic quantities such as entropy and relative entropy can serve as objective functions [1] for a family of unsupervised and supervised learning algorithms. Renyi's entropy of order α of a random variable X is defined as [2] ,
where p is the probability mass function, or the probability density function (if X is a continuous random variable the sum becomes an integral when it exists) of the random variable X, and X is the support. From equation (1), we can see that the parameter α > 0 provides a family of entropy functionals for which Shannon's entropy corresponds to the case α → 1. Notice that, for a fixed α, if one is interested in comparing distributions by their entropies, the argument of the log function in (1) would suffice for such comparison. In particular, for the case of α > 1, the argument of the log function corresponds to the expected value E[g( p(X))], where g(·) is the non-negative monotonically increasing function g(y) = y α−1 . For α = 2, a rather simple yet elegant plug-in estimator of (1) can be derived using the Parzen window approximation. Let {x i } n i=1 ⊂ R d be an i.i.d. sample of n realizations of the random variable X, with density f (x). The Parzen density estimator,f (x) = 1 n n i=1 κ σ (x, x i ), using a Gaussian kernel κ σ (x, y) = C exp − 1 2σ 2 x − y 2 , where C is a normalization constant and width σ , which can be plugged into the following integral, yields:
The argument of the log function in (2) has been called the information potential in analogy to potential fields arising in physics [1] . The information potential can be shown to be a special case of a positive definite kernel called the cross information potential that maps probability density functions that are in L 2 to a Reproducing kernel Hilbert Space (RKHS) of functions [3] . This idea has been already exploited to solve optimization problems with information theoretic objective functions that bear close resemblance to kernel methods [4] . Formulating the problem in terms of the RKHS brings an interesting interpretation of the entropy estimator that goes beyond the obvious relation that is established from employing Parzen windows. The interpretation is that a measure of entropy can be obtained by directly applying a positive definite kernel to the data without having to consider the intermediate step of density estimation. Moreover, it can be shown that the convergence to a population based quantity of the kernel estimators is of order O(n −1/2 ) and that it is independent of the input dimensionality of X . It is important to mention that other approaches based on entropic graphs that do not rely upon distribution estimators have also been recently developed. These "direct" approaches are based on minimum spanning trees or the travelling salesman problem [5] , [6] and consistently estimate Renyi's α-entropy directly from data samples in R d . Nevertheless, many of these graph theoretic methods are restricted to entropy estimates for α ∈ (0, 1). Similar work by [7] introduces an asymptotically unbiased estimator of Rényi and Tsallis entropy for all orders α > 0 based on the k-nearest neighbour distance. A generalization of the k-nearest-neighbour method using k-nearest-neighbour graphs was introduced by [8] . This estimator is consistent for α ∈ (0, 1) with a high probability bound on the estimation error, provided that the entropy estimates correspond to a density that is Lipschitz. These bounds depend on the dimensionality of the domain of the distribution. Despite their nice convergence properties, the above estimators are in general not differentiable and thus their use as objective functions cannot be combined with conventional gradient for optimization. One exception that proposes a differentiable quantity is the work in [9] , which introduces a smooth estimator of Shannon's differential entropy (α = 1).
In the present work, instead of estimating the probability distribution from the data, we define functionals on normalized positive definite matrices that fulfil similar axiomatic properties of Renyi's α measure of entropy without assuming that probabilities of events are known or have been estimated. The matrices are obtained by evaluating a positive definite kernel on all pairs of data points, which implicitly maps the data to a reproducing kernel Hilbert space of functions. Even though the matrix functionals we present here resemble to well-known definitions in quantum information theory, our approach differs in analysis and scope. In the quantum mechanical setting, the density matrix (operator) describes a mixture of states that the system may assume. In our context, the object of study is the Gram matrix of pairwise evaluations of a positive definite kernel. Following the statistical learning setting where the only available information is contained in a finite i.i.d.
, our data-driven entropy acts as a measure of the lack (uncertainty) or presence (structure) of statistical regularities in a given sample represented by a Gram matrix.
In the analysis of the information theoretic properties of the proposed functional, we show that the kernel choice is also key in defining measures of information directly from data. In particular, we show that infinitely divisible kernels (subject to normalization) are well suited for the purpose of obtaining a measure of entropy directly from data.
The paper is organized as follows. We start by informally motivating the idea of using a Gram matrix to compute measure of entropy by highlighting the relation between plug in estimation of Renyi's second order entropy based on Parzen windows and the computation of expectation of an observable in quantum mechanics that employs the concept of density operator. Then, we define the entropy functional on normalized positive definite matrices and show how this functional satisfies a set of axioms that closely follow Renyi's definition of an entropy measure. Next, a definition of joint entropy using Hadamard products is introduced. We show that infinitely divisible matrices are particularly well suited for our definition of entropy and allow a definition of mutual information based on a sum of entropies. To study the asymptotic behaviour of the matrix based entropy measures, we look at the statistical properties of the Gram matrices based on the relation to the integral operators that arise from positive definite kernels. Furthermore, we provide concentration bounds on the convergence of the eigenvalues of these operators which are independent of the input dimensionality. Finally, we carry out numerical experiments to test independence that compare favourably with the state of the art.
II. HILBERT SPACE REPRESENTATION OF DATA
The use of reproducing kernel Hilbert spaces to represent data in statistical learning is not a new idea [10] , [11] . However, it was not until the last two decades that the use of RKHSs became popular in machine learning under the name of kernel methods. One of the appeals of this approach is the ability to deal with algorithms in a rather generic way provided the kernel is well-fitted to the particular problem. This property has been recently exploited in many practical applications where data points are not necessarily vectors in R p , for example in problems involving text, trees, point processes, functional data, among others [12] . It has been noticed that kernel induced mappings can be understood as means for computing high order statistics of the data that can be manipulated in a linear fashion just as first order statistics. Methods such as kernel independent component analysis [13] , the work on measures of dependence and independence using Hilbert-Schmidt norms [14] , Hilbert space embeddings of probability measures [15] , and recent work on quadratic measures of independence [16] are just among the examples of this emerging line of work.
Initial motivation for the work presented here arose from the connections between reproducing kernels and information theoretic quantities we introduce below. Before moving to the motivation example, and for the sake of completeness, let us briefly review the definition of RKHS.
A. Reproducing Kernel Hilbert Spaces
Let (X , B X ) be an "object space" with a countably generated σ -algebra B X and a probability measure P X defined on it. A positive definite function G : X ×X → R is a symmetric function such that for any finite set
for all α ∈ R n . Consider the set of functions on X of the form
where α i ∈ R, x i ∈ X , and ∀n ∈ N. Let us define the inner product between elements
of the above set as:
the completion of the above set is a Hilbert space H of functions on X . The space H is called a reproducing kernel Hilbert space with reproducing kernel G. An important object in our construction is the Gram matrix. For a given i.i.d sample {x i } n i=1 ⊂ X drawn from P X , the Gram matrix consist of all pairwise evaluations of the positive definite function G, that is, G i j = G(x i , x j ) for all i, j = 1, . . . , n. As we shall see in the following sections, the Gram matrix plays a fundamental role in establishing the connection between information theoretic concepts and kernel methods.
B. An Information Theoretic Example: The Cross-Information Potential RKHS
The argument of the log function in the estimator of Renyi's second order entropy based on Parzen windows (2) can be interpreted as a data dependent transformation that transfers the statistical properties of the data distribution to a reproducing kernel Hilbert space. For a window function h(x, y), the convolution integral κ(x, y) = X h(x, z)h(y, z)dz, where X ⊆ R d , defines a positive definite function κ and therefore a reproducing kernel Hilbert space H. The one to one correspondence between positive definite kernels and reproducing kernel Hilbert spaces established in [17] allows us to define an implicit mapping φ : X → H such that κ(x, y) = φ(x), φ(y) . The estimator of the quantity inside the log called information potential corresponds to the squared norm of 1 n n i=1 φ(x i ), which by the law of large numbers converges to E[φ(X)] 2 . Notice, the above norm depends on the mapping φ, which is induced by the kernel κ between data samples. Now, let us introduce a general form of the information potential that maps square integrable probability density functions to a RKHS. Let F bet the set of probability density functions on R d that are square integrable. We can define the cross-information potential V (CIP) as a bilinear form that maps densities f i , f j ∈ F to the real numbers via the integral,
It is easy to show that for a basis of uniformly bounded, square integrable probability density functions, V defines a RKHS on the span{F } (up to completion) [3] . Now consider the set G :
where κ σ is a square integrable "Parzen" type of kernel, that is h σ is symmetric, nonnegative, has bounded integral (can be normalized), and shift invariant with σ as scale parameter; V also defines an RKHS K on G. Note that for any g ∈ G,
therefore, K is a space of functionals on a bounded, albeit non-compact set. Notice that the cross information potential, by definition, is a positive definite function that is data dependent, and thus different from the instance-based kernel representation in machine learning. Nevertheless, the empirical estimator (2) links both Hilbert space representations. If we construct the Gram matrix K with elements K i j = κ 2σ (x i , x j ), it can be verified that (2) corresponds to:
Here, C(σ ) takes care of the normalization factor that makes the Parzen window integrate to one. As we can see, the information potential estimator can be related to the Frobenius norm of the Gram matrix K defined as K 2 = tr(KK). This observation is important because it motivates a generalization of the information potential based on the Gram matrices. In the following section, we extend this concept to other spectral norms and show how the properties of Renyi's definition of entropy carry over this generalization. The argument of the log function in (1) called the information potential has been studied in information theoretic learning and can be utilized interchangeably when our main goal is to maximize or minimize entropy since both quantities, entropy and information potential, are related by a strictly monotonic function. It is also worth mentioning that other relations between information theoretic quantities and positive definite kernels have also been previously established in the context of kernel methods, however, these have been derived from a different perspective and are meant to serve a different purpose. Mainly, these works aim at defining a Hilbert space embedding for structured objects. Each object is represented by a probability model that is subsequently taken as the argument of a positive definite kernel defined on a space of probability measures. Examples of this approach are probability product kernels [18] ,
Hilbert space embeddings of measures [19] , and the investigation of non-extensive information theoretic kernels on measures [20] . We would like to remind the reader that our goal and scope are very different. We want to define an entropy measure directly from data, for which the theory of positive definite kernels arises during its construction. Defining a positive definite kernel between probability measures should not be confused with our goal.
III. RENYI'S ENTROPY AXIOMS ON POSITIVE DEFINITE MATRICES
Renyi provided a set of axioms a function must fulfil to be considered a measure of information or entropy [2] . These axioms are presented in Appendix B for the sake of completeness. Here, we provide a set of axioms for a matrix formulation of a measure of entropy. In particular, we employ nonnegative definite matrices, which can be considered a generalization of nonnegative real numbers.
Our extension of Renyi's entropy to positive definite matrices uses the spectral theorem (see Appendix A-A for details) to define matrix functions from scalar continuous functions. Let A be a positive definite matrix with spectrum σ (A), and f (x) be a continuous real function defined for all
Consider the set + n of positive definite matrices in the set of all real valued matrices of size n × n denoted by M n , for which tr(A) ≤ 1. This set is closed under finite convex combinations.
Proposition 3.1: Let A ∈ + n and B ∈ + n and also tr(A) = tr(B) = 1. The functional
satisfies the following set of conditions:
(v) If AB = B A = 0; then for the strictly monotonic and continuous function g(x) = 2 (α−1)x for α = 1 and α > 0, we have that:
Proof 3.1: The proof of (i) follows from Theorem A.1. Take A = U U * , because PU is also a unitary matrix we have that f (A) = f (P AP * ) (the trace functional is invariant under unitary transformations). For (ii), the proof reduces to the continuity of 1 1−α log 2 ( p) α . For (iii), a simple calculation yields tr A α = 1 n α−1 . Now, for property (iv), notice that if
Under extra conditions such as f (0) = 0 the argument in the proof of Theorem A.1 can be extended to this case. Since the eigen-spaces for the non-null eigenvalues of A and B are orthogonal we can simultaneously diagonalize A and B with the orthonormal matrix U , that is A = U U * and B = U U * where and are diagonal matrices containing the eigenvalues of A and B respectively.
Notice also that if rank(A) = 1, S α = 0 for α = 0. It also possible to show that the identity matrix provides an upper bound for (8) .
Proof 3.2: Let {λ i } be the set of eigenvalues of A. Then we have that,
Where (14) and (16) are obtained from Jensen's inequality. The matrix functional in (8) bears a lot of resemblance with well-known operational quantities from quantum information theory [21] , where the density matrix (operator) ρ can be employed to compute expectation over an observable represented by the operator A as A = tr (ρ A). For instance, Von Neumann's entropy [22] corresponds to
and quantum extensions of Renyi's entropy [23] are given by
While some of the properties of (17) and (18) also apply to (7), we need to point out that our approach to this functional is very different since we deal with the Gram matrices obtained from pairwise evaluations of a positive definite kernel on a data sample. Consequently, our analysis not only involves the functional but also the kernels employed to construct positive definite matrix. For instance rank one matrices that are normalized to have unit trace will have zero entropy. This means that the implicit dimensionality of the mapping induced by the positive definite kernel plays a key role. In the following, we extend the above matrix based entropy to a definition of joint entropy. This is achieved through the use of Hadamard products.
IV. A DEFINITION OF JOINT ENTROPY USING HADAMARD PRODUCTS
Hadamard products (A • B) i j = A i j B i j are considered a rather simple form of matrix products. However, the fact that the set of positive definite matrices is closed under this product motivates their study. Here, we use this property to extend our matrix-based definition of entropy to convey a joint representation of two random variables X and Y . Given a sample {z i = (x i , y i )} n i=1 of n pairs representing two different types of measurements x ∈ X and y ∈ Y obtained from the same realization, and the positive definite kernels
and their Hadamard product A • B. The joint entropy is thus defined as:
We can interpret the Hadamard product as computing a prod-
, which can be interpreted as computing the measure of entropy of a random element defined by the pair (X, Y ). Nevertheless, as we will show in this section, for this notion of joint entropy to be compatible with the individual entropies of each one of the components, we need to impose some extra conditions on the positive definite matrices. For example, we should expect the joint entropy to be always larger than the individual entropies of its components. Before we present the main result of the section, we need to introduce the concept of majorization and some results pertaining the ordering that arises from it. Definition 4.1 (Majorization): Let p and q be two nonnegative vectors in R n such that n i=1 p i = n i=1 q i . We say p q, q majorizes p, if their respective ordered sequences p [1] ≥ p [2] ≥ · · · ≥ p [n] and q [1] ≥ q [2] 
It can be shown that if p q then p = Aq for some doubly stochastic matrix A [24] . It is also easy to verify that if p q and p h then p tq
Lemma 4.1: The function f α : S n → R + (S n denotes the n dimensional simplex), defined as,
is Schur-concave for α > 0.
Notice that, Schur-concavity (Schur-convexity) ought not be confused with the more common definition of concavity (convexity) of a function. We are now ready to state the inequality for Hadamard products that makes the definition of joint entropy compatible with the individual entropies of its components.
Proposition 4.1: Let A and B be two n ×n positive definite matrices with trace 1 with nonnegative entries, and A ii = 1 n for i = 1, 2, . . . , n. Then, the following inequalities hold:
(ii) and
Proof 4.1: In proving (22) and (23), we will use the fact that S α preserves the (inverse) majorization order of nonnegative sequences on the n-dimensional simplex. First consider the identity
be the eigenvectors of A• B ordered according to their respective eigenvalues in decreasing order, then,
where k = 1, . . . , n and {y i } n i=1 are the eigenvectors of B ordered according to their respective eigenvalues in decreasing order. The inequality (24) is equivalent to nλ (A • B) λ(B) , that is, the sequence of eigenvalues of (A • B)/tr (A • B) is majorized by the sequence of eigenvalues of B, which implies (22) .
To prove (23) notice that for A we have two extreme cases A = 1 n I and A = 1 n 11 T . Taking A = 1 n 11 T we have that
the other extreme case where A = 1 n I we have,
where {λ i (X)} are the eigenvalues of X in decreasing order and {d i (X)} are the elements of the diagonal of X ordered in decreasing order. The inequalities (25) and (26) imply (23) .
A. Conditional Entropy
In Shannon's definition the conditional entropy of X given Y , that can be calculated as the difference
, is understood as the uncertainty about X that remains after observing Y given that the joint distribution of X and Y is known. In contrast, Renyi's conditional entropy allows multiple definitions and there is no general consensus on which definition should be adopted [25] . In our work, based on (22) , we have chosen the following definition:
for positive semidefinite A and B with nonnegative entries and unit trace, such that A ii = 1 n for all i = 1, . . . , n. Our definition relies on the inequalities (22) and (23), which make the above quantity (27) nonnegative and upper bounded by S α (A) .
B. Mutual Information
The mutual information of a pair of random variables X and Y is associated with the reduction of the uncertainty from having only knowledge about their marginal distributions to full knowledge their joint distribution. In the Shannon definition this information gain can be expressed as:
where H (X) and H (Y ) are the marginal entropies of X and Y , and H (X, Y ) is their joint entropy. In analogy, we can compute the quantity:
for positive semidefinite A and B with nonnegative entries and unit trace, such that A ii = B ii = 1 n for all i = 1, . . . , n. Notice that the above quantity is nonnegative and satisfies S α (A) ≥ I α (A; A) .
Here, we want to emphasize that this extension relies on proposition 4.1 and differs from the common definition of Renyi's mutual information, which is based on Renyi's α-order divergence between the joint distribution and the product of the marginal distributions. As we can see, for the above inequalities to hold, we need extra conditions on the elements of A and B. First, notice that the elements of the diagonal must be 1 n , which implies that κ i (x, x) > 0 for all x ∈ X . A matrix with equal elements can be obtained by a simple normalizationÂ
Now, let us focus on the Hadamard product itself. Let A •r denote the entry-wise r th power of A, that is,
where r ∈ R + . In this case we also require all the entries of A to be nonnegative. For the set of normalized diagonal matrices, the product A •r • B •(1−r) with r ∈ (0, 1) preserves the normalization condition. Nonetheless, the positive definiteness of this product is only guaranteed for a special class of matrices known as infinitely divisible. In the following section, we will see how infinitely divisible matrices relate Hadamard products with the concatenation of representations of the variables we want to analyze jointly.
V. INFORMATION THEORETIC FUNCTIONALS BASED ON INFINITELY DIVISIBLE MATRICES According to the Schur product theorem, A
0 implies that A •n = A • A • · · · • A 0 for any positive integer n. However, the fractional powers of A 0, denoted A • 1 m do not need to be positive definite for any positive integer m. This is only true for a special class of matrices called infinitely divisible [26] , [27] .
Definition 5.1: Suppose that A 0 and a i j ≥ 0 for all i and j . A is said to be infinitely divisible if A •r 0 for every nonnegative r .
Infinitely divisibility and negative definiteness are intimately related as we can see from the following proposition [28] .
Proposition 5.1: If A is infinitely divisible, then the matrix B i j = − log A i j is negative definite.
Therefore, infinitely divisible matrices can be linked to isometric embeddings into Hilbert spaces [29] . If we construct the matrix,
using the matrix B from proposition 5.1, there exist a Hilbert space H and a mapping φ such that
Moreover, notice that if A is positive definite −A is negative definite and exp A i j is infinitely divisible [28] . In a similar way, we can construct a matrix,
with the same property (32) . This relation between (31) and (33) suggests a normalization for infinitely divisible matrices with non-zero diagonal elements that can be formalized in the following theorem. Theorem 1: Let X be a nonempty set and d 1 and d 2 two semi-metrics defined on it, such that for any set
for any α ∈ R n , and n i=1 α i = 0. Consider the matrices A ( ) i j = exp −d 2 (x i , x j ) and their normalizationsÂ ( ) , defined by:Â Then, ifÂ (1) =Â (2) for any finite set {x i } n i=1 ⊆ X , there exist isometrically isomorphic Hilbert spaces H 1 and H 2 , that contain the Hilbert space embeddings of the metric spaces (X , d ), = 1, 2. Moreover,Â ( ) are infinitely divisible.
Notice that the normalization procedure for infinitely divisible matrices proposed in Theorem 5.1 corresponds to the matrix with maximum entropy among all matrices for which the Hilbert space embeddings are isometrically isomorphic (See (25) ).
The link between infinitely divisible kernels and negative definite functions is depicted in Figure 1 . To obtain the Gram matrix employed by the entropy functional there is a direct path, provided there exists an infinitely divisible kernel κ on X that can be normalized based on Theorem 5.1. The second alternate path uses a negative definite function d which can be defined from any positive definite kernel on X . The link between the spaces H κ and H d is established by using the log and exp functions, accordingly. As we will see in the following section, the matrix based entropy is an estimator of a quantity that can be interpreted as a functional on an operator embedding of the probability measure from which data is drawn.
VI. GRAM MATRICES AND OPERATOR EMBEDDINGS OF PROBABILITY MEASURES
So far, we have focused the attention on the properties of the matrix based entropies for a given Gram matrix. In this section, we will look at the relation between the Gram matrix and certain operators acting on the elements of the RKHS induced by a kernel κ. In this sense, we can understand these operators as image points of an embedding of probability distributions. This will also enable the study of the convergence properties of the matrix based entropies as estimators of well-defined population entropies. Let (X , B X , P X ) be a countably generated measure space. Let κ : X × X → R be a reproducing kernel and the mapping φ : X → H such that κ(x, y) = φ(x), φ(y) , and 1 :
Since E X φ(X) 2 < ∞ we can define an operator G : H → H through the following bilinear form 2 :
notice that f and g belong to H and from the reproducing property of κ, we have that
From the normalization condition (36) we have that:
is a complete orthonormal basis for H. The operator G is trace class and therefore it is also Hilbert-Schmidt and compact.
A. The Trace of G α
As we have seen, G defines a bilinear form G that coincides with the correlation of functions on X that belong to the RKHS induced by κ. Let us look at the case α = 2, which is the initial motivation of this study and has been extensively treated in information theoretic learning in relation to plug in estimators of Renyi's entropy [1] . This case is also important because of its links to maximum discrepancy and Hilbert Schmidt norms [30] . Notice that, 1 Any nonnegative normalized kernel satisfies this assumption as long as φ(x) = 0 for all x ∈ X . 2 Notice
where μ X 2 K denotes the squared norm of a the a mapping P X → μ X in the RKHS K induced by the kernel κ 2 (x, y) = κ(x, y)κ(x, y). In the more general case of any α > 1 we have,
Notice that h(x, y) itself, is a positive definite function on X × X that also depends on P X (x).
B. Estimating the Spectrum of G
By definition, the bilinear form G is a positive definite kernel in H since
Notice from (37) G is symmetric and thus G is self adjoint. Moreover, since G is positive definite, it can be shown that G is a positive definite operator. Instead of dealing directly with the spectrum of G, for which we should know the probability measure P X , we are going to look at the spectrum of G n and the convergence properties of this operator. Based on the empirical distribution P n = 1 n n i=1 δ x i (x), the empirical version G n of G obtained from a sample {x i } of size n is given by:
Note that E[ G n ] = G. In the definition of the entropy like quantity for positive definite matrices, we employ functional calculus using the spectral theorem to compute tr(A α ).
In particular, we consider the Gram matrix K constructed by all pairwise evaluations of a normalized infinitely divisible kernel κ and scale it by 1 n such that 1 n n i=1 κ(x i , x i ) = 1. The above scaling can be thought as normalizing the kernel such that for the empirical distribution P n ,
The following proposition relates the spectrum of G n with the eigenvalues of the Gram matrix K. Proposition 6.1 (Spectrum of G n ): For a sample {x i } n i=1 , let G n be defined as in (42), and let K be the Gram matrix of products K i j = φ(x i ), φ(x j ) . Then, G n has at most n positive eigenvalues λ k satisfying:
Moreover, nλ i are all the positive eigenvalues of K. Proof 6.1: First notice that for all f ⊥ span {φ(x i )}, we have G n f = 0, and thus any eigenvector with a corresponding positive eigenvalue must belong to the span {φ(x i )}, which is an n dimensional subspace and therefore, since G n is normal there can be at most n positive eigenvalues. Now let v be an eigenvector of G n " we have that
Then, for each φ(x i ) it is true that
By taking α i = φ(x i ), v we can form the following system of equations:
which is true for all positive eigenvalues of G n . As a consequence of the relation established in Proposition 6.1 the following is also true
Now, we will focus the attention on the properties of (46) as an estimator of tr (G α ). The first result that relates the spectrum of G with the eigenvalues of K has been previously considered in [31] in the context of learning algorithms that are based on estimating the eigenvalues and eigenfunctions of operators defined by a kernel. The following theorem found in [32] is a variational characterization of the discrete spectrum (eigenvalues) of a compact operator in a separable Hilbert space. Theorem 6.1: Let A, B be self adjoint operators in a separable Hilbert space H, such that B = A + C, where C is a compact selfadjoint operator. Let {γ k } be an enumeration of nonzero eigenvalues of C. Then there exists extended enumerations {α j }, {β j } of discrete eigenvalues for A, B, respectively, such that:
where ϕ is any nonnegative convex function on R, and ϕ(0) = 0. The definition of extended enumeration {α i } according to Theorem 6.1 means that for a selfadjoint operator A in H only the discrete eigenvalues with finite multiplicity m are listed m times and any other values are listed as zero. If we have a bounded kernel, which in the case of a normalized version of the infinitely divisible matrix is always the case, we can apply Hoeffding's inequality. Let i be a sequence of zero mean, independent random variables taking values in a separable Hilbert space such that i < C for all i then:
Note that ( G n − G) is a Hilbert-Schmidt operator and E[ G n ] = G. Combining (48) with Theorem 6.1, yields the following result. As a consequence of the convergence of the spectrum of G n to the spectrum of G and the continuity of tr (A α ), the difference between tr (G α ) and tr G α n can be bounded as well. Under the conditions of Theorem 6.2 and for α > 1, with probability 1 − δ,
The constant α in the bounding term (50) results from raising the eigenvalues of the Gram matrix to the power of α.
Although it seems that as α increases a larger number of points is required for accurate estimation, in practice, the bound can be much lower if the dominant eigenvalues fall below α − 1 α−1 . In this case the constant can be set to be 1.
Following a similar approach to [33] , we can extend the convergence results of the matrix based entropy to our definition of conditional entropy. Let us consider the argument of the log function in our definition of conditional entropy S α (B|A),
Let κ X : X × X → R and κ Y : Y × Y → R be reproducing kernels and the mappings φ : X → H X and
Assuming the normalization condition (36) for both κ X and κ Y , we define the operator Q : Y (x, y) .
(52)
Notice that f and g belong to H X ⊗ H Y , with reproducing kernel κ ⊗ ((x, y), (x , y ) y, y ) . The finite counterpart Q n can be defined in a similar way to (42). Proposition 6.2: For positive definite kernels κ X and κ Y satisfying (36), and κ Y (y, y) = 1 and κ X (x, x) < C. Then, with probability 1 − δ
where β = 1/tr (Q α ).
It follows from (22) that:
Combining (53) with (56) and noticing that a 2 − a 2 = (a − a) ((a + a) ), yields the desired result.
VII. EXPERIMENTS
Experiments using the definition of conditional entropy for metric learning have been reported in [34] . Here, we develop a test for independence between random elements X and Y based on the gap between the entropy of the tensor and Hadamard products of their Gram matrices applied to an experimental setup similar to [35] . We draw n i.i.d. samples from two randomly picked densities corresponding to the ICA benchmark densities [13] . These densities are scaled and shifted such that they have zero mean and unit variance (see Table I ). The pair of random variables are mixed using a 2-dimensional rotation matrix with rotation angle θ ∈ [0, π/4]. Gaussian noise with unit variance and zero mean is a added as extra dimensions. Finally, each one of the random vectors is rotated by a random rotation (orthonormal matrix) in R 2 , and R 3 , accordingly. This causes the resulting random vectors to be dependent across all observed dimensions. We perform experiments varying angles, samples sizes, and dimensionality. The test compares the value of the gap: , and 2(c), correspond to the estimated acceptance rates for H 0 for random variables of 1, 2, and 3 dimensions, and compare the results between the proposed test (solid lines) and the kernel-based statistic (dotted) proposed in [35] . Figures 2(d) , and 2(e), correspond to the estimated acceptance rates for H 0 for random variables of 2, and 3 dimensions, and compare the results between the proposed test (solid lines) and the minimum spanning graph entropy estimator (dotted) proposed in [5] . The larger the angle the easier to reject independence H 0 . 
where L h and L h are characteristic kernels on R d [15] . The dotted lines in Figures 2(d) , 2(e) are the acceptance rates for a statistic based on the difference between joint and marginal Renyi's entropies estimated using the minimum spanning tree graph as proposed in [5] , namely,
whereH α (Z n ) = 1 1−α log min e∈T e |e| γ . T is the set of vertices of the entropic graph and |e| denotes the Euclidean norm of the edge e. Notice that here we don't consider the biascorrection constant that is presented in [5] since it will be present on the threshold as well. The results are averages over 100 simulations for each one of the parameter configurations. In the case of X, Y ∈ R (Figure 2(d) , 2(e)), the type II error is low even for small sample sizes, whereas the dependence becomes more difficult to detect as d increases, requiring a larger n to obtain an acceptable type II error. Our results are competitive to those obtained with the kernel based statistic (58) and the entropic graph estimator (59). The three methods perform relatively similar for large angles, but it can be noticed that the proposed method works better when the angle is close to 0. It is important to point out that in all cases (the proposed statistic using the gap, the one in (58), and (59)) the threshold was empirically determined by approximating the null distribution using permutations on one of the variables. Whether we can provide a distribution of the null hypothesis for (57) is subject of future work. Figure 3 shows the influence of the parameters in the power of the proposed independence test. The behavior of the test for different orders α and kernel sizes σ can be explained from the spectral properties of the Gram matrices. For smaller kernel sizes the Gram matrix approaches identity and thus its eigenvalues become more similar, with 1/n as the limit case. Therefore, the gap (57) monotonically increases as σ → 0, so does the gap for the permuted sample. Since both quantities have the same upper bound, the probability of accepting H 0 increases. The other phenomenon is related to the entropy order, it can be noticed that the larger the order α the smaller the kernel size σ that is needed to minimize the type II error. The order has a smoothing effect in the resulting operator defined in (40). Large α will emphasize on the largest eigenvalues of the Gram matrices that are commonly associated with slowly changing features.
VIII. CONCLUSIONS
We presented an estimation framework of entropy-like quantities based on infinitely divisible matrices. By using the axiomatic characterization of Renyi's entropy, a functional on positive definite matrices is defined. This functional resembles the definitions of entropy in quantum information theory; however, our analysis is different from quantum information theory since we need to consider not only the functional but also the kernel employed to compute the proposed measures of entropy. The Hadamard product allows the definitions of quantities that are similar to mutual information and conditional entropy, and set the conditions that lead to infinitely divisibility. We showed some properties of the proposed quantities and their asymptotic behavior as operators in reproducing kernel Hilbert spaces defined by distribution-dependent kernels. An important result is that the convergence of the eigenvalues of the Gram matrix to the eigenvalues of the integral operators is independent of the input dimensionality. Numerical experiments showed the usefulness of the proposed approach for independence testing with results that compete with the state of the art.
APPENDIX A AUXILIARY RESULTS

A. Functional Calculus on Hermitian Matrices
The following spectral decomposition theorem relates to the functional calculus on matrices and provides a reasonable way to extend continuous scalar-valued functions to Hermitian matrices.
Theorem A.1: Let D ⊂ C be a given set and let N n (D) := {A ∈ M n : A is normal and σ (A) ⊂ D}. If f (t) is a continuous scalar-valued function on D, then the primary matrix function
is continuous on N n (D), where A = U U * , = di ag(λ 1 , . . . , λ n ), and U ∈ M n is unitary.
APPENDIX B NON-NEGATIVE SEQUENCES AND RENYI'S ENTROPY AXIOMS
For simplicity, we will only consider the discrete case were the sample space is countable (not necessarily finite). Consider a sequence P = {p i } n i=1 of non-negative numbers and a function W (P) = p i such that 0 < W (P) ≤ 1. The sequence P is called a generalized probability distribution and n the space of all generalized probability distributions up to dimension n. The entropy H (P) of a generalized probability distribution (see Figure 4) is characterized by the following postulates:
I. H (P) is a symmetric function of the elements of P II. If { p} is single element generalized probability distribution then H ( p) is a continuous function for 0 < p ≤ 1. III. H ( 1 2 ) = 1. IV. If P ∈ n and Q ∈ n , H (P ⊗ Q) = H (P) + H (Q). V. There exists a strictly monotonic and continuous function g such that if P ∈ n and Q ∈ n and W (P) + W (Q) ≤ 1, we have: Here, P Q denotes the concatenation or union of the sequences P and Q. Notice that (61) is a generalization of the mean value property which is usually associated with the interpretation of entropy as the average uncertainty. The function H α (P) defined as
where g(x) = g α (x) = 2 (α−1)x , satisfies conditions I-V for α > 0 and α = 1. The above function (62) is known as the Rényi's entropy of order α. An important feature of this functional is that is monotonically increasing on a partial ordering defined on the σ -algebras called refinement. In short, let ( , B) be a measurable space and let B 1 and B 2 be two sub-σ -algebras of B, we say
In the case of Shannon's entropy, conditions IV and V are usually summarized by the following:
• For a any distribution P = ( p 1 , p 2 , . . . , p n ),
Moreover, notice that the concatenation or union of sequences can be simply represented by a constrained linear combination argument. Consider two generalized distributions P and Q in n such that W (P) + W (Q) ≤ 1, the operation P Q is equivalent to Figure 5 depicts the above statement in a simple example, that combine the idea of a refinement and the orthogonality condition. Consider a distribution P = ( p 1 , p 2 ) and a refinement P r = (t p 1 , (1 − t) p 1 , p 2 ). One possible way to look at this refinement is as the result of a concatenation of two generalized distributions (t p 1 , (1 − t) p 1 ) and ( p 2 ) as depicted by the plane normal to the direction of p 2 cutting the simplex. An analogue interpretation for the operators is the condition AB = B A = 0 in Proposition 3.1. 
APPENDIX C INFINITELY DIVISIBLE KERNELS
B. Direct-Sum and Product Kernels 1) Direct-Sum Kernels: Let κ 1 and κ 2 be two positive definite kernels defined on X × X . The kernel κ ⊕ = κ 1 + κ 2 , defined as κ ⊕ (x, y) = κ 1 (x, y)+κ 2 (x, y), is a positive definite kernel. The above function is called direct sum kernel and it is the reproducing kernel of a space H ⊕ of functions of the form f = f 1 + f 2 , where f 1 ∈ H 1 and f 2 ∈ H 2 , and H 1 and H 2 are the RKHSs defined by κ 1 and κ 2 , respectively. Consider the Hilbert space H = H 1 × H 2 formed by all pairs ( f 1 , f 2 ) coming from H 1 and H 2 , respectively. It is possible that some functions f = 0 belong to both H 1 and H 2 at the same time. These functions form a set of pairs ( f, − f ) ∈ H, which turn out to be a closed subspace of H denoted by H 0 , such that, H = H 0 ⊕H ⊥ 0 . Therefore, the linear correspondence f (x) = f 1 (x) + f 2 (x) between f ∈ H ⊕ and ( f 1 , f 2 ) ∈ H is such that all elements in H 0 map to the zero function in H ⊕ and the elements of H ⊕ and H ⊥ 0 are in one to one correspondence. The norm of f ∈ H ⊕ can be defined from the correspondence f → (g 1 ( f ), g 2 ( f )) as:
Notice that, (g 1 ( f ), g 2 ( f )) is the decomposition of f into the pair H with minimum norm in this space. The following theorem states the result [17] . 2) Product Kernel and Tensor Product Spaces: Consider two positive definite kernels κ 1 and κ 2 defined on X × X and Y × Y, respectively. Their tensor product κ 1 ⊗ κ 2 : (X × Y) × (X × Y) defined by:
is also a positive definite kernel. Note that we can consider two kernelsκ 1 andκ 2 , both defined on (X ×Y)×(X ×Y), such that κ 1 ((x i , y i ), (x j , y j )) = κ 1 (x i , x j ) andκ 2 ((x i , y i ), (x j , y j )) = κ 1 (y i , y j ); the kernelk 1 ·κ 2 ((x i , y i ), (x j , y j )) =κ 1 ((x i , y i ), (x j , y j ))κ 2 ((x i , y i ), (x j , y j )), = κ 1 ⊗ κ 2 ((x i , y i ), (x j , y j )), and is positive definite by the Schur Theorem. Let us look at the space of functions that κ ⊗ = κ 1 ⊗ κ 2 spans. Let H ⊗ = H 1 ⊗ H 2 , where H 1 and H 2 are the RKHSs spanned by κ 1 and κ 2 , respectively. The space H ⊗ is the completion of the space of all functions f on X × Y of the form:
with f (i) 1 ∈ H 1 and f (i) 2 ∈ H 2 , and inner product,
The functions f and g may have multiple representations of the form (66) without changing f, g ⊗ . Let us look at the case where X and Y are the same set. The following theorem describes the kernel derived from the restriction of κ 1 ⊗ κ 2 to the diagonal subset of X × X [17] . Theorem C. 3 : For x, y ∈ X , the kernel κ(x, y) = κ 1 (x, y)κ 2 (x, y) is the reproducing kernel of the class H of the restrictions of the direct product H ⊗ = H 1 ⊗ H 2 to the diagonal set formed by all elements (x, x) ∈ X × X . For any such restriction f , f = min g ⊗ for all g ∈ H ⊗ such that f (x) = g(x, x).
C. Negative Definite Functions, Hilbertian Metrics, and Infinitely Divisible Matrices
Let M = (X , d) be a separable metric space, a necessary and sufficient condition for M to be embeddable in a Hilbert space H is that for any set {x i } ⊂ X of n + 1 points, the following inequality holds:
for any α ∈ R n . This condition is equivalent to n i, j =0
for any α ∈ R n+1 , such that n i=0 α i = 0. This condition is known as negative definiteness. Interestingly, the above condition implies that exp(−rd 2 (x i , x j )) is positive definite in X for all r > 0 [29] . Indeed, matrices derived from functions satisfying the above property conform a special class of matrices know as infinitely divisible.
