Several plausible theories of the neural implementation of speed/accuracy trade-off (SAT), the phenomenon in which individuals may alternately emphasize speed or accuracy during the performance of cognitive tasks, have been proposed, and multiple lines of evidence point to the involvement of the pre-supplemental motor area (pre-SMA). However, as the nature and directionality of the pre-SMA's functional connections to other regions involved in cognitive control and task processing are not known, its precise role in the top-down control of SAT remains unclear. Although recent advances in cross-sectional path modeling provide a promising way of characterizing these connections, such models are limited by their tendency to produce multiple equivalent solutions. In a sample of healthy adults (N = 18), the current study uses the novel approach of Group Iterative Multiple Model Estimation for Multiple Solutions (GIMME-MS) to assess directed functional connections between the pre-SMA, other regions previously linked to control of SAT, and regions putatively involved in evidence accumulation for the decision task. Results reveal a primary role of the pre-SMA for modulating activity in regions involved in the decision process but suggest that this region receives top-down input from the DLPFC. Findings also demonstrate the utility of GIMME-MS and solution-reduction methods for obtaining valid directional inferences from connectivity path models.
| INTRODUCTION
The strategies people use to complete cognitive tasks not only have implications for task performance but also reflect individual and contextual differences in the brain and behavior. In a common example, people can adjust their performance to meet task demands by either emphasizing accurate responding at the cost of speed or increasing the speed of responding at the cost of accuracy. The ability to implement this type of strategy adjustment, known as speed/accuracy trade-off (SAT), has been found to be of high relevance for applied research in areas as diverse as normative aging Ratcliff, Thapar, & McKoon, 2004) , attention problems in childhood (Mulder et al., 2010; Weigard & Huang-Pollock, 2014 ) and obsessivecompulsive disorder (Erhan et al., 2017) .
Numerous explanations for the neural implementation of SAT have been posited and supported by a burgeoning literature involving computational modeling, cellular recording in nonhuman primates, and human neuroimaging (for a thorough review, see : Standage, Blohm, & Dorris, 2014) . Of these theories, we focus herein on explanations of this phenomenon that are rooted in formal "bounded accumulator" models (Bogacz, Wagenmakers, Forstmann, & Nieuwenhuis, 2010; Rae, Heathcote, Donkin, Averell, & Brown, 2014) , as these models are commonly used in neuroimaging studies on the roles of human brain regions in SAT. Such models frame choice response time (RT) tasks as a race between accumulators that gather noisy evidence for each response over time and assume that a response is initiated when one of the accumulators reaches a predetermined threshold of evidence (Bogacz et al., 2010) . Lowering the distance the accumulator must travel to surpass the threshold leads to faster, but more error-prone responding, and raising this distance has the opposite effect. Within this framework, a "cortical" theory (Van Veen, Krug, & Carter, 2008) of SAT holds that, under speed-emphasis, brain regions involved in top-down control (e.g., the dorsolateral prefrontal cortex; DLPFC) send a nonselective excitatory signal to regions involved in the accumulation or integration of sensory evidence, increasing their baseline activity and reducing the accumulators' distance-to-threshold (van Veen et al., 2008) . A distinct, "striatal" theory holds that, under speedemphasis, excitatory input to motor regions, mediated by top-down connections from the pre-supplemental motor area (pre-SMA) to the striatum, effectively lowers the threshold for response initiation, which would also lead to distance-to-threshold reductions (Forstmann et al., 2008 .
Several additional lines of work have posited distinct explanations for the behavioral changes observed in SAT. First, recent empirical research involving both cognitive modeling (Rae et al., 2014 ) and single-cell recordings (Heitz & Schall, 2012) has provided evidence that speed emphasis causes changes to the rate of evidence accumulation in addition to distance-to-threshold reductions. Furthermore, other theoretical accounts challenge the assumption that distance-tothreshold changes are the primary driver of SAT. Specifically, work using attractor network models, which replicate features of neural circuits putatively responsible for decision making, has suggested that a common excitatory input to decision circuit controls SAT by altering the strength of network dynamics, rather than through the modulation of thresholding (Furman & Wang, 2008; Roxin & Ledberg, 2008; Standage, Wang, & Blohm, 2014) . However, Standage, Blohm, and Dorris (2014) proposed that a "unifying" account, in which top-down excitatory signals project to both decision-making attractor networks and to thresholding circuitry, is plausible given the current state of evidence in the SAT literature.
Hence, although current theories disagree about how specific decision processes change in SAT, most share the assumption that regions widely believed to be involved in sensory evidence accumulation or motor thresholding receive an excitatory input under speed emphasis, and that this input is provided by regions involved in the top-down control of strategy adjustment (Standage, Blohm, & Dorris, 2014; Standage, Wang, & Blohm, 2014) . Prior human neuroimaging work aimed at testing the "cortical" and "striatal" accounts of SAT has suggested that several regions previously found to be involved in cognitive control processes, including the dorsolateral prefrontal cortex (DLPFC: van Veen et al., 2008) , the pre-SMA , and the anterior cingulate cortex (ACC; van Maanen et al., 2011) , may be the source of such control signals. Of these regions, the pre-SMA has arguably received the most support for playing a central role in the coordination of SAT. Neural activity in the pre-SMA as measured by functional magnetic resonance imaging (fMRI) and the integrity of white matter connections between this region and striatum have both been found to display a correlational relationship with individual differences in SAT-related distance-to-threshold changes, as measured by parameters from bounded accumulator models (Forstmann et al., 2008 Mansfield, Karayanidis, Jamadar, Heathcote, & Forstmann, 2011) . Previous work on neural connectivity between regions putatively involved in SAT has either employed measures of structural connections (e.g., white matter tract strength; Forstmann et al., 2010 Forstmann et al., , 2011 or psychophysiological interactions (PPI: van Veen et al., 2008; Green, Biele, & Heekeren, 2012) . Although these methods both have distinct advantages, they do not provide straightforward evidence of the directionality of connectivity between regions. Furthermore, previous studies have typically offered a limited window into connections between this set of regions, such as only exploring connectivity between the pre-SMA and striatum clarifying the DLPFC's connections with other structures, but not connectivity between those structures (van Veen et al., 2008) . Without a comprehensive description of directional connections between regions putatively involved in the control of SAT, and others putatively involved in more basic decision processes, crucial questions remain about the source of the hypothesized top-down control signal and how the functional role of the pre-SMA differs from that of other regions. For example, it remains unclear whether the pre-SMA and DLPFC play distinct roles in implementing SAT strategy changes (e.g., by influencing separate regions involved in decision processing), or whether the pre-SMA coordinates strategy changes in response to a control signal from the DLPFC.
Thus, a region-of-interest based directed connectivity analysis is needed to characterize directional relationships between these regions at the network level during SAT. However, fMRI network modeling methods have displayed mixed success in establishing the directionality of connections. In a landmark simulation/recovery study, Smith et al. (2011) found that methods designed to do so, such as Granger causality and the Bayes net algorithms available at the time, generally performed poorly; directional connections were identified with only 65-78% accuracy under ideal conditions. There have, however, been subsequent advances in preprocessing steps (the use high pass filters) and in the development of novel network algorithms which have produced several methods with great promise for identifying the directionality of connections using fMRI data (Mumford & Ramsey, 2014) . Group iterative multiple model estimation (GIMME; Gates & Molenaar, 2012) , which implements unified structural equation models (uSEM; Gates, Molenaar, Hillary, Ram, & Rovine, 2010 ) to characterize both sample-and individual-level directed connectivity patterns, is one such method. By accounting for contemporaneous and time-lagged relationships between regions of interest (ROIs) in a data-driven manner, uSEMs allow researchers to make person-specific inferences about the presence and directionality of functional connections between multiple ROIs that are unbiased by sequential dependencies found in fMRI time series data (Gates et al., 2010) . They do this by integrating SEMs to estimate contemporaneous connections between ROIs and vector autoregressions (VARs) to estimate lagged connections. GIMME, in turn, provides a method for fitting these models to sample-level data with the goal of establishing which connections are common to a group, while also allowing for substantial heterogeneity between the connectivity maps of individuals (Gates & Molenaar, 2012) . The combination of uSEM and GIMME methods was able to correctly identify the presence and directionality of roughly 90% of connections in Smith et al. (2011) simulation data set, demonstrating a marked improvement over other methods (Gates & Molenaar, 2012) . Due to the accuracy and efficacy of these methods, they have previously been used to investigate directional connectivity in the domains of brain injury , tobacco cessation (Zelle, Gates, Fiez, Sayette, & Wilson, 2017) and changes in brain functioning associated with alcohol use in college students (Beltz et al., 2013) . Thus, they are ideal for clarifying directional connections between the numerous regions that are putatively involved in SAT.
Despite this impressive performance, however, uSEMs, and thus, GIMME are subject to the multiple solutions problem common to all cross-sectional path analyses; there is often more than one possible network that fits the data well MacCallum, Wegener, Uchino, & Fabrigar, 1993) . This is most likely to occur when contemporaneous relationships are stronger than lagged relationships, causing the data-driven search process to decide between bidirectional contemporaneous paths that, without the modeling of lagged relationships, would produce equivalent improvements to model fit. To address this issue, Beltz and Molenaar (2016) created GIMME for multiple solutions (GIMME-MS) that estimates all possible solution sets; they also validated selection procedures for selecting the optimal model in a simulation study. Although GIMME-MS has been previously applied to behavioral time series data (Beltz, Wright, Sprague, & Molenaar, 2016) , it has not been previously applied to functional connectivity analyses.
In the current study, we apply these state-of-the-art methods to fMRI time series data collected while participants were asked to implement SAT during a perceptual decision task. We aim to accomplish two interrelated goals. First, the methodological goal of the study is to determine whether the application of GIMME-MS to this fMRI data set provides evidence of equivalent solutions, and, if this is the case, to use the multiple solution-reduction procedures validated by to find an optimal set of models. Second, the substantive goal of the study is to use these models to investigate the presence and directionality of connections between regions that are putatively involved in the control of SAT and those putatively involved in more basic decision-making processes, such as evidence accumulation (e.g., parietal areas) or motor thresholding (e.g., the striatum). Although we had no strong or preregistered predictions of our own, we sought to assess whether the results of this analysis were consistent with what would be expected given previous theories of SAT. We were most interested in whether the analysis would reveal strong positive connections from one or more of the former regions (the DLPFC, ACC, or pre-SMA) to one or more of the latter, which may reflect the top-down excitatory signal that is posited by several theories. Although the pre-SMA is arguably the region most heavily implicated in playing a role in the control of SAT (at least from studies using a bounded accumulator model framework), we also sought to determine whether this region receives top-down input from a distinct region (e.g., the DLPFC), potentially reflecting a higher-order control signal. In this way, we address gaps in the previous literature on the connectivity of brain regions associated with SAT and demonstrate the utility of uSEM and GIMME-MS for doing so. 
| Behavioral task and paradigm timing
Participants completed a numerosity discrimination task, a paradigm well-described by evidence accumulation models (Ratcliff & McKoon, 2008) , in which they were presented with an array of asterisks in a box and were asked to decide whether the stimulus contained "many"
or "few" asterisks. "Many" stimuli were boxes (289 × 289 pixels)
presented as black on a white background containing 56-60 asterisks, distributed at random on an invisible 10 × 10 grid, while "few" stimuli contained 41-45 asterisks. Participants' responses were made by pressing buttons on a button box that was placed under their right hand in the scanner; they pressed the button under their index finger for "many" and the button under their middle finger for "few".
The timing of the experimental paradigm ( Figure 1 ) was similar to that used by Forstmann et al. (2008) , which allowed the neural responses associated with speed/accuracy strategy changes to be modeled as distinct from neural responses associated with the actual decision-making process. Prior to each trial, participants saw a 4,000 ms verbal cue that indicated whether they should emphasize speed ("FAST") or accuracy ("ACC") in the coming decision. This cue was followed by a jittered period, in which a fixation cross was presented for either 0, 2,000, or 4000 ms (selected at random) before the presentation of the numerosity discrimination stimulus. The stimulus was presented for 1,500 ms, followed by a 500 ms "feedback" period and another jittered period, in which a fixation cross was presented for either 0, 2,000, or 4,000 ms (selected at random) before the presentation of the next instructional cue. The "feedback" period was the same length of time for all trials and conditions, and typically involved only the presentation of a fixation cross, but other stimuli were occasionally presented during this time to encourage strategy use. Specifically, in the Accuracy-emphasis condition, participants 1 Although this sample size may be considered low-powered for a univariate fMRI analysis, we note that, as GIMME fits connectivity models at the singlesubject level, it primarily derives power from the length of the fMRI time series. As each subject in the current study contributed a time series of 950 observations, this analysis has high power to detect functional connections between ROIs at the individual subject level. Simulation studies have demonstrated that accurate results can be obtained at the group level in samples with at least 10 subjects and at least 200 time points per subject (Gates & Molenaar, 2012) .
were informed that their response was incorrect if they made an error ("INCORRECT", presented in red lettering). In the Speed-emphasis condition, participants were informed that their performance was not fast enough if their response was longer than 700 ms ("TOO SLOW", presented in red lettering). The 700 ms deadline was selected based on earlier pilot testing of the task, which indicated that this deadline was effective at encouraging SAT without reducing participants' accuracy rates in Speed-emphasis condition to near-chance levels. Trials with equal probability). Given the fast pace of the task, two "null" trial periods were also pseudorandomly interspersed in each run to compensate for the overlap of neural responses between adjacent trials.
These "null" trials were simply periods of fixation cross-presentation that lasted anywhere between 6 and 14 s, varying in increments of 2 s and with an average duration of 10 s. In addition, a fixation cross was presented for 10 s at the beginning and end of each run to improve estimates of baseline neural activity.
| MRI data acquisition
Participants were scanned with a Siemens Trio 3-T MRI scanner, using a 12-channel head coil. Prior to functional imaging, a wholebrain, high-resolution T1-weighted structural image was collected To identify the model, sv for the error accumulator, only, was fixed at 1 as a scaling parameter (Donkin, Brown, & Heathcote, 2009 ).
Although a large body of work, reviewed in the introduction, Table S1 ), consistent with the findings of Rae et al. (2014) . Model B was therefore used for all subsequent
analyses. Although this model selection procedure addressed the relative fit of models with different parameter constraints, we also ensured that the model displayed good absolute fit by FIGURE 1 Schematic of the behavioral task and fMRI paradigm timing assessing how well it described primary effects in the behavioral data using posterior predictive plots (Gelman, Meng, & Stern, 1996) , as described in section 3.
Inference about parameter value differences between conditions was conducted by calculating posterior difference distributions of μ parameter values, counting the proportion of samples for which one value was greater than the other, and using these proportions to calculate odds ratios (ORs) to quantify evidence for effects. An OR of 5:1, for example, indicates that there is a 5 to 1 chance that the difference distribution supports the hypothesis that a difference exists.
As ORs provide a continuous measure of the degree of evidence for effects (in contrast to significance tests), we followed prior work (Winkel et al., 2016) by adopting interpretation guidelines similar to those used by Jeffreys' (1961) Following model estimation, statistical maps of parameter estimates for three contrasts of interest were calculated at the individual level:
(a) a contrast to identify regions that displayed greater activity during preparation for speed-emphasis trials (Speed Cue > Accuracy Cue), (b) a contrast to identify regions that displayed greater activity during preparation for Accuracy-emphasis trials (Accuracy Cue > Speed Cue), and (c) a contrast to identify regions that were primarily involved in the decision process itself, rather than in the neural response to the preparatory cue (Trials > Cues).
As GIMME-MS estimates several features of the data, the number of multiple solutions and difficulty with model convergence increases exponentially with the number of ROIs; the method is best suited to models involving 6-10 regions (Beltz & Gates, 2017) . Although some alternative connectivity analysis methods permit the inclusion of many more ROIs (e.g., simple correlation, principal components analysis), these methods are limited in their ability to test temporal or directional effects, which are of key interest in the current study. Hence, we used previous research to select a number of ROIs within the optimal range for GIMME models. Two broad categories of ROIs (Supporting Information Table S2 ) were included: (a) regions which had been previously linked to the top-down control of SAT and to motor thresholding by prior research, and (b) regions putatively involved in evidence accumulation for the numerosity decision task used in the current study. For the former type of ROI, we conservatively selected a handful of regions, taking coordinates from prior research to directly extend a previous line of work on the pre-SMAlinked control of SAT and to facilitate generalization (e.g., avoid
making inferences unique to the current sample's characteristics).
Regions previously found to be involved in strategy adjustment for Speed-emphasis, specifically the right pre-SMA and right striatum (Forstmann et al., 2008) and the left and right DLPFC (Van Veen et al., 2008) , were defined as 10 mm radius spheres centered about Talairach coordinates from the original studies, transformed to MNI coordinates using the procedure proposed by Lancaster et al. (2007) .
Of note, although these regions were selected a priori, analyses of task-related activity drawn from them (reported in Supporting Information Materials) replicated previous findings; consistent with Forstmann et al. (2008) , the pre-SMA and striatum, but not the DLPFC, were more active during Speed-than Accuracy-emphasis cues. A functional ROI (Accuracy Cue > Speed Cue) corresponding to the anterior cingulate cortex (ACC) was also selected because van Maanen et al. (2011) provided evidence that this region is involved in trial-to-trial response threshold adjustments during Accuracy-emphasis.
For the latter type of ROI, we combined a priori knowledge with a data-driven approach to identify regions involved in evidence accumulation during the specific decision task used in our experimental paradigm. We first inspected the array of regions that were active during decisions (the Trials > Cues contrast, which had greater power due to the increased number of events in each condition) and selected those for which there was a strong reason to believe they were involved in evidence accumulation, based on evidence from prior research. The right insula was selected because a prior study implicated this region in the domain-general accumulation of sensory evidence for perceptual decisions (Ho, Brown, & Serences, 2009 2.6 | Connectivity analysis with GIMME-MS 2.6.1 | Extraction of ROI time series
As a goal of the study was to determine whether differences between Speed-and Accuracy-emphasis could be detected in connectivity relationships between the preidentified regions, we sought to fit two uSEM models that would primarily reflect connectivity in each condition. Although an approach in which connectivity during the cues and decision trials within each condition could also be dissociated may have provided insight into changes in connectivity during different processing stages, we were more interested in relationships which we expected to persist throughout the cue and decision period (i.e., top-down connections that increased baseline activity in putative evidence accumulation regions). Therefore, we collapsed cues and trials from the same SAT conditions in our analysis in order to maximize statistical power to detect these relationships and to allow us to identify lagged relationships which may begin during the cue phase and end during the trial phase. First, a GLM was fit with methods that were identical to those described above, except that the task regressors for cues and trials in the Speed-emphasis condition were left out of the model. As the residual images from this model contained variance from the un-modeled Speed-emphasis condition but did not contain variance explained by the Accuracy-emphasis condition or nuisance regressors, this time series was used to probe connectivity specific to the Speed-emphasis condition. Similarly, a second GLM was fit in which only the task regressors for the cues and trials in the Accuracy-emphasis condition were left out of the model, and the residual time series that resulted was used to probe connectivity specific to the Accuracy-emphasis condition. Residual data, averaged within each ROI mask, was extracted from both residual time series using AFNI's 3dmaskave program and entered into GIMME-MS separately to create a Speed-emphasis model and
an Accuracy-emphasis model.
| Search algorithm and solution reduction
GIMME-MS, a free software that is programmed in MATLAB (MathWorks, 2010) and calls LISREL (Jöreskog & Sörbom, 1993) , uses a data-driven search approach to fit uSEM models with contemporaneous (at a given time point t) and time-lagged (e.g., t + 1) relationships between ROIs in several steps. GIMME-MS estimates lagged relationships at the t + 1 order, which was reasonable for these data (i.e., relationships at the t + 2 order were unlikely to be systematically meaningful) because first-order models are thought to be sufficient to explain relationships in task-based fMRI data (Beltz & Molenaar, 2015) .
By estimating a model that includes paths relevant to the entire group, and subsequently using this model as the starting point for individual-level searches, GIMME's search method has been demonstrated to produce results that are both representative of homogeneous effects that are common to the group and of heterogeneity between subjects (Beltz & Gates, 2017; Gates & Molenaar, 2012).
As the estimation of directional contemporaneous relationships can produce multiple equivalent solutions (e.g., those in which ROI A predicts ROI B at the same time point vs. the reverse effect), GIMME-MS offers an improvement on the previous version of GIMME by generating all possible equivalent solutions for comparison .
First, as in the original GIMME program (Gates & Molenaar, 2012) , GIMME-MS fits a "null" model to the single-subject covariance matrices, and uses Lagrange multiplier tests (Sörbom, 1989) all group-level model solutions that were previously identified, models were checked to ensure that the trimming process was successful and that the estimation of model parameters was accurate, in accordance with common practices for time series analysis (Lütkepohl, 2005 ). The best individual-level solutions for each group-level solution were selected using AIC . Following this, the AIC was averaged across participants for each group-level solution for comparison (displayed in Supporting Information Table S3 ) and used to select the best-fitting model.
| Summary analyses of connectivity maps
After the best-fitting models were selected for each Speed-/Accuracyemphasis condition, several analyses were conducted to meet the study's goals. First, to identify major directed connections of regions putatively involved in the control of SAT and those putatively involved in evidence accumulation for the decision, group frequency maps , which represent paths that are present for various proportions of the sample, were generated for each condition.
Second, to investigate whether the between-condition differences in individual-level paths shown on these maps were statistically meaningful, McNemar's mid-p test for binary matched-pairs data (Fagerland, Lydersen, & Laake, 2013 ) was applied to determine whether a path was present for a larger proportion of the sample in one of the two conditions. Finally, to determine the importance of the pre-SMA relative to other regions in the network, we calculated the total edges, a network metric which was simply defined as the total number of contemporaneous and lagged connections (excluding autoregressive paths) in any direction, for each region. This metric was entered into repeated measures ANOVAs to quantify differences between ROIs and Speed/Accuracy conditions. Regions with a greater number of connections in the network were assumed to play an outsized role in the modulation of SAT. Therefore, we expected that the pre-SMA would show the highest number of total edges and that individual differences in total edges for this region would correlate with SAT-related changes in relevant LBA model parameters (e.g., b and v).
| Brain-behavior correlations
We conducted a between-subjects correlation analysis to identify relationships between changes in LBA model parameters (i.e., response threshold and drift rate) and connectivity metrics. To compare our results to those reported by Forstmann et al. (2008) , we also examined correlations between LBA parameter changes and univariate effects within the striatum and pre-SMA ROIs. However, as the small sample of participants in the current study may lead to Type II errors or unstable estimates of correlation coefficients, we note that these results should be interpreted with some caution.
Individual-level parameter estimates from hierarchical models are not independent, making them inappropriate for entry into traditional correlational tests (Boehm, Marsman, Matzke, & Wagenmakers, 2018) , and our sample was relatively small for correlational analyses. ences between conditions, we used ORs to make inferences about the level of evidence for correlational relationships. These ORs were calculated by comparing the proportions of the posterior density that were above, vs. below, 0, and were interpreted using the same criteria outlined above for strength of evidence (e.g., >3:1 = "positive"). Hence, data from all participants were retained for model-based analyses.
Posterior distributions for group μ LBA parameters of interest are displayed in Figure 2 as violin plots, which contain a box plot of the samples displayed within a kernel density plot, to demonstrate the uncertainty in parameter estimates and degree of overlap. As expected, there was decisive evidence for reductions in response boundary (b) in the Speed-, relative to Accuracy-emphasis, condition (OR > 1,000:1). There was also strong evidence for a response bias in b (OR = 43.4:1), where b for "many" was lower than b for "few", and positive evidence for an interaction effect (OR = 3.8:1), in which this bias appeared to be more pronounced in the Speed-emphasis condition. There was decisive evidence for slower accumulation of correct information (vc) in the Speed-, relative to Accuracy-emphasis, condition (OR = 136.4:1). There was also strong evidence for a stimulus bias (OR = 38.7:1), with faster vc for "many", relative to "few" stimuli, and positive evidence for an interaction (OR = 5.9:1), suggesting this bias was also more pronounced under Speed-Emphasis. There was weak evidence for a Speed/Accuracy condition effect (OR = 1.7:1) or interaction effect (OR = 1.7:1) in ve, but decisive evidence for a stimulus bias (OR = 151.5:1), with faster ve for "few", relative to "many" stimuli. In sum, the model-based analyses indicate that the SAT effects in behavioral summary statistics can be explained by both lower b and slower vc, consistent with the findings of Rae et al. (2014) .
| Directed functional connectivity analysis 3.2.1 | Model comparison and selection
The search algorithm produced four group-level solutions (hereafter denoted as S1-S4) for each Speed-/Accuracy-emphasis condition and multiple solutions for almost all individual-level models derived from these group-level solutions (ranging up to 35 per person). All group-level solutions had relatively few paths (Figure 3a) , and all of these paths involved only the right DLPFC, left DLPFC, pre-SMA, and IPS ROIs. Inspection of the group paths revealed that the group-level solutions were mostly identical between Speed/Accuracy conditions, with the exception of S3 in the Speed-emphasis condition, which contains a lagged path from the IPS to pre-SMA that is not present in S3
for the Accuracy-emphasis condition. However, AIC suggested that there were substantial differences in how well each of these grouplevel solutions fit the data from each condition (Supporting Information   Table S3 ); S4 was preferred by AIC for the Speed-emphasis condition, while S1 was preferred for the Accuracy-emphasis condition. These models were therefore selected for further analysis. ships. We interpreted all group-level paths, which were statistically significant for every individual in our sample, and all "majority paths", which were significant for at least 50% of the group, as these paths would be most likely to generalize to other groups of subjects from the same population as our sample.
| Frequency and between-condition differences in major directed connections
The group frequency maps indicated several notable findings. First, the right and left DLPFC do not display major direct inputs to either the IPS or insula, and appear to be relatively isolated from most other regions in the network. However, the DLPFC does communicate with the rest of the network through the right DLPFC's direct input to the pre-SMA. The pre-SMA, in turn, provides major input to both the IPS (contemporaneous) and insula (lagged). Inspection of the standardized beta weights of these input paths in both the Speed-and Accuracyemphasis conditions (Supporting Information Table S4 ) revealed that they were positive for the vast majority of participants, suggesting that these connections were excitatory. Second, the ACC receives input from another putative top-down control region, the pre-SMA, but also receives input from the IPS and displays a lagged output to the insula.
Third, despite previous evidence that greater structural connectivity between the pre-SMA and the striatum predicts more effective control of SAT , there were no directed functional connections between these two structures that were consistently present among most members of the group. Closer inspection of individual models revealed that connections between these structures condition-related differences survived correction for multiple comparisons using the Benjamini-Hochberg method (Benjamini & Hochberg, 1995) .
| Total edges and network hubs
When the total edges of each participant were entered into an ROI by Speed/Accuracy condition ANOVA, there was a significant main effect of ROI, F(6,102) = 8.42, η 2 = 0.33, p < 0.001, but there was no main effect of Speed/Accuracy condition or interaction between the two factors.
Inspection of Figure 4 indicates that the effect of ROI was primarily driven by the pre-SMA, which displayed several more connections, on average, than the other ROIs, suggesting that this region is a major hub of the network. To further probe this effect, and ensure that the pre-SMA was a hub for the majority of the sample (i.e., that the effect is not driven by a few participants), individuals' hubs were defined as the region, or regions, that displayed the most total edges for that individual. Consistent with the group result, the pre-SMA was the most common hub (Supporting Information Table S5 ); this region, either by itself or in combination with the ACC, served as a network hub for the majority of participants in both the Speed-emphasis (56% of participants) and Accuracy-emphasis (67% of participants) conditions. Of note, the ACC appeared to be the next most common hub in both conditions (29% in Speed, 23% in Accuracy), consistent with the relatively large number of edges it displays compared to most other regions (Figure 4) . Thus, results suggest that the pre-SMA, and, to a much lesser extent, the ACC, appear to act as major hubs of the network of regions investigated in the current study. between Speed-and Accuracy-emphasis conditions. On the basis of the substantive results described above, several covariates were used. First,
we examined whether the current study's fMRI data set replicates results reported by Forstmann et al. (2008) , in which univariate activation within the striatum and pre-SMA correlates with changes in the b parameter.
Second, given the apparent importance of the pre-SMA as a hub region, individuals' total edges for this region (averaged between conditions)
were used as a covariate.
Use of these covariates revealed several relationships for which there was at least positive (OR > 3:1) evidence ( 
| DISCUSSION
The current study revealed directional connections between brain regions involved in SAT by applying GIMME-MS to fMRI time series data collected while participants were instructed to alternately emphasize speed or accuracy during a numerosity decision task. A behavioral analysis using the LBA model (Brown & Heathcote, 2008) demonstrated that the experimental paradigm was effective at reducing response thresholds and the quality of decision evidence in the speed-emphasis condition, consistent with previous research on SAT (Rae et al., 2014) . ROIs consisted of regions found to be involved in the control of SAT and motor thresholding in prior studies (DLPFC, pre-SMA, striatum, and ACC; Forstmann et al., 2008; Van Veen et al., 2008; van Maanen et al., 2011) , as well as regions previously found to be involved in evidence accumulation for decisions (IPS, right insula; Ho et al., 2009 , Kühn et al., 2011 Shadlen & Newsome, 2001 ). GIMME-MS produced a large number of equivalent solutions at the group and individual levels, likely reflecting the substantial timelocked (i.e., contemporaneous) connections between ROIs that occur during the completion of a directed task. Using validated procedures , these solutions were subsequently pared down to an optimal set, and used for inference. Although it is not possible to establish a precise level of confidence for the choice of these solutions, we note that the simulation study conducted by demonstrated that AIC was able to recover the correct model in all cases in which it was used and that the true model parameters from the simulations were within the 95% confidence intervals of model parameters recovered in the AIC-selected model.
Thus, GIMME-MS was vital to making accurate and informed inferences about directed functional connectivity. This is a unique strength of this method in applications where estimates of directionality are needed, as most connectivity approaches do not consider directionality, let alone produce sets of models to verify it (Smith et al., 2011) .
The most noteworthy findings from this analysis concerned the respective roles of the DLPFC and pre-SMA. Although previous work had found increased connectivity between the DLPFC and a broad set of regions involved in decision processing during speed emphasis (van Veen et al., 2008), the uSEM analyses implemented in GIMME-MS suggested that the DLPFC shows few direct connections with other Taken together, this pattern of findings suggests that the pre-SMA serves as the primary region involved in the coordination of SAT, consistent with previous research using univariate fMRI (Forstmann et al., 2008 Mansfield et al., 2011) and transcranial magnetic stimulation (Berkay et al., 2018; Georgiev et al., 2016; Tosun et al., 2017) . It makes a crucial extension of this work by being the first directed functional connectivity analysis to provide evidence that the pre-SMA implements adjustments to SAT by sending top-down control signals to an array of other regions, and coordinates SAT in response to a higher-order control signal from the DLPFC. The finding that beta weights of the pre-SMA's top-down connections to regions putatively involved in gathering evidence for the decision (IPS, insula)
were positive for most individuals is consistent with numerous theories positing that a nonselective excitatory signal modulates baseline neural activity in evidence accumulation regions (Furman & Wang, 2008; Roxin & Ledberg, 2008; Standage, Blohm, & Dorris, 2014; van Veen et al., 2008) . Although the assumed status of the pre-SMA as a "motor region" may cast doubt on the idea that it controls areas thought to be involved in sensory processing, the pre-SMA has been previously implicated in a variety of nonmotor functions, including mental rotation and sequence processing (Cona, Marino, & Semenza, 2017; Leek, Yuen, & Johnston, 2016) . We did not directly assess structural connections between the regions used in
our connectivity analysis to demonstrate their biological plausibility, but doing so is a crucial next step for future work.
Notably, the current data are not necessarily inconsistent with the original "cortical" hypothesis (Bogacz et al., 2010; van Veen et al., 2008 ) that the DLPFC, due to its role in context processing (Miller & Cohen, 2001) , is the source of signals controlling SAT. Rather, they suggest that the pre-SMA may mediate top-down signals from the DLPFC to the rest of the cortex. The previous connectivity study by van Veen et al. (2008) The current findings also have implications for the "striatal" theory of SAT, which holds that the striatum receives a top-down signal from a control region, such as the pre-SMA, under speed emphasis that causes the basal ganglia to release broad inhibitory influence over the cortex, lowering the threshold for motor responding (Forstmann et al., 2008) . In apparent contradiction with work that found a relationship between individuals' changes in response thresholds and the structural integrity of connections between the pre-SMA and striatum , we found no major directional connections between these two structures. The vast majority of subjects displayed at least one contemporaneous or lagged connection between the pre-SMA and striatum, but the temporal characteristics and directionality of the connection differed between subjects. Thus, functional connectivity between these structures may be heterogeneous between participants, potentially reflecting strategy differences in the implementation of SAT (e.g., a sub-group of individuals may increase activity in thresholding circuitry via the striatum, but other individuals may use strategies that do not involve the striatum). Another possibility is that the functional relationship between these structures changes dynamically over the course of the task (e.g., shifting between excitatory and inhibitory influences at different processing stages). Modifications to uSEM's application would be required to test those hypotheses because the method assumes stationarity (i.e., that the character of relationships between ROIs does not change over time) for each time series. Finally, as the current analysis was limited to a subset of a priori ROIs, we cannot rule out the possibility that effects that are consistent with the striatal account of SAT may have become apparent had more motor regions been included in the analysis (e.g., primary motor cortex).
In addition to providing insights about the neural mechanisms of SAT, the current results have two major implications for studies employing connectivity analyses, both in the SAT literature and elsewhere. First, the results demonstrate the utility of the uSEM and GIMME methods for both providing insights into the directionality of connections and revealing connectivity characteristics that are common to the group vs. unique to individuals. The former strength of these methods allowed for a compelling account of the cascade of top-down regulation in the network of regions involved in SAT. The latter allowed for analyses that assessed how parameters from a formal cognitive model relate to individual differences in connectivity, in line with recent calls for a "model-based" cognitive neuroscience (Forstmann & Wagenmakers, 2015) . It also allowed heterogeneous relationships between ROIs (e.g., between the striatum and pre-SMA)
to be characterized as such. Second, the findings of multiple equivalent solutions at both the group and individual levels strongly suggest that GIMME-MS and solution-reduction strategies should be implemented when using uSEM to infer directional connectivity from fMRI data. The use of these strategies is particularly important when the direction of connections is highly relevant to the research question, as in the current case. Furthermore, as the majority of paths in the study were contemporaneous, and as previous simulations demonstrated that this feature is likely to lead to multiple solutions , our findings underscore the need to explicitly address multiple solutions in situations where contemporaneous connections are dominant.
Although the current study focused on SAT-related connectivity during both cues and trials, a pressing question for future work is whether connectivity properties differ between these distinct pro- with GIMME-MS. Models that include stimulus input may also be able to address whether features of the input HRF beyond magnitude (e.g., onset time or duration) influence connectivity. However, given that these extensions increase the complexity of already-complex uSEM models, implementing them would require careful consideration of model identifiability and, likely, the inclusion of a relatively small number of ROIs.
The current findings are compelling, but some special considerations and limitations are relevant to their interpretation. First, the sample of participants was relatively small. However, as the time series data used in our analysis had many more observations than time series data previously used to validate the GIMME/uSEM method (60-200 time points, vs. the 950 time points used in the current study; Gates & Molenaar, 2012; Lane, Gates, Pike, Beltz, & Wright, 2018) , this analysis likely had relatively high power to detect functional connections between ROIs at the individual subject level. As accurate recovery of connections present in a group can be obtained with as few as 10 subjects (Gates & Molenaar, 2012) , we can be reasonably confident that the path counts reported in the group frequency maps closely approximate the true number of connections in the sample. Second, as the sample was two-thirds female, it is possible that results may not generalize well to other samples with more male participants. Third, the between-subjects correlation analyses were unable to identify strong links between connectivity metrics and LBA model parameters, potentially due to the relatively small participant sample size. Fourth, although the time series data entered into the analysis were not deconvolved with the HRF, there is some indication that consideration of the HRF may impact inferences drawn from similar connectivity analysis methods (e.g., Granger causality; Wu et al., 2013) . Although the implications of this work for GIMME/ uSEM-based methods are unclear, it underscores the need for future systematic exploration of how deconvolution may alter results from these methods. Fifth, the procedure used to investigate changes in connectivity between speed and accuracy conditions did not reveal many differences. This was surprising, because cues that encourage speed-emphasis, relative to accuracy-emphasis, have been found to increase univariate activation of the pre-SMA in both previous work (Forstmann et al., 2008) and the current study (see Supporting Information Materials), suggesting that the top-down relationship between the DLPFC and pre-SMA should become stronger in this condition. However, two methodological details may explain this apparent discrepancy. It is possible that the level of pre-SMA activation detected by univariate methods does not reflect the pre-SMA's covariation with other ROIs. Moreover, given that uSEM uses information from the entire time series, rather than just that associated with specific events, the directed connections it reveals may be those that are most stable across the time series, rather than context-specific connections associated with these events.
Thus, as outlined above, data from this study should be interpreted together with complementary work that used methods of assessing context-specific connectivity in SAT (Van Veen et al., 2008) . Sixth, we relied on previous fMRI research on SAT to select a small number of ROIs for our connectivity analysis rather than taking a full-brain data-driven approach agnostic to prior findings. As a result, the regions we included almost certainly represent only a small portion of the regions that are essential to complete the decision task, and our results may have been different had we used a connectivity analysis approach which allowed inclusion of more ROIs. Our current approach allowed us to directly assess whether patterns of connectivity were consistent with previous theories of the neural basis of SAT, but it also risked the possibility of entrenching these theories by restricting the ROIs included in the analysis. As this trade-off between specificity in providing tests of existing theories and sensitivity to detecting patterns that may inform alternative theories is inherent in the scientific process, this issue must be addressed by future work which complements ours by taking a large-scale network-based or exploratory approach. Seventh, the numerosity task used in this study is different from decision tasks used in prior work on SAT; several previous studies have used the "moving dots" task, in which participants decide whether a cloud of dots, some of which are moving at random while a subset moves in a single direction, appears to move to the left or right (Forstmann et al., 2008 Ivanoff, Branning, & Marois, 2008; van Maanen et al., 2011), and Van Veen et al. (2008) used a modified version of the Simon task, in which participants had to respond as to the color of a square presented to the right or left of a fixation point.
Although we assumed herein that brain regions involved in cognitive control during our numerosity task overlapped with those identified in prior studies, it is possible that different systems may be involved, requiring replication of our findings in other decision paradigms.
Finally, as our analysis focused heavily on explanations for SAT that adopt an accumulate-to-threshold framework, it may be difficult to extend our inferences to theories of SAT rooted in attractor models (Furman & Wang, 2008; Roxin & Ledberg, 2008; Standage, Blohm, & Dorris, 2014; Standage, Wang, & Blohm, 2014) . Relatedly, our results do not address another leading theory of SAT, which posits that the subthalamic nucleus (STN), in response to a control signal from the ACC or pre-SMA, raises response thresholds under accuracy-emphasis by inhibiting motor circuitry (Bogacz et al., 2010; Frank et al., 2015; Frank, Scheres, & Sherman, 2007) . We did not include the STN in this analysis because of evidence that the spatial resolution provided by a 3-Tesla MRI scanner is not high enough to effectively distinguish STN activity from that of surrounding subcortical structures (de Hollander, . However, a recent study using ultra-high-resolution (7-Tesla)
MRI found evidence of functional connectivity between the ACC and STN . Although the current analysis did not reveal a clear role for the ACC, this prior work suggests that the ACC may be involved in shifting response thresholds under accuracy emphasis through its influence on the STN. Thus, future work integrating ultrahigh-resolution functional imaging with connectivity analyses may be able to assess the role of the STN in the larger network.
In sum, we used a state-of-the-art combination of the uSEM and GIMME connectivity analysis methods (Gates & Molenaar, 2012) , and novel approaches for selecting optimal solutions among models , to provide an informative account of directional relationships between brain regions involved in the control of SAT, and the pre-SMA in particular. This analysis both demonstrated the need for multiple solution-reduction procedures when assessing cross-sectional path models of fMRI connectivity, as these procedures provide a potent tool for establishing evidence for the directionality of functional connections, and allowed us to make several substantive discoveries. We found evidence that the pre-SMA is the primary region involved in the top-down coordination of SAT through its influence on a broad set of other brain areas, but that this region may receive higher-order top-down control signal from the DLPFC to trigger strategy changes. Combined with findings suggesting that increases in striatal output under speed emphasis may also drive SAT, the results are consistent with the unifying account of Standage, Blohm, and Dorris (2014), who posit that SAT may be governed by the modulation of activity in both evidence accumulation and thresholding circuitry. Finally, as GIMME-MS allowed us to obtain a formal group-level model that putatively explains directional relationships between the DLPFC, pre-SMA and IPS during SAT, this model can now be fit to other data sets in confirmatory analyses that can both test whether our results are robust and extend them to answer new questions. In this way, GIMME-MS provides a modelbased approach to directional connectivity analysis that can explicitly contribute to the growth of cumulative knowledge about SAT and other cognitive phenomena.
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