We consider the new class of the Markov measure-valued stochastic processes with constant mass. We give the construction of such processes with the family of the probabilities which describe the motion of single particles. We also consider examples related to stochastic flows with the interactions and the local times for such processes.
1.
Introduction. This paper is devoted to one type of the Markov measurevalued processes with constant mass. We consider the measure-valued processes {µ t ; t ≥ 0} which have the following representation:
(1.1)
Here the random mapping f t on the state space depends on the initial state µ 0 . In the representation (1.1), f t can describe the motion on the phase space which carries the mass µ t . In such a model, the behavior of the trajectory which starts from a certain point depends on the whole mass distribution on the space. These processes are different from the well-known Fleming-Viot processes with constant mass. Consider, for example, the equation for the evolution of the discrete system of the particles, which was proposed in [3] . It is well known that under appropriate conditions on the coefficients, system (1.2) has a unique strong solution for arbitrary initial conditions. It follows that the related measure-valued process {χ N,t ; t ≥ 0} is a Markov process. Moreover, in this case, we can find the function f t from (1.1). Consider the following stochastic differential equation together with (1.2):
dx(u, t) = R dh x(u, t), v χ N,t (dv)dt + ϕ x(u, t) dt + b x(u, t) dw(t),
x(u, 0) = u, u ∈ R d .
(1.5) It can be checked that under Lipschitz and growth conditions on the coefficients, (1.5) has a unique solution which can be chosen continuously with respect to both variables with probability one. Now, note that In this example the random function x describes the motion of the particles in the whole R d , but only N of them have positive mass.
So, only certain values of x are important if we consider the evolution of the mass distribution. The situation changes if the initial mass distribution is not the discrete measure. Also, in this example, the trajectory of the single particle is the Itô process, which satisfies certain stochastic differential equation. The particles which were disjoint in the time zero remain disjoint all the time. Example 1.2. Let the phase space X ={1,...,N}. Consider the discrete time t ∈ Z + and define the motion of the system of particles on X in the following way.
For every i = 1,...,N, let Π(i) = (p kj (i)) N kj=1 be a stochastic matrix. Suppose that at time the mass µ t = (µ 1 t ,...,µ N t ) is distributed in X. Then, on the next step, all the particles which are placed at the point k move together, independently from the past of all the system and from the particles placed at other points, to the point j with probability
(1.8)
Now we construct the process {µ t ; t ≥ 0} and the random mappings {f t ; t ≥ 0} in the following way. For every i ∈ {1,...,N}, define f t (i) as a position which has the particle initially placed in i at time t. Also define µ t as a mass distribution at time t. It can easily be checked that now {µ t ; t ≥ 0} is a Markov process and, for every t ≥ 0,
(1.9)
Note that in this example the different particles may couple with one another and move together after coupling. The aim of this paper is to define precisely the class of Markov measurevalued processes, which has the representation (1.1). Also, we consider a new type of stochastic differential equations which generalize Example 1.1. Correspondingly to this aim, the paper is organized as follows. In Section 2, we construct the measure-valued process with the desired property from the set of probabilities which describe the behavior of a finite number of particles. Section 3 contains the solution of stochastic differential equations driven by the measures and other examples of processes from Section 2. This contains the description of the local times for our processes.
Evolutionary measure-valued processes.
Let (X,ρ) be a complete separable metric space such that sup u,v∈X ρ(u, v) = 1, and let (Ω, Ᏺ, P) be a probability space. Denote by X n the n-tuple product X ×···×X with the metrics
Let Ꮾ n be a Borel σ -field in X n . Denote by M n the set of all probability measures on Ꮾ n (in the case n = 1 the index will be omitted). For every n ≥ 1, define the Wasserstein metrics in M n :
where the infimum is taken over the set of all measures C(µ, ν) which has µ and ν as its marginals. It is known that (M n ,γ n ) is a complete separable metric space. Let {Ᏺ t ; t ≥ 0} be a flow of σ -fields on the initial probability space. It is natural to define the evolutionary measure-valued process by the set of
Here the value Q(µ, t, u 1 ,...,u n )(Γ n ) is the probability for particles which were initially placed in the points u 1 ,...,u n to get the set Γ n for the time t under initial distribution of the mass of all particles µ. The next technical statement will be useful. 
Lemma 2.3. In Lemma 2.2, if ψ does not depend on µ, and ψ 1 is a measurable modification of ψ, that is,
The proof of these two lemmas is standard and omitted. Now, let {R(u 1 ,...,u n ), u 1 ,...,u n ∈ X, n ≥ 1} be a family of consistent finite-dimensional distributions in X indexed by the elements of X. Suppose that
for every u 0 ∈ X. Then one can build from R the stochastic kernel on M. Consider ϕ which is an X-valued random process on X correspondent to the family {R}. It follows from (2.7) that ϕ has a measurable modification. For arbitrary measure µ ∈ M, its image µ • ϕ −1 is a random element in M which does not depend on the choice of measurable modification for ϕ. Define
Here Ꮾ(M) is the Borel σ -field in M. It can be checked that K is the stochastic kernel on M. Note that, in general, arbitrary stochastic kernel on M cannot be obtained in the previous way. Now, suppose that the family {R} depends on the measure µ from M.
Lemma 2.4. Let the family of the finite-dimensional distributions
..,u n ∈ X, n ≥ 1} satisfy the following conditions:
(1) for every fixed µ ∈ M, {Q(µ,...)} is the family of the consistent finitedimensional distributions,
Then the function
which is defined by the equality (2.13)
We build the random maps ϕ N and ϕ correspondent to the measures µ N and µ on the joint probability space. Then (2.13) can be rewritten as follows:
(2.14)
Consider every summand separately. Now,
We prove that for every bounded Lipschitz function h : X → R,
Here the discrete measures n k=1 a n k δ u n k weakly converge to µ N as n → ∞. Now build the joint probability space for ϕ N and ϕ in a special way. Consider, for fixed n ≥ 1, the space X X × X X with the σ -field, which is generated by the cylindrical sets. Define the probability measure by its finite-dimensional distributions. For
ρ n (p, q) dp 1 ,...,dp n ,dq 1 
..,q n ∆ l dp 1 ,...,dp n ,dq 1 ,...,dq n . 
. For the same function h as before, con-
Since {µ N ; N ≥ 1} converges weakly to µ as N → ∞, there exist such a probability space (Ω 1 , Ᏺ 1 , P 1 ) and a sequence of X-valued random elements {ξ N ; N ≥ 1} on it, that is,
Due to condition (2) of the lemma,
So,
To complete the proof, it remains to consider
The first summand tends to zero due to condition (1) , and the convergence of the second is already checked. The lemma is proved.
Corollary 2.5. Under the conditions of Lemma 2.4, the function
is the stochastic kernel.
Using Lemma 2.4, it is possible to construct the evolutionary Markov processes using probabilities which describe the motion of the separate particles. The following theorem holds. Theorem 2.6. Let the family {Q(t, µ, u 1 ,...,u n ) ; t ≥ 0, µ ∈ M, u 1 ,...,u n ∈ X} satisfy the conditions of Lemma 2.4 under fixed t ≥ 0, and for all t, s ≥ 0, all  u 1 ,...,u n ,v 1 ,. ..,v m ∈ X, all ∆ ∈ Ꮾ, and all Γ ∈ Ꮾ(X m ), 
(2.30)
Then the Markov process constructed with the help of the stochastic kernel
K(t, µ, ∆) = P µ • ϕ −1 t,µ ∈ ∆ , t ≥ 0, µ ∈ M, ∆ ∈ Ꮾ(M),(2.
31) is evolutionary. Here ϕ t,µ is the random map correspondent to the family {Q(t, µ,...)}.
Proof. Let {K n (t,µ,u 1 ,...,u n ), t ≥ 0, µ ∈ M, u 1 ,...,u n ∈ X, n ≥ 1} be the stochastic kernels which were built in Lemma 2.4. Consider the following consistent family of the finite-dimensional distributions on [0, +∞) × X. For 0 ≤ t 0 < t 1 < ··· < t m , u 1 ,...,u n ∈ X, define the probability measure in (M × X) (m+1)n correspondent to the set of parameters {(t i ,u j ); i = 0,...,m, j = 1,...,n} as follows: 
The last equality follows from the approximation by the discrete measures. Thus the theorem is proved.
Equations driven by the measures.
In this section, we consider the stochastic equation from Example 1.1. Our measure-valued process will be constructed with the help of the following stochastic differential equation:
dx(u, t) = a x(u, t), µ t dt + b x(u, t), µ t dw(t),
Here, coefficients a and b are the jointly Lipschitz functions a :
is an image of the initial measure µ 0 under the random map
x(·,t).
It has been proved in [1] that under our conditions on the coefficients, (3.1) has a unique solution. The process {µ t ; t ≥ 0} has a strongly Markovian property.
Here, we prove the existence of the generalized local time for the process {µ t ; t ≥ 0}. We consider the functional of the form
in the case when the measure µ 0 is concentrated on the (d − 1)-dimensional surface S 0 and is absolutely continuous with respect to surface measure. This formal expression is a some kind of the generalization of the notion of local time for the measure-valued processes. There are two important reasons which lead to the existence of the local time. First, the trajectories of the single particles, from which our process is composed, can have the usual local time at the point u. Second, our process consists of the smooth measures. We will consider the special type of the measure-valued processes, which is organized from the mass of the interacting particles. But in the case d ≥ 2, one cannot expect the existence of the local time for the trajectory of the single particle. Also we will use the singular initial mass distribution. Consider the random flow {x(·,t); t ∈ [0, 1]}. In order to get the necessary properties of x, we treat (3.1) as the usual stochastic differential equation for x with the random coefficients
where
Then, under appropriate conditions on a and b, we can derive the same properties of x(·,t), t ≥ 0, as the properties of the stochastic flow in the sense of Kunita. The next lemma is a straightforward consequence of [5, Theorem 4.4.2, page 148].
Lemma 3.1. Let the coefficients a and b of (2.13) satisfy the following conditions:
(1) for all k = 0, 1, 2, 3,
, has a modification such that
6)
where α and β have a continuous modification with respect to u and t.
Now we consider the surface in R
Denote by S t the image of S 0 under the random map x(·,t). Due to the properties of x(·,t), which were mentioned in Lemma 3.1, S t is a smooth surface of codimension one. Our aim is to register the cases when the fixed point (zero in the sequel without loss of generality) belongs to S t ; that is, we will consider the functional the Tanaka approach (see [4] ). Consider the function h ∈ C(R) which is even, nonnegative, finite, and has the property
Now the following lemma holds. Proof. It follows from Lemma 3.1 that 
we get
(3.15)
By the usual limit arguments, it follows that there exists a limit Now, using (5) and (3), we conclude that there exists the limit (3.21). So, substituting ϕ ≡ 1, we prove the statement of the lemma. 
Proof. We consider the stochastic flow {x(·, s), s ∈ [0,t]}, which is correspondent to the initial measure µ 0 via (2.13). Then
We define the functions
Using the diffeomorphic property of the flow x and the change of variables formula, one can check that there exist a continuous random process {J(t); t ∈ [0, 1]} and the deterministic sequence of functions { n ; n ≥ 1} on R such that
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