We pose and solve the existence of 2-factorizations of complete graphs and complete bipartite graphs that have the number of cycles per 2-factor varying, called pancomponented. Such 2-factorizations exist for all such graphs. The pancomponented problem requires a slight generalization of the methods used to solve pancyclic 2-factorization problem, by building 2-factors from cyclically generated 1-factors. These two solutions are offered as the basic approaches to constructing the two essential parameters of a 2-factorization: the size and the number of cycles in the 2-factors.
Introduction
Suppose that there is a joint mathematics and computer science conference with v people attending. Each evening there is a dinner which everyone attends. To accommodate many different meetings, the conference hall has many tables of different sizes. Last year the organizers asked if a seating arrangement could be made for each evening such that every person sat next to every other person exactly once over the course of the conference and each size table was used at least once. This turned out to be possible in a wide variety of settings and commonly used only one or two tables each night [10, 11] . This year, for contrast, they asked if such a seating arrangement could be made using a different number of tables each evening.
With seatings alternating between equal numbers of mathematicians and computer scientists (perhaps cross-disciplinary collaboration encouraging) a very nice schedule is possible: The dinner on evening i would use i tables, 1 ≤ i ≤ v/4 , with each person not sitting next to precisely one other when v/2 is odd (perhaps co-author avoiding/dispute minimizing). Non-alternating scheduling is not so tidy. The count permits evenings with as many as v/3 mostly triangular tables, but since each individual sits next to two others each evening, there will be (v − 1)/2 dinners and so there must be evenings that repeat some numbers of tables.
These schedules can be viewed as decompositions of complete or complete bipartite graphs into 2-factors. The edges represent their endpoints sitting together, each component of a 2-factor, a cycle, is the settings for a single table and each 2-factor gives the tables and settings for a single evening. When the degree of the graph is odd a 1-factor is removed and corresponds to each person missing one other. Various 2-factorization problems have been well studied. The Oberwolfach problem asks for a 2-factorization in which each 2-factor has the same pattern of cycles [1] [2] [3] 5, 8, 9] . Related problems have asked that each size cycle appear and are called pancyclic 2-factorizations [10, 11] . The problem investigated herein asks for 2-factors each with a different number of cycles. In a 2-factor each cycle is a connected component so we call this a pancomponented 2-factorization problem.
In this paper we offer first some definitions and discussion of 2-factorizations, formalizing the notions discussed above. Then we partially solve the standard and fully solve the bipartite formulations of this problem. We end with a discussion of the solution method, its restrictions and possible extensions of the problem.
Preliminaries

Definitions and Discussion
Definition 1 A k-factor of a graph G, is a spanning subgraph of G, regular of degree k.
We are interested in constructing 2-factorizations, but use 1-factors (perfect matchings) in the process. Definition 3 A pancomponented 2-factorization of type i c i of a graph, G, of order n, is a 2-factorization of G with c i 2-factors that have exactly i cycles.
In this definition, for n ≤ 5, the only admissible cycle size is n and therefore the most cycles per 2-factor is one; pancomponented 2-factorizations in these cases are trivial or non-existent. In bipartite graphs with n ≤ 6, again we see that the only admissible cycle size is n and again the pancomponented 2-factorizations in these cases are trivial or non-existent.
We ask for such 2-factorizations, which maximize the variation in numbers of cycles per 2-factor, for complete odd graphs (K 2n+1 ), complete even graphs, with a 1-factor removed to make the degree even, (K 2n − nK 2 ), and complete bipartite graphs, some with a 1-factor removed, (K 2n,2n ) and (K 2n+1,2n+1 − (2n + 1)K 2 ). With the bipartite graphs we will see that can achieve the best possible: each 2-factor with a distinct number of cycles and all possible numbers used. In the non-bipartite graphs we will produce the best we can with current methods and balance the repetitions as much as possible. We will only produce up to (v + 2)/4 cycles where v/3 should be possible.
We define here a notation to refer to the different structure of 2-factors that we will use: Definition 4 An {i 1 , i 2 , . . . , i m }-factor is a 2-factor which is a disjoint union of cycles of sizes i 1 , i 2 , . . . , i m .
To produce 2-factors with the desired number of cycles, we will exchange pairs of edges between two graphs that are obtained from the union of 2-factors or 1-factors. The exchanges will decompose this union into 2-factors with more cycles. To give a small example that illustrates the main construction, consider the two graphs in Figure 1 . The union of these two graphs is isomorphic to the union of two consecutive Walecki Hamiltonian 2-factors of (K 23 ) [11] . Exchanging the pairs of similarly patterned non-solid lines in Figure 1 produces the {3, 6, 6, 8}-factor and the {5, 18}-factor shown in Figure 2 .
This method of constructing 2-factors with desired cycle types was first done by Piotrowski and is a very powerful solution technique to the Oberwolfach problem. It is also nice because it has a very simple and intuitive feel, in addition its power. This method was used by the second author to solve the pancyclic 2-factorization problems [10, 11] . In [11] this method of exchanging edges was fully formalized in four central decomposition lemmata. We only state the particular lemma we will use. The main function of this lemma is to, as in the example of Figures 1 and 2 , to take two 2-factors and by exchanging edges increase the number of cycles in one of them by one. In [10, 11] the interest lay in the resulting sizes of these cycles. Here we are purely interested in the number of cycles. In what follows a P e refers to a path with e edges. We use the notation V to denote a cycle of vertices in a graph.
Lemma 5 Let G be a graph of maximum degree 4, containing a C 4 , a, b, c, d such that the remaining edges of G form a P n 1 from a to b, a P n 2 from b to d, a P n 3 from c to d and a P n 4 from a to c where P n 1 and P n 2 are vertex disjoint from P n 3 and P n 4 , respectively and all the paths are pairwise edge disjoint.
Case A Then G can be decomposed into two graphs G 3 and G 4 each of maximum degree 2 such that G 3 is an n 1 + n 3 + 2 cycle and G 4 is an n 2 + n 4 + 2 cycle.
Case B Alternatively, G can be decomposed into two graphs G 1 and G 2 each of maximum degree 2 such that G 1 is the disjoint union of an n 1 + 1 cycle and an n 3 + 1 cycle and G 2 is an n 2 + n 4 + 2 cycle.
In each case the application of this lemma towards a solution is similar. For each graph in question, G, we present a 1-factorization or 2-factorization and a suitable automorphism of G that acts on the set of factors. We decompose the union of consecutive sets of factors into two Hamiltonian 2-factors. We will increase the number of cycles in each by applications of Lemma 5, or more intuitively, by exchanging pairs of edges. In every case we will start with a graph that is in Case A of Lemma 5 and produce the graph in Case B that has one more cycle. All the C 4 s used in this way are given with their vertices in the correct order, a, b, c, d . The automorphisms used guarantee that any two unions of any set of consecutive factors are isomorphic. Thus we can formulate general statements about decompositions of the complete graphs into these unions and the possible decompositions of these unions. These methods demonstrate the power of Piotrowski's approach of decomposing pairs of Hamiltonian cycles from a Walecki decomposition into the desired 2-factors. Everywhere in this article, subscript arithmetic is modulo 2.
We construct 2-factors by using Walecki's 2-factorization of (K 2n+1 ) [7] . Let the vertices of (K 2n+1 ) be represented by the set (Z n × Z 2 ) ∪ {∞}. Then the first 2-factor, F 0 , is the cycle
This 2-factor is shown in Figure 3 . All other 2-factors are developed from F 0 by application of the 1-rotational automorphism σ where σ(∞) = ∞,
The map σ can be viewed as clockwise rotation of the first 2-factor shown in Figure 3 . Its action on the set of 2-factors is of order n. The union of σ i (F 0 ) and σ i+1 (F 0 ) is isomorphic to the graph given in Figure 4 which can be decomposed into the two Hamiltonian 2-factors, H 1 and H 2 shown in Figures 5 and 6 . Additionally the complete graph of order 2n + 1, (K 2n+1 ) can be decomposed into n/2 edge disjoint graphs isomorphic to F 0 ∪σ(F 0 ) if n is even and (n−1)/2 copies and a Hamiltonian 2-factor if n is odd [11] .
We start with an example. In Figure 1 we have the graph H 1 and H 2 . If we apply Lemma 5 to the non-solid C 4 s of the form i 0 , i 1 , (i + 1) 0 , (i + 1) 1 we get the two graphs is Figure 7 . One is a {3, 6, 6, 8}-factor and the other remains Hamiltonian. Now in the second graph there is room to apply Lemma 5 once to a C 4 of the form i 0 , (i + 1) 1 , (i + 1) 0 , (i + 2) 1 inside the set of vertices that . correspond to a 6-cycle in the first graph. Figure 2 shows once such application to produce a {3, 6, 6, 8}-factor and a {5, 18}-factor in (K 23 ). Note the number and size of cycles in the first graph remains unchanged. We could do another such application in the vertices of the next 6-cycle and a further one in the vertices of the final 8-cycle in the first graph. If the first graph had a 10-cycle this would have been large enough to admit two applications. Thus in (K 23 ) if we produce a 2-factor with four cycles, its mate may be constructed to have between one and four cycles. This is the maximum in this case. In general, to maximize the number of cycles constructible in the mate we construct as many 6-cycles as possible and one remaining large cycle when there is room. This allows the most applications of Lemma 5 in the mate. As shown in Figure 7 with c = 4, a {3, 6, 6, . . . , 6, 2n − 6c + 10}-factor is one such optimal choice. Lemma Repeated application of Lemma 7 to the Walecki 2-factorization of (K 2n+1
PROOF.
In the ith isomorphic copy of the graph in Figure 4 use Lemma 7 to form a 2-factor with i cycles and another with n/2 + 1 − i cycles. 2
To solve the pancomponented 2-factorization problem for a complete graph on an even number, 2n, of vertices, we first remove a 1-factor, so that the vertex degrees are even and a 2-factorization is possible.
We construct 2-factors by using the Walecki 2-factorization of (K 2n − nK 2 ) which is a slight modification of the 2-factorization of (K 2n+1 ). Let the vertices of (K 2n ) be represented by the set (Z n−1 ×Z 2 )∪{0, ∞}. Then the first 2-factor, F 0 , is the cycle
This 2-factor, F 0 , is shown in Figure 8 The union of σ i (F 0 ) and σ i+1 (F 0 ) is isomorphic to the graph given in Figure 9 , which can be decomposed into two Hamiltonian 2-factors, H 1 and H 2 as shown graph of order 2n with a 1-factor removed, (K 2n − nK 2 ), can be decomposed into (n − 1)/2 edge disjoint graphs isomorphic to F 0 ∪ σ(F 0 ) if n is odd and (n − 2)/2 copies and a Hamiltonian 2-factor if n is even [11] . Applications of Lemma 5 will force each 2-factor produced to have two odd cycles and all the rest even. It is possible to produce 2-factors with only even cycles using a method from [11] but this method is slightly more restrictive on the number of cycles produced than the method used here. 
Lemma 10
The graph in Figure 9 can be decomposed into two 2-factors one with c cycles and the other with d cycles where Repeated application of Lemma 10 to the Walecki 2-factorization of (K 2n − nK 2 ) yields Theorem 11 For all n ≥ 1, there exists a pancomponented 2-factorization of
when n is even and of type
when n is odd.
PROOF. In the ith isomorphic copy of the graph in Figure 4 use Lemma 7 to form one 2-factor with i cycles and another with (n + 1)/2 − i cycles. 2 5 Solution for (K n,n ) and (K n,n − nK 2 )
The solution method for decomposing complete bipartite graphs, (K n,n ) is similar but slightly more general, to the methods used in sections 3 and 4. Let M i , i = 0, 1, . . . , n − 1 be a 1-factor of (K n,n ) consisting of all edges of type j 0 (j + i) 1 . Then
for i = 0, 2, . . . , (n − 2)/2 is a Hamiltonian decomposition of (K n,n ) when n is even and leaves a 1-factor when n is odd. The first two of these 2-factors are shown in Figure 11 . Similarly, let Figure 12 . The union of any two consecutive F i or any four consecutive M i can be decomposed into two graphs isomorphic to H 1 and H 2 respectively, which are Hamiltonian if n is odd and each contain two cycles otherwise. If n is even then the F i exhaust all the edges of (K n,n ). If n is odd then there will be a 1-factor remaining edge-disjoint from all the F i .
Lemma 12 Let l i ≥ 4, l i even for 1 ≤ i ≤ c, c i=1 l i = 2n and 1 ≤ c ≤ n/2 . In the graph in Figure 11, if a {l 1 , l 2 , . . . , l c }-factor is created from H 1 by applying Lemma 5 to c C 4 s of the form (i j ) 0 , (i j ) 1 , (i j + 1) 0 , (i j + 1) 1 where n-2 n-1 n n n-1 n-2 n-1 n n-2 n-2 n-1 n Fig. 11 . The first two Hamiltonian factors, F 0 and F 1 , in (K n,n ). n-2 n-1 n n-2 n-1 n n-2 n-1 n n-2 n-1 n 
and δ is as defined in Lemma 12.
PROOF. If c ≤ n/3 then let l 1 = · · · l c−1 = 6 and l c = 2n − 6c + 6. If c > n/3 then let l 1 = · · · = l n−2c = 6 and l n−2c+1 =]cdots = l c = 4. Then apply Lemma 12. 2
Repeated application of Lemma 13 to the Walecki 2-factorization of the complete bipartite graphs yields Theorem 14 For all n ≥ 1, there exists a pancomponented 2-factorization of
PROOF.
Case 1. n ≡ 0 mod 4.
If n ≡ 0 mod 4 then, in the 1st isomorphic copy of the graph in Figure 11 , use Lemma 13 to form a 2-factor with 2 cycles and another with n/2 cycles. In the 2nd copy of the graph from Figure 11 , form a 2-factor with 1 cycle and another with n/2 − 1 cycles. For i > 2, in the ith isomorphic copy of the graph in Figure 11 use Lemma 13 to form a 2-factor with i cycles and another with (n + 2)/2 − i.
Case 2. n ≡ 1 mod 4.
If n ≡ 1 mod 4 then, in the ith isomorphic copy of the graph in Figure 11 use Lemma 13 to form a 2-factor with i cycles and another with (n + 1)/2 − i.
When n ≡ 2 mod 8 we first form a 2-factor with n/2 cycles, M 0 ∪ M n/2 . The remaining 1-factors can be then grouped into (n − 2)/8 quadruples
, each isomorphic to the graph in Figure 11 . From the ith of these (n − 2)/4 copies, form a pair of 2-factors one with i cycles and the other with n/2 − i cycles.
Case 4. n ≡ 6 mod 8.
When n ≡ 6 mod 8, things are a bit more complicated. For (K 6,6 ) take the F 0 ∪ F 1 and decompose it into one 2-factor with three cycles and another Hamiltonian cycle using Lemma 13. The remaining 2-factor has two cycles.
Similarly as in n ≡ 2 mod 8, we first construct some special 2-factors, in this case three of them, such that it will be possible to group the remaining 1-factors into quadruples of consecutive M i that are isomorphic to the graph in Figure 11 . The union of M n−1 = M −1 and M 1 forms a 2-factor with two cycles.
To construct 2-factors with four cycles and n/2 cycles we use M 0 , M n/2−1 , M n/2 , and M n/2+1 . First we form F n/2 = M 0 ∪M n/2 and F 4 = M n/2−1 ∪M n/2+1 . While F n/2 consists already of n/2 C 4 s, F 4 actually has only two C n s. Hence we exchange the edges 1 0 (n/2 + 1)
This has replaced cycles 1 0 ,
and increased the number of cycles in F 4 by one.
Additionally we exchange the edges 3 0 (n/2 + 3) 1 , 3 1 (n/2 + 3) 0 , (n/2 + 2) 0 2 1 , (n/2 + 2) 1 2 0 from F n/2 with the edges 3 0 (n/2 + 2)
In F n/2 we have replaced cycles 3 0 , 3 1 , (n/2 + 3) 0 , (n/2 + 3) 1 and (n/2 + 2) 0 , (n/2 + 2) 1 , 2 0 , 2 1 by two other cycles 3 0 , 3 1 , (n/2 + 2) 0 , n/2 + 2) 1 and (n/2 + 3) 0 , (n/2 + 3) 1 , 2 0 , 2 1 . Now F 4 has four cycles as desired, namely 1 0 , (n/2 + 2) 1 , 2 0 , (n/2 + 1)
So far we have used 1-factors
, each isomorphic to the graph from Figure 11 . In the first copy use Lemma 13 to decompose it into one 2-factor with one cycle and another with n/2 − 1 cycles. In the second copy, use Lemma 13 to decompose it into one 2-factor with three cycles and another with n/2 − 2 cycles. For i ≥ 3 decompose the ith copy, using Lemma 13 into one 2-factor with i + 2 cycles and another with n/2 − i cycles. When n ≡ 3 mod 4, then use M −1 , M 0 and M 1 to form a 2-factor with (n+1)/4 cycles and the 1-factor to remove. The 2-factor will contain the (n − 3)/4 C 4 s (2i) 0 , (2i) 1 , (2i + 1) 0 , (2i + 1) 1 for 0 ≤ i < (n − 3)/4 and one cycle of length n + 3,
The 1-factor is composed of edges (2i+1) 0 (2i+2) 1 and (2i+1) 1 (2i+2) 0 for 0 ≤ i < (n−3)/4 and (i) 0 (i) 1 for (n−1)/2 ≤ i ≤ n−2.
The remaining M i can be grouped to (n − 3)/4 quadruples (M 4i−2 , M 4i−1 , M 4i , M 4i+1 ) for 1 ≤ i ≤ (n − 3)/4, each isomorphic to the graph in Figure 11 . Using Lemma 13, decompose the ith copy into one 2-factor with i cycles and another with (n + 1)/2 − i cycles. 2
Conclusion
We have addressed the problem of creating 2-factorizations with the number of cycles in each 2-factor as diverse as possible. When the graph is complete bipartite, possibly with a 1-factor removed, we have solved this completely, giving exactly one 2-factor with each possible number of cycles. When the graphs are complete on v vertices, possibly with a 1-factor removed, our solution constructs a maximum of (v + 2)/4 cycles whereas v/3 is theoretically possible. Our methods can only produce a small number of odd cycles. Methods that permit more odd cycles would be necessary in producing pancomponented 2-factorizations that admit more than (v + 2)/4 cycles in a 2-factor.
In previous factorization solutions 2-factorizations with with cyclic or 1-rotational automorphisms have been used successfully, but is insufficient to solve the pancomponented problem. The consideration of cyclically or 1-rotationally generated 1-factors is new to this article.
In the pancomponented problem it would be nice to be able to ask that the cycle sizes in each 2-factor be as equal as possible. Our solution can come close to this request, but often one cycle size remains that is unbalanced. Two papers by El-Zanati et al. have produced 2-factorizations of complete graphs of prime power order where the cycle size within each 2-factor is a fixed power of the prime and different 2-factors may have different numbers (and hence sizes) of cycles [6, 4] . A future direction of this research is to develop more methods that would allow for equitable cycle sizes in each 2-factor.
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