The performance of traditional mel-frequency cepstral coefficients (MFCC) 
Introduction
While most current speech recognizers get acceptable recognition accuracy for clean speech, their performance degrades sharply when they are subjected to noise which often exists in practical environments. The robustness of speech recognition system in noisy environments has not been effectively solved. Current robust speech recognition methods can be classified into four categories: robust speech feature extraction, speech enhancement for improved recognition, model-based compensation for noise and model-based feature enhancement [1] . In speech recognition systems, feature extraction and recognition are two important modules. The primary objective of feature extraction is to find robust and discriminative features in the acoustic data [2, 3] . Capturing the vocal tract transfer function from the speech signal is a key requirement for robust speech recognition, and the vocal tract transfer function is mainly encoded in the short-term spectral envelope [4] [5] [6] . Therefore, extracting spectral estimation accurately is crucial for robust speech recognition.
Spectral estimation plays a major role in signal processing. Speech spectrum estimation method can be divided into parametric and nonparametric. The nonparametric method is based on the concept of bandpass filtering. The parametric method assumes a model for data, and the spectral estimation then becomes a problem of estimating the parameters in the assumed model. If the model does not fit the data, the parametric model performance will degrade, and lead to a biased estimation.
The FFT spectrum, MVDR spectrum and Hilbert spectrum all belong to nonparametric spectrum estimation method. Nonparametric spectrum estimation method makes no difference to model itself, and is irrelevant to data.
In the current systems, mel-frequency cepstral coefficients (MFCC) are widely used. Speech short spectrum estimation is the key step of MFCC computing. These coefficients result from the discrete cosine transform of the filter-bank energies computed in the mel-scaled sub-bands. The bank of filters is implemented with the windowed periodogram method using the FFT. As a classic nonparametric spectrum estimation method, the Fast Fourier Transform (FFT) is based on periodogram method.
Using this method will lead to a large bias or variance in estimates which is caused by the leakage of power [4] . FFT-based spectrum estimation has low resolution, so the anti-noise performance of MFCC is very poor, and speech recognition rate in noisy environments reduces greatly.
One of the most well-known nonparametric spectral estimation algorithms is the Minimum variance distortionless response (MVDR) spectrum approach, which is also known as Capon spectrum. This method is widely used in the beamforming literature, and is the earliest applied to speech signal processing by Mrthi [7] . MVDR spectrum solves the lack of linear prediction(LP) model, and is a high resolution spectral envelope estimation method. Many researchers are in-depth study of this method [1, 2, 4, 6] , which is applied to robust speech recognition feature extraction. Using this method, speech recognition performance increases with high complexity.
Tranditional MFCC, conveys the signal's short-term spectral properties only, omitting important temporal behavior information [8] . It is shown that a combination of spectral and temporal information is important for human perception of phonemes. Hilbert transform can effectively preserve the temporal characteristics of the speech signal, and the Hilbert spectrum can get the instantaneous amplitude and instantanous phase of the speech signal [9] . Becouse of these advantages, Hilbert transform was studied by many researchers. In Ref. [10] , Jian-wei YANG applied Hilbert transform to bearing fault feature extraction, to exactly provide the energy distribution of the signal. In Ref. [11] , Hilbert-Huang Transform (HHT) was introduced to analysis nystagmus signals. In Ref. [12] , Michael applied Hilbert transform to mechanical vibration, to analyse non-stationary vibration signals. In Ref. [13, 14] , Hilbert transform is applied to speech enhancement to effectively estimate the noise levels. By introducing the Hilbert transform to MFCC feature extraction process, this paper proposed a new acoustic front-end method based on the Hilbert spetrum estimation -MHCC(Hilbert-MFCC) feature extraction method for speech. MHCC feature extraction method retains the speech signal short-term spectral properties and temporal information, so that while features are affected by noise, it still retain good robustness. In low SNR, detecting the instantaneous frequency, intantaneous amplitude and phase characteristics for speech signal, extracting accurately speech signal parameters and getting more discriminant rate feature, are the advantages of MHCC. The MHCC (Hilbert-MFCC) feature extraction method has higher speech recognition rate with less algorithm complexity.
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Spectrum estimation
Spectral estimation is a very important topic in signal processing. Spectral envelope estimation can be captured after sampling spectrum.
MFCCs are computed by applying a Mel-scaled filterbank to the short-term FFT magnitude spectrum to obtain a perceptually meaningful smoothed gross spectrum. FFT-based MFCCs have a limited ability to remove undesired harmonic structure, especially for high pitched speech, and have also been shown to be less effective for stressed speech recognition [15] . Actually, it has been observed that, for high-pitched voiced speech, the formant frequencies are biased towards strong pitch harmonics and their bandwidths are therefore misestimated.
Minimum variance distortionless response (MVDR) spectrum philosophy
The goal for MVDR spectral estimation is to determine the power content of a signal at the frequency of interest without being influenced by the energy present at other frequencies [16] .
However, actually an ideal filter does not exist; the MVDR spectrum can be computed directly from the LP coefficients. At frequency ω l , the signal power is computed by filtering the signal with a special FIR filter, h l (n). The output power of the filter h l (n) subjects to the constraint that its frequency response at the frequency of interest ω l , has unity gain, namely
This constraint, called the distortionless constraint, certifies passing the components of the input signal with the frequency of interest without any distortion through the filter. Which the M is the order of FIR filter, h l (n). The filter can be designed to minimize its output power subjected to the constraint.
The MVDR spectrum at all frequencies of interest may seem a rather costly operation because it requires a special filter designed for each frequency. Ref. [17, 18] gave its fast calculation process:
First, the LP coefficients a k and prediction error variance P e are computed, Second, the MVDR parameters μ(k)s are computed,
Third, the Mth order MVDR spectrum is computed,
The MVDR spectrum can be easily obtained by a non-iterative computation proposed. The parameters, μ(k)s, are computed from the LP coefficients a k . The bigger M is, the higher resolution is.
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Hilbert spectrum philosophy
Speech signal is a typical non-stationary random signal. In a short time, the speech signal can be seen as smooth, so speech signal can be analyzed as the short-term speech signal. Traditionally, acoustic features for automatic speech recognition(ASR) systems are extracted by applying bark or mel scale integrators on power spectral estimates in short analysis windows (10-30ms) of the speech signal [19] . In 1998, Huang proposed Hilbert spectrum which was suitable non-linear, non-stationary random signal analysis and processing. In Ref. [20] , one-dimensional (1D) Hilbert transform had been extended into fractional Fourier transform domain. The proposed method was applied Hilbert transform spectrum to speech feature extraction. MHCC feature which retains short-term spectrum, instantaneous amplitude, and instantaneous frequency characteristics, is more discriminated.
Therefore, it can improve the robustness of speech recognition and the recognition rate.
Speech signal s(t), after enframing, pre-emphasis, windowing, and FFT transforming, becomes c(t).
The Hilbert transform of c(t) is referred as b(t),
Which are analytic signal, z(t), 
Where the instantaneous amplitude of c(t), |z(t)| is the signal Hilbert spectrum envelope, θ(t) is instantaneous phase,
And instantaneous frequency is f(t),
The comparison of the Hilbert spectral envelope and the MVDR spectral envelope for a certain speech frame is shown in Figure 1 . After enframing, a speech spectrum with an 8KHZ pitch is modeled. In figure 1 , the solid line is speech signal short-time spectrum, the red long-dashed line is Hilbert spectrum envelope, and the black short-dashed line is MVDR spectrum envelope with order M=80. It can be seen from the figure   1 , that Hilbert spectrum envelope has the same high resolution with the MVDR spectrum envelope.
Robust Speech
Particularly, extreme in the waveform, the Hilbert spectrum envelope has more accurate estimates.
Robust Speech feature extraction
Signal after Fast Fourier transform (FFT) and taking the logarithm, then taking inverse FFT (IFFT), obtains cpestral. Cepstral carries a lot of information for speech, and is an effective speech characteristic widely used in robust speech recognition. In addition, it is widely accepted that incorporating perceptual information in the feature extraction process can effectively improve the speech recognition system performance. Mel filter bank gives full consideration to human ear perception feature, and MFCC, MVDR-MFCC, MHCC are all through mel filter bank to ensure the recognition performance. Next we have introduced the process of the three feature extractions.
MFCC
Classical MFCC feature extraction is based on FFT spectrum, MFCC front-end feature extraction process is shown in Figure 2 .
Signal feature is extracted after the discrete cosine transform to reduce dimension. The 12-order MFCC coefficients and log energy with their first, second-order differential signal consists of 39-dimensional feature values. 
MVDR-MFCC
MVDR
Computational Considerations
The analysis of complexity is an important measure of real-time speech recognition system. The measure of the computational complexity is mainly the calculation of each frame number statistics. In this paper, three feature extraction processes, namely MFCC, MVDR-MFCC and MHCC, contrast the number of operations. Sampling rate of speech feature extraction is 8KHZ, windowed samples are 240 points (about 30ms), FFT samples are 256 points and its computational comparison are shown in Table 1 .
Robust As can be seen from Table 1 , MVDR-MFCC requires more operations than MFCC due to the complexity of the algorithm, and MVDR-MFCC computation is very high. The MHCC computational relative increases slightly to MFCC computational, but still belongs to an order of magnitude.
Experimental evaluation
The commonly used evaluation indicators of speech recognition system are recognition rate, robustness, computational complexity, and speech data. Properties of speech recognition systems can be considered in two main categories: first, is the algorithm of the acoustic front-end, which is discussed in section 4; second, is tied to the properties of the front-end, such as robustness to noise.
To evaluate the proposed method of feature extraction performance, we used the Aurora 2.0 database, used Matlab extracting feature, and recognition tool was HTK 3.3.
Corpus is selected from the Aurora 2.0, the source of which is the TIdigits, consisting of connected digits task spoken by American English talkers. There are 8 different real-world noises over a range of SNRs (signal to ratios). As the training set, we used clean training and ran all the recognition tests on set A and set B at different SNR values. Set A is consists of four different noise conditions, including subway, babble, car and exhibition. Set B is also consists of four different noise conditions, including restaurant, street, airport and train. 6 kinds of SNRs are following, 20db, 15db, 10db, 5db, 0db, -5db. For experiment in this paper, there is 100 adult male and 100 adult female in the training set and there is 40 adult male and 40 adult female in the test set. The selected acoustic data is consist of oh, zero, one, two, three, four, five, six, seven, eight, nine.
Training and recognition were made with a hidden Markov model based system (HTK), using 5 state digit models. The transition matrix for this model had 5 rows and 5 columns. The acoustic models are decision-tree state-clustered HMMs to model state-durations.
Speech sampling rate is 8KHZ, frame length is 240 points (about 30ms), and frame shift is 80
points. Speech signal windowed using a Hamming window. Each frame was represented by a vector consisting of 39-dimensional feature values which contains 12-order cepstral features and log energy, and their first and second order derivatives.
The recognition results of three features are shown in Figure 5 . Figure 5 shows that MHCC recognition rate in a variety of noisy environments has been improved to varying degrees. In low SNRs, which contains 0db and -5db, speech recognition rate of the MHCC feature extraction improve evidently.
In figure 5 (a), compared with traditional MFCC, MHCC feature recognition rate is obvious improved, reaching 19%. Not only in clean environment, MHCC recognition rate increases slightly, but also in low SNR environments, such as 0db and -5db, MHCC recognition rate increases 10% to Figure 6 . Comparison of average recognition rate Figure 6 shows that the MHCC proposed feature extraction method's recognition performance which is in different noise environments, has greatly improved. In table 3, we can see that MHCC recognition performance is obviously better than the other features.
Conclusion
This paper presented a new robust feature extraction method---MHCC (Hilbert-MFCC) feature extraction method. Firstly, the Hilbert spectrum envelope of speech signal which is extracted by Robust Speech Feature Extraction Using the Hilbert Transform Spectrum Estimation Method Huan Zhao, He Liu, Kai Zhao, Yong Yang introducing the Hilbert transform method to classical MFCC preserves both the speech short-time spectrum and transient feature of speech; secondly, the spectrum envelope of signal through mel-filter banks, gives full consideration to the human ear perceptive information; lastly, the discrimination and anti-noise of MHCC feature is better. By analyzing the computational and the recognition performance, MHCC is superior to the MFCC. Compared with traditional MFCC and classical MVDR-MFCC, the proposed method has better efficiency and robustness.
