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ABSTRACT 
suppose X1, x2,··· are independent, identically distributed complex-valued 
L 2 random variables with EX1 = 0 and E ( IX1 12 ) = l. Let 
Fourier coefficient of x1 ,···,Xn: 
n 2rT Ff k" 
Y = ~ X. exp( "~ J) • 
nk j=l J n 
th be the k 
_ }r 
Let un be the empirical distribution of {n 2 Y
0
k: k = l,•••,n}. Then 
u converges to the distribution of U + iV, where U and V are independent 
n 
normal variables with mean O and variance t. This theorem is derived 
from a similar result for the Fourier coefficients of random permutations 
of the coordinates of n z , where n z is a vector with n coordinates such that 
n -\ 
maxk !z kl= o(n ), as n ~ =· 
I. Introduction 
Suppose x n is a vector in C , where C is the complex plane. That is, x 
has n coordinates, each a complex number. The empirical distribution of x is 
the probability measure on C which places mass n-l on each coordinate of x; 
it will be denoted by ~· The discrete Fourier transform x is the 
vector in en whose coordinates are given b~ 
n 
ik = ~ x. exp(2JT J7f, kj ) , 1 s: k s: n. 
j=l J n 
The coordinates of x are the Fourier coefficients of x. 
Now suppose x1 ,···,Xn are independent complex-valued random 
variables with a common 12-distribution and suppose X is an observa-
tion on (x1 ,···,Xn). It seems to be a well-known fact, at least in 
the case that the X. 's are real valued, that normal probability plots 
l. 
of the real and imaginary parts of the coordinates of 
,.. 
X tend to be 
close to linear. This phenomenon is discussed, for example, in Brillinger 
(1975, pp. 95-97) and Mallows (1969), and it is illustrated by some 
examples in the appendix to this paper. 
If X ··· X have either real or complex normal distributions, 1' 'n 
there is a simple explanation for this phenomenon. (Recall that 
I 
I 
z = X + iY has a complex normal distribution if X and Y a re independent 
I 
real-valued normal variables with the same variance.} In 
h 1 h f . [ n- l ] . ff. . f ( X ) t e rea case, t e 1.rst 2 Fourier coe 1.c1.ents o x1 ,···, n are 
independent identically distributed complex normal variables, and 
and X . are conjugate for ls: is: [n2-
1 J.· In the complex case, the 
n-1. 
first n-1 Fourier coefficients have independent, identical complex normal 
• 
distributions. Thus in both cases, if x is an observation on (x1,···,X0 ) for n , 
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i 
reasonably large, the empirical distribution of x should be close to 
complex normal. Consequently, normal probability plots of the coor-
dinates of Rex and Im x should be close to linear. 
If the distribution of the X. 'sis not normal, the situation is 
i 
not so simple. There are theorems which establish the asymptotic 
joint normality of a fixed finite number of the Fourier coefficients 
of (x1 ,···,Xn): see, for example, Brillinger (1975, Theorem 4.4.1). 
However, these theorems do not by themselves prove that the empirical 
distribution of all the Fourier coefficients will converge to a normal 
distribution. That seems to depend on the joint distribution of all 
n Fourier coefficients, which is hard to estimate. The purpose of 
this paper is to provide a rigorous mathematical proof for the asymptotic 
normality of the empirical distribution of the Fourier coefficients. 
This is the content of Theorem·2 below. We prove this theorem without 
characterizing the asymptotic joint distribution of all n Fourier 
coefficients. 
Theorem 2 is a consequence of Theorem 1. Suppose z is a vector 
with complex coordinates, none of which has a particularly large modulus 
relative to the others. Consider all possible permutations of the 
coordinates of z. For each permutation, calculate the discrete 
Fourier transform. Theorem 1 shows that for most permutations, the 
empirical distribution of the Fourier coefficients will be close to 
complex normal. Theorem l applies in particular, of course, to the case 
in which z has only real coordinates. 
A consequence of Theorems 1 and 2, pointed out in Theorem 3, is 
that the empirical distribution of the periodogram for data of the sort 
- 3 -
considered in the theorems should be close to exponential. This 
phenomenon has been observed empirically by Brillinger (1975, Figure 5. 5., 
p. 127). 
We want to thank Christopher Bingham and David Brillinger for 
several helpful discussions. Bingham suggested the problem to us. 
Weisberg helped prepare the plots appearing in the appendix. 
Sandy 
! 
2. Preliminaries 
Let c
0 
be the set of continuous real-valued functions on C 
with compact support. Give C
0 
the sup norm ( denoted ll II), and let 
be a dense countable subset of C • 
0 
Let M denote the 
space of probability measures on c. Metrize M as follows: for 
\Ji, \J in M 
n 
d( µ, ") = E 
i=l 
IJ£idu - Jfid\JI 
21 ll£ill 
d induces the weak topology on M, but I M is not complete with respect 
to d. Let ~ denote the a-field on M generated by the weak open 
sets. The space of probabilities on Ck may be given the weak topology! 
I in a similar way. : 
I 
I 
I A random measure on C is a measurable map from some probability space 
into (M,~). If µ is a random measure on (O,J,P), and f a bounded 
Borel function on c, then Jfdµ is a random variable on (O,~,P). The 
set function Eµ is given by Eu,(A) = Ju.(A)dP, for A a Borel subset of 
c. Thus, E\.1- is an element of M. 
suppose µ is a random measure satisfying P(µ = m) = 1 for some 
min M. Then µ is a constant measure, and the random measure µ will 
sometimes be identified with its value m. Lemma 1 provides a criterion 
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~ 
for convergence in probability of a sequence of random measures to a 
constant measure; its easy proof is omitted. 
Lemma 1: Suppose u1,~,··· are random measures on (O,~,P), and 
m is an element of M. suppose for each f in C 
0 
i) EJfdun~ Jfdm 
ii) Var( rfdu ) ~ 0. 
., n 
Then ~ converges in probability to m: that is, P(d(u ,m) > e] ~ O n 
as n-+ co for each 
€ > o. 
Lemma 2: Suppose m is an element of M. Let 2 m be the product 
of m with itself, a probability on c2 • Let (Xnk} be an array of 
complex-valued random variables, with n= 1 , 2 , • · · , and k = l,···,k. 
n 
Let mnkt be the joint distribution of Xnk 
following conditions are satisfied: 
and Suppose the 
For each 
so that 
Proof: 
i) 
ii) 
k .... 00 as n ~ o:, ; 
n 
as n ~ 00, uniformly in pairs (k,t), 
except for indices nkt in an exceptional set E, 
with :/I: f (k, .e,): nkt in E} 
k2 
n 
--+ 0 as n..,. co 
n, let ~ be the empirical distribution of (X01 ,···,Xnk ), 
n 
~ is a random measure. Then ~n converges in probability to 
For f in C , 
0 
k 
n 
ffd~ = (k )-1 E f(Xnk), 
n k=l 
kn 
EffdUn = -1 J so (k ) Z: fdmnk, 
n k=l 
where is the distribution of Now (ii) implies that mnk ~ m 
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m. 
as n ~ = uniformly in k, except for a set of k's with limiting 
density O. Together with (i), this implies that 
Next, 
E_f fd ~ -> Jf dm. 
2 
E( ffdl-!n) 
" 
-2 J 2 
= (k ) [ I: f(x)f(y) mnk 11 (dxdy) +~ff dm 11 ] 
n k#= i )(/ i, n.1:1 
so var(ffd~
0
) = T1(n) + T2(n), where 
T1(n) = (k0 )-
2k1~Jf(x)f(y)mnkt(dxdy) - J£dmrucJfdm0 t) 
and 
k 
-2 n 2 2 
T2(n) = (k0 ) k~1
[Jf dmnk - (ffdmnk) ]. 
But T
2
(n) is bounded by k
0
-
1ll£lf, which converges to O by (i). 
Furthermore, T1(n) converges to O by (ii). 'lllus, Lemma 1 implies 
that ~ converges to m in probability. D 
Lemma 3: Suppose Xnk and Ynk are real-valued random variables, 
for n = 1,2,···, and k = l,···,k, where k -. ~ as n ~ =- Suppose 
n n 
that for each four-tuple of real numbers A1,···,A 4, the distribution 
2 2 
of Al Xnk +A. 2 Ynk +A 3 X0 i, +A 4 Y0 i converges to N(O, %(A 1 + ···+A 4)) 
as n-) ~, uniformly in pairs (k,i,), except for indices nki, in an 
. l . h :#, f(k • .t): nk.t in E1 O exceptiona set ~ wit ~ .,. as n-> ~. Set 
k 
n 
Znk = Xnk + j=I"Ynk, and let~ be the empirical distribution of 
(z01 ,···,Znk ). Then ~n converges in probability to the standard 
n 
complex normal distribution (that is, the distribution of z = U + iV 
where U and V are independent real-valued normal variables with mean 0 
and variance \). 
- 6 -
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Proof: Let Y be the distribution of four independent normal random 
variables, each with mean O and variance~- Let ynk£ denote the 
distribution of the random vector (Xnk, Ynk, X , Y ), for n = 1,2,···, 
n.t n.t 
and k,.t = l,···,k. Now, for all indices nkt not in E, order the dis-
n 
tributions to form a single sequence p, r = 1, 2, ···, in such 
r 
a way that if Ynk.t corresponds to pj and Ystv corresponds to pk, 
then n > s implies j > k. Clearly, the characteristic function of p 
r 
converges pointwise to the characteristic function of Y· Thus, if g is 
a metric on probabilities on R4 inducing the topology of weak convergence, 
then g(pr,y) ~ 0. But because of the ordering of the seouence (Pr}' 
this implies that g(ynk.t'y), 0 as n-+ m uniformly in pairs (k,.t) 
with nki, not in E • 
Now let mnki, denote the distribution of (znk,Zn.e,) for n = 1,2,•••, 
k,i, = l,···,k. Let m denote the standard complex normal distribution. 
n 
mnk.t is of course determined by Vnkt' and so mnki, converges to 2 m 
as n ~~uniformly in pairs (k,t) with nk.t not in E. By Lemma 2, then, 
~n converges in probability to m. O 
Suppose x is a vector with n coordinates. Each permutation 
won (l,···,n} yields a new vector x 
,i, with coordinates (x'). = x (") ,i, 1. $ 1. • 
In the statement of the next lemma, <I> denotes the distribution function 
of a real-valued normal variable with mean O and variance 1. 
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Lemma 4: Suppose x, Y., a, and b are vectors in Rn satisfying: 
i) 
ii) 
n 
~x. 
j=l J 
n 
n n n 
=iJy. =6a. =I:b. = O 
j=l J j=l J j=l J 
~ (x~ + y~) = n, 
j=l J J 
n n 
I: a~ = ~ b~ = n, and 
j=l J j=l J 
n 
~ a.b. = O. 
j=l J J 
Set V = max (la. I, jb .· j: 1 ~ j ~ n } 
J J 
and U = max { Ix j I , I y j I : 1 ::; a ~ n}. 
Let p be a random permutation on (l,···,n} taking on any particular petrmutation 
with probability 1/n!. Set W = n -.\ ('~ (x (.)a. + y 1 • )b.) ]. If F isl the j=l p J J p\J J ' 
distribution function of W then 
sup I F(x) - <t>(x) I ~ 48 n·\ V U + h(n), 
xeR 
where h does not depend on x , y , a , or b , and h( n) ~ O as n ~ co. 
Proof: This lemma can be derived by straightforward calculations from 
Corollary 3. 2 of Ho and Chen ( 1978). D 
3. Theorems 
The main result of this section is Theorem 1, which asserts that 
for vectors z in en, the empirical diatribution of the Fourier 
coefficients of z$ is close to complex normal, for most permutations t• 
For each integer n, let zn 
·permutation of (1, ••• , n}, 
n -~ n n 1/ n ! • Let ~ = n Z: z ( . ) 
j=l p J 
bution of (zn1, ••• , zn). n . 
= ( z~, ••• , z:) __ be a vector in en. Let p be a random 
taking on an~ particular permutation with pjobability 
(2TTE[kJ) Le b h · · 1 a· -I 1 e~p ~ • t IJ.n et e empirica i~tr -
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Theorem 1: Suppose the sequence (zJ satisfies: 
n 
i) ~Zn 
k=l k 
n 2 
= 0 and L I z: I = n 
k=l 
ii) tnaX ! z:r = 0 (n-\) as n -)CO. 
lsks:n 
Then ~ converges in probability to the standard complex normal 
distribution. 
Proof: The idea of the proof is to use Lemma 3 with Xnk = Re(z: ), 
Ynk = Im(zn ) and k = n. The exceptional set E consists of all k n 
indices nkt such that either, 
a) k = n or t = n 
b) k = n - t or 
c) k = i,. 
h #((k,t): nk.t in E} .... 4n _. 0 T en 2 ;;::, 2 
n n 
as n .. CX)o 
2 2 2 Fix the rea 1 numbers A 1, • • • , A 4, and set :\ = :\ 1 + • · • + A 4 
Fix k and t between 1 and n, with nk.J not in E. For the rest of the 
prooi, for notational asnvenience, drop the superscript 
Let z = x + iy. Then 
n from n z • 
A l Xnk + A 2 y nk + A 3Xni, + 11. 4 y n e = 
n-\ i (x ( ·) [A
1
cos(2Tl'kj) + A
2
sin 2Tfkj + A3cos2JTtj + A4sin 2Tfi,j ]) j=l p J n n n . n 
-\ n 2TTkj 2TTkj 2TT .e · 2TT . 
+ n ~y (.) [ -;\ 1 sin -- + }.. 2cos - A3sin(~) + )i. 4cos( ~)]. j=l p J n n n n 
So, 
_ A 2 1z -\ n 
>..lXnk + >..2Ynk +"int+ >..4YnJ, - (2) n j~/xp(j) aj + yp(j) bj), 
where for l s: j s: n, 
aj = (~fl.;[).1cos(~j) + i- 2sin(~j) + 1.. 3cos(~.tj) + 1.. 4sin(~J.j)] 
and bJ. = ( 2A
2)-~[-x
1
sin(2frkj) + x
2
cos(2JTkj) - }..Jsin(2TT.t,j) + )_ 4cos(
2TTJ,j) ]. 
n n .; ·n n 
Note that x, y, a , and b satisfy the conditions of Lemma 4, and 
2 
~up( fa. I, lb. I) s: (~ f\ jxif + IA 2 1 + IA3 1 + IA4f) s ~ 
~Jsn J J 
- 9 -
Thus, if F is the distribution of 
Lennna 4 allows us to conclude 
sup jF(x) - <I> ( x) I :s:: 96,ft ( n-~ max jz~ I) + h( n) 
x~R 1$.k.~n 
The right hand side tends to O as n ~ m by condition ii) and does 
not depend on k and t. Thus the distribution function of 
A 1 Xnk + A2Ynk + A 3xnt + A 4Ynt converges uniformly as n ~ m to 
the distribution function of a real-valued normal variable with mean 
2 
0 and variance ~, and this convergence is uniform for pairs (k,t) 
with nk£ not in E. This implies that the distribution of 
l 11. 1Xnk + 11. 2Ynk + A3Xn£ + x4Yn,e converges to N(O, 2 ) as n :+ ex,, uniformly 
in pairs (k,£) with nk,e not in E. Now apply Lemma 3 to conclude 
that JJrn converges in probability to the standard complex normal 
distribution. D 
The following corollary will be used to prove theorem 2. 
corollary i· Suppose the sequence zn satisfies: 
n 
i) ~ z~ = o(n) 
k=l 
as n -+ = 
n 2 
and ~ ·I z: I = n + o ( n) 
'k=l 
ii) max lz~ I= o(n-\) as n ~ m. 
l~k:s::n 
Let IJ,n correspsnd to zn as in Theorem l. Then J.1n aonverges i:m. piri;>bability 
to the standard complex normal distribution. 
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.a 
n 2 n 2 
a = 1/n I; z~ Proof: Let and s = 1/n ~ I~ - a I . 
n h=l n h=l n 
(z1:1 
Then a ..I> 0 and s ~ 1 as n ...i, co. Apply Theorem 1 to - a ) D :L n . 
n n s 
n 
Theorem 2: Suppose x1 , x2 , ··· are independent identically dis-
tributed complex-valued random variables with E(X1) = 0 and Ejx1 1
2 
= 1. 
For each n, let X be the discrete Fourier transform of (x1,···,X ), n n 
and let µ be the empirical distribution of n-\ X. Thenµ converges 
n n n 
in probability to the standard complex normal distribution. 
Proof: Suppose x1 , x2,··· are defined on the probability triple (0, d, P ). 
Let the triple (n', ~', P ') support a sequence Ql' p2 , •• • independent of 
(x1 , x2 , ···),where Pn is a random permutation of (1, •••, n} taking on 
each permutation with probability 1/nr. A typical point of o' will be 
denoted w '. 
Now consider (0 x Q_', 3t X ;J', P x P'). On this product space, let 
Y (w,w') be the discrete Fourier transform. of 
n 
xon(w',l) (w), ···, x?n(w',n) (w). 
Let v (w,w ') be the empirical distribution- of n-\ Y (w,w '). Fix e > O. 
n n 
Let m be the standard complex normal distribution. Let 
Zn ( w) = P ' ( w ': d ( "n ( w, w ') , m) > e} • 
Now, for almost all w, 
and 
x1 (w) + 
2 
x1 (w) + •.. 
+ Xn(w) = o(n) 
+ X2 (w) = n + o(n) 
n 
~~n IXit(w) I = o(n-"I). 
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The corollary to theorem 1 implies that zn(w) ~ 0 for almost all 
W• By Fubini and dominated convergence, 
(P x P') (d("n'm) > e} = E(Zn) ~ O. 
Thus 
"n 
converges in probability to the standard complex normal distri-
but ion. Finally, note that the law of Un coincides with the law of 'Jn • C 
For a vector z in n C ' A d h k
th 
• ff• • lat zk enote t e Faun.er coe icient. 
The k th/ periodogram ordinate is defined by 
... 2 
I(k) =(1/n)lzk I . 
Under the conditions of Theorem 1 or Theorem 2, the empirical dis-
tribution of -~ ,. n z is approximately standard complex normal: that 
is, the real and imaginary parts of the distribution are approximately 
independent N(O, \). Thus, if each mass point is squared and the 
moduli of the corresponding real and imaginary parts are summed, 
the resulting empirical distribution is approximately exponential with 
parameter 1. Formally: 
Theorem 3: Under the conditions of Theorem 1 or Theorem 2, the 
empirical distribution of the periodogram ordinates converges in 
probability to an exponential distribution with parameter 1. 
This theorem provides an explanation for the linearity of the 
~-probability plot of 500 periodogram ordinates noted by Brillinger 
( 197 5 , p • 127) • 
-12-
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4. Notes and Questions 
1) Consider then x n matrix F with entries Fjk = 
in en, n-~ 9 = Fy. 
-\ (2rr~kj) n exp ------. 
n 
F is a unitary matrix, and for y The ques-
tions considered in this paper about the coordinates of Fy may 
be raised with arbitrary unitary matrices H, and in fact the theorems 
of section 3 generalize immediately with the Fourier transformation 
replaced by arbitrary unitary transformation. That is, suppose for 
each n, Rn is an n x n unitary matrix, with max. . (Hni · 1 s en-\ 
l.' J J 
where c is a constant which does not depend on n. For a triangular 
array Xnk, n ~ 1, 1 s ks n, consider y = JnHn x • 
n n 
theorems of section 3 hold if X 
n 
is replaced by y • 
n 
Then the 
Thus, 
broadly speaking, unitary transformations take arbitrary vectors 
into vectors with approximately normal empirical distribution. 
Some other aspects of this "normality-inducing" behavior of unitary 
transformations have been considered by Mallows (1969). 
2) In the setting of Theorem 3, do the empirical distributions 
Un converge almost surely? We have not been able to settle this 
question yet. Another related question of some statistical interest is 
to determine the distribution~of the largest Fourier coefficient. Gersho, 
Gopinath and Odlyzko (1978), building on theoretical work of 
Halasz(l973), have shown that if x1,···,Xn are independent with 
the same 16-distribution and Var(X.) = 1, the.maximum Fourier 
l. 
coefficient is with high probability close to Jnlogn. can this 
result be extended to more general 12-distributions? 
- 13 -
3) Suppose x1, x2 , are independent complex-valued random variables 
with a commoµ distribution, but 
any sequence c, such that if 
n 
2 EX1 =co. In this case, is there 
\J.n is the empirical distribution of 
(en Ynk: h = l,···,n}, where 
verges to some distribution? 
n 2IT'lk· Y = 'EX .exp( "C J), then µ, con-
nk j=l J n n 
If the X's have the distribution of a symmetric stable law of order 
p, o < p < 2, then such ~ cannot converge to a constant measure. 
However, if -1/p c = n , we can show 
n 
that the corresponding con-
verge to a random measure, and plan to discuss this in a future paper. 
- 14 -
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Appendix 
7~is appendix presents some rankit plots to illustrate the results of 
Theorem 2. In each plot, the expected values of the order statistics from 
an appropriate-sized .normal sample are plotted along the x-axis, while 
various data or Fourier coefficients are plotted along the y-axis. 
Figure 1 - Normal data: A pseudorandom sample of 1000 observations from 
the standard normal distribution was generated. Figure la) is a rankit 
plot of the original data while Figures lb) and le) are rank.it plots of the 
real and imaginary parts ~espectively of the second through 499th Fourier 
coefficients of the data. Of course, all three of these plots are linear. 
They are included for comparison with the next three examples. 
Figure 2 - Exponential D.ata: The arrangement is the same as Figure 1, but 
here the pseudorandom sample of size 1000 is from an exponential distri-
bution with parameter 1. 
Figure 3 - Uniform Data: Again, the arrangement is the same as Figure 1, 
but the data is a pseudorandom sample of size 1000 from a uniform distri-
bution on (0,1]. 
Figure 4 - Cauchy Data: Here the data is a pseudorandom sample of size 1000 
from a Cauchy distribution. The situation is quite different from the L2 
distributions illustrated in the preceding three figures. Different Cauchy 
samples lead to differently shaped plots of the Fourier coefficients, but 
the s-shape which appears in Figures 4b) and 4c) is common. It indica~es 
a short-tailed empirical distribution, and is probably accounted for by the 
fact that the Cauchy sample has one dominating extreme point, so that the 
Fourier transform is essentially a cosine wave. 
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Figure la-): Y-axis: Pseudorandom normal sample of size 1000 
X-axis: Ranltits 
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Fig.qre lb): Y-axis: Real parts of second through ~99th Fourier 
coefficients of data plotted in la). 
X-axis: Rankits 
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Figure le): Y-axis: 
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Imaginary parts of second through 499th 
Fourier coefficients of data plotted in la). 
X-axis: Rankits · 
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Figure 2a): Y-axis: Pseudorandom sample of size 1000 from an 
exponential distribution with parameter·l. 
X-axis: Rankits 
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Figure 2b): 
O 0 
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Y-axis: Real parts of second through 499th Fourier 
coefficients of data plotted in 2a). 
X-axis: Rankits 
Note: Since the variance of an exponential (1) variate is 1, the 
normalization required by Th~orem 2 for the coefficients would 
be to divide each of them by ffe =23.6 to obtain ~n 
approximately standard normal empirical distribution. 
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Fi,a11re 2c): Y-axis: Imaginary parts of second· thi;-ough 499th 
Fourier coefficients of data plotted in 2a). 
x-axis: Rankits 
(see Note on Figure 2b)). 
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Figure 3b): Y-axis: Real parts of second through 499th Fourier 
coefficients of data plotted in 3a). 
x-axis: Rankits 
Note: Since the variance of a U[O,l] variate is 1/12, the 
normalization required by Theorem 2 for coefficients 
would be to divide each of them by~-= 6.45. 
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Imaginary parts of second through 499th 
Fourier coefficients of data plotted ~n 3a). 
x-axis: Rankits 
(See Note on Figure 3b)). 
i 
· 1800 
0 
0 /' 0 
,;Po 
0 
-1eee ;; 
;-· 
-2eee 
0 
-3000 
-4 -3 -2 -1 0 1 2 3 4 
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