ABSTRACT Two-component Poisson mixture regression is typically used to model heterogeneous count outcomes that arise from two underlying sub-populations. Furthermore, a random component can be incorporated into the linear predictor to account for the clustering data structure.
Introduction
The analysis of count data that are overdispersed relative to the Poisson distribution (i.e., variance > mean) has been paid much attention. It is well known that application of the standard Poisson model may result in misleading inferences. Alternative methods of analysis have been proposed to deal with the overdispersion problem. Finite mixture models are appropriate when the extra variability comes from the unobserved heterogeneity of the population, which composes of two or more subgroups mixed in various proportions [1, 2] . In particular, Poisson mixture regression can be fitted to such overdispersed count data in the presence of covariate information. The methodology of Poisson mixture regression, including properties of estimators, adequacy of fit, and model selection procedure, have been extensively investigated in the literature [3] .
In the manner of generalized linear mixed models (GLMM) [4] , when the count outcomes are clustered or represent repeated measurements, random effects can be incorporated within the regression model to account for the inherent correlation between observations. Typically, fixed effect parameters and variance component estimation can be implemented using numerical procedures to compute restricted maximum likelihood estimates [5] . Recently, Chan et al. [6] proposed a Monte Carlo approximation method to achieve maximum likelihood estimation in GLMM. A two-component Poisson mixture regression model was developed for analysing maternity length of hospital stay, where random effects were included in the linear predictor of both mixture components to accommodate the hierarchical nesting of observations [7] . Similarly, a normal mixture regression model with random hospital effects was presented by Ng et al. [8] to model the clustered neonatal length of stay.
Both approaches assume the random effects in different mixture components are independent.
In this study, the two-component Poisson mixture regression is extended to the bivariate random effects setting for the mixture components. Specifically, the random effect vectors in the two components are assumed to be bivariate normally distributed with a correlation parameter. Such an extension allows the estimation of the correlation between the two components via the random effects, and enables the assessment of the relationship between the first and second components. Ignoring the correlation between random effects may result in misleading inferences.
In Section 2, a numerical estimation procedure is developed to obtain the fixed effect parameter estimates. The estimation equations for random effect parameters are derived in Section 3. A simulation study is conducted in Section 4 to assess the performance of the estimators, followed by a practical example on childhood gastroenteritis in Section 5 to demonstrate the applicability of the method. Discussion on computational issues and further extensions are given in Section 6. comes from a mixture of two Poisson populations with mixing probability p, then the probability distribution function is v are likely to be correlated if they arise from the same hospital or cluster. Therefore,
Poisson Mixture Regression Model with Correlated Random Effects
, where the matrix
When the correlation coefficient ρ is zero, 1 v and 2 v become independent, so that the model degenerates into that of Wang et al. [7] . Following the GLMM formulation [4, 5] , the best linear unbiased prediction (BLUP) type log-likelihood is given by 
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Estimation of Variance Components
When performing model estimation via the Newton-Raphson procedure in the previous section, the parameters of the variance component are assumed to be known. In practice, they are updated and estimated in each cycle of the procedure using the approximate REMQL estimators of the variance components [7, 8] , which are obtained by solving the equations of the first-order derivatives of the REMQL log-likelihood with respect to φ = ( 1 σ , 2 σ , ρ ), viz.
where
] denotes a diagonal block matrix, and S is the block matrix portion of 1 − V corresponding to u . The following simplification is performed to obtain the explicit equations for the three parameters. Note that
and the parameters 1 σ , 2 σ , and ρ satisfy
which can be used to replace the first term of the estimation equation (1). Similarly, the following relations can be used to replace the second term of equation (1): 
Simulation Study
A simulation study is conducted to assess the performance of the proposed method. Results of the simulation study are presented in Tables 1, 2 
Example
Gastroenteritis is an infectious disease prevalent among Aboriginal infants and children in Australia who live in overcrowded and unhygienic conditions [9] . In this study, the proposed their first year of birth were selected [9] .
In this study, number of diagnoses at each episode is the outcome variable of interest. As evident from its empirical distribution given in Table 4 , the count variable is clearly can be used in conjunction with the Pearson statistics [7] .
In the process of REMQL estimation, good initial values are needed to guarantee convergence. Clustering methods such as k-means can be used for separating the response counts into k groups. Consequently, the mixing proportions of each group and the standard Poisson regression coefficients are computed for each component. Thereafter, these estimates serve as initial values for the two-component Poisson mixture regression model with independent random effects, following the recommendation of Wang et al. [7] . These initial values are the estimates obtained from an EM algorithm, in which convergence is guaranteed.
Finally, parameter estimates from the reduced mixture model, together with zero as the initial value of ρ , provide a basis to start the iterative procedure for full model REMQL estimation.
Based on our experience, this process of setting initial values works well as the divergence rate is less than 1% in the simulation study. The computation time is also acceptable with an average of less than 6 seconds for each converging case in the simulation study.
Comparable approaches for estimation in the GLMM exist in the literature, which include the Bayesian and Monte Carlo approximation methods. In general, the Bayesian approach using the Gibbs sampler is computationally intensive when the full conditional density is not in a standard form. The Monte Carlo estimation methods do not always converge to the global maximum and often impose difficulties in the estimation when the importance function used is far away from the true function. Based on the Gibbs output and adopting a Monte Carlo approximation to the relative marginal likelihood function, recent work by Chan et al. [6] bridges the two approaches. For the proposed REMQL estimation using the penalized quasilikelihood, although it has a potential bias problem in the estimation of variance component parameters, bias-correction procedures are available to improve the asymptotic performance of the estimates, and the REMQL estimation procedure is in general computationally efficient.
Appendix. First and Second Derivatives of the BLUP log-likelihood
From the BLUP log-likelihood
, we obtain:
To get u l ∂ ∂ , let H be a simple 2m×2m matrix which satisfies:
Based on the above, second-order derivatives of the log-likelihood are obtained as follows: 
