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ABSTRACT 
Patterns of physical change and the processes regulating change in the swash zone 
were examined at Nine Mile Beach, a heavy mineral-rich sand beach located on the west 
coast of the South Island, New Zealand. Concurrent observations of process and 
response parameters were made across scales ranging spatially from meters to 
millimeters and temporally from days to seconds. These observations indicate that a 
multi-scale system of process-response interactions governs swash zone dynamics. 
At the macroscaie, interactions between incident wave conditions and beachl surf 
zone morphologies define a process-response network. At the microscale, interactions 
between swash/backwash flow characteristics, bedforms, sedimentary structures and 
sediment textures define a process-response network. Interactions between wave run up 
characteristics, beach water table characteristics, foreshore morphology, and foreshore 
stratigraphy define a mesoscale process-response network. 
Interactions exist between, as well as within, each of these process-response 
networks. Specifically, a connection from incident wave condition-morphologic 
interactions occurring at the macroscale to flow-grain-bed interactions operating at the 
microscale, is established through their mutual relationship to the temporal and spatial 
variations in the relative dominance of swash versus backwash forces operating at the 
mesoscale. 
Thus, while each network of process-response interaction may be viewed in 
isolation, it is in conglomeration that they define the larger network of interactions that 
constitutes swash zone dynamics. 
III do not know what I appear to the world, 
but to myself I seem to have been only like a 
boy playing on the sea-shore, and diverting 
myself now and then finding a smoother 
pebble or a prettier shell than ordinary, whilst 
the great ocean of truth lay all undiscovered 
before me. I! 
Sir Newton 
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CHAPTER 1 
1.1 SCOPE 
INTRODUCTION 
.. .It is astonishing and incredible to us, but not to Nature; 
for she performs with utmost ease and simplicity 
things which are even infinitely puzzling to our minds, .... 
Galileo 
Physical changes in the foreshore of sand beaches are manifest over a broad range 
of spatial and temporal scales. Theses changes involve mutual interactions between 
fluid motion, material properties, and surface forms. They accompany the movement 
of sediment that occurs in response to fluid flow. 
This work is concerned principally with swash zone dynamics in a rhythmic 'black-
sand' beach system. The scales of phenomena considered range spatially from local 
beach and surf zone morphologies down to grain-layer textural patterns; temporally 
from storm/recovery cycles down to turbulent burst/sweep cycles. Foreshore 
morphology, material properties, and fluid motions are described. Patterns of change 
and processes regulating change are examined. Individually as well as collectively, 
the chapters that follow illustrate the enmeshed nature of process-response interactions 
within sandy coastal systems. 
1.2 CONCEPTUAL FRAMEWORK 
An understanding of the behavior of sand beach systems has a variety of 
I 
applications. These range from the assessment of coastal stability for land 
management and planning purposes to paleoenvironmental reconstruction for oil and 
minerals exploration programs. As a result of these varied interests, sand beaches 
have been examined by a diverse group of workers that includes geographers, 
oceanographers, geologists, and engineers. Attempting to solve problems specific to 
their needs and taking different approaches, these workers have have tended to address 
in relative isolation different aspects of sand beach dynamics. 
This tendency to examine natural phenomena in isolation from the whole, referred 
to as 'reductionism' (Capra 1982; Gleick, 1987), is not limited to coastal studies. The 
reductiollist view forms the foundation of modern scientific thought. Its origins can be 
traced back to Descartes, Bacon, and Newton among others. That the reductionist 
view Is characteristic of our general way of thinking is ref1ected in the 
compartmentalization of the scientific community (Capra 1982; Gleick, 1987). 
Process-re~ponse hierart;;hies, such as those outlined by Allen (1967) for flow 
systems in gen~ral, Jackson (1975) for bedform dynam~cs in its fullest sense, 
Horikawa (1980) for coastal processes, and Slingerland and Smith (1986) for placer-
concentration processes, typify the reductionist approach to analysis. Natural 
phenomena are described and explained at different levels in these hierarchies. 
Ideally, each level represents a couple-d set of spatial and temporal interactions that are 
governed by causal.-relationships between the parameters characteristic of that level. 
Applying this segregated approach to analysis, it is possible to distinguish several 
levels of swash zone dynamics. A process-response hierarchy for swash zone 
dynanrlcs is outlined in Figure 1.1. In this figure the wicroscale encompasses fluid-
Figure 1.1. Spatial and temporal levels of process-response interaction operating in 
the swash zone. The terms Macroscale, Mesoscale, and Microscale are used to 
subdivide this network of interactions into different levels. Each level, and the 
group of process-response interactions it encompasses - Nearshore dynamics, 
Foreshore dynamics, and Bed Dynamics respectively - corresponds to the topic of a 
chapter in this work. (OPPOSITE PAGE ---» 
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grain-bed interactions that occur at fine scales - time scales of seconds to minutes and 
space scales of millimeters to centimeters. Similarly, the macroscale encompasses 
fluid-form interactions that occur at coarse scales - time scales of days to years and 
spatial scales of meters to kilometers. Finally, the mesoscale encompasses 
intermediate scales of fluid-form interactions - time scales of minutes to days and 
space scales of centimeters to meters. 
Although it has proven to be extremely useful, the reductionist view has limitations. 
Following from conceptual revolutions made in physics around the tum of the century, 
it has become apparent that the enmeshed nature of many natural phenomena makes 
segregation unrealistic (Capra, 1982; Gleick, 1987; Carter, 1988). Rigorous 
application of reductionism results in a view that is too narrow and fragmented. 
Workers have begun to focus on more integrated approaches to analysis in order to 
obtain a broader, more unified understanding of natural phenomena. 
The view of phenomena as an intricate web of relationships is referred to by Capra 
(1982) as 'systemic'. While maintaining the multileveled structure, the systemic view 
emphasizes the recognition of interconnection and interdependence both within and 
between levels. The concept of an ecosystem, where the individual organism, the 
population, and the community are distinct yet interrelated components, exemplifies 
the systemic view. 
With respect to swash zone dynamics, application of this integrated view requires a 
conceptual modification of the process-response hierarchy given in Figure 1.1. In 
contrast to delineating separate levels of interaction, this figure now depicts 
components in a network of interactions that constitute swash zone dynamics. It is 
meant to illustrate the transmission of interactions across scales. For example, 
processes operating at tidal to seasonal scales combine to detelmine barform. 
Similarly, processes operating at turbulent to tidal cycles combine to determine 
bedform and stratification. The implication is that any response element is now 
regarded as the net effect of a spectrum of process-response interactions (Allen, 1967). 
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Although a specific process may be the dominant control on the given response 
element, superimposed higher and lower order effects represent additional influences 
that should be considered. 
While the general aim of this work is to demonstrate the importance of recognizing 
the enmeshed nature of sandy coastal systems, the view taken here is that the 
reductionist and systemic views described above are complementary. Segregation is 
an efficient means for analysis of detailed mechanisms; integration is necessary to 
incorporate these mechanisms into the functioning of the whole system (Capra, 1982). 
Thus it is suggested that in order to gain a deeper understanding of sand beach 
dynamics, the system needs to be viewed both in its isolated parts and as an 
interconnected whole. 
1.3 APPROACH 
The combination of both segregated and integrated views can be described as 
'bootstrapping', after the term in modem physics referring to the description and 
explanation of phenomena in terms of a mosaic of interlocking models (Capra, 1982; 
Hawking, 1988). It is this bootstrap approach that is taken throughout this work as a 
whole and within each of the individual chapters. The result is that following 
Chapter 2, which outlines the setting and methodology of this work, the ensuing three 
chapters effectively stand alone as separate treatments of different topics. They posses 
individual sets of background, results, discussion, and conclusions sections. 
Specifically, Chapter 3: Nearshore Dynamics examines macroscale interactions 
within the Nine Mile Beach system. Chapter 4: Bed Dynamics examines microscale 
interactions within the Nine Mile Beach system. Chapter 5: Foreshore Dynamics 
examines mesoscale interactions within the Nine Mile Beach system. Chapter 6 
summarizes the conclusions of the the previous three chapters in the context of the 
larger network of interactions that constitute swash zone dynamics within the Nine 
Mile Beach system. 
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CHAPTER 2 SETTING & 
METHODOLOGY 
"Although nature begins with the cause and ends with the experience, 
we must follow the opposite course, namely, begin with the 
experience and by the means of it investigate the cause." 
Leonardo Da Vinci 
2.1 FIELD SITE 
Field work was conducted on the northern portion of Nine Mile Beach (Figure 2.1). 
Nine Mile Beach (NMB) is a wide, gently sloping sand beach located near Westport, 
on the west coast of the South Island, New Zealand. Rocky headlands form northern 
and southern boundaries to the approximately 12 kilometer-long beach. Two tidal 
inlets dissect the central portion of NMB. A wide, shallow shelf extends seaward 
from the beach. 
NMB is a post-glacial, prograded shoreline deposit. It is the most recent in a series 
which includes past interglacial shoreline deposits that exist as uplifted marine terraces 
in the Westport area (McPherson, 1978). NMB is composed mostly of fine quartz 
sand; however, a coarse sand component is also present, and heavy minerals (black 
sands) are abundant locally (McPherson, 1978; Marra, 1985). NMB sands are derived 
from a combination of sources. These sources include erosion of the small cliff of 
beach and dune sand deposits that backs the beach, longshore transport of river 
supplied sands derived from the rapidly eroding mountains along the west coast, and 
onshore transport of shelf sands that are former shoreline deposits stranded during the 
last transgression (McPherson, 1978; Marra, 1985). 
At NMB tides are weakly diurnal and the tidal range is mesotidal according to the 
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Figure 2.1. Map showing the location of Nine Mile Beach and the study area. 
terminology of Davies (1964). Mean spring tidal range is 2.9 meters and mean neap 
tidal range is 1.7 meters. During a portion of the study period extending from 
December 28 , 1986 to January 4, 1987, extreme tidal ranges (3.4 + meters) occurred 
in association with the 18.6 year perigean signal (Westport Newspaper, 12/24/86 after 
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N.O.A.A.). 
The regional weather pattern is characterized by the quasi-weekly passage of frontal 
systems associated with the prevailing westerlies (Davies, 1973; Pickrill and Mitchell, 
1979; Valentine and Macky, 1984) .. The regional wave climate is characterized by 
highly variable, moderate energy swell (Davies, 1973; Pickrill and Mitchell, 1979; 
Valentine and Macky, 1984», Weather patterns and the accompanying wave climate 
are considered at length in Chapter 3. 
The northerly-flowing Westland Current is the principal feature of the regional 
oceanic circulation pattern (Carter, 1975). Although fluctuations in coastal currents, 
as well as other long-term variations in sea level, influence coastal form (Komar and 
Enfield, 1987), their effects on NMB are not considered in this work. 
2.2 DATA COLLECTION 
Essentially two different data collection plans were employed during this study to 
facilitate concurrent measurement of process-response parameters across a range of 
spatial and temporal scales. Below, data collection associated with large scale 
observations is described first. This is followed by a consideration of methodology 
associated with small scale observations. 
LARGE SCALE DATA COLLECTION 
Fieldwork on large scale observations was carried out through four storm/recovery 
cycles that occurred during an initial eight day and subsequent 27 day interval between 
November 1986 and January 1987. Additional observations were made in late June to 
early July of 1988 for a combined total of 43 days of observation. 
Process Parameters 
On a daily basis, at approximately two hours before the high tide, nearshore 
conditions were recorded. This recording time was chosen because work by Harrison 
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(1969) suggested that morphologic change shows the highest degree of sensitivity to the 
nearshore conditions that exist at this stage in the tidal cycle. All measurements made 
at this time were taken by the same observer. While not ideal, the shore-based visual 
observations made during this study proved to be a useful, cost-effective means of 
obtaining nearshore process data. The types of observations that were made are 
described below. 
Wind and weather observations consisted of the measurement of local surface wind 
direction and magnitude at the field site with a compass and hand-held anemometer. A 
determination of incident wave height at the field site was made by making a visual 
estimate of the breaking wave height (Hb) at the outermost set of breakers (to within 
O.25m). Incident wave period (T i) was determined by recording with a stopwatch the 
time it took for 11 waves to break. This timing procedure was carried out at least three 
times during a recording interval and the results were averaged to the nearest 0.5 
seconds. Observations on the direction of wave approach were made by watching wave 
trains seaward of the breakers. Visual estimates of surf zone width and character (type 
of breaking waves, number and distribution of breakers) were recorded. Finally, on a 
number of occasions, the location of the maximum shoreward excursion of run up and 
the location of the intersection of the beach water table with the foreshore surface were 
noted. 
Surface floats and dye were both used to measure littoral currents at the field site. 
Longshore surface current velocity was obtained by timing the float or dye trace as it 
moved alongshore over a known distance. Information obtained using this technique 
was far from ideal. Wind effects on surface floats were significant. Also, the nature of 
the NMB surf zone is such that it is difficult to place either floats or dye an adequate 
distance out into the surf zone. When adequate placement was accomplished, both the 
floats and the dye were observed to move onshore or offshore, as well as alongshore, in 
response to local circulation patterns associated with rip cells. Nine measurements of 
surface currents using dye were deemed acceptable. 
Observations of nearshore conditions made at the field site were augmented by 
10 
wind and wave data from several other sources. Information on regional atmospheric 
circulation patterns that existed during the study period was obtained from synoptic 
weather charts collected from the local newspaper. Thirteen months (from June 1986 
to July 1987) of daily (9:00 am) readings of wind direction and speed recorded at the 
Westport Harbour meteorological station were obtained from the Westport Harbour 
Master. Mangin (1973) and Pfahlert (1984) reported shore-based visual observations 
of winds and waves from the Westport area and a location approximately 100 
kilometers south of NMB respectively. Pickrill and Mitchell (1979) summarized oil 
rig records from off the west coast of the North Island that include the 17 month-long 
"Maui Waverider' record. A summary of wind and wave observations from ships in 
the Tasman Sea between 1957 and 1980 is provided by Reid and Collen (1983). 
Finally, Valentine and Macky (1984) reviewed roughly two years of data collected 
from 'Waverider' buoys located approximately two kilometers offshore at three 
locations near Westport. 
These different data sets are not readily comparable. Pickrill and Mitchell (1979) 
provide a useful discussion of the sorts of difficulties encountered in attempting to 
compare different wave data sets. These include site variability - the effects of 
different local exposures and bathymmetries; length of wave records - most records 
are too short; measurement parameters - different definitions of different parameters; 
and method of data acquisition shore-based visual versus offshore-instrumented 
records. 
With respect to this last point, it has been generally assumed that shore-based 
observers estimate the height of the highest 30% of the breaking waves and that these 
values are comparable to significant wave height (Hs) obtained from offshore 
instrumented records (Munk, 1944; Pierson et al., 1955). A study by Bowman (1979) 
examining the validity of visually estimated wave parameters reached a similar 
conclusion. Bowman compared shore-based visual observations to those obtained 
from 'Waverider' buoys and found a good correlation between breaking wave height 
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and significant wave height. For experienced observers he reported the accuracy of 
visual observations to be within 20% of the instrumented observations. He also 
observed a tendency for visual overestimation, which became more pronounced with 
increasing wave heights. In a more recent study Balsillie and Carter (1984) also 
suggested that experienced observers can provide an estimate of breaking wave height 
to within 20% of instrumented observations. However, they suggested that visual 
observations of breaking wave height show a closer correspondence to the mean as 
opposed to significant wave height. 
Bowman (1979) also examined the validity of visual estimates of wave period. He 
found correlation between a visual estimate of wave period and significant wave 
period to be poor. This result is not surprising considering the differences between 
timing and zero··upcrossing methodologies. 
Morphology-plan 
Inferences as to the nature of subaqueous morphology were based primarily upon 
visual observations of surf zone width and character. For example, breaker number 
corresponds to bar number, breaker distribution to bar type: 'regular' breaker zones 
represent linear topographic features, 'irregular' breaker zones represent more complex 
topographic features. 
It would have been desirable to have obtained subaqueous bottom profiles to 
support the above interpretations of bar number and type from surf zone character. 
Neither was this possible, nor would it have been practical to attempt to do so 
considering the nature of the NMB surf zone. Taking into account these limitations, 
an experimental photographic technique was attempted on a limited basis as a means 
of obtaining additional evidence for the nature of subaqueous beach morphology. 
Based on the idea that waves break preferentially over topographic highs, a time lapse 
photograph was used to produce an 'image' of the offshore morphology. A long 
exposure (~4 minutes) was taken at night with a full moon from atop the rocky point 
north of the field site. The full moon at night highlights the contrast between the white 
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breaker zone (bars) and the black areas of non-breaking (troughs). The long exposure 
filters wave to wave variability. This technique is a variation on a more developed 
video technique recently employed by Lippman and Holman (1989). They provide an 
in-depth discussion of the basis, methodology, and applications of the technique within 
their paper. The technique employed here proved to be powerful, and was particularly 
well suited to a high energy surf zone like that of Nine Mile Beach. 
Direct mapping of plan morphology was made at low tide when inner surf zone 
morphology was exposed. Plan sketches were made and photographs taken from the 
rocky point north of the field site on a number of occasions. On a regular basis, 
shoreline rhythms were paced-out on the lower foreshore to determine their extent. 
Rhythmic topographies observed on NMB were categorized according to a 
classification scheme developed for this work. Table 2.1 summarizes the most 
commonly used nomenclature and defines the terminology used in this paper to 
describe rhythmic shoreline topographies. 
Rhythmic shoreline topographies have been described in the literature by numerous 
workers, including Evans (1939), Bruun (1954), Russel and MacIntire (1965), 
Zenkovich (1967), Dolan and Ferm (1968), Hayes (1972), Sonu (1973), Vincent 
(1973), Dolan et aI. (1974), Guza and Inman (1975), Komar (1976; 1983a), Chappell 
and Eliot (1979), Hunter et al. (1979), Sallenger (1979), Short (1979), Wright et al. 
(1979), Inman and Guza (1982), Wright and Short (1983;1984), Seymour and Aubrey 
(1985), and Antia (1987). 
As Komar (1983a) has poi~ted out, existing classifications of rhythmic topography 
have tended to be awkward and confusing. This is because a variety of terms have been 
applied by different workers to describe similar forms. In addition, most of the 
classification schemes have been based solely on the longshore dimension, or 'form 
length', of the rhythmic features. The morphogenetic classification scheme used in this 
work and given in Table 2.1 is an attempt to remedy this situation. 
Following from the terminology of Inman and Guza (1982), the primary distinction 
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made here is between swash cusps (s;l00m ) and surf cusps (lOO-150Om). Aside 
from being smaller in scale, swash cusps are essentially subaerial features. The larger 
scale surf cusps, in contrast, are subaerial features that are coupled with the subaqueous 
morphology (Sonu 1973; Komar, 1976,1983a; Inman and Guza, 1982). Another 
important distinction made here is between small (1 00-60Om) and large (600-1500m) 
surf cusps. Small surf cusps tend to be associated with the inner bar system, large surf 
cusps with the outer bar system (Vincent,1973). Finally, in this work the small surf 
cusps are in turn subdivided into three size classes - A(100-150m), B(250-300m), and 
C(400-SOOm) - as the observed spacings tended to cluster around these values. 
In addition to form length, form amplitude, symmetry, mobility, and nature of 
occurrence were also noted. Form amplitude refers to the extent of cross shore relief. 
Form symmetry refers to the orientation of the rhythm with respect to the general trend 
of the shoreline, ie. normal versus skewed or oblique rhythms (Vincent, 1973; 
Sonu,1973; Hunter et al. ,1979; Wright and Short,1983, 1984; Antia,1987). Mobility 
refers to wether forms are migratory or nonmigratory. Finally, the nature of 
occurrence refers to the degree of form summation (Dolan and Ferm,1968; Komar, 
1983a), where here, rhythmic shoreline topographies are referred to as an irregular, 
nested set (multiple superimposed forms), or as a regular, isolated set of forms. 
Morphology-profile 
The location of a primary profile line was established on the NMB foreshore. On a 
daily basis, during low tide, the beach profile at this location was surveyed. From a 
fixed position above the base of the dune scarp seaward to the position of low water, the 
beach elevation was recorded (to within O.5cm) at five meter cross-shore intervals. 
Additional profile surveys were also carried out at two other locations 100 meters to the 
north and south of the primary profile line on several occasions. 
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Figure 2.2. Profile definition sketch. 
The beach profiles were used in combination with published tide tables to establish a 
mean sea level (M.S.L.) datum by extrapolation of the sea level position recorded at the 
time of profiling. The average value of the location of M.S.L. obtained from this 
procedure was taken as the position of M.S.L. This position was used together with the 
profiles to determine beach slope; width, and volume. Specifically, beach slope is taken 
as the mid-tide slope of the subaerial beach, essentially from below mean high water to 
above mean low water through the position of mean sea level (Figure 2.2). Similarly, 
upper beach slope is the foreshore slope through the position of mean high water. 
Beach width and volume are that of the subaerial beach extending from the shoreward 
backshore limit (base of dune scarp) to the position of mean sea level (as opposed to the 
position of mean low water). Thus beach volumes given in later chapters do not 
include the lower beach volume .. The reasons for this apparent neglect are two-fold. 
First, the primary area of interest in this study is the upper foreshore. Second, owing to 
the high energy nature of the NMB surf zone, profiling in the lower foreshore was 
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difficult and at times dangerous. Even when data was obtained, it was often of 
questionable accuracy. 
In addition to the standard profile parameters described above, several other 
profile parameters were determined from the beach profiles. They included: volume 
exchange, defined by Short (1981) as the standard deviation of beach volume; beach 
mobility, the standard deviation of beach width; and backshore mobility, the 
coefficient of variation (mean beach width / standard deviation of beach width) 
(Dolan et al., 1974; Short, 1981). Ratios that express profile form in terms of the 
degree of profile concavity or convexity were also calculated. These parameters, 
referred to as profile shape indices, are defined here as the ratio of high-tide beach 
slope to mid-tide beach slope (RES) and the ratio of mid-tide beach width to high-
tide beach width (REW). 
Stratigraphy and Sedimentology 
In order to carry out grain size analyses of NMB sands, bulk sediment samples 
were collected on two different occasions during the study period. A sample 
consisted of handfuls of sand collected, at approximately ten meter increments from 
the dune scarp seawards to the location of mean low water, at two locations located 
approximately 100 meters apart alonghsore, and grouped together. In the laboratory 
heavy mineral-separation, as well as sieving and settling tube analyses, were 
preformed on the samples using standard procedures as outlined in Lewis (1982). 
Descriptions of sedimentary structures and textures were taken from trenches 
excavated in the NMB foreshore (Plate 2.1). The trenches were one to two meters in 
cross-shore length, and were located at five meter increments down the upper 
foreshore (Figure 2.3a). Trenching in close proximity to the primary profile line was 
carried out on a regular basis. Trenching along the northern and southern profile 
lines was carried out less frequently. In addition to descriptions made in the field, the 
trenches were sketched, photographed, and videotaped for further examination at a 
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Plate 2.1. Representative example of a trench excavated in the upper foreshore .. 
later dat . 
Bedfo ns present on the upper foreshore were measured on severa] occasions 
during the study period. The height, wavelength, and symmetry of the bedfonns were 
IneaSllred with a tape-measure in a manner similar to that described in Broonle and 
Komar (1979). 
SMALL SCALE DATA COLLECTIO 
In conj nction with the large scale data collection described above, snlall scale data 
collection was carried out on 10 occasions during the 27 day interval between 
Decetnber 1986 and January 1987. Small scale data collection involved the 
deployme t of an ,equipment array (Figure 2.3a, Plate 2.2) and the recording of a 
variety of easurements through the tidal cycle (Figure 2.3b). 
The Data Collection Run 
At low tide the beach profile was surveyed. Poles were placed along the profile line 
at five meter increments between the zero to 40 meter mark (upper poles) and at 10 
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Figure 2.3. Data collection on NMB. (a) Schematic representation of the data 
collection array; b) Various aspects of data collection carried out through the tidal 
cycle. 
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late 2.2. A low tide view of the data collection array deployed on the NMB 
foreshor . In this photo red flagged poles mark 10m increments along the sUlVey 
line; V8 Video camera show up as the two yellow squares to the left of the profile 
line; and the four rods used for bed elevation measurements show up as white lines at 
the left of the video canlera. (See also Figure 2.3a.) 
meter increnlents from the 40 to 70 meter mark (lower poles), Depth-of-activity rods 
(Clift n, 1 69; Greenwood and Mittler, 1984) were placed on the upper poles at this 
time. A water table well (Enlery and Foster, 1948; Lanyon et al., 1982) was excavated 
in th upp rmost portion of the foreshore and the measurement of the water table 
elevation very 15 minutes was commenced, The remainder of the data collection 
array, de cribed in greater detail below, was deployed at this time. 
In conju ction with the recording of nearshore conditions before the high tide, the 
location 0 the nlaxinlum runup excursion and the location of the intersection of the 
beach wat rtable with the foreshore surface were noted. Over a one-half to three hour 
period d 'ng the high tide, video recordings of run up and measurement of the bed 
elevalion were nlade simultaneously. The location of the nlaximunl runup excursion 
and the location of the intersection of the beach watertabJe with the foreshore surface 
were again noted at approxirnately three hours after the high tide. 
At the ubsequent low tide, the beach profile was resurveyed. Readings from the 
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the depth-of-activity rods were recorded. Trenches were excavated and small box cores 
(Bouma, 1969) were taken at this time. The data collection array was then 
disassembled. 
Of the ten data collection runs that were carried out, only five of the sets of runup 
video recordings, bed elevation measurements, and sediment peels were used in this 
study for further analyses. (These five runs constituted two run sets - one of set of three 
runs and one set of two runs.) There were several reasons why this was done. 
Desirable contrasts in both morphology and nearshore processes were exhibited - The 
sets of observations were taken at hom and bay locations under both storm and swell 
conditions. Effects due to variations in the tidal level were at a minimum - The same 
high tide level existed for each run set. Complete runs were obtained- Good video 
recordings were made at the same fixed location for each run set. 
Video Recordings of Runup 
In the swash zone, where the beach is periodically inundated by shallow, rapid, 
sediment-laden flows, obtaining process measurements can present difficulties. During 
this study, video techniques were successfully employed to measure runup excursions, 
and runup depths and surface velocities on the upper foreshore. Although the film 
techniques were inexpensive and the logistics were simple, the data acquisition was 
time consuming. Film techniques similar to those described below have been used 
previously by others [e.g. 'close-up' films of runup made by Miller and Zeigler (1958), 
Wright (1976), and Bradshaw (1982); 'wide-angle' films of run up made by Holman and 
Guza (1984), Holman and Sallenger (1985), Holman (1986)]. Additional descriptions 
and discussions of filming methodology are provided by these workers. 
The filming of runup carried out for this study involved a combination of 'close-up' 
(two V8) and 'wide-angle' (VHS) video recordings (Plate 2.2, Figure 2.3a). The wide-
angle video recordings consisted of the filming of runup with a single camera 
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located approximately 100 meters to the north of the profile line at an elevation of 
approximately three meters. The close-up video recordings involved the following 
procedure: After the low tide profile survey, two thin metal rods, spaced one meter 
apart and separated by a central rod marked with 2.5cm gradations, were placed in the 
sand. This rod setup was emplaced at two different locations spaced ten meters apart 
on the upper foreshore (Figure 2.3b). A tlSONY V8 'Handycam'" video camera was 
positioned near each location to view each rod setup and an area approximately 2.5 
meters on either side of the central rod. During high tide synchronous video 
recordings were made of the water as it flowed up and back, through each rod setup. 
Results obtained from the close-up video were those principally used in this study. 
In the process of dubbing a clock onto them, five V8 video recordings were transferred 
to a VHS format (Thus only one of the pair of V8 video recordings taken during each 
data collection run was used.) Water depth was measured directly from the video 
recording to within 1.25cm. Velocities were obtained by timing the leading swash 
edge and/or pieces of surface foam as they traversed the one meter section. When 
viewed frame by frame, individual pieces of foam could be tracked on the video player 
to within 0.04 seconds - the time interval between frames. A total of 241 individual 
swash/backwash events were sampled, approximately every 1.5 seconds on average, 
using this method. Employing a similar cine-camera technique, Wright (1976) 
suggested that the margin of error on the velocity measurements is on the order of 
±5%. 
In the manner just described, complete videos were digitized to yield a time series 
of runup flow depth and velocity at a given location (Figure 2.4a,b). By integrating 
the surface velocity and depth values over an individual swash/backwash event, an 
average swash and backwash surface velocity and depth for each runup event was 
obtained. 
In addition to the surface velocity and depth measurements, the time (in seconds) 
and location (to within 2.5 meters) of individual runup excursions that entered the 
viewing area were noted. This data, corroborated and supplemented by runup data 
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obtained from the wide-angle video, was used to construct a runup excursion width 
time series (Figure 2Ac). 
Originally it was intended to use only the wide-angle video to track runup 
excursions. However, the wide-angle video suffered from several limitations. The 
low slope of NMB beach and the wide tidal range resulted in a zone of runup that 
exceeded 100 meters on several locations. Therefore, the distance the wide-angle 
camera needed to be located away from the profile line in order to view the entire 
swash zone severely limited the precision of the measurements. Also, wind-induced 
flutter of the camera during video recording added to the difficulty in locating the 
position of the nmup line accurately. Thus, while it would have been desirable to 
capture the entire swash zone, the decision was made to obtain a more precise, albeit 
truncated, record of runup on the upper foreshore. 
Measurement of Bed Elevation 
Measurements of the bed elevation were recorded in conjunction with the runup 
video recordings. To facilitate measurement of the bed elevation in the upper 
foreshore, thin rods were placed at four cross-shore locations spaced five meters apart 
in the uppermost foreshore, during the low tide (Plate 2.2, Figure 2.3a). (Two of these 
locations corresponded to those where the flow video recordings were made.) At a 
given location, the change in bed elevation was recorded following each runup event 
by using a meter stick with a hinged base plate to measure the change in sediment 
level relative to the height of the rod at that location. Time series of the bed elevation 
at the four locations were obtained from these measurements (Figure 2Ad). 
Sallenger and Richmond (1984) and Howd and Holman (1984a) provide detailed 
descriptions of this methodology. These workers reported the accuracy of the bed 
elevation measurements to be on the order of ±1.5mm. 
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Plate 2.3 A box core prior to making a peel 
Textural nalysis of Sedirnent Peels 
Secliment peels were made from the small box cores using a rapid field technique 
described by Ya so and Hanrnan (1972) (Plate 2.3 , Figure 2.3a). (The last step in 
their pr s, application of lacquer to the face of the peels, was not carried out. It 
was not required to maintain the peel surface and was found to coat the surface such 
that lnicroscopic examination of the peels was severely limited.) 
Sedim nt peels were made at the two locations where synchronous bed elevation 
and flow measuren1ents were made during the recording interval. The five peels that 
were chosen for analysis were those that corresponded to the five close-up runup video 
recordings that had also been chosen for analysis. For each peel, a grid pattern was 
laid out, the peel was magnified to a predetermined scale, and the peel was 
photographed in overlapping rows and columns. The width of peel photographed was 
determined by the peel size ( ..... t Oem). TIle depth of peel photographed represented the 
'a.ctive' sedj nlent depth at that location. This depth was determined for each location 
by comparing the nlaximum depth of disturbance with the net elevation change 
observ at the given location over the tidal cycle. This depth ranged from 1.1-7.1 em. 
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Plate 2.4 Representative example of a slide made fron1 a peel. 
S [s of color slides obtained from the above procedure were used for grain counts. 
ach lide was projected back onto a grid pattern (Plate 2.4). To avoid sampling 
across grain layers, care was taken to align the grid normal to bedding. Individual 
grnin lay rs were sampled at one millimeter vertjcal increnlents down the slide by 
counting i .. its outline traced and its [nineralogy identified) any grain that fell within 
or came into contact with equally spaced areas t11arked horizontally along each grain 
layer. 
Only grains identified as quartz, gamet, or ilOlenite were counted. Restriction of 
salnpling to these these three minerals was deemed appropriate. In addition to 
covering a desirable range in density, and being easy to identify, these three grain 
types accounted for the bulk (-860/0; [quartz 430/0, garnet 29%, and ilmenite 14%]) of 
all nlineral species found in NMB sands: The next nlost abundant nunerals (zircon 
and epidote) each account for less than 3% of observed mineral species (Marra, 1985). 
D n iti s of 2.65 g/cn13, 4.0 g/cm 3, 4.8 g/cm 3, were assigned to quartz, garnet, and 
ihnenite grains, respectively, for use in later calculations (Lewis, 1982), 
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The counting procedurewas repeated for each slide, moving across columns and 
down rows until the whole section of peel was sampled. A total of 170 individual grain 
layers were sampled from the five peels. The average sample size was 168 grains, and 
ranged from 62 to 300 grains, per grain layer. In contrast to a similar micro-scale 
sampling technique described by Cheel and Middleton (l986a), this technique yielded 
significantly larger sample sizes, and avoided mixing of grain layers (Cheel and 
Middleton counted 20-30 grains per 2-3 grain layer thick sample). 
The validity of this measurement technique is supported by the good correspondence 
between textural parameters obtained from the peels and those from other more 
standard techniques. Assuming that the mean of the measurements of the apparent long 
axes of grains (Dal) from their outlines approximates the mean sample intermediate 
grain diameter (Di) (Ibbeken and Schleyer, 1986), a total popUlation mean grain size of 
0.238mm (±O.004) was determined from the peels. Although slightly higher, as 
expected, this value compares favorably with the values of mean grain size obtained 
from standard sieving (0.19mm) and settling tube analyses (0.22mm) of NMB bulk 
sediment samples. Similarly, the mean settling velocity 2.97cmJs calculated from the 
peels is also comparable to the mean settling velocity of 2.70 cmJs measured from 
settling tube analysis of bulk samples. 
Grain size distribution summary statistics were calculated using the method of 
moments (Lewis, 1982), both for the whole sample. and for each of the three mineral 
species within each grain layer sample. The grain layer sample means were used to 
determine mean settling velocities and mean grain dispersive pressures for each of the 
mineral species in the grain layers. Settling velocities were calculated by first 
employing Gibbs et at. (1971) empirical equation for the evaluation of spherical grains 
of approximately quartz density in water. An empirical density correction factor given 
by Komar (1981) was then applied to the Gibbs settling velocity values. Finally, these 
corrected values for spherical grains were in tum converted to settling velocities for 
natural grains using empirical equations provided in Baba and Komar (1981) for quartz) 
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and Komar and Wang (1984) for the two heavy mineral species. Grain dispersive 
presure was c1aculated as PsD2 (Komar and Wang, 1984), 
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CHAPTER 3 NEARSHORE DYNAMICS: 
MACROSCALE 
"The mentioned idealization of continuous natural transitions 
by discrete values is, of course, more due to the desire for 
practical classification rather than a scientific necessity. II 
M.S. Yalin 
This chapter describes Nine Mile Beach nearshore morphologies and processes. Based 
upon a comparison to the Australian morphodynamic model, NMB macroscale process-
form assemblages are identified and a NMB macrodynamic model outlined. Also, by 
attempting to apply it to NMB, the universality of the Australian model is explored. 
3.1 BACKGROUND: SAND BEACH MORPHODYNAMICS AND THE 
AUSTRALIAN MODEL 
Early investigators focused considerable attention on describing the effect that changes 
in wave height have on the beach profile. They found that during periods of large waves, 
sand moved offshore and barred, 'storm', profiles developed: During periods of small 
waves, sand moved onshore and bermed, 'swell', profiles developed (Bagnold, 1940; 
Johnson, 1949; Shephard 1950; Bascom, 1954; Hayes and Boothroyd, 1969; Zenkovich, 
1967; King, 1972; Komar, 1976a). 
Although this two-dimensional model remains as the framework for investigations of 
sand beach morphodynamics, a greater appreciation has developed for the diversity of 
forms and processes in sandy coastal systems. As a result, recent workers have focused 
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their attention on the description of three-dimensional patterns of beach change and the 
identification of a group of governing processes. In this vein, the Australian model of 
coastal morphodynamics outlined by Wright and Short (1983, 1984) represents an attempt 
to provide a more comprehensive framework for the investigation of sand beach dynamics. 
MORPHODYNAMIC STATES 
Wright, Short, and their coworkers carried out fieldwork on the open-coast sand beaches 
of Australia (Wright and Thorn, 1977; Wright et al., 1979; Short, 1979, 1981; Wright, 
1981, 1982; Wright et al., 1982; Wright and Short, 1983,1984). These beach systems are 
predominantly microtidal (Mean Spring Range=1.5m), are characterized by highly 
variable/high energy wave climates, and have weak to negligible longshore drift. Based 
on morphologic and hydrodynamic observations carried out over long time periods at these 
different beaches, Wright and Short suggested that variations in depositional form and 
coupled wave-generated fluid motions are "quasi-systematic". They identified a sequence 
of morphodynamic states that occurred through stonn/recovery cycles. Each state 
represented a specific assemblage of beach and surf zone morphologies, incident wave 
energy levels, resonant frequencies, and nearshore circulation patterns. 
Synthesizing morphologic classification schemes presented in earlier papers (Le. Short, 
1979, 1981; Wdght et aI., 1979), Wright and Short (1983, 1984) described a "Reflective" 
end member state, a series of four intermediate states ("Low Tide Terrace", "Transverse 
Bar and Rip", "Rhythmic Bar and Beach", "Longshore Bar and Trough"), and a 
"Dissipative" end member state. 
Although this terminology is used in all their subsequent work, Wright et al. (1985) 
provided a coarsened version of the original six state classification. In this classification 
scheme, similar to the one described in Short (1981), adjacent states are combined. The 
Reflective end member and the Low Tide Terrace states are merged into a Reflective state; 
the Transverse Bar and Rip state is merged with the Rhythmic Bar and Beach state to form 
an Intermediate or Rhythmic state; and the Longshore Bar and Trough, and Dissipative 
end member are merged into a Dissipative state. This simplified three state classification 
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is favored and is the one adopted in this work. 
The process-form assemblages that characterize each of the three morphodynamic states 
are summarized in Table 3.1 and described below. Additional aspects of the Australian 
model are also reviewed. 
AUSTRALIAN MODEL MORPHOLOGIES 
Beach and surf zone morphology is the primary element in Wright and Short's beach 
classification scheme. Specific morphologic criteria considered in the Australian model 
includes surf zone width, number and types of nearshore bars, and subaerial beach profile 
shape. Based on these criteria, distinct plan and profile configurations are recognized for 
each state (Figure 3.1). 
Reflective Morphologies. Reflective morphologies correspond to the accreted 'convex', 
'swell', 'summer', or 'berm-step' profiles described in the coastal literature (e.g. Hayes, 
1972; King, 1972; Komar, 1976a; Wright and Short, 1983; CERC, 1984), Characteristic 
features are a steep, linear beach face capped to shoreward by a high, straight berm, and 
terminated to seaward by a pronounced step. The surf zone is narrow or absent. 
Under the lowest energy conditions the shoreline is straight. Greater morphologic 
complexity is observed at increased energy levels: Beach cusps are often present in the 
swash zone and a relatively narrow low tide terrace may occur below the steep beach face. 
The terrace may be dissected by narrow rip channels that separate extensive inshore 
shoals. 
Dissipative Morphologies. Dissipative morphologies correspond to the eroded, 'concave', 
'storm', 'winter', or 'barred' profiles described in the coastal literature (e.g. Hayes, 1972; 
King, 1972; Komar, 1976a; Wright and Short, 1983; CERe, 1984). A wide featureless low 
gradient subaerial beach, often scarped at its inner margin, is characteristic of dissipative 
morphologies. At the highest wave energy levels, multiple longshore bars and broad 
shallow troughs underlie wide surf zones. In plan, dissipative beaches generally lack 
longshore rhythmicity. 
At decreased wave energy levels longshore bars are fewer in number and closer to shore. 
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TABLE 3.1 THE AUSmALlAN MORPHODYNAMIC MODEl(after Wright and Short, 1983;1984) 
MORPHOLOGY 
"BAR and TROUGH" 
Wide, flat subaerial 
beach with a linear 
shoreline fronts a 
wide surf zone with 
multiple linear bars 
and broad troughs 
"RHYTHMIC" 
Steep 'bays' and flat 
'horns' on the sub-
aerial beach coupled 
to transverse or 
crescentic bars in the 
surf zone define a 
rhythmic shoreline 
"BERM and STEP" 
Linear or cusped 
berm caps a narrow, 
steep subaerial 
beach with plunge 
step and narrow or 
absent surf zone 
BEACH STATE 
DISSIPATIVE 
DISSIPATIVE 
+ 
LONGSHORE BAR 
AND TROUGH 
RHYTHMIC 
RHYTHMIC BAR 
AND BEACH 
+ 
TRANSVERSE 
BAR AND RIP 
REFLECTIVE 
LOW TIDE 
TERRACE 
+ 
REFLECTIVE 
SIMILARITY 
PARAMETERS 
> ""4.50 
n 
"'3.0-4.0 
<: ""2.50 
Table 3.1.~ The Australian Morphodynamic Model (after Wright and Short, 1983, 1984). 
Column 1 is a descriptive summary of the beach state morphologies; Column 2 
summarizes the beach state nomenclature; Column 3 presents similarity parameter 
threshold values for each state (£ is the surf similarity parameter; n is Dean's parameter); 
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PROCESSES 
Wave Height 
HIGH 
2::2.5 M 
MODERATE 
1.0-2.5 M 
lOW 
~1.0 M 
Resonant 
rlods 
BROADBAND 
INFRAGRAVITY 
(T > 30 sec) 
MULTIPLE 
(T, 2T, 4T ) 
(T>30S) 
INCIDENT-
SUBHARMONIC 
(T,2T) 
Currents Signature" 
VERTICALLY 
STRATIFIED ..---
- bottom return 
flow II 
-'surfbeat' 
dominated runup Ti Tsh Tig I'Jet 
HORIZONTALL Y n-S-IJ SEGREGATED 
-'rip' cells with Ti Tsh Tig Net 
offshore flow at 
bays and onshore 
I I~YI II flow at horns 
GENERALLY 
ABSENT 
,---
~ 
-'drift' confined 
to swash zone 
I ! 
-'swash' 
dominated runup Ti Tsh Tig Net 
Columns 4-7 summarize process elements within the model column 4 wave energy level, 
column 5 relatively dominant oscilla~ory motions, column 6 net circulation patterns, and 
column 7 schematic process signatures, where 'Ti', 'Tsh', and 'Tig' refer to incident, 
subharmonic, and incident frequencies respectively, and 'Net' to net circulations. 
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1101 DlSSIPllIVl 
NOI1MAl WAVES 
'J 
Figure 3.1. Plan and profile configuration of the six morphodynamic beach states 
recognized within the Australian model' (from Wright and Short, 1983), Note that 
Wright and Short's (1983, 1984) six states are grouped into three states 
in Table 3.1 and throughout this work. 
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The troughs are narrower and deeper. Weak rhythmicity may exist in the form of widely 
spaced broad rip channels and cusped berms atop a steepened beach face. 
Rhythmic Morphologies. Characteristics of rhythmic morphologies were considered in 
Chapter 2 in the context of their classification. Rhythmic morphologies consist of large 
scale longshore undulations of the subaerial beach andlor submarine bar. A variety of 
forms fall within this general definition. 
Rhythm wavelength ranges in scale from large rhythms during periods of large waves to 
small rhythms during periods of small waves. The inner bar may be crescentic and 
separated from the beach by a trough, or transverse and shore-attached. The foreshore may 
exhibit pronounced horns and bays or only slight protrusions. With oblique incident 
waves, horns and bays may be deflected in the direction of littoral drift. Commonly 
rhythmic morphologies are a composite of these various forms. 
These complex morphologies are intermediate between the reflective and dissipative end 
members. As a result they posses both reflective and dissipative morphologic elements. 
Swash bars and berms are common on the relatively steeply sloping, reflective horns. The 
relatively gently sloping, dissipative bays may posses well developed swash cusps. 
AUSTRALIAN MODEL PROCESS SIGNATURES 
Wright and Short suggested that at different wave energy levels, different combinations 
of fluid motions exist. The different hydrodynamic process assemblages, or process 
signatures, indicate the relative contribution of different modes of fluid motion to 
sediment transport. They accompany the different beach state morphologies described 
above. The process signatures associated with the three morphodynamic states of the 
Australian model are described briefly below (see also Table 3.1). 
Modes of fluid motion that are considered important in the Australian model are 
summarized in Table 3.2. They include a variety of wave generated mean and oscillatory 
flows. as well non-wave generated currents. (e.g. Longshore currents, rip currents and 
associated net drift patterns that are driven by gradients in wave energy dissipation [Wright 
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MODES of FLUID MOTION in the NEARSHORE 
_______________________ \~.-. Wright and Short. 1983, 1984) 
WAVE GENERATED CURRENTS 
OscilIatory Flows 
-Progressive wave motions directly associated with the incident waves at incident 
frequencies (T) 
-Standing wave motions in the form of 'leaky' mode standing waves 
and/or 'trapped' edge waves at a range of frequencies 
-edge wave motions confined to the immediate vicinity of the 
beachface at incident and subhannonic frequencies (T-2T) 
-edge wave motions trapped inshore between the beachface and 
bar at subhannonic frequencies (2T-4T) 
-standing wave motions extending across the entire width of the 
surf zone at high infragravity and low infragravity ('surf beat') 
frequencies (T=50-100sec., T>100sec.) 
Mean Flows 
-Onshore-offshore currents 
-Vertically stratified 'drifts' 
-Horizontally segregated 'rips' 
-Longshore currents 
NON-WAVE GENERATED CURRENTS 
Tidal 
Shelf (barotropic/baroclinic) 
Local Wind Shear (stonn surge) 
and Thorn, 1977; Komar, 1983b]; Standing waves that develop as a result of wave 
reflection at the shoreline, and produce local fluid motions that are superimposed upon the 
net drift patterns [Bowen, 1980].) 
Reflective Processes. The low energy Reflective states are dominated by swash as 
opposed to surf processes. Waves undergo little dissipation as they traverse the narrow 
barless surf zone. Reaching the beach face, they collapse on the plunge step or surge up 
the beach face without breaking. As a result, reflection is strong and the existence of 
relatively high frequency, edge waves at synchronous and subharmonic frequencies is 
favored. Swash cusps are a morphologic response to these standing motions. High 
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frequency, swash dominated runup is a characteristic expression of the dominant standing 
motions. Infragravity oscillations and mean currents are generally negligible in reflective 
process signatures. Nearshore circulation is principally confined to the narrow swash zone 
and net cross-shore drift is shoreward. 
Dissipative Processes. The high energy Dissipative states are dominated by surf 
processes. Waves break by spilling and plunging, and then cross the surf zone as bores 
while continuing to loose energy. The dissipation of wave energy in breaking suppresses 
subharmonic and synchronous resonance, and instead favors the existence of motions at 
infragravity frequencies. These low frequency motions produce oscillatory currents that 
dominate over incident wave motions and mean currents in the control of sediment 
transport. Low frequency, setup dominated runup is a characteristic expression of these 
standing motions. Although weak relative to surf beat motions, net cross-shore drift is 
characterized by seaward bottom return flow. Cell circulation is in general weak, the 
exception being headland bounded beaches where strong large-scale rips frequently 
accompany storms. 
Rhythmic Processes. Rhythmic states exhibit complex process signatures. Like their 
associated beach and surf zone morphologies, process signatures vary spatially and posses 
both reflective and dissipative elements. Incident frequencies dominate surf zone spectra. 
Resonance at subharmonic frequencies, in the form of relatively low frequency/long 
wavelength edge waves, prevails along the length of the beach. Infragravity motions, of 
relatively high frequency, are most pronounced in the vicinity of rip embayments. 
Mean flows are strong relative to oscillatory motions. Persistent rip cells, with 
shoreward flow at the horns and seaward flow in the bays, are a characteristic feature of 
rhythmic states. Longshore currents may also influence the circulation pattern. 
DYNAMIC SIMILARITY 
Wright and Short have attempted to quantify the process-fonn associations noted above in 
terms of dynamic similarity parameters. Several different forms of dynamic similarity 
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parameters are used within the coastal literature (Galvin, 1972; Battjes, 1974; Guza and 
Inman, 1975; Horikawa, 1980; Wright and Short, 1983, 1984). As well as morphology, a 
number of surf properties including breaker type, reflectivity, and runup height, have been 
shown to covary with these parameters- effectively as a function of wave height, wave 
period, and beach slope/sediment size. 
Short (1979, 1981) observed a correspondence between wave height and morphologic 
state. Based on almost 1200 observations at a particular beach system, and augmented by 
observations at other sites, threshold values of breaker height were recognized. Each state 
was associated with a specific range of breaker heights (Table 3.1). 
Wright et al. (1979) emphasized the coimection between the surf scaling parameter, £, 
and the reflective and dissipative states. After Guza and Inman (1975) 
(3.1) 
where ab is breaker amplitude, ro is incident wave radian frequency (21t / Ti), g is 
acceleration due to gravity, and B is beach (cb) or surf zone (c s) gradient. Based on their 
large data sets (up to 6 years of daily observations, at over 25 different beaches) Wright 
and Short (1983, 1984) proposed dissipative and "reflective threshold c values: Cs < 1-3 
and Cs > 30-100 accompanied reflective and dissipative morphologies respectively (Table 
3.1). For the rhythmic states, Cb varies alongshore, being higher (more dissipative) in the 
bays and lower (more reflective) on the horns. C also varies with tide level, typically being 
higher at low tide and lower at high tide. 
Wright and Short (1984), and Wright in later work (Wright et al., 1985; Wright et al., 
1986; \Vright et al., 1987) examined the relationship between Dean's (1973) parameter, Q, 
~nd morphodynamic state, where 
(3.2) 
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and W s is sediment fall velocity. Laboratory based threshold values of Q<l and Q>6 were 
reported for reflective and dissipative states respectively, though threshold values 
determined from natural beaches are less well defined (Dalrymple and Thompson, 1977; 
Wright and Short, 1984). Based on different sized data sets (ranging form 586 to 1842 
observations) at a single beach location, several different sets of Q value/beach state 
combinations were presented. The 'equilibrium' values (Qe) of Wright et al. (1985) are 
those given in Table 3.1. 
RESPONSE ASYMMETRY AND TEMPORAL ENERGY VARIABILITY 
Wright, Short and coworkers recognized that process-form feedbacks act to complicate 
the simple correspondence between existing wave energy level and beach morphology 
implied by the dynamic similarity parameters. In the progression from dissipative to 
reflective states the ability of incident wave energy to change morphology decreases 
relative to the ability of morphologic inheritance to force fluid motions (Sonu and James, 
1973; Chappell and Eliot, 1979; Wright et al. 1979, Wright and Short, 1983, 1984). As a 
result of this response asymmetry, contrasting patterns of morphologic change occur. 
Beach recovery associated with decreasing wave heights is a relatively slow process. The 
pattern of change is sequential; Morphologies evolve through the down-state sequence. 
With increasing wave energy levels morphologic change may be effectively instantaneous. 
The pattern of change is discontinuous; steps in the up-state sequence are skipped (Short, 
1981; Lippman and Holman, 1990). 
Together with response asymmetry, temporal energy variability may act to dictate 
patterns of morphologic change. This is because the rate at which wave energy levels 
change controls the range over which morphology may vary (Sonu and James, 1973; 
Wright and Short, 1983, 1984). At least two scenarios, here termed seasonal and storm 
models, are possible (Sonu and Van Beek, 1966; Carter, 1988), The seasonal model refers 
to a situation where the dominant variation in wave height is a low frequency cycle. In this 
situation, although response asymmetry occurs, its effect is minimized; There is sufficient 
time between changes in wave energy level for the full dissipative to reflective spectrum of 
morphologic configurations to develop. The storm model applies to a situation where the 
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dominant variation in wave height is a high frequency cycle. In this situation the effect of 
response asymmetry is maximized: Although wave energy levels may vary widely, 
morphologies are confined to a narrow range of configurations because there is insufficient 
time for the projected range of morphologies to develop. 
Seasonal variations in wave height and beach morphology are characteristic of the west 
coast beaches of North America, and are well documented within the coastal literature 
(King 1972; Komar, 1976a). Wright and Short suggested that storm variations in wave 
height are the dominant cycle in the Australian and many other coastal systems 
characterized by moderate energy, temporally variable wave climates. 
Having briefly reviewed the principal components of the Australian model, it is used as a 
basis for comparison in the description and classification of NMB nearshore dynamics that 
follows. 
3.2 RESULTS: NMB NEARSHORE MORPHOLOGY, WAVE CLIMATE, AND 
DYNAMIC SIMILARITY 
3.2.1 NINE MILE BEACH NEARSHORE MORPHOLOGY 
SUBAQUEOUS BEACH MORPHOWGY 
A histogram of surf zone widths plus representative photographs of various surf zone 
characteristics at NMB are presented in Figure 3.2 and Plate 3.1. Surf zone widths ranged 
from 5O-1000m, but were generally within the lOO-500m range (79%). Inferred bar 
number and type ranged from multiple (2+) linear, shore-parallel bars with widely spaced 
rips to a single irregular, poorly developed bar. Most commonly, the surf zone exhibited 
two well developed breaker zones characterized by an outer more linear bar and an inner 
more irregular bar. The inner bar is inferred to be predominantly crescentic in shape, but it 
may range in character from a linear bar separated from the shoreline by a well developed 
trough, to a transverse bar attached to the shoreline. It was not uncommon for wave 
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URF ZONE WIDTH 
30% 
28% r---...... 
21% 
12% 
9% 
5) <100M 4} 175 - 3 )200- 2 )350- 1 »600. 
100M 350M SOOM '000 M 
1 ) 
5) 
Fi ure 3.2. Distribution of observed surf zone width estimates. Surf zone width 
range for each class is given at base of figure. The percentage of occurrence for each 
class is also in icated in this figure. 
Plate 3.1. Representative photographs of surf zone character. The nunlbers next to 
each photograph correspond to the surf zone width classes given in the accompanying 
fjgure. 
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breaking to be visible only over the highly variable inner bar. 
The above interpretation of bar morphology from surf zone characteristics is generally 
supported by the results of the time lapse photographic technique described in Chapter 2. 
In Plate 3.2 the upper photograph is a 'normal' exposure taken of the surf zone during 
relatively high energy wave conditions. The pattern of wave breaking in this photo 
suggests the presence of an irregular inner bar and a more regular outer bar. The lower 
photograph is a time-lapse image of the surf zone at the subsequent high tide, under 
essentially the same wave conditions. The time-lapse image highlights particularly well 
the presence of the irregular, possibly crescentic, inner bar. The presence of an outer bar is 
less obvious in the time lapse image. 
The surf zone morphologies just described place NMB primarily within the rhythmic to 
lower dissipative end of the Australian model spectrum (Table 33). The variable bar and 
trough topographies of the Nine Mile Beach surf zone correspond to 'Longshore Bar and 
Trough' (LBT). 'Rhythmic Bar and Beach' (RBB). and 'Transverse Bar and Rip' (TBR) 
states of Wright and Short (1983, 1984). However, in comparison to Australian model surf 
zone morphologies, analogous NMB bar and trough topographies generally exhibit larger 
width scales. 
SUBAERIAL BEACH MORPHOLOGY - Plan 
Figure 3.3 presents representative plan sketches showing the different rhythm length 
classes together with a histogram giving their frequency of occurrence. Longshore 
spacings ranged from 6O-1000m, with an average wavelength of 250-300 meters. Small 
surf cusps were the predominant rhythmic shoreline topography. occurring 76% of the 
time. Class A, B. and C surf cusps occurred 17%,33%, and 26% of the time. respectively. 
Large surf cusps were present 15% of the time and swash cusps 9% of the time. 
Rhythm amplitude on NMB ranged from weakly sinuous, with subdued horns and bays, 
through sinuous, with distinct horns and bays, to strongly sinuous shorelines expressed as 
transverse bars. Weaker sinuosity was associated with the larger rhythm classes. Only the 
smallest form length classes exhibited what could be termed transverse bars (high 
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PI te 3.2. Nine Mile Beach subaqueous urf zone morphology. -1) normal exposure 
(f16 1/125),2) time lapse exposure (f16 @-4mi .). 
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1 
Plate 3.2. Nine Mile Beach subaqueous surf zone morphology. -1) normal exposure 
(f16 @ 1/ 125),2) time lapse exposure (f16 @-4min.). 
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AUSTRALIAN MODEL MORPHOLOGIC CRITERIA 
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Arrows below sections indicate the range of occurrence of comparable Nine Mile Beach 
morphologies. 
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RHYTHMIC SHORELINE SPACING 
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S) 60- 4 ) 125- 3) 250- 2: 400- 1 ) 750-
_75M _1S0M_300M_SOOM_1000M_ 
7/5/88 250m 
2) SMALL SURF CUSPS: TYPE C 
12126/66 
r--T 
125 m 
4) SMALL SURF CUSPS: TYPE A 
11/13/86 50 Om 
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3) SMALL SURF CUSPS: TYPE B 
12/11.186 125m 
5) LARGE SWASH CUSPS 
:Figure 3.3. Representative plan sketches and frequency of occurrence of the rhythm 
classes observed at Nine Mile Beach. 
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amplitudes). 
Figure 3.4 provides representative examples of nested and isolated rhythmic 
topographies, plus histograms showing the frequency of occurrence of rhythm classes 
associated with these topographies. Nested rhythms were common, while single forms 
occurred only 35% of the time. Vincent (1973) suggested that small surf cusps tend to 
OCCllr in ensembles and larger surf cusps in isolation. At Nine Mile Beach the large surf 
cusps did occupy a relatively greater proportion of isolated rhythm occurrences than did 
the nested rhythm occurrences. However, in contrast to Vincent's observations, large surf 
cusps occurred as frequently in isolation as in nested sets. Also, although nested small surf 
cusps were the most common forms, the larger (class C) surf cusps 40minated nested 
rhythm occurrences (39%), whereas the smaller (class B) smf cusps dominated isolated 
rhythm occurrences (40%). 
Representative occurrences and size class histograms of skewed and normally oriented 
rhythmic topographies observed on Nine Mile Beach are given in Figure 3.5. Skewed 
shoreline rhythms were common (30%), but their occurrence was subordinate to that of the 
normally oriented shoreline rhythms (70%). When skewed rhythms were observed, they 
were associated with only the smallest rhythm classes. (i.e. All skewed rhythm 
occurrences were in class B and A surf cusps, and all class A surf cusps were skewed.) All 
asymmetries in rhythms showed deflections towards the north. In contrast to the fixed 
location of the normally oriented rhythmic forms, skewed forms generally migrated 
alongshore towards the north. A migration rate on the order of 5m/tidal cycle was obtained 
from contour maps and profiles made during two five day periods. The periods of 
longshore migration and skewed topography were specifically associated with a shift from 
class B to class A surf cusps. 
Based on the description of rhythmic topographies given above, two end member rhythm 
types are recognized. Type 1 rhythms are nested, normally oriented, non-migratory class C 
small surf cusps: Type 2 rhythms are isolated, skewed, migratory class A small surf cusps. 
These two NMB rhythm types are comparable to the two rhythmic morphologies described 
by Wright and Short (l983,1984). Specifically, Type 1 rhythms correspond to the 
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NESTED RHYTHMS (65%) 
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Figure 3.4. Representative examples of nested and isolated rhythms observed at Nine 
Mile Beach and the distribution of rhythm classes associated with these topographies. 
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SKEWED BHYTHMS (30%) 
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.F'igure 3.5. Representative examples of normal and skewed rhythms observed at 
Nine Mile Beach and the distribution of rhythm classes associated with these 
topographies. 
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'Rhythmic Bar and Beach' morphologies and Type 2 rhythms correspond to the 'Transverse 
Bar and Rip' morphologies of the Australian model (Table 3.3). However, the skewed 
forms that migrate alongshore (NMB Type 2 rhythms) are not a common feature of the 
Australian beach systems described by Wright and Short. 
SUBAERIAL BEACH MORPHOLOGY - Profile 
Representative NMB profiles and summary statistics of profile variation through time 
are presented in Figure 3.6. 
The NMB foreshore can be described as wide and gently sloping. It averaged 
approximately 90m in width at mid-tide and commonly extended over 120m at low tide. 
Beach mobility and backshore mobility indices (defined in Chapter 2) for Nine Mile Beach 
are 6.2m and 14.4 respectively. The high-tide beach, averaged 44m in width, and was 
particularly stable, with a mobility index of 2.9m. Similarly, beach slopes varied little. 
Mid-tide beach slopes fall within the 1-20 range, with a mean slope 1.360 . High-tide 
slopes fall in the 2.0-2.50 range, with an average slope of 2.30. 
Although the absolute values are affected by the use of mean sea level as the datum 
(Chapter 2), in general NMB did posses a relatively small subaerial beach volume (115 
m3/m) and low subaerial volume exchange (8m3/m). The total observed range in beach 
volume accounted for only about 25% of total subaerial beach volume. The profiles in 
Figure 3.6 suggest that the uppermost portion of the foreshore exhibits the least volume 
exchange. In contrast, the lower portion of the foreshore exhibits the most volume 
exchange. Thus, the beach width, slope, and volume exchange parameters all suggest that 
the subaerial beach is relatively stable. 
The profile shape indices RBS and RBW (defined in Chapter 2) suggest that a 
relatively steep narrow high tide beach and a relatively flat wide mid-tide beach are the 
general case for Nine Mile Beach. However, within the narrow absolute range of beach 
slopes and widths, there was a relatively wide range of internal variability that represents 
the horns and bays described in the previous section on plan morphology. On average, the 
high-tide slope was steeper than the mid-tide slope ( mean RBS :::: 1.75), but the high-tide 
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beach may be either flatter or steeper than the mid-tide beach (range RBS ::::: 0.93-2.39). 
Also, the high-tide beach was generally narrower than the mid-tide beach ( mean RBW = 
2.02 ±O.03) but again, a wide range of width variability did occur (range RBW ::::: 1.58-
2.30). 
At first glance NMB profiles appeared featureless in the field, but on closer inspection 
they exhibited subtle profile variations. These subtle profile shape variations represent 
long, low berms and swash bars. Specifically, the flat-topped benns were IS-30m wide 
and .0S-.15m high. The swash bars were 30-60m wide and .0S-.IOm high, with relatively 
narrow, steep fronts, and shoreward migration rates on the order of 30m/day. 
A representative set of profiles distributed alongshore and spatial profile variation 
summary statistics are presented in Figure 3.7. The spatial profile envelopes are 
qualitatively similar to the temporal profile envelopes described above (Figure 3.6). 
Profile size, shape, and variability are quantitatively comparable as well. Mean spatial 
versus temporal volume, width, and slope are 124: 115m3, 89:89m, and 1.67:1.360 
respectively. Volume exchange and beach mobility indices show somewhat larger 
longshore variation, suggesting greater spatial profile variability. Thus, within the NMB 
system there was generally equivalent or less profile variation at one location over a period 
of days then there was in the longshore on any given day. This high spatial profile 
variability is an expression of the shoreline rhythmicity described earlier. 
According to the Australian model criteria, the profile characteristics described above 
suggest that absolute profile morphologies on NMB are dissipative (Table 3.3). Wide, flat, 
stable profiles are associated with dissipative beach states (Wright and Short, 1983, 1984). 
However, if relative profile morphologies are considered, they strongly suggest that NMB 
profiles are characteristic of rhythmic states. This is in agreement with the plan 
morphologies described earlier. The tendency for spatial profile variation to be on the 
same order as temporal profile variation is a feature unique to rhythmic beach systems 
(Sonu, 1973; Short, 1981; Wright and Short, 1983, 1984). The high stability of the 
uppermost portion of the beach, and the relatively high mobility of the lowermost portion 
of the beach are also characteristics associated with rhythmic morphologic states (Short, 
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Figure 3.7. Summary statistics of spatial profile variation and representative profiles 
alongshore (*=backshore mobility index) Note: Although the spatial profile statistics 
are for a particular morphologic state, they are a good representation of spatial profile 
variation. 
1981, Wright and Short, 1983, 1984, Wright et aI., 1986). Finally, although markedly 
more subtle (longer and lower) in appearance than analogous features described within the 
literature, the swash bars and berms that occur on NMB are morphologic features generally 
not associated with dissipative morphologies (Wright and Short, 1983. 1984). 
NINE MILE BEACH MORPHOLOGIC STAlES 
Based on the plan and profile observations presented above, four NMB morphologic 
states are identified. The morphologic criteria that distinguishes each state is described 
below and summarized in Table 3.4. The four morphologic states are schematically 
illustrated in Figure 3.8. The frequency of occurrence of the particular beach states - the 
NMB beach stage curve - is also given in this figure. 
The Low Tide Terrace (LTT) state is characterized at high tide by a narrow, poorly 
developed surf zone (75m wide) with irregular skewed shoals. At low tide these shoals are 
expressed as a similarly irregular terrace that represents coalesced and in-filled smaller 
rhythms (Le. small surf/large swash cusps (loo-I5Om) of moderate amplitude). Possessing 
subtle berms and swash bars, the reflective profile is more convex in shape. It has a 
narrower, steeper sloping mid-beach, and a wider, gentler sloping upper beach. Profile 
volumes are relatively large, are moderately stable, and are relatively uniform alongshore. 
This reflective end member, which represents a 'fully accretedt beach state for the NMB 
system existed rarely, occurring only 4% of the time. This LTT state corresponds to the 
'Low Tide Terrace' state of the Australian model. 
The Multiple Bar and Trough (MBT) state exhibits a wide (75Om), linear, multiple 
(2+) barred surf zone, with broad, widely spaced rip current channels. Large surf cusps 
(lOOO-SOOm) with bays that correspond to the locations of rip currents characterize 
shoreline morphology. The large surf cusps exhibit weak sinuosity, are not skewed, tend 
to occur in isolation, and are non-migratory. The dissipative profile is more concave in 
shape. It has a wider, gentler sloping mid-tide beach, with a narrower and steeper sloping 
upper beach. Profile volumes are relatively small, and exhibit little variation alongshore. 
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TABLE 3.4 NINE MILE BEACH MORPHOLOGIC CRITERIA 
STATE 
SURF ZONE 
width 
DISSIPATIVE 
Wide 
-750m 
RHYTHMIC 
RB8 I STBR 
Variable 
I 
I 
~300m : -150m 
REFLECTIVE 
Narrow 
-75m 
~-----------+--------------- ----------------------- ---------------BARS 
number 
type 
BEACH -plan 
Form 
-amplitude 
-spacing 
-symmetry 
-nesting 
BEACH -profile 
slope 
(upper/middle) 
width 
volume 
spatial 
variability 
Multiple 
2+ 
"regular" 
linear, parallel 
with wide rips 
Weak 
low amplitude 
Large surf cusps 
(1000-500m) 
Normal 
Persistent 
Larger rhythms 
Isolated 
Concave 
Steep/GenUe 
Narrow 
Small 
Uniform 
Bar - trough 
1-2 
"Irreqular" 
crescentic Inner-: crescentic-
linear outer bar I transverse bar 
Strong 
high amplitude 
Small surf CUSPS(500-100m) 
500-200m 300-125m 
Normal 
Persistent 
Strong 
nesting 
Skewed 
Migratory 
Isolated 
Variable 
Variable 
Variable 
Variable 
Single 
1 
"irregular" 
skewed shoals 
Moderate 
medium amplitude 
Small surf cusps-
large swasn cusps 
(150-100m) 
Skewed 
Nested-isolated 
Convex 
GenUe/Sleep 
Wide 
Large 
Uniform 
This dissipative end member, which represents a 'fully eroded' beach state for the NMB 
system, was common, occurring 26% of the time. This MBT state corresponds to 
'Dissipative' and 'Longshore Bar and Trough' states of the Australian Model. 
The Rhythmic Bar and Beach (RBB) state is characterized by a ..... 3OOm wide surf zone 
with a crescentic inner bar, that appears with or without an outer linear bar. Small 
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Figure 3.8. Plan and profile configurations of the four Nine Mile Beach states and the 
Nine Mile Beach beach stage curve. Arrows are inferred direction of sediment 
transport. All dimensions are in meters. (Note differences in plan scales.) 
surf cusps occur in nested sets, have a ZOO-300m length range) and appear as well 
developed, normally oriented, horns and bays that tend to remain in a fixed location, Large 
swash cusps may be present in bays. Beach profiles are smaller in volume, gentler in 
slope, less spatially variable, and tend toward a more concave, 'eroded' shape 
in this the more dissipative of the two rhythmic states. 
The Skewed Transverse Bar and Rip (STBR) state is characterized by a "" 150m wide 
surf zone with an attached crescentic-transverse inner bar. Small shoreline rhythms occur 
in isolation, have a 125-300m length range, are strongly sinuous and tend to migrate 
alongshore in the direction of littoral drift. Beach profiles are larger in volume, steeper in 
slope, more spatially variable, and tend toward a more convex, 'accreted' shape, in this the 
more reflective of the two rhythmic states. 
These two rhythmic states (RBB,STBR) were the most common morphologic states 
observed on NMB, representing 70% of all occurrences. The Rhythmic Bar and Beach 
state was the modal beach state for NMB. This beach state, which corresponds to the 
'Rhythmic Bar and Beach' state of the Australian Model, existed 47% of the time. The 
Skewed Transverse Bar and Rip state, which is comparable to the Transverse Bar and Rip' 
state of the Australian model, existed 23% of the time. 
PATTERNS OF MORPHOLOGIC EVOLUTION OBSERVED ON NMB 
In general the patterns of morphologic evolution observed at NMB, and described below, 
are comparable to the evolutionary sequence described for the Australian model by Short 
(1979, 1981) and Wright et al. (1979). 
At NMB the Multiple Bar and Trough state develops 'over-night' from the previous state 
as sand moves offshore to the outer surf zone where a series of broad multiple linear bars 
are developed. Once established, the dissipative state is short lived, existing for only two 
to three days. This time period compares favorably with observations of Lippman and 
Holman (1990) who reported a mean residence time of 2 days for their high energy bar 
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morphologies. 
The onset of the NMB down-state transition sequence is marked by the the movement of 
the inner bar, which becomes more irregular as it begins to migrate shoreward. The outer 
bar may migrate shoreward and develop weak rhythmicity, but is less dynamic than the 
inner bar. The inception of rip current cells corresponds with the appearance of subtle, 
widely spaced horns and bays on the subaerial beach. These changes represent the initial 
development of rhythmic topographies and mark the onset of a gradual progression 
through a sequence of rhythmic morphologies that develop in association with the onshore 
migration of sediment. 
Sediment accumulation on the subaerial beach is initially confined to the horns, as swash 
bars move out of the inner sulf zone and weld onto the foreshore. Seaward transport and 
erosion occur in the bays, which are normally oriented and relatively large in scale. Swash 
bars begin to move alongshore as well as onshore through the narrowing sulf zone, and 
continue to weld onto the subaerial beach. As the horns widen due to the accumulation of 
sediment, rip spacing shifts down in size. The nested sets of the normally oriented, 
stationary, larger sulf cusps of the Rhythmic Bar and Beach state give way to the isolated 
sets of the skewed, migratory smaller surf cusps of the Skewed Transverse Bar and Rip 
state. These changes characterize the latter stages of the NMB down-state evolutionary 
sequence. Although generally similar to the Australian model progression, it as it this 
latter stage that the principal differences between the NMB and Australian model 
progressions are manifest (Le. skewing and migration of forms). 
Finally, sediment moves onshore along the entire length of the beach and the small rip 
channels are filled as swash bars move into and up the bays. With the bulk of sediment 
transport now confined to the swash zone, the down state transition sequence culminates in 
the development of a continuous berm/terrace characteristic of the Low Tide Terrace state. 
This ideal progression through the complete MBT-LTT down state evolutionary 
sequence occurred at NMB over a time period as short as ()... 7 days. This is in contrast to 
Wright and Short (1984), who noted that the transition through the complete reflective to 
dissipative sequence in the Australian systems occurred over periods of weeks or even 
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months. This difference between NMB and the Australian beach systems, in the time 
required for a progression through a complete evolutionary sequence, may however simply 
be due to the fact that NMB moves through a narrower range of morphologies than do the 
Australian systems. 
Although the complete evolutionary sequence was approached on two occasions during 
the study period at NMB, the progression from the MBT -LIT state was generally 
interrupted. Therefore, most morphologic change observed within the NMB system 
involved oscillations back and forth between the dissipative end member and/or the two 
rhythmic states. 
'Internal' transitions between the two rhythmic states were the more common occurrence. 
The predominance of internal transitions accounts for the persistence of the rhythmic states 
at NMB for periods of 5-14 days. These values also compare favorably with those given 
by Lippman and Holman (1990), who reported a mean residence time of 11 days and a 
range of 5-16 days for their attached rhythmic bar morphologies. 
Internal transitions involve the same morphologic changes as those described above for 
the intermediate phase of the complete transition sequence. The cutting back of horns and 
widening of bays takes place as the rip cells become more active movers of sediment 
offshore. Conversely, the welding of swash bars on to horns and the narrowing of bays 
occurs when sediment migrates onshore. Both the offshore and onshore migration of the 
inner bar accompanies these morphologic changes. 
3.2.2 NINE MILE BEACH WAVE CUMA TE 
WEATHER 
Wind 
Observations of surface wind direction and magnitude for the NMB area are summarized 
in Figure 3.9. Summary statistics from the Westport Harbour Board data set (see Chapter 
2) are used in the following description of NMB area wind characteristics. Calm days 
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Figure 3.9. Summary statistics of surface wind direction and magnitude for the NMB 
area. Upper portion of the figure is Westport Harbour Board data, lower portion of 
the figure is Nine Mile Beach data. (a) Wind Direction Rose, b) Wind Speed Class 
Frequencies, c) Wind Direction/Magnitude Rose, d) Three-dimensional Plot of Wind 
Magnitude/Direction. ) 
accounted for 19%, modal wind speeds of 5 knots (Force 2) accounted for 37%, and wind 
speeds of ~10 knots (Force 3) accounted for 83% of all observations. Winds ~17 knots 
(Force 5), capable of generating waves larger than 1.5m in height, accounted for only 7% 
of all observations. The most frequent winds were south-southwesterlies (43%). However, 
59 
a secondary north-northeasterly component (17%) was also present. This bimodality in 
wind direction is more marked if magnitudes for individual directions are considered: for 
winds ~17 knots southwesterlies comprised 36%, northeasterlies comprised 32%. 
Northeasterlies accounted for 60% of all occurrences ~22 knots (Force 6). 
These observations suggest that, in terms of wind direction and magnitude, three 
principal regimes exist within the NMB system: 1) Calm to low energy south-southwest 
winds - the most common, 2) high energy south-southwesterlies, 3) high energy 
northeasterlies. These conclusions are consistent with the few published reports of wind 
conditions that exist for this isolated section of coast (Reid, 1981; Reid and Collen, 1983; 
Valentine and Macky, 1984; Pfahlert, 1984). 
Weather Patterns 
A coherent picture of NMB weather patterns emerges when the wind observations are 
considered in conjunction with atmospheric circulation patterns. Valentine and Macky 
(1984) described elements of the atmospheric circulation around New Zealand; their 
classification was slightly modified after Davies (1973). Atmospheric circulation on the 
west coast of the South Island is characterized by sporadic 'local' depressions superimposed 
upon a continuous 'regional' pattern of east-northeast migrating anticyclones and front 
sequences. These circulation patterns are illustrated in synoptic weather charts 
representative of the study period (Figure 3.10). 
The anticyclones and front sequences, which migrate east-northeast, are associated with 
the belt of prevailing westerlies and high energy storm centers located south of New 
Zealand (Pickrill and Mitchell, 1979). Davies (1973) refers to the 'Southern Storm Belt' as 
the "most important and clearly definable wave generating area in the world", This zone is 
characterized by extremely consistent high energy westerly winds. Davies suggests gale 
force winds occur there on the order of 20% of the time. Reid and Collen's (1983) 
observations in the southernmost New Zealand quadrant bear this out; gale force winds 
(Force 8) occur 16% of the time, mean wind speeds are 21 knots (Force 6). 
L'1 contrast to this regional pattern, depressions of local origin represent a combination 
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Figure 3.10. Synoptic weather charts illustrating the characteristic atmospheric 
circulation patterns of New Zealand area. 
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of those that develop within the Tasman Sea- 'Tasman depressions', and those that develop 
in tropical regions and migrate towards New Zealand- 'tropical cyclones' (Valentine and 
Macky, 1984). 
The three NMB surface wind regimes noted earlier correlate with the atmospheric 
circulation elements described above. The high frequency south-southwesterly winds are 
associated with the passage of the anticyclone and front sequences. The calm to low 
energy south-southwest winds reflectthe anti-clockwise-rotating high pressure systems. 
The high energy southwesterlies reflect the front sequences. The clockwise-spinning 
Tasman depressions and tropical cyclones generate the high energy northeasterly winds 
observed at NMB. 
WAVES 
Magnitude and Range 
Incident wave conditions observed during the study periods at NMB (see Chapter 2) are 
summarized in Figure 3.11. Breaker heights ranged from 0.75 - 3.5m, with a mean breaker 
height of 1.75 m. Wave heights were highly variable; no markedly modal wave height was 
present. The majority (54%) were of moderate height (1.0m < Hb <2.5 m). The 
distribution is skewed towards lower wave heights, low waves (S;1.0m) comprised 
Figure 3.11. Summary of incident wave conditions observed at NMB and 
elsewhere around the central west coast of New Zealand. NMB Shore based visual 
(sv) observations include breaking wave height (Hb), wave period (Ti), and wave 
approach direction. Pfahlert (1984) gives similar parameters. Reid and 
Collen (1983) give offshore ship-based visual (ov) records of significant wave height 
(Hs). Both Pickrill and Mitchell (1979) and Valentine and Macky 
(1984) give offshore instrumented (oi) records of significant wave height (Hs) 
and zero-upcrossing wave period (Tz). Unrefracted wave breaker height (given as 
Hb in each box) was calculated for each of these records using an empirical equation 
from Komar and Gaughan (1972). The dominant direction of wave approach 
reported by these workers is located in the lower right-hand corner of each box. Note 
that the arrows indicate an approximate location of the recording sites with respect to 
the study area. (OPPOSITE PAGE --» 
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30% and high waves (~.5m) comprised 16% of the distribution. 
Wave period ranged from 8.5s to 14.5s at NMB. The average wave period was 11.5 
seconds. Incident wave period is distributed symmetrically; most waves fall within the lO-
Bs range (74%), and :5:10.55 and ;:::12.5s periods each occupy 37% of the distribution. 
It was noted in Chapter 2 that the published wave climate observations from elsewhere 
on the west coast are not ideal. Nonetheless, they do provide a basis for comparison. To 
facilitate such a comparison, wave statistics from the published records were converted to 
unrefracted breaking wave heights using an empirical equation given in Komar and 
Gaughan (1972). The results are summarized in Figure 3.11. Mean breaker heights are 
moderate (1.25-2.25m), although a wide range is reported (0.25-4.5m). The agreement 
between observed wave periods is not as good as that between wave heights, with wave 
periods ranging from 6-12 seconds. Considering inherent limitations, the wave data of 
other workers elsewhere on the west coast generally compare favorably with that obtained 
from Nine Mile Beach and suggest that NMB is part of a relatively well defined central 
west coast wave climate 
Direction of Wave Approach and Longshore Currents 
Most (56%) waves were observed to approach normal to the shore (Figure 3.11). 
However, slightly oblique approach angles from both the southwest and northwest were 
also common and were equally as likely to occur (21 % and 23% respectively). 
Considering the dominance of southwesterly winds in the area, southwesterly approach 
angles would be expected to be more common at NMB. West~southwest is the dominant 
approach direction in the published reports given in Figure 3.11. This discrepancy may be 
attributable in part to strong refraction across the wide shelf, and in part to the difficulty in 
making an accurate determination of approach direction using visual observations (see 
Chapter2)~ 
Qualitative observations of littoral drift, and the drift alignment of morphologic features 
suggest a northerly littoral drift in the NMB area. This is confirmed by local residents. 
Also~ of the nine acceptable measurements of longshore currents at NMB made during this 
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study (see Chapter 2), flow was to the ,north on all but one occallion. ,The t~ree b~st 
measurements, obtained from dye traces on days of low to moderate wave height j 'gave 
north-flowing surface current velocities of lOcm/s, 27cm/s, and 40cm/s. 
The few observations that have been made previously suggest that north-flowing 
longshore currents are a significant component of nearshore circulation within the NMB 
system. As early as 1947, Furkert estimated rates of longshore drift for the Westport area 
and noted that a strong north moving drift affects the wholG coastline. Recently, Lumsden, 
Kirk, and Hastie (1985) produced refraction diagrams for the Westport area in order to 
estimate rates of longshore drift. Their calculated net transport to the east (at rate of 
1.1xl06 ' m3/yr) for the Westport area would correspond to northward drift at NMB. 
Pfahlert (1984) used surface floats and determined a northerly versus southerly f10wing 
current direction ratio of 2: L This ratio is effectively identical to the swell approach ratio 
reported by Reid and Collen (1983) and used by Lumsden et a1. (1985) in their drift 
calculations. 
WA VB CLIMATE COMPONENTS 
An improved understanding of the NMB wave climate is obtained by considering the 
characteristics of natural wave trains. According to Thompson (1972), the typical property 
of swell generated by storms is the continuous decrease of period with time from the initial 
appearance of long periods. This decrease in wave period is commonly accompanied by a.n 
increase in wave height. In contrast to distant swell, local waves are characterized by the 
initial appearance of short periods, which increase with time as the sea grows until the 
wave height peak is reached (Thompson, 1972). Following the passage of the peak waves, 
the wave period values decrease with time and become more swell-like in appearance. 
Thompson (1972) presented a method to calculate the distance (Do) and time of origin 
for a swell train from the time rate of change of wave frequency using the equation 
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Do = 1.515 
df/d t 
(3.3) 
where Do is in nautical miles (NM), f is wave frequency in Hertz, and t is time in hours. 
The slope of a wave period time series line (converted to frequency) thus reflects the 
distance from the wave-generating area. Lower slopes correspond to more distant source 
areas. 
Assuming that the visually recorded wave period is comparable to the peak spectral 
period, and prominent maxima in the spectra represent individual wave trains, then wave 
period patterns represent individual wave trains, each generated by a synoptic weather 
event (Thompson, 1972, Siemelink, 1984). Based on this assumption, wave height and 
wave period time series were used to distinguish 'local waves' from 'swell' wave trains 
(Figure 3.12). Approximate source distances, calculated for the swell trains from equation 
were used to segregate 'local' as opposed to 'regional' swell. Synoptic weather charts 
and winds observed at the study site were examined in conjunction with these wave 
records. Consistent patterns emerged from this analysis, and three components of the 
r..r11B wave climate were recognized; 1) Regional swell, 2) Local swell, and 3) Local 
waves. Each wave climate component is an expression of the weather patterns in terms of 
wave train characteristics. The classification and the frequency of occurrence of the three 
NMB wave climate components is described below and summarized in Table 3.5. 
Regional swell is the dominant component of the NMB wave climate (60%). 
Characterized by a relatively gradual decrease in wave period over time, it travels 
distances greater than -1500 nautical miles (generally on the order 3500NM) to the 
recording site, and is associated with the occurrence of southwesterly winds. The weather 
patterns and apparent distance of travel suggest that this component originates in the 
'Southern StOlID Belt', On average, this component accounts for the longer period, and 
both the highest and lowest waves observed at the beach. Most wave heights greater than 
2.0 m (93%) and wave pedods of 12 seconds or longer (79%) are associated with this 
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Figure 3.12. Time-series of wave height and wave period observed during the study 
periods at NMB. Upper figure is wave breaker height (Hb), lower figure w?.ve 
period (T i). In the lower figure, wave trains have been identified and classified as 
'swell' or 'local' waves using criteria outlined by Thompson (1972; See text for 
details). On swell wave trains calculated source distances are given in nautical miles. 
component. Also, it is the obliquely incident waves associated with this wave climate 
component that are responsible for generation of the north-flowing longshore currents that 
are an important element of nearshore circulation in the NMB system. 
Local swell is a relatively minor component within the NMB wave climate (12%), It is 
characterized by travel distances less than -1500NM; generally on the order of 1000 
nautical miles. This component is associated with northerly winds. These properties 
suggest that this component originates from storms that occur within outer portions of 
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TAB NINE MILE BEACH WAVE CLIMATE COMPONENTS 
"REGIONAL" SWELL 
60% 
Distance 
-3500NM 
7000·1S00N M 
Direction 
Southwesterly 
Source 
Southern Storm Belt 
Waves 
Mean Height 2.0m 
Range 3.S-0.7Sm 
Mean Period 12.0s 
Range 14.S·8.5seconds 
Mean Steepness 0.0014 
Range .000S-.002S 
"LOCAL" SWELL 
12% 
Distance 
-1000NM 
>1500-500NM 
Direction 
Northerly 
Source 
Tasman and Tropical 
Cyclones 
Waves 
Mean Height 1.5m 
Range 2.2S-0.75m 
Mean Period 11.55 
Range 13.0-9.5seconds 
Mean Steepness 0.0011 
Range .000S·.0019 
LOCAL WAVES 
28% 
Distance 
On Site 
Direction 
North-->South 
Source 
Tasman and Tropical 
Cyclones 
Waves 
Mean Height1.5m 
Range 2.0-0.75m 
Mean Period 10.5s 
Range 11.5-8.5seconds 
Mean Steepness 0.0014 
Range .0006-.0024 
the Tasman Sea in association with tropical and possibly Tasman depressions. Moderate 
wave heights and intermediate wave periods characterize the local swell component. 
Local waves are a significant component of the NMB wave climate, not only in terms 
of frequency of occurrence (28%), but in terms of potential influence upon morphology. 
This component exhibits distinct wave period patterns through time, ideally characterized 
by the occurrence of short wave periods that build and then slowly taper-off. This pattern 
is accompanied by a progressive shift in local winds from northerly to southerly directions, 
suggesting that this component originates from Tasman and tropical depressions that occur 
close to the recording site and impinge upon the New Zealand land mass. On average, 
these local waves are of moderate height and relatively short period, exhibiting wave 
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steepness values that are equivalent to those of the high waves of the distant swell 
component. 
3.2.3 NINE MILE BEACH DYNAMIC SIMILARITY 
BREAKER HEIGHT (Hb) 
Within the NMB system, mean wave heights (1.75m) correspond to modal rhythmic 
morphologies (Table 3.6a). Mean wave heights for the individual morphologic states are 
2.75m for the dissipative (MBT) state, 105m for the rhythmic states, and 0.75111 for the 
reflective (L TT) state. The individual RBB and STBR morphologic states correspolid to 
mean wave heights of 15m and 1.0m respectively. 
Based on the correspondence between mean wave heights and the individual beach 
states, and the spread of the wave height distributions associated with each state, breaker 
height threshold values are assigned. Dissipative morphologies exist in conjunction with 
waves ~ 2.25m; reflective morphologies with wave heights below 1.0m. When the beach 
is rhythmic, wave heights between 1.0 and 2.0m are most common. These :N'MB breaker 
height threshold values are in close agreement with the threshold values reported by Short 
(1981; Table 3.6a). 
Wave heights associated with the rhythmic states occur over a range that crosses the 
ideal threshold boundaries (Figure 3.13a). This overlap is most marked for the 'rhythmic-
reflective end member' threshold. As a result, although all reflective morphologies are 
associated with low wave heights, the percentage correspondence is low (14%; Table 3.7). 
The poor correspondence is further illustrated in the frequency distributions of 
morphologic state and wave height Wave heights occur evenly over a broad range. 
However, beach morphologies tend to remain within a relatively narrow range in terms of 
the possible spectrum of morphologies ~ the distribution being skewed toward the 
occurrence of the more dissipative morphologies. 
In contrast, the 'rhythmic-dissipative end member' threshold exhibits strong s(.~gregation 
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of beach type on the basis of wave height, and the correspondence between existing wave 
height and beach state is high. The dissipative end member occurs 92% of the time when 
wave height is ;::: 2.25m. When wave height falls below this value, rhythmic morphologies 
exist 91 % of the time if the lower threshold is neglected altogether. 
With respect to segregation of the two rhythmic morphologies (RBB and STBR), the 
wave height distribution of the two rhythmic states does appear weakly bimodal, and a 
threshold wave height of -1.25m could be considered. Using this value, the RBB state 
exists on all occasions if wave height is between 1.25 and 2.25 meters (Figure 3.13a). 
However, the STBR state exists only 60% of the time when wave height falls below the 
1.25m wave height threshold value. Thus, as was the case above for the 'rhythmic-
reflective end member' threshold, correspondence to beach state is worse for lower wave 
heights. 
THE SURF SCALING PARAMETER (cb> 
Reflective and dissipative end member morphologies show good segregation on the 
basis of surf scaling parameter values (Table 3.6b). Within a wide range of c b values 
(7.5-128.8), mean Cb for the dissipative state is 54, the reflective state 23. Also, the 
standard deviation of E. b values for the end member states is low. A threshold value of 
cb=-30 segregates the two end member NMB states. 
TABLE 3.6. SUMMARY STATISTICS AND CORRESPONDING EXISTENCE 
FIELDS DIAGRAM OF THE DYNAMIC SIMILARITY PARAMETERS FOR 
BEACH STATES In existence fields diagrams the horizontal arrows indicate standard 
deviation of distributions; x, 0 represent the mean values. Vertical lines indicate 
proposed thresholds. (a) Wave breaker height (Hb) - Existence fields and thresholds 
of Short (1981) are presented in the lower diagram b)Surf scaling parameter (Cb) -
Existence fields and thresholds of - Wright et al. (1979) are presented in the lower 
diagram; c) Dean parameter (0) - Existence fields and thresholds of Wright et aL 
(1985) are presented in the lower diagram. (OPPOSITE PAGE ---» 
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a) Hb (m) 
STATE r. Mean SD. Range 
OISS 11 2.75 0.4 2.25·3.50 
FH{ 30 1.50 0.5 0.75-2.25 
rbb 20 1.50 0.4 0.75-2.25 
tbr 10 LOa 0.2 0.75-1.25 
REF 2 0.75 0.2 0.75-1.00 
Tota! 43 i .75 0.75 0.75-3.50 
b) Cb 
STATE n Mean S.D. Range 
OISS 5 53.7 5.4 46.1-59.8 
FH{ 21 44.6 27.9 7.5-126.1 
rbb 12 55.1 31.1 28.2-128.7 
tbr 9 30.7 15.4 7.5-59.6 
REF 2 22.7 5.0 19.2-26.3 
'-l 
...... 
Total 28 44.7 25.2 7.5·128.7 
e) Q 
STATE n Mean S.D. Range 
OISS 1 1 7.85 0.94 6.66-9.78 
FHY 30 4.81 1.87 2.15-7.77 
rbb 20 5.60 1.75 2.15-7.77 
tbr 10 3.23 0.79 2.28-4.96 
REF 2 2.59 OA7 2.26-2.92 
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Figure 3.13. Frequency distributions various dynamic similarity 
parameters for each morphologic state. (a) distributions of wave breaker 
height; b) distributions of surf scaling parameter (cb); c) distributions of 
Dean parameter (0). 
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Surf similarity parameter values for the rhythmic states cover the entire range of values 
(Figure 3.13b). Thus the surf scaling parameter is a poor discriminator of rhythmic 
morphologies. However, the Cb=-30 value does provide a reasonable segregation 
between the two rhythmic morphologies. By using the Cb=30 threshold, and pairing the 
individual rhythmic morphologies with their respective reflective and dissipative end 
member morphologies, the 'dissipative pair' is found to occur 75% of the time when Cb is 
greater than 30 and the 'reflective pair' to occur 86% of the time when C b is less than 30 
(Table 3.7). 
The Cb=30 threshold value used here does agree with the upper bounds of Wright and 
Short's (1983, 1984) dissipative-reflective C threshold values (Table 3.6b). However, in 
comparison to the Australian model values, for similar morphologic states the average surf 
scaling parameter values are high at NMB (Mean C b=45). According to the Australian 
model, the bulk (75%) of Cb values on NMB correspond to dissipative morphologies. 
THE DEAN PARAMETER (Q) 
In terms of the individual NMB states, there is good segregation on the basis of both the 
mean and standard deviation of Q values (Table 3.6c). The dissipative state corresponds to 
Q values in excess of -6.8, the mean value being 7.85. Rhythmic states are associated with 
Q values between -3.0 and -6.8 and a mean value of 4.81. The reflective state 
corresponds to Q values below ~3.0, the mean value being 2.59. For the individual 
rhythmic states, mean values of the Dean parameter are 5.60 for the RBB state and 3.23 for 
the STBR state. A value of Q=~3.95 segregates these two states. 
As has been pointed out previously for the other two similarity parameters under 
consideration, Dean parameter values associated with the rhythmic states occur over a 
range that crosses the ideal threshold boundaries (Figure 3.13c). As a result, using 
immediate Q values imposes similar constraints on predictability. The reflective state 
occurs only 25% of the time when Q falls below ~3.0 (Table 3.7). The dissipative state 
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occurs 56% of the time when 0 exceeds ~6.8 .. However, rhythmic states occur on all 
occasions when the Dean parameter falls between these values, and 88% of the time when 
it falls below the upper threshold. Also, the RBB and STBR states are correctly predicted 
75% and 71 % of the time respectively on the basis of the rhythmic threshold value of 
0=-3.95. 
In general the Dean parameter values associated with the particular morphologic states 
are high (Mean=5.5) in comparison to those reported in Wright et al. (1985) (Table 3.6c). 
However, while the values associated with the more dissipative morphologies are high, the 
o values associated with the more reflective morphologies are in close agreement with 
Australian model values. Still, as was the case with Cb, the use of the Australian model n 
values would in general over-predict the occurrence of dissipative morphologies. 
3.3 INTERPRETATION AND DISCUSSION: NMB NEARSHORE DYNAMICS 
In the following section, the NMB beach state morphologies are related to the NMB 
wave climate components, based on the correspondence between beach state morphology 
and the similarity parameters. The combined NMB morphology-wave climate associations 
described below and summarized in Table 3.8 represent the framework of the NMB 
nearshore/macrodynamic model. Additional aspects of this model are outlined in the 
ensuing sections. 
NINE MILE BEACH MORPHODYNAMIC STATES 
The Low Tide Terrace (L TT) state. The narrow irregular surf zone and shoreline that 
characterize reflective end member morphologies within the NMB system existed only in 
conjunction with the lowest wave heights. A further requirement of low wave steepness 
for this state is suggested by low Dean parameter values « 3.0). Also, surf scaling 
parameter values (Cb) were consistently below 30 for the LIT state. 
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TABLE 3.8 THE NINE MILE BEACH MACRODYNAMIC MODEL 
DYNAMIC 
BEACH STATE MORPHOLOGY SIMILARITY PROCESSES 
tb > 30 
Hb ;;:: 2.25m 
MULTIPLE 
DISSIPATIVE BAR AND TROUGH Southwesterly 
Q > 6.8 Regional Swell 
MIXED 
RHYTHMIC Q= 3.95 - 6.8 
BAR AND ?Local Waves? 
BEACH 
RHYTHMIC Q- = 3.0 - 6.8 H b = 1.0-2.25m -
SKEWED ?Southwesterly 
TRANSVERSE Regional 
BAR AND RIP Q= 3.0 - 3.95 Swell? 
MIXED 
£ b < 30 
Hb < i.DDm 
REFLECTIVE 
LOW TIDE Southwesterly 
TERRACE Q < 3.0 Regional 
Swell 
The low wave heights and, in particular, long periods needed to produce the low 
steepness values associated with the reflective end member rule out a local wave origin for 
this state. The low wave heights and periods, together with the tendency for morphologies 
to be skewed in the direction of northerly drift, suggest a low energy regional or local 
southwesterly swell origin for this state. That this state was observed to have existed only 
during conditions of southwesterly regional swell (Table 3.9), suggests that it is principally 
this wave climate component that develops the Low Tide Terrace state observed on NMB. 
76 
TABLE 3.9 COUNT OF BEACH MORPHOLOGIES THAT EXISTED IN 
CONJUNCTION WITH THE WAVE CLIMATE COMPONENTS. 
BEACH STATE 
WAVE CLIMATE 
COMPONENT MBT RBB TBR LTT 
REGIONAL SWELL I 1 1 10 3 2 
I 
LOCAL SWELL I 3 2 
I 
LOCAL WAVES I 7 5 
The Multiple Bar and Trough (MBT) state. The wide, multiple barred surf zone and 
wide, weakly sinuous subaerial beach that characterize dissipative end member 
morphologies within NMB system occurred only during periods of high waves: Wave 
heights greater than or equal 2.25m consistently existed with this state. As a result, E b was 
always greater than 30, and n was consistently above 6.8. 
The high waves, apparently required to develop dissipative morphologies, preclude all 
but high energy regional southwesterly swell conditions in the fonnation of this state. That 
the MBT state was observed to have existed only during conditions of southwesterly 
regional swell, supports this suggestion (Table 3.9) . 
The Rhythmic Bar and Beach (RBB), and Skewed Transverse Bar and Rip (STBR) 
states. The irregular barred surf zone and sinuous subaerial beach characteristic of the 
modal rhythmic morphologies existed in conjunction with a range of incident wave 
conditions. The wide range in wave heights (l-2.25m), Dean parameter values (3.0-6.8), 
and surf scaling parameter values (7.5-128.7) suggest that any of the wave climate 
components have the potential to develop rhythmic morphologies: Both regional and local 
swell, as well as local waves, posses the attributes of moderate wave height and period 
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that are associated with the occurrence of rhythmic morphologies. 
As a result, it is difficult to assign either of the two rhythmic states to a specific wave 
climate component The high wave steepness values required to generate the high Dean 
parameter values (3.95-6.8) of the RBB state, suggest that a principal role is played by 
short period, moderately high local waves. Similarly, long wave periods required to 
generate low Dean parameter values (<3.95) and topography skewed in the direction of 
longshore drift, together strongly suggest that regional southwesterly swell is the primary 
influence on development of the STBR state. However, the correspondence of these states 
to observed wave climate occurrences does not confirm these suggestions (Table 3.9) . 
INFERENCES ON NMB PROCESS SIGNATURES: PERIODS OF RESONANCE AND 
OBLIQUE WAVE INCIDENCE 
Based upon the Australian model process signatures, it is possible to make some 
inferences about the relative dominance of particular wave generated mean and oscillatory 
flows in each of the NMB states. 
The suggestion that inshore resonance has a primary influence upon the scale of beach 
and surf zone morphologies is a central aspect of the Australian model (Wright et aI, 1989; 
Wright and Short 1983: 1984). This suggestion is based upon reported agreement between 
the observed wavelengths of rhythmic morphologies and those predicted from standing 
wave and edge wave dispersion relationships using observed periods of resonance (e.g. 
swash cusps have been linked to edge waves at synchronous and subhannonic frequencies 
[Guza and Inman, 1975; Sallenger, 1979a; Guza and Bowen, 1981; Wright, 1982]; surf 
cusps have been linked to standing waves and standing edgewaves at infragravity 
frequencies [Bowen and Inman, 1971; Short, 1975; Wright 1982; Holman and Bowen, 
1982]. From the edge wave dispersion equation, Komar (1983) gives the relationship 
between the wavelength ( Le) and period (T e> of a standing edgewave as 
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Te2 sin[(2n+l)B]. (3.4) 
21t 
A set of solutions to this equation is given in Table 3.1Oa. 
Along the lines of the Australian model , it is suggested that the [lpr"TP~ in rhythm 
spacings that is characteristic of the NMB pattern of morphologic e'Ilo1ution represents a 
shift downward in the dominant period of resonance from low infragravity periods (>1008) 
for the MBT state, through high infragravity (lOO-50s) and subharrnonic (4Ti) periods for 
the modal rhythmic states, to subharrnonic periods (2Ti) for the LTT state (Table 3.8). 
The results given in Table 3.10a show that zero mode standing edge waves with periods 
on the order of 100 to 200 seconds (low infragravity) have wavelengths in the 500-1 DOOm 
range. From this it can be inferred that the large surf cusps that exist at NMB in 
conjunction with the MBT state are generated by such long period, large scale oscillatory 
motions 3.1. Mean flows, in the fonn of broad, widely spaced rip cells that cut across the 
surf zone, coexist with these inferred oscillatory motions. Although seaward return flows 
are concentrated in the rip channels, in the MBT state, seaward bottom return flows may 
dominate along the entire length of the shore. 
According to Table 3.10a, edge waves with periods on the order of 50 to 100 seconds 
(high infragravity to subharrnonic) have wavelengths in the 500-100m range. From this it 
can be inferred that the small surf cusps that exist at NMB in conjunction with the two 
rhythmic states are generated by such motions. (It will be shown in Chapter 5 that NMB 
runup spectra obtained during moderate energy conditions do exhibit significant peaks 
within a range of comparable periods [-40-80 seconds]). For the two rhythmic states, rip 
cells also exist in conjunction with these inferred oscillatory motions, In contrast to the 
MBT state, however, the rip cells of the rhythmic states are not only more closely spaced, 
but are also narrower and only extend shoreward past the inner bar. In this instance net 
seaward flows appear to be concentrated in the rip channel bays and shoreward flows on 
the horns. 
Finally, according to Table 3. lOa, edge waves with periods on the order of 25 to 50 
seconds (subharrnonic) have wave lengths in the lOO-150m range. Again, it can be 
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TABLE 3,10 
a) EDGE WAVE LENGTHS (after Komar 1983) 
for 8=0.01 for 8=0.03 
Te(s) Le(m) Le(m) 
25 10 29 
50 39 117 
75 88 263 
100 156 468 
150 351 1053 
200 625 1872 
b) FORM LENGTHS AND CURRENT VELOCITIES 
Lf(m) Velocity (m/s) 
125 
250 
300 
500 
1000 
1.4 
2.0 
2.2 
2.8 
3:9 
Le::: ..JL T e 2 sin[(2n+l)l31. 
2n: 
for 8=0.05 
Le(m) 
49 
195 
439 
781 
1755 
3100 
inferred that similarly spaced small surf cusps and swash cusps of the the L TT state are 
generated by such motions. In this instance, the rip cells are poorly developed, and net 
shoreward flow may dominate along the entire length of the shore. 
A simple standing edge wave model appears to provide a reasonable explanation for the 
generation of rhythmic morphologies on NMB. While such a model seems particularly 
applicable to the generation of the larger-scale, normally-oriented, stationary, rhythmic 
fomis observed on NMB (MBT and RBB states), a variant on the standing edge wave 
model may in fact be required to explain the occurrence of the smaller-scale, skewed, 
migratory rhythmic forms that develop on NMB at the late stages of recovery (STBR 
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state). 
Holman and Bowen (1982) have outlined a 'phase-locking' model where the 
superposition of different modes of progressive edge waves interact to yield a complex 
standing pattern. Although this model does provide a mechanism to generate skewed, 
apparently nested/irregular morphologies such as those observed on NMB, it does not 
allow for form migration. 
Another alternative to the simple standing edge wave model, one that does involve form 
migration and leads to the generation of skewed forms, is a model for a wave standing on a 
current. Although such a model was suggested by Sonu (1973) and outlined by Barcilon 
and Lau (1973), it has received little attention. In this model the rhythmic morphologies 
represent bedform fields that result from the instability of the longshore current and wave 
perturbed surf zone bed. Following from the relationship derived for unidirectional flow in 
alluvial channels by Kennedy (1961) (used later in Chapter 4), Barcilon and Lau (1973) 
give the relationship between form wavelength (Lf) and current velocity (U) on a sloping 
beach as 
(3.5) 
where K = wave number 2n / Lf and B is beach slope in radians (taken here as .01). 
Longshore current velocities predicted from this relationship for a range of rhythm 
wavelengths observed atNMB are given in Table 3. lOb. 
The results of this analysis predict that longshore currents with velocities in the 1-2m1s 
range would be required to generate the smaller-scale rhythms observed at NMB. 
Although these longshore current velocities are higher than the few current velocities 
measured during this study, velocities in this range are not unreasonable. (P.A. Howd 
[pers. comm., 1990] reports that longshore currents during storms at Duck, North Carolina 
exhibited eight hour average velocities of 2m1s with peak velocities of 3m1s that lasted for 
10-15 seconds. Howd also reports that with highly oblique angles of wave approach, low 
81 
(lm) waves generated longshore currents with velocities of 1 mls.) According to the 
values given in Table 3.10b, the larger-scale, stationary rhythms (which are not of 
particular interest in this case) require current velocities greater that "",3m1s. Velocities in 
this range, although possible, may not be so reasonable. This is in contrast to the apparent 
viability of the 'wave on current' model for the generation of the smaller-scale, migratory 
forms that are of interest. 
Aside from representing another possible mechanism for the generation of rhythmic 
morphologies, what this model and these results suggest is that longshore currents may be 
an important process component in the NMB system - particularly during the later stages 
of recovery and in conjunction with the development of the STBR morphologies (Table 
3.8). The prevalence of southwesterly approaching winds and waves, and associated 
northerly flowing longshore currents in the NMB area would support this suggestion. 
Also, the closer affinities of the STBR morphologies to those described elsewhere and 
interpreted to represent the influence of obliquely incident waves and longshore currents, 
than to the TBR morphologies of the Australian model, supports this suggestion (e.g. The 
skewed, longshore migration of forms at late stages of recovery together with the 
appearance of 'meandering longshore currents' within the surf zone observed on Outer 
Banks of North Carolina by Sonu [1973]; The highly skewed bar and rip systems 
developed during recovery and associated with oblique winds and waves on the southeast 
coast of Australian described by Chappel and Eliot, [1979]; The oblique bar and rip 
channel systems of the Oregon coast described by Hunter et al. [1979]) 
The potential influence of oblique wave incidence/longshore currents upon nearshore 
morphology has not been excluded from the Australian model. Wright and Short (1983~ 
1984) did attribute the occurrence of skewed morphologies to the presence of longshore 
currents. However, probably because it is not an important process component in the 
beach systems studied by Wright and Short, little attention has been given to oblique wave 
incidencellongshore currents in the Australian model. 
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Figure 3.14. Log plot of the smoothed power spectrum of Pfahlert's (1984) wave height 
estimates. Pfahlert's year long time-series was demeaned, detrended, and tapered 
prior to fourier analysis. Following these transformations the resulting time series 
was, smoothed (with a moving average) and the log plot of the smoothed power 
spectrum produced. The confidence interval (90%) is given in the upper right hand 
corner of the figure. The smoothing bandwidth (m=15) is given in the lower left 
hand corner of the figure. 
MORPHOLOGIC RESPONSE TO MULTIPLE SCALES OF UNSTEADIl\TESS 
Storm/Recovery Cycles 
Observations made during this study and by others suggest that high frequency 
storol/recovery events are a characteristic feature of the central west coast wave climate. 
In the wave height and period time series introduced earlier (Figure 3.12), wave height 
variations could be seen to occur approximately every 3-8 days and individual wave trains 
to have arrived at approximately day intervals. A fourier analysis of Pfahlert's (1984) 
year long daily record of wave height (Section 2.2 of Chapter 2) carried out during this 
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study revealed an -4 day cycle of wave height variation (Figure 3.14). This time period is 
comparable to that given by Pickrill and Mitchell (1979), who based upon a fourier 
analysis of a wave height time series obtained from oil rigs off the North Island west coast, 
reported that wave height variations exhibited a 5 day cycle. Finally, RM. Kirk (pers. 
comm., 1990), during an investigation recently carried out near the study site at Cape 
Foulwind, has also found that depending upon the weather conditions, distinctive patterns 
of waves and currents persist in the area for periods of ~4-14 days. 
Based on these observations it is suggested that the the storm model applies to NMB: At 
NMB rhythmic morphologies prevail primarily because there is insufficient time for more 
reflective morphologies to develop. This interpretation would explain why morphologic 
patterns of evolution at NMB are characterized by oscillations between the dissipative end 
member and/or the two rhythmic states, although incident wave conditions vary over a 
broad range. It would account for the poor correspondence between morphologic state and 
incident wave conditions that was observed at low wave energy levels. Thus the combined 
effects of response asymmetry and high frequency temporal energy variability, as outlined 
in the Australian model, are_an important aspect of NMB nearshore dynamics. 
Higher Frequency Cycles 
Wave height va..-riations at even higher frequencies also have an influence upon NMB 
beach and surf zone morphology. Wright et al. (1987) considered the effect that variations 
in tidal range have upon morphology. They suggested that nearshore topographies are more 
pronounced when tidal ranges are low, more subdued when tidal ranges are high. The 
comparison of the Australian model to NMB morphologies made earlier supports this 
suggestion. NMB posses a higher tidal range than the Australian systems and 
correspondingly, analogous NMB morphologies are more subtly expressed than their 
Australian counterparts: NMB surf zones are wider, bar forms are more widely spaced and 
are wider and lower in relief. Thus, within the NMB system the principal effec~ of tidally-
induced variations in surf zone width and breaker position on morphologic development 
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appears to be a modifying influence upon existing forms. 
Wright et a1. (1987) also considered the effects that wave groupiness may have on 
morphologic development. They suggested that for the same incident wave height, higher 
groupiness can lead to the deVelopment of a higher energy state. Contrasts in wave 
groupiness are implicit in the swell versus local wave climate components proposed for 
NMB, and as a result groupiness effects would be expected to be an important aspect of 
NMB nearshore dynamics. However, it is beyond the scope of this work to address them. 
COMPARABILITY OF DYNAMIC SIMILARITY PARAMETERS 
In this study differences were observed in the correspondence of the three similarity 
parameters (Hb, 8, Q) to beach state, both within the NMB system, and between the NMB 
and Australian beach systems. 
The NMB morphologic states showed the strongest dependence upon the breaking wave 
height parameter. The Dean parameter was also useful, being a particularly good 
discriminator of the two rhythmic morphologies. Although a useful discriminator of 
reflective and dissipative morphologies, the surf scaling parameter had the lowest overall 
discriminating power. 
Wright and Short (1983;1984) did not directly compare the predictive capability of the 
three parameters used in this study (Hb, £, Q). However, Uppman and Holman (1990) did 
make such a comparison. In agreement with the observations made during this study, they 
found that their bar types showed the the strongest dependence upon a simple wave height 
parameter. 
What these observations suggest is that at a fixed location within a particular beach 
system, where slope and grain settling velocity variables are effectively constant, 
morphology exhibits a direct dependence upon incident wave conditions, in particular 
wave height. This would explain why the surf scaling parameter was a poor discriminator 
of the two rhythmic states: Scatter is induced by the inclusion of beach slope in the 
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similarity parameter in a rhythmic system such a NMB, because within the same state there 
is a wide range in beach slopes between horns and bays. 
When NMB similarity parameter values were compared to those given in the Australian 
model (Wright and Short, 1983,1984; Wright et al.,1985), both surf scaling parameter and 
Dean parameter values were higher (more dissipative) at NMB than would be predicted 
from the Australian model. Differences in methodology, specifically visually estimated 
versus instrument recorded wave heights, could explain the discrepancies between NMB 
and Australian model similarity parameter values. However, the close agreement between 
NMB and Australian model wave height values suggest other causes for the discrepancies. 
With respect to the the surf scaling parameter, the dissipative values at NMB may in 
part be attributable to the higher tidal range at NMB than in the Australian systems: The 
attenuating effect of the tide, resulting in lower beach slopes for comparable states, would 
push surf scaling parameter towards more dissipative values. Also, differences in exactly 
what slope is being used may also influence the sutt scaling parameter values. This last 
point may also provide an explanation for the discrepancy between NMB and Australian 
model Dean parameter values. 
Dean (1973) originally suggested that the mean grain settling velocity at the bar crest 
is to be used. In this study, the mean grain settling velocity over a 100m cross-shore by 
200m longshore area was used. It is unclear what settling velocity value was used by 
Wright et al. (1985). In fact, noting that mean grain settling velocities vary from the surf 
zone to the beach face, there is a reference to having adjusted the settling velocity used to 
calculate the Dean parameter on the basis of the observed sutt zone width; lower values 
were chosen for wider surf zones in order to improve predictability. Perhaps this explains 
why at NMB the Dean parameter values showed close agreement to Australian model 
values at the reflective end of the spectrum, but poor agreement to those at the dissipative 
end of the spectrum. It should also be noted with respect to differences between NMB and 
Australian model Dean parameter values, that the Australian model values were obtained 
from a single beach system, and therefore difference are to be expected. 
Despite the discrepancies between NMB and Australian model similarity parameter 
86 
values described above, and in contrast to the case for intracomparisons, similarity 
parameters that include slope, or better yet grain settling velocity, should be used when 
comparisons are being made between different beach systems. 
3.4 CONCLUSIONS 
Based on a comparison with the Australian morphodynamic model, four NMB 
macroscale process-form assemblages were recognized in this study. The Rhythmic Bar 
and Beach and Skewed Transverse Bar and Rip states were modal states within NMB 
system. The range of rhythmic topographies associated with these two states existed in 
conjunction with all wave climate components (ie. southwesterly regional and local swell, 
and local storm waves), The broad surf zones and multiple bars of the Multiple Bar and 
Trough state developed at the onset of high energy southwesterly wave conditions. The 
narrow surf zones and irregular shoals of the Low Tide Terrace state developed only after 
extended periods of low energy southwesterly swell. 
In general NMB nearshore morphologies are comparable to those described in the 
Australian model. However, differences exist between NMB and Australian model 
morphologies at the late stages of post-storm recovery: The migratory, oblique bar and rip 
channel morphologies of Nine Mile Beach STBR state are not a prominent featnre of the 
Australian model. This difference, suggested to result from the greater influence of 
oblique wave inCidence and accompanying longshore currents on morphology in the NMB 
system than in the Australian systems described by Wright and Short (1983;1984), 
highlights an area where further refinement of the Australian model framework is required. 
As Chappel and Eliot (1979) have suggested previously, oblique bar and rip channel states 
may not simply be asymmetric counterparts of the rhythmic bar and beach or transverse 
bar and rip states. 
Differences were also observed between NMB and Australian model morphologies in 
terms of morphologic expression: Comparable morphologies are more subtly expressed in 
the NMB than the Australian beach systems. In this instance these differences, attributed 
to a higher tidal range in the NMB than the Australian systems, are accounted for within 
the present framework of the Australian model. 
The present framework of the Australian model, which encompasses the combined 
effects of response asymmetry and temporal energy variability, is also able to account for 
the prevalence of rhythmic morphologies within the NMB system. NMB morphologies 
remained within a narrow but dynamic morphologic range, characterized by the onshore-
offshore migration of the inner bar. This is because, although a broad range of incident 
wave conditions existed (ie. wave breaker heights 0.5-4.0m; wave periods 8-14 seconds), 
incident wave conditions varied over short periods of time ( ... 5 days). As a result there was 
insufficient time for the full spectrum of morphologic configurations described in the 
Australian model to be developed at NMB. 
Thus, for the most part, the current framework of the Australian model was able to 
account for the patterns of three dimensional morphologic response to changes in wave 
energy level that were observed at NMB. Qualitatively at least, it provides a useful beach 
and surf zone classification scheme that is applicable to a range of environmental 
conditions. Quantitatively, some care should be taken in the application of the dynamic 
similarity parameters. 
Finally, the central theme of this work - the enmeshed nature of process-response 
interactions in sandy coastal systems- is well illustrated by the nature of macroscale 
process-response interactions described in this chapter. Here it was shown that nearshore 
morphologies represent a response to a variety of influences operating simultaneously 
across a range of scales. 
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3.1 The possibility that large scale edge waves are forced by reflections off the two 
headlands that bound NMB beach was investigated using another form of the edge wave 
dispersion relationship that gives the standing edgewave frequency for a given combination of 
edge wave cross (n) and longshore (m) modal numbers (edge wave lengths) on a plane sloping 
beach within a basin of a given dimensions as 
f2= g m (2n+l)f3e 
44,n 
(3.6) 
after Culley (1986), where Be is effective beach slope (Holman and Bowen, 1979 [taken here to be 
0.01)), and Lb is beach length (taken here as 12,OOOm). The frequency and cross-shore 
dimensions of a basin trapped standing edge wave predicted by this relationship for a range of 
longshore wavelengths observed on NMB are given in Table 3.11. The results of this analysis 
suggest that it is unlikely that the headlands that bound the NMB compartment act as reflectors 
for edge waves of longshore dimensions being considered (500-1000m). This is because the 
longshore mode numbers are too high (m=24 for 100m and m=48 for 500m): Only the lower 
modes of both m and n edgewaves would be expected to be excited (Holman, pers. comm, 1990). 
It is possible that the inlet deltas act as reflectors, as the the largest scale rhythms (1000-2ooom) 
observed would have lower modal numbers (m=4 and 8 respectively). If this is the case then it is 
only the lowest cross-shore mode numbers (n=O,I) that would hug the shore. 
Also, it is interesting that the fit of a mode (6, 0) edge wave within the NMB beach 
compartment has longshore length scales that match the location of the two inlets that dissect 
NMB. In the cross-shore this edge wave has dimensions that correspond to those of the offshore 
extent of the headlands. The period of such a wave would be on the order of 10 minutes. 
Extremely regular mnup highs at periods of -9-10 minutes were noted during fieldwork, 
although no quantitative measurements exist to support this observation. 
EDGE WAVE DIMENSIONS f2= g m (2n+1) Be 
4Lbn 
Ly (meters) (m,n) T(s) Lx(meters) 
12000 (2,0) 'irl7 4775 
(2, 1) 506 6367 
4000 (6,0) 506 1592 
(6,1) 292 2122 
2000 (12,0), (4, 0)* 358 760 
(12, 1) 207 1061 
1000 (24, 0), (8, 0)* 253 398 
(24, 1), (8, 1)* 146 530 
500 (48,0), (16, 1)* 179 199 
* Modal numbers when delta lobes act as reflectors. 
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CHAPTER BED DYNAMICS: 
MICROSCALE 
"What cannot be seen is called evanescent; 
What cannot be heard is called rarefied; 
What cannot be touched is called minute. 
These three cannot be fathomed 
And so they are confused and looked upon as one" 
Lao Tzu 
The nature of interactions that take place between grains, fluid, and bed within the 
swash zone of NMB are examined in the context \)f the microdynamic framework 
outlined in this chapter. Bedforms, stratification, sediment textures; and flow 
characteristics observed in the upper foreshore of NMB are described. Microscale 
process-form assemblages are recognized. The implications of these observations and 
interpretations to models for the formation of near-horizontal lamination in the swash 
zone are blieflY explored. 
4.1 BACKGROUND: GRAIN-FLUID-BED INTERACTIONS AND THE 
MICRODYNAMIC FRAMEWORK 
Based on detailed measurements of the bed surface and video recordings of the near-
bed layer during upper flow regime conditions in a flume, Paola et al. (1989) suggested 
that near-horizontal lamination results from the superposition of two processes. High 
frequency, 'turbulent scour and fill' controls the vertical sorting within the lamination. 
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4.1 THE MICRODYNAMIC FRAMEWORK 
DEPOSIT CHARACTERISTICS 
EXTERNAL CHARACTERISTICS (geometry) 
Bedforms 
Stratification 
BEDFORM DYNAMICS 
TRANSPORT DYNAMICS 
INTERNAL CHARACTERISTICS (texture and composition) 
Intergrain-Iayer patterns 
Intragrain-Iayer patterns 
R.OWREGIME 
lower Regime 
Upper Regime 
ROW CHARACTER 
Smooth, Viscous Boundary Layer 
Transitional Boundary Layer 
Fully Rough, Turbulent Boundary Layer 
TRANSPORT STAGE 
Lower Stage, Bare-bed Transport 
Upper Stage, Rhe%gic Transport 
DEPOSITION MECHANICS 
Progressive Deposition 
Instantaneous Deposition 
Low frequency, 'subturbulent bedform migration' determines the position of lamination 
boundaries. 
, , 
Viewing this distinction in a broader context, a microdynamic framework is outlined 
below to describe the network of grain-fluid-bed interactions that occur during the 
sedimentation process. As it forms the basis for the investigation of microscale 
dynamics within the swash zone of NMB, a particular emphasis is placed upon aspects 
of the framework that are most relevant to swash zone bed dynamics. 
The components of the microdynamic framework are summarized in Table 4.1 and 
detailed below. Along the lines of the suggestion made by Paola et al. (1989), the 
principal distinction made within the microdynamic framework is between 'external 
deposit characteristics and bedform dynamics' and 'internal deposit characteristics and 
transport dynamics', External deposit characteristics refer to the geometric properties of 
bedforms and stratification - height/thickness, length, and other spatial descriptors. 
Within the microdynamic framework, external characteristics are regarded as a response 
to larger-flow thickness-scale processes (Le. bedform dynamics), Internal deposit 
characteristics refer to the material properties of the deposit - grain size, sorting, grading 
and other textural descriptors. Internal characteristics are regarded as a response to 
smaller-near bed··scale processes (Le. transport dynamics). Although these two aspects 
of microdynamics are treated separately, it is acknowledged that only when considered 
in combination do they completely describe deposit characteristics and the sedimentation 
process. 
BEDFORM DYNAMICS 
A standard method of relating bedforms to hydraulic conditions is through diagrams of 
bedform existence fields (Simons et al., 1965; Allen, 1968; Znamenskaya, 1969; Blatt et 
al., 1980; Leeder, 1982; Allen, 1983, 1985). In these diagrams the occurrence of 
different types of bedforms are associated with different combinations of flow and 
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Figure 4.1. Relation of stream power and median fall diameter to bedform (from 
Simons et al .• 1965). 
sediment parameters. A typical form of these diagrams is given in Figure 4.1. 
Common to all these diagrams is a division between upper and lower flow regimes. 
In addition to bedform type, phase relations between the bed and water surface, and the 
nature of sediment transport, is different in these two regimes (Bagnold, 1956, 1966; 
McBride et al., 1975; Allen and Leeder, 1980). In the lower flow regime the bed surface 
is out of phase with, and is not determined by, the form of the water surface (Yalin, 
1972; Jackson. 1975; Leeder, 1979; Allen and Leeder, 1980). Sediment transport is 
relatively discontinuous. In the upper flow regime, where sediment transport is 
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relatively continuous, the bed surface is in phase with the water surface and is dependent 
on the form of the free surface (Yalin, 1972; Jackson, 1975; Leeder, 1979; Allen and 
Leeder, 1980). 
Although a transitional boundary separates the two regimes, a Froude number of one, 
(Fr = lJ2/gd, where U is mean velocity and d is flow depth), is often used as a boundary 
between them (Kennedy, 1%1; Moss 1972; Reineck and Singh 1980; Middleton and 
Southard, 1984). When Fr < 1 (subcriticalltranquil flow), lower flow regime bedforms 
are stable; when Fr> 1 (supercritical/rapid flow), upper regime bedforms are stable. 
Ripples and dunes are the characteristic bedforms of the lower flow regime (Simons et 
aI., 1965; Reineck and Singh, 1980; Leeder, 1982; Allen, 1983, 1985). As these forms 
migrate, downstream-dipping ripple and dune cross stratification is developed through 
grain avalanching and foreset accretion (Blatt et al., 1980). 
In comparison to the lower flow regime, upper flow regime bedforms and stratification 
have received little attention (Cheel, 1990). Plane beds and antidunes are the most 
commonly recognized bedforms in the upper flow regime (Simons et aI., 1965; Reineck 
and Singh, 1980; Leeder, 1982; Allen, 1983, 1985). The association of antidune forms 
with upstream dipping cross stratification is well established (Blatt et aI., 1980; Reineck 
and Singh, 1980; Langford and Bracken, 1987). Plane beds are generally associated 
with horizontal lamination (Bridge, 1978; Reineck and Singh, 1980; Blatt et aI., 1980; 
Leeder, 1982; Allen 1983, 1985; Cheel and Middleton, 1986b; Bridge and Best, 1988; 
Paola et al., 1989; Cheel, 1990). 
Recently, increased attention has been given to long wavelength, low relief 'bedwave' 
forms, detected during upper flow regime conditions in flumes (Smith, 1971; McBride et 
al., 1975; Cheel, 1984; Bridge and Best, 1988; Paola et aI., 1989; Cheel, 1990) These 
bedwaves are interpreted to result from local perturbations caused by water surface 
waves (Kennedy, 1%1; Allen, 1985). The perturbation velocities, when coupled with 
'net' drift velocities, cause local periodic stream-wise variations in the transport rate and 
thus alternating patches of erosion and deposition that are represented as bed 
undulations. The bed undulations that result from this process occur on the same scale 
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as the water sUlface undulations. Kennedy (1%1) gives the relationship between flow 
velocity and the preferred wavelength of in phase bed and water surface undulations, Lr, 
as 
If = (2 nlg)U2 (4.1). 
In his observations of upper flow regime bedforms in flumes, Kennedy found good 
agreement with this relation derived from theory. Cheel (1984) and Bridge and Best 
(1988) have also reported correspondence between flow velocity and bedwave 
wavelength as predicted by Kennedy's relationship. 
Cheel (1990) incorporated Kennedy's (1961) observations with those of more recent 
workers and proposed a succession of bedform-stratification type associations, or 'bed 
phases', for the upper flow regime (Table 4.2; Figure 4.2). Cheel identified a succession 
from plane bed. to downstream-migrating in-phase bedwaves, to stationary bedwaves, to 
upstream-migrating in-phase bedwaves (antidunes), that occurs with increasing flow 
strength for a given flow depth. Accompanying this succession of bedforms is a 
succession from horizontal lamination, to downstream-dipping (foreset) cross-
lamination, to wavy bedding, to upstream-dipping (backset) cross-lamination 
respectively. 
TABLE 4.2. TERMINOLOGY USED FOR UPPER FLOW REGIME BED PHASES 
(from Cheel, 1990) 
In·phase waves 
Downstream·migruting 
Stunding 
Antidune 
J·D 
Plane bed with no regular relief greater than a rew grain diameters 
Trains of sinusoidal bed waves which are approximately in phase with the 
water surface. Bed waves are mosl commonly straight-crested (2-D) but 
shorl·crested (3-D) forms are also known 
2-D in-phuse wuves which migrate in the downstream direction 
2·0 in-phase waves which do not migrate upstream or downstream 
2-D in-phase waves which migrate in the upstream direction. water surface 
waves may break periodically 
Short-crested in-phase waves which are not well known. Some forms may be 
stationary (1. Shaw, pen. comm.) while others may migrate up and/or 
downstream 
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type produced by each bed phase. 
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TRANSPORT DYNAMICS 
Sediment Textures 
Emery and Gale (1978) and Grace et al. (1978) observed marked textural variations 
between grain layers within laminae. They suggested that the mixing of individual grain 
layers, that occurs during the collection of a bulk sediment sample, obscures what may 
be valuable process information present at the micro scale because this is precisely the 
scale at which hydraulic fractionation occurs. Thus the predominance of bulk sampling 
procedures has resulted in information loss, and may in part account for what has been 
rather limited success in relating sediment textures to formative processes. 
The few exceptions to the bulk sampling rule include Clifton (1969), Sallenger (1979), 
and Cheel and Middleton (l986a,b), who have obtained microscale textural samples. 
While these workers have been relatively successful in making process inferences from 
sediment textural patterns, even they have taken a rather narrow view of microscale 
textural patterns. Consideration of textural patterns both within and between grain layers 
in combination might result in a broader basis for interpretation. In this respect, a 
distinction between intragrain~layer and intergrain~layer textural patterns is made here 
and applied later in this work (Table 4.1). 
Standard descriptions of sediment textures are generally centered around, and limited 
to, grain size; other grain properties such as density and shape are excluded. As was the 
case for bulk sampling, this stitndardized procedure has also resulted in the loss of 
process sensitive information (Winkelmolen, 1982). Parameters that have the potential 
to represent the complex grain-bed-flow interactions that occur during the sedimentation 
process would be more appropriate choices as textural parameters. 
Recent investigations by Slingerland (1977, 1984) and Komar and Wang (1984) have 
met with some success in relating sediment textures to formative processes by 
considering hydraulic grain parameters and equivalence relationships. Hydraulic grain 
parameters employed by these workers include a grain's settling velocity, its critical 
entrainment stress, and its dispersive pressure. These hydraulic grain parameters can be 
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Settling Equivalence 
Entrainment Equivalence (Selective Entrainment) 
Dispersive - Pressure Equivalence 
(Shear Sorting) 
Transport Equivalence (Transport Sorting) 
~ suspension 
 
 bedload 
Figure 4.3. Types of Dynamic Equivalence (from Komar, 1989). The term 
'dynamic equivalence' follows from Ruby's (1933) concept of 'hydraulic 
equivalence' which-is limited to equivalent settling rates. The types of dynamic 
equivalence are: settling equivalence (grains that settle together in a clear fluid), 
entrainment equiValence (grains that require the same bottom stress to be moved off 
the bed), dispersive equivalence (grains that require the same force to be maintained 
within a concentrated granular dispersion), and transport equiValence (grains that 
are transported at the same rate). 
framed within the context of 'dynamic equivalence'. a term which Komar (1989) has 
recently employed to encompass, in the broadest sense, the grouping together of 
sediment grains that respond similarly in different conditions (Figure 4.3), 
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Flow Character 
As fluid flows past a rigid boundary, the velocity decreases from its value at the free 
surface to zero at the boundary itself. The fluid velocity, depth, density (p f) and 
viscosity (m), and boundary roughness (ks ) detennine the shape of the velocity profile. 
For fully rough, steady, uniform flows of clear fluids over a rigid boundary, with a 
logarithmic velocity profile 
u == (U* I K) In (30d I ks). (4.2) 
U* is shear velocity (cm/s), where U*== (to /Pf) 112 and to is bottom shear stress; K is 
von Karman's constant, taken as -0.4 for clear flows; and ks is taken as DiSO (after 
Komar, 1976b[Figure 4.4a]). The onset of fully rough conditions is defined by Re* ;;;;;: 
70, where Re*::: U*kg I 'V is a dimensionless grain Reynolds number and V ::: fA/p f is 
kinematic viscosity (Komar, 1976b; Middleton and Southard, 1984). In fully rough 
flows. turbulence extends all the way to the boundary and the bed receives the full effect 
of fluid turbulence (Komar, 1976b): Near-bed turbulence is distributed over a relatively 
wide range about the mean (Yalin, 1972 [Figure 4.4a]). 
In contrast to fully rough boundary flows, smooth boundary flows are characterized 
by the presence of a thin basal viscous sublayer that has a linear velocity profile and is 
separated by a buffer layer from the fully turbulent zone with its logarithmic velocity 
profile (Komar, 1976[Figure 4.4b]). Smooth boundary flows are defined by Re* s; 5, 
and kg/o' < 1, where 0' == 5 'V I U* is the thickness of the viscous sublayer (Komar. 
1976b; Middleton and Southard, 1984). In smooth flows the grains lie within the 
viscous sublayer and are sheltered from the full effects of fluid turbulence (Komar, 
1976b): Near-bed turbulence is distributed over a relatively narrow range about the mean 
(Yalin, 1972[Figure 4.4b]). 
Transitional flows are said to exist when 5 < Re* < 70 (Komar, 1976b; Middleton 
and Southard, 1984). In transitional flows, the larger grains protrude through the viscous 
sub layer so that the bed no longer receives the full sheltering effects of the viscous 
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sublayer (Komar, 1976b). Komar (1976b) gives a relationship to describe the velocity 
profile in transitional flows. Based on the work of Nikuradse (1933), it contains an 
empirical correction factor that is dependent upon the ratio of roughness height to 
, 
sublayer thickness (ks/o ). 
As fluid flows past a loose boundary, a condition of entrainment arises when the 
weight force of the grains on the bed is offset by the drag and lift forces of the fluid 
exerted on the bed (Middleton and Southard, 1984). Komar and Wang (1984) provide 
an empirical relationship to predict the mean bed shear stress required to entrain grains 
from a bed of mixed sizes and densities. For Di < 0.1 em they give 
where psis sediment density and <I> is the pivoting angle given as <I> = 61.5 (Di I ks )..().3. 
This relationship predicts that coarser, light mineral grains tend to be more easily 
removed from the bed than finer, heavy mineral grains. This is because the coarse light 
grains protrude higher into the flow and posses smaller pivoting angles (Slingerland, 
1977; Komar and Wang, 1984). 
Transport Stage 
Once sediment transport begins, two ideal modes of grain motion are distinguished 
within a continuum of grain motions (Yalin, 1972; Leeder, 1979; Middleton and 
Southard, 1984). During initial stages of bed load transport the grain is moved 
intermittently within the flow by fluid drag and lift (Middleton and Southard, 1984). In 
suspended load transport the grain is maintained within the flow by the vertical 
component of fluid turbulence (Middleton and Southard, 1984). 
As fluid shear increases and appreciable amounts of sediment begin to be transported, 
concentration effects become important. The nature of bedload transport changes. 
Bedload is now characterized as a dense grain layer, or traction carpet, supported by an 
upward acting dispersive pressure that results from grain to grain interactions in the 
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shearing near-bed layer (Bagnold 1954, 1956, 1%6; Leeder, 1979; Middleton and 
Southard, 1984; Allen 1985). A relationship for the critical stress required to maintain 
this bedload is given by Bagnold (1966) as 
where tan q, is a static friction coefficient, and Co is the fractional volume concentration 
in the static bed. 
Thus an important distinction can be made between lower stage, or bare-bed 
transport and upper stage, or rheologic transport (Moss, 1972 [Table 4.1]). During 
lower stage transport the free flow interacts directly with the grains forming the bed 
surface and sediment transport is dominated by the influence of fluid turbulence 
(Bagnold, 1956. 1966; Moss, 1972; Leeder, 1979, 1983; Hanes and Bowen, 1985; Hicks 
et aI., 1988). In contrast, during upper stage transport the free flow interacts with the bed 
through an intervening high concentration buffer layer and sediment transport is 
dominated by granular-fluid mechanics (Bagnold, 1956, 1966; Moss, 1972; Leeder, 
1979; Allen and Leeder, 1980; Leeder, 1983; Hanes and Bowen, 1985; Hicks et aI., 
1988). 
Leeder (1979) has used the transport stage parameter (U*/U* e) of Francis (1973) to 
segregate upper from lower stage transport. For the transport of coarse sands over plane 
beds in water flows, upper stage transport should occur at transport stage values of about 
two. For the transport of fine sands, as is the case at NMB, upper stage transport is 
expected to occur at somewhat lower transport stage values (Leeder, 1979). 
Unlike lower stage transport, where the well known equations describing velocity 
profiles in a clear flow might apply, no well defined relationships exist to describe the 
flow structure during upper stage transport. Hanes and Bowen (1985) outlined a 
theoretical model for the flow structure and mechanics of upper stage transport. In 
Hanes and Bowen's model, a basal layer dominated by grain-grain collisions and 
granular fluid mechanics is separated from the clear flow layer by an intervening 
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saltation layer (Figure 4.5). The saltation layer, in which individual particles do not 
interact with one another, is dominated by turbulent fluid mechanics. Hanes and Bowen 
found that upper stage sediment transport rates predicted by their model compared 
favorably with transport rates detennined empirically. 
Hanes and Bowen's model·for the flow structure and mechanics of upper stage 
transport is not unlike a mixed 'traction carpet/suspension cloud' model described by 
Lowe (1982, 1988) for the flow structure in turbidity currents. In Lowe's model, a 
traction carpet layer exists at the base of the grain dispersion. In this layer sediment 
concentration is high and as a result near-bed fluid turbulence is damped (Walker, 1978; 
Allen and Leeder, 1980; Bridge and Best, 1988; Lowe, 1982. 1988). A turbulent 
suspension cloud layer exists at the top of the grain dispersion. 
The possibility of comparisons between the flow structure of turbidity currents and 
unidirectional flows at high transport stages has also been suggested by Clifton (1969), 
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among others. If the assumption that upper stage unidirectional flows are comparable to 
turbidity currents is accepted, then the affinities between the Hanes and Bowen (1985) 
and Lowe (1982, 1988) models described above provide the basis for a general 
conceptual model of the mechanical structure of flow during intense transport 
conditions. The central component of these models, and therefore of a general model, is 
the existence of a two layer flow structure; a lower traction carpet layer dominated by 
granular fluid mechanics and an upper suspension cloud layer dominated by turbulence. 
Although generally not considered in the context of upper stage transport, an extension 
of the basic analogy to encompass all types of sediment gravity flows would allow for 
the full spectrum of concentration related effects associated with sediment gravity flows 
to potentially be operative in upper stage transport, and thus be included in the general 
model. This suggestion seems reasonable, as the general process being considered is 
essentially the maintenance and movement of a concentrated granular dispersion 
(Leeder, 1982; Lowe, 1982). 
Four types of sediment gravity flow are commonly distinguished (Middleton. and 
Hampton, 1976; Lowe,I979; Leeder, 1982; Middleton and Southard 1984 [fable 4.3]). 
Ideally, each flow type is characterized by a particular sediment support mechanism. In 
turbidity currents the dense sediment cloud is supported by fluid turbulence; escaping 
pore fluid maintains the sediment dispersion in fluidized or liquefied flows; collision 
generated dispersive pressure is the support mechanism in grain flows; in debris flows 
grains are supported by matrix strength. More realistically, however, in each flow type 
these support mechanisms act in conjunction with each other and concentration related 
buoyancy and hindered settling effects to maintain the dispersion (Middleton and 
Hampton, 1976; Lewis, 1982). 
Deposition Mechanics 
Lowe (1988), and more recently Arnott and Hand (1989), have given some 
consideration to how variations in the suspended load fallout rate influence the nature of 
deposition, and as a result the character of the deposit. Lowe made a distinction between 
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TABLE 4.3 GRAVITY DRIVEN FLOWS AND SEDIMENT SUPPORT MECHANISMS 
(after Middleton and Hampton, 1976; Lowe, 1979) 
TYPE SUPPORT MECHANISM 
FLUID GRAVITY FLOWS Fluid Turbulence 
SEDIMENT GRAVITY FLOWS 
FLUIDAL FLOW 
Turbidity Current Fluid Turbulence 
Fluidized Flow Escaping Pore Fluid 
DEBRIS FLOW 
Grain Flow Dispersive Pressure 
Debris flow Matrix Strength 
'nd accelerating and decelerating flows. He suggested that in contrast to accelerating 
flows, where the bedload layer is generated by active erosion of the underlying substrate, 
the bedload layer in decelerating flows is derived from collapse of the overlying 
suspension cloud. 
Lowe's (1982, 1988) turbidity current model summarized above, included a 
description of the envisioned process of deposition in a decelerating flow. During 
sediment cloud collapse, traction carpet sedimentation is followed by suspension cloud 
sedimentation in a process of sequential deposition. At the base of the flow, where 
dispersive pressure is important, deposition occurs immediately in response to a drop in 
the driving force below that needed to support the grain layer (Middleton and Hampton 
1976; Lowe, 1979, 1982). This process has been observed by Moss (1972) and Paola et 
aI. (1989), during conditions of upper stage flow in flumes, as the instantaneous 
appearance of patches of grains on the bed surface. Whereas deposition of the lower 
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layer of the flow is instantaneous, deposition of the upper layers of the flow is 
progressive, occurring from the base upward as grains are laid down particle by particle 
upon the bed (Middleton and Hampton 1976; Lowe, 1979, 1982). 
Ideally this process preserves the entire flow structure, resulting in a deposit with a 
basal inversely graded layer, representing the traction carpet layer that passes upward 
into a normally graded layer representing the suspension cloud layer. Commonly, 
however, more complex grading patterns exist as prior to complete suspension cloud 
collapse, pulses of traction carpet deposition may occur in order to keep the flow moving 
(Lowe, 1979, 1982). In addition to different grading patterns, the different layers in the 
deposit should be occupied by grain populations having different textures. These 
textural differences are expected to exist because different combinations of support 
mechanisms operated during the transport process. 
SWASH ZONE FLOWS AND THE MICRODYNAMIC FRAMEWORK 
Although the above discussion is concerned principally with upper flow regime 
bedform dynamics and upper stage transport dynamics in unidirectional stream flows, 
these concepts should also apply to swash zone flows. This suggestion is supported by 
theory and empirical observations. 
Analytical treatments of bore propagation and conversion to runup are reviewed by 
Miller (1968), Meyer and Taylor (1972), Waddell (1973), Nelson and Miller (1974), and 
Bradshaw (1978) among others. The final phase of the runup process, following bore 
collapse, is described by equations governing the motion of a frictionless unit mass 
moving up an inclined plane with some starting velocity (swash), or started from rest 
moving down slope under the influence of gravity (backwash). These workers have 
pointed out that if friction is included in the analysis, this motion is analogous to that of 
unsteady stream flow. 
Using criteria applied to unidirectional flows, Wright (1976) and Tanner (1977) have 
described the swash and backwash as shallow, rapid, supercritical flows (ie. upper 
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regime flows). In agreement with these observations, bedforms and stratification types 
generally associated with upper flow regime conditions are commonly found on sandy 
foreshores. Plane beds and horizontal lamination on the foreshore have been described 
by numerous workers (Thompson, 1937; Andrews and Van Der Lingen, 1969; Walker, 
1979; Blatt et ai., 1980; Reineck and Singh, 1980; McCubbin, 1982). The occurrence of 
antidune forms and backset cross-lamination on sandy foreshores has also been reported 
(Panin and Panin, 1967; McCubbin, 1982). It is particularly noteworthy that the 
presence of features exhibiting affinities to the bedwaves described in flumes have 
recently been observed on apparently planar foreshores. Waddell (1973, 1976) 
described bedforms that appeared to move downslope in the backwash. Sallenger and 
Richmond (1984) and Howd and Holman (1984a,b) described very long (-10-15m), low 
relief (1.0-6.0cm) bedforms that appeared to migrate shoreward in the swash. 
Nelson and Miller (1974) studied the interaction of fluid and sediment in idealized 
swash cycles, through glass walls of a specially designed flume. Based on similarities in 
flow character and modes of sediment transport, they concluded that over short intervals 
swash and backwash flows could be regarded as decelerating or accelerating 
unidirectional flows. However, they did note that while this assumption is quite 
reasonable for backwash, it may be less so for swash. They divided swash into two 
parts; a highly turbulent, sediment-laden leading portion, and a less turbulent trailing 
portion, and suggested that if the vortex~like motion of the swash tip was excluded, it is 
reasonable to compare swash flows to unidirectional flows. As for the leading edge of 
the swash, similarities exist between its structure, as described by Nelson and Miller 
(1974), and that of the structure of a turbidity current head as described by Middleton 
and Southard (1984), among others (Figure 4.6). Both are highly turbulent, high 
concentration-density layered, decelerating flows. 
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InflectIon pelot 
·SWASH 
TURBIDITY CURRENT 
Figure 4.6. Schematic representations of the flow structure in a swash flow (Nelson 
and Miller, 1974) and a turbidity current (from Middleton and Southard, 1984). 
Note that both flows have a highly turbulent, sediment-laden leading portion, and 
have a lower - high concentration/low turbulence - layer and and upper low 
concentration/high turbulence - layer. 
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4.2 RESULTS: NMB SWASH ZONE BEDFORMS, STRATIFICATION, 
SEDIMENT TEXTURES, AND FLOW CHARACTERISTICS 
Having introduced the microdynamic framework and reviewed the key aspects of 
bedform and transport dynamics that are contained in it, this section describes bedforms, 
stratification, sediment textures, and flow characteristics observed in the upper foreshore 
ofNMB. 
4.2.1 BEDFORMS AND STRATIFICATION 
Visual observation of the upper foreshore surface and analysis of the bed elevation 
time series (see Chapter 2) revealed that long wavelength, low relief features are the 
characteristic swash zone bedforms observed on NMB. Near-horizontal lamination was 
the stratification type most commonly observed in the upper foreshore trenches (see 
Chapter 2) at NMB. Low and high-angle, shoreward-dipping cross-stratification were 
also observed. These bedform and stratification types are described in greater detail 
below. 
Bedforms 
On the usually planar upper foreshore surface, antidune forms were occasionally 
visible. The antidune forms generally occurred in sets of 8-10 bedforms that migrated 
shoreward in the seaward flowing backwash. Their dimensions varied over a 
considerable range, but they were consistently characterized as long (mean 
wavelength=81cm), low (mean height=L5cm) asymmetrical forms (Table 4.4). 
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TABLE 4.4 ANT I DUNE GEorvlETRY 
HEIGHT 
Complete Range 
Mean Range 
WAVELENGTH 
Complete Range 
Mean Range 
Min, - Max, 
0.4 - 4.5 em 
1.0 - 2.8 em 
32 - 210 em 
67-102em 
SYI"II"IETRY (shoreward: seaward) 
Range 1 : 4 - 1 : 1 
(n;81, from 8 sets) 
l'1ean 1.5 em 
Mean 81 em 
Mean 1 : 2 
Although indiscernible visually, examination of the bed elevation time series suggests 
that other long, low bedwave forms also existed on the foreshore surface. The height, 
wavelength, and direction of migration of these forms was determined from the bed 
elevation times series referred to in Chapter 2 (Table 4.5; Figure 4.7a-f). Form 
wavelengths were found to be on the order of 1O-2Om. Form heights ranged from from 
0.10-2.60cm. On two occasions (December 16 and 20), and in agreement with 
observations made by Howd and Holman (1984a,b), form height decreased continuously 
towards the shoreward-most location. However, on the other two occasions, such a trend 
was not evident. On one occasion (December 20[Figure 4.7b]), and again in agreement 
with the observations of Howd and Holman (l984a,b), form migration was principally 
towards the shore. On all other occasions, however, form migration was found to be 
shorewards lower on the foreshore, and seawards higher on the foreshore. Although not 
reported in their paper, similar patterns of bi-directional form migration were observed 
by Howd and Holman (P.A. Howd, pers. comm., 1990). 
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TABLE 4.5 BEDWAVE CHARACTR1ST1CS 
DATE HEIGHT (em) WAVELENGTH MIGRATION 
DEC. 16 a 0.2 10-20m Shoreward 
(n=60) b 0.6 and 
c 0.7 Seaward 
d 2.1 
DEC. 20 a 0.2 " " Shoreward 
(n=26) b 0.3 
c 0.5 
d 1.2 
DEC. 31 a 1.7 2.6 tf U Shoreward 
(n=48) b 1.1 1.6 and 
c 2.4 1.9 Seaward 
JAN. 4 a 0.7 0.1 II U Shoreward 
(n=23) b 2.2 2.2 and 
c 1.7 1.0 Seaward 
d 2.5 1.5 
Bedwave height for each location was calculated as twice the standard deviation of a 
demeaned and detrended bed elevation time series (Howd and Holman, 1984a); 'a' of 
Table 4.5 is the shoreward location, and 'b" 'e" and 'd' are located 5m seaward of this 
location consecutively. Form wavelength was determined from visual inspection of 
cross-shore plots of the bed elevation time series taken at different time intervals 
(Sallenger arid Richmond, 1984). The direction of form migration was determined 
through cross-correlation analysis of the bed elevation time series (Davis, 1973; Howd 
and Holman, 1984aIsee also Figure 4.7]), 
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C) 
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Figure 4.7a-f. Contour plots of cross-correlation to the reference time series C'e ') 
versus lag distance (after the procedure outlined in Davis, 1973; Bowd and Holman, 
1984a). In these plots, positive or negative trends con-espond to seaward or 
shoreward migration of the forms respectively: Solid lines represent significant 
correlation at or above the 90% level. 
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Stratification 
The principal stratification types observed in the upper foreshore of NMB are 
illustrated in Plate 4.1 and Figure 4.8. Their characteristics are summarized in Table 4.6 
and described below. 
A) 
C) 
( SHOREWARD 
~ - ~- ·"'.;;;:;7"--~ 
~---
1;....·-------1 
1m 
6cm 
Figure 4.8. Illustrations of the principal stratification types observed in the upper 
foreshore of NMB (See also Plate 4.1 and Table 4.6), 
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PInt 4.1. Stratification observed in upper foreshore tr nches at NMB (see also Table 
4.6 and Figure 4.8). Letters indicate: A) Near-horizontal lamination, n 1) Low angle 
'Fore. et' eros - edding, B2) High angle 'Backset ' cross-bedding ) C) Parallel wavy 
bedd·ng. 
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TABLE 4.6 GEOt"IETRIC CHAr~f\CTERISTICS OF STRATIFICATION 
----------_ . 
.62llE.o.R-HOR! ZQNTAL L1:t11 NATION 
Horizontal to low angle (2-3°), seaward dipping. 
THICKNESS - TI)in bedded to thinly laminated; most 0.1-2.0cm, but 
ranging from 0.1'-1 O.Oem. Contrasting thinner 
LENGTH 
(Q.l-0.5cm) finer grained, better sorted and/or heavy mineral-
rich layers: thicker (0.5-2.0cm) coarser grained, poorer 
sorted, quartz-rich laminae. 
-t1ost In the 1--201 range; parallel, tabular to wedge shaped 
laminae (1-5m) predominant.. Subtle, low angie bounding 
surfaces. 
~FDDING 
BILow angle (5-6°), shoreward dipping. 
THICK~~ESS -Very th'jnly cross bedded to cross laminated; generally 2.0cm, 
but I'anging Fr'om 1.0-4.0clI1 thlCk. 
L.ENGTH -Gener·all.y 1 m; tabular tl) lenticular with low angle 
truncat ion/reactivat ion surfaces. 
*Commonly in ~)etSJ but also occurs as isolated concave 
and convex lenses 1 Ocm-l m in length, 0.5-2cm U)ick 
82)!i6.CK2EI High angle (12-25°), shoreward d'lpp'lng. 
THICK~~ESS -Very thinly cross bedded; generally Scm, Dut range rrom 
(3 -6crn)' 
LENGTH -Generally 50crn, L)ut range from 35-70cm; lenticular with 
high angle truncation/reactivation surfaces, 
C) P,ARAl LEL WAVY (Dt:.aQe) I A[jINATION 
~20cm wavelengtn, 1-4cm thick 
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The principal stratification type observed in the trenches was near-horizontal 
lamination (Type A). The lamination was defined by the alternation of thinner, better 
sorted, darker-colored, finer-grained layers, and thicker, poorer sorted, lighter-colored, 
coarser-grained layers. Individual layers were horizontal to low angle (2-3 0 ) seaward 
dipping. Layer thicknesses ranged from thinly laminated «O.3cm) to thin bedded (3-
lOcm); most were in the Imm-2cm thickness range. Individual layers were traced cross 
shore for distances up to 5m, but most were I-2m in length. The layers were tabular 
(plane parallel) to wedge-shaped (plane nonparallel). Close inspection of layers revealed 
subtle, low angle concave and convex discordances along bounding surfaces. Thus 
many layers were actually slightly curved, and resembled long, extremely low amplitUde 
wave forms in shape. 
Two principal forms of cross-bedding were distinguished (Figure 4.8, Table 4.6) The 
most common consisted of low angle ("",5-60 ), shoreward dipping, long (,..,1 m), tabular 
or wedge- shaped to wavy, very thinly cross-bedded (-2cm thick), fine-medium sands 
(Type BI40reset). Internally the cross strata commonly exhibited a progressive 
decrease in slope and became sub-horizontal towards the upper boundary. Low angle 
reactivation surfaces were also common. Although this stratification type usually . 
occurred in sets, occasionally it appeared as an isolated lens of fine or coarse sand within 
a matrix of near horizontal lamination. 
High angle (""'12-250 ), shoreward-dipping, trough-shaped (-SOcm long), very thinly 
cross-bedded (, ... ·J·6cm thick), fine-medium sands were observed less frequently (Type 
B2-backset). These trough cross strata tended to occur in the uppermost portion of the 
upper foreshore as sets with intersecting scour surfaces. Intemallayers were commonly 
sub-parallel with the basal scour surface and progressively steepened towards the upper 
portion where they Were truncated. High angle reactivation surfaces were common 
internally. 
Finally, although rare, parallel wavy beds (Type C) 1-4 cm thick and .... 20cm in 
wavelength were also observed in the upper foreshore trenches. 
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4.2.2 SEDIMENT TEXTURES 
. Based on the systematic variation of textural parameters that occurred within and 
between grain layers in the sediment peels (see Chapter 2), two lamination types were 
recognized in the upper foreshore of NMB (Table 4.7). Heavy and light minerals within 
grain layers of Type 1 lamination are inferred to be in a standard form of dynamic 
equivalence. In contrast, heavy and light minerals in grain layers of Type 2 lamination 
are inferred to be in a modified form of dynamic equivalence. Grain layers in Type 1 
lamination are finer-grained, better sorted and more heavy mineral-rich than grain layers 
in Type 2 lamination. Finally, uniform to weakly inverse grading characterizes Type 1 
lamination: Type 2 lamination has more complex grading patterns, exhibiting both 
inverse and normal grading. 
The two lamination types are described in greater detail below. The basis for the 
segregation of the two lamination types is also considered below. 
Dynamic Equivalence 
Vertical plots of the mean grain size of the individual quartz, garnet, and ilmenite 
populations are given in Figures 4.9a-e (see also Plates 4.2). These plots show relatively 
little variation between grain layers in the mean size of either of the two heavy mineral 
species. The uniformity of the two heavy mineral popUlations is also demonstrated by 
the low standard deviation of the garnet (0.015) and ilmenite (0.017) populations 
between grain layers (Table 4.8a). Thus, from grain layer to grain layer garnet and 
ilmenite popUlations exhibit an almost constant size ratio. These observations suggest 
the existence of settling and/or dispersive equivalence between the two heavy mineral 
species. 
When the grain layer mean grain size values are used to calculate the mean grain 
settling velocities and grain dispersive pressures (see Chapter 2) of garnet (2.81 cm/s; 
0.001568 g/cm) and ilmenite (2.79 cm/s; 0.001431 g/cm) populations, the two heavy 
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TABLE 4.7 LArvl1 NAT I ON TEXTURAL CHARACTER 1ST I CS 
I ~jTRAGRAI N-LAYER PATTERNS 
-Quartz population 
Grain size and sorting 
Distribution Shape 
-Composition 
-Dynamic Equivalence 
INTERGRAIN-LAYER PATTERNS 
-Grad"ing 
TYPE 
FI NER, BETTER 
Mean Size 
O.24mm 
Mean S.D. 
0.06 
NORI'1AL 
HE-A. VY-RI CH 
l'1ean 69% heavy 
STAND.ARD 
(dispersive) 
UNIFORM to 
weakly INVERSE 
TYPE 2 
COARSER, POORER 
Mean 
O.35mm 
Mean S.D. 
0.13 
FI ~~E SKE'v'/ED 
QUARTZ-RICH 
Mean 53% quartz 
MODIFIED 
(hindered settl ing) 
INVERSE and 
NORMAL 
mineral species exhibit a less than 1% difference in settling velocity, and an 8% 
difference in grain dispersive pressure (Table 4.8b). The close correspondence between 
garnet and ilmenite settling velocities is also observed in the plot of grain layer mean 
garnet versus ilmenite settling velocities given in Figure (4.10a). In this figure, points 
can be seen to cluster around a central location about the line corresponding to settling 
equivalence. 
In comparison to the uniformity in mean size of the heavy mineral popUlations 
between grain layers , the mean size of the quartz populations vary widely from grain 
layer to grain layer. The wide range in mean quartz grain size between grain layers is 
evident in Figures 4.9a-e, where the line corresponding to the mean quartz grain sizes 
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FOLLOWING PAGES 
Figures 4.9 (a-e). Schematic columns through the sediment peels and vertical plots 
of: 1) the mean grain size of the individual quartz, garnet, and ilmenite populations 
(darkest line is garnet, lightest line is ilmenite: sloid black lines denote settling and 
dispersive equivalent diameters), 2) the mean grain size of the total sample 
population, 3) the quartz content in each grain layer. 
Plates 4.2. Grain layers in sediment peels. These photographs accompany the 
schematic columns shown in Figure 4.9a-e. Each photograph is numbered. This 
number is used in Figure 4.9a-e to indicate the date and the portion of the column that 
the photograph depicts. 
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TABLE 4.8a I"IINERAL SPECIES POPULATION SUt-IMARY STATISTICS 
rmn ___ .... 
",........, ................. _--
QUARTZ GARNET ILMENITE 
-------------" ----
MEAN SIZE (O(mm» 0.292 0.198 0.173 
S.D. 0.066 0.015 0.017 
MAXIMUM 0.721 0.248 0.251 
MINIMUM 0.194 0.164 0.141 
MEAN STANDARD 
DEVIATION 0.090 0.045 0.041 
S.D. 0.046 0.010 0.016 
MAXlt1UM 0.374 0.083 0.161 
MINII"IUM 0.029 0.026 0.018 
~_I"""!.'I_-
TABLE 4.8b QUARTZ AND HEAVY M I f\jERAL EQU I VALENCE 
QUARTZ GARNET ILMENITE 
Mean SIZE (O(mm) 0.292 0.198 0.173 
DENSITY (rs(g/cm 3» 2.65 4.0 4.8 
t'1ean SETTL I NG 
VELOCITY (Ws (cm/s» 3.14 2.81 2.79 
Equivalent Quartz 
Diameter (mm) . 0.266 
Mean DISPERSI VE 
PRESSURE (g/cm) 0.002259 0.001568 0.001 Ll37 
Equivalent Quartz 
D1ameter(mm) 0.238 
- -~-~ --~~- ~ 
1:C ___ IIJIt.lIil_ 'il 
·it;I;;\_~IIl;;!!2lli!:::l!= ~_=_ 
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Figure 4.10. a) Plot of mean settling velocity of ilmenite versus mean settling 
velocity of garnet in grain layers; b) Plot of mean settling velocity of garnet 
versus mean settling velocity of quartz in grain layers. In both figures, the line 
labeled S.B. indicates settling equivalence. In b) x = Type 1 and + = Type 2 
grain layers. 
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can be seen to vary widely with respect to the two heavy mineral lines. It is also evident 
in the high standard deviation of the mean of the quartz grain size given in Table 4.8a. 
Using the quartz population mean grain sizes to calculate the mean grain settling 
velocity and grain dispersive pressure of the quartz population (3.14 cm/s; 0.002259 
g/cm), and comparing it to the average values of the heavy mineral populations, gives 
differences of 11 % and 34% respectively (Table 4.8b). Although the difference in mean 
grain settling velocities between the quartz and heavy mineral populations is not 
particularly large on average, it is evident form the plot of garnet versus quartz grain 
layer mean settling velocities given in Figure (4.10b), that points are widely scattered 
about the central location. Thus some quartz populations may be in settling equivalence 
while others are not. 
In Figures 4.9a-e. values of settling and dispersive equivalent quartz diameters 
predicted from the mean values of the heavy mineral populations ( Table 4.8b) are 
shown as lines in the vertical plots of ilmenite, garnet and quartz grain layer mean sizes. 
Again, the mean quartz diameters within some grain layers fall within the bounds, while 
others do not. Correspondingly, these observations suggest that some grain layer quartz 
populations exist in a standard form of dynamic equivalence with the two heavy mineral 
species, while others do not. A quartz grain diameter of O.285mm is proposed as a 
reasonable upper boundary (7.5% of settling equivalent quartz diameter) for standard 
dynamic equivalence between the quartz and heavy mineral populations. 
Intra-layer Patterns 
The equivalence relationships described above, when combined with intra-layer quartz 
population grain size distribution characteristics, provide the basis for segregation of 
Type 1 and Type 2 grain layers. 
The O.285mm dynamic equivalence boundary noted above corresponds closely to a 
threshold diameter recognized in the plot of grain layer mean quartz size against 
standard deviation (Figure 4.11). In this figure sorting can be seen to vary linearly with 
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Figure 4.11. Plot of standard deviation versus mean grain size of quartz 
population in grain layers. The lines in this figure mark the threshold values 
referred to in the text and used to delineate Type 1 and Type 2 grain layers. 
(INSET (top); Plots of standard deviation versus mean grain size of garnet and 
ilmenite population in grain layers. Note, in contrast to the quartz 
population, how constant in size the two heavy mineral species are both 
within and between grain layers.) 
mean grain size (increasing standard deviation with increasing grain size). While the 
linear relationship is well developed for the smaller grain sizes, beyond a mean size of 
,...,Q.3 mm it is less distinct. Above this threshold value standard deviation values are 
widely scattered, and tend to be high irrespective of the mean grain size. 
Using the mean quartz grain size of O.285mm and a corresponding standard deviation 
of 0.08 extrapolated from Figure 4.11, grain layer quartz popUlations were divided into 
two groups comprising 86.4% of all grain layers (Table 4.9a) Following from this 
segregation, it is noted that the standard dynamic equivalent quartz populations in Type 
1 grain layers are finer-grained and better sorted than the non standard dynamic 
equivalent quartz popUlations in Type 2 grain layers (mean quartz grain size 0.241mm 
versus 0.346; mean std. dev. 0.057 versus 0.125 respectively [Table 4.9bD. Additional 
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TABLE 4.9a QUARTZ POPULAT ION CLASS FREQUENCY 
SIZE ~ .28Smm > .28Smm 
STANDARD 
DEVIATION 
TYPE 1 
<0.08 43,S% 6.S% 
TYPE 2 
~0.08 7.1 % 42.9% 
TABLE 4.9b CLASS GRAIN SIZE SUI""IMARY STATISTICS 
TYPE 1 TYPE 2 
--------------
----_._------
MEAN SI ZE (mm) 0,241 0.346 
S.D,0.03 S.D.0.06 
MEAN STANDARD 
DEVIATION 0.OS7- 0.125 
MEAN MAXIMUM 0.0397 0.801 
SIZE (mm) 
MAXIMUM SIZE (mm) 0.S98 1.60S 
summary statistics for the two grain layer quartz populations are given in Table 4.9b. 
Besides the contrasts in grain size and sorting between Type 1 and Type 2 grain layer 
quartz populations, the grain layer quartz populations also exhibit differences in 
distribution shape (skewness and kurtosis), These differences are illustrated in Figures 
4.12a and b, where grain layer quartz grain size distributions selected at random were 
classified on the basis of the criteria given above. In these figures, Type 1 quartz 
populations show more nonnal shaped distributions, while Type 2 quartz populations are 
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Figure 4.12. Grain size distributions of randomly selected grain layer quartz 
populations (a) Type 1 grain layers, b) Type 2 grain layers). 
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20.0 .. 
Typel Type 2. 
14.5 
Kurtosis 
-0.1 J.G 
Skewness 
Figure 4.13. Plots of skewness versus kurtosis of quartz population in grain 
layers. 
3.3 
more fine skewed (ie. they have a fine grained peak and a well defined coarse tail). This 
visual observation was quantified by plotting distribution skewness against kurtosis for 
the two quartz populations (Figure 4.13). In this figure the two quartz populations can 
be seen to define two differently shaped distribution fields that correspond to the 
differences in distribution shape noted above. 
Using the criteria described above to segregate them into Type 1 or Type 2 grain 
layers, the vertical sequence of grain layers observed in the peels were classified. The 
results of this classification are shown schematically in Figure 4.9a-e, where the vertical 
sequence of grain layer types are depicted in stratigraphic columns. In this figure groups 
of the same type grain layer define a lamination. That these classified laminae 
correspond to those observed visually can be seen in the photographs of representative 
sections of peel that accompany the stratigraphic columns (Plates 4.2). This agreement 
between prediction and observation supports the basic segregation of grain layer types 
outlined in this section. 
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Figure 4.14. Plot of percent quartz versus mean grain size of quartz 
population in grain layers. (x :: Type 1 and + :: Type 2 grain layers; small 
circles indicate mean values for the two grain layer types). 
Grain Layer Composition 
Together with differences in dynamic equivalence and grain layer quartz population 
grain size distribution characteristics, differences in the quartz content also exist between 
the two lamination types. These differences are evident in Figure 4.14, where grain 
layer quartz content is plotted against mean quartz grain size. Examination of this figure 
shows a general trend of increasing quartz content in the grain layers with increasing 
mean quartz grain size. As a result, the finer-grained Type 1 grain layers are heavy 
mineral-rich, and the coarser-grained Type 2 grain layers are quartz-rich: Type 1 grain 
layers have a quartz content of 31 %, and Type 2 grain layers a quartz content of 53% on 
average. These differences in composition are also evident in the vertical plot of the 
percent quartz within grain layers given in Figures 4.9a-e, where again the Type 1 grain 
layers show a lower quartz content than the Type 2 grain layers. 
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Inter-layer Patterns 
A plot of the vertical sequence of mean grain size through the peels is shown in 
Figures 4.9a~e. Three types of grading are recognizable in these plots - normal. inverse, 
and uniform. Closer inspection of these plots in conjunction with the stratigraphic 
columns referred to earlier suggests that groups of Type 1 grain Iayersffype 1 laminae 
tend to show uniform to weakly inverse grading. In contrast, groups of Type 2 grain 
layers/Type 2 laminae tend to have more complex grading patterns, showing both 
normal and inverse grading. Ideally. Type 2 lamination is characterized by a lower 
coarsening-upwards sequence that is followed by an upper fining-upwards sequence. In 
addition to the contrast in inter-layer grading, note that the finer, heavy mineral-rich 
Type 1 lamination is generally thinner than the coarser, quartz-rich Type 2 lamination. 
4.2.3 FLOW CHARACTERISTICS 
Swash and backwash flow characteristics obtained from the run up video recordings 
(see Chapter 2) are summarized in Table 4.10. The principal difference between swash 
and backwash is that the swash is a decelerating flow and the backwash is an 
accelerating flow. Also, as noted in the background section, the swash has a sediment 
laden, turbulent leading edge, whereas the backwash is relatively uniform along the 
entire length of the flow. Both swash and backwash are shallow, high velocity flows 
that posses a wavy free surface. However, surface flow velocities and bottom shear 
velocities in the swash are higher than those observed in backwash. This difference is 
offset by the backwash being a shallower flow than the swash. As a result Froude 
numbers in the backwash are higher than those in the swash. 
Statistics of surface flow velocity, flow depth, bottom shear velocity, and Froude 
number observed in the swash and backwash are summarized in Table 4.11. They are 
used below to consider swash and backwash flow characteristics in greater detail. 
Results from December 18, when only five swash/backwash events were recorded, are 
excluded from the description. 
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TABLE 4.10 COMPARISON OF SWASH AND BACKWASH FLOWS 
,. 
SIMILARITIES 
Shallow, high velocity, transitional, supercritical 'sheetflows' 
DIFFERENCES SWASH 
Decelerating flow 
Turbulent leading edge 
Mean 85-100 cm/s Higher velocity 
Maximum 625 cm/s 
Mean .... 7.5cm Deeper 
Mean 4.2r-2.6t cm/s Higher bottom shear 
Avg. Max. 8.5cm/s 
Absol. Max. 28cm/s 
Lower Froude number 
r=roug h :t=transitional 
BACKWASH 
Accelerating flow 
Uniform 
Lower veolicty 
Shallower 
Mean 60-75cm/s 
Maximum 330cm/s 
Mean .... 2.5cm 
Lower bottom shear Mean 3.5r-2.0t cm/~ 
Avg. Max. 6.5cm/s 
Absol.. Max. 15cm/s 
Higher Froude number 
00 
('<) 
...... 
TABLE 4.11 SWASH AND BACKWASH FLOW PARAMETERS 
Velocity (S D ) M Deoth (S D ) Max Froude # max . . ax . 
r--(cm/s) (cm) 
101.4 (46.4) 7.5 9.4 1.32 2.93 5'N 206.0 (5.4) 
--r------------------ ----------------- ----------------016 
n=91 
BW 75.7 (38.0) 142.5 3.4 (2.4) 8.0 1.53 3.42 
5'N 27.9 (8.4) 56.0 1.3 (0) 1.3 0.78 1.60 
...... 01 VJ 
\0 
n=5 
8 --r------------------ ----------------- ----------------
BW 21.1 (11.6) ·52.5 1.3 (0.2) 1.3 0.6 1.50 
5'N 86.4 (51.2) 171.7 4.7 (4.2) 6.0 1.45 3.19 
02 0 --r------------------ ----------------- ----------------
n=42 
BW 64.4 (39.8) 114.1 2.2 (1. 3) 5.4 1.51 3.22 
5'N 96.4 (44.6) 185.6 7.5 (7.1) 9.4 1.30 2.87 
03 1 --~------------------ ----------------- ----------------
n=72 BW 65.1 (34.6) 125.3 2.8 (2.5) 8.0 1.47 3.19 
J4 
94.9 (36.4) SW 179.9 5.5 (3.6) 6.2 1.44 2;95 
--~------------------ ----------------- ----------------
n=31 BW 62.7 (33.2) 120.8 2.2 (1. 0) 6.0 1.48 3.10 
_ . rough 
U... --
max (em/s) 
4.4 9.1 
I 
I 
I 
I 
_ . transitional 
U'" 
(cm/s) 
2.8 
r-----------J-----I 3.7 7.0 I 2.2 
I 
I 0.9 1.5 3.0 I ____________ J _____ 
I 
1.1 2.8: 0.7 
I 
4.0 8.0 I 2.4 
r------------{-· -
3.2 6.1 I 1.9 ! 
4.2 I 2.6 8.4 I I r-----------,-----
3.2 6.3 i 1.9 I 
4.3 8.2 I 2.7 I 
I r-.----------,-----
3.2 6.2 I 1.9 I 
Velocity (U) and Depth (d) 
Velocity and depth values obtained during the four data collection runs were similar. 
Mean time~averaged surface velocities of swash flows ranged from 86-101 cm/s; 
backwash flows from 63-78 emls (Standard Error of the Mean ± 6%). Average 
maximum velocities observed ranged from 172-206 cm/s and 114-143 em/s for swash 
and backwash respectively. The maximum velocity measured was 625em/s for a swash 
flow and 333 em/s for a backwash flow. Significant surface velocities (U1J3) ranged 
from 134 -153 cm/a and 96-116 cmls for swash and backwash flows respectively. 
Mean time-averaged swash depths in the upper foreshore ranged from 5-8 em; 
backwash depths from 2-3 cm (S.E.M. ±12%). Average depth maxima ranged from 6-9 
cm and 5-8 cm for swash and backwash respectively. The maximum water depth 
measured was 5Ocm. 
On average, backwash flow velocities were on the order of ~7% that of swash flow 
velocities. Backwash flow depths were on the order of 50-80% that of swash flow 
depths. 
Shear Velocity (U*) 
Shear velocity values were calculated from equation (4.2) for fully rough velocity 
profiles. For the given set of conditions, flow velocities on the order of 600 em/s are 
required to develop fully rough flows. (In contrast, flow velocities of "",20 cm/s 
correspond to smooth flows.) The fully rough shear values can be regarded as an upper 
boundary, as based on observed swash and backwash velocity, NMB swash zone flows 
were transitional. 
Mean bottom shear velocities ranged from 4.0-4.4 cm/s in swash flows and from 
3.7 cmls in backwash flows (S.E.M. ± 6%) Average U* maxima ranged from 8.0-9.1 
cm/s in swash flows and from 6.1-7.0 cm/a in backwash flows. Absolute shear velocity 
maxima of 28 cm/s and cmls were calculated for swash and backwash flows 
respectively. Significant mean shear velocities (U*1I3) ranged from 5.8-6.4 cmls for 
swash flows and from 4.8-5.4 cmls for backwash flows. Significant U* maxima ranged 
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from 11.6-14.5 cmls and 9.2-10.1 cmls for swash and backwash flows respectively. 
In order to place a lower boundary on the shear velocity values, transitional values 
were calculated using the empirical correction given in Komar (1976). Based on these 
calculations, mean bottom shear velocities in swash ranged from 2.44-2.77 cmls and 
mean bottom shear velocities in backwash range from 1.87-2.18 cmls. These transitional 
values are significantly lower (60%) than the shear velocity values for fully rough 
conditions given above. 'True' values of bottom shear velocity could be expected to fall 
within the bounds given; values towards the lower end of the range are probably more 
realistic. 
With respect to the applicability of the equations for velocity profiles and the resulting 
accuracy of bottom shear velocity values given here, (irrespective of the assumption of 
clear, uniform, steady flow), it is unclear to what extent they still apply in extremely 
shallow flows (2.5cm) that are common in the swash zone. Additionally, it is unclear to 
what extent the highly turbulent, bore-like leading swash edge, in contrast to the more 
uniform sheet that characterizes the remainder of swash, effects the bottom shear 
velocities given above. 
Given these considerations, relative differences in values are probably of more 
consequence than absolute values. In this regard, and following from velocities and 
depths already given, swash shear velocities were consistently higher than backwash 
shear velocities. The average shear velocity in backwash was on the order of 80% that 
of the average in swash. This apparent asymmetry in swash versus backwash forces on 
the foreshore is considered in greater detail in Chapter 5. 
Froude Number (Fr) 
In both swash and backwash flows Froude numbers were consistently high, being 
above 1.0 about 80% of the time. Mean Froude numbers for swash and backwash flows 
ranged from 1.30-1.45 for swash and from 1.47-1.53 for backwash (S.E.M. ± 4%). 
Average Froude maxima ranged from 2.93-3.19 and 3.10-3.42 in swash and backwash 
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respectively. Absolute maxima of 8.94 in swash and 7.10 in backwash were recorded. 
These supercritical Froude numbers correspond with the presence of a variety of water 
surface features that were observed in both swash and backwash on NMB. These 
features include stationary wave forms, breaking wave forms, and migratory wave forms 
moving both with and in opposition to the flow. 
While Froude numbers are high in both swash and backwash, on average the 
backwash was associated with higher Froude numbers than the swash. The backwash, 
for example, exhibited mean Froude numbers greater than 2.0 about three to four times 
more frequently than did the swash. Froude numbers above this value are associated 
with the occurrence of breaking waves on the surface (Broome and Komar, 1979), thus 
the backwash has 'a correspondingly greater likelihood of exhibiting these features. 
4.3 INTERPRETATION AND DISCUSSION: NMB SWASH ZONE BED 
DYNAMICS 
4.3.1 THE NMB MICRODYNAMIC MODEL 
Following from the concepts outlined within the microdynamic framework, the 
deposit characteristics observed on the upper foreshore of NMB, and described above, 
are explained in terms of the superposition of processes operating near the bed and 
throughout the flow within upper flow regime/upper stage flows. Specifically, external 
deposit characteristics (bedforms and stratification) observed on NMB are associated 
with the stationary and migratory surface wave forms that are characteristic of upper 
flow regime flows: Internal deposit characteristics (intra and inter-layer textures) 
observed on NMB are associated with the two-layer near bed flow structure that is 
characteristic of upper stage transport. Within this general upper flow regime 
bedform/upper stage transport dynamics framework, a further distinction is made 
between deposit characteristics attributed to swash and backwash flows. 
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TABLE 4.12 THE NMB MICRODYNAMIC MODEL 
DEPOSIT CHARACTERISTICS PRCCESSES 
BEDFORMS 
BEDFORM DYNAMICS 
STRATIFICATION 
BACKWASH 
-Antidunes -Backset cross-laminae -Upstream migrating and breaking water surface waves 
SWASH 
-Bedwaves -Near-horizontal lamination -Downstream migrating water surface waves 
and Foreset cross-laminae 
-Drape laminae -Stationary water surface waves 
TRANSPORT DYNAMICS 
LAMINATION 
TYPE 1 
IYPE2 
-Uniform sized heavy 
and light grains 
-Standard dynamic 
equivalence 
-Heavy mineral-rich 
-Uniform grading 
-Large light and 
small heavy grains 
-Non standard 
equivalence 
-Light mineral-rich 
-Lower inverse and 
upper normal grading 
BACKWASH 
SWASH 
-'Viscous' traction carpet layer deposited instantaneously 
in areas of local deceleration within an accelerating flow 
-Dominant support mechanism 
Dispersive pressure 
-Additional support mechanisms 
Excess pore pressure and fluid trubulence 
-Maximum entrainment selectivity 
-'Turbulent' traction carpet and suspension cloud layers 
deposited sequentially within decelerating flow 
-Dominant support mechanism 
Fluid turbulence, hindered settling. and 
buoyancy effects in upper layer 
Dispersive pressure in lower layer 
. -Minim un entrainment selectivity 
Backwash Bedform and Transport Dynamics. Breaking and upstream-migrating 
water surface waves in the accelerating, seaward-flowing backwash are associated with 
the antidune and other shorter, higher amplitude in-phase bedforms that develop on the 
uppermost foreshore surface. Shoreward-dipping, high angle, trough cross-(backset)-
bedding is the principal stratification type associated with these bedforms. The 
formation of Type 1 lamination, which is predominant in these deposits, is also 
interpreted in the context of backwash processes. The better sorted, finer-grained, heavy 
mineral-rich textures, with uniform to weakly inverse grading, and that exhibit dynamic 
equivalence between heavy and light minerals, are interpreted as traction carpet layers 
deposited instantaneously in areas of local deceleration within an accelerating flow. 
Swash Bedform and Transport Dynamics. Stationary and downstream-migrating 
water surface waves in the decelerating, shoreward-flowing swash are associated with 
the longer, lower amplitude in-phase bedwave forms that develop on the upper foreshore 
surface. Near-horizontal lamination and shoreward-dipping, low angle trough cross-
(foreset)-bedding are the principal stratification types associated with these bedforms. 
The formation of Type 2 lamination, which is predominant in these deposits, is also 
interpreted in the context of swash processes. The poorer sorted, coarser-grained, quartz-
rich textures, with both normal and inverse grading, and that do not show dynamic 
equivalence between heavy and light minerals, are interpreted as mixed traction carpet 
and suspension cloud layers deposited sequentially within a decelerating flow. 
These two groups of swash and backwash process-form/texture associations, which 
constitute the NMB microdynamic model, are summarized in Table 4.12 and are detailed 
below. 
SVvASH ZONE BEDFORM DYNAMICS 
Several lines of evidence suggest that upper flow regime conditions prevail in swash 
zone flows on NMB. 
Swash zone flow parameters described on NMB are comparable to swash zone flow 
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TABLE 4.13 SUMMARY OF SIMILAR FLOW DATA FROM PREVIOUS STUDIES 
WORKERS SLOPE GRAIN SIZE DEPTH VELOCITY FROUDE SHEAR VELOCITY 
(tan 13) D(mm) h (em) U (em/s) NUMBER U· (em/s) 
NATURAL BEACH 
Sand 
This Study 
(n=462) 0.049 0.19 55.0-7.5 86-101t,1 1.30-1.45 4.0-4.4w 
(0.041-0.058) b2.5-5.0 63-76 1.47-1.53 3.2-3.7 
Miller &Zeigler, 0.11,0.23 7? b6.0 164,189 2.14,2.46 
(1958), (n:2) 
Wright, (1976) 0.035 0.5-6.0 40-80 0.52-3.61 
(n=6) 
Broome &Komar, 0.01 0.18 -5.0-10.0 -100-200e -1.0-2.0 
(1979), (n=??) 
Bradshaw,(1982)r 0.03 7? 5.0-15.0 200-3001 1.65-4.89 
(n=1) 
Violante &Tanner, 0.082 ?? 52.0-8.0 72-125t 0.82-1.98 
(1985) (n=5) -0.12 b1.0-5.0 60-89 1.07-2.85 
Gravel 
Kirk, (1970) 0.087- ?? s?? _180im 7? 
(n=??) 0.213 b?? -125 ?? 
LABORATORY 
Wave Tank 
Nelson & Miller, 0.035- -0.55 52.6-15.8 18-370t 0.08-2.71 1.2-106w 
(1974), 0.052 b1.7-12.3 12-203 0.13-2.42 0.2-35 
(n=-150) 
Flume 
KennedY,(1961) 0.0017 0.23 4.5-11.0 42-106 0.70-1.49 3.6-12.2 
(n=27) -0.016 
Broome &Komar, 0.005 ?? 5.0-7.0 60-100mm -1.4-1.9 
(1979), (n=??) 
Langford&Braeken, 0.015 0.15 10 -90-170 0.99-1.70 
(1987),(n=??) 
Bridge & Best, 0.0071- 0.30 10 60-98mm 0.61-0.98 4.4-5.2w 
(1988),(n=??) 0.0083 
Paola etal., 0.40 9.0-10.5 100-128 1.12 I-swash 
b=backwash 
(1989),(n=??) w· wall law 
1.leadlng edge valocHy 
e..estlmaled 
Im-Inslrumenled, maximum 
mm.lnslrumenlod, mean 81 mld.<feplh 
t- surface veloclly from '11081' 
. 
- U1l3 
145 
Fr 
1.5 
Swash 
1.0 
0.5 
LOW ER FLOW REGIME 
UPPER FLOW 
REGIME 
In- Phase Waves 
U/Ws 
Figure 4.15. Plot of NMB swash zone flows on a bedform stability field diagram 
modified after Znamenskaya (1969), The mean and range of mean Froude number -
flow velocity / settling velocity combinations for both swash and backwash are 
indicated separately in this figure. 
parameters described elsewhere (Table 4.13). These flow parameters inturn compare 
favorably with flow parameters described for unidirectional flows in flumes during· 
upper flow regime conditions (Table 4.13), These observations are in agreement with 
those made by Wright (1976) and Tanner (1977) and noted earlier. 
Although NMB flow conditions plot in areas not normally depicted in bedform 
stability field diagrams, it is apparent in Figure 4.15, a bedform stability field diagram 
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from Znamenskaya (1969), that both swash and backwash flow parameters plot within 
the in-phase wave portion of the upper flow regime. Even for the more extreme 
conditions) swash zone flows do not plot any lower than the transitional area in this 
diagram. These observations are in agreement with those made by Nelson and Miller 
(1974), who also plotted swash zone flows on bedform stability field diagrams and 
found them to plot primarily within the upper flow regime. 
Bedforms and stratification types observed on NMB (i.e antidunes, near-horizontal 
lamination, and backset bedding) are analogous to those described on sandy foreshores 
by a number of workers. Again, as noted in the background section, these bedforms and 
stratification types are the same as those developed during upper flow regime conditions 
as described by Chee! (1990) among others. 
Finally, correspondence between flow and both form and stratification length scales is 
generally as predicted by Kennedy's (1961) relationship. In Table 4.14 the scale of 
bedforms, stratification, and predicted wave forms in the flow are compared to swash 
and backwash flow velocity values using equation (4.1). In this table it can bee seen that 
antidune and other bedwave length scales give predicted velocity values well within the 
range of observed flow velocity values. Similarly, the length scales of stratification give 
predicted velocity values that are within the average range of swash and backwash flow 
velocities. Thus, at NMB swash zone bedforms appear to be coupled to the form of the 
free surface. 
Both swash and backwash are upper regime flows. However, if Kennedy's 
relationship is used to predict form length from observed velocities (the opposite of 
above), and if it is principally significant flow events that determine bedforms and 
stratification, then the differences in swash and backwash velocities suggest that specific 
bedform and stratification types are developed in each of these flows (Table 4.14). The 
shorter wavelength antidune forms and associated backset cross-bedding correspond to 
the lower end of the flow velocity range, and thus to the backwash which has the lower 
maximum velocities; the longer wavelength bedwaves and associated horizontal 
lamination correspond to the higher end of the flow velocity range, and thus to the swash 
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TABLE 4.14 PREDICTED AND OBSERVED FORM LENGHTS AND FLOW VELOCITIES 
USING KENNEDY'S (1961) RELATIONSHIP U2 =g Lb 12n 
OBSERVED PREDICTED OBSERVED PREDICTED 
LENGTH (em) VELOCITY (em/s) VELOCITY (em/s) LENGTH (em) 
BEDWAVES I SWAS!:f BAQKWAS!::f SWAS!:f BAQKWAS!:f 
./ 
1000- 400-560 I 
/ 
2000 I Abs.Max. 625 333 2500 710 
ANTIDUNES ! 
Max. 210 181 I Sig.Max. 332 212 706 288 
Mn Max. 102 126 I 266 182 453 212 
Mean 81 112 I 
Mn Min. 67 102 I Avg. Max 206 143 272 131 00 
Min. 32 71 I 172 114 189 
~ 
83 --' 
STRATIFIQATION ! 
Cross-Bedding I Sig. 153 116 150 86 
70 105 I 134 96 115 59 
50 88 I 
35 74 I Mean 101 76 65 37 
Near-horizontal Lamination I 86 63 47 25 
100 125 I 
200 176 I 
500 279 I 
Wavy Bedding ~ 
20 56 I 
which has the higher maximum velocities. (The tendency for horizontal lamination to 
exhibit smaller length scales than associated bedwaves could be accounted for by 
truncation of laminae, as is observed in cross-cutting relationships within the trenches.) 
Cheers (1990) upper flow regime bed phase model supports this interpretation based 
on Kennedy's relationship. The succession of bed phases that Cheel gives (with 
increasing flow velocity for a constant depth) may also be considered as a succession of 
bed phases that would be expected to occur with increasing Froude number (which 
would allow for different flow velocity and depth combinations), It was noted in the 
results section that it was the the backwash that had higher Froude numbers and 
therefore had a greater likelihood of exhibiting upstream-migrating and breaking water 
surface waves. Thus, the corresponding bed phase (Le. antidune bedforms and backset 
bedding) would be expected to be the prominent backwash bed phase: The lower bed 
phases (i.e. downstream-migrating bedwaves and associated near-horizontal lamination 
and foreset cross-bedding) would be expected to be the prominent swash bed phases. 
The cross-shore zonation of bedforms and stratification types (considered at length in 
Chapter 5) provides additional support for distinctive swash and backwash 
bedform/stratification type associations. Antidunes and backset bedding occur primarily 
in the uppermost foreshore at NMB. It is this area of the foreshore that is dominated by 
the backwash. Conversely, antidunes and high angle cross lamination are rare lower on 
the foreshore, where horizontal lamination is prevalent and the swash dominates. 
Finally, the occurrence of seaward (i.e. backwash-induced) form migration on the 
uppermost foreshore and shoreward (i.e. swash-induced) form migration lower on the 
foreshore, reported earlier, also supports the distinction made above. In this respect, 
according to the interpretation made here, the contrasting observations on the directions 
and causes of swash zone bedwave migration reported by Waddell (1973, 1976), 
Sallenger and Richmond (1984), and Howd and Holman (1984a, b) are viewed as further 
evidence for the existence of separate, but genetically related swash and backwash 
bedform types and the more general distinction between swash and backwash bedform 
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dynamics. 
SWASH ZONE TRANSPORT DYNAMICS 
In the preceding section, the swash and backwash were established as upper flow 
regime flows. Based upon the connection between upper stage transport and upper flow 
regime conditions, it can be inferred that upper stage transport prevails in swash zone 
flows. In support of this suggestion, transport stage parameter values for NMB swash 
zone flows, based 'on mean shear and critical entrainment velocities, range from about 
1.2-2.1. Although transport values around 1.2 may be somewhat low, in general these 
values are taken to be indicative of upper stage transport of fine-grained sands. 
Process inferences based on the sediment textural patterns observed in the peels also 
suggest that NMB swash zone flows are upper stage flows, as they point towards the 
existence of a mixed traction carpet/suspension cloud near-bed flow structure. These 
process inferences are considered below. As was the case for swash zone bed dynamics, 
a distinction is made between swash and backwash transport dynamics. This distinction 
is based on differences between Type I and Type 2 lamination characteristics. 
Models for Lamination Genesis in Swash and Backwash 
Type 1 Lamination. In an accelerating upper stage flow; areas of deceleration exist 
locally (e.g, flow expansion over the trough of a bedwave). Thus, although the bed is 
being eroded, locally it experiences deposition. In this instance, it is only the lower 
traction carpet layer that is deposited on the bed, as it is this dispersive pressure-
supported portion of the granular dispersion that is most sensitive to a change in flow 
strength (Lowe, 1982): The upper suspension cloud layer continues its movement over 
the bed. This scenario, of the local deposition of a traction carpet layer during conditions 
of net acceleration, is envisioned to take place in the backwash and to result in the 
formation of Type 1 lamination on NMB. 
it was suggested that quartz and heavy mineral populations exist in settling 
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and/or dispersive equivalence within Type 1 lamin~tion. Settling velocity values (W s), 
values of critical shear velocity (U*~, and values of the shear velocity required to 
maintain a concentrated granular dispersion (U* d) are given in Table 4.15 for grain size 
and density combinations characteristic of Type 1 lamination. The close agreement 
between the 'critical dispersive shear velocity' of the coarser grains in the quartz 
population and those of the two heavy mineral species argues for the existence of 
dispersive equivalence between the quartz and heavy mineral populations in Type 1 
lamination. Dispersive equivalence has been taken to be indicative of transport in a 
traction carpet layer supported by grain collision-generated dispersive pressure 
(Sallenger, 1979; Komar and Wang, 1984). The inverse grading exhibited in Type 1 
lamination has also been suggested to be characteristic of dispersive pressure-supported 
traction carpet deposits (Clifton, 1969; Sallenger, 1979). 
When compared to shear velocity values given in Table 4.15, the calculated swash and 
backwash shear velocity values (U*) reported earlier are found to be insufficient to 
maintain the dispersi.on. Thus, although dispersive pressure may be the dominant support 
mechanism, contributing roles are probably played by other support mechanisms. 
From the dynamic equivalence relationships reported earlier, and on the basis of the 
correspondence between mean quartz and heavy mineral settling velocities shown in 
Table 4.15, it could be argued that suspension sedimentation processes are important in 
the formation of Type 1 lamination. The lack of normal grading in Type 1 lamination, 
however, argues against this. Nonetheless, the role of fluid turbulence cannot be ruled 
out, and fluid turbulence probably does playa role in the maintenance of the dispersion 
(Lowe, 1982). 
A more likely candidate as a significant support mechanism is excess pore pressure 
associated with the saturation of the foreshore. Excess pore pressure, through its 
effective reduction of the friction angle, would act to lower the the stress required for 
maintenance of a dispersion (Middleton and Southard, 1984). In the case of backwash, 
escaping pore fluidmay slightly augment the flow itself (Emery and Foster, 1948), and 
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TAB 4.15 HYDRAULIC GRAIN PARAMETERS OF LAMINATION TYPES 
GRAIN PROPERTIES U-e Ws U-d 
----, 
TYPE 1 ks"" 0.020mm 
ILMENITE 1.96 2.79 5.16 
Mean OJ :::: 0.018mm 
r s '" 4.8 g/cm3 
GARNET 
Mean OJ "" 0.020mm 1.71 2.81 4.89 
r s "" 4.0 g/cm3 
QUARlZ 
Mean Dj = 0.024mm 1.24 2.50 3.96 
r s == 2.65 g/cm3 
Mean Max. Dj :::: O.040mm 1.24 4.60 5.12 
TYPE 2 ks == O.035mm 
ILMENITE 
Mean OJ "" 0.018mm 2.71 2.79 5.16 
r s :::: 4.8 g/cm3 
GARNET 
Mean Dj == 0.020mm 2.26 2.81 4.89 
r s .,. 4.0 g/cm3 
QUARlZ 
Mean Dj "" 0.035mm 1.48 4.00 4.78 
r s '" 2.65 g/cm3 
Mean Max. OJ '" O.080mm 1.45 9.50 7.24 
u* e was calculated from equation (4.3). Equation (4.4) was used to calculate U*d (Co 
was taken to be 0.65 and tan <l> taken to be 320 [Bagnold, 1966; Middleton and 
Hampton, 1976; Allen and Leeder, 1980; Komar and Wang, 1984; Hanes and Bowen, 
1985; Hicks et al., 1988]). 
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work in combination with this support mechanism. 
Heavy mineral·enrichment occurs during the Type 1 lamination formation process. 
Along the lines of the selective entrainment models proposed by Slingerland (1977) and 
Komar and Wang (1984), the high effective viscosity that exists in the traction carpet 
layer minimizes the effect of turbulence on entrainment, and maximizes entrainment 
selectivity. As a result only the most easily entrained (coarser, lighter) grains are 
removed from the bed, pushed up towards the top of the shear layer, and potentially 
moved out into the upper layer of flow. The (fine, heavy) grains (or lights that are equal 
to or smaller in size than the heavies) that are most difficult to entrain remain on the bed 
or within the basal shear layer. Through this selection process the 'clean' (well sorted -
uniform sized heavy and light mineral), heavy-enriched Type 1 textures are developed. 
Type 2 Lamination. A scenario similar to that outlined by Lowe (1982, 1988), for 
deposition of a combined traction carpet /suspension cloud in a decelerating fine-grained 
turbidity current, is envisioned to take place in the swash and to result in the formation 
of Type 2 lamination on NMB. 
This scenario involves the sequential deposition of both the lower traction carpet layer 
and upper suspension cloud layer and therefore results in the preservation of the entire 
near-bed flow structure. The complex grading patterns of Type 2 lamination, 
characterized by an inverse graded lower portion that passes up to a normally graded 
upper portion, is suggestive of such a deposition process. 
In this scenario, fluid turbulence is important throughout the flow, and is the dominant 
support mechanism in the upper suspension cloud layer. As was the case described 
above with respect to Type 1 lamination, dispersive pressure is the dominant support 
mechanism in the basal traction carpet layer. Evidence for dispersive pressure as a 
support mechanism is given in Table 4.15, where for Type 2 lamination, the critical 
dispersive shear velocity for mean-sized quartz approximates that of the two heavy 
minerals. The high dispersive shear velocities associated with the large quartz grains 
found in Type 2 lamination, however, suggests that other support mechanisms may also 
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be operating to maintain the dispersion. 
Table 4.15 shows that the quartz grains associated with Type 2 quartz lamination 
possess high free settling velocities in comparison to those of the accompanying heavy 
mineral grains. This difference is particularly marked for the large quartz grains 
defining the coarse tail of the Type 2 quartz populations. Based on these latter 
observations, free settling is unlikely to have played a role in deposition of Type 2 
lamination. However, if concentration-induced hindered settling and buoyancy effects 
are invoked. the apparently anomalous occurrence of the large quartz grains in Type 2 
lamination can be accounted for. As noted by Kuenen (1951) and Lowe (1979), these 
processes act to reduce the effective single-particle settling velocities of the coarser 
grains and would allow for grains with different free settling velocities to be deposited 
together. Thus, although quartz and heavy mineral grains in Type 21amination do not 
represent a standard form of dynamic equivalence, they may be in dynamic equivalence 
nonetheless, as a modified form of settling equivalence. 
Grain selection processes operating in the Type 2 scenario lead to the development of 
the 'dirty' (poorly sorted/coarse lights and small heavies) quartz-rich Type 2 textures. In 
contrast to the the selection process outlined for Type 1 lamination, fluid entrainment 
selectivity is at a minimum. Because of fluid turbulence almost any grain can be 
removed from the bed. Only the largest light and smallest heavy mineral grains remain 
on the bed The small heavy mineral grains remain because they are able to hide from 
the turbulence by sheltering between the large, light grains. The rapid rates of 
sedimentation associated with the deceleration of the swash flow further minimize the 
opportunity for any entrainment selection to occur. 
Slope Effects 
Consideration of slope effects, on bedform development and on entrainment, support 
the above distinctions between swash and backwash bedforms. stratification, and 
sediment textures. 
Specifically, scour and fill is more efficient in downslope flows such as the backwash. 
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As a result bedform heights are amplified (Allen, 1983, 1985) and shorter, and thicker 
forms develop. Conversely, scour and fill is less efficient in up-slope flows, such as the 
swash. This tends to dampen bedform heights (Allen, 1983, 1985), and thus longer, 
thinner forms develop. 
Also, the difference in swash and backwash slope should enforce flow 
acceleration/deceleration effects upon sediment transport: Greater stresses are required 
to transport sediment up-slope than downslope because in up-slope transport the 
sediment has to be carried up the slope as well as maintained off the bed (Bagnold, 1940; 
Allen, 1985 ). 
The magnitude of this slope effect on entrainment was evaluated with a critical 
entrainment relationship given in Allen (1985) for quartz grains of varying sizes. Taking 
the mean beach face slope of 2.8 0 as representative, and using roughness diameters of 
0.20 and 0.38mm, individual grain diameters of 0.20, 0.24, and 0.38mm, the increase in 
critical entrainment stresses required to move a grain upslope versus downslope ranged 
from about 1-15%. With lower roughness values this effect is accentuated. Thus, the 
fully developed traction carpet associated with Type 1 lamination is more likely to exist 
in downslope (backwash) flow than it is in up-slope (swash) flow. 
4.3.2 IMPLICATIONS OF THE NMB MICRODYNAMIC MODEL TO MODELS 
FOR THE ORIGIN OF HORIZONTAL LAMINATION IN THE SWASH ZONE 
Essentially two different models have been proposed specifically for the formation of 
horizontal lamination in the swash zone. One is a 'single process' model, the other a 
'dual process' model. 
Clifton (1969) recognized an inversely graded (in this case increasing in' quartz 
content as well as coarsening upward) "two-fold sedimentation unit" as characteristic of 
lamination in the upper foreshore. He suggested that this light and dark couplet results 
from shearing of a high concentration bedload layer in the accelerating backwash and 
invoked dispersive pressure as the specific sorting mechanism. The work of Sallenger 
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(1979) supports Clifton's hypothesis. Sallenger (1979) measured grain sizes and 
densities in individual grain layers within beach lamination. In addition to observing 
inverse grading, he determined that the individual grain layers were in dispersive 
equivalence. Most workers accept this single process model as an explanation for the 
formation of horizontal lamination in the swash zone (Komar, 1989). 
Thompson (1937) also observed alternating light and dark laminations in the upper 
foreshore. He suggested that the light layers resulted from suspension sedimentation in 
the decelerating swash. Thompson envisioned the dark layers as resulting from the 
combined effects of erosion of all but the heavy mineral-rich basal portion of the light 
layer in the ensuing backwash, and the addition of new heavy mineral grains deposited at 
the base of the light layer in the subsequent swash. 
Besides Thompson, several other workers have also suggested that both swash and 
backwash playa role in lamination genesis (Sonu, 1972; Waddell 1973, 1976; Nelson 
and Miller~ 1974; Slingerland, 1977, 1984). Slingerland's (1984) work is particularly 
noteworthy in this respect. Slingerland collected samples several grain layers thick from 
the upper foreshore surface following individual swash and backwash flow events and 
observed two contrasting textural types. He found that heavy versus light mineral 
settling velocity ratios of quartz-rich swash samples consistently approached unity, and 
suggested they were in settling equivalence. In contrast, the settling velocity ratios of 
heavy mineral-rich backwash samples were consistently greater than unity. Slingerland 
suggested that this deviation from standard hydraulic equivalence resulted from selective 
entrainment. Although not directly addressing the question of lamination genesis, and 
without reference to Thompson's (1937) work, Slingerland thus proposed essentially the 
same hypothesis of alternating settling in the swash and selective entrainment in the 
backwash as an explanation for his observations. 
The interpretations made in this study, with respect to lamination genesis in the NMB 
swash zone, exhibit affinities to both the single and dual process models described 
above. However, the NMB model is more closely allied with the dual process model 
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suggested by Thompson (1937) and supported by the work of Slingerland (1984). The 
contrasts observed in bedforms, stratification, and sediment textures, taken together with 
a consideration of the differences in the nature of swash versus backwash flows, suggest 
that both backwash and swash playa role in lamination genesis on NMB. 
This NMB model for swash zone lamination genesis does not preclude the single 
process model suggested by Clifton (1969) and supported by the work of Sallenger 
(1979), rather it incorporates it. The model for development of Type 1 lamination on 
NMB is analogous to the single process model. Furthermore, the possibility of a single 
process developing two different types of lamination is not ruled out by the present 
interpretation. To some extent this idea is applied in the case of Type 2 lamination 
genesis where, within the lamination, two layers are recognized to have been developed 
from what is essentially a single process. A single process model may also be valid in 
other situations, such as in lower stage transport, or aeolian transport, where internal 
lamination develops from grain avalanching. Internal cross-lamination observed on 
NMB may result from such a process. 
Finally, according to the microdynamic framework, laminae observed in the swash 
zone of NMB are determined by flow-thickness scale processes as well as near-bed 
processes. This interpretation is in marked contrast to either of the two models for the 
formation of horizonta11amination in the swash zone described above. These models are 
limited to the consideration of smaller near-bed scale processes and do not consider the 
influence of the larger flow-thickness scale processes in lamination genesis. 
4.4 CONCLUSIONS 
In this Chapter the network of interactions that take place between grains, fluid, and 
bed within the swash zone of NMB were examined in the context of a microdynamic 
framework. According to this framework, deposit characteristics are inferred to result 
from the superposition of smaller scale near-bed processes, which control grain-size and 
sorting within the deposit, and larger scale processes that operate throughout the flow to 
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control bedform and stratification geometries. These two scales of interaction are 
referred to as transport dynamics and bedform dynamics respectively. 
A secondary distinction between lower stagellower flow regime and upper 
stage/upper flow regime dynamics is also made within the microdynamic framework. 
This distinction represents differences in the nature of interaction, as opposed to scales 
of interaction. Conceptually it is analogous to the distinction made in the previous 
chapter between different morphodynamic states. 
Bedforms, stratification, sediment textures, and flow characteristics observed in the 
upper foreshore of NMB suggest that swash zone flows are upper stage/upper flow 
regime flows. Bedform dynamics within these shallow, high velocity flows is 
characterized by the occurrence of water-surface waves, and in-phase bedforms and 
associated stratification types. Bedform and stratification length scales, including near-
horizontal lamination, were found to scale with those of the water surface waves as 
predicted by Kennedy's (1961) relationship. Similar to Lowe's (1982, 1988) and Hanes 
and Bowen's (1985) models, transport dynamics in the swash zone is characterized by 
the Occurrence of a two-layer flow structure. Concentration effects are most important in 
the lower, traction carpet layer and least important in the upper, suspension cloud 
layer of the concentrated granular dispersion. 
While swash and backwash were both classified as upper stage/upper flow regime 
flows, distinct microscale process-form assemblages were recognized for each flow type. 
The existence of anti dunes and associated backset cross-bedding in the upper most 
foreshore correspond with the occurrence of upstream-migratory and breaking water 
surface waves in the backwash. The finer grain sizes, better sorting, uniform to inverse 
grading, heavy and light mineral dynamic equivalence, and heavy mineral enrichment of 
Typel lamination represents local deposition of a traction carpet layer within the 
accelerating backwash. 
The existence of near-horizontal lamination and foreset cross-bedding lower on the 
foreshore corresponds with the occurrence of downstream-migratory and stationary 
water surface waves in the swash. The coarser grain sizes, poorer sorting, inverse and 
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normal grading, heavy and light mineral dynamic inequivalence, and quartz enrichment 
of Type 2 lamination represents deposition of combined traction carpet/suspension cloud 
layers within the decelerating swash. 
Finally, the central theme of this work - the enmeshed nature of process-response 
interactions in sandy coastal systems - is well illustrated by the nature of microscale 
interactions described in this chapter. Here, it was shown that deposit characteristics 
represent a response to a variety of influences operating simultaneously at different 
scales. 
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CHAPTER 
MESOSCALE 
\I Wave after wave, each mightier than the last 
Til last, a ninth one, gathering half the deep 
Andfull a/voices, slowly rose and plunged 
Roaring. and all the waves was in aflamert 
Tenneyson, The Coming of Arthur' 
This chapter describes concurrent variations in foreshore morphologic, 
stratigraphic, runup, and water table characteristics through storm/recovery cycles. 
Mesoscale storm and swell morphostratigraphies, and corresponding dissipative and 
reflective runup regimes, are recognized. These two process-form associations are 
considered in the context of a conceptual model for swash zone dynamics that focuses 
on inferred variations in the distribution and relative dominance of swash versus 
backwash forces on the foreshore. 
S.l BACKGROUND: SWASH ASYMMETRY AND RUNUP-WATER TABLE-
MORPHOLOGY INTERACTIONS 
Eliot and Clarke (1988) among others, have suggested that storm/recovery cycle 
profile changes exhibit affinities to tidal cycle profile changes, both in terms of the 
patterns of change and the processes governing change. Expanding upon this 
suggestion, the framework of a conceptual model for two-dimensional foreshore 
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Figure 5.1. Duncan's (1964) model for profile change during the tidal cycle 
(from Komar, 1976a). 
morphostratigraphic change through storm/recovery cycles is outlined below using 
Duncan's (1964) model for profile change through the tidal cycle as an analog. 
SWASH ASYMMETRY AND THE CROSS-SHORE ZONATION OF SWASH 
AND BACKWASH FORCES 
Duncan (1964) observed that during the flood tide deposition occurred on the upper 
foreshore and erosion occurred on the lower foreshore (Figure 1). During the ebb 
tide this pattern was reversed. Duncan suggested that these contrasting patterns of cut 
and fill resulted from differences in the relative forces of swash and backwash that 
existed during flood and ebb stages of the tidal cycle. During the flood tide, the swash 
is able to surge past the water table-saturated portion of the foreshore. As a result, a 
considerable amount of the runup volume is lost to percolation, and a weak backwash 
is generated: During the ebb tide, the swash is unable to surge over the saturated 
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portion of the foreshore. As a result, little runup volume is lost to percolation, and a 
strong backwash is generated. 
In Duncan's model, the fundamental mechanism controlling profile change is the 
balance of onshore versus offshore forces. Within the swash zone this balance is 
asymmetric: The swash has greater energy than the backwash because of frictional and 
turbulent energy losses, as well as mass losses, that occur during the runup process 
(Bagnold,194O). Thus, rather than the 'absolute value' of swash asymmetry, it is the 
changes that occur in the relative dominance of swash as opposed to backwash forces 
that are important. 
Additionally, consideration of an ideal runup event, where a single swash runs up 
the foreshore and the ensuing backwash runs down the foreshore, suggests that swash 
asymmetry is distributed differentially across the foreshore (Bagnold, 1940; Kirk, 
1970: Figure 5.2). At the uppermost portion of the swash zone, near the location of 
maximum swash excursion, is an area where swash forces are dominant relative to 
backwash forces. Due to thinning and percolation of the swash mass into the 
foreshore, there is negligible backwash generation in this upper swash-dominated or 
deceleration zone. There is also an area in the lowermost portion of the swash zone, 
near to where the outgoing backwash meets the incoming swash, where swash forces 
are dominant relative to backwash forces. In this lower swash-dominated or 
deceleration zone the outgoing backwash is in a state of decay, whereas the incoming 
swash, having experienced minimal frictional/turbulent and mass losses, is yet to 
decay. In between these two swash-dominated zones is an area where backwash 
forces are most dominant relative to swash forces. In this middle backwash-
dominated or acceleration zone the swash mass has experienced significant decay, 
yet retains sufficient mass to generate a strong backwash. 
The cross-shore distribution of swash asymmetry is described above in the context 
of a single swash cycle. However, through consideration of a net swash cycle, and in 
tum a resultant cross-shore distribution of swash asymmetry, this concept can be 
applied across a range of time scales. 
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Figure 5.2. The cross-shore distribution of swash asymmetry. 
Observations made previously by Sonu (1972) and Sonn (et. aI., 1973), together 
with those presented later in this work, suggest that variations in the cross-shore 
distribution of swash asymmetry occur through storm/recovery cycles: The upper and 
lower swash-dominated zones expand or contract in extent relative to the extent of the 
backwash-dominated zone. Since the swash dominated zones tend to be areas of 
deposition and the backwash dominated zone an area of erosion, the changes in the 
relative extent of these zones result in changes in the pattern of erosion and deposition 
on the foreshore. Changes in the material properties of the foreshore occur in 
conjunction with these asymmetry-induced changes in foreshore morphology. 
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5.1 FACTORS INFLUENCING SWASH ASYMMETRY 
Swash Backwash 
Dominance Dominance 
Incident Wave Height lower higher 
Period shorter longer 
Angle of low high 
Incidence 
Runup Volume smaller larger 
Excursion Width wider narrower 
Period shorter longer 
Water Table Saturation dry wet 
Beach Slope steep gentle 
Grain Size coarse fine 
COMPONENTS OF THE MODEL AND THEIR INFLUENCE UPON SWASH 
ASYMMEfRY 
The principal factors influencing both the relative dominance and the distribution of 
swash versus backwash forces on the foreshore include beach form and material 
properties, the beach water table, runup characteristics, and ultimately incident wave 
characteristics (Table I), Although the influence of each of these factors on swash 
asymmetry is considered independently in the following paragraphs, it is in 
combination that these factors act to reinforce or cancel each others individual effects. 
Runup Height/Swash Excursion Width 
Intuitively, runup height (and thus runup volume) is expected to increase with 
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increasing wave height. This has been shown to be the case by a number of workers 
including Kirk (1970), Guza and Thornton (1982), and Holman and Sallenger (1985). 
The increased runup volumes that accompany increases in runup height move swash 
asymmetry towards conditions of relative backwash dominance: The swash mass 
experiences proportionately less mass loss and therefore more of it is available to 
contribute to the backwash. The converse is true when incident wave and runup 
heights are low: The swash mass experiences proportionately greater mass loss and 
therefore less of it is available to contribute to the backwash. In this situation swash 
asymmetry moves towards conditions of relative swash dominance (Table 5.1). 
Less obvious is the influence that changes in swash excursion width (the horizontal 
component of runup) have upon the swash zone energy balance. Although absolute 
runup height increases with increasing wave heights, it was observed by Guza and 
Thornton (1982), Holman and Sallenger (1985), and Holman (1986), among others, 
that dimensionless runup height decreases with increasing wave height. This 
relationship is illustrated in Holman's (1986) plot of dimensionless runup height 
(RvlH b) against the Iribarren number, t; , (Figure 5.3a), where 
t; = tan B / (Ho / Lo ) 112 = (Jt / E) 112 (5.1) 
(after Holman and Sallenger, 1985) and Ho and Lo are deepwater wave height and 
wavelength (taken here to be Hb and gT2/2Jt respectively). 
What this relationship suggests is that the swash zone becomes proportionately 
smaller during storms. This favors relative backwash dominance during storms: The 
smaller the total area of foreshore the runup mass traverses, the smaller the areaof dry 
foreshore it is exposed to, and therefore, the less mass loss its experiences. The 
opposing scenario applies during swell conditions: The swash mass is exposed to a 
larger area of dry foreshore and therefore experiences greater mass loss. As a result, 
swash asymmetry moves towards relative swash dominance (Table 5.1). 
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Figure 5.3. a) Holman's (1986) plot of dimensionless runup height (f1max :::: 
RItlHb) against the Iribarren number,; ; b) Holman's (1986) plot of dimensionless 
runup period (T zff::::Trffi) against Iribarren number; . 
Runup Period 
Numerous workers have observed that runup period increases with increasing 
incident wave height and period, and decreasing beach slope (Emery and Gale, 1951; 
Kemp, 1961; Kirk, 1970; Battjes, 1974; Sonu, 1974; Huntley and Bowen, 1975; 
Sutherland et aI., 1976; Waddell, 1976; Wright et aI., 1979; Bradshaw, 1982; Guza 
and Thornton, 1982; Holman and Bowen, 1984; Holman and Sallenger, 1985; 
Holman, 1986). This low frequency shift that occurs during storms is commonly 
illustrated in terms of runup spectra. However, Holman's (1986) plot of dimensionless 
run up period (T lfi) against Iribarren number also serves to illustrate this relationship 
(Figure 5.3b). 
The low frequency shift is manifest as an increase in swash/backwash interaction 
and a change in swash asymmetry towards relative backwash dominance: The longer 
lasting swash is unable to move up and back down the slope without either merging 
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with the previous swash and/or colliding with the outgoing backwash (Kemp, 1961; 
Kirk 1970; Waddell 1973, 1976; Bradshaw, 1982). An increase in backwash relative 
to swash duration is the result (Kirk 1970; Waddell 1973, 1976; Marra, 1988). The 
converse holds true for swell conditions: The high frequency swashes move up and 
back down the foreshore without interruption, their duration is increased relative to 
that of the backwash, and as a result the relative influence of swash forces are 
enhanced (Table 5.1). 
Beach Water Table 
Beach water table characteristics have been considered by Bagnold (1940), Grant 
(1948), Emery and Foster (1948), Longuet-Higgins and Parkins (1962), Duncan 
(1964), Harrison (1969), Ericksen (1970), Pollock and Hummon (1971), Waddell 
(1973, 1976), Lanyon et al. (1982), and Eliot and Clarke (1988), among others. 
Referred to indirectly above, the influence of the beach water table on foreshore 
sedimentation was clearly demonstrated in similar experiments carried out by 
Bagnold (1940) and Longuet-Higgins and Parkins (1962). In both experiments, when 
an impermeable plate was inserted into the sand surface, to simulate a saturated 
foreshore, the sand layer above the plate was quickly eroded away. When the plate 
was removed, to allow percolation to occur, sand accumulated. 
Thus, with respect to water table effects and swash asymmetry, two situations can 
be identified. At one extreme is a dry foreshore or swash zone, where run up mass 
loss is maximized due to percolation of the runup into the foreshore, and the relative 
dominance of swash over backwash is enhanced. At the other extreme is a wet 
foreshore or swash zone. In this situation runup mass loss due to percolation is 
minimized and the relative dominance of backwash over swash is enhanced (Table 
1). Although only slightly, backwash dominance may be further enhanced by a 
contribution of water table outflow to the backwash mass (Emery and Foster, 1948; 
Ericksen, 1970). 
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Beach Form and Material Properties 
2_ .. _ 
Steep slopes decrease swash/backwash interactions and coarser grain sizes increase 
runup percolation (Bagnold, 1940; King, 1972; Bradshaw, 1982). Therefore, steep 
slopes and coarse grain sizes are associated with relative swash dominance. The 
converse is true for gentle slopes and fine grain sizes (Table 5.1). 
Although beach form and material properties do influence swash asymmetry, as 
discussed briefly below, it is their role as response elements that is of primary interest 
in this study. 
MORPHOSTRA TIGRAPHIC COUPLING 
The development of storm and swell profiles during contrasting phases of 
storm/recovery cycles is well recognized within the coastal literature (Figure 5.4: see 
also Chapter 3). Foreshore deposits have been described by numerous workers 
including Thompson (1937), Clifton et al. (1971), Sonu (1972, 1973), Clifton (1976), 
Hine (1979), Hunter et aI., (1979), Reinson (1984), McCubbin (1982), Komar and 
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Wang, (1984), Short (1984), Terwindt et al. (1984), Thomas and Baba (1986). 
Although much work has been done on the description of foreshore morphologies 
and foreshore deposits, a systematic examination of beach form and deposit 
characteristics through complete stonn/recovery cycles is lacking (Komar, 1989). The 
study of Sonu (1972) is noteworthy in this respect. Sonu (1972) observed, an 
association between the accumulation of coarse grain sizes and the development of 
convex profiles during post-storm recovery, and the accumulation of fine grain sizes 
and the development of concave profiles during storms. Sonu's observations suggest 
that changes in foreshore deposit characteristics are coupled with the changes in beach 
profile form that occur during storm/recovery cycles. 
5.2 RESULTS: NINE MILE· BEACH FORESHORE 
MORPHOSTRATIGRAPIDES AND PROCESS REGIMES 
Having outlined the framework of a conceptual model for mesoscale foreshore 
dynamics in the preceding section, this section describes concurrent observations of 
foreshore morphostratigraphies and runup processes observed through NMB 
stonn/recovery cycles. Much of this section is based upon results obtained from 
storm/recovery cycles that occurred at bay and hom locations over the periods of 
December 13 -December 23 and December 28 - January 8 respectively. A time series 
of wave steepness through these storm recovery cycles is given in Figure 5.5 to 
provide a basis for future reference. (See also Chapter 2 for details on data collection 
and methodology relevant to results presented in this Chapter.) 
5.2.1 NMB STORM AND SWELL FORESHORE 
MORPHOSTRATIGRAPIDES 
Two-dimensional storm and swell morphostratigraphies are identified for the 
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NMB foreshore (Table 5.2). Similar to the morphologic states described in 
Chapter 3, each morphostratigraphy is defined by an assemblage of morphologic and 
stratigraphic characteristics. Specifically, more concave-shaped foreshore profiles are 
associated with the storm morphostratigraphy: More convex-shaped profiles are 
associated with the swell morphostratigraphy. Correspondingly, mid-profile cut and a 
net loss of sediment from the foreshore accompanies the development of the storm 
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5.2 Nine Mile Beach Foreshore 
STORM AND SWELL MOPRHOSTRATIGRAPHIES 
FORM 
PrOfile Shape 
Volume Flux 
STRATIGRAPHY & 
SEDIMENTOLOGY 
Cross Section 
& Structures 
Textures & 
Composition 
STORM 
More CONCAVE 
CUT (loss) 
Thick Tablular set 
with 
trough cross 
bedding of 
LITHOFACIES 1 
at a maximum 
Fine-grained, 
heavy mineral-rich 
TYPE 1 textures 
ata maximum 
SWELL 
More CONVEX 
FILL (gain) 
Thin Wedge set 
with 
horizontal 
lamination of 
LITHOFACIES 2a & 2b 
ata maximum 
Coarse-grained, 
quartz-rich 
TYPE 2 textures 
at a maximum 
morphostratigraphy: Profile fill and a net gain of sediment to the foreshore 
accompanies the development of the swell morphostratigraphy. Finally, with the 
storm morphostratigraphy, the occurrence of cross-laminated, heavy mineral-rich, 
fine-grained sands is at maximum in foreshore cross sections: With the swell 
morphostratigraphy the occurrence of horizontally laminated, quartz-rich, coarse-
grained sands is at a maximum in foreshore cross sections. 
These contrasts in profile shape, volume flux, stratigraphy; and sedimentology are 
described in greater detail below. 
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FORESHORE MORPHOLOGY 
Figure 5.6 shows a sequence of profiles taken at a bay location prior to, through, 
and following a storm event. Of principal import here is the difference in shape 
between the December 14 profile, taken prior to the storm, and the December 16 
profile, taken during the storm. Specifically, the December 16 storm profile has a 
more concave form; the December 14 swell profile a more convex form. Developed 
during contrasting phases of foreshore evolution, these storm and swell profiles are 
characteristic of their respective morphostratigraphy. 
In Figure 5.7a and b the development of storm and swell profiles during respective 
phases of foreshore evolution are recognizable as opposing trends in the time series of 
profile shape indices RBS and RBW (see Chapters 2 and 3). Evident in these figures 
is a general tendency for RBS and RBW to increase (i.e. increasing concavity) during 
the storm phase, and for RBS and RBW to decrease (Le. increasing convexity) during 
the recovery phase of the cycle 
In Figure 5.7a for example, bay RBS values increase from approximately 1 to 1.5 
and RBW values from approximately 1.5 to 1.7, with the occurrence of storm 
conditions over the period of December 14 -16. Over the period December 18 - 20 
values of RBS then drop, from approximately 1.5 to 1.25 and RBW from 
approximately 2.0-1.75 with the the occurrence of swell conditions during this time. 
The profile shape indices again increase after December 20, with the return of storm 
conditions after this date 
Similarly, in Figure 5.7b the profile shape indices indicate that the hom profiles 
became more concave (increasing RBS and RBW) when storm conditions prevailed 
over the period of December 28-January 3. After January 3, when swell conditions 
existed for an extended period, the profile gradually became more convex in shape 
(decreasing RBS and RBW). 
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Figure 5.8a. Net volume flux per tidal cycle in the high tide swash zone Bay. 
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FORESHORE VOLUME FLUX 
Distinct patterns of erosion and deposition accompany the profile changes described 
above and are characteristic of storm and swell morphostratigraphies. 
For storm and swell phases of foreshore evolution, the net volume flux per tidal 
cycle is plotted in Figure 5.8 at five meter cross-shore increments. The storm volume 
flux patterns of Figure 5.8a show erosion occurring in the middle portion of the profile 
and deposition occurring on the upper and lower portions of the profile. The swell 
volume flux pattern of Figure 5.8a shows deposition occurring along the entire length 
of the profile. The storm and swell volume flux patterns of Figure 5.8b exhibit 
patterns of cut and fill that are comparable to those of Figure 5.8a. In both instances, 
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Figure S.8b. Net volume flux per tidal cycle in the high tide swash zone - Horn. 
Values in right bottom corners indicate the total net cross-volume flux over 
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the storm volume flux pattern, like the corresponding storm profile, tends to be 
concave in shape; the swell volume flux pattern, like the corresponding swell profile, 
tends to be convex in shape. 
Values of the the total net cross-shore volume flux in to or out of the high tide 
swash zone are included in Figure 5.8. These values show a good correspondence to 
the cross shore patterns of volume flux described above, with stonn volume flux 
patterns consistently showing a net loss of sediment from the swash zone and swell 
volume flux patterns consistently showing a net gain of sediment to the swash zone. 
Specifically, Over the period D14-D16 the profile showed at net loss of 0.62 
m31m1tidal cycle, D 16-18 a net loss of 0.29 m31m1tidal cycle, D29-31, a net loss of 
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TABLE 5.3 Nine Mile Beach UPPER FORESHORE LITHOFACIES 
CHARACTERISTICS 
UTHOFACIES 1 
GEOMETRY 
Size - 2-1 Ocm:15-25m (H:L) 
Shape - tabular, tapers seaward 
SEDIMENTOLOGY 
Structure 
PROCESSES 
BACKWASH 
DOMINATED 
-high. low angle, shoreward dipping trough cross beds 
-near-horizontal lamination to thin bedding 
Texture (Type 1) 
-fine grained. very well sorted, subangular-rounded 
-uniform to weak inverse grading 
Composition 
-Ilmenite. gamet-rich 
UTHOFACIES 2 
subfacles 2& 
GEOMETRY 
Size - 2-8+cm:15m+ (H:L) 
Shape - wedge, tapers shoreward 
SEDIMENTOLOGY 
Structure 
-near horizontal-seaward dipping, thin bedding 
Texture (Type 2) 
SWASH 
DOMINATED 
-coarse-fine grained, moderately sorted, subangular-rounded 
-normal and inverse grading 
Composition 
-quartz-rich 
ENVIRONMENT 
ANTIDUNE 
FIELD 
SWASH BAR 
0.14 m3/m/tidal cycle, and D31-J3 a net loss of 0.68 m31m1tidal cycle. Conversely, 
over the period D 18-20 the profile showed a net gain of 1.25 m3/mltidal cycle, 14-6 a 
net gain of 0.27 m3lmltidal cycle, and J6-8 a net gain of 0.75 m3/rn1tidal cycle. 
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UTHOFACIES 2 
eubfacles 2b 
GEOMETRY 
Size ~ <2cm:5-10m (H:L) 
Shape - lenticular 
SEDIMENTOLOGY 
Structures 
- thinly laminated 
- wind ripple cross lamination 
Texture (Type 2) 
-fine grained, well sorted,subangular-rounded 
-normal grading 
Composition 
-quartz-rich (:I:; shells, organics) 
UTHOFACIES 3 
Size -1-6cm:15-40m (H:L) 
Shape -lenticular, tapers shoreward and seaward 
SEDIMENTOLOGY 
Structures 
- near-horizontal lamination-thin bedding 
Texture (Type 1 & 2) 
- interbedded fine and coarse sands 
Composition 
-alternating heavy and quartz-rich 
NMB STRATIGRAPHY AND SEDIMENTOLOGY 
NMB Swash Zone Lithofacies 
SWASH 
DOMINATED 
ALTERNATING 
SWASH AND 
BACKWASH 
BERM 
(swash mark) 
TERRACE 
(sweep zone) 
Three swash zone lithofacies were distinguished within the upper foreshore trenches 
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(see Chapter 2) of NMB. Each lithofacies comprises a distinctive set geometry with 
typical internal sedimentary structures and textures. The characteristics of the three 
NMB foreshore lithofacies are summarized in Table 5.3 and are described briefly 
below. 
LITHOFACIES 1 occurs as a set that generally occupies the upper to middle 
portion of the upper foreshore, although thin heavy-mineral rich lenses Ocm: 10m) 
located in the middle to lower portion of the upper foreshore are also included with 
this lithofacies. Usually being shorter and thicker than Lithofacies 2 sets, Lithofacies 
1 sets also tend to be more tabular/less wedge-shaped than Lithofacies 2 sets. 
With Lithofacies 1 the lower bounding surface of the set is erosional and truncates 
the foreshore surface at a low angle. The shoreward boundary of this surface 
however, may may be relatively steep. The upper bounding surface of the set is 
gradational; it graduaJly tapers seaward and merges with the other foreshore 
lithofacies. High angle shoreward-dipping trough cross-bedding is a characteristic 
feature of the set internally. Low angle shoreward-dipping trough cross-bedding and 
near-horizontal lamination to very thin bedding are also common however. Fine-
grained, very well sorted, heavy mineral-rich sands (Type 1 textures of Chapter 4) are 
synonymous with Lithofacies 1. 
LITHOFACIES 2 is subdivided into Subfacies 2a and 2b. Subfacies 2a is a set that 
generally occupies the lower to middle portion of the upper foreshore. Its lower 
boundary is erosional and truncates the foreshore surface at a high angle. Its upper 
bounding surface is gradational, and gradually tapers shoreward to merge with the 
other foreshore lithofacies. Internally, Subfacies 2a is characterized by near-
horizontally-laminated to thin-bedded layers of coarse-grained, moderately sorted, 
quartz-rich sands (Type 2 textures of Chapter 4). 
Subfacies 2b occurs as a thin, fine-grained, quartz-rich lens located in the 
uppermost portion of the upper foreshore. Concentrations of shells and organic matter 
may be present within the lens. Wind-ripple cross-lamination may also be evident. 
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LITHOFACIES 3 occurs as a variably sized, lenticular-shaped set that commonly 
occupies only the middle, but occasionally occupies the entire upper foreshore. Set 
boundaries are not distinct; they taper seaward and shoreward, and grade into the other 
NMB lithofacies. Near-horizontal lamination, composed of alternating dark and light 
layers (Type 1 and Type 2 lamination of Chapter 4), is characteristic of the set 
internally. However, shoreward-dipping high and low angle trough cross-bedding, 
wavy bedding, and lenticular bedding may also occur. 
NMB Storm and Swell Cross Sections 
Based on the distribution and character of the NMB swash zone lithofacies 
described above, two NMB upper foreshore cross-section types specific to storm and 
swell morphostratigraphic states are recognized (Figure 5.9 ). 
The STORM CROSS SECTION (Figure 5.9a) is identified by the preeminence of 
Lithofacies 1 in the upper foreshore. The heavy mineral-rich, trough cross-bedded 
sands of Lithofacies 1 exhibit their maximum lateral extent relative to the quartz-rich, 
horizontally laminated sands of Lithofacies 2. In contrast, the SWELL CROSS 
SECTION (Figure 5.9b) is distinguished by the preeminence of Lithofacies 2 and/or 3 
in the upper foreshore, as Lithofacies 1 exhibits its minimum lateral extent relative to 
to that of the other two lithofacies. 
Aside from content, form also differs between the two cross-section types. The 
storm cross section is thick and tabular in shape, whereas as the swell cross section is 
thin and wedge-like in shape. These contrasts in form represent the maximization of 
the zone of active sedimentation during the development of the storm profile, and the 
minimization of the zone of active sedimentation during the development of the swell 
profile. 
Differences in form and content between the idealized storm and swell cross-
sections described above, are evident in the sequence of upper foreshore cross sections 
observed during the study period at NMB and presented in Figures 5.10 (a-f). In the 
bay cross section sequence (Figure 5.10 a-c), note how Lithofacies 2a, 2b, and 3 
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1m 
1m 
STORM 
(mealll1igh water) 
Lilholacies 1 
LithOfacies 2a 
Lithofacies 2b 
Lithofacies 3 
SWELL 
(mean high waler) 
20m 
20m 
Figure 5.9. Idealized NMB Storm and Swell upper Foreshore Cross-sections. 
182 
-CIS 
2S 
c 
~ 
::l 
t:i 
:.a 
.c 
0. 
~ 
E 
::l 
E 
'x 
ca 
E 
I 
....: 
...-
0 
//iW ~\\ .~~". ~~ 
0 0 
""" 
e 
0 
-
..t::: 
0-
c: 
QI 
"" 
-0 !!.' ID ;-
" 
.... 
0 OE 
.. -Q, 
It'; ............. 5.10 (8-0. Sequence of upper foreshore cross-sections observed during the 
study peri od at NMB. 
183 
b} 
16 
o HI m 
profU7• h 11'111 t rene 
(em) 
c) 
40 m 
. - . 
" .......... 
I) to m 
PfGill/C ch 
(1ft) tren) (em 
d) 
o 
...... 
40 m 
. " . o 0 _. 
Profile h 
1m} / trene 
(em) 
e) 
o 
031 
profile 
1m) ltreneh 
(em) 
J4 
-
profih,/ h 
1m) / trenc 
(em) 
define a shoreward~thinning wedge of active sedimentation in the December 14 swell 
cross section (Figure 5. lOa). Also, the occurrence of Lithofacies 1 is limited to only a 
small area in the lee of the swash bar/berm in this cross section. In contrast, the 
December 16 stonn cross section (Figure 5.lOb) shows a much thicker zone of active 
sedimentation. In the December 16 cross section, lithofacies 2 is now the dominant 
lithofacies; Lithofacies 2a and 2b have contracted towards the lower and upper 
extremes of the upper foreshore respectively. A reoccurrence of the dominance of 
Lithofacies 2a, 2b, and 3 is shown in the December 20 swell cross-section (Figure 
5.10c). 
A similar pattern is exhibited in the hom sequence of cross-sections given in 
Figures 5.10 d-f. In the December 31 storm cross section (Figure 5.lOe), Lithofacies 1 
can be seen to have its maximum thickness and lateral extent. In comparison, the 
December 27 and January 4 swell cross sections (Figures 5.10d and 5.1Of 
respectively) show this lithofacies to be at a minimum in thickness and extent. Also 
note how the overall cross-sectional form is much thinner and more wedge-shaped in 
these two cross sections than in the December 31 cross section. 
5.2.2 NMB DISSIPATIVE AND REFLECTIVE RUNUP REGIMES 
Dissipative and reflective runup regimes are identified for the NMB foreshore 
(Table 5.4). In comparison to the reflective regime, the dissipative regime is 
characterized by higher incident waves, lower frequency and proportionately lower 
amplitude runup, and a lesser amount of runup percolation. Conversely, the reflective 
regime is characterized by lower waves, higher frequency and proportionately higher 
amplitUde runup, and a greater amount of runup percolation than the dissipative 
regime. 
Corresponding trends in relationships between incident wave conditions and runup 
height/excursion, runup period, and water table excursion, form the basis for the 
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TABLE 5.4 !\line Mile Beach 
DISSIPATIVE and REFLECTIVE RUNUP REGIMES 
Incident Waves 
Runup 
Absolute Height 
(a) VOLUME 
Dimensionless 
Height I WIDTH 
Absolute Period 
Dimensionless 
Period I DURATION 
Water Table 
Dimensionless 
Width I SATURATION 
DISSIPATIVE 
(lower 1;) 
Hb higher 
Rv higher 
LARGER 
RvlHblower 
NARROWER 
Tr longer 
Trrr i larger 
LONGER 
WT hlR h larger 
MORE 
REFLECTIVE 
(higher 1; ) 
~Iower 
Rvlower 
SMALLER 
RvIH b higher 
WIDER 
Tr shorter 
Trrr i smaller 
SHORTER 
WT hlR h smaller 
identification of the two runup regimes, These relationships are examined below. 
NMB Runup Height I Excursion Width 
In Figure 5.11 runup height (Rv) is plotted against breaker height (H b). In this 
figure, runup height can be seen to increase from approximately 1.0 to meters as 
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Figure 5.11. Plot of runup height against breaker height at NMB. 
breaker height increases from approximately 1.0 to 4.0 meters. 
In Figure 5.12a dimensionless runup height (RvlH b) is plotted against the Iribarren 
number <I;) at a scale comparable to that in Figure 5.3a. Although the NMB data set 
of Figure 5.12a extends over a much narrower range of 1; values than does the larger 
data set of Holman (1986), both data sets exhibit a similar trend of increasing 
dimensionless runup height with increasing Iribarren number. For the NMB data set, 
this trend is more clearly illustrated in Figure 5.12b, where (following from 
considerations noted in Chapter 3) dimensionless runup height is plotted against the 
inverse of the Dean parameter (0) at a finer scaling. In this figure, dimensionless 
runup height can be seen to increase from approximately 0.5 to 2.0 as the inverse of 
the Dean parameter increases from approximately 0.1 to 0.5. 
Thus, in agreement with observations made in the background section, although 
absolute runup volumes (C( Rv) are larger in tbe dissipative regime, swash zone widths 
(::: RvlH b) are relatively narrower. The converse is true for the reflective regime 
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Figure 5.12. (a) Dimensionless runup height (RvlH b) plotted against the 
Iribarren number (~): (b) Dimensionless runup height plotted against the 
inverse of the Dean parameter (Q). 
(Table 5.4). 
NMB Runup Period 
Log plots of runup height power spectra are given in Figure 5.13 a and b 5.1. The 
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bay power spectra of December 16 (~ = 0.403) shows a broad peak centered around 
a frequency that corresponds to a runup period of approximately seconds. The 
peak is spread across a frequency band that corresponds to runup periods of 
approximately 64 to 42 seconds. (Figure 5.13a). In contrast to the well developed 
infragravity band exhibited on December 16, the December 18 spectrum shows more 
energy at higher (subhannonic) frequencies. On December 18 (~ = 0.690) the peak in 
the spectrum is centered around a frequency that corresponds to a runup period of 
approximately 28 seconds. The peak is spread across a frequency band that 
corresponds to runup periods of approximately 32 to 26 seconds. On December 20 (~ 
= 0.334) a greater amount of spectral energy is again concentrated at lower 
frequencies (mnup periods> 52 seconds). 
The horn spectral pairs presented in Figure 5.13 b exhibit characteristics similar to 
those described above. On December 31 (~ = 0.368) energy in the spectrum is spread 
across the infragravity band (mnup periods of approximately 86-52 seconds). The 
spectral peak occurs at a frequency that corresponds to a mnup period of 
approximately 64 seconds. On January 4 (; = 0.650) spectral energy tends to be 
concentrated at frequency bands corresponding to runup periods of 64-32 seconds. 
Although these peaks occur at somewhat lower frequencies than might be expected, 
they do occur at higher frequencies than those in the December 31 spectra. 
In Figures 5.14 a and b dimensionless runup period (T rlI'i) is plotted against the 
Iribarren number. The data in Figure 5.14a exhibit a distribution that is comparable to 
that of Figure 5.3b. However, the anticipated trend of increasing dimensionless runup 
period with decreasing Iribarren number is not readily discernible in Figure 5. 14a. In 
addition to differences in scaling between the two figures and too few data points in 
Figure 14a, the lack of a discernible trend in the data may be due to the occurrence 
of NMB T rlI'i values within a range of I; values that naturally tend to exhibit large 
scatter. Even with the small amount of data, the finer scaling of Figure 14b makes 
the anticipated trend discernible. In this plot, dimensionless runup period shows an 
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Figure 5.14. (a) Dimensionless runup period (Trrri) plotted against the Iribarren 
number 0;): (b) Dimensionless runup period plotted against the inverse of the Dean 
parameter (Q). 
increase in values from approximately 10 to 20 as the values of the inverse Dean 
parameter decrease from approximately 0.5 to 0.1. 
Thus, in agreement with observations reported in the background section, longer 
runup periods are associated with more dissipative conditions (lower ;) , and shorter 
runup periods are associated with more reflective conditions (higher ~). As will be 
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shown later, these differences in runup period correspond to differences between the 
two runup regimes in the relative duration of swash versus backwash flows (Table 5.4) 
NMB Water Table 
Water table characteristics recorded at NMB (see Chapter 2) are summarized 1D 
Tables 5.5 a and b. In agreement with observations reported in the background 
section, at NMB the peak in water table elevation was found to lag behind the peak of 
high tide sea level elevation (5.5a). The amount of lag observed at NMB was variable, 
ranging from 45 minutes to 2' hours and 15 minutes. 
Water table lag results in a systematic variation in the extent of foreshore saturation 
over the tidal cycle (Duncan, 1964, Harrison, 1969). The tendency for the greatest 
amount of swash zone saturation to occur during the falling half~tide is evident in the 
ratios of water table excursion width to swash excursion width (WTh/Rh) given in 
Table 5.5b: The falling half-tide (@ t==3.0) values are consistently higher than the 
rising half-tide (@ t= 8.0) values. 
Of greater import to this study is the possibility that systematic variations in the 
extent of foreshore saturation occur over stonn/recovery, as well as tidal, cycles. 
Table b shows that, as nearshore conditions became more reflective, the percent of 
swash zone saturation averaged over a tidal cycle decreased. The percent of saturation 
changed from 86% on December 16 to 75% on December 18, and from 67% on 
December 31 to 63% on January 4. A trend of increasing extent of swash zone 
saturation with increasing dissipativeness is also evident in Figure 5.15. Although 
limited in amount, the data obtained during this study does suggest that a variation in 
the extent of foreshore saturation, may also occur over storm/recovery cycles. 
Specifically, the dissipative run up regime is characterized by a greater amount of 
swash zone saturation than the reflective runup regime (Table 5.4), 
1% 
S.Sa WATER TABLE LAG 
~ 
HIGH WATER TABLE HIGH TIDE LAG 
N16 12:15 11:30 0:45 
N18 02:00 12:30 1:30 
N20 02:45 01:45 1:00 
016 01:00 10:45 2:15 
018 02:15 01:00 1 :15 
D20 03:30 02:15 1:15 
J3 03:30 02:15 1 :15 
J4 04:45 03:00 1:45 
TABLE 5.Sb VARIATION IN EXTENT OF SWASH ZONE 
SATURATION WITH STAGE OF TIDAL CYCLE 
average 
DATE Rtt(m) TIME wrh(m) wrtiRh 0/" SATIJRA TED 
through 1 tidal cycle_ 
016 35.00 @8.0 20.00 0.57 
@3.0 40.00 1.14 86.00 
018 20.00 @8.0 10.00 0.50 
@3.0 20.00 1.00 75.00 
D20 40.00 @8.0 30.00 0.75 
@3.0 32.50 0.81 78.00 
031 37.50 @8.0 17.50 0.47 
@3.0 32.50 0.86 67.00 
J1 22.50 @8.0 7.50 0.33 
@3.0 17.50 0.77 55.00 
J3 15.00 @B.O 5.00 0.33 
@3.0 15.00 1.00 67.00 
J4 30.00 @8.0 15.00 0.50 
@3.0 22.50 0.75 63.00 
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LOCAL SWASH ASYMMETRY 
The resultant effect of the interactions described above is that the two runup 
regimes exhibit differences in the relative dominance and distribution of swash versus 
backwash forces on the foreshore (i.e. runup is 'swash dominated' in the reflective 
regime and 'backwash dominated' in the dissipative regime). In Table 5.6, local 
differences in the relative dominance of swash versus backwash forces on the NMB 
foreshore are quantified. 
Local swash asymmetry is evident from the data presented in Table 5.65.2. Swash 
shear velocities are seen to be consistently higher than backwash shear velocities. 
Conversely, backwash durations are consistently longer than swash durations. 
Specifically, on all occasions the local average U* was approximately 4 cm/s for a 
swash and approximately 3 cmls for a backwash; the local average duration was 
approximately 4 seconds for a swash and approximately 7 seconds for a backwash. 
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LOCAL SWASH ASYMMETRY'" 
RELATIVE ELEVATION 
DATE ENERGY ASYMMETRY CHANGE 
016 SW U*(cm/s) 4.41 SW 
SW Duration (5) 4.21 81.9 
BACKWASH LOSS 
BWU* 3.49 BW (OAcm) 
BW Duration 7.17 87.3 
SWIBW U* 1.26 SWIBW 
SWIBW Our. 0.59 0.94 
020 Sw U" 3.97 SW 
SW Duration 4.26 67.1 
SWASH GAIN 
BWU" 2.86 BW (1.4cm) 
BW Duration 7.51 61.4 
SWIBW U" 1.39 SWIBW 
SWIBW Our. 0.57 1.09 
031 Sw U'" 4.22 SW 
SW Duration 4.02 71.6 
BACKWASH LOSS 
BWU" 3.07 BW (4.3cm) 
BW Duration 7.68 72.4 
SWIBWU" 1.37 SWIBW 
SWIBW Our. 0.52 0.99 
J4 Sw U" 4.28 SW 
SW Duration 3.74 68.5 
SWASH GAIN 
BWU" 2.77 BW (0. 20m} 
BW Duration 6.65 51.0 
SWIBW U* 1.55 SWIBW 
SWIBW Our. 0.56 1.34 
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In addition to swash asymmetry, the constancy of the values given above suggest 
that a condition of dynamic eqUilibrium may exist locally on the foreshore. It is 
within this narrow range of values that subtle, but significant shifts in the degree of 
local swash asymmetry occur. These subtle shifts in the relative dominance of swash 
versus backwash forces are represented as changes in the relative magnitude and 
duration of swash versus backwash forces (Table 5.6). For example, on December 31 
the ratio of swash to backwash U* has a value of 1.37 and on January 4 the same ratio 
has a value of 1.55: The ratio of swash to backwash duration has a value of 0.52 and 
on January 4 a value of 0.56. Similarly, on December 31 the swash is 0.99 times as 
energetic as the backwash: On January 4 the swash is 1.34 times as energetic as the 
backwash. Thus, backwash domination occurred locally within the dissipative runup 
regime that existed during the storm conditions of December 31. Swash domination 
occurred locally within the reflective runup regime that existed during the swell 
conditions of January 4. With respect to relative differences in swash versus 
backwash forces, results similar to those presented above were also obtained for the 
the dissipative runup regime that existed during the storm conditions of December 16 
and the reflective runup regime that existed during the swell conditions of December 
20 (Table 5.6). 
Changes in bed elevation occurred in conjunction with the changes in swash 
asymmetry described above (Table 5.6). On December 31, at the location where 
relative backwash dominance occurred, a net loss of 4.3cm in elevation was observed. 
On January 4, at the location where relative swash dominance occurred, a net gain of 
0.2cm in elevation was observed. On December 16 and December 20 similar results 
were obtained. The correspondence between swash asymmetry and bed elevation 
change that was observed observed locally at NMB agrees with those predicted by the 
conceptual model considered throughout this chapter and sets the stage for the 
process-form associations discussed in the following section. 
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5.3 INTERPRETATION AND DISCUSSION: NMB FORESHORE DYNAWCS 
NMB LITHOFACIES - PROCESS ZONE ASSOCIATIONS 
Lithofacies 1: Middle Acceleration Zone (antidune field) 
In Chapter 4, the sedimentary structures and sediment textures that make up 
Lithofacies 1 were attributed to sedimentation processes that occur in backwash: High 
angle, shoreward-dipping trough cross-stratification composed of fine-grained, heavy 
mineral-rich sands was associated with upstream-migrating in phase waves and 
antidune bedform migration in the seaward flowing, accelerating backwash. The 
tapering-seaward shape of Lithofacies 1 also suggests the role of backwash in its 
formation. Further, the location of Lithofacies 1 in the middle portions of NMB cross 
sections also suggests that backwash plays a prominent role in its development. It is 
in this area of the foreshore, associated with swash velocity decay but-swash mass 
retention, that the backwash is best developed. As a result it is in this area of the 
foreshore that the transport dynamics responsible for heavy mineral concentration and 
bed dynamics associated with antidune formation are most likely to occur. Thus, in 
the context of the cross-shore distribution of swash asymmetry, Lithofacies 1 is 
indicative of the middle backwash-dominated acceleration zone. Its depositional 
environment is the 'antidune field' that is best developed within this zone during 
storms (Table 5.3). 
Although Lithofacies 1 is best developed during dissipative conditions that occur in 
association with the storm morphostratigraphy its occurrence is not limited to these 
conditions. Lithofacies 1 may also occur in conjunction with the swell 
morphostratigraphy that develops during reflective conditions. However, under 
reflective conditions the heavy mineral accumulations are more localized, occurring in 
areas of backwash dominated/accelerating flow that exist in the lee of swash bar/berm 
deposits. Such occurrences of Lithofacies 1 are evident in Figures 5.10a and c. 
Similar occurrences in swash bar deposits on lake shores in Kenya have been reported 
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by Reid and Frostick (1985). 
Lithofacies 2: Upper and Lower Deceleration Zones (swash bar/berm) 
In Chapter 4, the sedimentary structures and sediment textures that make up 
Lithofacies 2a were attributed to sedimentation processes that occur in swash: Near-
horizontal to seaward-dipping lamination composed of coarse-grained, quartz-rich 
sands was associated with stationary and downstream-migrating in phase waves and 
bedwaves in the shoreward flowing, decelerating swash. The tapering-shoreward 
wedge shape of Lithofacies 2a also suggests the role of swash in its formation. 
Further, the location of Lithofacies 2a in the lower portion of NMB cross sections 
also suggests that swash plays a prominent role in its development. It is within the 
lower portion of the foreshore, where the swash mass first forms following bore 
collapse and then decelerates as it climbs the foreshore slope, that the swash exhibits a 
primary influence upon foreshore sedimentation. As a result it is in this area of the 
foreshore that the transport dynamics responsible for the accumulation of coarse-
grained quartz-rich laminae and bed dynamics associated with near-horizontal 
lamination formation are most likely to occur. Thus, in the context of the cross-shore 
distribution of swash asymmetry, Lithofacies 2a is indicative of the lower swash-
dominated deceleration zone. Its depositional setting is the 'swash bar' that develops 
in this zone (Table 5.3). Specifically, Lithofacies 2a is characteristic of the deposit 
found on the stoss side of the swash bar that develops in the lower foreshore and 
migrates shoreward during post-storm recovery. 
Similarities between Lithofacies 2a and 2b sediment textures suggest that swash 
processes are also important in the development of Lithofacies 2b. The location of 
Lithofacies 2b in the upper most foreshore suggests that swash mass deceleration and 
and the accompanying percolation of the swash mass into the foreshore are the 
dominant processes controlling its formation. Correspondingly, it is in this area of the 
foreshore that the suspension sedimentation resulting in the accumulation of 
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Lithofacies 2b is most likely to occur. Subaerial processes are also likely to have an 
influence upon this intermittently wetted portion of the foreshore. The wind ripple 
cross-lamination associated with Lithofacies 2b is indicative of such subaerial 
processes. Thus, in the context of the cross-shore distribution of swash asymmetry, 
Lithofacies 2b correlates with the upper swash~dominated deceleration zone. Its 
depositional setting is the 'berm' that develops in this zone (Table 5.3). Specifically, 
Lithofacies 2b, with its accumulation of organic debris, represents a swash mark 
deposit found on the lee side of the berm that develops in the upper foreshore during 
post-storm recovery. 
The swash bar/berm distinction made above is conceptually attractive. However, at 
NMB such a distinction is not always realized. In contrast to the simple model 
considered here, which treats the factors controlling swash asymmetry in terms of a 
resultant response over storm Irecovery cycles, the superposition of lower order 
effects may have a prominent influence upon foreshore morphostratigtaphy. The 
common occurrence of combined swash bar/berm deposits represents such influences. 
Combined swash bar/berm deposits, evident in Figure 5.lOa, are inferred to be the 
result of the superposition of tidal or other higher frequencies oscillations of the 
simple pattern of asymmetry-induced zonation through the lower frequency 
storm/recovery cycle. That is, although the berm eventually ends up at the upper most 
portion of the foreshore, it may begin to develop at lower position in the foreshore 
during the neap tide and gradually migrate shoreward with the spring tide (Hine, 
1979). Occurring simultaneously is the effect of the diurnal tidal cycle on foreshore 
sedimentation. At low tide berm-forming processes deposit sand in a particular 
foreshore location. At high tide swash bar-forming process deposit sand at this same 
location. The result is that combined swash bar/benn deposits may be formed at 
various times during storm recovery. 
Lithofacies 3: Mixed Acceleration/Deceleration Zones (terrace) 
The characteristics of Lithofacies 3 ~ alternating Type 1 and Type 2 lamination-
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suggest that both swash and backwash processes are responsible for its formation. Its 
geometry both shorewards and seawards-pinching and its gradational relationship with 
the other NMB lithofacies also suggests that Lithofacies 3 is transitional facies which 
represents the influence of both swash and backwash processes. Lithofacies 3, which 
corresponds to the classic foreshore deposits described in the geologic literature, is 
interpreted as a 'terrace' deposit that develops in an area of the foreshore that exhibits 
a relatively equal distribution of swash and backwash forces. In the context of the 
cross-shore distribution of swash asymmetry these sweep zone deposits areas of 
foreshore equilibrium, where neither swash or backwash forces are particularly 
dominant. 
THE NINE MILE BEACH MESODYNAMIC MODEL 
Based upon the spatial distribution of the NMB lithofacies in the foreshore cross 
sections and their process implications discussed above, together with accompanying 
profile shape and volume Changes, as well as runup/water table characteristics, two 
upper foreshore states are distinguished at NMB (Table 5.7: Figure 5.16: see also 
Table 5.2 and Table 5.4). These idealized foreshore states represent process-
form/texture combinations that exist at the culmination of contrasting phases of 
profile evolution. The process-response relationships associated with these two 
foreshore states constitute the framework of the NMB mesodynamic modeL 
On backwash dominated foreshores, low frequency, relatively low amplitUde 
runup over a saturated foreshore leads to the relative expansion of the middle 
backwash dominated zone. This facilitates the loss of sediment from the middle 
portion of the foreshore, the accumulation of tabular shaped set of heavy mineral-rich, 
fine-grained trough cross-bedded sands at this location, and the development of a 
concave foreshore profile. Thus, the storm morphostratigraphy and dissipative runup 
regime are associated with backwash dominated foreshores. 
On swash dominatedforeshores, high frequency, relatively high amplitude runup 
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TABLE 5.7 Nine Mile Beach FORESHORE STATES 
STORM MORPHOSTRATIGRAPHY BACKWASH 
DOMINATED 
Concave profile 
with tabular-shaped set 
composed of 
fine grained, heavy 
mineral-rich, trough 
cross-bedded sands 
Erosion 
·SCARPING· 
in response to 
expansion of middle 
acceleration zonel 
contraction of 
deceleration zones 
SWELL MORPHOSTRATIGRAPHY SWASH 
Convex profile 
with wedge-shaped set 
composed of 
coarse grained, quartz-
rich, near-horizontally 
laminated sands 
DOMINATED 
Deposition 
-WELDING-
in response to 
expansion of upper 
and lower deceleration 
zonesfcontraction of 
acceleration zone 
DISSIPATIVE RUNUP REGIME 
Low frequency, relatively 
low amplitude runup 
over a saturated 
foreshore 
REFLECTIVE RUNUP REGIME 
High frequency, relatively 
high amplitude runup 
over an unsaturated 
foreshore 
over a dry foreshore surface leads to the relative expansion of the upper and lower 
swash dominated zones. This facilitates a gain of sediment to the foreshore, the 
accumulation of quartz-rich, coarse-grained near-horizontally laminated sands, and the 
development of a convex foreshore profile. Thus, the swell morphostratigraphy and 
reflective runup regime are associated with swash dominated foreshores. 
The two NMB upper foreshore states are considered further below. 
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Figure 5.16. a) The Backwash Dominated Foreshore; b) The Swash Dominated 
Foreshore 
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The Backwash Dominated Foreshore 
The predominance of Lithofacies 1 in the storm cross section, together with other 
characteristics of the storm morphostratigraphy, suggest that not only does backwash 
control the development of Lithofacies 1, but it is also central to the development of 
the storm morphostratigraphy. The tabular-shaped set of the storm cross section, with 
its abrupt shoreward boundary and gradually thinning seaward boundary, suggests 
that backwash processes control foreshore sedimentation. Similarly, the net flux of 
sediment out of the swash zone, the maximization of foreshore scour in the middle 
portion of the foreshore, and the accompanying changes in slope which lead to the 
development of the concave-shaped storm profile, suggest the role of backwash in the 
development of profile form as well as storm cross-sectional form and content. 
Low frequency, backwash-induced 'scarping' is the term given here to describe 
these processes. Scarping occurs as the overall balance of forces on the foreshore 
abruptly shift from relative swash dominance to the relative dominance of backwash 
through a change in the distribution of backwash versus swash forces in the swash 
zone. Specifically, the middle -backwash dominated- acceleration zone expands, the 
upper and lower -swash dominated- deceleration zones contract. As a result backwash 
forces dominate swash zone sedimentation. The increase in the shoreward and 
seaward extent of Lithofacies 1 in the storm cross section relative to its occurrence in 
the swell cross section is a manifestation of the expansion/contraction of the 
backwash/swash dominated process zones that occurs during storm conditions. 
Changes in the nature of run up-water table-morphology interactions that accompany 
the change toward dissipative conditions force scarping. Under dissipative conditions 
runup is higher than it is under reflective conditions. However, the swash zone is 
relatively narrower and therefore a greater proportion of the foreshore it passes over is 
saturated. Thus the larger swash mass experiences minimal mass loss. The finer grain 
sizes associated with the storm foreshore contribute to this effect. The result is that 
during dissipative conditions the mass of swash available to generate backwash is 
2m 
maximized. 
The maximization of backwash duration accompanies this effect. Under dissipative 
conditions, lower frequency motions dominate runup. Incoming swash experience 
strong interaction in the form of bore to bore merging and swash backwash collision. 
As a result, swashes are rarely able to complete their journey up the foreshore. 
Correspondingly the stronger backwashes occur less frequently but are longer in 
duration. 
The net result of these interactions is that under dissipative conditions the 
proportion of the swash zone/area of the foreshore dominated by the backwash is at a 
maXImum. 
The Swash Dominated Foreshore 
The predominance of Lithofacies 2 in the storm cross section, together with other 
characteristics of the storm morphostratigraphy, suggest that not only does swash 
control the development of Lithofacies 2, but it is also central to the development of 
the swell morphostratigraphy. The wedge-shaped set, with a gradational shoreward 
boundary and gradually thickening seaward boundary suggests that swash processes 
control foreshore sedimentation. Similarly, the net flux of sediment into the swash 
zone, the maximization of foreshore fill, particularly in the lower portion of the 
foreshore, and the accompanying changes in slope which lead to the development of 
the convex-shaped swell profile, suggest the role of swash in the development of 
profile form as well as storm cross-sectional form and content. 
High frequency, swash-induced 'welding' is the term given here to describe these 
processes. Welding occurs as the overall balance of forces on the foreshore gradually 
shift from relative backwash dominance to the relative dominance of swash through a 
change in the distribution of backwash versus swash forces in the swash zone. 
Specifically, the upper and lower -swash dominated- deceleration zones expand, the 
the middle acceleration zone contracts. As a result swash forces dominate swash zone 
sedimentation. The increase in the shoreward extent of lithofacies 2a and seaward 
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extent of lithofacies 2b in the swell cross section relative to their occurrence in the 
storm cross section is a manifestation of the expansion/contraction phenomena of the 
swash/backwash dominated process zones that occurs during swell conditions. 
Changes in the nature of runup-water table-morphology interactions that accompany 
the change toward reflective conditions force welding. Under reflective conditions 
runup is lower than it is under dissipative conditions. However, the swash zone is 
relatively wider and therefore a greater proportion of the foreshore it passes over is 
unsaturated. Thus the smaller swash mass experiences maximum mass loss. The 
coarser grain sizes associated with the swell foreshore contribute to this effect. The 
result is that during reflective conditions the mass of swash available to generate 
backwash is minimized. 
The minimization of backwash duration accompanies this effect. Under reflective 
conditions, higher frequency motions dominate runup. Incoming swashes experience 
little or no interaction and are generally able to complete their journey up the 
foreshore. Correspondingly the weaker backwashes occur more frequently but are 
shorter in duration. 
The net result of these interactions is that under reflective conditions the proportion 
of the swash zone/area of the foreshore dominated by the swash is at a maximum. 
LONGSHORE V ARlABI UTY 
In Chapter 3 spatial (longshore) as well as temporal variations in beach form and 
processes were shown to be important in the rhythmic NMB beach and surf zone 
system. Through analogies between dissipative/reflective and horn/bay runup regime 
contrasts the spatial variability in foreshore morphostratigraphy that exists at NMB 
can be assimilated into the NMB mesodynamic model. Specifically, more reflective 
runup regimes exist at horns, and as a result so to do more swell-like 
morphostratigraphies (Le. both are swash dominated foreshores); More dissipative 
runup regimes exist at bays, and as a result so to do more storm-like 
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morphostratigraphies (i.e. both are backwash dominated foreshores). Such spatial 
storm/swell-like contrasts between bays and horns, although generally less distinct 
than the temporal storm/swell contrast of which they are superimposed upon, are 
nonetheless, an important aspect of NMB foreshore dynamics. Spatial variations in 
NMB foreshore dynamics are considered further below. 
Although not discussed with respect to characteristics of runup regimes in the 
results section, differences in horn versus bay runup regimes were observed at NMB. 
Figure 5. 12b, the plot of dimensionless runup height against the inverse of the Dean 
parameter, shows that horns are generally more reflective than bays. In this figure bay 
values of dimensionless runup height exhibit a tendency to be lower than horn values 
of dimensionless run up height (~1.25 vs. 1.75 respectively) at more reflective values 
of the inverse Dean parameter (~0.40) in particular. Thus, at least under reflective 
nearshore conditions, run up on the horns is relatively higher than it is in the bays. 
This would favor relative swash dominance on horns and relative backwash 
dominance in bays. 
Although Figures 5.13 a and b give bay and horn spectra, due to non-synchronous 
observations the spectra are unfortunately not comparable. Differences between bay 
and horn spectra were, however, discussed in Chapter 3 in terms of process signatures. 
There it was noted that resonant motions at higher (subharmonic) frequencies are 
prominent on horns and lower (infragravity) frequencies are prominent in bays 
(Wright, 1982; Wright and Short, 1983, 1984). Thus although not evident in NMB 
data, it can be inferred form the results of previous workers that runup periods are 
shorter on horns than in bays. This would favor relative swash dominance on horns 
and relative backwash dominance in bays. 
In Table 5.5b bay values of the percentage of foreshore saturation are consistently 
higher than horn values. For example, the average percentage of foreshore saturation 
in the bay is 80%, on the horn 63%. Such differences in the extent of foreshore 
saturation (water table elevation) between horns and bays have also been reported by 
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Eliott and Clarke (1988). Such tendencies would also favor relative swash dominance 
on horns and relative backwash dominance in bays. 
Thus, runup regimes at horns and bays exhibit similar contrasts spatially in terms of 
resultant runup-water table-morphology interactions as those exhibited temporally 
under storm and swell conditions. As a result, similar contrasts in relative swash 
versus backwash dominance and associated patterns of asymmetry induced process 
zonation should exist. Such contrasts are represented in the NMB horn and bay 
morphostratigraphies. 
Differences in NMB horn and bay profile form were considered at length in Chapter 
3. They are comparable to those exhibited between storm and swell profiles as 
illustrated in Figure 5 .. 4 and 5.6. Specifically, horns exhibit more steeply sloping, 
convex-shaped, swell-like foreshore profiles. Bays, on the other hand, exhibit more 
gently sloping, concave-shaped, storm-like profiles. Such contrasts between horn and 
bay profile form are well established (Zenkovich, 1967; Sonu, 1973). Similarly, with 
respect to volume flux the general tendency for accretion on horns and erosion in bays 
is well documented (Wright et aI., 1979; Short, 1981). This spatial pattern mirrors the 
temporal pattern of profile accretion during swell conditions and profile erosion during 
storms. 
In addition to profile form, horns and bays exhibit similar contrasts in stratigraphy 
and sedimentology. At NMB the coarse-grained, quartz-rich Lithofacies 2 a and b 
tend to be more prominent on the horns; fine-grained, heavy mineral-rioh, Lithofacies 
1 more prominent in the bays. Similarly cross sections are more wedge-shaped on the 
horns and horns and more tabular-shaped in the bays. Thus, horns exhibit more swelI-
like morphostratigraphies and bays exhibit more storm-like morphostratigraphies. 
As was the case for horn and bay spectra, the foreshore cross-sections given in 
Figure 5.10 a-f are not directly comparable due to non-synchronicity of the 
observations. Comparisons of the bay cross-sections in a-c with the horn cross-
sections in d-f do not reveal a well -developed pattern of spatial variation. Temporal 
patterns dominate morphostratigraphic variation in these cross-sections. 
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Horn and bay morphostratigraphic contrasts are clearly evident in Figure 5.17 
however. The correlation diagram in this figure is centered on a concave-shaped bay 
profile; more convex-shaped horn profiles are located 100 meters to the north and 
south. Three different depositional units are evident in this diagram. Each illustrates 
horn and bay stratigraphic contrasts. The first unit, a thin upper heavy mineral layer, 
is thickest in the center bay cross-section and thins both north and south towards the 
horn cross-sections. The second unit, a middle light mineral layer, is also thickest in 
the center bay cross section. This unit remains thick in the northern cross-section, but 
thins dramatically towards the south. In contrast, the the third unit, a basal heavy 
mineral layer, is thickest in the southern cross-section and thins dramatically towards 
the north. 
Reviewing the sequence of events leading up to the formation of these units 
supports the applicability of the mesodynamic model to spatial variability in foreshore 
dynamics, as observed conditions conform closely to those predicted by the model. 
The initial event leading to the formation of these three units involved the occurrence 
of a high energy storm that scoured out a bay larger in scale than the one captured in 
the diagram. All three profiles experienced relative backwash dominated, dissipative 
conditions at this time. The basal heavy mineral layer formed in association with this 
event. An extended period of recovery followed the major storm event. During this 
recovery period, the center and northern profiles initially continued to act as bays, 
experiencing more dissipative conditions than the southern profile. This is represented 
by the removal and truncation of the basal heavy layer in the center and northern 
section and the maintenance of the basal layer in the southern section. As recovery 
continued, conditions across the entire section of shore became swash dominated. 
During this period of reflective runup the large bay was filled with lights. The 
recovery period was halted by the occurrence of a moderate energy storm event. This 
most recent event resulted in the formation of the existing central bay with the greatest 
amount of heavy mineral accumulation and the flanking horns with lesser amounts of 
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heavy mineral accumulation. The distribution of this upper heavy mineral unit in the 
correlation diagram conforms most closely to that predicted by the model: Dissipative 
runup in the bay resulting in relative backwash dominance and the development of a 
more storm-like morphostratigraphy - Reflective runup on the horns resulting in 
relative swash dominance and the development of a more swell-like 
morphostratigraphy. 
5.4 CONCLUSIONS 
In this chapter, systematic changes in foreshore sedimentology and stratigraphy 
were found to accompany the well recognized patterns of storm/recovery cycle 
morphologic variation. Specifically, the accumulation of finer-grained, heavy 
mineral-rich, seaward-dipping trough cross stratified sands in the upper to middle 
foreshore (NMB Lithofacies 1) are associated with the occurrence of concave-shaped 
'storm' profiles: The accumulation of coarser-grained, quartz- rich, near-horizontally 
laminated sands across the entire upper foreshore (NMB Lithofacies 2) are associated 
with the occurrence of convex-shaped 'swell' profiles. The term storm and swell 
morphostratigraphy, respectively, was applied to these assemblages of morphologic 
and stratigraphic characteristics. 
Dissipative and reflective runup regimes were also identified. The runup regimes 
encompass idealized sets of resultant runup and water table characteristics observed at 
culminating phases of storm/recovery cycles. Specifically, the dissipative runup 
regime is characterized by relatively low amplitude, low frequency runup over a wet 
foreshore. The reflective runup regime is characterized by relatively high amplitude, 
high frequency run up over a dry foreshore. 
The occurrence of the storm morpho stratigraphy was found to correspond with that 
of the dissipative runup regime. Conversely, correspondence was observed between 
the swell morphostratigraphy and the reflective runup regime. 
A conceptual model for swash zone dynamics that focuses on inferred variations in 
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the distribution and relative dominance of swash versus backwash forces on the 
foreshore is used to explain the observed mesoscale process-form coupling. In this 
model, the relative dominance of swash forces on the foreshore results from increased 
swash mass loss and decreased backwash duration. These conditions accompany 
reflecti ve run up. Similarly, the relative dominance of backwash forces on the 
foreshore results from decreased swash mass loss and increased backwash duration. 
These conditions accompany dissipative runup. 
Associated with the simple shift in swash asymmetry towards relative swash or 
backwash dominance over the entire foreshore, is a corresponding shift in asymmetry-
induced process zonation. On swash dominated foreshores the extent of upper and 
lower -swash dominated- deceleration zones is maximized relative to that of the 
middle -backwash dominated- acceleration zone. As a result swash-induced welding 
leads to the development of the swell morphostratigraphy, with its swash bar and/or 
berm. On backwash dominated foreshores the extent of the middle -backwash 
dominated- acceleration zone is maximized relative to that of the upper and lower -
swash dominated- deceleration zones. As a result backwash-induced scarping leads 
to the a development of the storm morphostratigraphy, with its antidune field. 
The simple two-dimensional model for storm/recovery cycle foreshore dynamics, 
which exhibits affinities to Duncan's (1964) tidal cycle model, is also used to explain 
spatial variations in foreshore morphostratigraphy that are prominent on NMB. 
Specifically, more reflective run up regime exists on horns and as a result so do more 
swell-like morphostratigraphies; more dissipative runup regime exists in bays and as a 
result so do more storm-like morphostratigraphies. 
Although complicated by local variations induced by the superposition of other 
scales of unsteadiness, the simple model for mesoscale foreshore dynamics described 
in this chapter provides a useful conceptual framework for the further exploration of 
variations in foreshore morphologic, stratigraphic, runup, and water table 
characteristics through storm/recovery cycles. 
Finally, the central theme of this work - the enmeshed nature of process-response 
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interactions in sandy coastal systems- is well illustrated by the nature of mesoscale 
process-response interactions described in this chapter. Here it was shown that 
foreshore morphostratigraphies represent a response to a variety of influences 
operating simultaneously across a range of temporal and spatial scales. 
5.1 The following procedure was used to derive the log plots of runup height power spectra given in 
figure 5.13 a and b. A 'synthetic' time series was generated from the video recordings of runup 
(described in Chapter 2). The original time series consisted of a series of runup height maxima. (As 
only runup that entered the camera view could be recorded, all runup maxima below a particular cross-
shore location were filtered out of the time series.) All points located halfway between each pair of 
runup maxima within the time series were determined. The same value of minimum run up height was 
inserted at each of these positions in the time series. A linear interpolation was preformed on these time 
series to yield the synthetic time series of equally spaced values that were then used in further analyses. 
Each synthetic time series was demeaned, detrended, and tapered prior to fourier analysis. The 
resulting time series was then smoothed (with a moving average) and logged prior to plotting. 
It is suggested that the methodology employed here to generate runup height spectra tended to 
truncate both the highest and lowest frequency components of the 'true' spectrum, while providing a 
good approximation of the bulk of the spectrum. Aside from intuitive reasoning, this statement is based 
upon an analysis that was carried out on the coherency of 'true' and 'synthetic' spectra. (T. Lippman 
provided the runup height time series used for this analysis. It was of identical length to that obtained 
during this study and came from a runup record obtained at a beach on the Oregon coast that is similar 
to NMB.) The results of this analysis showed that, at a 90% level of significance, 95% of the spectrum 
was coherent at a frequency range corresponding to runup periods of 205 to 16 seconds and 100% was 
coherent between the range corresponding to periods of 42 to 16 seconds. Thus, although the 
methodology described above may not provide a representation of 'true' runup spectra, it does provide 
spectra that are suitable for the types of intercomparisons made in this study. 
5.2 Local swash and backwash energy was calculated as U* 2 integrated over the duration of the swash 
or backwash event. These values are proportional to transport rates (Allen, 1985). They are 'local' 
values in that they are derived from surface flow velocities and durations observed at a single cross 
shore location (see Chapter 2 and Chapter 4). Similar determinations have been made by Schiffman 
(1965) and Kirk (1970) among others. 
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CHAPTER 6 SUMMARY 
"The world thus appears as a complicated tissue of events, 
in which connections of different kinds alternate or 
overlap or combine and thereby determine the texture of 
the whole." 
w. Heisenberg 
6.1 ISOLATED PARTS AND INTERCONNECTED WHOLES 
Each of the three principal chapters in this study examined a network of process-
response interactions that operate at a particular range of scales to determine resultant 
morphologies and/or material properties (Table 6.1). Chapter 3 described nearshore 
morphologies and processes at spatial scales of meters to kilometers and temporal 
scales of days to weeks. Chapter 4 described bedforms, stratification, sediment 
textures, and transport processes at spatial scales of millimeters to centimeters and 
temporal scales of seconds to minutes. Chapter 5 described foreshore morphology, 
stratigraphy, and runup processes at spatial scales of centimeters to meters and 
temporal scales of hours. 
The three chapters collectively constitute a larger network of process-response 
interactions that define swash zone dynamics. The mesoscale foreshore dynamics of 
Chapter 5 encompass all aspects of the microscale transport and bedform dynamics of 
Chapter 4, yet are themselves encompassed within the macroscale beach and surf zone 
dynamics of Chapter 3. 
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Thus, each chapter is both a collection of isolated parts that together makeup 
interconnected wholes and an isolated part in a larger interconnected whole. As such, 
each chapter and the work as a whole demonstrate the enmeshed nature of swash zone 
dynamics. 
The identification of a mosaic of interlocking models developed and/or applied 
during this study is the means by which the connection of isolated parts is achieved. 
Specifically, the bootstrap approach successfully established a linkage from incident 
wave condition-morphologic interactions occurring at the macroscale to flow-grain-
bed interactions operating at the microscale, through their mutual relationship to the 
temporal and saptial variations in the relative dominance of swash versus backwash 
forces operating at the mesoscale, or swash asymmetry. The result is a broader, more 
unified understanding of swash zone dynamics in a rhythmic 'black sand' beach 
system. The implication, that the bootstrap approach should be applied elsewhere as 
an approach to problem solving. 
Findings and conclusions specific to each chapter are summarized below. 
6.2 METHODOLOGY 
With the above ideas in mind and with respect to the methodology employed during 
this study, two separate but integrated data collection plans facilitated concurrent 
measurement of process-response parameters across a range of spatial and temporal 
scales. Despite limitations relating to record length and quality, this 'separate but 
integrated' methodology in and of itself enables the aims of this study to be 
accomplished. 
Large Scale Data Collection and Analysis 
Large scale data collection involved the concurrent observation of nearshore 
conditions, plan and profile form, and foreshore stratigraphy on a daily basis. Large 
scale data collection was carried out through four storm/recovery cycles and totaled 43 
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days of observations. 
Simple techniques were used to obtain measurements of nearshore conditions at 
NMB (e.g. visual observations for wave height and period; compass and hand-held 
anemometer for local surface wind direction and magnitude; dye for littoral current 
surface velocity). Simple procedures were also used to collect data on plan and profile 
morphology at NMB (e.g. profile surveys; plan sketches and photographs of plan 
morphology). These simple techniques are easily employed by a single worker and 
involve minimal expenditure. However, data are only adequate in comparison to that 
which is obtainable using instrumented data collection techniques. 
During this study, additional evidence on the nature of subaqueous beach 
morphology was obtained from an experimental photographic technique carried out on 
a limited basis. The technique is a powerful morphologic data collection tool. It is 
particularly well suited to high energy surf zones. 
As part of this study, a classification scheme for rhythmic topographies was 
developed for use as a data analysis tool. Unlike existing classification schemes for 
rhythmic topographies, which are based solely on the longshore length of the rhythmic 
features, the classification scheme is morphogenetic. The inclusion of form genesis in 
the classification scheme eliminates much of the awkwardness and confusion 
associated with existing classification schemes. 
Two additional profile parameters were also defined for use as a data analysis tool. 
The beach profile shape indices, defined here as the ratio of high-tide beach slope to 
mid-tide beach slope (RBS) and the ratio of mid-tide beach width to high-tide beach 
width (RBW), express profile form in terms of the degree of profile concavity or 
convexity. As higher sensitivity form indicators, the profile shape indices complement 
the standard profile parameters of volume exchange, beach mobility, and backshore 
mobility. 
An integral part of this study involved the descriptions of sedimentary structures 
and textures from closely spaced trenches excavated in the NMB foreshore. Here 
taken in conjunction with the recording of nearshore process and beach form 
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parameters on a daily basis, the descriptions of foreshore stratigraphy yield a wealth of 
process-sensitive information that is rarely, but should be regularly, incorporated into 
studies of modern beach processes. 
Small Scale Data Collection and Analysis 
Small scale data collection involved the concurrent observation of swash zone flow 
characteristics, foreshore bed form, and foreshore material properties through the tidal 
cycle. Small scale data collection was carried out on 10 occasions, the results from 
five of which were examined in this study. 
Video recording techniques were successfully employed during this study to 
measure runup excursions, depths, and surface velocities on the upper foreshore. A 
total of 241 individual swashlbackwash events were sampled, approximately every 1.5 
seconds on average, using this methodology. These video recording techniques have 
advantages over conventional current meters. They work well in the periodic, 
shallow, rapid, sediment-laden flows of the swash zone. They are inexpensive and 
their deployment logistics simple. They provide a visual record of what are often 
complex flow events. They even have a use as oral data recorders of field notes. 
However, in comparison to current meter-based techniques, the nature of the data has 
limitations. Leading edge and surface velocities are adequate but not ideal flow 
parameters. Also, data acquisition is time consuming. The application of improved 
video manipulation technology would reduce this disadvantage. Still, and at the very 
least, video recording techniques have a role to play in a larger data collection 
network. 
During this study detailed sediment sampling techniques were employed. Grain 
counts of individual grain layers were obtained from color slides of sediment peels 
taken from box cores. A total of 170 individual grain layers with an average sample 
size of 168 grains were sampled. Textural parameters obtained from the peels show 
close correspondence to those obtained using standard techniques (e.g. mean grain size 
of 0.238mm from the peels versus mean grain size of 0.19mm and O.22mm from 
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standard sieving and settling tube analyses respectively I mean settling velocity of 
2.97cm/s calculated from the peels versus a mean settling velocity of 2.70 cm/s 
measured from settling tube analysis of bulk samples). The fine scale sampling 
technique employed in this study is very time consuming. However, the use of more 
sophisticated 'frame-grabbing' video recording techniques would greatly reduce this 
limitation. Sampling at this fine scale, and the conversion of this data to hydraulic 
grain parameters and equivalence relationships, yields valuable process-sensitive 
information generally lost in standard grain sampling and size analysis procedures. 
This suggests that greater success in relating sediment textures to formative processes 
can be achieved through the application of the sorts of detailed sediment sampling 
techniques employed during this study. With respect to the study of nearshore 
processes in particular, detailed sediment sampling has received little attention. Yet, 
as a component in a data collection network, it too has a role to play. 
6.3 MACROSCALE DYNAMICS 
The "Australian model" for coastal morpho dynamics was introduced in Chapter 3. 
This model provides a framework for the investigation of NMB beach and surf zone 
dynamics. In it, nearshore morphologies represent the resultant response to a 
combination of standing wave motions and nearshore circulation patterns that coexist 
with the nearshore. Particular beach and surf zone morphologies, or "beach states", 
are associated with particular combinations of standing wave motions and nearshore 
circulation patterns, or "process signatures". Morphologies change as variations in 
wave energy level at seasonal, storm, tidal, and wave group time scales force changes 
in the relative dominance of the various types of fluid motions. 
Based on a comparison to Australian model morphologies, four beach states were 
identified at NMB: Low Tide Terrace, Multiple Bar and Trough, Rhythmic Bar and 
Beach, and Skewed Transverse Bar and Rip. Having persisted for 70% of the study 
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period, the Rhythmic Bar and Beach and Skewed Transverse Bar and Rip states are 
modal states within the NMB system. Associated with these two beach states is a 
range of rhythmic topographies that are characterized by the presence of a crescentic 
inner bar and rhythmic shoreline. 
Regional southwesterly swell is the dominant component (60%) in a NMB wave 
climate that is characterized by the regular (every 4-5 days on average) occurrence of 
waves greater than 2 meters in height and 10-13 seconds in period. Superimposed 
upon these high frequency variations in wave height is a regularly northerly-flowing 
longshore current and an approximately 3 meter semi-diurnal tide. 
Obtained through the application of similarity parameters, correspondence between 
NMB beach state morphologies and wave climate components suggest that the two 
rhythmic states exist in conjunction with all wave climate components (ie. 
southwesterly regional and local swell, and local storm waves). In contrast, the broad 
surf zones and mUltiple bars of the Multiple Bar and Trough state only develop at the 
onset of high energy (Hb>2.25m) southwesterly swell: The narrow surf zones and 
irregular shoals of the Low Tide Terrace state only develop after extended periods of 
low energy (Hb<l.Om) southwesterly swell. 
The characteristic pattern of morphologic evolution observed at NMB consists of an 
alternation between abrupt (1-2 days) offshore movement of the inner bar during 
storms and gradual (7+ days) onshore and alongshore migration and welding of the 
inner bar during post-storm recovery. The predominance of this pattern of 
morphologic evolution corresponds with the prevalence of rhythmic topographies at 
NMB. Both are attributed to the combined effects of response asymmetry and high 
frequency temporal energy variability. That is, rhythmic morphologies prevail at 
NMB primarily because there is insufficient time between storms for reflective 
morphologies to develop. 
A decrease in rhythm spacings also occurs as part of the the NMB pattern of 
morphologic evolution. Following from the Australian model, this is taken to 
represent a downward shift in the dominant period of nearshore resonance. Large surf 
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cusps (500-1000m wavelength) of the Multiple Bar and Trough state correspond to 
resonant motions at low infragravity frequencies (100-200 seconds). Small surf cusps 
(SOO-100m wavelength) of the two rhythmic states correspond to resonant motions at 
high infragravity to subharmonic frequencies (50-100 seconds), Small surf cusps 
« 1 00m wavelength) of the Low Tide Terrace state correspond to resonant motions at 
subharmonic frequencies (25-SO seconds). 
Although generally comparable to the pattern of morphologic evolution described in 
the Australian model, the NMB pattern of morphologic evolution differs in that the 
sequential decrease in rhythmic shoreline spacings culminates in the development of 
skewed, migratory shoreline rhythms. This difference between NMB Australian 
model morphologies at the later stages of post-storm recovery is attributed to the 
greater influence of longshore currents/littoral drift in the NMB nearshore system than 
in those used to develop the Australian model. 
Another difference between NMB and Australian model morphologies occurs with 
respect to morphologic expression. At NMB the beach and surf zone morphologies 
tend to be more subtly expressed than the Australian model morphologies (i.e. 
barforms exhibit lower elevations and longer wavelengths), This difference in 
morphologic expression is attributed to a greater influence of tidally-induced 
variations in surf zone width and breaker position at NMB. 
The observations and interpretations of Chapter 3 suggest that the Australian model 
provides a useful framework for the study of sand beach morphodynamics. Its appeal 
lies in its ability to incorporate the diversity of forms and processes in sandy coastal 
systems into a comprehensive framework for the investigation of sand beach 
dynamics. However, modifications are required. This study points towards a 
particular need to focus greater attention on sandy coastal systems where longshore 
currents are a prominent process component. In a more general sense, this study 
highlights the need to examine morphologic expression and patterns of morphologic 
change in sandy coastal systems with different combinations of process components. 
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In this regard, long-term monitoring of concurrent process and form measurements 
could be readily facilitated through use of computer-enhanced wide-angle video 
recording techniques such as those recently employed by Lippman and Holman 
(1989: 1990) to monitor bar field dynamics, Holman et a1. (1991) to monitor profile 
changes, and these same workers to monitor nearshore fluid motions (Lippman and 
Holman, 1991). 
6.4 MICROSCALE DYNAMICS 
The 'microdynamic framework' was outlined in Chapter 4. It was developed as part 
of this study to provide a basis for the description and analysis of bedform and 
transport dynamics within swash zone flows. In it, deposit characteristics represent 
the resultant response to a combination of fluid-bed-grain interactions that occur 
simultaneously both near the bed and throughout the entire thickness of the flow. 
Central to the microdynamic framework is a conceptual distinction in deposit 
characteristics between internal textural properties (attributed to smaller near-bed scale 
processes) and external bedform and stratification geometries (attributed to larger 
entire flow-thickness scale processes). In the microdynamic framework particular 
assemblages of deposit characteristics are associated with particular combinations of 
near-bed and flow -thickness scale processes. 
Long wavelength, low relief 'bedwave' and antidune forms were the characteristic 
surface features of the NMB upper foreshore. Bedwaves exhibited lengths on the 
order of 10-20 meters and heights in the 0.10-2.5 centimeter range. Antidunes 
averaged -1 meter in length and 2 centimeters in height. Near-horizontal lamination 
is the prominent stratification type observed on NMB. Its dimensions are generally 
on the order of 1-2 meters in length and 0.1-2.0 centimeters in height. Low (5-60 ) and 
high (12-250 ) angle shoreward-dipping cross-stratification, generally ranging from 
0.5-1 meters in length and 1-5 centimeters in height, was also common. 
Two lamination types were identified in the upper foreshore of NMB. Type 1 grain 
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layers are finer-grained? better sorted, and more heavy mineral-rich than Type 2 grain 
layers (0.24mm versus0.35mm mean size: 0.06 versus 0.13 mean standard deviation: 
69% versus 53% heavy minerals respectively). In Type 1 lamination heavy and light 
minerals within grain layers are inferred to be in a standard form of dynamic 
equivalence (dispersive). In Type 2 lamination heavy and light minerals within grain 
layers are believed to be in a modified fonn of dynamic equivalence (hindered 
settling). Type 1 lamination is characterized by uniform to weakly inverse grading. 
Type 2 lamination is characterized by more complex combinations of inverse and 
nonnal grading. 
Mean time-averaged surface flow velocities ranged from 86-101 cm/s for the swash 
and from 63-78 cm/s for the backwash. Average velocity maxima ranged from 172-
206 cm/s and 114-143 cm/s in the swash and backwash respectively. Mean time-
averaged flow depths ranged from 5-8 centimeters for the swash and 2-3 centimeters 
for the backwash. The maximum water depth measured was 50 centimeters. For both 
swash and backwash, mean bottom shear velocities were calculated to be on the order 
of 2.0-4.5 cm/s. Mean Froude numbers greater than 2.0 (breaking surface waves) 
were found occur about three to four times more frequently in the backwash than in 
the swash. 
Viewed in the context of the microdynamic framework, deposit and flow 
characteristics suggest that swash zone flows are upper stage (U*/U* e > -1.2), upper 
flow regime flows. Bedfonn dynamics within these shallow, high velocity flows is 
characterized by the occurrence of water-surface waves, and in-phase bedfonns and 
associated stratification types. Bedfonn and stratification length scales, including 
near-horizontal lamination, were found to scale with those of the water surface 
waves as predicted by Kennedy's (1961) relationship. Transport dynamics is 
characterized by the existence of a two-layer granular dispersion. After models of 
Lowe (1982, 1988) and Hanes and Bowen (1985), there is inferred to be a lower 
'traction carpet' layer dominated by granular fluid mechanics and an upper 'suspension 
cloud' layer dominated by turbulent fluid mechanics. Sediment textures within and 
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between laminae exhibit characteristics that are indicative of the lower or upper flow 
layer. 
Distinct micro scale process-form assemblages were recognized for each flow type. 
Breaking and upstream-migrating water surface waves in the accelerating, seaward-
flowing backwash are associated with the antidune and other shorter, higher amplitude 
in-phase bedforms that develop on the uppermost foreshore surface. Shoreward-
dipping, high angle, trough cross-(backset)-bedding is the principal stratification type 
associated with these bedforms. The formation of Type 1 lamination, which is 
predominant in these deposits, is also interpreted in the context of backwash 
processes. The better sorted, finer-grained, heavy mineral-rich textures, with uniform 
to weakly inverse grading, and that exhibit dynamic equivalence between heavy and 
light minerals, are interpreted as traction carpet layers deposited instantaneously in 
areas of local deceleration within an accelerating flow. 
Stationary and downstream-migrating water surface waves in the decelerating, 
shoreward-flowing swash are associated with the longer, lower amplitude in-phase 
bedwave forms that develop on the upper foreshore surface. Near-horizontal 
lamination and shoreward-dipping, low angle trough cross-(foreset)-bedding are the 
principal stratification types associated with these bedforms. The formation of Type 2 
\ 
lamination, which is predominant in these deposits, is also interpreted in the context of 
swash processes. The poorer sorted, coarser-grained, quartz-rich textures, with both 
normal and inverse grading, and that do not show dynamic equiValence between heavy 
and light minerals, are interpreted as mixed traction carpet and suspension cloud layers 
deposited sequentially within a decelerating flow. 
The observations and interpretations presented in Chapter 4 have implications to 
existing models for the the origin of horizontal lamination in the swash zone. Unlike 
the commonly accepted 'single process' model of Clifton (1969), this study suggests 
that both swash and backwash have a role to play in lamination genesis. Further, the 
results of this study suggest that flow-thickness scale as well as near-bed scale 
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processes influence lamination genesis. 
The microdynamic framework was applied in this study as a basis for the 
description and analysis of bedform and transport dynamics within swash zone flows. 
However, it is wider ranging in applicability. It has the ability to do at the microscale 
what the Australian model does at the macroscale, namely, to encompass the diversity 
of material properties, bedforms, and processes in fluid flows. As such, it has the 
potential to function as a comprehensive framework for the investigation of transport 
and bedform dynamics. To explore this potential, attention should be directed towards 
the identification of systematic variations in bedform/stratification types and sediment 
textures for different combinations of flow depth, velocity, and sediment concentration 
under conditions of both flow acceleration and deceleration in general. With respect 
to the topics covered in Chapter 4, there is a particular need for further examination of 
transport and bedform dynamics in high velocity, high concentration flows, along the 
lines of the laboratory studies of Bridge and Best (1988), Paola et al. (1989), Arnott 
and Hand (1989), and Cheel (1990). 
MESOSCALE DYNAMICS 
Chapter 5 outlines the NMB mesodynamic model. Developed as part of this study, 
this conceptual model provides a basis for the consideration of two-dimensional 
storm/recovery cycle foreshore dynamics at NMB. In it, a particular foreshore 
morphostratigraphy and runup regime is associated with the contrasting phases of the 
storm/recovery cycle. In the NMB mesodynamic model, as in Duncan's (1964) tidal 
cycle model, the balance of onshore versus offshore forces, or swash asymmetry, is 
the fundamental mechanism controlling foreshore morphostratigraphic change. In the 
NMB mesodynamic model variations in swash asymmetry are manifest not only in 
terms of the overall relative swash or backwash dominance, but also in terms of the 
cross-shore distribution of swash versus backwash forces. 
Three swash zone lithofacies were distinguished within the upper foreshore of 
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NMB. Lithofacies 1 occurs as a tabular-shaped set that generally occupies the upper 
to middle portion of the upper foreshore. High angle shoreward-dipping trough cross-
bedding composed of fine-grained, very well sorted, heavy mineral-rich sands (Type 1 
textures) are a characteristic feature of Lithofacies 1 internally. In the context of the 
cross-shore zonation of swash asymmetry, Lithofacies 1 is indicative of the middle 
backwash-dominated acceleration zone. Its depositional environment is the 'antidune 
field' that is best developed within this zone during storms. 
Lithofacies 2 is composed of Subfacies 2a and 2b. Subfacies 2a is a wedge-shaped 
set that generally occupies the lower to middle portion of the upper foreshore. 
Internally, Subfacies 2a is characterized by near-horizontally-laminated to thin-bedded 
layers of coarse-grained, moderately sorted, quartz-rich sands (Type 2 textures). In the 
context of the cross-shore zonation of swash asymmetry, Subfacies 2a is indicative of 
the lower swash-dominated deceleration zone. Its depositional setting is the 'swash 
bar' that develops in the lower foreshore and migrates shoreward during post-storm 
recovery. Subfacies 2b occurs as a thin, fine-grained, quartz-rich lens located in the 
uppermost portion of the upper foreshore. Subfacies 2b correlates with the upper 
swash-dominated deceleration zone. Its depositional setting is the 'berm' that 
develops in the upper foreshore during post-storm recovery. 
Lithofacies 3 occurs as a variably-sized, lenticular-shaped set that commonly 
occupies only the middle, but occasionally occupies the entire upper foreshore. Near-
horizontal lamination, composed of alternating dark and light layers is characteristic of 
the set internally. In the context of the cross-shore zonation of swash asymmetry, 
Lithofacies 3 is interpreted as a 'terrace' deposit that develops in the sweep zone where 
neither swash or backwash forces are dominant. 
Storm and swell morphostratigraphies were identified for the NMB foreshore. Each 
morphostratigraphy is defined by an assemblage of coupled morphologic and 
stratigraphic characteristics. The storm morphostratigraphy is distinguished by a 
thick, tabular-shaped cross-sectional form dominated by the occurrence of Lithofacies 
1. Higher values of RBS (-1.5) and RBW (-2.0) are indicative of the more concave-
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shaped storm foreshore profile. Storm foreshore volume flux is net negative and 
exhibits a pattern of mid-profile cut. The swell morpho stratigraphy is distinguished by 
a thin, wedge-shaped cross-sectional form dominated by the occurrence of Lithofacies 
2 and 3. Lower values of RBS (-1.0) and RBW (-1.5) are indicative of the more 
convex-shaped swell foreshore profile. Swell foreshore volume flux is net positive 
and exhibits a pattern of seaward-increasing profile filL 
Dissipative and reflective runup regimes were also identified for the NMB 
foreshore. The two runup regimes represent idealized sets of resultant runup and 
water table characteristics that exist at culminating phases of storm/recovery cycles. 
Although absolute runup volumes are larger in the dissipative regime, runup is 
proportionately lower in amplitude (RvIHb = 0.5 dissipative versus 2.0 reflective) and 
correspondingly the swash zone is relatively narrower in width. Lower frequency/ 
longer period runup is associated with the dissipative regime (T rIT i = 25 dissipative 
versus 5 reflective). The dissipative runup regime is also characterized by a greater 
extent of saturated swash zone than the reflective runup regime (WThlRh = -76% 
dissipative versus -69% reflective). 
The storm morpho stratigraphy and dissipative runup regime are associated with the 
'backwash dominated foreshore'. The swell morpho stratigraphy and reflective runup 
regime are associated with the 'swash dominated foreshore'. On backwash dominated 
foreshores the relative dominance of backwash forces on the foreshore results from 
decreased swash mass loss and increased backwash duration - conditions which 
accompany dissipative runup. The converse is true for swash dominated foreshores. 
Associated with the simple shift in swash asymmetry towards relative swash or 
backwash dominance over the entire foreshore, is a corresponding shift in asymmetry-
induced process zonation. On backwash dominated foreshores the extent of the 
middle -backwash dominated- acceleration zone is maximized relative to that of the 
upper and lower -swash dominated- deceleration zones. As a result backwash-induced 
scarping leads to the development of the storm morphostratigraphy, with its antidune 
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field. On swash dominated foreshores the extent of upper and lower -swash 
dominated- deceleration zones is maximized relative to that of the middle -backwash 
dominated- acceleration zone. As a result swash-induced welding leads to the 
development of the swell morphostratigraphy, with its swash bar andlor berm. 
The NMB mesodynamic model of Chapter 5 provides a conceptual framework for 
further examination of mesoscale foreshore dynamics. Not only is it applicable to 
storm/recovery scale foreshore dynamics, but the concepts encompassed within it are 
applicable to other scales of unsteadiness as well. In this work for example, 
distinctions comparable to those made temporally between storm and recovery phases 
were found to exist spatially between bays and horns respectively. Specifically, bays 
are identified as backwash dominated foreshores. Their morphostratigraphy is more 
storm~like (Le. more concave-shaped, lithofacies I-filled profiles). Their runup 
regime is more dissipative (Le. relatively lower amplitude, lower frequency runup over 
a more saturated foreshore). Horns are identified as swash dominated foreshores. 
Their morphostratigraphy is more swell-like (i.e. more convex-shaped, lithofacies 2 
and 3-filled profiles). Their runup regime is more reflective (i.e. relatively higher 
amplitUde, higher frequency runup over a less saturated foreshore). Generally less 
distinct than the storm/swell distinction upon which they are superimposed, and only 
well developed in association with particular beach states, the horn/bay distinction is 
nonetheless a fundamental component of NMB foreshore dynamics. 
Before the complexities of process-form feedbacks in sandy coastal systems, and in 
particular rhythmic beaches, can be unraveled, further work is needed which addresses 
the intermediate scale of process-response interaction covered in Chapter 5, for it at 
this level that unification across the spatiotemporal scales covered in this work is 
achieved. Studies which combine detailed mapping of foreshore morphostratigraphies 
together with the collection of process measurements, including beach water table 
dynamics, would go along way towards addressing this need. 
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PLACER GEOMETRY AND MECHANISMS OF PLACER 
CONCENTRATION ON A RHYTHMIC BEACH. 
MARRA, J. J. Department of Geology, University of Canterbury, 
Christchurch. 
The 'heavy-mineral rich' Nine Mile Beach on the west coast of 
the South Island, New Zealand, is characterized by a variable 
moderate-high energy wave climate and rhythmic foreshore 
topography. Visual observation of nearshore wave conditions, 
measurement of beach profiles, and trenching of the 
upper-foreshore over a series of storm!post-storm.recovery 
cycles shows that there is a marked 'local' variation in placer 
concentration. Differential entrainment and transport of 'heavy' 
versus 'light' minerals associated with low-frequency pulsing of 
seaward return flows in rip bays, and subsequent fonnation of 
lag deposits at the uppennost portion of rip bays is proposed as 
a model to explain the observed local variation in placer 
concentration. It is suggested here that, along wuh the more 
commonly recognized regional patterns, local variation in beach 
placer geometry must be considered in minerals exploration 
programs. 
MARRA, 1.J., 1988. Placer geometry and mechanisms of placer concentration on a 
rhythmic beach. Abs. USGS Annual Meeting, Denver, V20-7:A141 
