Abstract
Example PSEs
In this section example PSE studies are introduced [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] : a program generation support PSE for PDE (partial differential equation)-based problems, a job execution support PSE on a distributed computer system and a PSE for education support. These examples may bring readers a concrete realistic image for PSE. Here we should point out that due to the page limitations, we just show four examples, though a large number of PSEs have been studied and developed. Please refer the references. Especially Ref. [22] serves a good summary of PSE studies, except recent PSE studies on CLOUD / GRID computing [20] .
A program Generation Support PSE: NCAS
PSE studies [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] for partial differential equation (PDE) based problems have been extensively explored in order to support engineers and scientists to compute or solve their own problems and products on distributed computers in e-Sciences and e-Productions. Computer analyses and simulations have been performed to design products, study scientific issues and more and have been recognized as the third scientific method following theoretical and experimental methods. One of the major objectives in PSE researches is to help users compute or solve their problems without heavy tasks, for example, with complete knowledge for computations [12, 13] and/or the programs used [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In this sense, the PSE provides an infrastructure for software for computational engineering and sciences. One of typical PSEs for PDEs-based problems is ELLPACK [9, 12] . ELLPACK is a high level system for solving elliptic boundary value problems. One can solve routine problems by simply writing them down and naming the methods to be used. The ELLPACK high level language can reduce the programming effort for a "routine" elliptic problem. Elliptic PDE-based problems are solved by using the problem solving modules in ELLPACK. The ELLPACK language is an easy-to-learn extension of Fortran. ELLPACK provides reduced coding. Users can tailor ELLPACK itself by adding new problem solving or analysis modules. Another typical PSE for PDEs-based problems is DEQSOL [7, 8, 11, 15] . DEQSOL was designed to develop an easy-to-use system for problem solving of PDE-based problems by finite difference method and finite element method. DEQSOL creates optimal Fortran codes oriented to the Hitachi vector processors.
In PSE for PDEs, one of problems, which should be addressed, is to develop huge PSE systems, including reusability of legacy PSE software. In order to solve this problem, a module-based PSE is proposed [16, 17] ; each PSE module solves a part of PSE tasks, for example, problem description interface, discretization, scheme suggestion module, program flow designer, program generator, data analyzer, visualizer, and so on. If each module can be developed independently and works cooperatively and smoothly to solve one PSE job, the heavy work of PSE development may be drastically reduced. In this subsection a distributed PSE, called D-NCAS, is introduced, which supports users to generate computer programs [3] [4] [5] 14] .
The PSE system of D-NCAS inputs a problem information including discretization and computation schemes, and outputs a program flow graph, a C-language source code for the problem and also a document for the program and for the problem. On a host computer a user inputs his/her problem, and the host guides the user to solve the problem. The distributed PSE for PDEs consists of several modules: a problem description, a discretization, an equation manipulation, a program design, a program generation, documentation support, a module liaison and a job execution service. Each module is distributed on distributed computers, and all the information is described by the Extensible Markup Language (XML) including the Mathematical Markup Language (MathML). Each distributed module communicates with the host module by using XML documents, so that outputs from each module are visualized. Independent modules, which are developed by other engineers or users for one of the functions specified above can be also used after adjustments to the distributed PSE interface, if necessary. Therefore the concept of the distributed PSE extends the potential of conventional PSE systems. The PSE contains all the information of the problem, PDEs, discretization scheme, mesh information, equation manipulation results, program design structure, variables and constant definitions and program itself. Therefore the documentation support module also generates a document for the program generated and the problem itself in the PSE. The module liaison module generates an adapter module for the distributed PSE modules. The adapter module generated by the module liaison system inputs output data from preceding modules and/or external modules, and connects the data to the input data for the next module.
The PSE module also helps users generate MPI-based parallel simulation programs based on partial-differential equations (PDEs). The NCAS capability explores possibilities to visualize and steer the parallel program design process. At present NCAS supports a domain decomposition in a design of a parallel numerical simulation program, and the domain decomposition is designed or steered by users through a visualization window. After designing the domain decomposition, the parallel program itself is also designed and generated in NCAS, and the designed parallel program is visualized and steered by a PAD diagram. In NCAS, MPI functions are employed for message passing, and a SPMD (single program multiple data) model is supported. The visualization and steering capabilities provide users a flexible design possibility of parallel programming．
In the distributed PSE all the modules are distributed on network-linked computers. The information for the distributed modules and the computers are registered in a host computer. Newly developed modules by some users or scientists or so can be also registered in the host PSE server. The distributed PSE host server has the registered information for the modules oriented to one specific purpose, and users can obtain the information for each module and can select one of the modules to perform one task in all the PSE process. The schematic diagram for the distributed PSE is shown in Fig.1 . The communication is accomplished through an interface using a www server and Applet. The PSE server sends information described by XML to a module, and the module performs the task. The module sends the result based on the input XML information back to the PSE server. The result is visualized so that the user can check if the result is appropriate. After successive processes, finally the PSE generates a designed program flow and then a C program. The program generation PSE module provides a workflow shown in Fig. 2 , and the user follows the workflow navigation for a problem generation.
Job Execution Support PSE on GRID
It is difficult for users to submit jobs to distributed computers and to retrieve calculation data from them in scientific computing. In this subsection, we discuss and develop a robust job execution service system in a closed distributed computer system [18] [19] [20] . The job execution service system consists of a dynamic system management servers, execution servers and data servers as shown in Fig. 3 . The dynamic system management server is duplicated in order to keep the system robust, and has an assistant management server. The dynamic system management server has a function of the job execution system management, including software deployment, program compilation, job execution, job status retrieval and computing data retrieval. This system does not require special middleware such as Globus or UNICORE or GLite or so. Users access the web page on the dynamic system management server, and the clients submit jobs. After the submitted job finishes, the dynamic system management server collects the information from other distributed computers. The dynamic management server and its assistant server move dynamically to new servers, if the present servers become busy. The dynamic system management server also demands the execution server to transfer the result data to the optimal data server. The dynamic system management server copies the computing data and sends the compressed computing data to another optimal data server in order for a robust data storage system. The clients can deploy their programs, execute jobs and retrieve the result data by accessing only the web page in the job execution service system. This job execution management server also has a function of automatic system construction, so that the users can manage the setup of the job execution management system easily on their closed distributed computers.
Users access the web page on the dynamic system management server, and the clients submit jobs. After the submitted job finishes, the dynamic system management server collects the information from other distributed computers. The dynamic management server and its assistant server move dynamically to new servers, if the present servers become busy. The dynamic system management server also demands the execution server to transfer the result data to the optimal data server. The dynamic system management server copies the computing data and sends the compressed computing data to another optimal data server in order for a robust data storage system. The clients can deploy their programs, execute jobs and retrieve the result data by accessing only the web page in the dynamic system management server. The job execution service system acquires necessary resource information for servers for job execution and for data retrieval and storage. The resource information contains CPU architecture name, CPU operation frequency, total memory, memory in use, unused memory, load average and unused capacity of hard disk. The system sorts the resources in order for effective job execution. The users can find the resource information on the job execution service system Web page.
Clients access the dynamic system management server through the Web page of the system, and perform computing. Through the Web page, the clients can up-load source files or executables to the dynamic system management server, select computing servers from among resources recommended by the system, and set execution environment. Figure 4 shows the concept of the job execution service. When two or more files are required for one job, the client should compress those files. When MPI jobs are executed, computing servers, on which MPI is installed, are recommended to the clients. Figure 5 shows the job setting Web page, and Fig. 6 shows the setting page of an MPI job.
The compilation command, the execution method, the comment and the server name for job execution are specified by clients. The clients can also specify the storage location of the result data of the job. When the clients do not especially specify the storage data server, the system forwards the result data to the best data server. When input information is not sufficient, the job execution service system displays an error message, and advises to input the required input data. The clients can select the execution methods, or make scripts for execution on the Web page in a compressed file format.
When the job setting ends, the job execution service system forwards the job to a pertinent server or a server set based on the setting information. The setting file is described in XML, and contains the computing server information, the compilation command, the execution information and the data storage server information. When a compressed file, which contains source files/binaries and a make file, is sent to the computing servers, the compressed file is decompressed and the decompressed information is sent to the dynamic system management server, so that the clients can check if the file decompression is succeeded. When the compilation or the execution errors appear, the computing server notifies them to the dynamic management server. When the execution server specified is occupied by another job, the job is scheduled by the dynamic system management server.
When a job ends, the job execution server forwards the result data to a pertinent server based on the setting information. In addition, its compressed result data is stored in another data server. The result data duplication makes the data server robust and fault tolerant.
When no data server is specified in the setting information, the computing server asks the dynamic system management server about the data storage servers. Based on the unused hard disk capacity, the better two data storage servers are selected from among the servers, on which no jobs run. One is for result data uncompressed and the other is for the compressed backup data. When the result data is stored on the data servers specified, the data server locations are notified to the dynamic system management server. The client can refer to and can download the data from the Web page on the dynamic system management server. Network-based learning or elearning has been taking an important role in education as helpful education tools. However, it is difficult for teachers to retrieve education data from students or to obtain data from the student activities. Therefore, T. Teramoto, and his collaborators have developed a problem solving environment (PSE) for the education and learning support: TSUNA-TASTE [21] . The TSUNA-TASTE system collects the system-usage situation, the information for the windows used and the operation situation of the mouse and key board of all students. The data, which the system TSUNA-TASTE collects, are stored in a database on the TSUNA-TASTE system server.
Education Support PSE
In this subsection the structure of the TSUNA-TASTE system is presented. The TSUNA-TASTE supports teachers and students in computer-based education. The TSUNA-TASTE may open a new direction of the e-learning.
The network distributed education support system (TSUNA -TASTE) consists of four parts (see Fig. 5 ). The first part is an agent of a student (Fig. 5(a) ). It is a software, which always works on each personal computer of the student. The agent obtains the operation information of each student. This data retrieve can be realized by the operation information of the student from the OS with a resident software working on the personal computer of the student. The second part (Fig. 5(b) ) is the education support server, and collects the data, which the student agent got via the network. The third part (Fig.  5(c) ) is the database system. The database system stores the student achievement data, the student personal data, the curriculum data and the teacher's personal data. The fourth part (Fig. 5(d) ) is the Web server displaying the information stored in the database. The Web server (Servlet system) provides an interface to change the TSUNA-TASTE handling. The agent for the student resides on the memory of the personal computer for students and performs the following three operations. Figure 6 shows the internal structure of the agent for student. Firstly this agent exchanges the messages with the education support server. The education support server transmits the messages to each agent. The student agent analyzes the messages, and obtains the process Review of PSE (Problem Solving Environment) Study Shigeo Kawata priority and the start time of the process described in the messages. The agent stores the message data in its task table. Secondly the agent manages the module program execution based on the task table.
The module programs are small-size programs, which retrieve and output the student personal data from the student computers. Table 1 shows a list of the module programs. The student personal data includes the achievement data, the operation data, the active window names and the process names. The third operation is a job to send back the data, which each module program collects, to the education support server. The module programs obtain the information of the student personal data from the OS of the student PCs. The module programs are implemented in the C++ language. The education support server receives the operation data of the students through the student agent, and transmits the teacher's instructions to the students through the student agent. The education support server marks the students' absence, and identifies the students and their PCs. The education support server sends the messages of the data process demand to the agent of the student, and transmits the student personal data to the database server. The education support server also retrieves the student personal data requested by the teachers through the www server, and sends them back to the www server (see Fig. 5(d) ) in the TSUNA-TASE. The education support server is built in the Java language.
The data, which the education support server received, are stored in the database. The database includes the private information of each student and teachers. The data contains the private information such as college register numbers, mail addresses and so on. These unchanged data is stored in the database together with the temporal data like the site of the student PCs. The server can receive the data from about 120 personal computers at the same time.
The Web server system provides a user interface of the TSUNA-TASTE system. The teachers can obtain the state of the students from the Web system. The Web server system presents the student achievement state, a learning progress and an error occurrence during the programming exercises. The Web system also provides an input interface to control the action of the TSUNA-TASET: Through the web system, teachers can input a data gathering command, monitor the students' present usage of applications, and kill the unnecessary application processes on the students' PCs. The Web server is constructed with the apache software and the Tomcat software.
Mathematical Modeling Support in PSE
In development of computer programs for high-performance computing (HPC) and simulations in science and technology, mathematical models are essentially important to obtain reasonable or correct results for the users' problems. PSE research also covers the mathematical modeling support [23] [24] [25] [26] . If the users are not experts in the target scientific area, the mathematical modeling support is helpful to build up their mathematical models. Even for experts for the target areas the mathematical modeling is quite difficult. The PSE function for the mathematical modeling may help the users to derive basic mathematical equations. On the other hand, each expert can supply mathematical models in each expert area. If PSE systems support a database construction function for the mathematical models, each expert can input his/her knowledge to enrich the mathematical model database, with which afterward users utilize the database pool for the mathematical models to derive their own mathematical models. In this subsection a computer-assisted mathematical modeling support is discussed based on NCAS (see Subsection 3.1), which helps users solve partial differential equation (PDE) based problems in scientific computing.
The module of mathematical model construction support is developed in the distributed PSE of NCAS (see Fig.7 ). The module has two important functions: 1) mathematical model database construction support and 2) mathematical model construction support. In the database construction, the mathematical model construction support module supplies templates for mathematical models (see Fig.8 ): problem information, equations, key words and information for equations themselves, terms, and characters (symbols, constants and variables), in addition to group and user permission. Experts in some scientific areas or users supply the information through the template, and the mathematical model database is enriched. The model suppliers can set access authorization to the mathematical model database.
Then the mathematical model support module supports users to have their mathematical models based on their input of key words for their target problems, and outputs mathematical equations, for example, PDEs. After receiving the results for the mathematical models, the users can also modify them and use them to solve their problems. The mathematical model constructed is supplied to PSE, for example, NCAS to generate a program. The model data stored in the mathematical model database is also described by XML as shown in Fig. 9 .
By the mathematical modeling support concept based on the model database construction support, it is expected to enrich the mathematical model database.
We believe that our proposal for the mathematical modeling support may expand greatly the usefulness of PSEs.
Challenges of PSE
As we described in Introduction, computer hardware and algorithm capabilities have grown extraordinarily, while the programming power has grown slowly. However, some part of programming task is mechanical, so that the part can be done by computers / software mechanically. If the PSE provides realistic services, we can devote ourselves to the target problems themselves. 
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The PSE is not a general purpose system nor a software but the concept described above and in the paper. Therefore, each PSE needs specialists for the target problems and also collaborations among PSE developers and the specialists. The PSE challenges include the following issues:
The most important issue must be how to describe the problems. The issue should be addressed together with the specialist for the problems and PSE developers to make our e-Life, e-Science, eProduction, etc. rich. The target problems are diversified in various fields. PSEs cooperate with other PSEs, softwares, hardwares, sensors, network, robots and human activities in making our life comfortable and rich. In order to find out the target problems, collaborations among specialists and PSE researchers are essentially required. Human beings have discovered new problems to be solved, and the solutions have improved our life in many ways. Some of them have led to revolutions and new trends in our society. PSEs serve concepts and tools to solve the problems in the unique view of PSEs, as presented in the paper.
PSE system tends to be a huge integrated system, which consists of softwares and hardwares. How to design and develop PSEs are other important issues. Specialists on the target problem, hardwares, programming and PSE should collaborate and communicate to design and develop an effective PSE. A modular way for the PSE design and development is one of solutions for the issues, so that the PSE can be easily developed and maintained. The PSE may have multi-functions; in this case each function may be developed as a separate module. One solution is a modular way to design and develop PSEs. Each module can be developed by independent developers. Each PSE and each module should be easy for maintenance to fit or include users' future further requests. For the module-based PSE, the interface between modules should be taken care and be matched each other. The input / output information must be clearly described and opened. A module-liaison module may also play an important role in this aspect. Some standardization may help to match the interface among modules.
Verification and validity of PSEs and PSE solutions are other challenges. Expected output should be reproduced for known input in PSEs in each field. In addition, each PSE needs many use cases by many users, and from the users PSE developers can get feedback to improve the PSE. The continuous cooperation among users, PSE developers and specialists in each field are essentially important to improve PSEs for real use in our world.
Future of PSE
Enormous increases in computer hardware power and advances in algorithms have pushed up PSE research activities extensively. In the 1960s, right after high-level language appearance, trials of PSElike activities have started. However, at the time, computer technology was not mature enough to support the trials of computer-assisted environment. In these decades PSE studies have been explored very much, as introduced in part in this paper. Most international and domestic conferences and meetings relating to computational sciences and engineering usually include PSE as one of important topics. Now it would be realistic to dream powerful serviceable PSEs in the near future. The PSE enriches our e-Life, e-Production, e-Science, etc.
One example may be found in our near-future home. When you decorate or makeover your rooms, you may go shopping to see interiors and painting color. Or you may change layout of beds, chairs, desks, etc. and to look around the real layout change. Sometimes you want to change a position of your air conditioner in a room. In this case it is not so easy to change the position in a real room to check the air environment. In these cases PSEs would provide an easy and simple simulation tools. One can visualize the room layout on an interactive virtual visualization device to check the arrangement, before changing the real layout. The interactive visualization may be a daily common tool at home in the near future. Voice instruction and hand movement may reflect users' intentions and may act as realtime and interactive input methods.
In science and engineering, computer simulations may become a real tool for scientists and engineers to think target problems, and devote themselves to the target problems. At present, when we perform simulations for a new phenomenon, normally we have to develop a new computer program or to learn how to use a CAE software. To develop a program or to learn how to use the CAE software may take a long period, depending on the program complexity. A PSE would help researchers to enable discovery faster and engineers to develop a new product. Even now we should consume time and
