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Abstract
The implementations of 2D vortex element method adapted to diﬀerent types of parallel com-
puters are considered. The developed MPI-implementation provides close to linear acceleration
for small number of computational cores and approximately 40-times acceleration for 80-cores
cluster when solving model problem. OpenMP-based modiﬁcation allows to obtain 5 % ad-
ditional acceleration due to shared memory usage. Approximate fast multipole method usage
reduces time of computations signiﬁcantly: 11 times for the testmodel problem in sequential
mode and 3.5 times in parallel mode for 16-cores cluster. The most eﬃcient implementation of
vortex element method is developed for GPUs using NVidia CUDA technology. Time of the
model problem solving using single GeForce GTX 970 or Tesla C2070 accelerator is comparable
with time of its solving on cluster when involving 30–40 cores of Intel Xeon E5450 CPUs.
Keywords: Vortex element, parallel implementation, MPI, NVidia CUDA, fast multipole method
1 Introduction
Computational Fluid Dynamics (CFD) problems, as well as coupled hydroelastic problems are
the most diﬃcult from computational point of view due to the nonlinearity of the governing
equations and their numerical analysis features (in particular, in boundary layer there is a sig-
niﬁcant change in ﬂow parameters on a short distance). The approach to CFD problems solving
is not always obvious; there are diﬀerent techniques which can be divided into three classes:
Eulerian, Lagrangian and hybrid Lagrangian-Eulerian approaches. When solving hydroelastic
problems, Lagrangian and hybrid methods are preferred, because in particular the ﬂow region
changes at every time step.
There is a very important class of problems of subsonic ﬂows simulation when the inﬂuence
of the compressibility can be neglected. If the region of non-zero vorticity is relatively small
(for example, in simulations of the external ﬂows), meshless Lagrangian vortex methods can be
very eﬃcient: in 2D problems — the Method of Discrete Vortices [1, 2] and the Viscous Vortex
Domains method [3]; in 3D problems — the Closed Vortex Frameworks method [2, 4], the
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Method of Vortex Fragmentons [5] and their modiﬁcations. All the branches and modiﬁcations
of vortex methods we hereinafter call ‘Vortex Element Method’.
Vortex Element Method refers to meshfree lagrangian particle methods. In 2D case it al-
lows to simulate incompressible ﬂows around airfoils and solve eﬃciently coupled hydroelastic
problems. The governing equations are being numerically solved via motion simulation of sep-
arate vortex elements and vorticity generation on the airfoil surface. Vortex elements motion
is described by the system of ordinary diﬀerential equations and its numerical solution is nor-
mally the most costly part of the algorithm. As all particle methods, vortex element method
has well-parallelized algorithm, which allows to accelerate computations signiﬁcantly by using
multiprocessor computer clusters. In many cases vortex element method allows to solve hydro-
dynamic and especially hydroelastic problems much faster then ‘traditional’ mesh (Eulerian or
Lagrangian-Eulerian) methods [6] and other types of particle methods [7].
The aim of this research is to develop the numerical algorithm for viscous vortex domain
method, adapted to diﬀerent types of parallel computers, including computers with GPUs.
2 Governing equations
The two-dimensional problem of external viscous incompressible ﬂow simulation around the
immovable rigid airfoil is considered. The density of the ﬂow is assumed to be constant, its
motion is described by the continuity equation and the Navier — Stokes equations:
∇ ·V = 0, (1)
∂V
∂t
+ (V · ∇)V = −∇p
ρ
+ νΔV. (2)
Here V = V(r, t) is ﬂow velocity, p = p(r, t) — pressure, ρ = const — density of the ﬂow,
ν = const — viscosity coeﬃcient; ∇ and Δ — Hamilton’s and Laplacian operators, respectively.
Initial velocity distribution is assumed to be known; boundary conditions include demand the
perturbations to decay to zero at large distances from the airfoil
V(r, t) → V∞, p(r, t) → p∞ when |r| → ∞
and no-slip condition on the airfoil surface K:
V(r, t) = 0 when r ∈ K.
In practice we need to compute unsteady velocity ﬁeld in the ﬂow as well as pressure
distribution (over the ﬂow region or over the airfoil surface) or integral values of aerodynamic
loads acting on the airfoil: drag and lift aerodynamic forces and aerodynamic moment.
3 Brief description of vortex methods
Vortex methods presuppose the vorticity Ω = ∇×V to be the primary calculated value, and it
is essential that in 2D problems vector Ω has only one nonzero component. The velocity ﬁeld
can be reconstructed from the known vorticity distribution using the Biot — Savart law
V(r, t) = V∞ +
∫∫
S
Ω(ξ, t)× (r− ξ)
2π|r− ξ|2 dSξ, (3)
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where the integral is calculated over the ﬂow domain S. The continuity equation (1) is satisﬁed
automatically.
In order to calculate the pressure, the analogue of Bernoulli and Cauchy — Lagrange inte-
grals [8] are useful, while for the calculation of the integral values of the hydrodynamic loads
very simple expressions can be used, which also can be found in [8].
The equation (2) in terms of the vorticity takes the simple form
DΩ
Dt
∣∣∣
V
= νΔΩ, (4)
where DDt
∣∣
V
= ∂∂t + (V · ∇) is the substantial (material) derivative. In case of inviscid incom-
pressible ﬂow simulation when ν = 0, the equation (4) expresses the Helmholtz’s law, which
means that the vorticity is ‘frozen’ into the ﬂuid.
In number of engineering applications, particularly at ﬂow simulation around airfoils with
sharp edges and angle points, there is no need in viscosity taking into account, because the main
characteristics of such ﬂows can be obtained within the frameworks of inviscid ﬂow simulation.
This approach lies at the basis of the known Method of Discrete Vortices (MDV) [1, 2] which
has been developed since the 1960s and is well-proven in some branches of industry.
If the viscosity inﬂuence is essential it is possible to calculate the so-called diﬀusive velocity
W = −ν∇ΩΩ . In Viscous Vortex Domain (VVD) method the eﬃcient approach is developed for
diﬀusive velocity computation [3, 8]. The equation (4) can be reduced to the form
DΩ
Dt
∣∣∣
V+W
= 0, (5)
where by analogy with the substantial derivative the following notation is used:
D
Dt
∣∣∣
V+W
=
∂
∂t
+
(
(V +W) · ∇).
Equation (5) has clear physical meaning: the existing vorticity in the ﬂow region S is
transported with velocity V +W, while the ‘new’ vorticity is generated only at the boundary
of the ﬂow, i.e. on the airfoil surface.
Vortex methods refer to the so-called ‘particle methods’ [9], and the particles are ‘vortex
elements’ — elementary vorticity ﬁelds. In 2D case they are chosen as circular vortices with
constant small radius ε. They are used for simulation of the vorticity distribution in the ﬂow.
Total number N of vortex elements can be quite large (tens–hundreds of thousands and even
millions).
Each vortex element is described by position vector ri and circulation Γi, i = 1, . . . , N .
The inﬂuence of the vortex elements on the velocity at an arbitrary point r in the ﬂow can be
calculated according to the discrete analogue of the Biot — Savart law (3)
V(r, t) = V∞ +
N∑
i=1
Γi
2π
k× (r− ri)
max{|r− ri|2, ε2} , (6)
where k is unit vector, which is orthogonal to the ﬂow region.
The basic idea of vortex methods is to simulate the ﬂow by solving a system of ordinary
diﬀerential equations which describes vortex elements motion, instead of solving the Navier —
Stokes equations (2) or the equivalent partial diﬀerential equation (4) and (5). The above-
described physical meaning of the equation (5) presupposes that the circulations of the vortex
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elements remain constant and they move with total velocity V +W:
⎧⎪⎨
⎪⎩
dΓi
dt
= 0,
dri
dt
= V(ri) +W(ri),
i = 1, . . . , N. (7)
Here V(ri) is ﬂow velocity at the position of the i-th vortex element, which is calculated by
using the formula (6); W(ri) is diﬀusive velocity at that point.
Note that there is the other possible way: vortex element positions can be constant while
their circulations should be recalculated at every time step to simulate the transport of vorticity.
This approach lies at the basis of the so-called ‘vortex-in-cell’ numerical methods [10]. There
is also some alternative approaches for viscosity inﬂuence taking into account. For example,
viscosity eﬀect can be included in the vortex elements motions by adding independent Brownian
motions [11].
The boundary condition at inﬁnity is satisﬁed automatically in the vortex method. The
no-slip boundary conditions on the airfoil surface (or no-through condition in case of inviscid
ﬂow) is satisﬁed by the generation of vorticity layer at every time step, which is also simulated
by a set of vortex elements. This vortex layer is attached if the ﬂow is inviscid; it means that
the vortex elements which simulate this layer retain their positions, and they are replaced by
new ones at the next time step. In viscous ﬂow vortex layer is free, it means that the vortex
elements move in the ﬂow and they form the vortex wake near the airfoil and behind it.
In order to determine the intensity of the vortex layer on the airfoil surface and calculate the
circulations of the vortex elements, diﬀerent approaches and numerical schemes can be used,
but all of them lead to a system of linear algebraic equations, which dimension corresponds to
airfoil discretization. The most eﬃcient, especially when using VVD method, is the approach
based on the equality to zero of the average value of tangential velocity on the panels — line
segments which approximate the airfoil [12, 13]; it allows to obtain much more accurate results
in comparison with traditional numerical schemes, normally used in vortex methods.
4 Software implementation and the computational com-
plexity of vortex methods estimation
The numerical algorithm for ﬂow simulation by using vortex methods consists of some opera-
tions at every time step (Fig. 1). Normally the simulation requires the calculation for several
thousands or even tens of thousands of time steps.
Figure 1: The scheme of the algorithm
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Speciﬁc features of the particular task and numerical algorithms may aﬀect the implementa-
tion of the operations from the shown blocks (for example, some of the blocks may be absent).
We assume that at every time step n vortex elements are being generated on the airfoil sur-
face and total number of vortices in the ﬂow is N (n  N). In practice n typically ranges
from several hundreds to several thousands N can vary from task to task, ranging from several
thousand to several hundred thousand. Note that the computation of the velocity which is gen-
erated by a vortex element at an arbitrary point of the ﬂow, requires 6 arithmetic operations
of multiplication and division as it follows from the formula (6).
Next, we estimate the complexity of the blocks from the algorithm shown in Fig. 1.
Vorticity generation block. In this block the system of linear algebraic equations is
being solved and then circulations of the vortex elements generated at the current time step
are calculated. Matrix of the system is determined only by the airfoil shape, so in case of non-
deformable airfoil it remains constant. Formation of the matrix and its inversion are carried out
only once at the very beginning of the computations, so the complexity of these operations is
not taken into account. At every time step only the right side of the linear system is computed,
which requires the calculation of the ﬂow velocity in n points on the airfoil surface. Linear
system solution with the matrix n × n is reduced to multiplying the known inverse matrix
and the right hand side vector. Thus, the total complexity of the vorticity generation block is
approximately equal to (6N + n) · n ≈ 6N · n.
Flow velocities computation block is the most time-consuming in the algorithm. It
is necessary to calculate the convective velocities of all the vortex elements in the ﬂow. This
problem is analogous to N -body problem, its computational complexity with the direct com-
putation of all pairwise inﬂuences vortex elements is 6N2. Nevertheless, considerable improve-
ment in time of computation can be obtained due to approximate fast multipole method us-
age for vortex-to-vortex inﬂuences calculation. It reduces computational cost from O(N2) to
O(N logN) [14, 15]. Fast multipole method is based on a binary tree constructing, where its
root contains all the vortex elements, cells of the ﬁrst level contain vortex elements which are
placed in the halves of the root cell, etc.
It should be noted that tree depth determination is not a trivial problem while O(N logN)
estimation for computational cost is valid only for optimal tree depth. In [16] the analytic
formula is derived which allows to calculate approximately the number of arithmetic operations
required for calculating velocities of all vortex elements for given tree depth. Using this formula
it is possible to solve the mentioned problem quite easy.
Diﬀusive velocities computation block. For this block it is harder to estimate the
computational complexity because it depends on the speciﬁc features of the algorithm and the
chosen design scheme. Nevertheless, the diﬀusive velocities are also depend on vortex pairs
interaction and on the airfoil surface position, so the computational complexity of this block to
a ﬁrst approximation is proportional to N2 for direct method and N logN for fast multipole
method. Practical results of computations show that this block is 1,5 . . . 2,0 times more diﬃcult
than the previous one.
Loads computation block. As it is mentioned above, diﬀerent algorithms for hydrody-
namic loads calculating can be used depending on the problem. In the simplest case, when we
calculate only integral loads, which depend only on the pressure distribution on the airfoil, the
complexity of this algorithm is extremely low and is proportional to n. Viscous forces account-
ing requires additional costs, and the complexity becomes proportional to n2. Calculation of
pressure distribution and shear stresses on the airfoil has the complexity proportional to N · n.
Vortex wake evolution block provides vortex elements displacement with previously
calculated velocities Vi +Wi. Thus, its computational complexity is proportional to N .
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No-through control block is necessary because some vortex elements can penetrate into
the airfoil. These vortices should be found and ‘extracted’ from the airfoil. The computational
complexity of this operation to a ﬁrst approximation proportional to n2.
Vortex wake reconstruction block provides the union (merging) of closely placed vortex
elements into one vortex, and the exclusion of the vortex elements, which are far away from the
airfoil, because they have practically no inﬂuence on the ﬂow parameters. The computational
complexity of the algorithm, as shown by calculations, is proportional to N2 (or N logN), the
proportionality coeﬃcient is relatively small (less than value 6 in the second block).
5 Model problem
The computer software POLARA allows to simulate viscous incompressible ﬂows around airfoils
of arbitrary shape. We consider the Blasius problem of a viscous ﬂow simulation around thin
plate. This problem (for inﬁnitely thin and inﬁnitely long plate) has an exact analytical solution,
which can be compared with the results of simulation. The typical form of the vortex wake in
the boundary layer near the plate is shown on Fig. 2 [17].
Figure 2: The vortex wake near the plate. Points denote vortex elements positions
The considered plate has a relative thickness of 2% and semicircular endings. The Reynolds
number based on the length of the plate is 103, vortex wake consists of about 50 000 vortex
elements. The results of the velocity components calculation in the cross section of the boundary
layer in comparison with the exact analytical solutions are shown on Fig. 3. Note that the
analytical solution is self-similar, so the cross-section position can be selected arbitrarily.
Figure 3: Distribution of the longitudinal (left ﬁgure) and transverse (right ﬁgure) components
of velocity in the boundary layer. The solid line corresponds to the exact analytical solution
The execution of one time step in this problem (at steady mode) using sequential algorithm
on CPU Intel Xeon E5450 without fast multipole method requires approximately 211 seconds.
We use this value as ‘reference’ one for acceleration rate calculation. Fast multipole method
usage allows to spend only 19.7 sec per time step, so the acceleration rate is close to 10.7.
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6 Parallel implementations of vortex methods
6.1 MPI-implementation
The developed MPI-implementation contains not more, then 0,5 % fraction of sequential code.
Single time step execution time in the model problem is shown in Table 1 for diﬀerent number
of computational cores.
Number of cores 1 2 4 8 16 32 48 64 80
Time for 1 step, sec 211.2 88.8 45.5 21.2 12.3 7.8 6.3 5.6 5.2
Acceleration rate — 2.4 4.6 9.9 17.1 27.1 33.6 37.5 40.6
Table 1: Time of computations for MPI-implementation
It is possible not only to solve one problem in parallel mode, but also carry out conveyor
processing of task queue where all the tasks are diﬀer one from each other by the value of some
parameter, e.g. angle of incidence of the airfoil or some discretization parameter. In this mode
the acceleration rate is close to ideal when number of problems in queue is big and 1-8 cores
are used for simulation in each problem. For example, when solving of a series of 90 problems
using 80-cores cluster with CPUs Intel Xeon E5450 (2-4 cores for each problem), acceleration
rate is close to 68.
Fast multipole method algorithm is less-scalable, the results of the corresponding numerical
experiment for the accuracy parameter of the fast method θ = 0.2 are given in Table 2.
Number of cores 1 2 4 8 16
Time for 1 step, sec 19.7 12.5 7.9 4.9 3.4
Acceleration rate — 1.6 2.5 4.0 5.8
Table 2: Time of computations for MPI-implementation using fast multipole method
So, the developed MPI parallel implementation for the algorithm, based on fast multipole
method usage, is eﬃcient only for small number of computational cores, usually not more then
10 for most complicated simulations.
Note, that MPI-implementation of the algorithm is universal in some sense: it is suitable
both for supercomputers with shared and distributed memory.
6.2 OpenMP-implementation
OpenMP-based modiﬁcation of the developed software allows to obtain about 5 % additional
acceleration due to shared memory usage. Because computational clusters with distributed
memory are very common (as opposed to supercomputers with shared memory), the OpenMP-
based version of vortex element method software seems to be not very prospective.
6.3 CUDA-implementation
An important feature of vortex methods, which allows to use GPUs eﬃciently, is that they
require very small memory during the calculation in comparison with mesh methods. Now we
estimate the necessary memory (RAM) which is need to run the algorithm.
To store the inverse matrix for vortex elements circulation computation we need about
50 MB of memory (in case of n = 2600 vortex elements, which approximate the vortex layer on
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the airfoil surface). For each vortex element we should keep its circulation, position, velocity
vector, as well as the characteristic distance from the vortices nearest to it; therefore, we need
48 · N bytes of RAM, where N is number of vortices in the ﬂow. In numerical experiments
N does not exceed 330 000, so we need for them only about 15 MB. When time-stepping
procedure performing, ‘old’ and ‘new’ parameters of vortices should be stored in memory, so
we need additionally 15 MB of RAM. In case of multistage Runge — Kutta method usage for
the time-stepping in the system (7), which describes the motion of vortices, it will require an
additional 15 MB of RAM per each intermediate stage.
Some memory is also required for parameters of the airfoil (not more than a few hundred
kilobytes), as well as for overhead data. About 30 MB of GPU memory is reserved by the
system when we run any program that uses CUDA technology. Thus, for successful launch of
the vortex element method program in this sample we need approximately 120 MB of RAM
while modern graphic cards usually have not less then 1 GB of RAM. Note that these estimates
are upper estimates, because values n = 2600 and N = 330 000 are redundant for most practical
purposes, so the real memory requirement in practice is signiﬁcantly lower.
Such low memory requirement simpliﬁes data transfer between the host’s RAM and graphic
card’s RAM, but its time is still essential, therefore, in the developed CUDA-based vortex
method algorithm all the computations are completely transferred to the GPU, and the data
transfer between the GPU and the host occurs only when saving intermediate results. In
practice, the saving of the current status of the vortex wake is usually carried out once every
few tens or even hundreds of steps; values of the hydrodynamic loads acting on the airfoil are
calculated at every time step, but they are only three real numbers, so their transfer and saving
do not cause problems.
Analysis of the algorithms from the blocks (Fig. 1) showed that they should be slightly
revised for eﬀective execution on GPU [18]. In particular, almost all operations have been
implemented without conditional jump if...else usage.
The computations were carried out using GPU graphic cards Tesla C2050 and GeForce GTX
970 having 14 multiprocessors and 448 and 1644 CUDA-cores, respectively.
The results of numerical experiments have shown that the vortex methods do not require
double precision when performing all the computations. Double precision is required only in
certain operations inside the vorticity generation and wake reconstruction blocks. This feature
is very important because and it allows to reduce signiﬁcantly the cost of computations on
GPU, because the performance of graphic cards with single-precision higher (in many cases —
several times higher) than when using double precision.
Time for single time step execution using CUDA in the model problem is shown in Table 3.
Precision Double Single
Tesla C2050, sec 2.84 2.18
GeForce GTX 970,sec 4.10 1.54
Table 3: Time of computations using CUDA for diﬀerent graphic adapters
As we can see from Tables 1 and 3, graphic card Tesla C2050 usage in single-precision mode
allows to reduce time of computations more than 5.5 times in comparison with the 16-core
cluster and almost 100 times in comparison with sequential CPU mode. When computing on
the graphic card GeForce GTX 970 (also in single-precision mode), the acceleration is approx-
imately 8 and 135 times, respectively, so execution time for 1 time step is further reduced by a
third, despite GeForce GTX 970 has signiﬁcantly more CUDA-cores in comparison with Tesla
C2050. This phenomenon is explained by the fact that Tesla cards are optimized to perform
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computations whereas GeForce cards refer to household-type graphical accelerators. Its per-
formance in double-precision mode, as it follows from the Table 3, becomes much lower (more
than 2.6 times) and it is noticeably inferior to the Tesla card.
When comparing CUDA-implementation (Table 3) with fast multipole method MPI-
implementation (Table 2), we can ﬁnd that GPU usage provides more than 10-fold acceler-
ation in comparison with sequential execution of the corresponding algorithm on the CPU with
fast method (12.5-fold acceleration for GeForce 970 in single-precision mode), and more than
2-fold acceleration in comparison with the MPI-implementation of the fast method on 16-core
cluster. Only double-precision computation on GeForce 970 is 20% slower than the parallel
implementation of the fast method on 16-core cluster.
7 Conclusion
Three software implementations are developed for vortex element method for incompressible
ﬂow simulation around airfoils. These implementations are based on MPI, OpenMP and CUDA
technologies. Their usage allows to reduce time of computations signiﬁcantly. The most eﬀec-
tive is nVidia CUDA technology, for which the original algorithm is developed where all the
computations are performed on the graphic cards. The achieved acceleration rate values allow to
expand signiﬁcantly vortex methods usage and improve the accuracy of simulating by increasing
the number of vortex elements while maintaining a relatively short time of computation.
Times of single time step execution (in steady mode) for the Blasius model problem are
shown for the developed algorithms on Fig. 4.
Figure 4: Computational time for 1 time step for diﬀerent implementations
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