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Abstract
Let A be an n× n matrix with singular values σ1  · · ·  σn. If 1  r  n, then σr =
minH∈Sr ‖H‖, where Sr is the set of n× n matrices H such that rank(A + H)  r − 1 and‖·‖ denotes the spectral norm, i.e., the largest singular value. We find upper bounds for σr by
choosing H suitably.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be an n× n matrix (n  2) with singular values σ1  · · ·  σn. Denote by
‖·‖ the Euclidean norm of a vector and the spectral norm, i.e., the largest singular
value of a matrix. If 1  r  n and Sr is the set of n× n matrices H such that
rank(A + H)  r − 1,
then ([1, Problem III.6.3]; [4, Problem 3.5.19])
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σr = min
H∈Sr
‖H‖. (1)
We find upper bounds for σr by choosing H suitably. For simplicity, we assume
throughout that A is nonsingular. In the singular case, some easy modfications are
needed.
We outline some natural ways to choose H.
First, we make given m columns of A + H to be zero. Then rank(A + H) 
n−m, and so ‖H‖ is an upper bound for σn−m+1. We will study this in Section
2.
Second, we make a given column of A + H to be a linear combination of given
m other columns. Then A + H is singular, and so ‖H‖ is an upper bound for σn. To
find the optimal linear combination leads us to study certain orthogonal projections,
and so we meet ratios of minors of Gramians. We will study this in Section 3.
Third, as in the second approach, we make a given column of A + H to be a linear
combination of a given set of columns, but we also make another given column to
be a linear combination of another given set of columns. This way and its further
generalizations may be of some theoretical interest, but the bounds so obtained are
too complicated for us. We will study this in Section 4.
We will complete our paper by a note on heuristic proofs of certain inequali-
ties for Gramians in Section 5, and by experimental comparison of our bounds in
Section 6.
We introduce some notations:
‖A‖F is the Frobenius norm of A;
a1, . . . , an and h1, . . . ,hn are the column vectors of A and H, respectively;
e1, . . . , en are the standard basis vectors of Cn;
N = {1, . . . , n};
I = {i1, . . . , im} is a nonempty subset of N ;
I¯ is the complement of I with respect to N ;
AI = A(i1, . . . , im) = (ai1 . . . aim) is the n×m submatrix of A with column indices
in I ;
A[I ] = A[i1, . . . , im] is the n× n matrix with ith column ai if i ∈ I , and 0 otherwise;
GI = G(i1, . . . , im) is the Gram matrix of the vectors ai1 , . . . , aim , i.e.,
GI = A∗IAI =

‖ai1‖2 . . . a∗i1 aim. . .
a∗imai1 . . . ‖aim‖2

 ;
DI = D(i1, . . . , im) is the Gram determinant or Gramian of ai1 , . . . , aim , i.e.,
DI = det GI =
∣∣∣∣∣∣
‖ai1‖2 . . . a∗i1aim
. . .
a∗imai1 . . . ‖aim‖2
∣∣∣∣∣∣ ;
D∅ = 1;
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F[i1 : b1, . . . , im : bm] is, for given n-vectors b1, . . . ,bm, the n× n matrix with
it th column bt (t = 1, . . . , m) and other columns zero.
2. H = −A[I ]
We fix m (1  m  n), let 1  i1 < · · · < im  n, denote I = {i1, . . . , im}, and
choose H = −A[I ]. Then rank(A + H)  n−m and ‖H‖ = ‖GI‖ 12 . Hence, by (1),
σ 2n−m+1  ‖G(i1, . . . , im)‖. (2)
This repeats (for m < n) a special case of the latter inequality of [4, Corollary 3.1.3],
reformulated as
σ 2m+1  ‖GI¯‖.
If m  2, we can compute the right-hand side of (2) exactly. We obtain for m = 1
σn  min
1in
‖ai‖ (3)
and for m = 2
σ 2n−1  min1i<jn
‖ai‖2 + ‖aj‖2 +
√(‖ai‖2 − ‖aj‖2)2 + 4|a∗i aj |2
2
. (4)
If m  3, we need some upper bound for ‖GI‖. We choose it in three different
ways.
Choice 1. Since we will later meet DI = det GI , we apply also here a bound using
det GI (and tr GI ). There are several such bounds [7], and we choose the simplest.
If B is an m×m matrix whose all eigenvalues are real and positive, then its largest
eigenvalue β satisfies
β  4
det B
(
tr B
m+ 1
)m+1
,
see [7, Theorem 3]. Therefore, substituting B = GI , we have by (2)
σ 2n−m+1  min1i1<···<imn
4
D(i1, . . . , im)
(‖ai1‖2 + · · · + ‖aim‖2
m+ 1
)m+1
. (5)
In particular, putting m = n and noting that D(1, . . . , n) = | det A|2 and ‖a1‖2 +
· · · + ‖an‖2 = ‖A‖2F , we have
σ1 
2
| det A|
( ‖A‖F√
n+ 1
)n+1
.
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If m = 1, then (5) repeats (3). The case m = 2 is not interesting, since (4) is
always better. If m  4, the determinants are not pleasant to compute. The case m =
3 remains. Then (for n  3),
σ 2n−2  min1i<j<kn
4
uijk
(
‖ai‖2 + ‖aj‖2 + ‖ak‖2
4
)4
= min
1i<j<kn
(‖ai‖2 + ‖aj‖2 + ‖ak‖2)4
64uijk
, (6)
where
uijk = ‖ai‖2‖aj‖2‖ak‖2 − |a∗i aj |2‖ak‖2 − |a∗jak|2‖ai‖2
− |a∗kai |2‖aj‖2 + 2re((a∗i aj )(a∗jak)(a∗kai )). (7)
Choice 2. Applying to GI the fact that the spectral radius is overestimated by the
largest absolute row sum, we have
‖GI‖  max
1tm
(
m∑
s=1
|a∗it ais |
)
.
Therefore, by (2),
σ 2n−m+1  min1i1<···<imn
max
1tm
(
m∑
s=1
|a∗it ais |
)
. (8)
The case m = 1 repeats (3). The case m = 2 is not interesting, since (4) is always
better.
The variational characterization of singular values (see e.g. [3, Theorem 7.3.10])
is a different matter, but motivates to ask, whether
σ 2n−m+1  max1i1<···<imn
min
1tm
(
m∑
s=1
|a∗it ais |
)
(9)
holds. The answer is no. For example, if all the entries of A are 1, then σ2 = · · · =
σn = 0, while all the right-hand sides of (9) are positive.
Choice 3. Let B be an m×m matrix with real eigenvalues. Wolkowicz and Styan
[9] presented bounds for them using m, tr B, and tr B2. In particular, if β is the largest
eigenvalue of B, then ([9, Theorem 2.1])
β  tr B
m
+
√
m− 1
m
(
tr B2 − (tr B)
2
m
)
. (10)
Putting B = A∗A, bounds for σ1, . . . , σn using n, tr A, and ‖A‖F can so be found
[6], but their complexity is O(n3). Instead, (2) gives (if m does not depend on n and I
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is fixed) O(n2) upper bounds for the σr ’s if we apply the upper bound (10) for ‖GI‖.
Since
tr G2I −
(tr GI )2
m
=
m∑
t=1
m∑
s=1
|a∗it ais |2 −
1
m
(
m∑
t=1
‖ait ‖2
)2
=m− 1
m
m∑
t=1
‖ait ‖4 +
m∑
t=1
m∑
s=1,s /=t
(
|a∗it ais |2 −
‖ait ‖2‖ais‖2
m
)
,
we have (for m  2)
σ 2n−m+1  min1i1<···<imn
{
1
m
m∑
t=1
‖ait ‖2 +
m− 1
m
[
m∑
t=1
‖ait ‖4 +
1
m− 1
×
m∑
t=1
m∑
s=1,s /=t
(
m|a∗it ais |2 − ‖ait ‖2‖ais‖2
)] 12}
. (11)
The case m = 2 repeats (4).
3. H = F
[
im :∑m−1t=1 ctait − aim
]
Fix m (2  m  n), let 1  i1 < · · · < im  n, and let c1, . . . , cm−1 be com-
plex numbers. For H = F
[
im :∑m−1t=1 ctait − aim], the matrix A + H is obtained by
replacing the imth column of A with
∑m−1
t=1 ctait , and is therefore singular. Hence,
by (1),
σn  ‖H‖ =
∥∥∥∥∥
m−1∑
t=1
ctait − aim
∥∥∥∥∥ = f (c1, . . . , cm−1). (12)
Consider the decomposition aim = p + n where p is the orthogonal projection of
aim into the subspace spanned by ai1 , . . . , aim−1 . Then f (c1, . . . , cm−1) is minimized
if (and only if) ∑m−1t=1 ctait = p, and the minimum is ‖n‖. Since
‖n‖2 = D(i1, . . . , im)
D(i1, . . . , im−1)
(see e.g. [2, p. 250]), then by (12),
σ 2n  min1i1<···<imn
D(i1, . . . , im)
D(i1, . . . , im−1)
. (13)
For m = 1, (13) repeats (3).
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For m = 2, (13) gives
σ 2n  min1i<jn
‖ai‖2‖aj‖2 − |a∗i aj |2
‖ai‖2 . (14)
However, a better (but more complicated) upper bound for σn is the smaller singular
value of G(i, k), see [4, Corollary 3.1.3]. Thus
σ 2n  min1i<jn
‖ai‖2 + ‖aj‖2 −
√(‖ai‖2 − ‖aj‖2)2 + 4|a∗i aj |2
2
, (15)
which indeed improves (14), since
‖ai‖2‖aj‖2 − |a∗i aj |2
‖ai‖2 −
‖ai‖2 + ‖aj‖2 −
√(‖ai‖2 − ‖aj‖2)2 + 4|a∗i aj |2
2
= 1
2
(√(‖ai‖2 − ‖aj‖2)2 + 4|a∗i aj |2 − ‖ai‖2 + ‖aj‖2 − 2 |a∗i aj |2‖ai‖2
)
and
(
‖ai‖2 − ‖aj‖2
)2 + 4|a∗i aj |2 −
(
‖ai‖2 − ‖aj‖2 + 2 |a
∗
i aj |2
‖ai‖2
)2
= 4‖ai‖2
(
‖ai‖2‖aj‖2 − |a∗i aj |2
)
 0.
By (4) and (15),
σ 2n−1 + σ 2n  min1i<jn
(
‖ai‖2 + ‖aj‖2
)
,
which is a special case of the well-known fact that the eigenvalues of the Hermi-
tian matrix A∗A majorize its diagonal elements (see e.g. [3, Theorem 4.3.26]; [5,
Theorem 9.B.1]).
Finally, we consider m = 3. By (13),
σ 2n  min1i<j<kn
uijk
vij
, (16)
where uijk is defined in (7) and
vij = ‖ai‖2‖aj‖2 − |a∗i aj |2.
4. H = F
[
ip :∑p−1t=1 ctait − aip , jq :
∑q−1
s=1 dsajs − ajq
]
Fix p and q (2  p, q  n− 1), let 1  i1 < · · · < ip  n and 1  j1 < · · · <
jq  n where ip /= jq , and let c1, . . . , cp−1 and d1, . . . , dq−1 be complex numbers.
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For H = F
[
ip :∑p−1t=1 ctait − aip , jq :∑q−1s=1 dsajs − ajq ], the matrix A + H is ob-
tained by replacing the ipth and jq th columns of A with
∑p−1
t=1 ctait and
∑q−1
s=1 dsajs ,
respectively. Therefore rank(A + H)  n− 2 and so, by (1),
σn−1  ‖H‖ = ‖H′‖,
where
H′ =

p−1∑
t=1
ctait − aip
q−1∑
s=1
dsajs − ajq


∗
p−1∑
t=1
ctait − aip
q−1∑
s=1
dsajs − ajq


=


∥∥∥∥∥∥
p−1∑
t=1
ctait − aip
∥∥∥∥∥∥
2 
p−1∑
t=1
ctait − aip


∗
q−1∑
s=1
dsajs − ajq



q−1∑
s=1
dsajs − ajq


∗
p−1∑
t=1
ctait − aip


∥∥∥∥∥∥
q−1∑
s=1
dsajs − ajq
∥∥∥∥∥∥
2


.
We can compute ‖H‖ exactly. The result does not look pleasant:
‖H‖2 = 1
2


∥∥∥∥∥∥
p−1∑
t=1
ctait − aip
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
q−1∑
s=1
dsajs − ajq
∥∥∥∥∥∥
2
+




∥∥∥∥∥∥
p−1∑
t=1
ctait − aip
∥∥∥∥∥∥
2
−
∥∥∥∥∥∥
q−1∑
s=1
dsajs − ajq
∥∥∥∥∥∥
2


2
+ 4
∣∣∣∣∣∣

p−1∑
t=1
ctait − aip


∗
q−1∑
s=1
dsajs − ajq


∣∣∣∣∣∣
2
1
2

 ,
but applying the Cauchy–Schwarz inequality to the last summand it simplifies to
‖H‖2 
∥∥∥∥∥∥
p−1∑
t=1
ctait − aip
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
q−1∑
s=1
dsajs − ajq
∥∥∥∥∥∥
2
.
Proceeding as in Section 3 we now obtain
σ 2n−1  min1i1<···<ipn
1j1<···<jqn,ip /=jq
(
D(i1, . . . , ip)
D(i1, . . . , ip−1)
+ D(j1, . . . , jq)
D(j1, . . . , jq−1)
)
. (17)
We conjecture that σn−m+1 has the analogous upper bound with m summands.
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5. Inequalities for Gramians
Section 3 gives heuristic proofs of the inequalities
D(i1, . . . , im)
D(i1, . . . , im−1)
 D(i2, . . . , im)
D(i2, . . . , im−1)
(18)
and
min
1i1<···<imn
D(i1, . . . , im)
D(i1, . . . , im−1)
 min
1i1<···<im−1n
D(i1, . . . , im−1)
D(i1, . . . , im−2)
. (19)
(Recall that D∅ = 1.) The inequality (18) is due to Mirsky [8], see also [5, 9.I.4.a].
The inequality (19) makes to ask whether the stronger inequalities
D(i1, . . . , im)
D(i1, . . . , im−1)
 D(i1, . . . , im−1)
D(i1, . . . , im−2)
are valid, but it is easy to find counterexamples.
Also (17) leads to determinantal inequalities, but we find them too complicated.
6. Experiments
We tested our bounds for three smallest singular values by various random 10 ×
10 matrices of four different types: (i) real and positive, (ii) real, (iii) complex with
positive real and imaginary parts, (iv) complex. Their entries were uniformly or nor-
mally distributed. We included in the test also the bounds
σm  (l1(Am−1)l2(Am−1))
1
2 , (20)
see [4, Theorem 3.7.7]. Here l1 and l2 denote the largest and, respectively, second
largest absolute line sum (i.e. absolute row or column sum), and the Ak’s are defined
recursively so that A0 = A and Ak is obtained from Ak−1 by deleting the line with
largest absolute sum.
The smallest singular value of a random 10 × 10 matrix is often near to zero.
Also the second and third smallest singular values are often very small. Therefore
we could not expect our bounds to be good at all. Indeed, the bounds for σn appeared
to be terribly poor in general. The bounds for σn−1 were much better but yet rather
poor. The bounds for σn−2 were still a little better, but not remarkably.
For a typical example, consider an experiment with 100 real matrices whose ele-
ments are uniformly distributed over [−1, 1]. The best bounds and the means and
standard deviations of their relative errors are the following:
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Value Bound Mean St.dev.
σn = σ10 (15) 27.91 68.84
σn−1 = σ9 (4) = (11) 3.720 2.585
σn−2 = σ8 (11) 2.039 0.5553
In testing bounds for σn, all the standard deviations appeared to be huge. Also, in
testing bounds for σn−1, they were large. Therefore, in comparing the bounds with
each other, we studied absolute errors rather than relative errors.
We included the following bounds and obtained the following results:
Value First Second Third Fourth
σn = σ10 (15) (16) (20) –
σn−1 = σ9 (4) = (11) (8) (20) –
σn−2 = σ8 (5) = (6),(11) – (8) (20)
The bounds for σn and σn−1 had the same ranking in the test of all matrix types.
The bounds for σn−2 had some differences in ranking. For example, (6) was the best
when the test matrices were real, but (11) was the best when they were real and
positive.
In this comparison, all the bounds other than (6) and (11) for σn−2 have com-
plexity O(n2). These two bounds have complexity O(n3), but they can be reduced
(and weakened) to O(n2) bounds by restricting appropriately the set of index triples
subject to maximization.
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