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proposed.
• Presented graphical display allows sen-
sitive metrics visual identiﬁcation.
• Hydropeaking alteration can be
assessed without a priori subjective as-
sumptions
• This method evaluates hydropeaking
impact by comparison with reference
ﬂow conditions.a b s t r a c tMost ﬂow regime characterizations focus on long time scale ﬂow patterns, which are not precise enough to cap-
ture key components of short-term ﬂow ﬂuctuations. Recent proposed methods describing sub-daily ﬂow ﬂuc-
tuations are focused on limited components of the ﬂow regime being unable to fully represent it, or on the
identiﬁcation of peaking events based on subjectively deﬁned thresholds, being unsuitable for evaluations of
short-term ﬂow regime alterations through comparisons between regulated and free-ﬂowing rivers. This study
aims to launch an innovative approach based on the visual display of quantitative information to address the
challenge of the short-term hydrologic characterization and evaluation of alteration resulting from
hydropeaking. We propose a graphical method to represent a discrete set of ecologically relevant indices that
characterize and evaluate the alteration of sub-daily ﬂow regimes. The frequency of occurrence of classiﬁed
values of a descriptive hydrological variable is represented in a map-like graph where longitude, latitude and al-
titude represent the Julian day, the value of the variable and the frequency of occurrence, respectively. Subse-
quently, we tested the method on several rivers, both free-ﬂowing and subjected to hydropower production.
The advantages of our approach compared to other analytical methods are: (i) it displays a great amount of in-
formation without oversimpliﬁcation; (ii) it takes into account changes in the intensity, timing and frequency
of the sub-daily ﬂows, without needing a priori deﬁned thresholds to identify hydropeaking events; and (iii) it
supports the Water Framework Directive goal. Speciﬁcally, results from applications of our graphical method
agree with Sauterleute and Charmasson (2014) analytical method.
5331. Introduction
Hydropower is considered a clean, ﬂexible, and renewable energy
source, and the demand for hydropower is likely to increase as fossil
fuels are phased out (e.g., by 40% until 2020 in Europe; Renöfält et al.,
2010). In northern countries, climate change models predict future
hydrographs to match power demands better, increasing the potential
for producing more electricity (European Greenpower Marketing,
2006). Additionally, in certain regions such as Europe, hydropower is
also being favored by legislation (e.g., the Renewable Energy Directive
[RES; 2009/28/EC]) and the recently deregulated energy market. How-
ever, the global beneﬁts of hydropower are accompanied by signiﬁcant
local impacts and environmental losses. Flow regime alteration consti-
tutes amajor impact fromhydropower damoperation on ﬂuvial ecosys-
tems (Bunn and Arthington, 2002; Poff et al., 1997).
The deregulation and variable pricing in the electrical energymarket
gives hydroelectric producers an economic incentive to respond to rap-
idly changing electrical demands (Morrison and Smokorowski, 2000).
Consequently, more hydropower installations are producing electricity
using hydropeaking. Hydropeaking refers to rising or falling discharges
caused either by the turning on or off of hydro-turbines to generate
electricity according to variations in the market demand, often on
daily or hourly time scales (Moog, 1993). As a result, downstream
(Ibarra et al., 2015) and upstream river hydrology (e.g. Vollset et al.,
2016) is altered due to rapid, frequent and signiﬁcant ﬂuctuations in
discharge, which result also in unnatural changes in hydraulic parame-
ters such as water level, ﬂow velocity and bed shear stress, in water
quality such as turbidity and temperature, and in river morphology. Al-
though river ﬂows vary on multiple temporal scales, from minutes to
decades (Poff et al., 1997), it is the assessment of short-term changes
in river ﬂow (e.g., sub-daily ﬂow variation) that is important for under-
standing the effects of hydropower generation dams on riparian and
aquatic species and communities through hydropeaking (Meile et al.
2011; Zimmerman et al., 2010).
Themajority of research to date has focused onﬂowvariability at the
daily, seasonal and longer time scales, and despite the numerous
existing hydrologic indices (see review by Olden and Poff, 2003), most
characterizations of ﬂow regimes, quantitative measures of their alter-
ations, and tools and software available today for calculations are
based on daily-averaged ﬂow records (e.g. Richter et al., 1996, 1997;
Clausen and Biggs, 2000; Baker et al., 2004; Gao et al., 2009; Carlisle et
al., 2010; Fitzhugh and Vogel, 2011) which are not precise enough to
capture key components of sub-daily ﬂow ﬂuctuation (Zolezzi et al.,
2009; Zimmerman et al., 2010). Day-to-day andwithin-daywater addi-
tions or losses in free-ﬂowing rivers are ultimately caused by variations
in rates of precipitation, evapotranspiration, inﬁltration and snowmelt,
and by watershed characteristics (Lundquist and Cayan, 2002; Archer
and Newson, 2002). These variations are small compared to the vari-
ability at annual time scales, but they have been shown also key for
ﬁsh (see for example Saltveit et al., 2001) and macroinvertebrate (see
for example Cereghino and Lavandier, 1998).
Few indices have been very recently proposed to describe the sub-
daily ﬂow ﬂuctuation. Most of them focus on certain components of
the ﬂow regime, hence being unable to fully represent it (Meile et al.,
2011; Haas et al., 2014; Chen et al., 2015), and only some of them
have already been used for the evaluation of sub-daily ﬂow alterations
(Zimmerman et al., 2010; Carolli et al., 2015). Sauterleute and
Charmasson (2014), Bevelhimer et al. (2015) and Bejarano et al.
(2016) developed a more thorough suite of indices quantifying the
magnitude, the frequency and rapidity of ﬂow changes during the day.
Additionally, Sauterleute and Charmasson's indices provide information
on the timing of theﬂowﬂuctuations and, togetherwith those proposed
by Bejarano et al. (2016), are the only indices which were applied to
both discharge and water level. Differently to Bejarano et al. (2016)
who focused on within-day hourly ﬂow and level patterns, Sauterleute
and Charmasson's methodology involves the identiﬁcation of peakingevents based on subjectively deﬁned thresholds for the rate of change,
making it unsuitable for evaluations of short-term ﬂow regime alter-
ations through comparisons between regulated and free-ﬂowing rivers
due to the unlikelihood of such peaking events in the latter.
Overall, traditionally devised hydrologic indices are analytic solutions
to the problem of quantitatively describing the ﬂow regime at different
time scales. In order to properly characterize within-day hydrologic var-
iation, there are a bunch of several key aspects of a within-day
hydrographwhich need to be quantitatively accounted (e.g., up to 62 hy-
drologic indices proposedby Bejarano et al., 2016), in the sameway as up
to 32 biologically relevant hydrologic parameters into ﬁve major groups
(i.e.,magnitude, timing, frequency, duration, and rate of change) are nec-
essary to characterize intra-annual hydrologic variation (Richter et al.,
1996). As many graphs (at least) as number of computed indices and
usually large tables are commonly required to describe, explore, and
summarize these sets of numbers. Consequently, the interpretation as a
whole of such amount of information translated into numerical data is
complex. Therefore, it is surprising that abstract, non-representational
pictures haven't been used yet in the ﬁeld of hydrologic characterization
to help interpretations (but see for example White et al., 2005). At their
best, graphics are instruments for reasoning about quantitative informa-
tion (Onwuegbuzie and Dickinson, 2008). Furthermore, of all methods
for analyzing and communicating large numerical information, well-de-
signed data graphics are usually themost accurate and efﬁcient, the sim-
plest, and at the same time the most powerful (Tufte, 2001).
Research on short-time scale ﬂow regimes is still needed to devise a
comprehensive, non-redundant suite of sub-daily ﬂowmetrics that ad-
equately characterize within-day ﬂow regime and evaluate its alter-
ation, and which provides useful and easily understandable
information for an environmental management of a hydropower plant
(e.g., identifying environmental ﬂow targets, prioritizing river restora-
tion or dam reoperation efforts and contributing information for
relicensing hydropower dams). Our main goal in this study relies on
the powerful ability of humans to understand spatial information
(Wainer, 1992). We aim to launch an innovative approach based on
the visual display of quantitative information to address the challenge
of the short-term hydrologic characterization and evaluation of alter-
ation. We ﬁrst propose a graphical method to represent a discrete set
of ecologically relevant indices that characterize and evaluate the alter-
ation of sub-daily ﬂow regimes. In this approach the frequency of occur-
rence of classiﬁed values of a descriptive hydrological variable (e.g.
hourly ﬂow, amplitude, rate of change,…) throughout the year is repre-
sented in amap-like graphwhere longitude, latitude and altitude repre-
sent the Julian day, the value of the variable and the frequency of
occurrence, respectively. A large number of hourly hydrographs can be
represented by means of this type of graphs. Subsequently we test the
method on several rivers, both free-ﬂowing and subjected to hydro-
power production. Finally, we evaluate the advantages of our approach
by comparing to other analytical methods.
2. Methods
2.1. Graphical approach description
Our graphical framework involves the representation of the values
of variables that characterize relevant aspects of the short-term ﬂow re-
gimeby describing its frequency during several years of observed values
of such variable throughout the year. We propose a visual display of the
frequency distribution of occurrence of all values of a descriptive vari-
able along the year by means of a map-like graph where longitude (x
axis) is the Julian day, latitude (y axis) is the value of the descriptive var-
iable and altitude (z axis) is the frequency of a given value of the vari-
able at a given day of the year. In order to build this graph, we ﬁrst
calculate the frequency distribution of a given variable at a given day
(Fig. 1 [a], [b], [c]), and then plot together all the daily frequency distri-
butions along the year (Fig. 1 [d], [e], [f]).
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describing any particular aspect of a short-term ﬂow regime is comput-
ed on a daily basis during several years in different selected river sys-
tems as the number of occurrences divided by the number of recorded
hourly values for every Julian day in the year (e.g. for a nine-year
study period: 27 occurrences in nine January 1st gives a frequency of
27 occurrences / (9 days × 24 hourly records) = 0.125 → 12.5%). The
number of classes into which the range of values of the variable is clas-
siﬁed can be chosen by the user. It is even feasible to let class width be
variable across the variable's range of values in order to build moderate
resolution graphs (and to keep computational demands not too high).
In our particular case, we arbitrarily classiﬁed the values of the variables
into 20 classes of equal width, thus attaining a compromise between
graphical resolution and computational requirements. In a rather long
study period such as ours (9 years), values of the variables can eventu-
ally reach anecdotally extreme quantities. These outlayers might exces-
sively enlarge the y axis and reduce the range in which the most
frequent values are allocated. In order to avoid this inconvenience, we
restricted our plotted dataset to variable values ranging between the
percentiles 5 and 95 of all the observed values (including both altered
and free-ﬂowing data series). We used this method to calculate 366
daily frequency distributions (February 29th, was coded “non-available
(NA)” when not existing) (Fig. 1 [a], [b] and [c]), and we plotted them
together along the year (x-axis) (Fig. 1 [d], [e] and [f]). Since the ob-
served frequencies of the variables may vary abruptly among two adja-
cent observations, the plot would appear as a spiky surface showing
many scattered peaks. This raw map would be precise, although much
of the information on the general trends of the frequency distribution
would be blurred by the original noise of the data. However, our main
purpose is to provide a visual display of all the information keeping as
many facts as possible concerning the complete dataset. Therefore, a
compromise must be reached between precision and usefulness. In
order to facilitate the graphical interpretation of the distribution of oc-
currences of the variable's values along the year, a smooth approxima-
tion by means LOESS [ﬁtting a polynomial surface determined by one
or more numerical predictors, using local ﬁtting (Cleveland et al.a
d
Fig. 1. Example of a graphical representation of the frequency of occurrence (y axis in [a], [b], [
(x axis in [a], [b], [c]; y axis in [d], [e], [f]) at a given day i (graphs [a], [b], [c]), and along the ye(1992)] of frequencies (z) against variable value (y) and Julian day (x)
is plotted. Weighted least squares ﬁtting is done locally, meaning that
for the ﬁt at point x, the ﬁt is made using points in a neighborhood of
x, weighted by their distance from x. A parameter α controls the degree
of the smoothening, by controlling the size of the neighborhood. For
α b 1, the neighborhood includes an α proportion of the points, and
these have tricubic weighting (proportional to (1− (distance / maxi-
mum distance)3)3). For α N 1, all points are considered, with the ‘maxi-
mum distance’ assumed to be α(1/p) times the actual maximum
distance for p explanatory variables. In our particular case we used a
low smoother module (α= 0.05). As in cartography, the scale of the
map determines its precision, therefore α can be set inversely propor-
tional to the width of the variable's classes.
The smoothening and the representation were conducted by means
of the levelplot function, panel.2dsmoother at library (latticeExtra) in R
(R Core Team, 2016).
The resulting plots (Fig. 1 [d], [e], [f]) show that, during winter and
autumn, high values of the variable are more frequent in impaired
(hydropeaking, Fig. 1 [d]) than in free-ﬂowing conditions (Fig. 1 [e]).
Graphically, it may be interpreted that the impacted (hydropeaking)
conditions reduce the frequency of low values of the variable (as if
therewas a deﬁcit of lowvalues) -and, subsequently, there is an increase
in the frequency of higher values (a surplus of high values)- duringwin-
ter and autumn (Fig. 1 [f]). To quantify the effect of surplus and deﬁcit in
the impact graph it is feasible to deﬁne the volume they generate, which
is namely the area (days × variable value) times the average height (fre-
quency). The position of the surplus volumes relative to the deﬁcit vol-
umes along the gradient of the variable (y axis) comprises a distance.
High values of this distance mean that the variable's values that are
more (or less) frequent in altered conditions are very different from
those values that should bemore (or less) frequent in free-ﬂowing con-
ditions. Therefore, the larger is this difference, the greater is the impact.
These map-like graphs can be used as instruments for the interpre-
tation of the large amount of quantitative information included in hour-
ly hydrographs concerning several years. These contain a signiﬁcant
amount of information that can be interpreted in a simple and intuitivee f
b c
c]; z axis in [d], [e], [f]) of a given value of the variable standardized hourly ﬂow (unitless)
ar (x axis) (graphs [d], [e], [f]).
535way, andwithout requiring oversimpliﬁcation. In the example shown in
Fig. 1 [e], it may be noticed that the lowest values of the variable are reg-
istered during late autumn and winter. This period is followed by a sea-
son in which the variable's values are highly dispersed between 0.5 and
4, reaching a peak in late spring. The variable's values becomemore con-
centrated around lower values as summer conditions lead the ﬂow to-
wards the lower values achieved in autumn. It is also noticeable that
events with high variable values are extremely rare during the winter,
but can occur in early autumn.
This visual display also allows the use of well-known concepts, such
as cartographic tools, so as to interpret the ample information which is
comprised. Short-term ﬂow regime characterization and hydropeaking
impact assessment can be intuitively addressed by applying the afore-
mentioned graphical approach to sub-daily (e.g., hourly) ﬂow records
of free-ﬂowing rivers and rivers affected by hydropeaking. In the exam-
ple, we compare the graphs obtained from altered (i.e. affected by
hydropeaking schemes) (Fig. 1 [d]) vs. free ﬂowing (Fig. 1 [e]) condi-
tions. If the surfaces represented in these graphs were interpreted as
landscapes,when both landscapes are compared, a difference in the dis-
tribution of elevations may occur. This difference can be calculated by
subtracting the z values of the free ﬂow graph (Fig. 1 [e]) from those
of the altered graph (Fig. 1 [d]). The resulting elevations can also beplot-
ted using the same XY axes (Fig. 1 [f]), thus exhibiting areas with posi-
tive and negative elevations. Positive elevations correspond to days in
which the frequency of a given value of the variable is higher in altered
conditions, whereas negative elevations mean that, for a given day, the
frequency of occurrence of a particular value of the variable is higher in
free ﬂowing than in altered conditions. It may be expected that in these
sort of graphs anunimpaired sitewould show aﬂat zero-elevation land-
scape. On the contrary, a heavily impacted site would produce a graph
showing an abrupt landscape. As already mentioned, the difference be-
tween the most frequent values of the variable in altered vs. free ﬂow
conditions at a given day is also an indicator of impact. This aspect of
the impact is reﬂected by the distance (in y axis) among the elevations
and the depressions in the impact graphs (Fig. 1 [f]). The larger the dis-
tance, the greater is the difference between the most frequent values of
the variable in altered vs. free ﬂow conditions. Thus, it is possible to ob-
tain a quantitative indicator of the impact by taking into account both of
its components: (1st component) the difference of elevations (z axis) at
a given day for a given variable value; and (2nd component) the dis-
tance (y axis) between the most frequent value of the variable at a
given day in altered vs. free ﬂow conditions. Following the analogy
with cartography, such consideration simulates the calculation of the ef-
fort required to move the elevated lands so as to ﬁll the depressions in
an abrupt (~impacted) landscape and level it into a ﬂat zero-elevation
(~unimpacted) terrain. In order to perform such computation, we ﬁrst
calculate the impact on a daily basis, and then average the daily results
for the whole year to obtain a synthetized value of the difference be-
tween altered and free ﬂow conditions. Once the frequencies for the
variable have been calculated for every Julian day, the difference of fre-
quencies (y axis in Fig. 1 [a], [b]) for a given value class of the variable (x
axis in Fig. 1 [a], [b]) at a given day of the year (day i) is calculated be-
tween the altered (Fig. 1 [a]) and the free ﬂow conditions (Fig. 1 [b]).
This result provides the value of the 1st component of the impact. The
2nd component of the impact can bemeasured by the existing distance,
Dday i, between the positive and the negative values of the daily frequen-
cy distribution of the variable (Fig. 1 [c]). This can be done by calculating
the distance between the correlative center of masses of both the posi-
tive and negative sections of the graph. The center of masses of the pos-
itive (and, correspondingly, the negative) components is calculated as
the average value of the variable (x axis in Fig. 1 [a], [b]) weighted by
the values of the frequency (y axis in Fig. 1 [a], [b]) of the variable classes
with positive (and negative) values. However, the effect of Dday i on the
impact's estimation should be relative to the range of variation of the
variable in free-ﬂowing conditions. Therefore, the input of Dday i in the
impact calculation is divided by the difference between percentile 95and percentile 5 of the considered variable's values observed at free-
ﬂowing conditions. This range of percentiles is noted as r.
To synthetize both components, the impact of the hydropeaking
scheme in every variable at a given day i is calculated as the average
of the area (calculated as the average value of the positive, or negative,
frequencies, times the number of variable classes with positive, or neg-
ative, frequencies) of positive values (Apos.day i) and the area of negative
values (Aneg.day i) times the ratio of the distance between the respective
centers of masses (Dday i) and the range among percentiles 5 and 95 of
the variable at free-ﬂowing conditions for the complete study period
(r) (Eq. (1); Fig. 1 [c]). The average value of the daily impacts along
the year is assumed to be a good estimate of the global impact for the
considered variable (Eq. (2)).
Impactday i ¼
Aneg:day i þ Apos:day i
2
 Dday i
r
ð1Þ
Impact ¼
X365
1
Impactday i
365
ð2Þ
2.2. Short-term ﬂow regime characterization and hydropeaking alteration
assessment
With the objective of testing the graphical approach, we applied the
method to several river reaches in northern Sweden (boreal), western
USA (continental) and northern Italy (alpine), representing different
hydropeaking schemes and intensities (from free-ﬂowing to highly reg-
ulated by hydropower plants). Sub-daily ﬂow records at selected
reaches at time intervals ranging from several minutes to one hour dur-
ing a nine-year periodwere gathered. For calculations, we homogenized
the time interval of the ﬂow series to 1-hour intervals in all study cases.
We also selected the 2003–2011 period of ﬂow records from compara-
ble pairs of river reaches, unimpaired (i.e. free-ﬂowing) and impaired
(affected by hydropeaking devices), from Sweden and Italy, whereas
we used the ﬂows from 1943 to 1951 and 2003 to 2011 from the
same river reach in USA as free-ﬂowing and hydropeaking conditions,
respectively. Selected river reaches and characteristics are detailed in
the Table 1. Sub-dailyﬂow recordswere obtained from the SwedishMe-
teorological and Hydrological Institute (SMHI, Sweden), the Grand Can-
yon Monitoring and Research Center (USGS, USA), and the Servizio
Prevenzione Rischi of the Autonomous Province of Trento (Italy). We
selected four metrics from those commonly used in the literature to de-
scribe both long- (Richter et al., 1996) and short-time scale (e.g.,
Bejarano et al., 2016) hydrographs which describe key aspects (i.e.,
magnitude, frequency and rate of change) of a within-day ﬂow
hydrograph as variables for graphical representations. Four metrics
were selected to describe key aspects (i.e., magnitude, frequency and
rate of change) of a within-day ﬂow hydrograph from the already pro-
posed quantitative metrics in the literature (Bejarano et al., 2016) as
variables for graphical representations. Selected variables were:
(1) Standardized hourly ﬂow, Qst [unitless], calculated as the ob-
served value divided by the hourlymean ﬂowof the study period
in the same conditions (altered or free ﬂow). We used the stan-
dardized hourly ﬂow by dividing it by the hourly mean ﬂow
value of the complete study period (9 years) for the calculation
of all variables. Standardized ﬂows are not necessary unless
there is a difference of mean discharge between altered and
free ﬂow conditions. This was the case of Colorado river, which
experienced a reduction in the mean discharge between the
free ﬂow period 1943–51 (465 m3 s−1), and the altered period
2003–11 (358 m3 s−1). Therefore, in order to use consistent
units in the whole the study, we utilized standardized hourly
ﬂow values for all the sites.
Table 1
Location and characteristics of the case study rivers: (R) regulated reaches by hydropeaking; (FF) free ﬂowing reaches for references.
River name Ume (R) Vindel (FF) Ume (R) Vindel (FF) Colorado (R) Colorado (FF) Noce (R) Vermigliana (FF)
Location Grundfors Sorsele Harrsele Granaker Lees Ferry Lees Ferry Male Vermiglio
Country Sweden Sweden Sweden Sweden USA USA Italy Italy
X, Y coordinates 64.960366° N
17.578501° E
65.534925° N
17.535463° E
64.000132° N
19.585188° E
64.239804° N
19.668881° E
36.932770° N
111.479337° W
36.932770° N
111.479337° W
46.3472444° N
10.9138322° E
46.29784167° N
10.7019525° E
Mean annual
discharge (m3/s)
197 119 234 176 358 465 12 2
Dam name and
closing date
Grundfors 1958 – Harrsele 2006 – Glen Canyon
1964
– Pian Palù &
Careser
–
Dam head (m) 35.3 – 55 – 156 – 51.5 –
Reservoir storage
capacity (hm3)
– – 63,000 – 15.5 –
Total power (MW) 103.5 – 223 – 1320 – 58 –
Annual production
(GWh/year)
492 – 970 – 3209 – 179.4 –
Gauging station
name/code
Grund. dam So2 (2238) Harr. Dam Gran (2237) 9,380,000 9,380,000 Male Vermiglio
Flow data series 2003–2011 2003–2011 2003–2011 2003–2011 2003–2011 1943–1951 2003–2011 2003–2011
536(2) Daily amplitude of recorded hourly ﬂows, amplitude_Qst
[unitless], calculated as the daily maximum standardized hourly
ﬂow minus its minimum. This variable has a daily resolution
(one observation per day).
(3) Rate of ﬂow decrease between two consecutive hourly records,
decrease_slope_Qst [h−1], calculated as the standardized hourly
ﬂow in time h minus the standardized hourly ﬂow in time h−
1 (only decreasing trends have been considered in the analyses);
and
(4) number of hourly ﬂow reversals (decrease to increase, and in-
crease to decrease) per day, reversals_day, considering every
change in the trend among every three consecutive records as a
reversal. We did not consider any threshold to deﬁne a reversal
since our main interest was to maintain as much information as
possible. Consequently, the results are a mere description of the
conditions which are experienced by the elements of the ecosys-
tem, regardless of their sensitiveness or response to different de-
grees of alteration. We thus accounted the total number of
reversals experienced by the hydrograph at a given day. This var-
iable has, therefore, a daily resolution.
The metrics “hourly ﬂow” and “daily amplitude of hourly ﬂows”
provide information on the magnitude of the ﬂow; the latter im-
plies the identiﬁcation of the highest and the lowest hourly dis-
charge for each day. The metric “rate of decrease of hourly
ﬂows” provides information on the abruptness and number
(i.e., rate and frequency) of intra-day ﬂow change. Finally, the
“number of hourly reversals” contributes awareness concerning
the frequency of hourly ﬂow switches from a rising to a falling
trend (and vice versa) within each day.
The computational tool proposed in Sauterleute and Charmasson
(2014) was utilized in order to contrast its results with those obtained
by means of the graphical method. We used the same ﬂow records
and standardized procedures as in our graphical approach. The tool's al-
gorithm is based on an iterative process inwhich an initial threshold c is
established for both increase and decrease conditions. A threshold stan-
dardized slope is then calculated for each situation by multiplying the
maximumstandardized incremental or decremental slope by its thresh-
old (either cinc or cdec respectively). If the slope of the ﬂow curve at in-
stant t equals or exceeds the increase threshold slope, or is lower than
or equals the decrease threshold, the occurrence of a hydropeaking in-
crease or decrease condition is registered. After the ﬂow values for the
complete set of time intervals have been evaluated and categorized,
the maximum and minimum standard ﬂows are calculated for each in-
crease and decrease sequence, and a graphic representation isperformed. A visual inspection is then implemented so as to determine
if the provisional threshold values provide an appropriate identiﬁcation
of the hydropeaking events. If so, the algorithm ends. In case further re-
ﬁnement is necessary, threshold values c decrease by a predetermined
amount and a new iteration begins. Once the iterative loop ﬁnalizes, a
comprehensive set of parameters to characterize hydropeaking magni-
tude, time and frequency features is calculated, and a statistical analysis
is subsequently implemented. In all cases, parameters dwhich limits the
minimum duration for a peaking sequence to be considered is 120min,
T for multipeaking sustained ﬂow analysis is 2 h, and fraction p=0.2 is
used in the algorithm's decision tree. The values for parameters T and p
are equivalent to those used in Sauterleute and Charmasson (2014).
However, the value used for parameter d is 120 min (in practice 1 h,
since for hourly-collected data, the algorithm's condition disregards
peaking events strictly shorter than two hours), while d is 45 min in
the aforementioned article because its case study assesses data which
has been registered in 15 minute intervals.
The tool's output information is complemented with additional var-
iables to enable the comparisons with the results obtained when using
the proposed graphical approach. Similarly to the variables used to
test the graphical approach, the variables selected from Sauterleute
and Charmasson (2014) represent ﬂow magnitudes, rates of change
and frequencies: (1) The peaking amplitude is obtained by using the av-
erage standardized ﬂow ratio of the rapid decreases, Fdec;std (Eq. (3)).
The total amount of decrease sequences is nd, and Qmax,n,dec and
Qmin,n,dec represent the upper and lower standardized ﬂow values for
each of the n decrease phases, respectively. (2) The rate of changes in
ﬂow is assessed using the average value of the mean rates of standard-
ized ﬂow decrease, RQm;dec;std as expressed in Eq. (4). te,n,dec represents
the end time of decrease sequence n and ts,n,dec its starting time. (3) Fi-
nally, peaking frequency is evaluated by counting the average number
of daily rapid decreases, Nd;dec;std.
Fdec;std ¼
1
nd
Xnd
n¼1
Q max;n;dec=Qm
Q min;n;dec=Qm
¼ 1
nd
Xnd
n¼1
Q max;n;dec
Q min;n;dec
ð3Þ
RQm;dec;std ¼
1
nd
Xnd
n¼1
Q max;n;dec−Q min;n;dec
Qm
te;n;dec−ts;n;dec
ð4Þ
Regressions have also been developed between the impact value for
each of the variables calculated by applying the graphical approach, and
the equivalent results obtained when using the method described in
Sauterleute and Charmasson (2014).
5373. Results
Our graphical approach produces two sorts of results: a graphical
display and a quantitative value of the impact. A visual display of the
data in the form of a map-like graph shows a general picture of the dis-
tribution of the frequencies of occurrence of different values of a vari-
able throughout the year. This feature allows the observer to perceive
a large amount of information in just a few graphs. Such results can
also be described by using similar terminology as cartography utilizes
to describe a landscape. Different observers, with different interests,
will focus on different aspects of the graphs, and would eventually de-
scribe them in the same way. However, any textual description would
be much less efﬁcient than the graphical display; and will always
cause oversimpliﬁcation. The interpretation of the graphs comes next.
Just like maps, we need tools to quantify these different aspects. In our
particular case, we calculated the difference between the graphs de-
scribing altered and free ﬂow conditions, and used this quantiﬁcation
to produce a rough general numerical value of the synthesized differ-
ence. It is therefore important to highlight that both results are comple-
mentary; the graphical display provides an insight of the whole set of
results, whereas the impact value provides objectiveness to the inter-
pretation of a particular aspect of the results (namely the quantitative
impact of hydropeaking).
The results from the graphical analysis of the hourly ﬂows (i.e., var-
iable (1); Figs. 2a, 3a, 4a, 5a)mirror the hydrological alteration resulting
from upstream dams at a longer time scales (e.g., seasons). Seasonal
patterns of hourly ﬂows in free ﬂowing rivers are clearly shown as
more or less lowwinter ﬂows and high spring ﬂows, mainly depending
on the climatologic traits of each river. Flow regulation dramatically
changes these seasonal patterns in the Ume (Harrsele dam) and Colora-
do Rivers (Figs. 2a and 4a), whereas it slightly impacts the seasonal
hourly ﬂows pattern in the regulated Noce River (Fig. 5a) which is sim-
ilar to the free-ﬂowing pattern of the Vermigliana River. Additionally,
the results from the graphical analysis of the remaining variables related
to the magnitudes, rates of change and frequencies (variables (1), (2)
and (3)) evaluate hydropeaking effect traits at a shorter time scale.
Hourly ﬂow amplitude, rate of change and reversals remain around
zero along the entire year in the free-ﬂowing Swedish reaches (in the
Vindel River; Figs. 2b–d and 3b–d), whereas they becomemore variable
along the year according to a seasonal pattern in the naturally ﬂashiest
rivers (i.e., the Colorado pre-impact and the Vermigliana Rivers; Figs.
4b–d and 5b–d). For example, the amplitude in the Vermigliana River
has a wider range of values during summer, while these concentrate
nearby low values in fall and winter. The number of hourly reversals
of the Colorado River during the pre-impact period and the Vermigliana
Riverﬂuctuates around2 and 5 (median values) per day, respectively. In
general, hydropeaking schemes increase the range of variability of all
variables and laminate or eliminate the seasonal pattern. As the
hydropeaking intensity increases, as occurs in the Swedish case (in
the Ume River; Figs. 2 and 3), less signs of seasonality are found, where-
as seasonality is still slightly seen under altered conditions in the less
impacted cases (e.g., the Colorado post-impact and the Noce Rivers;
Figs. 4 and 5).
The relative position of the deﬁcit and surplus volumes in the impact
graphs along the gradient of the variable (y-axis) shows the difference
between the most frequent values of a variable in free-ﬂowing and al-
tered conditions. For example, the fact that themost frequent amplitude
and number of reversals in the free-ﬂowing conditions is close to zero in
the Granaker reach (i.e., lower Vindel River; Fig. 2c, d) results in a deﬁcit
volume (blue colored) at the bottom of the impact graph for the pair
Harrsele-Granaker. The mode of the amplitude is 1.7 during the com-
plete year under the altered conditions characterizing the Harrsele
reach (i.e., lower Ume River), thus resulting in a surplus volume in the
impact graph (brownish colored) around this value. Therefore, both
surplus and deﬁcit volumes are separated by a distance of N1.5 units
in the y-axis. Since the natural range of variation (r) is very low in thelower Vindel River, the effect of such distance is very high. Contrarily,
when the ratio becomes smaller because of a high r value, the inﬂuence
of the distance is much lower, thus resulting in a lower impact. For in-
stance, regardless the height and depth (z-axis) of the surplus and def-
icit volumes in the Colorado pre and post impact graph for the
amplitude (Fig. 4c), their relative distance is similar to the natural
range of variation, thus resulting in a lower impact. If cartographical
terms are used to describe and compare the information contained in
the impact graphs for the amplitude, a continuous mountain range
(very frequent values) and coastline (edge between surplus and deﬁcit
volumes) throughout the year is evidenced in the rivers which are high-
ly affected by hydropeaking. As we move towards less impacted
reaches, the landscape becomes more heterogeneous, the coastline
and mountain ranges are more variable, and what is more relevant for
our purpose of impact assessment, the highest peaks get closer to the
lowest depressions. Finally, at the least impacted reach (the Noce
River), the high and deep areas are moderate and are closer to each
other than in more impacted reaches. In terms of impact, the lowest
the difference between the high volumes and deep depressions, and
the closer the distance to each other, the less impact.
If the same approach is used to describe the rate of ﬂow change, it
may be noticed that its values remain ﬂuctuating close to zero under
hydropeaking conditions, like in free-ﬂowing conditions, but with a
wider distribution of values along the year. This produces a gently-slop-
ing landscape in the impact graphs of the rate of ﬂow change, with a
large almost ﬂat plateau, and a deep regular depression at the top of
the graph.
The impact value for each of the considered variables calculated by
applying the graphical approach is coherent with those presented by
Sauterleute and Charmasson (2014) (Table 2). Linear regressionmodels
of the form S(variable) = aGM(variable) + b, where GM(variable) is
the hydropeaking impact for a given variable using our graphical ap-
proach (GM) and S(variable) is the analogous metrics identiﬁed using
Sauterleute and Charmasson (S) (see Table 2 for data and details),
were ﬁtted between both types of impact values. The models showed
reasonably good ﬁtting; with R2 of 0.9, 0.7 and 0.6 for the amplitude,
rate of decrease and reversals, respectively (standardized hourly ﬂow
was not included in this comparison because there is not an analogous
variable in Sauterleute and Charmasson (2014)). Coefﬁcients of the
ﬁtted models were: amplitude a = 14.4, b = −1.8; rate of decrease
a = 0.01, b = 0.07; and reversals a = 0.12, b = 0.72.
The values for Sauterleute and Charmasson's (2014) variable Fdec in-
dicate that the highest peaking amplitudes occur for the Ume River, and
these are signiﬁcantly higher than those obtained for the Colorado and
Noce Rivers (Table 2). This circumstance is primarily caused by the
low minimum ﬂow values at the Swedish river and its limited regula-
tion capacity (Table 1). In fact, the regulated ﬂow presents rather fre-
quent zero-ﬂow conditions (especially at the Harrsele gauge, where
the Ume is highly impacted). This particular case highlights a limitation
whichmay arisewhen using this variable, since zero division ratiosmay
occur. As this has been the case for the UmeRiver, the parameter's value
for this river was computed excluding these particular events, and, even
so, ﬁnal values for Ume are extremely high. Lower Fdec values are ob-
tained for both the American and Italian rivers, although their
hydropeaking features differ signiﬁcantly due to the dissimilarities in
the power generation strategy and the hydrological characteristics of
each water stream (Table 1). In the case of the Colorado, lower peaking
amplitudes are obtained primarily due to rather conservativeminimum
ﬂow values (much higher regulation capacity than the others; Table 1).
For the Noce River, these variable's results are inﬂuenced by the river's
limited regulation capacity (Table 1). Consequently, its hydropeaking
events are planned in synchrony with the baseline ﬂow, which attenu-
ates this variable's value, especially when ﬂows exceed the average
value. Concerning the results obtained for the mean rate of normalized
ﬂow decrease, variable Rdec again reaches the highest values for the
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Fig. 2.Graphical representation of the frequency of occurrence and calculated impact (z axes) of ﬂowvariables (y axis, range of values between percentiles 5 and 95of both altered and free
ﬂow hourly observations) along the year (x axis) at Ume/Harrsele and Vindel/Granaker: [a] hourly ﬂow, Qst (unitless); [b] daily amplitude of recorded hourly ﬂows, amplitude_Qst_day
(daily maximum minus daily minimum; unitless); [c] rate of change of ﬂows between two consecutive hourly records, decrease_slope_Qst (h− 1); and [d] number of hourly ﬂow
reversals (decrease to increase, and increase to decrease) per day, reversals_day. Dashed lines delimit the range of values between percentiles 5 and 95 of the hourly observations at
the free ﬂow site, r.
538Swedish river. Likewise, the aforementioned regulation peculiarities af-
fecting the American and Italian rivers inﬂuence their respective rate of
ﬂow decrease, for which the Colorado River presents the lowest value.
Counting of rapid daily decreases provides additional information on
each river's hydropeaking peculiarities. While Ume-Harrsele and Colo-
rado Rivers are exposed to approximately one complete daily decrease,
such ratio is 0.62 at Ume-Grundfors and 0.66 for the Noce River.
4. Discussion
Short-term ﬂow regimes have not been studied in depth partly be-
cause of the unavailability of long time series of short-interval hydrolog-
ic data (Zimmerman et al., 2010), but also due to the tediousmanagement, representation and interpretation of such amount of in-
formation (Tufte, 2001). The maxim “a picture is worth a thousand
words” has inspired the development of the graphical approach intro-
duced in this article. The graphical approach consists in a three-dimen-
sional (i.e., time, variable value, and variable frequency) map-like
graphical representation of any variable, enabling large data set man-
agement, description, exploration, tabulation and comparison. When
applied to sub-daily ﬂow data, it may be used to represent any variable
describing ecologically relevant aspects of the short-term ﬂow regime
(according to Poff et al. (1997)) hence, allowing the rivers' short-term
ﬂow regimecharacterization, both free-ﬂowing and regulated (e.g., sub-
jected to hydropeaking). Furthermore, by facilitating the comparison of
the free-ﬂowing and regulated graphical patterns from the same river
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Fig. 3.Graphical representation of the frequency of occurrence and calculated impact (z axes) of ﬂowvariables (y axis, range of values between percentiles 5 and 95of both altered and free
ﬂow hourly observations) along the year (x axis) at Ume/Grundfors and Vindel/Sorsele: [a] instantaneous hourly ﬂow, Qst (unitless); [b] daily amplitude of recorded hourly ﬂows,
amplitude_Qst_day (daily maximumminus daily minimum; unitless); [c] rate of change of ﬂows between two consecutive hourly records, decrease_slope_Qst (h− 1); and [d] number
of hourly ﬂow reversals (decrease to increase, and increase to decrease) per day, reversals_day. Dashed lines delimit the range of values between percentiles 5 and 95 of the hourly
observations at the free ﬂow site, r.
539reach or from similar rivers, this approach allows the evaluation of the
deviation from the unaltered conditions (e.g., intensity of hydropeaking
alteration). The resulting graphical signatures may be seen as ﬁnger-
prints exclusively corresponding to the studied rivers, revealing infor-
mation on their short-term ﬂow regime and their degree of alteration.
In rivers with hydropower plants, we assume that particular electricity
demands and hydraulic infrastructures superimposed on the river
ﬂow regime determine the river's sub-daily ﬂow alteration which is
represented by a hydropeaking ﬁngerprint.
The graphical approach improves recently proposed analytical
methods (Zimmerman et al., 2010; Meile et al., 2011; Haas et al.,
2014; Sauterleute and Charmasson, 2014; Bevelhimer et al., 2015;Carolli et al., 2015; Chen et al., 2015; Bejarano et al., 2016) which aim
sub-daily ﬂow characterizations. Traditional analytical methods are
based on too many variables usually summarized in large tables that
are difﬁcult to understand at a glance, whereas visual displays enable
the illustration of a large ﬂow data set in a small space, making data co-
herent, and encouraging the eye to compare diverse data components at
different levels of detail. Furthermore, visual displays avoid distorting
data interpretation, and induce the viewer to think about the substance
rather than something else (Tufte, 2001). On the other hand, by
superimposing the sub-daily ﬂow ﬁngerprint from two comparable
free-ﬂowing and altered river reaches, the approach allows to quantify
and represent the variability of the impact on a graph with clarity,
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Fig. 4.Graphical representation of the frequency of occurrence and calculated impact (z axes) of ﬂowvariables (y axis, range of values between percentiles 5 and 95of both altered and free
ﬂow hourly observations) along the year (x axis) at Colorado 2003–11 and Colorado 1943–51: [a] instantaneous hourly ﬂow, Qst (unitless); [b] daily amplitude of recorded hourly ﬂows,
amplitude_Qst_day (daily maximumminus daily minimum; unitless); [c] rate of change of ﬂows between two consecutive hourly records, decrease_slope_Qst (h− 1); and [d] number of
hourly ﬂow reversals (decrease to increase, and increase to decrease) per day, reversals_day. Dashed lines delimit the range of values between percentiles 5 and 95 of the hourly
observations at the free ﬂow site, r.
540precision and efﬁciency. In general, already proposed analytical
methods such as Sauterleute and Charmasson (2014), do not provide
a degree of alteration analysis.
Hydropeaking results in important changes in all analyzed variables
referring to magnitudes, rates of change and frequencies of sub-daily
ﬂows. Impact graphs obtained by applying the graphical approach evi-
dence the manner in which changes in the frequencies of sub-daily
ﬂow variables occur throughout the year. To take advantage of all the
amount of information contained in the output graphs, these may be
interpreted as topographic maps. According to this analogy, the impact
graphs for amplitude and number of hourly reversals per day exhibit an
abrupt ‘landscape’ characterized by high hills. This is because higher
values for amplitude and reversals become more frequent and theirdistribution throughout the year is also altered under hydropeaking
when compared to the free-ﬂowing conditions (which remain around
zero). The heterogeneity of these ‘landscapes’ throughout the year (i.e.
thepresence of a rough coastline, and abrupt separated hills and depres-
sions) indicates the different degree of impact that is produced by
hydropeaking schemes at different seasons.
Our results show that, under a similar intensity of hydropeaking, a
more naturally stable river, such as the boreal ones in our case, would
bemuchmore hydrologically affected by hydropeaking than a naturally
ﬂashy river, such as the alpine river. According to the habitat template
concept (Southwood, 1977) biotic communities are determined by the
natural disturbance regime at their respective habitats. Therefore, eco-
logical changes to hydrological alteration derived from hydropeaking
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Fig. 5.Graphical representation of the frequency of occurrence and calculated impact (z axes) of ﬂowvariables (y axis, range of values between percentiles 5 and 95of both altered and free
ﬂow hourly observations) along the year (x axis) at Noce and Vermigliana Rivers: [a] instantaneous hourly ﬂow, Qst (unitless); [b] daily amplitude of recorded hourly ﬂows,
amplitude_Qst_day (daily maximumminus daily minimum; unitless); [c] rate of change of ﬂows between two consecutive hourly records, decrease_slope_Qst (h− 1); and [d] number
of hourly ﬂow reversals (decrease to increase, and increase to decrease) per day, reversals_day. Dashed lines delimit the range of values between percentiles 5 and 95 of the hourly
observations at the free ﬂow site, r.
541might be expected to be greater in naturally stable rivers than in natu-
rally ﬂashy streams.
The quantitative value of the impacts provided by the graphical ap-
proach is consistent with the characterization of the hydropeaking
events made when using the approach proposed by Sauterleute and
Charmasson (2014). The application of the Sauterleute and
Charmasson's computational tool indicates that the most impacted
river is the Ume at Harrsele site, with high relative peaking amplitudes
and slopes. Upstream at Grundfors, the amplitude of the events is pro-
portionally similar, although with lower slopes and minor frequency.
The Colorado River power plant operates with inferior relative peaking
amplitudes (highest regulation capacity), the mildest ﬂow-decrease
slopes, and an average of nearly one daily decrease. This operationscheme is partly conditioned by this plant's high generation capacity
and the huge eight turbines used for energy production. Finally, the
Noce seems to be the least affected river, with the plant's unit dispatch
following the stream's baseline ﬂow with both moderate amplitudes
and slopes, and lower daily number of decrease sequences. It must be
noticed that our selected variables and Sauterleute & Charmasson's
ﬂow variables are not the same, and consequently our comparison of
approaches should not be considered a validation of our method. How-
ever, both sets of variables represent analogous aspects of the ﬂow re-
gime, such as magnitude, frequency and rate of change; thus
providing evidences that both approaches are measuring the same ef-
fects. In contrast, the graphical method additionally takes into account
the timing and the frequency of occurrence of the events throughout
Table 2
Comparison of hydropeaking impacts in the case studies through the values of three anal-
ogous metrics identiﬁed using Sauterleute & Charmasson (S) (F is the peaking amplitude;
R is themean rate of standardized ﬂow decrease; andN is themean number of daily rapid
decreases) parameters and those proposed by the graphical method (GM) (impact calcu-
lated from the comparison of graphs for variables: amplitude_Qst is daily amplitude of re-
corded hourly ﬂows; decrease_slope_Qst is rate of ﬂow decrease between two consecutive
hourly records; and reversals_day is number of hourlyﬂow reversals (decrease to increase,
and increase to decrease) per day).
River name Ume Ume Colorado Noce
Location Harrsele Grundfors Lees Ferry Male
Country Sweden Sweden USA Italy
GM amplitude_Qst 7.72 2.24 1.36 0.109
S F =Qmax/Qmin 107.8 47.1 1.6 1.5
GM decrease_slope_Qst (h−1) 7.96 1.54 0.9 0.035
S R=mean slope (h−1) 0.1725 0.1395 0.0562 0.0656
GM reversals_day (d−1) 2.83 0.22 1.51 0.092
S N (d−1) 1.07 0.62 0.94 0.66
542the year. This might be especially relevant due to the fact that
hydropeaking changes the intensity of the ﬂow variable, but also its
timing and frequency distribution. This temporal magnitude allows a
ponderation of the impacts produced by hydropeaking according to
the different fragility and sensitiveness of the biotic communities to
short term ﬂow ﬂuctuations throughout the year. Moreover, by taking
into consideration all the range of values of a ﬂow variable, instead of
using previously deﬁned thresholds to identify hydropeaking events, it
is also possible to weight the effect of the changes for different values
of the considered variable. It is therefore feasible to apply a weighting
grid (analogous to the curves deﬁned in the International standard IEC
61672:2003 applied to the measurement of sound pressure level) to
the observed change in the frequency of occurrence of the different
values of a variable across the year, so as to account for the relative im-
pact experienced by the different biotic components of the ecosystem
throughout their life cycle (Parasiewicz, 2008). This approach may
also be used as a basis for estimating the environmental costs that hy-
droelectric production originates through hydropeaking. Certainly,
once the hydrological alteration caused by hydropeaking is quantiﬁed,
an environmental price to hydrologic alteration unit can be justiﬁed as
has been accomplished in other research studies, such as García de
Jalón et al. (2015), and thereby, environmental costs derived from hy-
dropower generation can be assessed. By applying this approach to
characterize and evaluate sub-daily ﬂows from individual years, it is
possible to identify critical periods of the year in which the high inten-
sity of hydroelectric production is causing major hydrologic alteration.
Analytical indices for ﬂow alteration evaluation are designed to sim-
plify information in their aim to quantitatively answer a few well de-
ﬁned questions with a limited set of values. Just like maps, a visual
display of a large set of results keepsmuch of the information contained
in it, and allows raise a larger set of questions. This might provide a
framework for different stakeholders to extract speciﬁc information
from a common description of hydrological conditions, according to
their interests and expertise. Analogously, different elements of the eco-
system (e.g. biota, hydromorphology)might be sensitive to different as-
pects of the impacted conditions. Keeping a large amount of information
(including timing, intensity and frequency of occurrence of a set of de-
scriptive variables), as well as the lack of a priori stated thresholds, can
be an advantage in holistic studies aiming at considering the different
sensitiveness of the ecosystem's diverse agents to the alteration of hy-
drological conditions.
Variability among perceivers can be, however, a weakness of this
kind of visual representations (Macdonald-Ross, 1977). Different ob-
servers with different experience might have different perceptions of
the same area (Tufte, 2001). Just as maps, it needs tools to infer precise
and objective answers to deﬁned questions. Besides, it lacks the ability
to be applied to such a large and diverse set of variables as those presentin more analytical methods (Sauterleute and Charmasson, 2014;
Bejarano et al., 2016), since the variables should be deﬁned in previous-
ly delimited time steps (e.g. days in our case; or weeks in a coarser time
scale). However, our graphical approach provides an insight to a de-
tailed description of the results which, combined with other methods,
can be used by the different stakeholders in order tomeet compromises
over a common template.
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