Abstract-In this paper, two receivers are proposed for a multiple-input multiple-output (MIMO) relaying multi-hop communication system using a Khatri-Rao space-time (KRST) coding at the source and amplify-and-forward (AF) relays. It is shown that the third-order tensor of signals received at the destination satisfies a PARATUCK-(K+1) tensor model, where K is the number of relays. After formulating the system model, the expressions of the Cramér-Rao bound (CRB) for the communication channels are derived for the particular case of a two-hop system, i.e., K = 1. The presented tensorial modeling enables a joint semiblind estimation of the transmitted symbols and the channels. The first proposed estimation algorithm is a non-iterative technique based on a rearrangement of the Kronecker product, while the second proposed receiver is based on the alternating least squares (ALS) algorithm. The uniqueness of the tensor decomposition and the identifiability conditions of the proposed algorithms are discussed. The performance of these receivers is evaluated by means of Monte Carlo simulations.
I. INTRODUCTION
A IMING to provide an increase in the coverage area and received signal quality, the concept of relaying communication systems was developed, whith at least one relay node used to assist the communication between the source and the destination [1] . An advantage provided by relaying communications is the spatial diversity gain due to the use of relays. In this work, the amplify-and-forward (AF) protocol is used, due to its easy implementation and good performance.
Multi-hop systems, with several relays connected in a serial way, have the advantage of needing less transmission power than two-hop networks (with only one relay), as the distance between the source and the destination is divided in several shorter links, leading to less severe path losses [1] .
Furthermore, multiple-input multiple-output (MIMO) systems provided great advances to the wireless communications, due to the increase in coverage area, capacity and spatial diversity gains. This technology is widely used nowadays, being present in several standards (WIMAX-IEEE 802.16, WLAN-IEEE 802.11N, and many others) [2] . In relaying MIMO schemes, the system benefits from a distributed spatial diversity gain, due to the allocation of relays, and from a concentrated spatial diversity gain, due to the antenna array.
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In multi-hop systems, channel estimation is a challenging and relevant problem. Channel state information (CSI) plays an important role for optimizing MIMO relay systems in terms of power allocation, adaptive relaying protocols and spacetime coding design.
On the other hand, due to its advantage in exploring the multidimensional nature of signals, tensor decompositions have found applications in several areas, including array signal processing [3] and telecommunications [4] , [5] , [6] , [7] , [8] .
Tensor decompositions have some advantages over matrixbased methods as, for instance, their uniqueness properties under mild conditions and the fact that the rank of a tensor can exceed its dimensions. Also, tensor analysis has shown to be an efficient approach for channel and/or symbol estimation in relaying MIMO systems [9] , [10] , [11] , [12] .
Matrix-based techniques for conventional multi-hop MIMO schemes can be found in [13] , [14] , [15] . These works show the advantages of multi-hop relaying networks. However, when compared with tensor-based approaches, matrix-based methods generally require stronger constraints in order to guarantee the uniqueness of the estimated parameters, due to the constraint on the matrix rank which is limited by the lowest dimension.
In [7] , three semi-blind receivers are proposed for a twohop MIMO AF relaying system using the Khatri-Rao spacetime (KRST) coding [16] . These receivers combine two tensor models (PARAllel FACtor -PARAFAC and PARATUCK-2) that enables the joint estimation of symbols and channels. The tensor modeling of the present paper generalizes the tensor modeling of [7] for the multi-hop case. Moreover, we propose both iterative and non-iterative receivers, contrarily to [7] that only presents iterative methods. In addition, the iterative algorithm proposed in the present paper has some advantages over the ones of [7] , as it will be illustrated by the simulation results. In a two-hop MIMO AF relaying system, the work [9] exploited a nested-PARAFAC tensor model and proposed two semi-blind receivers, jointly estimating the symbols and the channels of the communication links. In [10] , a tensor spacetime coding is used in a MIMO relaying system modeled as a nested Tucker decomposition.
Regarding the use of the PARATUCK decomposition in wireless communications, a blind receiver based on a generalized fourth-order PARATUCK-2 decomposition is proposed in [17] for space-time frequency (STF) MIMO systems. In this tensor model, the core tensor of the PARATUCK-2 decomposition is a spatial coding matrix combined with two third-order tensors. The PARATUCK-2 tensor model is used in [18] to represent a MIMO wireless communication system with space-time spreading-multiplexing. As [17] and [18] used point-topoint systems, [12] used the PARATUCK-3 decomposition to model a three-hop MIMO relaying system and to propose iterative receivers, using channel training sequences. Contrarily to the present paper, the receivers proposed in [12] are restricted to the three-hop case and they consider a supervised scenario. Moreover, in [12] , no closed-form algorithm is proposed and the used coding scheme is different from the one of the present paper.
In this work, we propose two semi-blind receivers that jointly estimate the symbols and the channels in a multi-hop AF MIMO relaying system. It is used a simplified KRST coding at the source node, combined with the AF protocol at the relay nodes. The third-order tensor of signals received by the destination node satisfies a PARATUCK-(K+1) decomposition [19] , where K is the number of relays. By imposing a simple restriction on the AF relay gains, we derive an alternative representation for the receiver signal tensor, expressing the PARATUCK-(K+1) decomposition as a PARATUCK-2 model. Sufficient uniqueness conditions are provided for the considered tensor decomposition. We also derive the expressions of the expected Cramér-Rao bound (CRB) [20] , [21] , [22] , [23] for the communication channels, considering the particular case of using a single relay, i.e., when the system has only two hops, satisfying the PARATUCK-2 tensor model.
The first proposed receiver is non-iterative and based on a rearrangement of the Kronecker product between the symbols and channel matrices. The second presented receiver is iterative, based on the alternating least squares (ALS) algorithm, to jointly and alternately estimate the matrix factors. Both algorithms estimate the transmitted symbols, the channel matrix of the last hop and a global channel matrix that depends on all the other channel matrices. The identifiability conditions of the proposed algorithms are discussed and their performance is evaluated by means of computational simulations using Monte Carlo runs, showing the good performance of the proposed receivers.
In this paper, we extend the work [11] through the generalization of the system model to the multi-hop case, the proposition of a new receiver and the derivation of uniqueness and identifiability conditions.
The main original contributions of the paper can be summarized as follows:
• We present a MIMO relaying multi-hop communication system using a KRST coding at the source and AF relays.
• We derive a PARATUCK-(K+1) representation for the tensor of received signals. Moreover, we derive an alternative representation for the received signals tensor as a PARATUCK-2 model.
• We derive the expressions of the expected CRB for the communication channels of the PARATUCK-2 model. To the best of our knowledge, this is the first time that a mean square error (MSE) lower bound is derived for such wireless communication systems.
• Two different sets of sufficient uniqueness conditions for the tensor model are provided.
• Two receivers for the considered multi-hop system are proposed.
• The identifiability conditions of the proposed algorithms are derived.
• Simulations are provided to illustrate the performance of the receivers. The rest of this paper is organized as follows. In Section II, the notation and the tensor prerequisites are introduced. In Section III, the system model is described, while, in Section IV, two semi-blind receivers are proposed. In Section V, we derive the expressions of the expected CRB for the communication channels, considering the two-hop case. Sections VI and VII present the uniqueness properties of the PARATUCK-N tensor model and the identifiability conditions of the proposed algorithms, respectively. In Section VIII the simulation results are presented and, finally, Section IX concludes the paper and presents some perspectives for future work. .., A P } creates a block diagonal matrix by aligning the input matrices A 1 , ..., A P along the diagonal, the operator vec(·) vectorizes its matrix argument by stacking its columns, while the operator unvec(·) unvectorizes its vector argument to the original matrix. The operator SV D(A) computes the singular value decomposition (SVD) of the matrix argument A. Moreover,â,â andÂ represent the estimates of a, a and A, respectively.
{·} and {·} represent the real and imaginary parts of the argument, respectively. Trace{·} computes the trace of the matrix argument, E is the expectation operator and I N is the identity matrix of order N .
In this work, the four following properties will be used:
where
. Given an arbitrary third-order tensor A ∈ C M ×I×P , its horizontal, lateral and frontal slices are respectively represented by A m.. ∈ C I×P , A .i. ∈ C P ×M and A ..p ∈ C M ×I . The PARATUCK-Z decomposition of a third-order tensor A ∈ C M ×I×P , in matrix slices terms, is illustrated in Figure  1 and given by:
for p = 1, ..., P , where
In scalar form, the PARATUCK-Z decomposition can be written as:
III. SYSTEM MODEL In the present work, a (K + 1)-hop one-way MIMO AF relay system with one source (S) node, one destination (D) node and K relays (R 1 , R 2 , ..., R K ) nodes is considered, as illustrated in Figure 2 , where M X denotes the number of antennas at node X (e.g, M S denotes the number of antennas at node S). All the channels are assumed to be invariant during the total transmission time and to undergo frequency flat fading. The transmitted symbols are quadrature amplitude modulation (QAM)-modulated or phase shift keying (PSK)-modulated. The relays are half-duplex and the transmission runs in K+1 phases. In the first phase, the source transmits the information signals to the first relay, in the second phase, the first relay transmits towards the second relay and so on, until the K th relay (the last one) transmits towards the destination in the (K + 1) th phase.
N ×M S is the matrix with the information symbols multiplexed to the M S antennas during N consecutive symbol periods. A simplified KRST coding is used at the source to introduce time redundancy:
where p = 1, ..., P , X ..p is the p th slice of the transmitted signal tensor X ∈ C M S ×N ×P , G 0 ∈ C P ×M S is the coding matrix of the source node and P is the number of transmission blocks, each block being composed of N symbol periods. The signals received by the first relay during the p th transmission block are given by the p th matrix slice of the tensorỸ
is the p th matrix slice of the additive white Gaussian noise (AWGN) tensor
during the p th transmission block at the relay R 1 . It is considered that all the relays use the AF protocol. Let G k ∈ C P ×M R k be the gain matrix of the R k node,
The signals received by R k can then be written as the matrix slice of the tensor
is then transmitted by R K to the destination. Finally, the signals during the p th transmission block received by the destination are given by the p th matrix slice of the tensorỸ
at the destination node. We can re-express (10) as:
..p is the p th matrix slice of the noiseless signal tensor
or, equivalently:
..p ∈ C M D ×N is the p th matrix slice of the global noise
..p ∈ C M D ×N ×P , given by:
with the global noise matrix at node k defined recursively as:
..p . The received signals in (12) define a third-order tensor which satisfies a PARATUCK-(K+1) decomposition that can be rewritten in scalar form as:
The received signal model described by (12) and (16) is equivalent to the PARATUCK-Z decomposition introduced in (5) and (6), with the following correspondences: (17) and
The transmission rate of the source is given by M S /P and the total transmission rate of the proposed system is M S /P (K + 1).
IV. SYMBOLS AND CHANNELS ESTIMATION
This section presents two algorithms that jointly and semiblindly estimate the symbols and the channels of the multi-hop MIMO relaying system presented in Section III. The first algorithm is called least-squares Kronecker rearrangement-based (LS-KR) and it is based on a rearrangement of the Kronecker product that provides rank-1 matrices. The second algorithm is an iterative ALS-based algorithm called PARATUCK-ALS. In order to simplify the presentation of the proposed algorithms, from now on, we will work with the noiseless part of the received signals.
Before presenting the proposed algorithms, we will develop some mathematical expressions for the tensor of received signals. Applying Properties (1) and (3) to (12), we have:
Now applying (2) to (19), we get:
Let us define
Note that G 0K depends on the coding matrices of the first and last hops. (20) can be rewritten as:
with
..p is the p th matrix slice of the global channel tensor H (G) ∈ C M R K ×M S ×P that depends on all the channel matrices, but the last one H (R K D) , and on the gain matrices G 1 , ..., G K−1 . Assuming that the matrices G 1 , ..., G K−1 are formed of repeated rows, such that D p (G k ) is independent of p, for k = 1, ..., K − 1, and stacking the column vectors y (D) p , for p = 1, ..., P , side by side into a matrix, we have:
..p , for p = 1, ..., P . Note that the assumption that G 1 , ..., G K−1 are formed of repeated rows means that the same relay gains are used for all transmission blocks. Note that, under this assumption, the PARATUCK-(K+1) received signals tensor can be expressed as a PARATUCK-2 model, with the following matrix factors:
, G 0 and S. Indeed, in this case, (12) can be re-expressed as:
We can write from (24):
From (26), we may then write:
A. Least-Squares Kronecker Rearrangement-Based (LS-KR) Algorithm
In [24] , a rearrangement of a given Kronecker product matrix as a rank-1 matrix is exploited to estimate the matrix factors of the Kronecker product. Let us define W as:
which can be reexpressed as:
for n = 1, ..., N and m = 1, ..., M S . That leads to:
where 1 M D is the column vector of length M D composed of 1s . Let us define:
for m = 1, ..., M S . From (31) and (32), we can write:
which is a rank-1 matrix. The first step of the LS-KR algorithm consists in estimating W from (27) by means of the LS method. The second step of the proposed algorithm consists in performing the rearrangement described in (29), (31) and (32), and, then, in estimating S .m as the dominant left singular vector ofŴ m and vec(H (R K D) ) as the conjugate of the dominant right singular vector ofŴ m , for m = 1, ..., M S . At the end, there will be one estimation of S and M S estimations of
. In the simulations, we have used m = 1. These estimates have the following ambiguities: 
, which means that the rows of H (R K D) can only be estimated with scalar ambiguities Moreover, by concatenating the estimations of S .m for m = 1, ..., M S , we getŜ = S∆ s , where
T ) ∈ C M S ×M S is a diagonal ambiguity matrix. This means that the columns of S can only be estimated with scalar ambiguities. The ambiguity matrix ∆ s can be estimated and canceled from S by assuming that the first row of S is known. This can be done by using one pilot symbol per transmit antenna. Concerning the scaling ambiguity of the matrixĤ
, we assumed that the first column of H
is known. In practice, this information can be obtained by a simple LS estimation using a training sequence generated by the relays [9] .
The final step of the proposed algorithm is to estimate the global channel matrix H (G) . Applying Property (4) to (24), we have:
The global channel matrix estimation is then given byĤ
), where:
is the noisy version of
) .
if m = 1 then
= unvec(V *
Remove ambiguities Note thatĤ (G) will also have ambiguities. Indeed, aŝ h
m d ,mr has a scalar ambiguity in the form:ĥ
mr,m /δ m , where m corresponds to the index used for estimating
mr,ms will have the following ambiguity:ĥ
which leads toĤ
where Considering that the computational complexity of the SVD of a M × N matrix is O(M N min{M, N }) and the one of the product of two matrices of dimensions M × N and N × P is O(M N P ), the complexity of this algorithm is dominated by the sum of the complexities of lines 1, 4 and 10, given by:
, respectively. The total complexity is then given by:
If
B. PARATUCK-ALS Algorithm
In this subsection we present the second proposed algorithm, based on the ALS method. By stacking Y 
..p in (12) for p = 1, ..., P , we get the mode-3 unfolded matrix:
We can then alternately estimate 1 ), respectively. At each iteration, we estimate one of the matrices using the estimates of the other matrices obtained in the previous steps. The iterations will run until the following convergence criterion is satisfied:
where δ is the convergence threshold and
At convergence, as it will be shown in the next section, we have the estimation of the symbols and channels matrices with ambiguities, such that:
and
where ∆ R K D ∈ C M R K ×M R K and ∆ S ∈ C M S ×M S are the ambiguity matrices. Assuming that the first row of S is known by the receiver (through the use of pilot symbols, as mentioned before), ∆ S can be estimated and canceled out fromŜ and H
(G)
, leading toĤ 
. The PARATUCK-ALS algorithm is summarized in Algorithm 2.
The complexity per iteration of this algorithm is dominated by the complexity of line 10, which is given by:
V. EXPECTED CRB FOR THE ESTIMATED CHANNELS
The CRB is a lower bound for the MSE, or normalized MSE (NMSE), of any unbiased estimatorθ of the parameter vector of interest θ, such that:
where CRB(θ) is the CRB matrix defined as the inverse of the Fisher Information Matrix (FIM) denoted by F(θ). An extension of the above CRB for complex-valued random parameters structured as θ c = [θ TθT ] T , whereθ = {θ c } andθ = {θ c }, with respect to random nuisance parameter γ is given by
We also recall that if the observation follows a complex circular Gaussian distribution such as y ∼ CN (µ, R) then the FIM relatively to a real vector θ is given by the SlepianBangs (SB) formula [21] , [22] :
In our context, two remarks can be formulated: 1) The symbol matrix S is discrete-valued. This structure violates the regularity conditions of the CRB. The symbol matrix is then viewed as a random unknown nuisance parameters. This strategy is for instance exploited in [20] .
2) The vectorized entries of the channels are be stacked in θ c and γ = vec(S). The derivation of the above CRB is mathematically intractable, so we promote the following two alternative strategies.
A. Lower Bound for the Channel Between Source and Relay
The channel from R 1 to D is viewed as a random unknown nuisance parameter and the CRB is derived for the channel from S to R 1 . In this case, we have 
. . .
where v
. By (59) conditioned to the observations of the matrices H (SR1) , H (R1D) and S, the statistics of the noise observation is given by:ỹ
Using the SB formula where the second term vanishes, the
(64)
The CRB is obtained as the inverse of the FIM. We obtain
Trace{CRB(h (SR1) )} = 1 2 Trace{M
Finally, summing the two above expressions and taking the mathematical expectation with respect to the channel and the symbol matrices, we obtain the lower bound.
B. Lower Bound for the Channel Between Relay and Destination
The channel from S to R 1 is viewed as a random unknown nuisance parameter and the CRB is derived for the channel from R 1 to D. In this case, we get:
Consider the following noisy observation:
where the p-th block of matrix
and the additive noise is given by
. Conditioned to the observations of the matrices H (SR1) , H (R1D) and S, the statistics of the noise observation is given by:ỹ
As the covariance matrix R 2 is dependent of the parameters of interest, the second term in the SB formula cannot vanish and has to be evaluated. We then have
since
in which Γ i,j is the null matrix except for its (i, j)-th entry, which is equals to one, and f (., .) is the vectorization function of a matrix. The above expressions allow the computation of the second term of the SB formula. The first term is derived in a similar way as (64) with
) and R 1 → R 2 . By summing the two terms, we obtain F 2 (θ c ).
Taking the inverse and using expression (54), we obtain the desired lower bound.
VI. UNIQUENESS PROPERTIES

A. Uniqueness Property
Assuming that the matrices G 1 , ..., G K−1 are identical, we have
..p , for p = 1, ..., P . In this case, the PARATUCK-(K+1) model (12) leads to:
The uniqueness of the PARATUCK-2 tensor model was established in [19] . It was demonstrated that, if the following conditions are satisfied: matrix. Moreover, assuming that the first row of S is known, ∆ S can be estimated and canceled out fromS leading tõ S = S.
From (89), we can then write:
.mr =h
where h
(G)
.mr is the m th r row of H (G) , for 1 ≤ m r ≤ M R K , which means that H (G) is unique up to row scaling ambiguities, i.e.,
Note that the above uniqueness conditions imply P ≥ M R K M S . It should be remarked that the uniqueness conditions of Subsections VI.A and VI.B are sufficient, but not necessary, which means that the conditions of these two subsections do not have to be satisfied simultaneously.
VII. IDENTIFIABILITY CONDITIONS A. LS-KR Algorithm
The identifiability conditions for the LS-KR algorithm are:
In this work, we consider that the coding matrices G 0 ∈ C P ×M S and
is a truncated discrete Fourier transform (DFT) matrix, i.e., F
is a matrix that contains the first M R K M S rows of a DFT matrix of order P , with M R K M S ≤ P , which leads to r (
can be represented by the following Kronecker product:
(91) for p = 0, ..., P − 1 and ω = e − 2πj P . We then set the coding matrices G 0 and G K to be equal to [25] :
The matrix G 0K used in the proposed receivers is then orthogonal, avoiding noise amplification.
Regarding Condition ii, assuming that all the elements of H (R K D) are independent and drawn from a continuous distribution, this channel matrix have full rank. Moreover, if the modulation cardinality and the number N of symbols are not small, then the matrix S has full rank with a high probability. Using (36) and the following relationships: r (A B) ≥ max (r (A) , r (B)) and r (A ⊗ B) = r (A) r (B), we get:
On the other hand, the rank of C (D) should be smaller than or equal to its dimensions, i.e. min (
B. PARATUCK-ALS Algorithm
The ALS algorithm requires the following identifiability conditions:
are respectively defined in (43), (36) and (46). These conditions requires, respectively:
Note that Condition ii is the same for the LS-KR algorithm.
Assuming that all the elements of the channel matrices
.., K, are independent and drawn from a continuous distribution, all these channel matrices have full rank. Moreover, as above explained, we can consider that the matrix S has full rank with a high probability. Assuming that the matrices G 0 , ..., G K have no zeros, we can then conclude:
for p = 1, ..., P . Then, from (43), a sufficient but not necessary relationship for assuring the above stated Condition i is
Finally, from (46), we can then conclude that:
which means that a sufficient but not necessary relationship for assuring the Condition iii is
VIII. SIMULATIONS RESULTS
In this section, simulation results that evaluate the performance of the proposed receivers by means of Monte Carlo simulations are presented. The criteria of performance used are the symbol error rate (SER), the block error rate (BLER) and the NMSE of the channels, given by:
where 
where P t is the total transmission power and σ 2 V is the noise variance. The gain matrix G k , for 1 ≤ k ≤ K − 1 has equal rows, with the elements of the row being independent and identically distributed (i.i.d) and drawn form a zero-mean complex Gaussian distribution. When not stated otherwise it is used 16-QAM, P = 8, N = 100,
The wireless channels undergo frequency-flat Rayleigh fading, with the elements of the channel matrices being i.i.d with variance following a large scale exponential pathloss model with exponent equal to 4. The source, relays and destination nodes are placed in a straight line, with the relays being equally spaced between the source and destination. The total transmission power is equal to 1 and it is equally divided by the source and the relays. The convergence threshold δ of the PARATUCK-ALS algorithm is 10 −6 . The proposed receivers were compared to the iterative receiver proposed in [7] , also based on the ALS algorithm. The proposed receivers were also compared to a PARATUCK2 Zero Forcing (PARATUCK2-ZF) receiver that estimates the S matrix assuming that all the channels are known, using the following estimator: Figure 3 shows the SER versus SNR, comparing the proposed receivers with the receiver proposed in [7] , using its original coding matrix and the DFT coding matrix, and with the PARATUCK2-ZF receiver. In this simulation it was considered a single relay (K = 1) and a 4-QAM modulation, as the receiver of [7] only works for two-hop systems. We can see that both proposed receivers have a similar performance. One should expect the PARATUCK-ALS to provide a small SER due to the fact the estimations are refined at each iteration for this algorithm. However, the DFT-based coding used leads to an orthogonal matrix G 0K , which considerably enhances the estimations of the LS-KR method, since it does not change the noise norm. Moreover, as expected, the PARATUCK2-ZF method outperformed all the other techniques. However, the proposed methods provided SERs close to the ZF receiver. Note also that the proposed techniques provided much better SERs than the receiver of [7] , using both types of coding, which stands out the effectiveness of the proposed receivers. We should point out that, contrarily to the proposed LS-KR method, the receiver of [7] does not exploit the orthogonality of the matrix G 0K . [7] Receiver of [7] with DFT coding Fig. 3 . SER versus SNR for the LS-KR, PARATUCK-ALS, PARATUCK2-ZF receivers and the receiver of [7] using its original Vandermonde matrix coding and the DFT coding used in the proposed receivers. Figure 4 shows the SER versus SNR, varying the number of relays, for the two proposed receivers. Again, we can see that both receivers have a similar performance. It can also be viewed that, as the number of relays increases, the receivers provide a smaller SER. This is due to the fact that, when more relays are used to assist the communication, we will have shorter distances between the nodes, leading to less severe path-losses. This result stands out the advantage of multi-hop systems. Figure 5 shows the SER versus SNR, varying the number of antennas at the destination, for the two proposed receivers, using K = 4. As expected, the values of SER decrease as the number of antennas is increased. This is due to the spatial diversity at the destination node. It can also be seen that both proposed receivers present similar performance. Figure 6 shows the BLER and SER versus SNR, varying the number of antennas at the source, for K = 3. As expected, when the number of antennas at the source increases, maintaining fixed the number of antennas in the other nodes, the SER and BLER tend to reach higher values, as more information is being transmitted without increasing the number of receive antennas. It can also be observed that BLER and SER present similar behaviors. Figure 7 compares the NMSE of the channels H
and H (G) versus SNR, for the two proposed receivers, using K = 3. We can see that the estimation of H (R K D) is better than the one of H (G) , for both receivers. This is due to the fact that we estimate and cancel the ambiguity matrix of H (R K D) assuming that its first row is known, while the ambiguity matrix of H (G) is estimated from the ambiguity matrix of H (R K D) , without assuming any knowledge of H (G) . Moreover, the PARATUCK-ALS provides better estimations of H (R K D) than the LS-KR receiver, as the PARATUCK-ALS is an iterative algorithm that refines the estimations at each iteration. Regarding the estimation of H (G) , the PARATUCK- ALS provides a small performance gain with respect to the LS-KR receiver. This is due to the fact that the ambiguity matrix of this channel is estimated in an indirect way, decreasing the performance of both algorithms. Figure 7 also shows the NMSE of H (R K D) and H (G) provided by the LS-KR receiver considering that the ambiguities are removed using pilot symbols sent by the last relay to the destination. We assumed that, at each symbol period, one pilot symbol is sent by one of the M R K antennas of the last relay, while the other antennas remain silent. The training period occurs during M R K symbol periods, without coding. These pilot symbols are used to estimate the ambiguity matrix ∆ R K D . It can be viewed that the NMSE of both H with the one of [7] . It can be seen that both proposed receivers provided much better NMSEs than the method of [7] using both coding matrices. As previously explained, this is due to the fact that both of the proposed receivers exploit efficiently the orthogonal matrix G 0K , contrarily to the receiver of [7] . Figure 11 shows the CRBs of the channels for the PARATUCK-2 model, i.e., when only a single relay is used, as well as the NMSE of these channels provided by the two proposed receivers. It can be observed that, for channel H (SR1) , the NMSE provided by both receivers is very close to the lower bound, as the ambiguities of this channel estimate are eliminated in function of the ambiguity matrices of H (R1D) and S. For the channel H (R1D) , the NMSE provided by the LS-KR receiver is very close to the lower bound, showing that this receiver is close to optimality, while the one provided by the PARATUCK-ALS receiver touches the bound, reaching the optimal case. LS-KR PARATUCK-ALS Receiver of [7] Receiver of [7] with DFT coding Fig. 10 . NMSE versus SNR for the effective channel H (ef f ) for the LS-KR, PARATUCK-ALS receivers and the receiver of [7] using its original Vandermonde matrix coding and the DFT coding used in the proposed receivers. 
IX. CONCLUSION
The main contribution of this work is the proposal of two semi-blind receivers for one-way multi-hop cooperative MIMO AF relaying systems. The considered communication system uses the KRST coding at the source and at the relays. It was shown that the received signals in this transmission scheme satisfy a PARATUCK-N tensor model. One of the proposed receivers is non-iterative, based on a rearrangement of the Kronecker product, while the other is iterative, based on the ALS algorithm. Uniqueness conditions were derived, as well as the identifiabiliy conditions of the proposed algorithms. Also, the expressions of the expected CRB for the two-hop case were derived and simulated.
Simulation results have shown a better performance of the proposed receivers in the considered scenarios, when compared to the receiver of [7] . Simulation results also showed that both proposed receivers are close to the optimal case, the PARATUCK2-ZF receiver. The results corroborated the fact that increasing the number of hops improves the SER and NMSE performances, highlighting the advantage of multi-hop networks.
In future works, we aim to develop more efficient algorithms and generalize the proposed ones for other system models (e.g., two-way relaying, OFDM, GFDM, etc.). The use of the channel state information (CSI) provided by the proposed techniques in space-time coding setting is also a perspective, as well as the development of the CRB for the general case of K relays. Finally, a deeper analysis of the performance of the proposed receivers using forward error correction (FEC) coding will be considered in future work.
