I propose to formulate a BMM-based framework for learning the structure of graph grammars.
I also propose to use graph grammars to answer questions about the distribution itself, such as:
1. What is the expected number of nodes and edges in a graph sampled from that distribution? 2. What is the expected value for the average degree of a node? 3. Can a given grammar generate a graph that is not connected?
Structure Learning
I propose to formulate a Bayesian Model Merging (BMM)-based framework for learning the structure of graph grammars.
BMM is a two stage process:
1. Data Incorporation. Begin with a model that generates only the training set. 2. Model Merging. Progessively merge states in that model, moving towards models that are more general and compact.
Language: The set of all simple cycles.
Training set: A triangle and a square.
Step 1: Data Incorporation S → A triangle or a square
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Figure 3: Learning the Cycle Grammar.
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