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1 EINLEITUNG 1
1 Einleitung
Eisensteinreihen sind wichtige Hilfsmittel in der Theorie der Modulformen,
sie sind von Langlands[21] in sehr allgemeinem Kontext auf reduktiven Grup-
pen definiert worden. Abgesehen vom ”konstanten Term” spielen in Lang-
lands Theorie die Fourierentwicklungen keine Rolle. Es ist klar, daß aus der
meromorphen Fortsetzung und der Funktionalgleichung der Eisensteinreihe
auch die entsprechende Eigenschaft aller Fourierkoeffizienten folgt. Wenn
man die Fourierentwicklung einer Eisensteinreihe explizit genug kennt, kann
man andererseits in manchen Fa¨llen auch direkt (ohne Ru¨ckgriff auf die Lang-
landsche Theorie) die entsprechenden Eigenschaften der Fourierkoeffizienten
beweisen und daraus - bei hinreichend guter Konvergenz der Fourierentwick-
lung - die meromorphe Fortsetzung der Eisensteinreihe selbst herleiten. Im
einfachsten Fall der Eisensteinreihe zu SL2(Z) sei das (Terras[32] folgend)
kurz erla¨utert:
Die Eisensteinreihe
Es(z) =
1
2
∑
(c,d)∈Z2 mit ggT (c,d)=1
ys
| cz + d |2s
hat eine analytische Fortsetzung auf der komplexen s-Ebene als meromorphe
Funktion von s. Sie hat einen Pol bei s = 1 mit dem Residium 3
π
und erfu¨llt
fu¨r Λ(s) := π−sΓ(s)ζ(2s) die Funktionalgleichung
Λ(s)Es(z)︸ ︷︷ ︸
=:E∗s (z)
= Λ(1− s)E1−s(z)
Mit der Teilerpotenzfunktion σs(n) :=
∑
0<d|n
ds und der K-Besselfunktion
Ks(y) hat man die Fourierentwicklung
E∗s (z) = y
sΛ(s)+y1−sΛ(1−s)+2
∑
n 6=0
| n |s− 12 σ1−2s(n)y 12Ks− 1
2
(2π | n | y)e2πinx
Diese Vorgehensweise hat Mizumoto[26] aufbauend auf Formeln von Maaß[23]
auf die Siegelsche Eisensteinreihe zu Spn(Z) verallgemeinert. Seine Fourier-
entwicklung ist aber viel komplizierter.
Die von Mizumoto behandelte Siegelsche Eisensteinreihe geho¨rt zur ’Siegel-
schen parabolischen Untergruppe’ Cn,0. Diese ist nur eine von insgesamt
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n+1 Konjugationsklassen maximal parabolischer Untergruppen Cn,r, mit
0 ≤ r ≤ n. Zu jedem solchen Cn,r kann man nun eine entsprechende Ei-
sensteinreihe En,r(Z, s) von Hn × {s ∈ C | Re(s) >> 0} auf C definieren
durch
En,r(Z, s) =
∑
M∈Cn,r\Γn
(
det(Im(M < Z >))
det((Im(M < Z >))տr,r)
)s
und ihre Eigenschaften untersuchen. Dabei sei fu¨r eine Matrix N ∈ Mn(R)
die linke obere r× r- Untermatrix durch Nտr,r bezeichnet und die symplek-
tische Gruppe operiere in u¨blicher Weise auf der oberen Halbebene mittels
M < Z >.
Diese Reihen spielen fu¨r die analytische Fortsetzung von Dirichletreihen,
die man mit Fourier-Jacobikoeffizienten von Siegelschen Spitzenformen bil-
den kann, eine zentrale Rolle. Yamazaki[33] hat explizit beschrieben, wie
ihre meromorphe Fortsetzung und Funktionalgleichung aus der Langlands-
schen Theorie folgt.
Das Hauptziel der vorliegenden Arbeit ist die mo¨glichst explizite Beschrei-
bung der Fourierentwicklung dieser Eisensteinreihen; wu¨nschenswert ist eine
Beschreibung a¨hnlich der von Miyake[24] oder Mizumoto[25]. Fu¨r den Fall,
daß die Eisensteinreihen noch eine Spitzenform vom Grad r enthalten, ist die
Fourierentwicklung bekannt (Bo¨cherer[5] bzw. Bo¨cherer&Schulze-Pillot[8]);
die dort benutzte Methode (Integration gegen eine auf eine Blockdiagonale
restringierte Eisensteinreihe vom Grad n+r) kann aber hier nicht verwendet
werden, weil die entsprechenden Integrale divergieren.
Zum erreichen des Zieles sollen also die Fourierkoeffizienten fu¨r die allgemeine
Eisensteinreihe En,r(Z, s) soweit wie mo¨glich berechnet werden. Eine wirk-
lich befriedigende Zuru¨ckfu¨hrung der Koeffizienten auf bekannte Funktionen
gelingt jedoch nur fu¨r die Reihen En,n−1(Z, s), also im Fall r = n − 1. Die
vorliegende Arbeit wird daher wie folgt aufgebaut:
Im einleitenden Kapitel werden neben dem Vorstellen der verwendeten
Notation einige Vorarbeiten geleistet. So wird die Fragestellung der Wohl-
definiertheit und Konvergenz der untersuchten Reihen erla¨utert. Die daran
anschließenden U¨berlegungen zur A¨hnlichkeitstransformation von isotropen,
symmetrischen Matrizen mittels Repra¨sentanten der Nebenklassen unimodu-
larer Matrizen modulo (von rechts) derjenigen Untergruppe, deren Elemente
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eine (n− r)× r Nullmatrix als linke untere Untermatrix aufweißen, werden
sich spa¨ter zu einem zentralen Punkt der vorliegenden Arbeit herauskristal-
lisieren. Denn man kann hiermit die zu untersuchenden Fourierkoeffizienten
auf ganz gewisse Klassen einschra¨nken, da die restlichen mittels dieser be-
schreibbar sind.
Im zweiten Kapitel werden Erkenntnisse zu den Fourierkoeffizienten der
allgemeinen Reihen En,r(Z, s) gesammelt. Dazu werden insbesondere die ein-
zelnen Summanden dieser Reihe untersucht, die als Funktionen φn,r,s(M,Z)
mit den Parametern n, r, s und den Variablen M aus der symplektischen
Gruppe und Z aus der n-dimensionalen Siegelschen Halbebene aufgefaßt
werden ko¨nnen. Dabei liefert die Gleichung (33) aus Satz 2.1.6 die Infor-
mation, daß die Funktion φn,r,s(M,Z) bei gewissen symplektischen Argu-
menten unabha¨ngig von der oberen linken Teilmatrix des rein-reellen An-
teils auf der Siegelschen oberen Halbebene ist. Man versucht somit die in
der Integraldarstellung der Fourierkoeffizienten vorkommenden Summanden
φn,r,s(M,Z) mittels solcher Argumente zu formulieren. Dies erreicht man
mittels Multiplikation der urspru¨nglichen symplektischen Argumente mit un-
imodularen Matrizen.
Damit diese unimodularen Faktoren mittels Substitution aus den zugeho¨rigen
Integalen entfernt werden ko¨nnen, faßt man die symplektischen Klassen so
zusammen, daß die entsprechenden Reihen der Funktionsterme φn,r,s(M,Z)
periodisch bzgl. des X-Anteils der oberen Siegelschen Halbebene sind. Die
gewa¨hlte Zusammenfassung ist bestimmt durch den Rang k der linken un-
teren (n − r) × n symplektischen Untermatrix. Mittels der somit erhalte-
nen n− r+ 1 Teilmengen Mk des vollsta¨ndigen Repra¨sentantensystems von
Cn,r\Γn ko¨nnen wir den Fourierkoeffizienten beschreiben durch:
n−r∑
k=0
∫
Symn([0,1])
∑
M∈Mk
φn,r,s(M,X + iY )e
−2iπSpur(TX)dX
︸ ︷︷ ︸
=:a
(k)
n,r,s(T,Y )
dabei sind a
(k)
n,r,s(T, Y ) die Fourierkoeffizienten der n − r + 1 verschiedenen
periodischen Teilfunktionen En,r,k(Z, s) von En,r(Z, s). U¨ber diesen Umweg
fu¨hrt die genannte Interpretation von (33) zur sehr zentralen Reduktion der
Koeffizientenmatrix T in Satz 2.4.1, nach der alle Fourierkoeffizienten ver-
schwinden, wenn es keine ¨
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trizen U gibt, so daß T [U ] eine linke obere r× r Nullmatrix hat. Somit kann
man wegen der u¨blichen Transformationseigenschaften der Fourierkoeffizien-
ten sich sofort zuru¨ckziehen auf all die Koeffizientenmatrizen mit einer linken
oberen r × r Nullmatrix.
Diese Reduktion fu¨hrt bald zu der in Korollar 2.4.2 formulierten Erkenntnis,
daß man im Fall n−r ≤ r o.B.d.A. nur Koeffizientenmatrizen beru¨cksichtigt,
die abgesehen von der rechten unteren 2(n− r)× 2(n− r) Untermatrix nur
Nulleintra¨ge enthalten. Und selbst dieser nichtverschwindende Matrixanteil
weist noch einen maximalen isotropischen Bereich auf.
Zum Abschluß des zweiten Kapitels werden die Fourierkoeffizienten a
(0)
n,r,s(T, Y )
ermittelt; fu¨r die Nullmatrix T ergibt sich eine Selbergsche Zetafunktion und
sonst die Nullfunktion.
Im dritten Kapitel verfolgen wir ausschließlich die Beschreibung der Fourier-
koeffizienten a
(n−r)
n,r,s (T, Y ), also derjenigen Teilfunktion u¨ber die Nebenklassen
aus Cn,r\Γn, in welchen die unteren linken n− r×n Teilmatrizen vom vollen
Rang sind. Als wichtiges Hilfsmittels dazu dient eine von Kitaoka[13] durch-
gefu¨hrte Zerlegung dieser Teilmenge des Repra¨sentantensystems von Cn,r\Γn.
Somit ko¨nnen wir den Fourierkoeffizienten darstellen als die Summe u¨ber
eine Teilmenge eines Repra¨sentantensystems der Rechtsnebenklassen der n-
reihigen unimodularen Gruppe und ihrer Untergruppe mit Nulleintra¨gen auf
der linken unteren (n − r) × r Untermatrix. Jeder dieser Summanden ist
ein Produkt aus einem archimedischen und einem arithmetischen Anteil, die
jeweils von den Parametern n, s, r, Y und T abha¨ngen.
Der arithmetische Anteil hat eine komplizierte Form, welche fu¨r den Fall
r < n − 1 die weitere Berechnung sehr erschwert. Im Fall r = n − 1 ist der
arithmetische Anteil aber leicht zu errechnen.
Deshalb konzentrieren wir uns im abschließenden vierten Kapitel aus-
schließlich auf die Funktion En,n−1(Z, s), welche neben der Vereinfachung
bezu¨glich des arithmetischen Anteiles auch nur in die Teilfunktionen En,n−1,0(Z, s)
und En,n−1,1(Z, s) zerfa¨llt, deren Fourierkoeffizienten grundsa¨tzlich bereits im
zweiten bzw. dritten Kapitel dargestellt wurden, welche dann aber noch hin-
sichtlich der erwa¨hnten Vereinfachungen pra¨zisiert werden sollen.
Den Fourierkoeffizienten αn,n−1,s(0n, Y ) erha¨lt man sofort durch den Satz
4.1.2. Dieser ist im wesentlich aus der Summe zweier Epsteinscher Zetafunk-
tionen bestimmt. Man kann hierzu sofort die in (84) vorgestellte Funktional-
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gleichung angeben:
Λ(s)αn,n−1,s(0n, Y ) = Λ(n− s)αn,n−1,n−s(0n, Y )
Bei den anderen Fourierkoefizienten beru¨cksichtigen wir insbesondere die
Tatsache, daß nur die T -Fourierkoeffizienten betrachtet werden, deren rechte
untere 2 × 2 Untermatrix ausschließlich Nulleintra¨ge aufweisen, und daher
ho¨chstens vom Rang 2 sind. Selbst auf der nicht vollsta¨ndig verschwindenden
symmetrischen 2× 2 Untermatrix von T ist in jedem zu betrachtenden Fall
der linke obere Eintrag gleich Null.
Insbesondere letztere Isotropiebedingung verhilft dazu, daß wir die Summa-
tion u¨ber die entsprechende Teilmenge des unimodularen Rechtsklassensy-
stems fu¨r Koeffizientenmatrizen T mit Rg(T ) 6= 0 als endlich bestimmen
ko¨nnen. Die Anzahl der Summanden entspricht dem Rang fu¨r 1 ≤ Rg(T ) ≤
2, jeder Summand ist im Wesentlichen durch eine konfluente hypergeome-
trische Funktion beschrieben. Die genauen Werte dieser Fourierkoeffizienten
sind wiedergegeben im Satz 4.6.1, der als das Hauptergebnis der Arbeit an-
gesehen werden kann.
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1.1 Bezeichnungen
Die Symbole N,Z,Q,R und C bezeichnen die Menge der natu¨rlichen, ganzen,
rationalen, reellen und komplexen Zahlen. Die Bezeichnung N0 steht fu¨r die
natu¨rlichen Zahlen einschließlich der Null.
Sindm,n ∈ N undR ein kommutativer Ring mit Einselement, so bezeich-
neMm,n(R) den Ring der m-zeiligen und n-spaltigen Matrizen (falls n = m
auch kurz Mn (R)), On(R) die Gruppe der orthogonalen Matrizen n-ten
Grades u¨ber R, Symn(R) die Menge der n×n symmetrischen und Symn(Z)∗
der symmetrisch halbganzen Matrizen mit ganzzahligen Diagonalelementen.
Falls R ein Unterring von R ist, so bezeichnet Posn(R) die Menge der n×n
symmetrisch positiv definiten Matrizen. Die allgemeine lineare Gruppe n-ten
Grades GLn(R) ist die multiplikative Gruppe der n × n Matrizen u¨ber den
Ring R, die invertierbar sind bezu¨glich des Ringes R.
Die quadratische Einheitsmatrix wird mit 1n und die Nullmatrix mit 0m,n
(bzw. mit 0n fu¨r n = m) symbolisiert. En bezeichne eine n × n Matrix de-
ren Eintra¨ge alle 0, jedoch an der Gegendiagonalen, welche von der rechten
oberen bis zur linken unteren Ecke verla¨uft, vom Wert 1 sind.
Sei 0 ≤ k ≤ m und 0 ≤ l ≤ n, dann definieren wir fu¨r eine beliebige
Menge Fm,n(R) ⊆Mm,n(R) bzw. Fk,l(R) ⊆Mk,l(R) folgende Mengen:
Fտ0k,lm,n (R) := {F ∈ Fm,n(R) | linke obere k × l Untermatrix von F ist 0k,l}
F0m,nտk,l (R) :=
{(
F 0k,n−l
0m−k,l 0m−k,n−l
)
| F ∈ Fk,l(R)
}
Soll sich die genannte Nullmatrix bzw. das Element aus Fk,l(R) statt an
der linken oberen Ecke entweder an der oberen rechten oder an der unteren
linken oder aber rechten Position befinden, so verwenden wir statt ” տ ”
entweder das Symbol ”ր ”, oder ”ւ ” oder aber ”ց ”.
Wenn n = m oder k = l, kann man gewisse Vereinfachungen einfu¨hren, so
ku¨rzt man z.B. Sym
տ0l,l
n,n (Z) ab durch Symտ0ln (Z). Genauso schreibt man
beim Vorhandensein einer Identita¨t zwischen den durch տ und ր bezeich-
neten Mengen (wie z.B. F0m,nտm,l(R) = F0m,nրm,l(R)) einfach ↑ (im gegebenen Fall
also F0m,n↑l (R)). Bei analogen Identita¨ten lassen sich տ und ւ durch ←,
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oder ւ und ց durch ↓, oder auch ր und ց durch → ersetzen.
Wollen wir fu¨r eine Matrix F ∈ Fm,n(R) die k×l linke obere Untermatrix
betrachten, so schreiben wir Fտk,l. Entsprechendes gilt fu¨r Fրk,l, Fւk,l bzw.
Fցk,l. Fu¨r l = n ist Fտk,l = Fրk,l bzw. Fւk,l = Fցk,l und wir schreiben
statt dessen F ↑k bzw. F ↓k, was den oberen bzw. unteren k Zeilen der Matrix
F entspricht. Analog gilt fu¨r k = m, daß Fտk,l = Fւk,l bzw. Fրk,l = Fցk,l
und wir statt dessen F←l bzw. F→l schreiben, um die linken bzw. rechten l
Spalten von F zu bezeichnen.
Fu¨r eine beliebige Matrix M ∈Mn (R) sei:
e(M) := e−2πiSpur(M)
det(M) = ‖M‖
Man definiert fu¨r z = (z1, . . . , zn) ∈ Cn die Potenzfunktion Pz : Posn(R) →
C durch Pz(Y ) =
n∏
j=1
‖Y տj,j‖.
Fu¨r eine halbganze symmetrische Matrix T = (ti,j)1≤i,j≤n mit t˜i,j ={
ti,j : i = j
2ti,j : i 6= j , definiere man den Inhalt von T durch:
I(T ) = ggT (t˜i,j) mit 1 ≤ i, j ≤ n
also der gro¨ßte Zahl g ∈ N mit 1
g
T wiederum halbganz.
Seien fu¨r die Indizies i, j ∈ N mit 1 ≤ i ≤ j die Werte νi ∈ N und A(i)
quadratische νi × νi Matrizen. Dann bezeichne:
diag(A(1), A(2)) :=
(
A(1) 0ν1,ν2
0ν2,ν1 A(2)
)
und iterativ
diag (A(1), . . . , A(j)) := diag (diag (A(1), . . . , A(j − 1)) , A(j))
Man schreibe N [U ] := tU¯NU fu¨r eine n ×m Matrix U und eine n × n
Matrix N, wobei tU die transponierte und U¯ die konjugierte Matrix von U
sei.
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Ist U ∈ GLn(Z), so beschreibt N[U] eine A¨hnlichkeitstransformation. Falls
S ∈ Symn(Z)∗, so bildet S[x] fu¨r alle n-dimensionalen Vektoren x eine qua-
dratische Form. Ein nichttrivialer Lo¨sungsvektor der Gleichung S[x] = 0
heißt isotrop. Da bei S ∈ Symտ0kn (Z)∗ mit 1 ≤ k ≤ n alle Vektoren
x ∈ (Rn)↓0d,1 isotrop sind, werden wir im Teilraum Symտ0kn (Z)∗ ⊂ Symn(Z)∗
von den Isotropiebedingungen sprechen, wenn wir auf das Vorhandensein ei-
ner linken oberen Untermatrix 0k verweisen.
Folgende Menge ist als die Siegelsche obere Halbebene bekannt
Hn = {X + iY ∈Mn(C) | X ∈ Symn(R), Y ∈ Posn(R)}
Wir bezeichnen durchga¨ngig fu¨r Z ∈ Hn dessen Realteil mit X und dessen
Imagina¨rteil mit Y .
Fu¨r Jn =
(
0n −1n
1n 0n
)
(falls n kontextuell ersichtlich, auch kurz J) be-
zeichnet man Spn(R) = {M ∈M2n(R) | J [M ] = J} als symplektische Grup-
pe. Jede Matrix ausM ∈ Spn(R) sei in vier n×nUntermatrizen A,B,C,D so
gegliedert, daß M =
(
A B
C D
)
; gegebenenfalls verwende man zur besseren
Unterscheidung auch die Bezeichnung AM , BM , CM , DM . Außerdem heiße
Γn = Spn(R) ∩ M2n(Z) Siegelsche Modulgruppe. Zur Siegelschen Modul-
gruppe definieren wir eine geeignete Untergruppe durch Cn,r := Γ
ւ0n−r,n+r
n ,
dabei gelte fu¨r n, r ∈ N, daß n ≥ r.
Die symplektische Gruppe Spn(R) operiert vermo¨ge
M < Z >:= (AZ +B)(CZ +D)−1
auf der Siegelschen oberen Halbebene Hn.
Im folgenden sei r ∈ N mit n ≥ r beliebig (aber fixiert). Dann unterteilen
wir Mn(R) ∋ K =
(
K1 K2
K3 K4
)
in die Untermatrizen K1, K2, K3 bzw. K4
mit den Dimensionen r × r, r × (n− r), (n− r)× r bzw. (n− r)× (n− r).
Wenn 2(n− r) ≤ n, dann geben wir durch Mn(R) ∋ K =
(
Kα Kβ
Kδ Kγ
)
eine Einteilung in die Untermatrizen Kα ∈M2r−n(R), Kβ ∈M2r−n,2(n−r)(R),
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Kδ ∈M2(n−r),2r−n(R) und Kγ ∈M2(n−r)(R).
Nach [13] ist auf
σn,r := {M ∈ Spւ0n−r,rn (Z) | det ((CM)4) 6= 0}
eine A¨quivalenzrelation wie folgt definiert:
M ≈ N :⇔ (∃g ∈ GLn−r (Z) , S ∈ Symn (Z)) : gM↓n−r = N↓n−r+(0n−r,n, C↓n−rN S)
Die kann man auch gruppentheoretisch definieren mittels
Cn,r \ σn,r/
(
1n Symn(Z)
0n 1n
)
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1.2 Wohldefiniertheit von En,r(Z, s)
Auf dem Bereich Hn×{s ∈ C | Re(s) > n+r+1} ist die Funktion En,r(Z, s)
wohldefiniert, da die sie konstituierende Reihe zum einen unabha¨ngig vom
Repra¨sentantensystem von Cn,r \ Γn und zum anderen dort absolut konver-
gent ist.
Die Unabha¨ngigkeit ergibt sich sofort aus Formel (32) in Satz 2.1.6 und der
Tatsache, daß det ((DK)4)
−2s = 1 (wegen K ∈ Spւ0n−r,n+rn (R) mit (DK)4 ∈
GLn−r(Z)).
Um die Konvergenz zu belegen, beno¨tigen wir folgende zwei Fakten aus
[16, S. 33 ff.]:
Lemma 1.2.1 Man definiere fu¨r n ∈ N und d ∈ R mit d > 0:
Bn(d) := {Z ∈ Hn | Spur(X2) ≤ d−1, Y ≥ d1n}
Dann gibt es ein c ∈ R mit c > 0, so daß (∀Z ∈ Bn(d)) : (∀M ∈ Spn(R)) :
(∀r ≤ n) :
det(Im(M < Z >)1) | det(CMZ +DM) |2≥
≥ det(Im(M < i1n >)1)c | det(iCM +DM) |2 (1)
Lemma 1.2.2 Fu¨r n+ r + 1 < k ∈ N konvergiert folgende Reihe absolut:
∑
M :Cn,r\Γn
det(Im(M < Z >)1)
− k
2 | det(CMZ +DM) |−k (2)
Satz 1.2.3 Sei s ∈ C mit Re( s
2
) > n + r + 1, wobei n > r ≥ 1 fu¨r n und r
aus N. Dann konvergiert die Reihe(
det (Im (Z))−s
)×En,r(Z, s) = ∑
M :Cn,r\Γn
1
det(Im(M < Z >)1)
s
2 | det(CMZ +DM) |s
absolut gleichma¨ßig auf jedem Vertikalstreifen Bn(d) positiver Mindestho¨he
d ∈ R+.
Bew.: Von den beiden oben angefu¨hrten Lemmas belegt das erste, daß diese
Reihe beschra¨nkt wird durch den Fall Z = i. Das zweite hingegen belegt die
Konvergenz fu¨r den Fall Re( s
2
) > n+ r + 1.
q.e.d.
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Anmerkung 1.2.4 Die Reihe En,r(Z, s) konvergiert demnach fu¨r Re(
s
2
) >
n+ r + 1 absolut gleichma¨ßig in Bereichen der Form:
Bn(d) ∩ {X + iY = Z ∈ Hn | det(Y ) beschra¨nkt}
Da wir spa¨ter aufgrund der Periodizita¨t von En,r(Z, s) dessen Fourierent-
wicklung nur bezu¨glich fixiertem Im(Z) betrachten, reicht diese Konvergenz
von En,r(Z, s) vo¨llig aus.
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1.3 Ein Teilorbit T [U ] zur Erhaltung der speziellen Iso-
tropiebedingungen
Im vorliegenden Abschnitt sei fu¨r n−r ≤ r die Matrix T ∈ Symտ0rn (Z)∗ belie-
big fixiert. Es sollen die A¨hnlichkeitstransformationen T [U ] mit U ∈ GLn(Z)
untersucht werden, welche die Isotropiebedingungen erhalten, d.h. fu¨r die
auch T [U ] ∈ Symտ0rn (Z)∗ ist.
Man sieht sofort, daß bei beliebigem T ∈ Symտ0rn (Z)∗ fu¨r jedes U ∈ GLւ0n−r,rn (Z)
gilt
T [U ] =
(
0r
tU1T2U4
tU4
tT2U1 ∗
)
(3)
Also ist jede dieser Bahnen in Symտ0rn (Z)
∗. Die Erhaltung der Isotropiebe-
dingungen von T ist somit eine Eigenschaft, welche entweder fu¨r alle oder
aber fu¨r keinen Repra¨sentanten einer Nebenklasse GLn(Z)/GL
ւ0n−r,r
n (Z) gilt.
Fu¨r diejenige Nebenklassen, welche die Isotropiebedingung erhalten, suchen
wir einen mo¨glichst angenehmen Repra¨sentanten. Dabei suchen wir eine
einfache Form sowohl des Vertreters U selbst als auch der A¨hnlichkeitstrans-
formation T [U ]. Solche einfache Formen sollen in der folgendenen Definition
vorgestellt werden.
Definition 1.3.1 Fu¨r k ∈ {1, . . . , n} sei die Menge
Hnk := {M ∈Mn(Z) |Mւk ist obere Dreiecksmatrix} (4)
Jedes U ∈ Hnk hat somit die Form:
U =


(n−k)×k︷ ︸︸ ︷
∗
(n−k)×(n−k)︷ ︸︸ ︷
∗

 ∗ ··· ··· ∗0 ... ...
...
...
...
...
0 ··· 0 ∗


︸ ︷︷ ︸
k×k
∗
︸ ︷︷ ︸
k×(n−k)


(5)
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Zu einem gegebenen T ∈ Symտ0rn (Z)∗ suche man ein geeignetes U ∈ GLn(Z)
um folgende Standardform zu erhalten:
T [U ] =


02r−n 02r−n,2(n−r)
02(n−r),2r−n
(
0n−r (T [U ])
րn−r
γ
(T [U ])ւn−rγ (T [U ])
ցn−r
γ
)


(6)
D.h. es gibt ein (T [U ])γ ∈ Symտ0n−r2(n−r)(Z)∗ mit T [U ] = diag (02r−n, (T [U ])γ).
Es gilt offensichtlich folgendes Lemma:
Lemma 1.3.2 Sei fu¨r gegebenes n − r ≤ r ein V˜ ∈ GL2r−n(Z), so gilt fu¨r
jedes Tγ ∈ Symտ0n−r2(n−r)(Z)∗:
diag(02r−n, Tγ)[diag(V˜ , 12(n−r))] = diag(02r−n, Tγ) (7)
Satz 1.3.3 Sei T ∈ Symտ0rn (Z)∗ und V ∈ GLn(Z) mit T [V ] ∈ Symտ0rn (Z)∗.
Dann gibt es ein W ∈ V GLւ0n−r,rn (Z) mit:
W ∈ Hn2r−n (8)
T [W ] wird durch (6) dargestellt. (9)
Bew.: Man sieht anhand von (3) sofort, daß durch geeignete Wahl von
U1 ∈ GLr(Z) und U4 ∈ GLn−r(Z) man zu jedem T ∈ Symտ0rn (Z)∗ ein
U ∈ GLւ0n−r,rn (Z) findet, so daß T [U ] in der Standardform (6) vorliegt.
Somit gibt es ein geeignetes U ∈ GLւ0n−r,rn (Z), so daß:
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(T [V ])︸ ︷︷ ︸
∈Symտ0rn (Z)∗
[U ] = T [ V U︸︷︷︸
=:W˜∈V GLւ0n−r,rn (Z)
] ∈ Symտ0rn (Z)∗ auch in der Form (6)
vorliegt.
Fu¨r beliebiges V˜ ∈ GL2r−n(Z) ist diag(V˜ , 12(n−r)) ∈ GLւ0n−r,rn (Z) und somit
W˜diag(V˜ , 12(n−r)) =: W ∈ V GLւ0n−r,rn (Z). Wegen (7) liegt auch T [W ] in
der Form (6) vor.
Gema¨ß [28, S.15] kann man nun aber V˜ so wa¨hlen, daß W ∈ Hn2r−n.
q.e.d.
Definition 1.3.4 Sind T ∈ Symտ0rn (Z)∗ und N ein vollsta¨ndiges Repra¨sen-
tantensystem von GLn(Z)/GL
ւ0n−r,r
n (Z), so definieren wir:
N (T ) := {V ∈ N | T [V ] ∈ Symտ0rn (Z)∗} (10)
Um Zweifel bezu¨glich der vorliegenden Dimensionen auszura¨umen, kann man
auch Nn,r(T ) schreiben.
Wegen Satz 1.3.3 werden wir in Zukunft o.B.d.A. davon ausgehen, daß jedes
V ∈ N (T ) die Eigenschaften (8) und (9) hat.
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1.4 Eine Determinantenmatrix und ihr Bezug zur Po-
tenzfunktion
Sei A = (ai,j) i∈{1,...,l}
j∈{1,...,m}
∈ Ml,m(C) und l,m, p, q ∈ N, mit l ≥ p und m ≥ q.
Wir definieren nun folgende Untermatrix: A{ i1,...,ip
j1,...,jq
} =

 ai1,j1 · · · ai1,jq... ...
aip,j1 · · · aip,jq

.
Fu¨r beliebige p, q ∈ {1, . . . , n} bezeichne (A)p,q diejenige Matrix, welche aus
A durch die Streichung der p-ten Zeile und q-ten Spalte entsteht. Bei itera-
tiver Anwendung dieses Streichprozesses referiert man auf die Zeilen- bzw.
Spaltennummer der urspru¨nglichen Matrix!
Gema¨ß [11, S.39] gilt:
Lemma 1.4.1 Sind n, p ∈ N mit n > p, A = (ai,j) i∈{1,...,l}
j∈{1,...,m}
∈ GLn (C) und
{i1, . . . , ip, ıˆ1, . . . , ıˆn−p} = {j1, . . . , jp, ˆ1, . . . ˆn−p} = {1, . . . , n}, so gilt:
det
(
A−1{ i1, . . . , ip
j1, . . . , jp
}
)
= (−1)
 
pP
ν=1
iν+jν
!
·

det
(
A{ ˆ1,...,ˆn−p
ıˆ1,...,ˆın−p
}
)
det(A)


Korollar 1.4.2
det
(
A−1[
(
0r,n−r
1n−r
)
]
)
=
det
(
A[
(
1r
0n−r,r
)
]
)
det (A)
(11)
∥∥∥∥((A)n,n)
n−1,n−1
∥∥∥∥ · ‖A‖ = ∥∥∥(A)n,n∥∥∥ · ∥∥∥(A)n−1,n−1∥∥∥− ∥∥∥(A)n,n−1∥∥∥ · ∥∥∥(A)n−1,n∥∥∥(12)
Bew.: ad (11): Da hier {ıˆ1, . . . , ıˆr} = {ˆ1, . . . , ˆr} = {1, . . . , r} gilt, ist
p∑
ν=1
(iν + jν) eine gerade Zahl und somit (−1)
 
pP
ν=1
iν+jν
!
= 1.
ad (12): Es sei A−1 =: A˜ = (a˜i,j)1≤i,j≤n so erha¨lt man mittels zweifachen
Anwendung von [11, S.39]:∥∥∥∥((A)n,n)
n−1,n−1
∥∥∥∥ ‖A‖−1 =
∥∥∥∥ a˜n−1,n−1 a˜n−1,na˜n,n−1 a˜n,n
∥∥∥∥ =
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=
∥∥∥∥∥∥
det
(
A˜
)
det
(
(A)n−1,n−1
)
det
(
A˜
)
det
(
(A)n−1,n
)
det
(
A˜
)
det
(
(A)n,n−1
)
det
(
A˜
)
det
(
(A)n,n
)
∥∥∥∥∥∥
=
∥∥∥A˜∥∥∥2 ∥∥∥∥ (A)n−1,n−1 (V )n−1,n(V )n,n−1 (V )n,n
∥∥∥∥= ‖A‖−2
∥∥∥∥∥∥
det
(
(A)n−1,n−1
)
det
(
(A)n−1,n
)
det
(
(A)n,n−1
)
det
(
(A)n,n
)
∥∥∥∥∥∥
×(‖A‖2)⇒
∥∥∥∥((A)n,n)
n−1,n−1
∥∥∥∥ ‖A‖ =
∥∥∥∥∥∥
det
(
(A)n−1,n−1
)
det
(
(A)n−1,n
)
det
(
(A)n,n−1
)
det
(
(V )n,n
)
∥∥∥∥∥∥︸ ︷︷ ︸
=‖(A)n,n‖‖(A)n−1,n−1‖−‖(A)n−1,n‖‖(A)n,n−1‖
q.e.d.
Definition 1.4.3 Fu¨r Y ∈ Posn(R) und 1 ≤ m ≤ n definiere man induktiv
die Matrix Y (m) durch:
Y (1) = (y(1)i,j)1≤i,j≤n := Y
−1
und
Y (k + 1) = (y(k + 1)i,j)1≤i,j≤n =
=
{
y(k)k,ky(k)j,i − y(k)i,ky(k)k,j : i, j ∈ {k + 1, . . . , n}
0 : sonst
Anmerkung 1.4.4 Alle oben definierten Matrizen Y (m) bleiben symme-
trisch und das jeweilige Y (m)ցn−m+1,n−m+1 ist positiv definit. Es ist sofort
ersichtlich, daß fu¨r q ∈ C folgender Bezug zur Potenzfunktion besteht:
y(1)1,1 = P(1,0, . . . , 0︸ ︷︷ ︸
(n−1)×0
)(Y (1)) und y(1)
q
1,1 = P(q,0, . . . , 0︸ ︷︷ ︸
(n−1)×0
)(Y (1)) (13)
y(2)2,2 = P(0,1,0, . . . , 0︸ ︷︷ ︸
(n−2)×0
)(Y (1)) und y(2)
q
2,2 = P(0,q,0, . . . , 0︸ ︷︷ ︸
(n−2)×0
)(Y (1)) (14)
Lemma 1.4.5 Fu¨r die unter 1.4.3 definierte Matrizen Y (k + 1) mit k ∈
{1, . . . , n− 1} und i, j > k gilt:
y(k + 1)i,j =
∥∥∥∥∥∥∥∥∥
Y (1)տk,k
y(1)1,i
...
y(1)k,i
y(1)j,1 . . . y(1)j,k y(1)i,j
∥∥∥∥∥∥∥∥∥
k−1∏
l=1
∥∥Y (1)տl,l∥∥2k−1−l (15)
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Bew.: Durch Induktion u¨ber k.
(I) k=1:
y(2)i,j = y(1)1,1y(1)i,j − y(1)1,iy(1)j,1 =
∥∥∥∥ y(1)1,1 y(1)1,iy(1)i,j y(1)j,1
∥∥∥∥ =
=
∥∥∥∥ Y (1)տ1,1 y(1)1,iy(1)i,j y(1)j,1
∥∥∥∥∏0l=1 ∥∥Y (1)տl,l∥∥20−l
(II) Annahmen:
Die Behauptung sei wahr fu¨r beliebiges, aber festes k ∈ {1, . . . , n− 1}.
(III) k → k + 1:
y((k + 1) + 1)i,j = y(k + 2)i,j =
= y(k + 1)k+1,k+1y(k + 1)i,j − y(k + 1)k+1,iy(k + 1)j,k+1 Y (1) symmetrisch=
y(k + 1)k+1,k+1y(k + 1)i,j − y(k + 1)i,k+1y(k + 1)k+1,j (II)=
=
∏k−1
l=1
∥∥Y (1)տl,l∥∥2k−1−l ×

∥∥∥∥∥∥∥∥∥
Y (1)տk,k
y(1)1,k+1
...
y(1)k,k+1
y(1)k+1,1 . . . y(1)k+1,k y(1)k+1,k+1
∥∥∥∥∥∥∥∥∥
∥∥∥∥∥∥∥∥∥
Y (1)տk,k
y(1)1,i
...
y(1)k,i
y(1)j,1 . . . y(1)j,k y(1)j,i
∥∥∥∥∥∥∥∥∥
−
−
∥∥∥∥∥∥∥∥∥
Y (1)տk,k
y(1)1,i
...
y(1)k,i
y(1)k+1,1 . . . y(1)k+1,k y(1)k+1,i
∥∥∥∥∥∥∥∥∥
∥∥∥∥∥∥∥∥∥
Y (1)տk,k
y(1)1,k+1
...
y(1)k,k+1
y(1)j,1 . . . y(1)j,k y(1)j,k+1
∥∥∥∥∥∥∥∥∥


(12)
=
=
∥∥∥∥∥∥∥∥∥
Y (1)տk+1,k+1
y(1)1,i
...
y(1)k,i
y(1)j,1 . . . y(1)j,k y(1)j,i
∥∥∥∥∥∥∥∥∥
∥∥Y (1)տk,k∥∥∏k−1l=1 ∥∥Y (1)տl,l∥∥2k−1−l =
=
∥∥∥∥∥∥∥∥∥
Y (1)տk+1,k+1
y(1)1,i
...
y(1)k,i
y(1)j,1 . . . y(1)j,k y(1)j,i
∥∥∥∥∥∥∥∥∥
∏k
l=1
∥∥Y (1)տl,l∥∥2k−1−l
q.e.d.
Korollar 1.4.6 Bezeichne Vl,m diejenige Matrix, welche als Linksmultiplika-
tor die Vertauschung der Spalten l und m verursacht. Seien Y (1) ∈ Posn(R), q ∈
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C, k ∈ {3, . . . , n} und i, j ≥ k, so gelten:
y(k)i,j = P(0, . . . , 0︸ ︷︷ ︸
(k−1)×0
,1,0, . . . , 0︸ ︷︷ ︸
(n−k)×0
)(Vj,kY (1)Vi,k)P( 2k−3, . . . , 20︸ ︷︷ ︸
(k−2)×2k−2−Spaltenr.
,0, . . . , 0︸ ︷︷ ︸
(n+2−k)×0
)
(Y (1))(16)
y(k)qi,j = P(0, . . . , 0︸ ︷︷ ︸
(k−1)×0
,q,0, . . . , 0︸ ︷︷ ︸
(n−k)×0
)(Vj,kY (1)Vi,k)P( 2(k−3)·q, . . . , 20·q︸ ︷︷ ︸
(k−2)×2(k−2−Spaltenr.)·q
,0, . . . , 0︸ ︷︷ ︸
(n+2−k)×0
)
(Y (1))(17)
Und somit gilt insbesondere fu¨r k = i = j:
y(k)k,k = P
( 2k−3, . . . , 20︸ ︷︷ ︸
(k−2)×2k−2−Spaltenr.)
,0,1,0, . . . , 0︸ ︷︷ ︸
(n−k)×0
)
(Y (1)) (18)
y(k)qk,k = P( 2(k−3)·q, . . . , 20·q︸ ︷︷ ︸
(k−2)×2(k−2−Spaltenr.)·q
,0,q,0, . . . , 0︸ ︷︷ ︸
(n−k)×0
)
(Y (1)) (19)
Bew.: (16) ∧ (17) folgt aus (15), wenn man beachtet, daß:∥∥∥∥∥∥∥∥∥
Y (1)տk−1,k−1
y(1)1,i
...
y(1)k,i
y(1)j,1 . . . y(1)j,k y(1)i,j
∥∥∥∥∥∥∥∥∥
=
∥∥(Vj,kY (1)Vi,k)տk,k∥∥
Fu¨r den Spezialfall k = i = j beleibt nur zu beachten, daß Vk,k = 1n und fu¨r
die Potenzfunktion gilt: Pα(Y (1))Pβ(Y (1)) = Pα+β(Y (1))∀α, β ∈ C.
q.e.d.
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2 Fourierkoeffizienten von En,r(Z, s)
Sei I eine Indexmenge und {Mi | i ∈ I} ein Repra¨sentantensystem von
Cn,r \ Γn. Dann ist fu¨r jedes beliebig fixierte N ∈ Γn auch {MiN | i ∈ I}
dessen Repra¨sentantensystem. Daher gilt fu¨r beliebig fixiertes N ∈ Γn auch:
En,r(N < Z >, s) =
∑
M∈Cn,r\Γn
(
det(Im(M<N<Z>>))
det
„
Im((M<N<Z>>))[( 1r0n−r,r)]
«
)s
=
=
∑
M∈Cn,r\Γn

 det(Im(MN<Z>))
det
0
B@Im
0
B@
0
B@MN︸︷︷︸
=M˜
<Z>
1
CA
1
CA[( 1r0n−r,r)]
1
CA


s
=
=
∑
M˜∈Cn,r\Γn
(
det(Im(M˜<Z>))
det
„
Im((M˜<Z>))[( 1r0n−r,r)]
«
)s
= En,r(Z, s)
Die Funktion En,r(Z, s) hat somit die Eigenschaft:
En,r(N < Z >, s) = En,r(Z, s) (20)
und ist insbesondere eine automorphe Form mit Gewicht 0 bzgl. Γ := Spn(Z).
Nun ist
(
1n S
0n 1n
) ∈ Γn fu¨r jedes S ∈ Symn(Z), somit ist:
En,r(Z, s) = En,r(
(
1n S
0n 1n
)
< Z >, s) = En,r(Z + S, s).
Also gilt
(∀S ∈ Symn(Z)) : En,r(Z + S, s) = En,r(Z, s) (21)
und die bzgl. jedem S ∈ Symn(Z) periodische Funktion En,r(Z, s) hat eine
Fourierentwicklung:
En,r(X + iY, s) =
∑
T∈Symn(Z)∗
αn,r,s(T, Y )e
2iπSpur(TX)
Also gilt fu¨r U ∈ GLn(Z):
En,r((X + iY )︸ ︷︷ ︸
=:Z
[U ], s) =
∑
T∈Symn(Z)∗
αn,r,s(T, Y [U ])e
2iπSpur(TX[U ]) =
=
∑
T∈Symn(Z)∗
αn,r,s(T, Y [U ])e
2iπSpur(T [ tU ]X) =
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T→T˜ :=T [ tU ]
=
∑
T˜∈Symn(Z)∗
αn,r,s(T˜ [
tU−1], Y [U ])e2iπSpur(T˜X) =
En,r(Z[U ],s)=En,r(Z,s)
=
∑
T˜∈Symn(Z)∗
αn,r,s(T˜ , Y )e
2iπSpur(T˜X)
Daraus folgt also:
αn,r,s(T˜ , Y ) = αn,r,s(T˜ [
tU−1], Y [U ]) (22)
Fu¨r φn,r,s : Spn(R)×Hn → C definiert durch:
φn,r,s (M,Z) :=

 det (Im (M < Z >))
det
(
Im ((M < Z >)) [
(
1r
0n−r,r
)
]
)

s
und ein Repra¨sentantensystem L von Cn,r \ Γn ist
En,r(Z, s) =
∑
M∈L
φn,r,s (M,Z)
Dessen Fourierkoeffizienten
αn,r,s(T˜ , Y ) :=
∫
Symn([0,1])
En,r(x+ iY, s)e(TX)dX =
=
∫
Symn([0,1])
∑
M∈L
φn,r,s (M,x+ iY ) e(TX)dX
sind somit abha¨ngig sowohl von der Funktion φn,r,s (M,Z), welche im na¨chsten
Abschnitt genauer untersucht wird, als auch vom (daran anschließend zu be-
trachtenden) Integral ∫
Symn([0,1])
φn,r,s (M,X + iY ) e(TX)dX
Anschließend soll die Funktion En,r(Z, s) bezu¨glich einer speziellen Untertei-
lung von L in n − r + 1 aufgespalten werden in Teilfunktionen En,r,k(Z, s)
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mit 0 ≤ k ≤ n − r, welche selbst in Fourierreihen mit den Koeffizienten
α
(k)
n,r,s(T, Y ) entwickelbar sind. Es werden dann folgende Relationen gelten:
αn,r,s(T, Y ) =
∑
0≤k≤n−r
α(k)n,r,s(T, Y )
Somit werden wir die zwei wesentlichen Aussagen dieses Kapitel bezu¨glich
der Fourierkoeffizienten αn,r,s(T, Y ) formulieren ko¨nnen:
Als erstes Satz 2.4.1, nach dem fu¨r n − r ≤ r die Koeffizienten αn,r,s(T˜ , Y )
gleich Null sind fu¨r alle Koeffizientenmatrizen T˜ , welche sich nicht mittels
einer unimodularen A¨hnlichkeitstransformation in den Raum Symտ0rn (Z)
∗
u¨berfu¨hren lassen.
Zum zweiten die Formel (51), nach der fu¨r alle Koeffizientenmatrizen T die
zur Teilfunktion En,r,0(Z, s) geho¨rigen Fourierkoeffizienten α
(0)
n,r,s(T, Y ) be-
rechnet werden; diese sind im Fall T = 0n Selbergsche Zetafunktionen und
sonst Nullfunktionen.
Die Teil-Fourierkoeffizienten α
(k)
n,r,s(T, Y ) fu¨r 1 ≤ k ≤ n−r sind bisher nur
unzureichend beschrieben. Wir werden im darauf folgenden Kapitel den Wert
α
(n−r)
n,r,s (T, Y ) genauer untersuchen, wodurch natu¨rlich der Gesamtkoeffizient
αn,n−1,s(T, Y ) bereits ermittelt wa¨re.
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2.1 Die Umformung von φn,r,s (M,Z)
Lemma 2.1.1
(∀M ∈ Spn(R)) : (∀Z ∈ Hn) : φn,r,s (M,Z) = det
(
Im (M < Z >)−1
[(
0r,n−r
1n−r
)])−s
(23)
Bew.: φn,r,s (M,Z) =
(
det(Im(M<Z>))
det
„
Im(M<Z>)
»
( 1r,r0n−r,r)
–«
)s
Im(M<Z>)>0
=
=
(
det
„
Im(M<Z>)
»
( 1r,r0n−r,r)
–«
det(Im(M<Z>))
)−s
(11)
= det
(
Im (M < Z >)−1
[(
0r,n−r
1n−r
)])−s
.
q.e.d.
Nun gilt gema¨ß [10, S.26]:
Lemma 2.1.2
(∀M ∈ Spn(R)) : (∀X + iY =: Z ∈ Hn) : Im (M < Z >) = Y
[
(CMZ +DM)
−1](24)
Korollar 2.1.3
(∀M ∈ Spn(R)) : (∀Z ∈ Hn) : (Im (M < Z >))−1 = Y −1[ t
(
CMZ +DM
)
](25)
Bew.: M ∈ Spn(R), X + iY =: Z ∈ Hn ⇒ Im (M < Z >) und Y invertier-
bar. Und somit gilt auch:
(Im (M < Z >))−1
(24)
=
(
Y
[
(CMZ +DM)
−1])−1 = Y −1[ t (CMZ +DM)]
q.e.d.
Satz 2.1.4 : Ist M ∈ Spn(R) und X + iY =: Z ∈ Hn, so gilt:
φn,r,s (M,Z) = det
((
Y −1
[
X tCM +
tDM
]
+ Y
[
tCM
]) [(0r,n−r
1n−r
)])−s
(26)
Bew.: Y −1
[
t
(
CMZ +DM
)]
=
= (CMX + iCMY +DM) Y
−1 (X tCM − iY tCM + tDM) =
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=
(
CMXY
−1 + iCM +DMY −1
) (
X tCM − iY tCM + tDM
)︸ ︷︷ ︸
es gilt iCM tDM−iDM tCM+iCMX tCM−iCMXY −1Y tCM=0
=
= Y −1 [ t (CMX)]+CMXY −1 tDM+DMY −1X tCM+Y −1 [ tDM ]+Y [ tCM ] =
= Y −1 [X tCM + tDM ] + Y [ tCM ]
⇒ φn,r,s (M,Z) (25)= det
((
Y −1
[
t
(
CMZ +DM
)])
[
(
0r,n−r
1n−r
)
]
)−s
= det
(
(Y −1 [X tCM + tDM ] + Y [ tCM ]) [
(
0r,n−r
1n−r
)
]
)−s
.
q.e.d.
Lemma 2.1.5 Sind L,M ∈ Spn(R), U ∈ GLn (R), X ∈ Symn (R) und
Z ∈ Hn, so gilt:
φn,r,s (ML,Z) = φn,r,s (M,L < Z >) (27)
φn,r,s
(
M
(
tU 0n
0n U−1
)
, Z
)
= φn,r,s (M,Z[U ]) (28)
φn,r,s
((
tU 0n
0n U−1
)
M,Z
)
= φn,r,s
((
tU 0n
0n U−1
)
, iIm(M < Z >)
)
(29)
φn,r,s
(
M
(
1n X
0n 1n
)
, Z
)
= φn,r,s (M,Z + X ) (30)
Bew.: ad (27)
φn,r,s (ML,Z) =


det
0
BB@Im
=M<L<Z>>︷ ︸︸ ︷
((ML) < Z >)
1
CCA
det
„
Im((ML)<Z>)
»
( 1r0n−r,r)
–«


s
L<Z>=:W∈Hn=
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=
(
det(Im(M<W>))
det
„
Im(M<W>)
»
( 1r0n−r,r)
–«
)s
= φn,r,s (M,W ) = φn,r,s (M,L < Z >).
q.e.d.
ad (28):
φn,r,s

M
(
tU 0n
0n U−1
)
︸ ︷︷ ︸
∈Spn(R)
, Z

 (27)= φn,r,s

M,
(
tU 0n
0n U−1
)
< Z >︸ ︷︷ ︸
=Z[U ]

 =
= φn,r,s (M,Z[U ]). q.e.d.
ad (29):
φn,r,s
(( tU 0n
0n U−1
)
M,Z
)
(27)
= φn,r,s

( tU 0n
0n U−1
)
,M < Z >︸ ︷︷ ︸
=:ZM∈Hn

 =
(26)
= det(((Im(ZM))
−1[t(0Re(ZM) + U−1)] + Im(ZM)[0])4)−s =
= det(((Im(ZM))
−1[ tU−1])4)−s = det(((Im(ZM)[U ])−1)4)−s =
(26)
= φn,r,s

12n, iIm(ZM)︸ ︷︷ ︸
=iIm(M<Z>)
[U ]

 = φn,r,s (( tU 0n0n U−1), iIm(M < Z >)).
q.e.d.
ad (30): Es ist
(
1n X
0n1n
) ∈ Spn(R) und es gilt:
φn,r,s
(
M
(
1n X
0n 1n
)
, Z
)
(27)
= φn,r,s

M,
(
1n X
0n 1n
)
< Z >︸ ︷︷ ︸
=Z+X

 = φn,r,s (M,Z + X ).
q.e.d.
q.e.d.
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Satz 2.1.6 Seien K ∈ Spւ0n−r,n+rn (R), M ∈ Spn(R), N ∈ Spւ0n−r,rn (R),
R ∈ Sym0nտr(R) und Z ∈ Hn. Dann gelten folgende Transformationsregeln:
φn,r,s (K,Z) = det ((DK)4)
−2s φn,r,s (12n, Z) (31)
φn,r,s (KM,Z) = det ((DK)4)
−2s φn,r,s (M,Z) (32)
φn,r,s (N,Z +R) = φn,r,s (N,Z) (33)
(∀P ∈ σn,r) :
(
∃L ∈ Spn (R)ւ0n−r,r
)
: φn,r,s (P, Z) = det ((CP )4)
−2s φn,r,s (L,Z) ∧
L↓n−r =
(
0n−r,r, 1n−r, (CP )
−1
4 (DP )3 , (CP )
−1
4 (DP )4
)
(34)
Bew.: ad (31)
i) φn,r,s (12n, Z)
(26)
= det
(
(Y −1 [X t0n + 1n] + Y [0n])
[(
0r,n−r
1n−r
)])−s
=
= det
(
Y −1
[(
0r,n−r
1n−r
)])−s
= det ((Y −1)4)
−s
. q.e.d.
ii) φn,r,s (K,Z)
(26)
= det
(
(Y −1 [X tCK + tDK ] + Y [ tCK ])
[(
0r,n−r
1n−r
)])−s
=
= det
(
Y −1
[
X tCK
(
0r,n−r
1n−r
)
+ tDK
(
0r,n−r
1n−r
)]
+ Y
[
tCK
(
0r,n−r
1n−r
)])−s
=
tCK(0r,n−r1n−r )=0n,n−r
= det
(
Y −1
[
tDK
(
0r,n−r
1n−r
)])−s
=
tDK(0r,n−r1n−r )=(
0r,n−r
t(DK)4
)
= det ((DK)4 (Y
−1)4
t (DK)4)
−s
=
= det ((DK)4)
−s det ((Y −1)4)
−s
det ( t (DK)4)
−s
=
= det ((DK)4)
−2s det ((Y −1)4)
−s
i)∧ii)⇒ Beh.
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ad (32)
φn,r,s (KM,Z)
(27)
= φn,r,s

K,M < Z >︸ ︷︷ ︸
=:W∈Hn

 (31)=
= det ((DK)4)
−2s φn,r,s (12n,M < Z >)
(27)
= det ((DK)4)
−2s︸ ︷︷ ︸
=1∀K∈Cn,r
φn,r,s (M,Z).
q.e.d.
ad (33)
φn,r,s (N,Z + R) = φn,r,s(N
(
1n R
0n1n
)
, Z) = φn,r,s
((
AN BN
CN DN
)
, Z
)
mit ANR +BN =: BN und
DN :=
(
(CN)1 (CN)2
0n−r,r (CN)4
)(
R1 0r,n−r
0n−r,r 0n−r
)
+DN︸ ︷︷ ︸
=
0
@ (DN)1 + (CN)1R1 (DN)2
(DN)3 (DN)4
1
A
Es gilt:
φn,r,s (N,Z + R) = φn,r,s
((
AN BN
CN DN
)
, Z
)
=
(26)
= det
(
(Y −1 [X tCN + tDN ] + Y [ tCN ]) [
(
0r,n−r
1n−r
)
]
)−s
=
= det
(
Y −1
[
X tCN
(
0r,n−r
1n−r
)
+ tDN
(
0r,n−r
1n−r
)]
+ Y
[
tCN
(
0r,n−r
1n−r
)])−s
=
tDN(0r,n−r1n−r )=
tDN(0r,n−r1n−r )∧(26)
= φn,r,s (N,Z). q.e.d.
ad (34)
Wegen P ∈ σn,r ist (CP )4 ∈ GLn−r (R) und daher auch
F =
(
1r 0r,n−r
0n−r,r (CP )4
)
∈ GLn (R)
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Somit haben wir P :=
(
tF 0n
0n F
−1
)
, L := PP ∈ Spn (R) und
P−1 ∈ Spւ0n−r,n+rn (R).
Es gilt also:
φn,r,s (P, Z) = φn,r,s
(
P−1 PP︸︷︷︸
=L
, Z
)
(32)
= det

(DP−1)4︸ ︷︷ ︸
=(CP )4


−2s
φn,r,s (L,Z)
Aus:
L↓n−r = P↓n−rP =
=
(
0n−r,n+r, ((CP )4)
−1)P = (CP )−14 (0n−r,r, (CP )4 , (DP )3 , (DP )4) =
=
(
0n−r,r, 1n−r, (CP )
−1
4 (DP )3 , (CP )
−1
4 (DP )4
)
folgt sofort die Behauptung.
q.e.d.
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2.2 Transformationsformeln des Integrals u¨ber φn,r,s(M,Z)
In diesem Abschnitt seien jeweils U ∈ GLn (Z), T ∈ Symn(Z)∗ und Y ∈
Posn(R) beliebig vorgegeben.
Definition 2.2.1 Fu¨rM ∈ Spn(R) und den Integrationsbereich B ⊂ Symn(R)
definiere man:
δտ0r(T ) :=
{
0 : T 6∈ Symտ0rn (Z)∗
1 : T ∈ Symտ0rn (Z)∗ (35)
IB(M,T, Y ) :=
∫
B
φn,r,s (M,X + iY ) e(TX)dX (36)
Wir definieren rein formal fu¨r festes M ⊂ Spn(R) eine im allgemeinen
nicht-konvergierende Reihe:
Φn,r,s;M(Z) :=
∑
M∈M
φn,r,s(M,Z) (37)
Anmerkung 2.2.2 Sei nunM⊂ Spn(R) geeignet gewa¨hlt, so daß Φn,r,s;M(Z)
eine absolut konvergente und wohldefinierte Funktion von Hn auf C bildet,
welche als Funktion des Realteils von Z = X + iY periodisch bezu¨glich
Symn(Z) ist.
Dann hat Φn,r,s;M(Z) eine Fourierentwicklung mit den Koeffizienten:
bn,r,s,M(T, Y ) :=
∫
Symn([0,1])
Φn,r,s;M(X + iY )e(TX)dX (38)
Lemma 2.2.3 Fu¨r N ∈ Spւ0n−r,rn (R) gilt:
ISymn([0,1])(N, T, Y ) = δտ0r(T )ISymտ0rn ([0,1])(N, T, Y ) (39)
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Bew.: ISymn([0,1])(N, T, Y ) =
∫
Symn([0,1])
φn,r,s (N,X + iY ) e(TX)dX
(33)
=
=
∫
Symn([0,1])
φn,r,s
(
N,
(
0r X2
tX2 X4
)
+ iY
)
e
((
T1 T2
tT2 T4
)(
X1 X2
tX2 X4
))
︸ ︷︷ ︸
=e(T1X1)e
“
( 0r T2tT2 T4)(
0r X2
tX2 X4
)
”
d
(
X1 X2
tX2 X4
)
=
=
∫
Symr([0,1])
e(T1X1)dX1
︸ ︷︷ ︸
=δտ0r (T )
×
× ∫
Symn−r([0,1])
∫
[0,1]r×(n−r)
φn,r,s
(
N,
(
0r X2
tX2 X4
)
+ iY
)
e(
(
0r T2
tT2 T4
)(
0r X2
tX2 X4
)
)dX2dX4 =
= δտ0r(T )ISymտ0rn ([0,1])(N, T, Y ).
q.e.d.
Lemma 2.2.4 Fu¨r S ∈ Symn(Z) und N ∈ Spւ0n−r,rn (R) gilt:
ISymn([0,1])
(
N
(
1n S
0n 1n
)
, T, Y
)
= δտ0r(T )ISymտ0rn ([0,1])+( 0r S2tS2 S4)
(N, T, Y ) (40)
Bew.: Es gilt CN = CN( 1n S0n 1n)
, also auch N
(
1n S
0n 1n
) ∈ Spւ0n−r,rn (R).
ISymn([0,1])

N
(
1n S
0n 1n
)
︸ ︷︷ ︸
∈Spւ0n−r,rn (R)
, T, Y

 (39)= δտ0r(T )ISymտ0rn ([0,1])(N
(
1n S
0n 1n
)
, T, U) =
= δտ0r(T )
∫
Symտ0rn ([0,1])
φn,r,s
(
N
(
1n S
0n 1n
)
, X + iY
)
e(TX)dX =
= δտ0r(T )
∫
Symտ0rn ([0,1])
φn,r,s (N,X + S + iY ) e(TX)dX =
(33)
= δտ0r(T )
∫
Symտ0rn ([0,1])
φn,r,s
(
N,X +
(
0r S2
tS2 S4
)
+ iY
)
e(TX)dX =
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= δտ0r(T )
∫
Symտ0rn ([0,1])+( 0r S2tS2 S4)
φn,r,s (N,X + iY ) e(T (X −
(
0r S2
tS2 S4
)
))︸ ︷︷ ︸
=e(TX)e(T( 0r S2tS2 S4))=e(TX)
dX =
= δտ0r(T )ISymտ0rn ([0,1])+( 0r S2tS2 S4)
(N, T, Y ).
q.e.d.
Bei den folgenden Beweisen, wird mittels (*) darauf verwiesen, daß∫
F1
p(X + iY )e(TX)dX =
∫
F2
p(X + iY )e(TX)dX
gilt fu¨r die periodische Funktion p auf ihren Fundamentalbereichen F1 und
F2.
Lemma 2.2.5 M⊂ Spn(R) erfu¨lle die Rahmenbedingungen zu (38). Dann
gilt fu¨r T [ tU−1] ∈ Symn(Z)∗:∑
M∈M
ISymn([0,1])
(
M
(
tU 0n
0n U−1
)
, T, Y
)
=
∑
M∈M
ISymn([0,1])(M,T [
tU−1], Y [U ])(41)
Bew.: Wir zeigen zuerst, daß
∑
M∈M
ISymn([0,1])(M,T [
tU−1], Y [U ]) wohldefi-
niert ist:
bn,r,s,M(T [ tU−1], Y [U ]) =
∫
Symn([0,1])
Φn,r,s;M(X + iY [U ])e(T [ tU−1]X)dX =
=
∑
M∈M
ISymn([0,1])(M,T [
tU−1], Y [U ]).
Nun gilt:
∑
M∈M
ISymn([0,1])(M,T [
tU−1], Y [U ]) =
=
∑
M∈M
∫
Symn([0,1])
φn,r,s (M,X + iY [U ]) e
(
T [ tU−1]X
)︸ ︷︷ ︸
=e(TX[U−1])
dX =
=
∫
Symn([0,1])
∑
M∈M
φn,r,s (M,X + iY [U ]) e (TX[U
−1]) dX =
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=
∫
(Symn([0,1]))[U ]
∑
M∈M
φn,r,s (M,X[U ] + iY [U ])︸ ︷︷ ︸
=Φn,r,s;M(Z[U ])
e (TX) dX =
(∗)
=
∫
Symn([0,1])
Φn,r,s;M(Z[U ])e (TX) dX =
=
∫
Symn([0,1])
∑
M∈M
φn,r,s (M,Z[U ]) e (TX) dX =
=
∫
Symn([0,1])
∑
M∈M
φn,r,s
(
M
( tU 0n
0n U−1
)
, Z
)
e (TX) dX =
=
∑
M∈M
∫
Symn([0,1])
φn,r,s
(
M
( tU 0n
0n U−1
)
, Z
)
e (TX) dX =
=
∑
M∈M
ISymn([0,1])
(
M
( tU 0n
0n U−1
)
, T, Y
)
q.e.d.
Satz 2.2.6 Sei X + iY =: Z ∈ Hn und fu¨r M⊂ Spn(R) konvergiere die in
(37) definierte Funktion Φn,r,s;M(Z) absolut gleichma¨ßig. Zudem gelte, daß
auch folgende Reihe absolut gleichma¨ßig konvergent sei:∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
Φn,r,s;M(Z[U ] + S)e (TX) dX
)
Dann ist: ∑
S∈Symտ0rn (Z)
∑
N∈M
ISymn([0,1])
(
N
(
1n S
0n 1n
)(
tU 0n
0n U−1
)
, T, Y
)
= δտ0r(T [
tU−1])
∑
N∈M
ISymտ0rn (R)(N, T [
tU−1], Y [U ]) (42)
Bew.: Zum einen ist:
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
Φn,r,s;M(Z[U ] + S)e (TX) dX
)
=
=
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
∑
N∈M
φn,r,s(N,Z[U ] + S)e (TX) dX
)
=
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=
∑
S∈Symտ0rn (Z)
∑
N∈M
( ∫
Symn([0,1])
φn,r,s(N,Z[U ] + S)e (TX) dX
)
=
=
∑
S∈Symտ0rn (Z)
∑
N∈M
( ∫
Symn([0,1])
φn,r,s
(
N
(
1n S
0n 1n
)( tU 0n
0n U−1
)
, Z
)
e (TX) dX
)
=
=
∑
S∈Symտ0rn (Z)
∑
N∈M
ISymn([0,1])
(
N
(
1n S
0n 1n
)( tU 0n
0n U−1
)
, T, Y
)
.
Zum anderen gilt:
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
Φn,r,s;M(Z[U ] + S)e (TX) dX
)
=
=
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
Φn,r,s;M((X[U ] + S) + iY [U ])e (TX) dX
)
=
=
∑
S∈Symտ0rn (Z)

 ∫
(Symn([0,1]))[U ]
Φn,r,s;M((X + S) + iY [U ]) e
(
TX[U−1]
)︸ ︷︷ ︸
e(T [ tU−1]X)
dX

 =
(∗)
=
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
Φn,r,s;M((X + S) + iY [U ])e (T [ tU−1]X) dX
)
=
=
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
∑
N∈M
φn,r,s(N, (X + S) + iY [U ])e (T [
tU−1]X) dX
)
=
=
∑
S∈Symտ0rn (Z)
( ∫
Symn([0,1])
∑
N∈M
φn,r,s(N
(
1n S
0n 1n
)
, X + iY [U ])e (T [ tU−1]X) dX
)
=
=
∑
S∈Symտ0rn (Z)
∑
N∈M
ISymn([0,1])
(
N
(
1n S
0n 1n
)
, Y [U ], T [ tU−1]
)
=
=
∑
S∈Symտ0rn (Z)
δտ0r(T [
tU−1])ISymտ0rn ([0,1])+SI (N, Y [U ], T [
tU−1]) =
= δտ0r(T [
tU−1])ISymտ0rn (R)I (N, Y [U ], T [
tU−1])
q.e.d.
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2.3 Das Repra¨sentantensystem L von Cn,r\Γn
Definition 2.3.1 GLn−r(Z) operiere mittels Linksmultiplikation aufMn−r,n(Z)
und es sei C ein vollsta¨ndiges Repra¨sentantensystem von GLn−r(Z)\Mn−r,n(Z).
Fu¨r ein fixiertes C↓n−r ∈ C definiere man:
LC↓n−r := {Cn,rL ∈ Cn,r\Γn | (∃N ∈ Cn,r) : C↓n−rNL = C↓n−r}
Somit ist LC↓n−r ein System von disjunkten Nebenklassen aus Cn,r\Γn.
Offensichtlich ist
⋃
C↓n−r∈C
LC↓n−r = Cn,r\Γn.
Lemma 2.3.2 Sei C↓n−r ∈ C beliebig fixiert. Dann erfu¨llt die Menge der
Repra¨sentanten aus LC↓n−r die zur Formel (38) notwendigen Voraussetzun-
gen.
Bew.: Die Konvergenzbedingungen sind bereits fu¨r En,r(Z, s) erfu¨llt, und
somit auch fu¨r deren Teilreihe Φn,r,s;L
C↓n−r
(Z). Man muß also nur die Peri-
odizita¨t belegen.
Mittels der Transformationseigenschaft (30) der zugrundeliegenden Funktion
φn,r,s(M,Z) kann man die Periodizita¨t von Φn,r,s;L
C↓n−r
(Z) bereits erreichen,
wenn zu jedem Paar inkongruenter Elemente N,M ∈ LC↓n−r fu¨r beliebiges
S ∈ Symn(Z) sowohl N
(
1n S
0n 1n
)
:= N˜ ,M
(
1n S
0n 1n
)
:= M˜ ∈ LC↓n−r als auch N˜
inkongruent zu M˜ ist. Die erste Bedingung ist trivial weil
C↓n−r
N˜
= C↓n−rN = C
↓n−r
M = C
↓n−r
M˜
Die zweite Bedingung ergibt sich wie folgt.
(C↓n−rN = C
↓n−r
M )⇒ ( 6 ∃g ∈ GLn−r(Z)) : D↓n−rN = gD↓n−rM
Nun gilt aber: D↓n−r
N˜
= C↓n−rN S + D
↓n−r
N und D
↓n−r
M˜
= C↓n−rM︸ ︷︷ ︸
=C↓n−rN
S + D↓n−rM
Annahme: Es ga¨be g ∈ GLn(Z) mit N˜ = gM˜ .
C↓n−r
N˜
=C↓n−r
M˜⇒ g = 1n−r
D↓n−r
N˜
=D↓n−r
M˜⇒ C↓n−rN S +D↓n−rM =
=C↓n−rN︷ ︸︸ ︷
C↓n−rM S +D
↓n−r
N
⇒ D↓n−rM = D↓n−rN . Widerspruch zu ( 6 ∃g ∈ GLn−r(Z)) : D↓n−rN = gD↓n−rM
Also sind auch N˜ und M˜ inkongruent. q.e.d.
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Damit wa¨re aber die Voraussetzung zur Formel (38) auch bezu¨glich jedem
M := ⋃
C↓n−r∈C˜
LC↓n−r mit C˜ ⊂ C gegeben.
Wenn wir folgende Mengen zusammenfassen:
Mk =
⋃
C↓n−r∈C
Rg(C↓n−r)=k
LC↓n−r
Dann lassen sie sich wegen der Invarianz des Ranges unter der Operation von
GLn−r(Z) auf Mn−r,n(Z) auch einfacher schreiben als:
Mk = {M ∈ Cn,r\Γn | Rg(CM↓n−r) = k} (43)
Offensichtlich ist
n−r⋃
k=0
Mk
eine disjunkte Vereinigung zu einem vollsta¨ndigen Repra¨sentantensystem von
Cn,r \ Γn.
Definition 2.3.3 Man definiere fu¨r 0 ≤ k ≤ n − r die periodischen Funk-
tionen
En,r,k : Hn × {s ∈ C | Re(s) >> 0} → C
durch
En,r,k(Z, s) :=
∑
M∈Mk
φn,r,s(M,Z) = Φn,r,s;Mk(Z)
mit den Fourierkoeffizienten
α(k) (T ) =
∫
X∈Symn([0,1])
En,r,k (X + iY, s) e (TX) dX (44)
Falls die festen Werte von n, r, s und Y zweideutig erscheinen sollten, so
kann man statt α(k) (T ) auch die vollsta¨ndige Form α
(k)
n,r,s (T, Y ) oder eine
sinnvolle Verku¨rzung wie α(k) (T, Y ) schreiben.
Die Fourierentwicklung lautet nun:
En,r,k (X + iY, s) =
∑
T∈Symn(Z)∗
α(k) (T ) e2πiSpur(TX) (45)
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Anmerkung 2.3.4 Die Funktionen En,r,k(Z, s) sind offenbar Teilreihen von
En,r(Z, s) mit der Eigenschaft:
En,r(Z, s) =
n−r∑
k=0
En,r,k(Z, s) (46)
und
α (T ) =
n−r∑
k=0
α(k) (T ) (47)
fu¨r die Fourierkoeffizienten α (T ) := an,r,s (T, Y ) von En,r.
Lemma 2.3.5 Fu¨r alle k ∈ {0, . . . , n−r}, Y ∈ Posn (R), V ∈ GLn (Z) und
T ∈ Symn (Z)∗ gilt:
a(k)n,r,s (T, Y [V ]) = a
(k)
n,r,s
(
T
[
tV
]
, Y
)
(48)
Bew: a
(k)
n,r,s (T, Y [V ]) =
∑
M∈Mk
∫
Symn([0,1])
φn,r,s(M,X + iY [V ])e(TX)dX∑
M∈Mk
ISymn([0,1]) (M,T, Y [V ]) =
∑
M∈Mk
ISymn([0,1]) (M,T [
tV tV −1], Y [V ])
(41)
=
∑
M∈Mk
ISymn([0,1])
(
M
(
tV 0n
0n V
−1
)
, T [ tV ], Y
)
=
∑
M
„
tV 0n
0n V −1
«
∈Mk
ISymn([0,1]) (M,T [
tV ], Y )
=
∑
M∈Mk
“ tV −1 0n
0n V
” ISymn([0,1]) (M,T [
tV ], Y )
=
∑
M∈Mk
ISymn([0,1]) (M,T [
tV ], Y ) = a
(k)
n,r,s (T [ tV ] , Y )
q.e.d.
Korollar 2.3.6 Sind k ∈ {0, . . . , n − r} und V ∈ GLn (Z), so gilt fu¨r alle
X ∈ Symn (R):
En,r,k (X + iY [V ] , s) = En,r,k
(
X
[
V −1
]
+ iY, s
)
(49)
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Bew: En,r,k (X + iY [V ] , s) =
∑
T∈Symn(Z)∗
a
(k)
n,r,s (T, Y [V ]) e2πiSpur(TX) =
(48)
=
∑
T∈Symn(Z)∗
a
(k)
n,r,s (T [ tV ] , Y ) e2πiSpur(TX) =
=
∑
T∈Symn(Z)∗
a
(k)
n,r,s (T [ tV ] , Y ) e
2πiSpur(T(X[V −1][V ])) =
=
∑
T∈Symn(Z)∗
a
(k)
n,r,s (T [ tV ] , Y ) e
2πiSpur((T [tV ])(X[V −1])) =
=
∑
T [tV ]∈Symn(Z)∗
a
(k)
n,r,s (T [ tV ] , Y ) e
2πiSpur((T [tV ])(X[V −1])) = En,r,k (X [V
−1] + iY, s).
q.e.d.
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2.4 Verschwindungssatz fu¨r Fourierkoeffizienten
Satz 2.4.1 Sei Y ∈ Posn(R) beliebig, aber T ∈ Symn(Z)∗ so gewa¨hlt, daß
T [ tU−1] 6∈ Symտ0rn (Z)∗ fu¨r alle U ∈ GLn(Z). Dann erha¨lt man:
αn,r,s(T, Y ) = 0 (50)
Bew.: Fu¨r jedes feste C operiert
(
1n Symn(Z)
0n 1n
)
auf LC . Die Teilreihe
EC(Z) :=
∑
Cn,rM∈LC
φn,r,s(M,Z)
ist demnach periodisch und hat also eine Fourierentwicklung
EC(Z) =
∑
T∈Symn(Z)∗
αc(T, Y )e(TX)
Andererseits gibt es zu jedem solchen C ein UC = U ∈ GLn(Z) mit
CU = C˜ mit C˜↓n−r = (0n−r,r, c︸︷︷︸
∈Mn−r(Z)
)
Es gilt dann sowohl
LC = LC˜
(
tU 0n
0n U
−1
)
als auch
EC(Z) = EC˜(Z[U ])
Fu¨r die Fourierkoeffizienten impliziert dies, daß
αC(T, Y ) = αC˜(T, Y [U ]) = αC˜(T [
tU−1], Y )
Die αC˜(T [
tU−1], Y ) sind gema¨ß (42) gleich Null, falls T [tU−1] 6∈ Symտ0rn (Z)∗.
Da die in Frage stehenden Fourierkoeffizienten αn,r,s(T, Y ) sich schreiben
lassen als Summe u¨ber die αC(T, Y ) und damit auch u¨ber die αC˜(T [
tU−1], Y ),
ergibt sich sofort die Behauptung.
q.e.d.
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Korollar 2.4.2 Fu¨r n − r ≤ r, T ∈ Symn(Z)∗ und Y ∈ Posn(R) sei
αn,r,s(T, Y ) 6= 0. Dann gibt es ein U ∈ GLn(Z)/GLւ0n−r,rn (Z) mit αn,r,s(T, Y ) =
αn,r,s(T [U ], Y [
tU−1]) und T [U ] von der Form (6).
Bew.: Aufgrund des vorherigen Satzes existiert fu¨r soche T ∈ Symn(Z)∗
mit αn,r,s(T, Y ) 6= 0 auch ein V ∈ GLn(Z), so daß T [V ] ∈ Symտ0rn (Z)∗.
Fu¨r dieses gibt es gema¨ß Abschnitt 1.3 ein W ∈ GLւ0n−r,rn (Z) mit:
T [V ][W ] = T [VW ] hat die Form (6).
Nun setze man U := VW ∈ GLn(Z)/GLւ0n−r,rn (Z). Nach der Anwendung
von (22) haben wir αn,r,s(T, Y ) = αn,r,s(T [U ], Y [
tU−1]).
q.e.d.
Anmerkung 2.4.3 Man kann o.B.d.A. von der Transformation Y → Y [tU−1]
absehen und sich gleich auf die Fourierkoeffizienten T˜ mit der Form (6) be-
schra¨nken.
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2.5 Die Fourierentwicklung von En,r,0(Z, s)
Satz 2.5.1 Es gilt:
α(0) (T ) =


0 : T 6= 0n∑
M∈L0
det
(
Y −1
[
tDM
(
0r,n−r
1n−r
)])−s
: T = 0n
(51)
Bew.: α(0) (T ) =
∫
Symn([0,1])
( ∑
M∈L0
φn,r,s (M,Z)
)
e (TX) dX
(26)
=
=
∑
M∈L0
( ∫
Symn([0,1])
det
(
(Y −1 [X tCM + tDM ] + Y [ tCM ]) [
(
0r,n−r
1n−r
)
]
)−s
e (TX) dX
)
=
=
∑
M∈L0
( ∫
Symn([0,1])
det
(
Y −1 [X tCM + tDM ] [
(
0r,n−r
1n−r
)
] + Y [0n×n−r]
)−s
e (TX) dX
)
=
=
∑
M∈L0
( ∫
Symn([0,1])
det
(
Y −1
[
X0n,n−r + tDM
(
0r,n−r
1n−r
)])−s
e (TX) dX
)
=
=
∑
M∈L0
( ∫
Symn([0,1])
det
(
Y −1
[
tDM
(
0r,n−r
1n−r
)])−s
e (TX) dX
)
=
=
∑
M∈L0
det
(
Y −1
[
tDM
(
0r,n−r
1n−r
)])−s ∫
Symn([0,1])
e (TX) dX
︸ ︷︷ ︸
=
8<
:
0 : T 6= 0n
1 : T = 0n
q.e.d.
Anmerkung 2.5.2 α(0) (T ) 6= 0 ist eine Selbergsche Zetafunktion, wie man
sie z.B. unter [23] finden kann. Fu¨r r = n− 1 ist sie im Prinzip sogar eine
Epsteinsche Zetafunktion:
a
(0)
n,n−1,s (0n, Y ) =
∑
D∈GL1(Z)\{D∈Zn×1|D primitiv}
det (Y −1 [D])−s
1= 1
ζ(2s)
P
m∈N
m−2s
=
= 1
ζ(2s)
∑
m∈N
m−2s
∑
D∈GL1(Z)\{D∈Zn|D primitiv}
(Y −1 [Dm])−s = 1
2ζ(2s)
∑
D∈Zn\{0n,1}
(Y −1 [D])−s.
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3 Die Fourierentwicklung von En,r,n−r (Z, s)
Wenn wir bei den in (43) dargestellen Unterrepra¨sentantensystemen von
Cn,r\Γn den Fall k = n−r betrachten, so kann man auf folgende Darstellung
aus [13, S.100] zuru¨ckgreifen:⋃
N∈Γn mit Rang(C↓n−rN )=n−r
Cn,rN =
⋃
Cn,rM
(
1n S
0n 1n
)(
tU 0n
0n U−1
)
wobeiM u¨ber ein Repra¨sentantensystem aus σn,r/ ≈ sowie S u¨ber Symտ0rn (Z)
als auch tU u¨ber des Repra¨sentantensystem von GL
ւ0n−r,r
n (Z) \GLn(Z)
la¨uft.
Deswegen gilt: En,r,n−r(Z, s) =
=
∑
S∈Symտ0rn (Z)
∑
M∈σn,r/≈
∑
tU∈GLւ0n−r,rn (Z)\GLn(Z)
φn,r,s
(
M
(
1n S
0n 1n
)(
tU 0n
0n U
−1
)
, Z
)
und damit gilt wegen (44):
α(n−r) (T ) =
∫
Symn([0,1])
e (TX)
∑
S∈Symտ0rn (Z)
∑
M∈σn,r/≈
×
× ∑
tU∈GLւ0n−r,rn (Z)\GLn(Z)
φn,r,s
(
M
(
1n S
0n 1n
)(
tU 0n
0n U
−1
)
, Z
)
dX
was gleichbedeutend ist mit:
α(n−r) (T ) =
∑
S∈Symտ0rn (Z)
∑
M∈σn,r/≈
∑
tU∈GLւ0n−r,rn (Z)\GLn(Z)
×
×ISymn([0,1])
(
M
(
1n S
0n 1n
)(
tU 0n
0n U
−1
)
, T, Y
)
(52)
Wir wissen aus Korollar 2.4.2, daß bei n− r ≤ r nur die Koeffizienten T
von der Form (6) betrachtet werden mu¨ssen.
Im restlichen Teil dieser Arbeit gehen wir nun von
n− r ≤ r
aus und somit soll T auch mit dieser Form vorausgesetzt werden. Wir erin-
nern an das in Definition 1.3.4 erla¨uterteN (T ) und formulieren den folgenden
Satz, welcher sich letztendlich auf alle zu betrachtenden T auswirkt.
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Satz 3.0.3 Sei T von der Form (6). Dann gilt:
α(n−r) (T ) =
∑
M∈
σn,r/≈
∑
W∈N (T )
ISymտ0rn (R)(M,T [W ], Y [
tW−1]) (53)
Bew: Es gilt:
(
∀V ∈ GLւ0n−r,rn (Z)
)
: V −1 ∈ GLւ0n−r,rn (Z).
Somit folgt fu¨r das Repra¨sentantensystem {Ui | i ∈ I} vonGLւ0n−r,rn (Z) \GLn (Z)
bzgl. der Indexmenge I, daß {U−1i | i ∈ I} auch ein Repra¨sentantensystem
ist von:
GLn (Z) /GL
ւ0n−r,r
n (Z)
α(n−r) (T )
(44)
=
∫
Symn([0,1])
En,r,n−r

X + iY︸ ︷︷ ︸
=Z
, s

 e (TX) dX (52)=
=
∑
S∈Symտ0rn (Z)
∑
M∈σn,r/≈
∑
tU∈GLւ0n−r,rn (Z)\GLn(Z)
×
×ISymn([0,1])
(
M
(
1n S
0n 1n
)(
tU 0n
0n U
−1
)
, T, Y
)
=
(42)∧W :=tU−1
=
∑
M∈
σn,r/≈
∑
W∈GLn(Z)/GLւ0n−r,rn (Z)
δտ0r(T )ISymտ0rn (R)(M,T [W ], Y [
tW−1])
(10)
=
∑
M∈
σn,r/≈
∑
W∈N (T )
ISymտ0rn (R)(M,T [W ], Y [
tW−1]).
q.e.d.
Auf Grundlage des im na¨chsten Abschnitt eingefu¨hrten speziellen Re-
pra¨sentantensystems von σn,r/ ≈ verbessern wir die Aussage des vorherigen
Satzes im u¨berna¨chsten Abschnitt zu:
α(n−r) (T ) =
∑
W∈N (T )
ISymտ0rn (R)
(
J, T [W ], Y [ tW−1]
)
︸ ︷︷ ︸
=
R
Sym
տ0r
n (R)
det
„
(Y −1[WX]+Y [ tW−1])(0r,n−r1n−r )
«−s
e(T [W ]X)dX
A(T,W )
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wobei in ISymnտ0r(R) (J, T [W ], Y [
tW−1]), dem sogenannten archimedischen
Teil, im Gegensatz zum sogenannten arithmetischen TeilA(T,W ) die Abha¨ngig-
keit von den Repra¨sentanten aus σn,r/ ≈ entfa¨llt.
Darauf aufbauend erhalten wir zum Abschluß dieses Kapitels fu¨r r ≥ n − r
eine verbesserte Darstellung sowohl des Fourierkoeffizienten αn−rn.r,s(0n, Y ) als
auch des arithmetischen AnteilsA(T,W ) von αn−rn.r,s(T, Y ) fu¨r T ∈ Symտ0rn (Z)∗.
Im Fall r = n− 1 fu¨hren wir diese Aussage im na¨chsten Kapitel zu einer be-
friedigenden Beschreibung des Fourierkoeffizienten αn.n−1,s(T, Y ) fort.
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3.1 Ein spezielles Repra¨sentantensystem von σn,r/ ≈
Definition 3.1.1
A := {M ∈ σn,r | det(CM) 6= 0} (54)
In [13] und [15] gibt Kitaoka in unzusammenha¨ngender Weise, eingestreut
in verschiedenen Beweisabschnitten, implizit das folgende Konstruktionsver-
fahren an, um zu einem beliebigen P ∈ σn,r ein entsprechendes M ∈ A mit
M ≈ P zu finden, und somit mit dem Repra¨sentantensystem von A/ ≈ auch
eines von σn,r/ ≈. In der folgenden Anmerkung soll dieses in kompakter
Form zusammengefaßt werden.
Anmerkung 3.1.2 Sei P ∈ σn,r. Dann ist ((CP )4, (DP )3, (DP )4) und damit
auch ((DP )3, (CP )4, (DP )4) primitiv.
Mit det((CP )4) 6= 0 ist Rang((CP )4, (DP )4) = n− r.
Also gibt es U4 ∈Mn−r(Z) ∩GLn−r(Q),W ∈ GL2(n−r)(Z) mit
((CP )4, (DP )4) = U4(0n−r, 1n−r)W
und daher ist fu¨r U3 := (DP )3 mittles der Primitivita¨t von ((DP )3, U4(0n−r, 1n−r)W )
auch (U3, U4) primitiv.
Es gibt also (U1, U2) ∈ Mr,n(Z), so daß
(
U1 U2
U3 U4
) ∈ GLn(Z). Fu¨r das in-
vertierbare U setzt man V = tU−1. Andererseits gibt es ein primitives
symmetrisches Paar (c4, d4) mit ((CP )4, (DP )4) = U4(c4, d4), welches mit-
tels (a4, b4) ∈ Mn−r,2(n−r)(Z) erga¨nzbar ist zu
(
a4 b4
c4 d4
) ∈ Spn−r(Z).
Man definiere nun:
M :=

 1n 0n( 1r 0r,n−r
0n−r,r 0n−r
)
1n


︸ ︷︷ ︸
∈Spւ0n−r,n+rn (Z)
(
tU−1 0n
0n U
)
︸ ︷︷ ︸
∈Spւ0n,nn (Z)


1r 0r,n−r 0r 0r,n−r
0n−r,r a4 0n−r,r b4
0r 0r,n−r 1r 0r,n−r
0n−r,r c4 0n−r,r d4


︸ ︷︷ ︸
∈Spւ0n−r,rn (Z)
=
=


V1 V2a4 0r V2b4
V3 V4a4 0n−r,r V4b4
V1 V2a4 + U2c4 U1 V2b4 + U2d4
0n−r,r U4c4 U3 U4d4


︸ ︷︷ ︸
∈Spւ0n−r,rn (Z)
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Es gilt einerseits M ≈ P . Und andererseits wa¨re M ∈ A, falls det(V1) 6= 0.
Nun ist aber det(U4) 6= 0 und somit ist
(
1r −U2U−14
0n−r,r 1n−r
)
U =
( ∈GLr(Q)︷ ︸︸ ︷U1 − U2U−14 U3 0r,n−r∗ ∗ ).
Wir haben also (U−1)1 = (U1 − U2U−14 U3)−1 und wegen V = tU−1 ist auch
V1 =
t(U1 − U2U−14 U3)−1 invertierbar.
Offensichtlich laufen wir u¨ber ganz A wenn wir mittels obiger Matrixdarstel-
lung laufen u¨ber:
{(U3, U4) ∈Mn−r,r(Z)× (Mn−r(Z) ∩GLn−r(Q)) | (U3, U4) primitiv}×
{(c4, d4) ∈ (GLn−r(Z)\{Mn−r(Z) ∩GLn−r(Q)})×Mn−r(Z) | (c4, d4) = 1}
Fu¨r
M =


V1 V2a4 0r V2b4
V3 V4a4 0n−r,r V4b4
V1 V2a4 + U2c4 U1 V2b4 + U2d4
0n−r,r U4c4 U3 U4d4


und
N =


V1 V2α4 0r V2β4
V3 V4α4 0n−r,r V4β4
V1 V2α4 + U2γ4 U1 V2β4 + U2δ4
0n−r,r U4γ4 U3 U4δ4


aus A gilt:
M ≈ N :⇔ (∃g ∈ GLn−r(Z) ∧ S3 ∈Mn−r,r(Z) ∧ S4 ∈ Symn−r(Z)) :
g(U4c4, U3, U4d4) = (U4γ4,U3 + U4γ4S3,U4δ4 + U4γ4S4)
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3.2 Separation des archimedischen vom arithmetischen
Teil
Satz 3.2.1 Sei T in der Form (6) und N (T ) das in Definition 1.3.4 dazu an-
gegebene spezifische Teilrepra¨sentantensystem von GLn (Z) /GL
ւ0n−r,r
n (Z).
Dann gilt:
α(n−r) (T ) =
∑
W∈N (T )
ISymտ0rn (R)
(
J, T [W ], Y [ tW−1]
)A(T,W ) (55)
wobei unter dem gema¨ß (54) mit A/ ≈ bezeichneten Repra¨sentantensystem
zu σn,r/ ≈ nun der sogenannte arithmetische Teil A(T,W ) definiert wird
durch:
A(T,W ) =
∑
M∈A/≈
det((CM)4)
−2se
(
T [W ]C−1M DM
)
(56)
Bew: α(n−r) (T )
(53)
=
∑
P∈
σn,r/≈
∑
W∈N (T )
ISymտ0rn (R)(P, T [W ], Y [
tW−1]) =
(36)
=
∑
W∈N (T )
∑
P∈
σn,r/≈
∫
Symտ0rn (R)
φn,r,s (P,X + iY [
tW−1]) e(T [W ]X)dX
Es gilt fu¨r P ∈ Spւ0n−r,rn (Q), tW−1 =: U ∈ GLn (Z) und Y ∈ Posn (R):
φn,r,s (P,X + iY [U ]) = det
(
(Y −1[W ][X tCP +DP ] + Y [U ][tCP ]) [
(
0r,n−r
1n−r
)
]
)−s
=
(CP )3=0n−r,r
= det

Y
−1[W ] [X
(
0r,n−r
t(CP )4
)
+
(
t(DP )3
t(DP )4
)
]︸ ︷︷ ︸
=
»
(
X2+
t(DP )3
t(CP )
−1
4
X4+
t(DP )4
t(CP )
−1
4
)
–
[t(CP )4]
+ Y [U ]
[(
0r,n−r
t(CP )4
)]
︸ ︷︷ ︸
=Y [U ][(0r,n−r1n−r )][
t(CP )4]


−s
=
= det
((
Y −1[W ]
[(X2+t(DP )3 t(CP )−14
X4+t(DP )
t
4(CP )
−1
4
)]
+ Y [U ][
(
0r,n−r
1n−r
)
]
)
[t(CP )4]
)−s
=
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= det((CP )4)
−2sdet

Y
−1[W ]
[(
X2 +
t (DP )3
t(CP )
−1
4
X4 +t (DP )
t
4(CP )
−1
4
)]
+ Y [U ][
(
0r,n−r
1n−r
)
]︸ ︷︷ ︸
=(Y −1[W ][X+S(P )]+Y [U ])[(0r,n−r1n−r )]


−s
mit S(P ) :=
(
0r
t(DP )3
t(CP )
−1
4
(CP )
−1
4 (DP )3
t(DP )4
t(CP )
−1
4
)
∈ Symտ0rn (R).
Also gilt insbesondere fu¨r ein T in der Form (6):∫
Symտ0rn (R)
φn,r,s (P,X + iY [U ]) e(T [W ]X)dX = det((CP )4)
−2s×
× ∫
Symտ0rn (R)
det



Y −1[W ][X + S(P )]︸ ︷︷ ︸
X→X−S(P )
+Y [U ]

 [(0r,n−r1n−r )]


−s
e(T [W ]X)dX =
= det((CP )4)
−2s×
× ∫
Symտ0rn (R)
det
((
Y −1[W ][X] + Y [U ]
)
[
(
0r,n−r
1n−r
)
]
)−s
︸ ︷︷ ︸
=φn,r,s(J,X+iY [U ])
e (T [W ] (X + S(P )))︸ ︷︷ ︸
=e(T [W ]X)e(T [W ]S(P ))
dX =
= det((CP )4)
−2se (T [W ]S(P ))
∫
Symտ0rn (R)
φn,r,s (J,X + iY [U ]) e (T [W ]X)dX =
Somit haben wir:
α(n−r) (T ) =
∑
W∈N (T )
ISymnտ0r(R) (J, T [W ], Y [
tW−1])
∑
P∈
σn,r/≈
det((CP )4)
−2se (T [W ]S(P ))
Der Satz ist also bewiesen, wenn man zeigt, daß es zu jedem P ∈ σn,r ein
M ∈ A gibt mit: e (T [W ]S(P )) != e (T [W ]C−1M DM) und M ≈ P
Es gilt T [W ]1 = 0r und somit auch die erste Bedingung fu¨r jedes
C−1M DM =
( ∗ t(DP )3 t(CP )−14
(CP )
−1
4 (DP )3
t(DP )4
t(CP )
−1
4
)
(57)
Fu¨r jedes M ∈ A ist det(CM) 6= 0 und es gilt:
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C−1M DM =
t (C−1M DM) (58)
Es gibt also V1 ∈ Mr(Z) ∩ GLr(Q), D1 ∈ Mr(Z) und C2, D2 ∈ Mr,n−r(Z)
mit:
C =
(
V1 C2
0n−r,r (DP )4
)
und D =
(
D1 D2
(DP )3 (DP )4
)
In der Anmerkung unter 3.1 haben wir explizit fu¨r gegebene P ∈ σn,r/ ≈
Matrizen M ∈ A mit M ≈ P konstruiert, somit gilt fu¨r diese (C,D) =
(CM , DM). Wenn wir nun T := T [W ] setzen, so gilt fu¨r solche M ∈ A aber
auch:
e
((
0r T2
tT2 T4
)(
V1 C2
0n−r,r (CP )4
)−1( D1 D2
(DP )3 (DP )4
))
=
= e
((
0r T2
tT2 T4
)( V −11 −V −11 C2(CP )−14
0n−r,r (CP )4
)(
D1 D2
(DP )3 (DP )4
))
=
= e
((
0r T2
tT2 T4
)( ∗ V −11 D2 − V −11 C2(CP )−14 (DP )4
(CP )
−1
4 (DP )3 (CP )
−1
4 (DP )4
))
(58)
=
= e
((
0r T2
tT2 T4
)( ∗ t((CP )−14 (DP )3)
(CP )
−1
4 (DP )3 (CP )
−1
4 (DP )4
))
(57)
= e(T S(P ))
q.e.d.
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3.3 Der Wert des Fourierkoeffizienten α
(n−r)
n,r,s (0n, Y )
Definition 3.3.1 In [31] wird fu¨r k ∈ N, α, β ∈ C, g ∈ Symk(R) und h ∈
Posk(R) folgende Funktion definiert:
ξk (h, g, α, β) =
∫
Symk(R)
e (gX )det(X + ih)−αdet(X − ih)−βdX (59)
Lemma 3.3.2 Betrachtet man den Spezialfall α = β und h = 1k, hat man
also:
ξk (1k, g, α, α) =
∫
Symk(R)
e (gX )det(1k + X 2)−αdX (60)
Bew.: ξk (1k, g, α, α) =
∫
Symk(R)
e (gX )det(X + i1k)−αdet(X − i1k)−αdX =
=
∫
Symk(R)
e (gX )det((X + i1k)(X − i1k)︸ ︷︷ ︸
=X 2+1k
)−αdX
q.e.d.
Anmerkung 3.3.3 Mittels [31, S.275] zeigt man leicht daß:
ξn−r
(√
h, 0n−r, α, α
)
= fn,r,αdet(h)
n−r+1
4
−α (61)
mit
fn,r,α := 2
(n−r)(1−2α)(2π)
(n−r)(n−r+1)
2
Γn−r(2α− n−r+12 )
Γn−r(α)2
(62)
und
Γn−r(α) := π
(n−r)(n−r−1)
4
n−r−1∏
k=0
Γ(α− k
2
) (63)
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Satz 3.3.4 Bezu¨glich eines Repra¨sentantensystems A/ ≈ gilt:
α(n−r)n,r,s (0n, Y ) =
∑
M∈A/≈
det((CM)4)
−2s ∑
W∈GLn(Z)/GLւ0n−r,rn (Z)
AY,W (64)
mit :
AY,W =
det(Y )
n−r
2 fn,r,s− r
2
det((Y [ tW−1])4)s−
r+1
2
∫
R(n−r)×r
det
(
1n−r + tX2X2
)−s
d tX2 (65)
Bew.: α
(n−r)
n,r,s (0n, Y )
(55)
=
∑
W∈N (0n)
ISymnտ0r(R) (J, 0n, Y [
tW−1])A(0n,W ) (56)=
=
∑
W∈N (0n)
ISymnտ0r(R) (J, 0n, Y [
tW−1])
∑
M∈A
det((CM)4)
−2se (0n) =
=
∑
W∈GLn(Z)/GLւ0n−r,rn (Z)
ISymnտ0r(R) (J, 0n, Y [
tW−1])
∑
M∈A
det((CM)4)
−2s =
(36)
=
∑
M∈A
det((CM)4)
−2s ∑
W∈GLn(Z)/GLւ0n−r,rn (Z)
×
× ∫
Symտ0rn (R)
φn,r,s (J,X + iY [
tW−1]) e(0n)︸ ︷︷ ︸
=1
dX =
=
∑
M∈A
det((CM)4)
−2s ∑
W∈GLn(Z)/GLւ0n−r,rn (Z)
∫
Symտ0rn (R)
φn,r,s
(
J,X + iY [ tW−1]
)
dX
︸ ︷︷ ︸
!
=AY,W
In analoger Weise wie in [9, S.69 ] gibt es eine Jacobi-Tansformation von
Y [ tW−1] =:
(Y1 Y2
tY2Y4
) ∈ Posn(R) mittels:
Y [ tW−1] =
(Y1 − Y−14 [ tY2] 0r,n−r
0n−r,r Y4
)
︸ ︷︷ ︸
=:P


(
1r 0r,n−r
Y−14 tY2 1n−r
)
︸ ︷︷ ︸
=:Q

 (66)
Außerdem haben P ∈ Posn(R), P1 ∈ Posr(R), P4 ∈ Posn−r(R) eindeutige
Wurzeln mit:
√
P =
(√
P1 0r,n−r
0n−r,r
√
P4
)
(67)
3 DIE FOURIERENTWICKLUNG VON EN,R,N−R (Z, S) 50
Somit gilt:∫
Symտ0rn (R)
φn,r,s (J,X + iY [ tW−1]) dX =
(26)
=
∫
Symտ0rn (R)
det
((
(Y [ tW−1])−1 [X ] + Y [ tW−1]
)
[
(
0r,n−r
1n−r
)
]
)−s
dX =
(66)
=
∫
Symտ0rn (R)
det
((
(P [Q])−1 [X] + P [Q]
)
[
(
0r,n−r
1n−r
)
]
)−s
dX =
=
∫
Symտ0rn (R)
det
(
(P−1[ tQ−1X] + P [Q]) [
(
0r,n−r
1n−r
)
]
)−s
dX =
=
∫
Symտ0rn (R)
det
(
(P−1[ tQ−1XQ−1] + P ) [Q][
(
0r,n−r
1n−r
)
]
)−s
dX =
det(Q)=1
=
∫
Symտ0rn (R)
det
(
(P−1[X] + P ) [Q
(
0r,n−r
1n−r
)
]
)−s
dX =
=
∫
Symտ0rn (R)
det

(P
−1[X] + P ) [
(
1r 0r,n−r
Y4 tY2 1n−r
)(
0r,n−r
1n−r
)
︸ ︷︷ ︸
=(0r,n−r1n−r )
]


−s
dX =
=
∫
Symտ0rn (R)
det
((
t
(
X[
√
P−1]
)
X[
√
P−1] + 1n
)
[
√
P
(
0r,n−r
1n−r
)
]
)−s
dX =
=
∫
Symտ0rn (R)
det


(
t
(
X[
√
P−1]
)
X[
√
P−1] + 1n
)
[
(√
P1 0r,n−r
0n−r,r
√
P4
)(
0r,n−r
1n−r
)
︸ ︷︷ ︸
=(
0r,n−r√
P4
)=(0r,n−r1n−r )
√
P4
]


−s
dX =
= det(
√
P4)
−2s︸ ︷︷ ︸
=det(P4)−s
∫
Symտ0rn (R)
det
((
t
(
X[
√
P−1]
)
X[
√
P−1] + 1n
)
[
(
0r,n−r
1n−r
)
]
)−s
dX =
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= det(P4)
−s ∫
Symn−r(R)
∫
Rr×n−r
det
((
t
(
0r
√
P1
−1
X2
√
P4
−1
√
P4
−1 tX2
√
P1
−1
X4
[√
P4
−1]
)
×
×
(
0r
√
P1
−1
X2
√
P4
−1
√
P4
−1 tX2
√
P1
−1
X4
[√
P4
−1]
)
+ 1n
)
[
(
0r,n−r
1n−r
)
]
)−s
d tX2dX4 =
= det(P4)
−s ∫
Symn−r(R)
∫
Rr×n−r
det(
√
P1)
n−rdet(
√
P4)
r︸ ︷︷ ︸
n−r≤r
= det(
√
Y )n−rdet(
√
P4)2r−n
×
×det
((
t
(
0r X2
tX2 X4[
√
P4
−1
]
)(
0r X2
tX2 X4[
√
P4
−1
]
)
+ 1n
)(
0r,n−r
1n−r
)
]
)−s
dtX2dX4 =
= det(P4)
r−n
2
−sdet(
√
Y )n−r
∫
Symn−r(R)
det(
√
P4)
n−r+1×
× ∫
Rr×n−r
det
((
t
(
0r X2
tX2 X4
)(
0r X2
tX2 X4
)
+ 1n
)(
0r,n−r
1n−r
)
]
)−s
dtX2dX4 =
= det(P4)
r+1
2
−sdet(
√
Y )n−r
∫
Symn−r(R)
∫
Symտ0rn (R)
det

 tX2X2 +X24 + 1n−r︸ ︷︷ ︸
∈Posn−r(R)


−s
dtX2dX4 =
= det( P4︸︷︷︸
=(Y [ tW−1])4
)−(s−
r+1
2 )det(Y )
n−r
2
∫
Symn−r(R)
det (X24 + 1n−r)
−s×
×


∫
R(n−r)×r
det (X24 + 1n−r +
tX2X2)
−s
det
(√
X24 + 1n−r
)−s
det
(√
X24 + 1n−r
)−s
︸ ︷︷ ︸
=det
“
1n−r+(X24+1n−r)
− 12 tX2X2(X24+1n−r)
− 12
”−s
d tX2


dX4 =
= det(Y )
n−r
2
det((Y [ tW−1])4)
s− r+12
∫
Symn−r(R)
det
(
X24 + 1n−r
) r
2
−s
dX4
︸ ︷︷ ︸
(60)
= ξn−r(1n−r ,0n−r ,s− r2 ,s− r2)
×
× ∫
R(n−r)×r
det (1n−r + tX2X2)
−s
d tX2 =
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(61)
=
det(Y )
n−r
2 fn,r,s− r2
det((Y [ tW−1])4)
s− r+12
∫
R(n−r)×r
det (1n−r + tX2X2)
−s
d tX2 = AY,W .
q.e.d.
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3.4 Auswertung des arithmetischen Anteils
Im vorliegenden Abschnitt interessiert der durch A(T,W ) bezeichnete arith-
metische Teil des Fourierkoeffizienten:
A(T,W ) =
∑
P∈A\≈
det((CP )4)
−2s e
(
T [W ]C−1P DP
)︸ ︷︷ ︸
=:A(T,W,P )
Definition 3.4.1 Man bezeichne fu¨r die quadratischen Matrizen c,d durch
das Symbol (c,d)=1 die Eigenschaft, daß sie sowohl primitiv zueinander sind
als auch c td = d tc gilt.
Anmerkung 3.4.2 Seien nun U4 ∈Mn−r(Z) ∩GLn−r(Q) und c aus
GLn−r(Z)\{Mn−r(Z) ∩GLn−r(Q)} (68)
Wir wa¨hlen beliebige Repra¨sentantensysteme der folgenden Nebenklassen:
{d ∈Mn−r(Z) | (c, d) = 1} mod cSymn−r(Z) (69)
{U3 ∈Mn−r,r | (U3, U4) primitiv} mod U4cMn−r,r(Z) (70)
Wir wissen, daß jede Matrix aus σn,r und damit auch jede aus A durch
ihre letzten (n−r)×(2n) Spalten (0n−r,r, C4, D3, D4) charakterisiert ist, wobei
C4, D4 ∈ Mn−r(Z) mit det(C4) 6= 0 und D3 ∈ Mn−r,r(Z). Desweiteren gilt
C4
tD4 = D4
tC4 und die Matrix (C4, D3, D4) ist primitiv.
Setze (C4, D4) = U4(c, d) und D3 = U3 fu¨r (c, d) = 1, so gilt (C4, D3, D4) =
(U4c, U3, U4d) und es gibt gema¨ß [15] eine bijektive Zuordnung: σn,r → τn,r
Dabei sei
τn,r :=

 ⋃
c u¨ber (68)
{(c, d) ∈Mn−r,2(n−r) | (c, d) = 1}

×
×

 ⋃
U4∈Mn−r(Z)∩GLn−r(Q)
{(U3, U4) ∈Mn−r,n | (U3, U4) primitiv}


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Fu¨r (C4, D3, D4), (C˜4, D˜3, D˜4) ∈ σn,r gibt es also eindeutig bestimmte (C4, D4) =
U4(c, d), U3 = D3 bzw. (C˜4, D˜4) = U˜4(c˜, d˜), U˜3 = D˜3 ∈ τn,r, so daß man auch
die A¨quivalenzrelation ≈ von σn,r bzw. A auf τn,r u¨bertragen kann mittels:
(C4, D3, D4) ≈ (C˜4, D˜3, D˜4) :⇔ (∃g ∈ GLn−r(Z), S ∈ Symn(Z))) :
g(C˜4, D˜3, D˜4) = (C4, D3 + C4S3, D4 + C4S4)
⇔ (∃g ∈ GLn−r(Z), S ∈ Symn(Z)) : gU˜4(c˜, d˜) = U4(c, d+ cS4) ∧ gU˜3 =
= U3 + U4cS4
Unter Beru¨cksichtigung der obigen bijektiven Zuordnung gilt:
A(T,W ) = ∑
P∈A\≈
det((CP )4)
−2se(2(T [W ])2(CP )−14 (DP )3)e((T [W ])4(CP )
−1
4 (DP )4) =
=
∑
c u¨ber (68)
∑
d u¨ber (69)
∑
U4 u¨ber (68)
det(U4c)
−2s︸ ︷︷ ︸
=det(U4)−2sdet(c)−2s
×
× ∑
U3 u¨ber (70)
e(2(T [W ])2 (U4c)
−1U3︸ ︷︷ ︸
=c−1U−14 U3
)e((T [W ])4 (U4c)
−1(U4d)︸ ︷︷ ︸
=c−1d
) =
=
∑
c u¨ber (68)
det(c)−2s
∑
d u¨ber (69)
e((T [W ])4c
−1d)×
× ∑
U4 u¨ber (68)
det(U4)
−2s ∑
U3 u¨ber (70)
e(2(T [W ])2c
−1U−14 U3)
Lemma 3.4.3 Es sei T in der Form (6) und W ∈ N (T ). Man la¨ßt c und
d (in Abha¨ngigkeit des jeweiligen c´s) u¨ber folgende Repra¨sentantensysteme
laufen:
(68) mit 2(T [W ])2c
−1 ∈Mr,n−r(Z) (71)
{d ∈Mn−r(Z) | c td = d tc} mod cSymn−r(Z) (72)
Dann gilt:( ∑
K u¨ber (68)
det(K)−2s
)
×A(T,W ) =∑
c
| det(c) |r−2s ∑
d
e((T [W ])4c
−1d)
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Bew.: Nach obiger Anmerkung gilt:∑
K u¨ber (68)
det(K)−2sA(T,W ) = ∑
c u¨ber (68)
det(c)−2s
∑
d u¨ber (69)
e((T [W ])4c
−1d)×
×
∑
K u¨ber (68)
∑
U4 u¨ber (68)
det(KU4)
−2s ∑
U3 u¨ber (70)
e(2(T [W ])2c
−1U−14 U3)
︸ ︷︷ ︸
=:S(T,W )
Mittels der Transformation K(U3, U4) → (V3, V4) ko¨nnen wir nun S(T,W )
u¨bergehen lassen zu
∑
V4
det(V4)
−2s∑
V3
e(2(T [W ])2c
−1V −14 V3), wobei V4 u¨ber
(68) la¨uft und V3 u¨ber:
Mn−r,r mod V4cMn−r,r(Z) (73)
Man stelle nun die V3 fu¨r beliebig fixiertes c, V4 ∈ (68) dar mittels V3 =
u+ V4v und lasse u und v laufen u¨ber:
Mn−r,r (Z) \ V4Mn−r,r (Z) (74)
Mn−r,r (Z) \ cMn−r,r (Z) (75)
Somit gilt:∑
V3 u¨ber (73)
e(2(T [W ])2c
−1V −14 V3) =
=
∑
u u¨ber (74)
∑
v u¨ber (75)
e(2(T [W ])2c
−1V −14 (u+ V4v)) =
=
∑
u u¨ber (74)
e(2(T [W ])2c
−1V −14 u)
∑
v u¨ber (75)
e(2(T [W ])2c
−1v) =
=
∑
u u¨ber (74)
e(2(T [W ])2c
−1V −14 u)×
{ | det(c) |r : 2(T [W ])2c−1 ∈Mr,n−r(Z)
0 : sonst
Zur spa¨teren Verwendung fu¨hren wir bezu¨glich V4 noch nun folgendes
Repra¨sentantensystem ein:
(68) mit 2(T [W ])2c
−1V −14 ∈Mr,n−r(Z) (76)
Dann kann man nun die Laufbedingung fu¨r c auf (71) modifizieren, und
erha¨lt:
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∑
K u¨ber (68)
det(K)−2sA(T,W ) =
=
∑
c u¨ber (71)
| det(c) |r−2s ∑
d u¨ber (69)
e((T [W ])4c
−1d)
∑
V4 u¨ber (68)
det(V4)
−2s×
×
∑
u u¨ber (74)
e( 2(T [W ])2c
−1︸ ︷︷ ︸
∈Mr,n−r(Z) wegen (71)
V −14 u)
︸ ︷︷ ︸
=
8<
:
| det(V4) |r : 2(T [W ])2c−1V −14 ∈Mr,n−r(Z)
0 : sonst
=
=
∑
c u¨ber (71)
| det(c) |r−2s ∑
d u¨ber (69)
e((T [W ])4c
−1d)
∑
V4 u¨ber (76)
det(V4)
r−2s =
=
∑
c u¨ber (71)
∑
V4 u¨ber (76)
| det(V4c) |r−2s
∑
d u¨ber (69)
e((T [W ])4c
−1V −14 V4d)
Man kann nun das Paar (V4c, V4d), fu¨r welches (c, d) = 1 gilt, u¨berfu¨hren
zu (c˜, d˜), wobei letzteres Paar nur noch symmetrisch, aber nicht mehr primi-
tiv ist. Somit erha¨lt man die Behauptung:∑
K u¨ber (68)
det(K)−2sA(T,W ) = ∑
c˜ u¨ber (71)
| det(c˜) |r−2s ∑
d˜ u¨ber (72)
e((T [W ])4c˜
−1d˜)
q.e.d.
Anmerkung 3.4.4 Zur endlichen Summe
∑
d u¨ber (72)
e((T [W ])4c
−1d) fan-
den wir wegen der Bedingung, daß (c, d) ein symmetrisches Paar ist, keine
allgemeine Beschreibung. Im wesentlichen darauf begru¨ndete sich die Ent-
scheidung nur die Eisensteinreihen En,n−1(Z, s) eingehender zu untersuchen.
Denn im Fall r = n− 1 ist die Symmetriebedingung trivial. Natu¨rlich gibt es
auch noch andere Vereinfachungen, wie z.B. die Tatsache, daß im erwa¨hnten
Fall neben En,n−1,0(Z, s) nur noch En,n−1,1(Z, s) als Teilreihe zu beru¨cksich-
tigen ist.
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4 Die Fourierentwicklung von En,n−1
In diesem Kapitel gelte durchga¨ngig n− r = 1 und somit auch:
α(T ) = α(1)(T ) + α(0)(T )
(51)
= α(1)(T ) +
{
0 : T 6= 0r
1
2ζ(2s)
∑
d∈Zn
(Y −1 [d])−s : T = 0n
Der Fourierkoeffizient fu¨r T = 0n wird im anschließenden Abschnitt berech-
net. Bei den u¨brigen Fourierkoeffizienten reicht es aus nur α(1)(T )(= α(T ))
zu ermitteln, wobei die in Frage kommenden Koeffizientenmatrizen T be-
schra¨nkt sind auf die Form gema¨ß (6) mit r = n− 1, also auf:
T =
(
0n−2 0n−2,1
01,n−2 Tγ
)
mit Tγ =
(0 tn−1,n
2
tn−1,n
2
tn,n
) ∈ Symտ012 (Z)∗.
Und damit gilt in allen nun zu betrachtenden Fa¨llen 1 ≤ Rg(T ) ≤ 2 die
Formel:
α(T ) = α(1)(T )
(55)
=
∑
W∈N (T )
I
Sym
տ0n−1
n (R)
(
J, T [W ], Y [ tW−1]
)A(T,W ) (77)
Im u¨berna¨chsten Abschnitt wird festgestellt, das A(T,W ) weder von der in
Frage stehenden Nebenklasse N (T ) noch von der verwendeten Repra¨sentan-
tenmatrix W abha¨ngt. Somit kann fu¨r T 6= 0n dieser arithmetische Faktor
ausgeklammert werden, und man erha¨lt die bestmo¨gliche repra¨sentantenun-
abha¨ngige Darstellung dieser Fourierkoeffizienten:
α(T ) =
σn−2s (ggT (tn−1,n, tn,n))
ζ(2s)
∑
W∈N (T )
I
Sym
տ0n−1
n (R)
(
J, T [W ], Y [ tW−1]
)
dabei verwendet man die Teilerpotenzfunktion σz (t) =
∑
N∋c|t
cz .
Zur weiteren Berechnung der Summanten I
Sym
տ0n−1
n (R)
(J, T [W ], Y [ tW−1])
muß man aber die Menge N (T ) na¨her untersuchen, insbesondere hinsicht-
lich eines mo¨glichst geschickten Repra¨sentantensystems, wie es bereits bei
der Anmerkung zur dessen Definition in 1.3.4 erwa¨hnt wurde. Bezu¨glich die-
ser Repra¨sentation ko¨nnen wir dann zeigen, daß es durch ein entsprechende
N2,1(Tγ) des Falles n = 2 und r = 1 bestimmt ist.
Anschließend untersuchen wir diesen Speziallfall und erkennen, daß man hier-
bei neben dem Repra¨sentanten der Nebenklasse GLւ012 (Z) im Fall Rg(T ) = 2
nur genau einen Repra¨sentanten einer weiteren Nebenklasse beru¨cksichtigen
muß. Im Fall Rg(T ) = 1 fa¨llt letzterer sogar weg. Die Einheitsmatrix ist der
kanonische Repra¨sentant der ersten Nebenklasse. Die andere Nebenklasse
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wird dann auch noch geeignet repra¨sentiert.
Bei der Berechnung der achimedischen Anteile I
Sym
տ0n−1
n (R)
(J, T [W ], Y [ tW−1])
kann man feststellen, daß sie jeweils bestimmt sind durch das Produkt von
π−Potenzen, Gammafaktoren, einer vom Y-Wert abha¨ngigen Konstante und
einer konfluenten hypergeometrischen Funktion.
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4.1 Die Berechnung von an,n−1,s(0n, Y )
Wir werden nun auf [12, Theorem 2.1.3] zuru¨ckgreifen:
Sei α > 0, β2 − αγ < 0 und s > 1
2
. Dann gilt:∫
R
dx
(αx2 + 2βx+ γ)s
= αs−1
(
αγ − β2) 12−s√πΓ (s− 12)
Γ(s)
(78)
In iterierter Anwendung folgt daraus sofort:∫
Rn−1
(
1 + tX2X2
)−s
d tX2 = π
n−1
2
Γ(s− n−1
2
)
Γ(s)
(79)
Anmerkung 4.1.1 Man kann gema¨ß [32] die Epsteinsche Zetafunktion Z(Y, s) :
Posn(R)× C→ C definiert durch:
Z(Y, s) :=
1
2
∑
v∈Zn\{0}
(Y [v])−s (80)
analytisch auf C fortsetzen, wobei man bei n
2
einen einfachen Pol hat. Es gilt
die Funktionalgleichung:
π−sΓ(s)Z(Y, s)︸ ︷︷ ︸
=:Ω(Y,s)
= πs−
n
2Γ(
n
2
− s)Z(Y −1, n
2
− s)det(Y )− 12︸ ︷︷ ︸
=
Ω(Y−1, n2 −s)
det(Y )
1
2
(81)
Satz 4.1.2 Fu¨r T = 0n gilt:
αn,n−1,s(0n, Y ) =
1
ζ (2s)
(
Z
(
Y −1, s
)
+ det(Y )
1
2Z
(
Y, s− n
2
)
f˜n,n−1,s
)
(82)
mit dem nur von n, r = n− 1 und s abha¨ngigen Faktor
f˜n,n−1,s = π
n
2
Γ(s− n
2
)
Γ(s)
(83)
Bew.: Zuerst die Auswertung eines die Formel (64) bestimmenden Aus-
drucks fu¨r den Fall r = n−1 mittels der Gamma-Multiplikations-Formel von
Legendre (*):
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∫
Rn−1
det
(
1 + tX2X2
)−s
d tX2
︸ ︷︷ ︸
(79)
= π
n−1
2
Γ(s−n−12 )
Γ(s)
fn,n−1,s−n−1
2︸ ︷︷ ︸
(62)
= 2n−2s+1π
Γ(2(s−n2 ))
Γ(s−n−12 )
2
(∗)
= π
n
2
Γ(s−n−1
2
)Γ(s−n
2
)
Γ(s−n−1
2
)Γ(s)
=
= π
n
2
Γ(s−n
2
)
Γ(s)
(83)
= f˜n,n−1,s
Aus (64) und Anmerkung 2.5.2 folgt sofort:
αn,n−1,s(0n, Y ) = ζ (2s)
−1 1
2
∑
d∈Zn\{0}
(
Y −1 [d]
)−s
︸ ︷︷ ︸
(80)
= Z(Y −1,s)
+
∑
M∈A/≈
det((CM)4)
−2s
︸ ︷︷ ︸
=
ζ(2s−n)
ζ(2s)
×
× ∑
W∈GLn(Z)/GLւ01,n−1n (Z)
det(Y )
1
2 f˜n,n−1,s
((Y [ tW−1])4)
s−n2
=
= Z(Y
−1,s)
ζ(2s)
+ ζ(2s−n)
ζ(2s)
det(Y )
1
2 f˜n,n−1,s
∑
W∈GLn(Z)/GLւ01,n−1n
((Y [ tW−1])4)−(s−
n
2 )
︸ ︷︷ ︸
=ζ(2s−n)−1
1
2
∑
d∈Zn\{0}
(Y [d])−(s−
n
2
)
︸ ︷︷ ︸
=Z(Y,s−n2 )
=
= 1
ζ(2s)
(
Z (Y −1, s) + det(Y )
1
2Z
(
Y, s− n
2
)
f˜n,n−1,s
)
q.e.d.
Korollar 4.1.3 Mit Λ(s) := π−sΓ(s)ζ(2s) gilt die Funktionalgleichung:
Λ(s)αn,n−1,s(0n, Y ) = Λ(n− s)αn,n−1,n−s(0n, Y ) (84)
Bew.: Aus (64) und Anmerkung 2.5.2 folgt sofort:
Λ(s)αn,n−1,s(0n, Y )
(82)
= π−sΓ(s)Z (Y −1, s)+π−sΓ(s)det(Y )
1
2Z (Y, s− 1) π n2 Γ(s−n2 )
Γ(s)
=
= Ω(Y −1, s) + Ω(Y, s− n
2
)det(Y )
1
2 =
(81)
= Ω(Y,
n
2
− s︸ ︷︷ ︸
=(n−s)−n
2
)det(Y )
1
2+Ω(Y −1, n−s) = Λ(n−s)αn,n−1,n−s(0n, Y ). q.e.d.
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4.2 Reduktion des arithmetischen Anteils
Definition 4.2.1 Fu¨r k, l ∈ N seien gegeben ein k-reihiger Vektor v ∈
Mk,1(Z) und ein l-reihiger Vektor w ∈ Ml,1(Z) Zeile. Dann bezeichnen wir
mit ggT(v) bzw. ggT(v,w) den gro¨ßten gemeinsamen Teiler aller Zeilenele-
mente von v bzw. von (v,w).
Man definiere fu¨r ein z ∈ C die Teilerpotenzfunktion
σz (t) : N→ C durch σz (t) =
∑
N∋c|t
cz.
Lemma 4.2.2 Seien Tγ =
(
0 tn−1,n
2
tn−1,n
2
tn,n
)
∈ Symտ012 (Z)∗ und tW−1 ∈
GLn(Z) mit diag(0n−2, Tγ)[tW−1] := T˜ ∈ Symտ0n−1n (Z)∗. Dann gilt:
A(diag(0n−2, Tγ),W ) = σn−2s (ggT (tn−1,n, tn,n))
ζ(2s)
(85)
Bew.: In Lemma 3.4.3 wurde fu¨r allgemeines r folgende Auswertung vorge-
nommen:∑
K
| det(K) |−2s A(diag(0n−2, Tγ),W ) =
∑
c
| det(c) |r−2s ∑
d
e(T˜4c
−1d)
Dabei la¨uft K u¨ber:
GLn−r(Z)/{Mn−r(Z) ∩GLn−r(Q)}
c u¨ber:
GLn−r(Z)/{Mn−r(Z) ∩GLn−r(Q)} mit 2T˜2c−1 ∈Mr,n−r(Z)
und d u¨ber:
{d ∈Mn−r(Z) | c td = d tc} mod cSymn−r(Z)
Im vorliegenden Fall gilt r = n− 1 und somit:
ζ(2s)A(diag(0n−2, Tγ),W ) =
∑
c∈N mit c|ggT (2T˜2)
(| det(c) |︸ ︷︷ ︸
=c
)r−2s
∑
d∈Z/cZ
e(T˜4c
−1d)
︸ ︷︷ ︸
=
8<
:
c : T˜4c
−1 ∈ Z
0 : sonst
=
=
∑
c∈N mit c|ggT (2 tT˜2)∧c|ggT (T˜4)
c
=n︷ ︸︸ ︷
r + 1−2s =
∑
c∈N mit c|I(T˜ )
cn−2s
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Aufgrund des Elementarteilersatzes gilt nun: I(T˜ ) = I(T ).
Desweiteren ist I(T ) = ggT (2 tn−1,n
2
, tn,n)
⇒ A(diag(0n−2, Tγ),W ) = ζ(2s)−1
=σn−2s(ggT (tn−1,n,tn,n))︷ ︸︸ ︷∑
c∈N mit c|ggT (tn−1,n,tn,n))
cn−2s
q.e.d.
Korollar 4.2.3 Es gilt somit offensichtlich fu¨r T 6= 0n:
α(T ) =
σn−2s (ggT (tn−1,n, tn,n))
ζ(2s)
∑
W∈N (T )
I
Sym
տ0n−1
n (R)
(
J, T [W ], Y [ tW−1]
)
(86)
Anmerkung 4.2.4 Also ist im Fall r = n − 1 der arithmetische Anteil
A(T,W ) von der Matrix W unabha¨ngig und wird nun durch A(T ) bezeich-
net. Nun ist A(T ) gema¨ß obiger Formel aber nur von Tγ abha¨ngig und man
kann N (T ) so wa¨hlen, daß es eine Bijektion b : N (Tγ) → N (T ) mittels
b(Wγ) = diag(1n−2,Wγ) gibt, so daß gilt A(T ) = A (diag(1n−2, Tγ)). Man
sieht nun sofort, daß An,n−1,s (diag(1n−2, Tγ)) = ζ(2s−n+2ζ(2s) A2,1,s−n2+1(Tγ) und
so gilt auch:
an,n−1,s(Y, T ) =
ζ(2s−n+2)
ζ(2s)
A2,1,s−n−2
2
(Tγ)×
× ∑
Wγ∈N (Tγ)
I
Sym
տ0n−1
n (Z)
(J, diag(0n−2, Tγ[Wγ ]), Y [diag(1n−2, tW−1γ )]︸ ︷︷ ︸
=(
Yα Yβ
tYβ Yγ [
tW−1γ ]
)
).
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4.3 Ru¨ckfu¨hrung von Nn,n−1(T ) auf N2,1(Tγ) fu¨r halb-
ganze symmetrische Matrizen T
Fu¨r 0n 6= T =
(
0n−2 0n−2,1
01,n−2 Tγ
) ∈ Symտ0n−1n (Z)∗ mit Tγ = ( 0 tn−1,n2tn−1,n
2
2tn,n
) ∈
Symտ012 (Z)
∗ undW ∈ N (T ) gibt es ein 0n 6= T˜γ =
( 0 t˜n−1,n
2
t˜n−1,n
2
2t˜n,n
) ∈ Symտ012 (Z)
mit T [W ] =: T˜ =
(0n−2 0n−2,1
01,n−2 T˜γ
) ∈ Symտ0n−1n (Z)∗.
Wegen T˜ ∈ Symտ0n−1n (Z)∗ gilt also:
(∀1 ≤ i, j ≤ n− 1) : t˜i,j = 0 = wn−1,iwn,j tn−1,n
2
+ wn,i(wn−1,j
tn−1,n
2
+ wn,jtn,n)(87)
Fu¨r den Fall i = j ergibt dies sofort:
(∀1 ≤ i ≤ n− 1) : t˜i,i = 0 = wn,i(wn−1,itn−1,n + wn,itn,n) (88)
Also gilt:
(∀1 ≤ i ≤ n− 1) : (wn,i = 0) ∨ (tn,n = −wn−1,itn−1,n
wn,i
) (89)
Andererseits gilt wegen T˜ ∈ Symւ01,n−2n (Z) auch:
(∀1 ≤ j ≤ n− 2) : t˜n,j = 0 = wn−1,nwn,j tn−1,n
2
+ wn,n(wn−1,j
tn−1,n
2
+ wn,jtn,n)(90)
Alle W ∈ GLւ01,n−1n (Z) sind in der Nebenklasse von 1nGLւ01,n−1n (Z).
Wir untersuchen nun Matrizen W 6∈ GLւ01,n−1n (Z), fu¨r welche es also ein
τ ∈ {1, . . . , n− 1} gibt mit wn,τ 6= 0, woraus mit (88) folgt:
tn,n = −wn−1,τ tn−1,n
wn,τ
(91)
Lemma 4.3.1 Falls T von der Form (6) mit Rg(T ) = 1 ist, dann entha¨lt
N (T ) ausschließlich die Nebenklasse 1nGLւ01,n−1n (Z).
Bew.:
Rg(T )=1⇒ (tn−1,n = 0 ∧ tn,n 6= 0)
Annahme → (∃W ∈ N (T )) : W 6∈ GLւ01,n−1n (Z)
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⇒ (∃1 ≤ τ ≤ n− 1) : wn,τ 6= 0
(91)∧tn−1,n=0⇒ tn,n = 0
Fu¨r Rg(T ) = 1 gilt aber notwendiger Weise tn,n 6= 0.
⇒ (∀W ∈ N (T )) : (1 ≤ τ ≤ n− 1) : wn,τ = 0
⇒W ∈ GLւ01,n−1n (Z)
⇒ (∀W ∈ N (T )) : W ∈ 1nGLւ01,n−1n (Z).
q.e.d.
Lemma 4.3.2 Falls T von der Form (6) mit Rg(T ) = 2 ist, dann gibt es
zu jedem W ∈ N (T ) ein Vγ ∈ GL2(Z) mit W ∈ diag(1n−2, Vγ)GLւ01,n−1n (Z)
und T [W ] = T [diag(1n−2, Vγ)].
Bew.:
Rg(T )=2⇒ tn−1,n 6= 0
Fu¨r n=2 ist die Behauptung sofort klar. Sei nun n > 2, so kann man aufgrund
der Anmerkung in Definition 1.3.4 annehmen, daß jedes W ∈ N (T ) auch in
Hnn−2 ist.
(89)⇒ (wn,n−2 = 0) ∨ (tn,n = −wn−1,n−2tn−1,nwn,n−2 )
1. Fall → wn,n−2 = 0:
(87)∧(90)⇒ (∀1 ≤ i ≤ n) : t˜i,n−2 = 0 = wn,iwn−1,n−2tn−1,n
tn−1,n 6=0⇒ wn,iwn−1,n−2 = 0
⇒ (wn−1,n−2 = 0) ∨ ((∀1 ≤ i ≤ n) : wn,i = 0)
W∈GLn(Z)⇒ wn−1,n−2 = 0.
Fu¨r n > 3 ist also wn,n−3 = 0. Aus den gleichen Gru¨nden, nach
denen aus wn,n−2 = 0 folgt wn−1,n−2 = 0, ist nun auch wn−1,n−3 =
0. Somit hat man W ∈ Hnn−2 ∩GLւ02,n−2n (Z).
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2. Fall → wn,n−2 6= 0: (also tn,n = −wn−1,n−2tn−1,nwn,n−2 )
(87)∧(90)⇒ (∀1 ≤ i ≤ n) : t˜i,n−2 = 0 = tn−1,nwn−1,iwn,n−2
wn,n−2tn−1,n 6=0⇒ (∀1 ≤ i ≤ n) : wn−1,i = 0⇒ det(W ) = 0
Dies widerspricht aber der Tatsache, daß W ∈ GLn(Z). Somit
gibt es kein solches W mit wn−1,n−2 6= 0.
Wir haben also ein W ∈ GLւ02,n−2n (Z), welches wir in der Form W =(
Wα Wβ
02,n−2 Wγ
) ∈ GLւ02,n−2n (Z) mitWα ∈ GLn−2(Z),Wβ ∈ Mn−2,2(Z) undWγ ∈
GL2(Z) schreiben. Wir definieren nun P :=
(
W−1α −W−1α Wβ
02,n−2 12
) ∈ GLւ01,n−1n (Z).
Nun leistet V :=WP =
(
1n−2 0n−2,2
02,n−2 Wγ
)
das Gewu¨nschte.
q.e.d.
Lemma 4.3.3 Seien W =
(
1n−2 0n−2,2
02,n−2 Wγ
)
, V =
(
1n−2 0n−2,2
02,n−2 Vγ
)
mit Vγ,Wγ ∈
GL2(Z) und W ∈ V GLւ01,n−1n (Z). Dann gilt:
Wγ ∈ VγGLւ012 (Z) (92)
Bew: Sei P =
(
Pα Pβ
Pδ Pγ
) ∈ GLւ01,n−1n (Z) mit Pα ∈ Mn−2(Z), Pβ ∈Mn−2,2(Z),
Pδ ∈M2,n−2(Z), Pγ ∈M2(Z) und W = V P .
Dann gelten sofort Pα = 1n, Pβ = 0n−2,2, Pδ = 02,n−2 und Pγ ∈ GL2(Z). We-
gen P ∈ GLւ01,n−1n (Z) ist insbesonders pn,n−1 = 0, also auch Pγ ∈ GLւ012 (Z).
Die Behauptung folgt sofort aus W =
(
1n−2 0n−2,2
02,n−2 VγPγ
)
.
q.e.d.
Satz 4.3.4 Sei Symտn−1n (Z)
∗ ∋ T = diag(0n−2, Tγ) 6= 0n mit Tγ :=
(0 tn−1,n
2
tn−1,n
2
tn,n
)
fu¨r tn−1,n, tn,n ∈ Z, so gibt es zu Nn,n−1(T ) ein a¨quivalentes N2,1(Tγ). D.h.
zu jedem N ∈ Nn,n−1(T ) gibt es genau ein Nγ ∈ N2,1(Tγ) mit T [N ] =
diag(1n−2, Tγ[Nγ ]).
Bew.: Wegen 4.3.1 und 4.3.2 wissen wir, daß zu jedem N ∈ N (T ) ein
Nγ ∈ GL2(Z) gibt, so daß N ∈ diag(1n−2, Nγ)GLւ01,n−1n (Z).
Wegen 4.3.3 ko¨nnen wir diag(1n−2, Nγ) aus den Nebenklassen
{diag(1n−2, Uγ) | Uγ ∈ GL2(Z)/GLւ012 (Z) mit T [U ] ∈ Hnn−2∩Symտ0n−1n (Z)∗}
annehmen und uns somit auf ein entsprechendes N2,1(Tγ) zuru¨ckziehen.
q.e.d.
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Anmerkung 4.3.5 Wir ko¨nnen mit 4.3.4 ein NebenklassensystemNn,n−1(T )
mit einem entsprechenden N2,1(Tγ) identifizieren.
Genauso ko¨nnen wir ein T ∈ Hnn−2∩Symտ0n−1n (Z) mit einem Tγ ∈ Symտ012 (Z)
identifizieren. Offensichtlich kann man fu¨r Y =
(
Yα Yβ
tYβ Yγ
)
und U =
(
1n−2 0n−2,2
02,n−2 Uγ
)
mit Uγ ∈ N2,1(Tγ) folgende Vereinfachung treffen: Y [tU−1] =
( Yα Yβ
tYβ Yγ [ tU
−1
γ ]
)
.
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4.4 Das System N2,1(Tγ) fu¨r halbganze symmetrische
Matrizen Tγ
Lemma 4.4.1 Sind Tγ =
(
0 g t
2
g t
2
gp
)
mit g, t, p ∈ Z, ggT (p, t) = 1, Rg(Tγ) 6=
0 und Vγ =
(
v1 v2
v3 v4
)
aus N2,1(Tγ), so gilt:
pt 6= 0⇒ ((v3 = 0) ∨ (| v3 |=| t |)) (93)
t = 0⇒ v3 = 0 (94)
p = 0⇒
(
(v3 = 0) ∨
(
Vγ ∈
(
0 1
1 0
)
GLւ012 (Z)
))
(95)
Bew: ad (93): Es sei also pt 6= 0.
Annahme → v3 6= 0
(89)⇒
(
p = −v1
v3
t ∈ Z
)
ggT (v1,v3)=1⇒ (v3 | t)
Wegen p 6= 0 ist auch v1 6= 0, womit mit (89) gilt:
(
v1 = −v3 pt ∈ Z
)
ggT (p,t)=1⇒ (t | v3)
q.e.d.
ad (94): vgl. 4.3.1.
ad (95): Es sei also p = 0 ∧ t 6= 0.
Annahme → v3 6= 0
(88)∧p=0∧t6=0⇒ v1v3 = 0
⇒ Vγ ∈ GLտ012 (Z)
Es gibt also o.B.d.A. ein d ∈ Z, so daß Vγ =
(
0 1
1 d
)
.
Wa¨hle hierzu P :=
(
1−d
0 1
) ∈ GLւ012 (Z), dann gilt: VγP = (0 11 0).
Damit ist Vγ ∈
(
0 1
1 0
)
GLւ012 (Z). q.e.d.
q.e.d.
Anmerkung 4.4.2 Fu¨r Rg(Tγ) = 0 ist N (Tγ) = GL2(Z)/GLւ012 (Z). Aus
(94) und (95) folgt sofort, daß N (Tγ) fu¨r t = 0 o.B.d.A. nur die Matrix 12
bzw. fu¨r t 6= 0 ∧ p = 0 o.B.d.A. nur die Matrizen 12 und
(
0 1
1 0
)
entha¨lt. Es
bleibt nur noch N (Tγ) zu beschreiben fu¨r pt 6= 0.
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Satz 4.4.3 Sei Tγ =
(
0 g t
2
g t
2
gp
)
mit t, p, g ∈ Z \ {0} und ggT (t, p) = 1.
Dann ist:
N2,1(Tγ) ≡


GL2(Z)/GL
ւ01
2 (Z) : Rg(Tγ) = 0
{12} : Rg(Tγ) = 1{
12,
( −p b
t d
)}
: Rg(Tγ) = 2
Dabei wa¨hle man im gegeben Fall mit b, d eine einzige der Lo¨sungen fu¨r die
diophantischen Gleichung −px− ty = 1 aus.
Bew.: Die ersten zwei Fa¨lle folgen aus der vorherigen Anmerkung. Nun sei
also Rg(Tγ) = 2. Falls dabei pg = 0, so gilt wegen der Rangbedingung g 6= 0,
womit p = 0 und t = 1. In der vorherigen Anmerkung wurde angegeben, daß
die Lo¨sung in diesem Fall nur die Einheitsmatrix 12 und die Matrix
(
0 1
1 0
)
=( −p b
t d
)
entha¨lt und somit der hier angegebenen Lo¨sung entspricht.
Wir ko¨nnen nun annehmen pt 6= 0 und Rg(T ) = 2. Alle Vγ ∈ N2,1(Tγ) mit
v3 = 0 sind durch 12 abgedeckt. Und somit sind die restlichen fu¨r v3 6= 0
gema¨ß (93) gekennzeichnet durch | t |=| v3 |, womit v3 ∈ {−t, t}.
Gema¨ß (91) ist nun auch v1 = −pv3t , also (v1, v3) ∈ {(−p, t), (p,−t)}
Beide Mo¨glichkeiten fu¨r die erste Spalte lassen sich mit b, d ∈ Z zu einer 2-
dimensionalen Modulmatrix erga¨nzen, so daß gleichzeitig die diophantische
Gleichung −px − ty = 1 bzw. px+ ty = 1 erfu¨llt ist. Fu¨r eine Lo¨sung (b,d)
der ersten Gleichung ist (-b,-d) Lo¨sung der zweiten. Wegen( −p b
t d
)
=
(
p −b
−t −d
)( −1 0
0 −1
)
sind dies modulo GLւ012 (Z) die gleichen Ergebnisse, wodurch man sich auf
die Ergebnisse der ersten Gleichung beschra¨nken kann.
Aber bei festen (v1, v3) sind auch die verschiedenen Ergebnisse der ersten
Gleichung modulo GLւ012 (Z) identisch. Eine Lo¨sung der diophantischen
Gleichung −px − ty = 1 konstituiert also die neben 12 einzige weitere (ver-
schiedene) Lo¨sungsmatrix.
q.e.d.
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4.5 Der archimedische Anteil als konfluente hypergeo-
metrische Funktion
Lemma 4.5.1 Fu¨r t, v ∈ Z mit tv 6= 0 seien − v
2t
=: p ∈ Q, P := diag
(
1n−2,
(
1 0
p 1
))
,
T := diag
(
0n−2,
(
0 t
t v
))
und T˜ = T [ tP ] := diag
(
0n−2,
(
0 t
t 0
))
. Dann gilt:
I
Sym
տ0n−1
n (R)
(J, T, Y ) = I
Sym
տ0n−1
n (R)
(
J, T˜ , Y [P−1]
)
(96)
Bew.: Offensichtlich ist P−1 = diag
(
1n−2,
(
1 0
−p 1
))
und es gilt:
e (TX) = e
(
TX
[
P−1P
])
= e
(
T
[
tP
]
X
[
P−1
])
= e
(
T˜X
[
P−1
])
(97)
Die Matrizen X ∈ Symտ0n−1n (Z) und X[P ] unterscheiden sich nur in 3 Ein-
tra¨gen, anstatt xn,n−1 = xn−1,n steht an den entsprechenden Stellen von X[P ]
jeweils der Eintrag xn,n−1+pxn,n und statt xn−1,n−1 = 0 steht p2xn,n+2xn−1,n.
Es sei nun X̂[P ] bis auf das (n− 1)-te Diagonalelement identisch mit X[P ],
dort hingegen trage X̂[P ] den Wert Null. Dann gibt es offensichtlich ei-
ne Bijektion zwischen Symտ0n−1n (R) und dem Raum der mittels der obigen
Operation gebildeten Matrizen X̂[P ]. Nun gilt wegen (33), daß:
∫
Sym
տ0n−1
n (R)[P ]
det
((
(Y [P−1])−1[X] + Y [P−1]
) [(0n − 1
1
)])−s
e
(
T˜X
)
dX =
=
∫
Sym
տ0n−1
n (R)
det
((
(Y [P−1])−1[X] + Y [P−1]
) [(0n − 1
1
)])−s
e
(
T˜X
)
dX(98)
da die Funktionaldeterminante gleich Eins ist.
Somit haben wir:
I
Sym
տ0n−1
n (R)
(J, T, Y )
(97)
=
∫
Sym
տ0n−1
n (R)
φn,r,s (J,X + iY ) e
(
T˜X [P−1]
)
dX =
=
∫
Sym
տ0n−1
n (R)
det
(
(Y −1[ tP tP−1X] + Y )
[
P−1
(
0n−1
1
)])−s
e
(
T˜X [P−1]
)
dX =
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=
∫
Sym
տ0n−1
n (R)
det
(
((Y [P−1])−1[X[P−1]] + Y [P−1])
[(
0n−1
1
)])−s
e
(
T˜X [P−1]
)
dX =
= det(P )2︸ ︷︷ ︸
=1
∫
Sym
տ0n−1
n (R)[P ]
det
(
((Y [P−1])−1[X] + Y [P−1])
[(
0n−1
1
)])−s
e
(
T˜X
)
dX =
(98)
=
∫
Sym
տ0n−1
n (R)
det
(
((Y [P−1])−1[X] + Y [P−1])
[(
0n−1
1
)])−s
e
(
T˜X
)
dX =
=
∫
Sym
տ0n−1
n (R)
φn,r,s (J,X + iY [P
−1]) e
(
T˜X
)
dX =
= I
Sym
տ0n−1
n (R)
(
J, T˜ , Y [P−1]
)
.
q.e.d.
Lemma 4.5.2 Sei im Fall r = n − 1 die Matrix T ∈ Symտ0n−1n (Z)∗ ∩
Sym
ւ01,m−1
n (Z)∗ und man definiere zu Y (1) := Y −1 analog zu (1.4.3) die
Matrizen Y (m). Dann gilt:
I
Sym
տ0n−1
n (R)
(J, T, Y ) =
√
π
m−1Γ(s− m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j ×
×
∫
Rn−(m−1)
(
yn,n
m−1∏
j=1
y(j)j,j +
n∑
k=m
n∑
l=m
xn,kxn,ly(m)k,l
)m−1
2
−s
×
×e
(
tn,nxn,n +
n−1∑
i=m
2ti,nxi,n
)
n∏
µ=m
dxn,µ (99)
Bew.: Durch Induktion. (I) m = 1:
Nach Definition gilt: I
Sym
տ0n−1
n (R)
(J, T, Y ) =
=
∫
Sym
տ0n−1
n (R)
e (TX)φn,n−1,s (J,X + iY ) dX =
=
∫
Sym
տ0n−1
n (R)
e
(
tn,nxn,n +
n−1∑
i=m
2ti,nxi,n
)
((Y (1)[X])4 + yn,n)
−s n∏
µ=m
dxn,µ =
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=
∫
Rn
(
n∑
k=m
n∑
l=m
xn,kxn,ly(m)k,l + yn,n
)−s
e
(
tn,nxn,n +
n−1∑
i=m
2ti,nxi,n
)
n∏
µ=m
dxn,µ
Wegen
√
π
m−1 Γ(s−m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j
m=1
= 1 gilt die Behauptung.
(II) Es gelte die Behauptung fu¨r beliebiges, aber fixiertes 1 ≤ m < n.
(III) m→ m+ 1: Nach (II) gilt: I
Sym
տ0n−1
n (Z)
(J, T, Y ) =
=
√
π
m−1 Γ(s−m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j
∫
Rn−(m−1)
e
(
tn,nxn,n +
n−1∑
i=m
2ti,nxi,n
)
×
×
(
yn,n
m−1∏
j=1
y(j)j,j +
n∑
k=m
n∑
l=m
xn,kxn,ly(m)k,l
)m−1
2
−s
n∏
µ=m
dxn,µ =
t˜n,m=0
=
√
π
m−1 Γ(s−m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j
∫
Rn−(m−1)
e
(
tn,nxn,n +
n−1∑
i=m+1
2ti,nxi,n
)
×
×
(
yn,n
m−1∏
j=1
y(j)j,j +
n∑
k=m
n∑
l=m
xn,kxn,ly(m)k,l
)m−1
2
−s
n∏
µ=m
dxn,µ =
=
√
π
m−1 Γ(s−m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j
∫
Rn−(m−1)
e
(
tn,nxn,n +
n−1∑
i=m+1
2ti,nxi,n
)
×
× (x2n,mα + 2xn,mβ + γ)m−12 −s n∏
µ=m
dxn,µ
Mit α := y(m)m,m > 0, β :=
n∑
l=m+1
xn,ly(m)m,l und
γ := yn,n
m−1∏
j=1
y(j)j,j +
n∑
k=m+1
n∑
l=m+1
xn,kxn,ly(m)k,l.
Nach (78) gilt nun: I
Sym
տ0n−1
n (R)
(J, T, Y ) =
=
√
π
m−1 Γ(s−m−12 )
Γ(s)
m−1∏
j=1
y(j)
s− j+1
2
j,j
∫
Rn−(m)
e
(
tn,nxn,n +
n−1∑
i=m+1
2ti,nxi,n
)
×
×√π Γ(s−m2 )
Γ(s−m−1
2
)
αs−
m−1
2
−1︸ ︷︷ ︸
=y(m)
m+1
2
m,m
(αγ − β2) 12−(s−m−12 )
n∏
µ=m+1
dxn,µ =
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=
√
π
m Γ(s−m2 )
Γ(s)
m∏
j=1
y(j)
s− j+1
2
j,j
∫
Rn−(m)
e
(
tn,nxn,n +
n−1∑
i=m+1
2ti,nxi,n
)
×
× (αγ − β2) 12−(s−m−12 )
n∏
µ=m+1
dxn,µ
Mit 1
2
− (s− m−1
2
) = m
2
− s bleibt zu zeigen, daß αγ− β2 > 0 mit dem Wert:
yn,n
m∏
j=1
y(j)j,j +
n∑
k=m+1
n∑
l=m+1
xn,kxn,ly(m+ 1)k,l
Nun gilt aber: αγ − β2 =
= y(m)m,m
(
yn,n
m−1∏
j=1
y(j)j,j +
n∑
k=m+1
n∑
l=m+1
xn,kxn,ly(m)k,l
)
−
(
n∑
l=m+1
xn,ly(m)m,l
)2
=
= yn,n
m∏
j=1
y(j)j,j +
n∑
k=m+1
n∑
l=m+1
xn,kxn,l (y(m)m,my(m)k,l − y(m)m,ly(m)m,k)︸ ︷︷ ︸
=y(m+1)k,l
= yn,n
m∏
j=1
y(j)j,j +
n∑
k=m+1
n∑
l=m+1
xn,kxn,ly(m+ 1)k,l > 0.
q.e.d.
Korollar 4.5.3 Fu¨r t ∈ R \ {0} sei T := diag(0n−1, t). Dann gilt:
I
Sym
տ0n−1
n (R)
(J, T, Y ) =
√
π
n−1Γ(s− n−12 )
Γ(s)
Pτ (Y (1))×
×ξ1
(
yn,nPτ˜ (Y (1)), t, s− n− 1
2
, s− n− 1
2
)
(100)
mit τ = τ(1) + τ(2) und τ˜ wie folgt:
τ(1) =
(
s− 2
2
+ 2(n−3)·(
n−1
2
−s), . . . , s− n− 1
2
+ 20·(
n−1
2
−s), s− n
2
,
n− 1
2
− s
)
(101)
τ(2) =
(
n−1∑
j=3
2(j−3)·(s−
j+1
2 ), . . . ,
n−1∑
j=n−1
2(j−3)·(s−
j+1
2 ), 0, 0, 0
)
(102)
τ˜ =
(
1− 2n−2 +
n−1∑
j=3
2j−3, . . . , 1− 21 +
n−1∑
j=n−1
2j−3, 0, 1,−1
)
(103)
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Bew.: I
Sym
տ0n−1
n (Z)
(J, T, Y )
(99)
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
n−1∏
j=1
y(j)
s− j+1
2
j,j ×
× ∫
R
e (txn,n)
(
yn,n
n−1∏
j=1
y(j)j,j + x
2
n,ny(n)n,n
)n−1
2
−s
dxn,n =
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
y(n)
n−1
2
−s
n,n
n−1∏
j=1
y(j)
s− j+1
2
j,j ×
× ∫
R
e (txn,n)

yn,n n−1Qj=1 y(j)j,j
y(n)n,n
+ x2n,n


n−1
2
−s
dxn,n =
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
y(n)
n−1
2
−s
n,n
n−1∏
j=1
y(j)
s− j+1
2
j,j ×
× ∫
R
e (txn,n)


yn,n
n−1∏
j=1
y(j)j,j
y(n)n,n︸ ︷︷ ︸
>0
+x2n,n


n−1
2
−s
dxn,n =
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
y(n)
n−1
2
−s
n,n
n−1∏
j=1
y(j)
s− j+1
2
j,j ξ1

yn,n n−1Qj=1 y(j)j,j
y(n)n,n
, t, s− n−1
2
, s− n−1
2

.
Bleibt zu zeigen, daß Pτ (Y (1)) = y(n)
n−1
2
−s
n,n
n−1∏
j=1
y(j)
s− j+1
2
j,j und Pτ˜ (Y (1)) =
n−1Q
j=1
y(j)j,j
y(n)n,n
.
Fu¨r erstere gilt nach (19):
y(n)
n−1
2
−s
n,n
n−1∏
j=1
y(j)
s− j+1
2
j,j = P
(2(n−3)·(
n−1
2
−s), . . . , 20·(
n−1
2
−s)︸ ︷︷ ︸
(n−2)×2
(n−2−Spaltenr.)·( n−12 −s)
,0,n−1
2
−s)
(Y (1))×
× y(1)s−11,1 y(2)s−
3
2
2,2︸ ︷︷ ︸
(13)∧(14)
= P
(s−1,s− 32 ,0...,0)
(Y (1))
n−1∏
j=3
P
(2(j−3)·(s−
j+1
2 ), . . . , 20·(s−
j+1
2 )︸ ︷︷ ︸
(j−2)×2
(j−2−Spaltenr.)·(s− j+12 )
,0,s− j+1
2
,0, . . . , 0︸ ︷︷ ︸
(n−j)×0
)
(Y (1)) =
= P
(s−1+2(n−3)·(
n−1
2 −s),s− 3
2
+2
(n−4)·(n−12 −s),2(n−5)·(
n−1
2 −s),...,20·(
n−1
2 −s),0,n−1
2
−s)
(Y (1))×
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×
n−1∏
i=3
P(0, . . . , 0︸ ︷︷ ︸
(i−1)×0
,s− i+1
2
,0, . . . , 0︸ ︷︷ ︸
(n−i)×0
)(Y (1))
︸ ︷︷ ︸
=P
(0,0,s− 42 ,s−
5
2 ,...,s−
n
2 ,0)
(Y (1))
n−1∏
j=3
P
(2
(j−3)·(s− j+12 ),...,20·(s−
j+1
2 ),0, . . . , 0︸ ︷︷ ︸
(n+2−j)×0
)
(Y (1)) =
= P
(s− 2
2
+2
(n−3)·(n−12 −s),s− 3
2
+2
(n−4)·(n−12 −s),...,s−n−1
2
+2
0·(n−12 −s),s−n
2
,n−1
2
−s)
(Y (1))︸ ︷︷ ︸
=:Pτ(1)(Y ((1))
×
×
n−1∏
j=3
P
(2
(j−3)·(s− j+12 ),...,20·(s−
j+1
2 ),0, . . . , 0︸ ︷︷ ︸
(n+2−j)×0
)
(Y (1)) = Pτ(1)(Y ((1))×
P
(
n−1P
j=3
2
(j−3)·(s− j+12 ),...,
n−1P
j=n−1
2
(j−3)·(s− j+12 ),0,0,0)
(Y (1))
︸ ︷︷ ︸
=:Pτ(2)(Y ((1))
= Pτ(1)+τ(2)(Y ((1))
Fu¨r letzteres gilt gemß (18):
n−1Q
j=1
y(j)j,j
y(n)n,n
= y(1)1,1y(2)2,2
n−1Q
j=3
P
( 2j−3, . . . , 20︸ ︷︷ ︸
(j−2)×2j−2−Spaltenr.)
,0,1,0, . . . , 0︸ ︷︷ ︸
(n−j)×0
)
(Y (1))
P
( 2n−3, . . . , 20︸ ︷︷ ︸
(n−2)×2n−2−Spaltenr.)
,0,1)
(Y (1))
=
= y(1)1,1y(2)2,2︸ ︷︷ ︸
(13)∧(14)
= P(1,1,0,...,0)(Y (1))
P(0,0,1,...,1,−1)(Y (1))
n−1Q
j=3
P
( 2j−3, . . . , 20︸ ︷︷ ︸
(j−2)×2j−2−Spaltenr.)
,0, . . . , 0︸ ︷︷ ︸
(n+2−j)×0
)
(Y (1))
P
( 2n−3, . . . , 20︸ ︷︷ ︸
(n−2)×2n−2−Spaltenr.)
,0,0)
(Y (1))
=
= P(1,...,1,−1)(Y (1))P
(−2n−2+
n−1P
j=3
2j−3,...,−21+
n−1P
j=n−1
2j−3,−20,0,0)
(Y (1)) =
= P
(1−2n−2+
n−1P
j=3
2j−3,...,1−21+
n−1P
j=n−1
2j−3,1− 20︸ ︷︷ ︸
=0
,1,−1)
(Y (1))
q.e.d.
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Satz 4.5.4 Fu¨r t ∈ R \ {0} sei T := diag (0n−2, (0 tt 0)). Dann gilt:
I
Sym
տ0n−1
n (R)
(J, T, Y ) =
√
π
n−1Γ(s− n−12 )
Γ(s)
Pτ (Y (1))
P(0,...,0,s−n
2
,0)(Y (1))
P(0,...,0,s−n
2
,0)(Y (1)[Vn,n−1])
×
×ξ1
(
yn,nPτ˜ (Y (1))P(0,...,0,1,0)(Y (1))
P(0,...,0,1,0)(Y (1)[Vn,n−1])
, 2t, s− n− 1
2
, s− n− 1
2
)
(104)
Hier sind τ und τ˜ gema¨ß (100) definiert.
Bew.: I
Sym
տ0n−1
n (Z)
(J, T, Y )
(99)
=
√
π
n−2 Γ(s−n−22 )
Γ(s)
n−2∏
j=1
y(j)
s− j+1
2
j,j
∫
R2
e (2txn,n−1)×
×
(
yn,n
n−2∏
j=1
y(j)j,j +
n∑
k=n−1
n∑
l=n−1
xn,kxn,ly(n− 1)k,l
)n−2
2
−s
dxn,n−1dxn,n =
(78)
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
n−2∏
j=1
y(j)
s− j+1
2
j,j
∫
R
e (2txn,n−1)αs−
n−2
2
−1 (αγ − β2) 12−(s−n−22 ) dxn,n−1
dabei sind α = y(n−1)n,n > 0, β = y(n−1)n,n−1xn,n−1 und γ = yn,n
n−2∏
j=1
y(j)j,j+
y(n− 1)n−1,n−1x2n,n−1.
Es gilt nun: αγ − β2 =
= yn,ny(n−1)n,n
n−2∏
j=1
y(j)j,j+x
2
n,n−1
(
y(n− 1)n,ny(n− 1)n−1,n−1 − y(n− 1)2n,n−1
)︸ ︷︷ ︸
=y(n)n,n
= yn,ny(n− 1)n,n
n−2∏
j=1
y(j)j,j + x
2
n,n−1y(n)n,n > 0
Somit haben wir: I
Sym
տ0n−1
n (Z)
(J, T, Y ) =
√
π
n−1 Γ(s−n−12 )
Γ(s)
n−2∏
j=1
y(j)
s− j+1
2
j,j ×
× ∫
R
e (2txn,n−1) y(n−1)s−
n
2
n,n

yn,ny(n− 1)n,n n−2∏
j=1
y(j)j,j + x
2
n,n−1 y(n)n,n︸ ︷︷ ︸
>0


n−1
2
−s
dxn,n−1 =
=
√
π
n−1 Γ(s−n−12 )
Γ(s)
y(n− 1)s−
n
2
n,n y(n)
n−1
2
−s
n,n
n−2∏
j=1
y(j)
s− j+1
2
j,j ×
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×
∫
R
e (2txn,n−1)


yn,ny(n− 1)n,n
n−2∏
k=1
y(k)k,k
y(n)n,n
+ x2n,n−1


n−1
2
−s
dxn,n−1
︸ ︷︷ ︸
=ξ1
0
BB@
yn,ny(n−1)n,n
n−2Q
j=1
y(j)j,j
y(n)n,n
,2tn,n−1,s−n−12 ,s−n−12
1
CCA
Es gilt: y(n− 1)s−
n
2
n,n y(n)
n−1
2
−s
n,n
n−2∏
j=1
y(j)
s− j+1
2
j,j = Pτ (Y (1))
y(n−1)s−
n
2
n−1,n−1
y˜(n−1)s−
n
2
n−1,n−1
=
(19)
= Pτ (Y (1))
P(0,...,0,s−n2 ,0)
(Y (1))
P(0,...,0,s−n2 ,0)
(Y (1)[Vn,n−1])
Genauso gilt:
y(n−1)n,n
n−2Q
j=1
y(j)j,j
y(n)n,n
= Pτ˜ (Y (1))
y(n−1)n,n
y(n−1)n−1,n−1 =
(18)
= Pτ˜ (Y (1))
P(0,...,0,1,0)(Y (1))
P(0,...,0,1,0)(Y (1)[Vn,n−1])
q.e.d.
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4.6 Zusammenfassung
Die Fourierkoeffizienten αn,n−1,s(T, Y ) sind somit bestimmt. Wegen Korol-
lar 2.4.2 gilt fu¨r Koeffizientenmatrizen, welche nicht mittels unimodularer
A¨hnlichkeitstransformation auf die Form (6) gebracht werden ko¨nnen (also
insbesondere wenn Rg(T ) > 2), daß αn,n−1,s(T, Y )=0.
Fu¨r die restlichen Matrizen gibt es nun aber ein U ∈ GLn(Z), so daß T [U ]
in der Standardform (6) vorliegt. Wegen (48) kann man aber o.B.d.A. davon
ausgehen, daß T bereits in Standardform (6) ist.
Bezu¨glich dieser Form muß man nun die verschiedenen Ra¨nge von T unter-
scheiden. Bei einem Nullrang gilt mit Satz 4.1.2:
αn,n−1,s(0n, Y ) =
1
ζ (2s)
(
Z
(
Y −1, s
)
+ det(Y )
1
2Z
(
Y, s− n
2
)
f˜n,n−1,s
)
Hier kommt neben der Riemannschen Zetafunktion ζ(s), der Epsteinschen
Zetafunktion Z(Y, s) auch der in (83) definierte Faktor f˜n,n−1,s vor, welcher
ein Produkt aus π− Potenzen sowie aus Gammafaktoren ist.
Ausgehend von der Funktionalgleichung der Epsteinschen Zetafunktion und
der Funktion Λ(s) := π−sΓ(s)ζ(2s) konnten wir fu¨r den nullten Fourierkoef-
fizienten in (84) folgende Funktionalgleichung formulieren:
Λ(s)αn,n−1,s(0n, Y ) = Λ(n− s)αn,n−1,n−s(0n, Y )
Fu¨r die anderen Fourierkoeffizienten ist dies nicht explizit gelungen. Aber wir
ko¨nnen sie auch in Funktionen ausdru¨cken, welche selbst wiederum Funktio-
nalgleichungen erfu¨llen, so daß sich in der Gesamtheit die in [20] formulierte
Funktionalgleichung Λ(s)En,n−1(Z, s) = Λ(n− s)En,n−1(Z, s) ergeben sollte.
Bei der Darstellung der anderen Fourierkoeffizienten beru¨cksichtigen wir, daß
man von Koeffizientenmatrizen T (vom Rang Eins oder Zwei) ausgehen kann,
welche von folgender Form sind:
T =


02r−n 02r−n,2(n−r)
02(n−r),2r−n
(
0 g t
2
g t
2
gp
)
︸ ︷︷ ︸
=Tγ


wobei fu¨r die ganzen Zahlen p, t, g folgende Einschra¨nkungen gelten: g 6= 0,
ggT (t, p) = 1 und außerdem sollen nicht gleichzeitig t und p den Wert Null
haben. Fu¨r dieser Matrix T gilt gema¨ß (86):
αn,n−1,s(T, Y ) =
σn−2s(g)
ζ(2s)
×
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×
∑
W∈N (T )
ISymտ0rn (R)
((
0n − 1n
1n 0n
)
, T [W ], Y [ tW−1]
)
Mit Anmerkung 4.3.5 zusammen mit Satz 4.4.3 ergibt dies sofort folgenden
Satz, mit dem alle ausstehenden Koeffizienten des Falles r = n−1 berechnet
werden ko¨nnen:
Satz 4.6.1 Sei T wie oben mit Tγ =
(
0 gt
2
gt
2
gp
)
, g 6= 0 und ggT (t, p) = 1.
Dann gilt:
αn,n−1,s(T, Y ) = ζ(2s)−1σn−2s(g)
(
I
Sym
տ0n−1
n (R)
(J, T, Y )+
+
{
0 : Rg(T ) = 1
I
Sym
տ0n−1
n (R)
(J, T [W ], Y [ tW−1]) : Rg(T ) = 2
})
(105)
Dabei seienW = diag
(
(1n−2,
(−p b
t d
))
), wobei
(
b
d
)
eine unimodulare Erga¨nzung
von
(−p
t
)
darstellt.
Den Wert von I
Sym
տ0n−1
n (R)
(T, Y ) fu¨r Rg(T ) = 1 berechnet man anhand
der Formel (100). Fu¨r Rg(T ) = 2 kann man im Fall p = 0 die Werte
I
Sym
տ0n−1
n (R)
(T, Y ) und I
Sym
տ0n−1
n (R)
(J, T [W ], Y [ tW−1]) sofort durch (104)
explizit ausrechnen, sonst muß man diese Integrale mittels Lemma 4.5.1 erst
geeignet umformen, um dann das Ergebnis mittels (104) zu ermitteln.
In jedem dieser Fa¨lle kann man die archimedischen Anteile ausdru¨cken durch
ein Produkt aus π−Potenzen, Gammafaktoren, einer vom Y-Wert abha¨ngi-
gen Konstanten und einer konfluenten hypergeometrischen Funktion.
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