Abstract. This paper shows how to achieve, under certain conditions, abstract-interpretation algorithms that enjoy the best possible precision for a given abstraction. The key idea is a simple process of successive approximation that makes repeated calls to a decision procedure, and obtains the best abstract value for a set of concrete stores that are represented symbolically, using a logical formula.
Introduction
Abstract interpretation [6] is a well-established technique for automatically proving certain program properties. In abstract interpretation, sets of program stores are represented in a conservative manner by abstract values. Each program statement is given an interpretation over abstract values that is conservative with respect to its interpretation over corresponding sets of concrete stores; that is, the result of "executing" a statement must be an abstract value that describes a superset of the concrete stores that actually arise. This methodology guarantees that the results of abstract interpretation overapproximate the sets of concrete stores that actually arise at each point in the program.
In [7] , it is shown that, under certain reasonable conditions, it is possible to give a specification of the most-precise abstract interpretation for a given abstract domain. For a Galois connection defined by abstraction function « and concretization function , the best abstract post operator for transition , denoted by ÈÓ×Ø ℄ ℄, can be expressed in terms of the concrete post operator for , ÈÓ×Ø ℄, as follows:
« AEÈÓ×Ø ℄ AE (1) This defines the limit of precision obtainable using a given abstraction. However, Eqn. (1) is non-constructive; it does not provide an algorithm for finding or applying ÈÓ×Ø ℄ ℄.
Graf and Saïdi [11] showed that decision procedures can be used to generate best abstract transformers for abstract domains that are fixed, finite, Cartesian products of Boolean values. (The use of such domains is known as predicate abstraction; predicate abstraction is also used in SLAM [2] and other systems [8, 12] .) The work presented in this paper shows how some of the benefits enjoyed by applications that use the predicate-abstraction approach can also be enjoyed by applications that use abstract domains other than predicate-abstraction domains. In particular, this paper's results apply to arbitrary finite-height abstract domains, not just to Cartesian products of Booleans. For example, it applies to the abstract domains used for constant propagation and common-subexpression elimination [14] . When applied to a predicate-abstraction domain, the method has the same worst-case complexity as the Graf-Saïdi method.
To understand where the difficulties lie, consider how they are addressed in predicate abstraction. In general, the result of applying to an abstract value Ð is an infinite set of concrete stores; Graf and Saïdi sidestep this difficulty by performing symbolically, expressing the result of ´Ðµ as a formula ³. They then introduce a function that, in effect, is the composition of « and ÈÓ×Ø ℄: it applies ÈÓ×Ø ℄ to ³ and maps the result back to the abstract domain. In other words, Eqn. (1) is recast using two functions that work at the symbolic level, and «ÈÓ×Ø ℄, 3 such that «ÈÓ×Ø ℄ AE « AEÈÓ×Ø ℄ AE.
To provide insight on what opportunities exist as we move from predicate-abstraction domains to the more general class of finite-height lattices, we first address a simpler problem than «ÈÓ×Ø ℄, namely, How can « be implemented? That is, how can one identify the most-precise abstract value of a given abstract domain that overapproximates a set of concrete stores that are represented symbolically?
We then employ the basic idea used in « to implement our own version of «ÈÓ×Ø ℄.
The contributions of the paper can be summarized as follows: -The paper shows how some of the benefits enjoyed by predicate abstraction can be extended to arbitrary finite-height abstract domains. In particular, we describe methods for each of the operations needed to carry out abstract interpretation. -With some logics, the result of applying ÈÓ×Ø ℄ to a given set of concrete stores (represented symbolically) can also be expressed symbolically, as a formula ¼ . In this case, we can proceed by computing «´ ¼ µ. For other logics, however, ¼ cannot be expressed symbolically without passing to a more powerful logic. For instance, If sets of concrete stores are represented with quantifier-free first-order logic, it may require quantified first-order logic to express ÈÓ×Ø ℄.
If sets of concrete stores are represented with a decidable subset of first-order logic, it may require second-order logic to express ÈÓ×Ø ℄.
In such situations, the procedure that we give to compute «ÈÓ×Ø ℄ provides a way to compute the best transformer while staying within the original logic. The remainder of the paper is organized as follows: Sect. 2 motivates the work by presenting an « procedure for a specific finite-height lattice. Sect. 3 introduces terminology and notation. Sect. 4 presents the general treatment of « procedures for finite-height lattices. Sect. 5 discusses symbolic techniques for implementing transfer functions (i.e., «ÈÓ×Ø ℄). Sect. 6 makes some additional observations about the work. Sect. 7 discusses related work.
Motivating Examples
This section presents several examples to motivate the work. The treatment here is at a semi-formal level; a more formal treatment is given in later sections. (This section assumes a certain amount of background on abstract interpretation; some readers may find it helpful to consult Sect. 3 before reading this section.)
The example concerns a simple concrete domain: let Î Ö denote the set of variables in the program being analyzed; the concrete domain is ¾ Î Ö . , which provides limited information about the value of x.
Predicate Abstraction
Our choice of predicate-abstraction domain È ½ ¾ ¿ ℄ was made solely for the sake of simplicity. With a different choice of predicates, we could have retained a greater or lesser amount of information about the value of x in the state after program (2); however, there would always be some program that gives rise to a state in which information is lost.
The « Function for Predicate-Abstraction Domains One of the virtues of the predicate-abstraction method is that it provides a procedure to obtain a most-precise abstract value, given (a specification of) a set of concrete stores as a logical formula [11] . We will call this procedure « È ; it relies on the aid of a decision procedure, and can be defined as follows: The procedure to implement « for the constant-propagation domain, which we call « È , is actually an instance of a general procedure for implementing « functions that applies to a family of Galois connections. It is presented in Fig. 1 ; « È is the instance of this procedure in which the return type Ä is´Î Ö µ , and "structure" in line [5] means "concrete store". 4 We write abstract values in Courier typeface (e.g., Ü ¼ Ý Þ ¼℄), and concrete stores in Roman typeface (e.g., Ü ¼ Ý ¿ Þ ¼℄).
[1] Ä «(formula ) [2] ans := [3] ³ := [4] while (³ is satisfiable) [5] Select a structure Ë such that Ë ³ [6] ans := ans Ø ¬´Ëµ [7] ³ ³ ´ansµ [8] [ 9] return ans [10] Fig. 1. An algorithm to obtain, with the aid of a decision procedure, a most-precise abstract value that overapproximates a set of concrete stores. In Sect. 2, the return type L is´Î Ö µ , and "structure" in line [5] means "concrete store".
As with procedure « È , « È is permitted to make calls to a decision procedure (see line [5] of Fig. 1 ). We make one assumption that goes beyond what is assumed in predicate abstraction, namely, we assume that the decision procedure is a satisfiability checker that is capable of returning a satisfying assignment, or, equivalently, that it is a validity checker that returns a counterexample. (In the latter case, the counterexample obtained by calling ProveValid( ³) is a suitable satisfying assignment.)
The other operations used in procedure « È are ¬, Ø, and :
-The concrete and abstract domains are related by a Galois connection defined by a representation function ¬ that maps a concrete store Ë ¾ Î Ö to an abstract value ¬´Ëµ ¾´Î Ö µ . For instance, ¬ maps the concrete store Ü ½¿ Ý ¿℄ to the abstract value Ü ½¿ Ý ¿℄.
-Ø is the join operation in´Î Ö µ . For instance,
-There is an operation that maps an abstract value Ð to a formula ´Ðµ such that Ð and ´Ðµ represent the same set of concrete stores. For instance, we have ´ Ü ¼ Ý
Þ ¼℄µ ´Ü ¼µ ´Þ ¼µ
The resulting formula contains no term involving Ý because Ý does not place any restrictions on the value of Ý.
Operation permits the concretization of an abstract store to be represented symbolically, using a logical formula. This allows sets of concrete stores to be manipulated symbolically, via operations on formulas.
To see how « È works, consider the program
and suppose that is the formula´Þ ¼µ ´Ü Ý £ Þµ, which captures the final state of program (4 
In effect, « È has automatically discovered that in the abstract world the best treatment of the multiplication operator is for it to be non-strict in . That is, ¼ is a multiplicative annihilator that supersedes : ¼ £ ¼.
In general, «´ µ carries out a process of successive approximation, making repeated calls to a decision procedure. Initially, ³ is set to and Ò× is set to . On each iteration of the loop in «, the value of Ò× becomes a better approximation of the desired answer, and the value of ³ describes a smaller set of concrete stores, namely, those stores described by that are not, as yet, covered by Ò×. For instance, at line [7] of Fig. 1 
In other words, the generalization from two possible values for Ý, ¿ and , is , which indicates that Ý may not be a constant at the end of the program. 
Terminology and Notation
For us, concrete stores are logical structures. The advantage of adopting this outlook is that it allows potentially infinite sets of concrete stores to be represented using formulas. 
Henceforth, we abbreviate a store such as (5) by
To manipulate sets of structures symbolically, we use formulas of first-order logic with equality. If Ë is a logical structure and ³ is a closed formula, the notation Ë ³ means that Ë satisfies ³ according to the standard Tarskian semantics for first-order logic (e.g., see [10] ). We use ³℄ ℄ to denote the set of concrete structures that satisfy ³: 
Symbolic Implementation of the « Function
This section presents a general framework for implementing « functions of Galois connections using procedure « from Fig. 1 . «´ µ finds the most-precise abstract value in a finite-height lattice, given a specification of a set of concrete stores as a logical formula . « represents sets of concrete stores symbolically, using formulas, and invokes a decision procedure on each iteration. The assumptions of the framework are rather minimal:
-The concrete domain is the power set of ÓÒÖ Ø ËØÖÙØ Î Á ℄.
-The concrete and abstract domains are related by a Galois connection defined by a representation function ¬ that maps a structure Ë ¾ ÓÒÖ Ø ËØÖÙØ Î Á ℄ to an abstract value ¬´Ëµ.
-It is possible to take the join of two abstract values.
-There is an operation that maps an abstract value Ð to a formula ´Ðµ such that ´Ðµ℄ ℄ ´Ðµ (6) Operation permits the concretization of an abstract value to be represented symbolically, using a logical formula, which allows sets of concrete stores to be manipulated symbolically, via operations on formulas. (In this paper, we use first-order logic; in general, however, other logics could be used.) Note that a logical formula represents the set of concrete stores ℄℄; thus, «´ ℄℄µ (and hence «´ µ, as well) is the most-precise abstract value that overapproximates the set of concrete stores represented symbolically by .
Implementation of Alpha
Procedure « is given in Fig. 1 
Symbolic Implementation of Transfer Functions

Transfer Functions for Statements
If É is a set of predicate, constant, or function symbols, let É ¼ denote the same set of symbols, but with a ¼ attached to each symbol (i.e., Õ ¾ É iff Õ ¼ ¾ É ¼ ).
The interpretation of statements involves the specification of transition relations using formulas. Such formulas will be over a "double vocabulary" Specification Given a formula for a statement's transition relation, the result of applying to a set of concrete stores Ë is
(Note that this is a set of structures over vocabulary Î ¼ .) «ÈÓ×Ø ℄´Ðµ is to return the most-precise abstract value in Ä ¼ that overapproximates ÈÓ×Ø ℄´´Ðµµ. Implementation «ÈÓ×Ø ℄´Ðµ can be computed by the procedure presented in Fig. 3 . After ³ is initialized to ´Ðµ in line [3] , «ÈÓ×Ø ℄ operates very much like «, except that only abstractions of the Ë ¼ structures are accumulated in variable ans' (see lines [5] and [6] ). On each iteration of the loop in «ÈÓ×Ø ℄, the value of ans' becomes a better approximation of the desired answer, and the value of ³ describes a smaller set of concrete stores, namely, those Î Î ¼ stores that are described by ´Ðµ , but whose range (i.e., projection on the next-state symbols) is not, as yet, covered by ans'. [1] Ä ¼ «ÈÓ×Ø(two-vocabulary formula over Î Î ¼ , Ä Ð) [2] ans' := ¼ [3] ³ := ´Ðµ [4] while (³ is satisfiable) [5] Select a two-vocabulary structure Ë Ë ¼ s.t. Ë Ë ¼ ³ [6] ans' := ans' Ø ¬ ¼´Ë ¼ µ [7] ³ ³ ¼´a ns'µ [8] [9] return ans' [10] Fig. 3 . An algorithm that implements «ÈÓ×Ø ℄´Ðµ. 6 Alternatively, we could have used a single abstract domain, Ä, and the definitions
The motivation for using two abstract domains is to eliminate a possible source of confusion in the examples. By using separate abstract domains Ä and Ä ¼ , primed symbols always distinguish next-state abstract values from present-state ones.
Example 7. Suppose that Ð Ü Ý Þ ¼℄, and the statement to be interpreted is Ü Ý £ Þ. Then ´Ðµ is the formula´Þ ¼µ, and Ü Ý£Þ is the formulá Ü ¼ Ý £ Þµ ´Ý ¼ Ýµ ´Þ ¼ Þµ. Fig. 4 shows why we have The operator ÈÖ ℄ can be implemented using a procedure that is dual to Fig. 3 .
Transfer Functions for Conditions
Specification The interpretation of a condition ³ with respect to a given abstract value Ð must "pass through" all structures that are both represented by Ð and satisfy ³, 
Discussion
This paper shows how the most-precise versions of the basic operations needed to create an abstract interpreter are, under certain conditions, implementable. These techniques use the idea of considering a first-order formula ³ as a device for describing (or accepting) a set of concrete structures, namely, the set of structures that satisfy ³. Not every subset of concrete structures can be described by a first-order formula; however, it is straightforward to generalize the approach to other types of logics, which can be considered as alternative structure-description formalisms (possibly more powerful, possibly less powerful). For the basic approach to carry over, all that is required is that a decision procedure exist for the logic. Automatic theorem provers-such as MACE [16] , SEM [20] , and Finder [19] can be used to implement the procedures presented in this paper because they return counterexamples to validity: a counterexample to the validity of ³ is a structure that satisfies ³. Such tools also exist for logics other than first-order logic; for example, MONA [15] can generate counterexamples for formulas in weak monadic second-order logic.
Some tools, such as Simplify [9] and SVC [1] , provide counterexamples in symbolic form, i.e., as a formula. The formula represents a set of counterexamples; any structure that satisfies the formula is a counterexample to the query. For example, if ³ is Ü Ý at line [5] of Fig. 1 , the value returned would be the formula´Ü Ýµ itself, rather than a particular satisfying structure, such as Ü Ý ¿℄. This presents an obstacle because at line [6] ¬ requires an argument that is a single structure. In the case of quantifier-free first-order logic with linear arithmetic, such a structure can be obtained by feeding the counterexample formula to a solver for mixed-integer programming, such as CPLEX [13] . With the aid of Simplify, we have verified the constant-propagation examples in this paper, as well as examples that combine the constant-propagation domain with a predicate-abstraction domain. This is an additional benefit of the approach: it can be used to generate the best transformer for combined domains, such as reduced cardinal product and those created using other domain constructors [7] . For example, the best transformer for the combined constantpropagation/predicate-abstraction domain determines that the variable x must be ½¿ at the end of the program given in Fig. 5 . This paper is most closely related to past work on predicate abstraction, which also uses decision procedures to implement most-precise versions of the basic abstractinterpretation operations. Predicate abstraction only applies to a family of finite-height abstract domains that are finite Cartesian products of Boolean values; our results generalize these ideas to a broader setting. In particular, our work shows that when a small number of conditions are met, most of the benefits that predicate-abstraction domains enjoy can also be enjoyed in arbitrary abstract domains of finite height, and possibly infinite cardinality. However, procedure « of Fig. 1 uses an approach that is fundamentally different from the one used in predicate abstraction. Although both approaches use multiple calls on a decision procedure to pass from the space of formulas to the domain of abstract values, « È goes directly from a formula to an abstract value, whereas « of Procedure « is also related to an algorithm used in machine learning, called Find-S [17, Section 2.4]. In machine-learning terminology, both algorithms search a space of "hypotheses" to find the most-specific hypothesis that is consistent with the positive training examples of the "concept" to be learned. Find-S receives a sequence of training examples, and generalizes its current hypothesis each time it is presented with a positive training example that falls outside its current hypothesis. The problem settings for the two algorithms are slightly different: Find-S receives a sequence of positive and negative examples of the concept. « already starts with a precise statement of the concept in hand, namely, the formula ; on each iteration, the decision procedure is used to generate the next (positive) training example. We have sometimes been asked "How do your techniques compare with predicate abstraction augmented with an iterative-refinement scheme that generates new predicates, as in SLAM [3] or BLAST [12] ?". We do not have a complete answer to this question; however, a few observations can be made:
-Our results extend ideas employed in the setting of predicate abstraction to a more general setting. -For the simple examples used for illustrative purposes in this paper, iterative refinement would obtain suitable predicates with appropriate constant values in one iteration. Our techniques achieve the desired precision using roughly the same logical machinery (i.e., the availability of a decision procedure), but do not rely on heuristics-based machinery for changing the abstract domain in use. -This paper studies the problem "How can one obtain most-precise results for a given abstract domain?". Iterative refinement addresses a different problem: "How can one go about improving an abstract domain?" These are orthogonal questions. The question of how to go about improving an abstract domain has not yet been studied for abstract domains as rich as the ones in which our techniques can be applied. This is the subject of future work, and thus something about which one can only speculate. However, we have observed that our approach does provide a fundamental primitive for mapping values from one abstract domain to another: suppose that Ä ½ and Ä ¾ are two different abstract domains that meet the conditions of the framework; given Ð ½ ¾ Ä ½ , the most-precise value Ð ¾ ¾ Ä ¾ that overapproximates ½´Ð½ µ is obtained by Ð ¾ « ¾´ ½´Ð½ µµ.
The domain-changing primitive opens up several possibilities for future work. For example, counterexample-guided abstraction-refinement strategies [5, 4] identify the shortest invalid prefix of a spurious counterexample trace, and then refine the abstract domain to eliminate invalid transitions out of the last valid abstract state of the prefix. The domain-changing primitive appears to provide a systematic way to salvage information from the counterexample trace: for instance, it can be invoked to convert the last valid abstract state of the prefix into an appropriate abstract state in the refined abstract domain. Moreover, it yields the most-precise value that any conservative salvaging operation is allowed to produce. In summary, because our results enable a better separation of concerns between the issue of how to obtain most-precise results for a given abstract domain and that of how to improve an abstract domain, they contribute to a better understanding of abstraction and symbolic approaches to abstract interpretation.
