Near-Infrared-Assisted Charge Control and Spin Readout of the
  Nitrogen-Vacancy Center in Diamond by Hopper, David A. et al.
Near-Infrared-Assisted Charge Control and Spin Readout
of the Nitrogen-Vacancy Center in Diamond
David A. Hopper,1, 2 Richard R. Grote,1 Annemarie L. Exarhos,1 and Lee C. Bassett1, ∗
1Quantum Engineering Laboratory, Department of Electrical and Systems Engineering,
University of Pennsylvania, Philadelphia, PA 19104 USA
2Department of Physics, University of Pennsylvania, Philadelphia, PA 19104 USA
(Dated: March 7, 2018)
We utilize nonlinear absorption to design all-optical protocols that improve both charge state
initialization and spin readout for the nitrogen-vacancy (NV) center in diamond. Non-monotonic
variations in the equilibrium charge state as a function of visible and near-infrared optical power are
attributed to competing multiphoton absorption processes. In certain regimes, multicolor illumina-
tion enhances the steady-state population of the NV’s negative charge state above 90%. At higher
NIR intensities, selective ionization of the singlet manifold facilitates a protocol for spin-to-charge
conversion that dramatically enhances the spin readout fidelity. We demonstrate a 6-fold increase
in the signal-to-noise ratio for single-shot spin measurements and predict an orders-of-magnitude
experimental speedup over traditional methods for emerging applications in magnetometry and
quantum information science using NV spins.
The diamond nitrogen-vacancy (NV) center is a ver-
satile solid-state qubit [1] and nanoscale sensor [2, 3],
exhibiting long spin coherence times at room tempera-
ture and all-optical mechanisms for qubit initialization
and readout. Unfortunately, these convenient mecha-
nisms are imperfect. High-fidelity qubit initialization and
readout are crucial requirements for large-scale quantum
information processing [4], but the NV’s intrinsic opti-
cal dynamics limit the charge and spin initialization pu-
rity well below unity [5–8] and only provide a low-fidelity
spin-state readout [2, 9, 10]. These drawbacks impose
substantial averaging requirements that diminish the full
potential of the NV center as a qubit and quantum sen-
sor.
Initialization and readout of NV spins are tradition-
ally achieved through optical excitation and photolumi-
nescence (PL) detection, respectively. Optical excita-
tion, however, causes unavoidable cycling from the de-
sired negative charge state (NV−) into the neutral state
(NV0) with a different energy structure. Charge-state
transitions result from optical excitation of an electron
from NV− to the conduction band (ionization) and a hole
from NV0 to the valence band (recombination), which
compete to produce a maximum steady-state NV− pop-
ulation of ∼ 75% using an optimized single excitation
wavelength of 532 nm [8].
Traditional PL-based spin readout results from a
spin-dependent inter-system crossing (ISC) between the
triplet and singlet manifolds of NV− [7, 11, 12]. In typical
experiments, PL contrast only exists for the first ∼200 ns
of excitation, during which time ∼0.01 PL photons are
collected, on average. Therefore ∼ 104 repeats are re-
quired to obtain adequate signal-to-noise ratio (SNR).
This averaging requirement precludes important applica-
tions including projective [13] and partial [14] measure-
ments of proximal nuclear spins, as well as verification
of entanglement between remote NVs [15], all of which
rely on a single-shot electron readout protocol that, at
present, is only available at cryogenic temperatures [16].
Here, we demonstrate dramatic improvements in both
charge initialization and spin readout fidelity by using
multicolor illumination to manipulate the NV’s spin and
charge-state dynamics. Our experiments uncover com-
plex multiphoton absorption effects driven by visible and
near-infrared excitation and resolve conflicting reports of
both enhancement and quenching of NV− PL under si-
multaneous illumination with 532 nm visible and 1064 nm
light [17–20]. We use this knowledge to demonstrate a
new protocol for efficient SCC via selective ionization of
the NV− singlet that can lead to high-fidelity, single-
shot readout of NV electron spins and drastic reduction
of measurement integration time.
Recent attempts to overcome the charge initialization
problem include electrical gating [21] and doping [22], but
the former yields deterministic initialization only in NV0
and the latter, while effective in stabilizing NV−, also in-
troduces impurities that reduce the spin coherence time.
Several schemes have been proposed to address the read-
out problem. Protocols using quantum logic with nuclear
spin ancillae [10, 23] have achieved a 7-fold improvement
in SNR over traditional PL measurements [2], at the ex-
pense of demanding technical and material requirements.
An alternative approach was explored by Shields et al.
[24], who demonstrated spin-to-charge conversion (SCC)
through spin-dependent ionization of the NV− triplet
manifold using a visible pulse of light. Together with
high-fidelity readout of the NV charge state [5] and ex-
tremely high photon collection efficiency, SCC yielded a
4-fold improvement in the single-shot SNR and reduced
the spin readout noise to ∼3× the standard quantum
limit (SQL). Nonetheless, a room-temperature protocol
for single-shot electron-spin readout with SNR>1 is still
lacking.
Figure 1 illustrates the experimental setup and the con-
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2FIG. 1. Deterministic charge state readout of the NV center.
(a) Illumination at 592 nm selectively excites the NV− charge
state (ZPL at 637 nm) and not NV0 (ZPL at 575 nm). A
typical photon distribution for a 3 ms readout duration is inset
below (5000 cycles). (b) Diagram of the confocal microscope
and electron micrograph of the solid immersion lens milled by
a focused ion beam from the diamond surface. (ZPL: Zero-
phonon line).
cept of high-fidelity charge readout. The technique ex-
ploits the blue-shifted absorption spectrum of NV0 com-
pared to NV−, allowing for charge-dependent PL dur-
ing 592 nm excitation. Precise tuning of the illumination
power (∼100 nW) and readout time produces a strong
PL contrast (SNR≈3) that allows for single-shot dis-
crimination of the two charge states by introducing a
photon-detection threshold condition (dashed black line
in Fig. 1a). For low illumination power, the single-shot
charge measurement is also non-destructive, which facil-
itates deterministic monitoring of the charge dynamics
and the direct measurement of ionization and recom-
bination rates from individual charge-transition events
[8]. The photon-detection histogram shown in the in-
set of Fig. 1a corresponds to a single-shot fidelity Fc =
99.1± 0.4% and a non-destructivity exceeding 96% [25].
Individual NVs are addressed using a home-built scan-
ning confocal microscope with three excitation sources
(Fig. 1b). Continuous-wave 532 nm and 592 nm lasers
are gated with acousto-optic modulators, and a 900-1000
nm band-pass-filtered supercontinuum source (hereafter
termed NIR) produces picosecond pulses with a 40 MHz
repetition rate that can be gated in time. A 6-µm-
diameter solid immersion lens is fabricated around a pre-
selected NV to increase the collection and excitation effi-
ciency using an in-situ alignment technique and focused-
ion-beam milling. Collected PL is filtered to select for
NV− in the 650-775 nm band and detected with a single-
photon avalanche diode. In this configuration, we record
∼0.04 PL photons per 200 ns shot [25]. A ∼20 G mag-
FIG. 2. Multicolor modulation of steady-state PL and charge.
(a) PL due to coincident excitation at 532 nm and 900-1000
nm (PLC), normalized by the reference PL level under 532 nm
excitation alone (PLR). The NIR excitation is modulated
with a square wave at 5 kHz (inset). Experimental uncertain-
ties are smaller than the symbols. (b) Steady-state population
of NV− (points) for the corresponding power combinations in
(a), fit using a model described in the text (curves).
netic field applied along the NV’s symmetry axis splits
the NV− ground-state ms = ±1 spin sublevels, and a
20 µm-diameter gold wire placed across the surface of
the diamond is driven by pulsed microwaves to control
the ground-state spin.
Figure 2 presents measurements of the steady-state PL
and corresponding charge distribution under coincident
excitation with 532 nm and NIR light. Both sets of mea-
surements exhibit non-monotonic variations as a function
of NIR power, PNIR, connecting conflicting observations
of PL quenching and enhancement in different regimes
[17, 18, 20]. The direct correlation between the relative
changes in PL (Fig. 2a) and the underlying charge distri-
butions probed using single-shot readout (Fig. 2b) con-
firm the hypothesized role of charge-state modulation in
these effects. Overall, the non-monotonic response and
dependence on green power (P532) hint at multiple pro-
cesses that depend on the relative visible and NIR inten-
sities. Below, we explore the role of NIR light in modulat-
ing the NV’s charge dynamics in these different regimes.
Notably, the PL enhancement observed with modest
green and NIR powers in Fig. 2a is accompanied by
an increase in the steady-state NV− population (pminus)
to a maximum value of 91±0.6%, corresponding to an
18% improvement over the observed population under
532 nm illumination of 77%. This is, to our knowledge,
the highest-purity all-optical initialization of NV− yet
reported. Furthermore, we anticipate that the spin pu-
rity should be maintained under this protocol since the
spin-polarization rate exceeds the charge-switching rate
in this regime by over two orders of magnitude [25, 26].
Figure 3a uses a linear horizontal scale to present the
same data as Fig. 2b (lowest green power) together with
an analogous measurement combining 592 nm and NIR
excitation. We observe an initial enhancement followed
by suppression of pminus in both cases, which implies this
behavior is independent of the vastly different initial con-
ditions produced by 532 nm and 592 nm light alone [8].
3FIG. 3. Charge dynamics driven by multiphoton absorption.
(a) NV− population versus PNIR, for fixed visible excitation
at 532 nm (9µW'0.2Psat, ), 592 nm (20 µW' 0.1Psat, ),
and for NIR light only ( ). Curves are fits described in the
text. The shaded region indicates the 95% confidence interval
for a simulation of the NIR data using separately measured
rates [25]. (b) Recombination ( ) and ionization ( ) rates ver-
sus PNIR for P532 = 5.4 µW ' 0.13Psat. The shaded region
indicates the noise floor. (c) NV energy diagram indicating
allowed optical transitions and corresponding coefficients in
the rate model. Insets in (a-b) depict the experimental pulse
sequences for each measurement. Except where indicated by
error bars, symbol sizes exceed the experimental uncertainty.
In contrast, the charge distributions observed in a similar
experiment using only NIR light (red triangles in Fig. 3a)
exhibit completely different dynamics, underscoring the
crucial role of coupled, nonlinear optical processes.
To elucidate the underlying mechanisms, we use high-
fidelity, non-destructive charge-state readout to directly
measure the NV’s ionization and recombination rates.
After non-destructively determining the charge state, we
apply an optical pulse with duration and intensity cho-
sen to induce 1 charge transition, and then measure
the resulting state. Following many such measurements,
the rates are calculated from the corresponding transition
probabilities divided by the illumination duration.
Figure 3b shows the ionization and recombination rates
as a function of PNIR in the regime of NV
− enhance-
ment (P532 is slightly lower than in Fig. 3a to reduce the
charge-switching rates due to green light alone, but the
steady-state maximum pminus = 91% is unchanged). As
expected, the rate for recombination is much larger than
for ionization; in fact, the ionization rate is below the
noise floor imposed by the 4% destructivity of the charge
verification step.
The recombination rate’s linear dependence on PNIR
implies that the mechanism driving NV− enhancement
involves a single NIR photon. The most likely candidate
is a sequential absorption process in which a 532 nm pho-
ton promotes a hole to the excited state of NV0, followed
by the absorption of single NIR photon to promote the
hole into the valence band, thus converting the center to
NV−. Based on the location of the NV’s levels within
the bandgap [8], an analogous ionization process is also
allowed, but it is apparently ∼7 times less likely to occur
[25]. This asymmetry could result from a combination of
the ∼50% longer optical lifetime of NV0 [27] and differ-
ent cross sections for NIR absorption by the NV− and
NV0 excited states. We have also measured the ioniza-
tion and recombination rates in the presence of NIR light
alone [25]. They scale with P 3NIR and P
2
NIR, respectively,
but are several orders of magnitude smaller than the cor-
responding rates in the presence of visible light.
To capture the effects of these competing nonlinear
processes, we employ a master-equation model for the
charge-state dynamics, schematically depicted in Fig. 3c.
It includes the allowed orbital and charge transitions con-
sidering six levels that comprise the NV− triplet and sin-
glet manifolds, and the NV0 ground and excited states.
Each ionization or recombination process is assigned a
coefficient, Cm,n or Dm,n, respectively, where m and n
are the respective number of visible and NIR photons
required for that process. For example, the ionization
rate for the process corresponding to Cm,n is given by
Cm,nP
m
VISP
n
NIR. The total ionization or recombination
rate is the sum of all the individual rates.
We apply this model to fit the steady-state charge
distributions in Fig. 3a, using four parameters that
quantify the relative weights between the ioniza-
tion/recombination coefficients [25]. Differences between
the experiments using 532 nm and 592 nm light are nat-
urally explained by large differences in the cross section
for NV0 excitation that affect D1,1 and D2,0. The charge
distributions observed under NIR-only illumination in
Fig. 3a do not, in fact, represent the steady-state popula-
tion, due to the relative weakness of NIR-only nonlinear
absorption. Nonetheless, we can quantitatively repro-
duce those data by adapting our model to account for
the slow underlying rates(<kHz) and a partially destruc-
tive charge-state readout [25].
Whereas the NV− enhancement observed at low pow-
ers in Fig. 3a is driven by the asymmetry in D1,1/C1,1,
the suppression at increasing powers results from the
higher-order term C1,2. This process corresponds to ion-
ization of NV− via absorption of one visible and two
NIR photons. A candidate mechanism is NIR-induced
ionization from the metastable singlet ground state. The
singlet manifold is populated through the ISC by visible
excitation, and exhibits a zero phonon line at 1042 nm ac-
companied by a broad phonon-assisted-absorption side-
band overlapping our NIR excitation source [28, 29].
To confirm the singlet’s role in quenching NV− at high
PNIR, we use the generalized measurement sequence de-
picted in Fig. 4a to probe the time-domain ionization
dynamics. Since we are interested in NV− as a starting
4state, we use a non-destructive charge-verification step to
provide a high-purity, post-selected pminus = 96.8±0.4%.
The effects of an arbitrary sequence of visible, NIR, and
microwave pulses on the NV’s charge are then measured
using a high-fidelity readout step. In Fig. 4b, we initial-
ize the ms = −1 spin sublevel before populating the sin-
glet with a 200 ns, 532 nm shelving pulse separated from
a 400 ns, 95 mW train of NIR pulses by a variable de-
lay. The resulting pminus exhibits exponential decay with
a timescale commensurate with the metastable singlet’s
lifetime (τFit = 182±10 ns) [16, 28].
The transient population of the NV− singlet mani-
fold is highly spin dependent. Therefore, singlet-selective
ionization provides a promising means for SCC. Indeed,
by optimizing the timing of the shelving and ionization
pulses, we can achieve a ∼7% spin-dependent contrast in
the resulting charge state [25]. The contrast is limited
in our current setup by the available NIR pulse energy
(2 nJ) that ionizes the singlet with per-pulse probability
∼6%. Despite this incomplete ionization, we can enhance
the SCC efficiency substantially by repeating the shelve-
ionize pulse sequence N times (Fig. 4c). The spin con-
trast increases rapidly with N and eventually saturates
due to a combination of effects including incomplete ion-
ization, accidental ionization of the triplet, the small ISC
probability for ms = 0, and imperfect spin initialization.
Fits to the data in Fig. 4d reflect an extended six-level
master-equation model that accounts for all these factors
[25].
To quantify the performance of multi-SCC spin read-
out, we consider the single-shot SNR corresponding to
a measurement of the spin contrast, i.e., the difference
between a spin prepared in ms = 0 and ±1 (Fig 4d).
The noise includes contributions from both imperfect
SCC efficiency and shot noise in the charge-state read-
out [25]. Our demonstrated protocol exhibits a single-
shot SNR = 0.32, corresponding to a spin-readout noise
4.6× the SQL and constituting a 6-fold improvement over
traditional PL readout, even in our SIL-enhanced device
[25]. Given NIR pulses that ionize the singlet with 100%
probability, we predict a further ∼2.6-fold improvement
to SNR = 0.83, corresponding to a single-shot readout fi-
delity exceeding 75% and spin-projection noise 1.9× the
SQL. The singlet-selective ionization can be optimized
by adjusting the wavelength, pulse width, and repetition
rate of the NIR pulse train to compensate the singlet’s
small optical cross section and short excited-state lifetime
(∼1 ns) [28], and with the use of cavities to boost the op-
tical interaction. These values all include the detrimental
effect of imperfect spin initialization (we infer ∼85% spin
purity). With improved spin purity, multi-SCC should
approach a maximum SNR∼1.9, limited by the intrinsic
∼10:1 ISC branching ratio.
This dramatic increase in the single-shot SNR comes
at the expense of longer readout times. Hence, SCC
readout becomes more advantageous for protocols re-
FIG. 4. Spin-to-charge conversion via singlet ionization. (a)
Generalized pulse diagram for probing time-domain charge
dynamics. (b) Resulting charge state as a function of the
delay between a 200 ns shelving pulse at 532 nm and a 400 ns
NIR pulse, for a spin prepared in ms = −1. (c) Final charge
state as a function of 532 nm shelf duration for spins prepared
in ms = 0 ( ) and ms = −1 ( ), and τd = 30 ns. (d) Spin-
readout SNR comparison of traditional PL (red), measured
multi-SCC (blue), and the predicted upper bound for multi-
SCC assuming 100% singlet ionization (green). (e) Required
total acquisition time for an SNR=1. The same color legend is
used as in (d). The charge state readout duration and power
is optimized at each operation time to maximize the speed
up.
quiring longer spin-operation times between initializa-
tion and measurement. We can, however, increase the
time-averaged SNR at the expense of the single-shot SNR
by reducing the readout time and increasing the 592 nm
power, as long as the charge contrast is maintained [25].
In doing so, we find that even our unoptimized multi-
SCC protocol always out-performs traditional PL mea-
surements, in the sense that a shorter integration time
is required to achieve the same total SNR (Fig 4e). The
speedup is especially pronounced for operation times ex-
ceeding ∼30 µs, where the demonstrated and predicted
protocols exhibit >10-fold and >100-fold improvements
over traditional PL, respectively.
In conclusion, we use previously unexplored multi-
photon absorption mechanisms to improve both initial-
ization and readout of diamond NV spins. Deliberate
tuning of coincident 532 nm and NIR intensities boosts
the steady-state NV− population to 91.0 ± 0.6%. Care-
fully timed optical pulse sequences generate efficient spin-
to-charge conversion and a universal spin-readout en-
hancement over the standard approach. Crucially, these
all-optical techniques are applicable to both single-NV
5and ensemble experiments, and they can lead to sig-
nificant advances for many research avenues including
magnetometry [2] and operations involving nuclear spins
[30, 31], where signal averaging is a critical bottleneck.
As the SCC efficiency approaches the ideal limit of
single-shot electron spin readout, it will enable room-
temperature applications of protocols that were previ-
ously relegated to cryogenic (<10 K) temperatures, in-
cluding projective and partial measurements of nuclear
spins and verification of multi-spin entanglement.
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EXPERIMENTAL SET UP
The excitation sources used are as follows: a 532 nm
continuous-wave diode-pumped solid state laser (gem
532, Laser Quantum), a 592 nm continuous wave exter-
nal cavity fiber laser (VFL-592, MPB communications,
Inc.), and a single-shot ∼ 10 ps-pulse supercontinuum
source (WhiteLase SC-400, Fianium with Ultra Pod op-
tion) band-filtered to 900-1000 nm. Acousto-optic mod-
ulators (AOMs, 1250C, Isomet) are used to temporally
gate the visible beams. The 532 nm AOM is set up in a
double-pass configuration which improves the extinction
to >60 dB to prevent cycling of the charge state dur-
ing high fidelity readouts. The supercontinuum source
outputs NIR pulses at a repetition rate of 40 MHz that
can be fully gated on demand using a single-shot output
option. Excitation beams are collimated and co-aligned
on a fast steering mirror (FSM, OIM101, Optics in Mo-
tion) and imaged onto the back of an objective (Olympus
100x NA 0.9) using a 4f lens configuration. Photolumi-
nescence is collected through the same objective and fo-
cused onto a 50 µm diameter core multi-mode fiber that
is connected to a low dark count (20 Cts/s) single-photon
avalanche diode (SPAD) (Count-20C-FC, Laser Compo-
nents). A data acquisition card (DAQ-6323, National
Instruments) serves as the master clock, controlling the
millisecond timing and counter input for the SPAD. An
arbitrary waveform generator (AWG520, Tektronix) with
a sample rate of 1 GS/s controls the timing on the opti-
cal dynamics time scales and is triggered by the data
acquisition card.
DEVICE FABRICATION
All NVs measured are contained within solid immer-
sion lenses (SILs) fabricated on the diamond surface with
a focused ion beam (FIB). The alignment procedure
is shown schematically in Fig. S1. We first spin coat
a 500 nm layer of PMMA A8 resist (MicroChem Nano
PMMA) on the diamond surface, and do not bake the
resist. The sample is then mounted in the experimen-
tal setup described above using a rotation compensating
mount (Thorlabs KM100T), which allows for precise tilt
FIG. S1. SIL Fabrication Process (I) Spin coat diamond with
500 nm of PMMA A8 to act as an in situ alignment medium.
(II) Image NV centes to find suitable candidates (∼3 µm be-
low surface) (III) Burn 8 µm square marks centered on the NV
( ∼100 mW of 532 nm) for 7 seconds to visibly indicate the
NV location. (IV) Locate the markers in the FIB SEM, raster
off the PMMA in the vicinity to be etched. (V) Etch the SIL
using concentric circles of increasing depth. (VI) Verify the
etch in the SEM and subsequently in the confocal microscope.
correction of the sample relative to the optical axis. We
ensure the diamond surface is perpendicular to the opti-
cal axis by moving the FSM over 80 µm and checking the
relative height difference by observing the focal position
of the green laser in a camera. The rotation compensat-
ing mount is used to offset any tilt in the x or y axis.
We achieve a tilt angle that is with in ± 0.1◦ of the
optical axis using this technique. After tilt correction,
we identify NVs of a desired depth below the diamond
surface, typically 3µm for this work, by imaging through
the PMMA layer, which is transparent in the visible spec-
trum. We determine the NV depth by finding the relative
distance of the NV from the surface of the diamond us-
ing PL as an indicator. Following the identification of a
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2candidate NV, we focus and align to our NV, move the
beam focus to the surface, increase the laser power to
∼100 mW of 532 nm, and then burn five holes into the
PMMA, 4 corners of an 8 µm box surrounding the center
of the NV, and one directly above the NV, by dwelling at
each point for 7 seconds to ensure a mark is made. This
time can be adjusted higher or lower based on the avail-
able green power. However, longer times lead to drift
during the burn process which will reduce the yield.
After a suitable number of candidate NVs are marked
and aligned, we sputter a discharge layer of AuPd on
top of the PMMA. The sample is then loaded in a dual
beam scanning electron microscope and focused ion beam
(SEM/FIB, Strata D235, FEI), taking care to securely
ground the AuPd discharge layer to prevent drift dur-
ing fabrication due to charging. The PMMA burn marks
are located in the SEM, and a SIL is fabricated directly
through the PMMA layer in a method similar to Ref. [1].
Following the fabrication, the PMMA and AuPd layer is
removed by sonication in Microposit Remover 1165 (Mi-
croChem). The gallium-implanted diamond layer left by
FIB milling is removed by etching 80 nm of diamond us-
ing an Ar/Cl ICP/RIE etch (Trion Phantom ICP, Pres-
sure: 10 mT, ICP: 400 W, RIE: 300 W, Ar: 12 sccm, Cl2:
20 sccm) [2]. Finally, the sample is cleaned in Nano-
strip (Cyantek) at 70 ◦C for 20 min, followed by a soft-
O2 plasma clean for 15 minutes (Anatech SCE-108 Barrel
Asher, RF power = 30 W) to remove any graphite layer
and oxygen terminate the surface. We then verify the
alignment and fabrication by imaging in the confocal set
up. For the NVs reported in this work, we find that
the collection efficiency is improved by a factor of 6 and
the excitation efficiency by a factor of 10 from saturation
curve measurements.
CHARGE STATE MEASUREMENTS
Charge state measurements are conducted using
592 nm light with a power setting between 75-300 nW,
based on the desired trade-off between measurement
speed and destructivity. The exact power depends heav-
ily on sample collection and excitation efficiency, but can
easily be found by performing a saturation curve and op-
erating ∼3 orders of magnitude below saturation. Ioniza-
tion and recombination under visible illumination limits
the speed at which the charge can be readout due to
the added destructivity. The power (P592) and duration
counting photons (τR) are chosen to maximize the signal-
to-noise ratio (SNR) of detected photons (γB/γD  1)
without destroying the state (γIonτR, γRecτR  1). A
consideration of these constraints allows for further cate-
gorization of the measurement into three regimes that are
useful for different applications: high fidelity and mea-
surement speed, high fidelity and non-destructivity, and
high fidelity verification of NV− by post-selection.
FIG. S2. Charge State Measurements (a) Pulse sequence
used to measure the charge state with high-fidelity and
the monochromatic initialization into NV−. (b) Measured
photon-counting histogram (bars) from (a). Curves are fits to
two Poissonian functions that determine the mean counts and
relative populations of the dark and bright states. (c) Pulse
sequence for measuring the non-destructivity of the charge
state measurement. (d) Pulse sequence for verifying post se-
lection into NV−. (e) Results of post-selected charge state
measurement conditioned on one or more photons detected
during the verification step.
An example of a typical high-fidelity/high-speed mea-
surement is depicted in Fig. S2(a), where a rela-
tively high power(P592=220 nW) and shorter readout
duration(τR=3 ms) leads to a single-shot charge state fi-
delity of Fc = 99.1 ± 0.4% with a threshold of 3 pho-
tons (Fig. S2(b)). The fidelity is defined according to
Fc = 1− (ε0 + ε−)/2, where εi is the error probability in
measuring charge-state i. For example, ε0 = P (−|0) is
the probability of identifying the charge state NV− (de-
tecting a photon number above the threshold) given that
the state was actually NV0.
The non-destructivity of the measurement can be in-
creased at the expense of measurement speed by reducing
the power and increasing the measurement time. This al-
lows for the observation of individual charge state transi-
tions and the direct measurement of rates as in Fig. 3(c-
d) of the main text. The figure of merit then includes
both the charge state fidelity and the non-destructivity,
FD, which is the probability that the charge state is un-
altered by the measurement. By repetitively measuring
the charge state as in Fig. S2(c), we can extract both
FC and FD. For P592 = 75 nW and τR = 15 ms, we
measure Fc = 99.3 ± 0.4% with a non-destructivity of
96.1±0.2% and 99.0±0.1% for NV− and NV0, respec-
tively. The charge dependence of FD results from the
fact that ionization is ∼5 times more likely than recom-
bination in this scenario.
Finally, by reducing τR such that we obtain ≈ 1 pho-
ton during a readout window, we can efficiently post
select into NV− based on the presence of one or more
photons during the verification readout (Fig. S2(d)).
3FIG. S3. Schematic of the two-level rate-equation model used
to fit the steady-state charge distributions in the main text.
Rate coefficients correspond to the transitions presented in
Fig. 3(e) of of the main text.
An example of this post selection measurement followed
by a full high fidelity charge state measurement is de-
picted in Fig. S2(e). Using a 420µs verification step
and a τR=3 ms high fidelity measurement, and a com-
mon P592=220 nW, we can post-select into NV
− with
fidelity FPS = 96.8±0.4%. This value agrees with the
expected errors due to mis-identification and ionization
during verification as discussed above.
PHENOMENOLOGICAL MODEL FOR
STEADY-STATE CHARGE
To model the steady-state charge distributions mea-
sured as a function of visible and NIR power in Figs. 2(b)
and 3(a) of the main text, we compress the six-level
system depicted in Fig. 3(e) of the main text into a
two-level phenomenological model that accounts for the
important nonlinear absorption terms that drive ioniza-
tion/recombination in the presence of visible+NIR illu-
mination. The terms we include involve at least one vis-
ible photon, as shown in Fig. S3, where G and R refer
to the 532 nm and NIR power, respectively, and the co-
efficients {Cm,n, Dm,n} are defined in the main text. We
do not include the multiphoton NIR-only transitions in-
dicated in Fig. 3(e) since their rates (Fig. 3(d)) are much
slower than for the corresponding visible+NIR processes
at the same NIR power. This agrees with the many-
orders-of-magnitude smaller cross-sections of virtual two
photon absorption of both charge states compared to
single-photon processes [3].
With these approximations, the master equation gov-
erning the charge-state evolution becomes
d
dt
(
p−
p0
)
=
(−γIon γRec
γIon −γRec
)(
p−
p0
)
=
(−C2,0G2 − C1,1GR− C1,2GR2 D2,0G2 +D1,1GR
C2,0G
2 + C1,1GR+ C1,2GR
2 −D2,0G2 −D1,1GR
)(
p−
p0
)
, (S1)
We solve for the steady-state solution, along with the
condition the population must be conserved, and obtain
expressions for p− and p0. Below we show the analysis
for p−, since it is directly related to the fits in the main
text. The solution can be written in the form
p− = γ
1 + αR
1 + δR+ βR2
, (S2)
where
α =
D1,1
D2,0G
, (S3a)
β =
C1,2
(C2,0 +D2,0)G
, (S3b)
γ =
D2,0
D2,0 + C2,0
, (S3c)
δ =
C1,1 +D1,1
(C2,0 +D2,0)G
. (S3d)
Note that α, β, and δ scale with 1/G. This is expected
since they depend implicitly on the population of inter-
nal metastable states. In a full solution of the six-level
model (not shown), the parameters {Cm,n, Dm,n} also
depend non-trivially on R and G since they account for
both the (constant) absorption cross sections of various
processes and the (power-dependent) occupation proba-
bilities of the levels in the model. Nonetheless, it is a
reasonable approximation to treat them as constant pa-
rameters across the range of powers considered here, par-
ticularly as discussed above when multiphoton NIR-only
transitions are not playing a major role.
To fit the data in Figs. 2(b) and 3(a) of the main text,
the 4 parameters (α, β, γ, δ) are allowed to vary indepen-
dently. Note that even 592 nm light does not excite NV0
to lowest order, at room temperature there is non-zero
absorption due to an anti-Stokes shift [4], so the recom-
bination coefficients D2,0 and D1,1 are nonzero even for
the fits to the 592 nm+NIR data in Fig. 3(a).
In Fig. 2 of the main text, we swept R for over four
different settings of G, varying across above the PL sat-
uration value of Psat = 42 µW. We independently fit the
results of four green power slices using this model (only
three are shown in the main text for clarity but all are
presented here). The best-fit parameters are plotted in
Fig. S4. We observe the expected scaling with 1/G in
the best-fit parameters α, β, and δ, justifying our ap-
proximation of fixing the remaining rate coefficients in
the model.
Through this parameterization, we have reduced the
number of free parameters in the model from five
4FIG. S4. Results of the Phenomenological model fit (a) The
actual fit equation we use, with simplified coefficients (b) the
first three coefficients (c) The last coefficient, which is about
two orders of magnitude smaller (signifying the weakness of
the singlet ionization mechanism). Error bars are 65% confi-
dence.
(C1,1, D1,1, C2,0, D2,0, and C1,2) to four that uniquely
control the model’s dependence on R. From the fit re-
sults, we can back out the relative strengths of many of
the underlying rate coefficients. For example, the best-
fit value of γ corresponds to the steady-state value of p−
under visible illumination only. For 532 nm illumination,
the observed value of p− = 78% therefore implies that
R1,1/C1,1 = 3.5.
Similarly, the ratio α/δ can be writen in the form
α
δ
=
D1,1
(D1,1 + C1,1)
(D2,0 + C2,0)
D2,0
=
D1,1
(D1,1 + C1,1)
1
γ
. (S4)
We can therefore calculate the relative strength of the
NIR-assisted ionization/recombination transitions from
the best-fit values of α, γ, and δ. We find D1,1/C1,1 =
6.69±0.04. The fact that this ratio is larger than for the
analogous process for two 532 nm photons intuitively ex-
plains the initial enhancement of p− as a function of R, as
recombination becomes even more likely than ionization.
Finally, We can extract the relative strength of two-
NIR-photon singlet ionization is compared to the com-
peting process for excited state recombination in a simi-
lar manner:
β
α
=
C1,2
C2,0 +D2,0
D2,0
D1,1
=
C1,2
D1,1
γ, (S5)
from which we find C1,2/D1,1 = 7.4 ± 0.3 × 10−3. This
much smaller strength is not surprising considering the
small optical cross section of the singlet. Nonetheless,
singlet ionization plays a dominant role in the charge-
state dynamics at high NIR powers due to the quadratic
scaling with R2.
FIG. S5. Compiliation of the NIR only data (a) Recreated
NIR NV− population for a fixed 10 ms illumination period
from the main text. (b) Measured ionization (red squares)
and recombination rates (blue diamonds) due to NIR illumi-
nation alone. (c) The full allowed charge transitions including
the NIR only transitions. D0,2 corresponds to a two photon
recombination process that is required to fit the data, see
Fig S6 below.
SPIN POLARIZATION
We have not directly measured the spin polarization
of the enhanced NV− initialization protocol. However,
we expect that the spin polarization should be similar
to that obtained by visible illumination alone (typically,
∼80-90%). The observed charge switching rates are on
the order of 10 kHz, whereas the spin polarization is typ-
ically limited by the singlet lifetime, which is 4 MHz.
Even when using lower-power green illumination, where
the spin polarization may be slightly slower, a safe lower
bound is 500 kHz, equating to a 2 µs polarization time.
This implies that the spin should be polarized two orders
of magnitude faster than the charge state is changing,
which should provide ample time for the spin to remain
polarized with the enhanced NV− population.
NIR-ONLY ANALYSIS
We performed a rate measurement for the NIR only
illumination in a similar manner to the green+NIR mea-
surement of the main text. The resulting NIR population
after a 10 ms illumination duration and the correspond-
ing rates are depicted in Fig. S5(a-b). The magnitude
of the NIR-only rates are several orders of magnitude
smaller than for the case of coupled visible+NIR illu-
mination across the full range of powers we consider in
this work, which justifies excluding them from the phe-
nomenological master-equation model discussed above.
This difference in magnitude is not surprising considering
5TABLE I. Results of the cubic fit for Ionization, and the cubic
and quadratic fit for recombination.
Process a (kHz/mW3) b (kHz/mW2) c (kHz)
Ion 4.7± 0.4× 10−7 0 (fixed) 0.039± 0.014
Rec 5.1± 3.7× 10−7 8.4± 2.1× 10−5 1± 0.1× 10−7
the fact that these NIR-only transitions rely on virtual
multi-photon transitions with much smaller cross sections
than for the sequential single-photon absorption respon-
sible for the coupled rates. Fig. S5(c) includes a complete
diagram of all the multiphoton charge transitions we have
detected, including the NIR-only processes.
Although the NIR-only processes are too weak to in-
fluence the multicolor dynamics that are the focus of
the main text, we note an interesting and unexpected
outcome in the power dependence of the NIR-only re-
combination rate. According to the level structure
in Fig. S5(c), the lowest-order ionization/recombination
process available in the presence of NIR light alone
should involve three photons and hence the ioniza-
tion/recombination rates should depend on R3. We find,
however, that an additional quadratic term is needed to
yield a satisfactory fit of the recombination rate mea-
surements. Fig. S6 shows the data together with fits
consisting of a cubic term only compared to that used
in the text which includes a quadratic term. The actual
polynomial function used to fit the data in Figs. 3(c-d)
of the main text is
γR/I = aR
3 + bR2 + c, (S6)
where the offset c is required to account for small but
nonzero destructivity of the charge-state measurement.
For the ionization fit, we force b to be zero, and the fit pa-
rameters are well constrained, whereas if we do the same
for the recombination rate, the fit is inconsistent with
the data. This observation deserves further study in the
future. We tentatively propose that the quadratic-in-R
recombination process might result from two-photon ion-
ization of nearby substitutional nitrogen impurities and
subsequent electron capture by the NV. If this hypothesis
is true, we should expect to observe variations between
different NV centers based on their local environments.
Best-fit parameters for both fits are listed in Table I. The
R2 fit-statistic values for the fits are 0.991 and 0.992 for
recombination and ionization respectively.
In contrast to the case of visible+NIR excitation in
Fig. 3(a), the NIR-only measurements do not gener-
ally reflect the steady-state value of p−, due to the
slow underlying rates. Instead, what we measure is a
non-equilibrium distribution that results from competi-
tion between recombination/ionization due to NIR alone
(which are too slow to yield a steady-state population
at low NIR powers) and the backaction of the charge
FIG. S6. Comparison of a cubic only and cubic + quadratic
fit of the recombination rate for NIR illumination alone. Error
bars are smaller than the symbols except where plotted.
state measurement (which is optimized for readout fi-
delity rather than non-destructivity). Still, given the ex-
tracted ionization and recombination rates as a function
of R from Fig. S5(b), we can predict the charge distribu-
tions that are expected from the experiment reported in
Fig. 3(a) of the main text.
The evolution of the population vector p =
( p−
p0
)
dur-
ing a single cycle of the population measurement is
p′ = [M(R) ·D]p, (S7)
where M(R) is the evolution matrix due to NIR light
alone and D captures the effect of the destructive read-
out step. The evolution matrix M(R) can be found by
integrating the master equation for the interaction time
tR = 10 ms using the ionization/recombination rates we
directly measured in Fig. S5(b) for each corresponding
NIR power setting. By characterizing the readout de-
structivity as described earlier, we extract
D =
0.65 0.05
0.35 0.95
 . (S8)
The measured populations, therefore, correspond to the
equilibrium state of the evolution described by eqn. (S7),
which is simply the normalized eigenvector of [M(R) ·D]
corresponding to its unity eigenvalue.
This analysis is used to produce the simulation plot-
ted as a shaded region in Fig. 3(b) of the main text. The
shaded region corresponds to the confidence interval cor-
responding to the uncertainty in the underlying polyno-
mial fits to the ionization/recombination rates (Table I).
Minor disagreements between the simulation and mea-
surements might result from shifts in the microscope’s
optical alignment that alter the NIR intensity for a given
power setting, since the data in Figs. 3(a) and S5(b) were
taken at different times.
6FIG. S7. Outline of the 6-level population transfer matrix
model for multi-SCC (I) excite the triplet ground state. (II)
Allow the excited state to decay. (III) Attempt to ionize the
singlet and decay to the ground state. The probability is
conserved leaving any state.
Notably, our observation of NV− enhancement at
higher NIR power contradicts the conclusions from earlier
two-photon absorption measurements in nanodiamonds
[3]. We believe that differences in the host material, NIR
wavelength, power, and pulse duration might explain the
discrepancy, together with the complicated dynamics at
high NIR powers due to multiple competing nonlinear
processes, but this topic also warrants further study in
the future.
POPULATION TRANSFER MATRIX MODEL
FOR SPIN-TO-CHARGE CONVERSION
To quantify the performance of the multi-SCC process,
we use a six level model taking into account the ms =
0,−1 spin sublevels of the NV− triplet, the metastable
single ground state, and a single NV0 state. We ignore
the singlet excited state since its ∼1 ns lifetime is both
much shorter than the metastable singlet ground state
and much longer than the∼10 ps duration of a NIR pulse.
Similarly, we ignore the NV0 excited state since its dy-
namics are implicit in the values of the recombination
coefficients.
A depiction of these levels is presented in Fig. S7. A
single SCC step is broken into three distinct regions. The
first corresponds to the excitation of the triplet ((I) in
Fig. S7), which also allows for ionization. While the
physical ionization process is sequential two-photon ab-
sorption through the triplet excited states (3 and 4), we
are only interested in the resulting distribution of pop-
ulations between the triplet and NV0 manifolds, so we
combine the sequential absorption into a single step. The
system is then allowed to relax either to the ground state
or the singlet manifold through the ISC, which we define
by the branching ratios k35 and k45 for the probability
of ms = 0 and ms = ±1 respectively to decay into the
singlet (Fig. S7(II)). As in step (I), we ignore the interme-
diate dynamics of the singlet excited state since it relaxes
on a much faster timescale (∼1 ns) than the metastable
singlet ground-state lifetime (∼200 ns).
In the ideal case, the system would only be excited
once, however we cannot guarantee this due to long AOM
turn-on times. Therefore the effective ISC transition
rates we measure likely correspond to a few optical cy-
cles. After the triplet excited state has fully decayed, we
attempt to ionize the singlet with a train of NIR pulses,
which we treat as a single step (Fig. S7(III)). Any pop-
ulation that is not ionized decays into the ground state,
with the branching ratios k51 and k52.
To construct the master equation, we define a popula-
tion vector
p =

p1
p2
p3
p4
p5
p6

, (S9)
and matrix representations for the steps I–III:
MI =

0 0 0 0 0 0
0 0 0 0 0 0
Pexc 0 0 0 0 0
0 Pexc 0 0 0 0
0 0 0 0 0 0
Pion Pion 0 0 0 1

, (S10)
MII =

1 0 1− k35 0 0 0
0 1 0 1− k45 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 k35 k45 0 0
0 0 0 0 0 1

, (S11)
MIII =

1 0 0 0 k51 0
0 1 0 0 k52 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 Psing 0

. (S12)
7Note that the columns must sum to 1 to conserve prob-
ability, and that only the states 1, 2, and 6 are stable
(and thus never decay). The expected populations after
an arbitrary number of repeats, N , are therefore given
by
pfinal = (MIII ×MII ×MI)N p0, (S13)
and the first two elements of pfinal constitute the resulting
NV− population.
We perform a joint fit of this model to both spin-
initialization datasets from Fig. 4(c) in the main text,
accounting also for incomplete spin and charge initial-
ization in the definition of p0. The charge-initialization
is known directly from calibration measurements, while
the spin-initialization remains a free parameter. Separate
measurements of the green shelving pulse alone fix the
ionization probability during excitation to Pion = 0.5%.
This leaves six free parameters in the joint fit, whose
best-fit values and uncertainties are listed in Table II.
SPIN-READOUT FIGURES OF MERIT
Below we derive the SNR of spin readout due to the
combined effects of imperfect SCC efficiency and shot
noise in the charge-state readout. We also consider how
to optimize the readout parameters to yield the best per-
formance of time-averaged spin measurements. In gen-
eral, the noise in the final signal depends on the initial
spin state. Spin-projection noise plays a role for super-
position states, but there can also be a large difference
in the observed signal variance even for spin eigenstates
due to asymmetries in the SCC process and Poissonian
statistics of the charge-state readout. For that reason we
define our figure-of-merit SNR corresponding to a dif-
ferential measurement of the signals resulting from spins
prepared in the eigenstates ms = 0 and ms = ±1, respec-
tively. This definition avoids both the spin-projection
noise (since the initial states are always assumed to be
eigenstates) and the spin-dependent signal variance, since
the total variance for the difference between two uncor-
related measurements is
σ2diff = σ
2
0 + σ
2
1 . (S14)
This differential SNR measure is a useful figure-of-merit
for many types of experiments with NV spins, includ-
ing Rabi oscillations, spin-coherence measurements, and
Ramsey or Echo-based magnetometry experiments.
Ideal thresholding
To begin, we analyze the SNR of an ideal single-shot
thresholding condition, i.e., assuming perfect charge-
state readout but imperfect SCC efficiency, in which we
TABLE II. Best-fit parameters corresponding to the multi-
SCC measurements in Fig. 4(c) of the main text.
NV0 init k35 k45
0.04± 0.013 0.033± 0.07 0.25± 0.04
Psing k51/k52 ms = 0 init
0.32± 0.04 2.26± 0.01 0.85± 0.06
assign the outcome of NV− to 1, and NV0 to 0. The dif-
ferential signal is then defined as the difference in NV−
outcomes for initial preparation in ms = 0 or ms = 1:
〈Sthreshold〉 = β0 − β1, (S15)
where βi is the probability of detecting NV
− given an
initial spin state ms = i. The variance associated with
each spin state is given by
σ2SCC = 〈S2〉 − 〈S〉2 (S16a)
σ2SCC,i = (0)
2(1− βi) + (1)2(βi)− (βi)2 (S16b)
= βi(1− βi). (S16c)
Thus the total signal to noise ratio is
SNRthreshold =
β0 − β1√
β0(1− β0) + β1(1− β1)
. (S17)
We use this expression to calculate the maximum SNR in
the main text using the values of βi extracted from our
SCC measurements. This formulation also allows us to
calculate the single-shot readout fidelity of the electron
spin by assigning the outcome of NV− to signify the spin
state of ms = 0 and NV
0 to signify ms = ±1. The fidelity
is calculated by finding the mean error of both readouts,
0 = P (NV
0|ms = 0) = 1− β0 (S18)
±1 = P (NV−|ms = ±1) = β1 (S19)
total =
1
2
(0 + ±1). (S20)
The readout fidelity, corresponding to the degree of con-
fidence in determining the spin, is then given by
Fs = 1− total = 1
2
(1 + β0 − β1). (S21)
Accounting for photon shot noise
As we will see, in some cases it is beneficial to reduce
the readout time even at the expense of lower-fidelity
charge-state readout. This is particularly true when the
SCC efficiency is poor, and repeated averaging can help
to reduce the uncertainty associated with the underly-
ing random binomial process. In this case, we need to
8account for the shot-noise introduced in the charge-state
readout step. This procedure is similar to that of tradi-
tional PL readout, except the underlying photon distri-
bution function we are sampling is not Poissonian, but a
joint distribution function accounting for the two Pois-
sonian distributions corresponding to the NV− and NV0
charge states, and the random SCC process.
Our measurement in this case is the number of photons
detected rather than a binary outcome, but as before we
define the signal as the difference in the mean number of
photons αi detected given an initial spin state i,
〈Sphoton〉 = α0 − α1. (S22)
There are two random processes occurring in this read-
out: the probabilistic SCC mechanism (random variable
y) which is characterized by the efficiency parameters, βi,
and emission of a random number of photons based on
the outcome of the charge state conversion (random vari-
able x). This requires a joint probability density function
given by
fX,Y (x, y) =

ηx0 e
−η0
x!
(1− βi), x = 0, 1, 2..., y = 0
ηx−e
−η−
x!
βi, x = 0, 1, 2..., y = 1
(S23)
where η0 and η− correspond to the mean number of
photons detected from the neutral and negative charge
states, respectively. From this distribution, we can cal-
culate the mean number of photons detected for a given
charge state readout duration and SCC efficiency:
E(X) =
∑
y
E(X|Y = y)P (Y = y), (S24)
which is interpreted as being the expected number of
photons detected given either a successful or unsuccessful
spin-to-charge conversion event, weighted by the proba-
bility of that event occurring. The resulting mean signals
are
α0 = β0η− + (1− β0)η0, (S25a)
α1 = β1η− + (1− β1)η0, (S25b)
in agreement with basic intuition about the underlying
weighted Poisson processes.
The variance is determined in a similar manner. From
the following calculation,
E(X2) =
∑
y
E(X2|Y = y)P (Y = y) (S26a)
= (1− βi)
∑
x
x2
ηx0 e
−η0
x!
+ βi
∑
x
x2
ηx−e
−η−
x!
(S26b)
= (1− βi)(η20 + η0) + βi(η2− + η−), (S26c)
we calculate the noise associated with each spin state as
σ2i = E(X
2)− E(X)2. (S27)
The total single-shot SNR is then given by
SNRS.S. =
α0 − α1√
σ20 + σ
2
1
. (S28)
The above formulation fully accounts for both the
probabilistic SCC process and shot noise in the charge-
state readout. We can further extend it to include time-
averaged measurements by noting that in both cases the
noise is reduced by N−1/2 where N is the number of re-
peats, implying that the total SNR will increase as N1/2.
This becomes advantageous particularly when the SCC
efficiency is poor, when it can be better to average sev-
eral measurements with short readout times (sometimes,
even measurements where <1 photons are detected in
each shot) than to perform a single measurement with
high charge-state fidelity.
Spin readout noise
Several previous works focusing on magnetometry [5,
6] use the spin-readout noise, σR, as a figure of merit
to characterize the performance of their measurements.
This is meant to account for both the spin-projection
noise resulting from a measurement of spin-superposition
states as well as experimental imperfections, where σR =
1 corresponds to the standard quantum limit.
To connect our results to those experiments, we re-
turn to the thresholding case and calculate the average
expected signal including spin populations, given by
〈S〉 = cos2
(
θ
2
)
β0 + sin
2
(
θ
2
)
β1, (S29)
where the angle θ determines the spin populations
through p0 = cos
2(θ/2). The spin readout noise is then
defined as the point at which the noise equals the change
in the signal as a function of phase, given by:
9σR =
σS
∂〈S〉
∂θ
=
√
(2− β0 − β1 − (β0 − β1) cos θ)(β0 + β1 + (β0 − β1) cos θ)
|β1 − β0| sin θ . (S30)
FIG. S8. Experimental results for the optimized charge state
readout with along with the fit parameters determining the
mean counts for each charge state.
Whereas the spin readout noise is typically defined for
equal initial spin populations (θ = pi/2), note that this
expression depends on the underlying spin population as
long as β0 6= β1, and the minimum does not necessarily
occur at θ = pi/2. This implies that it might be benefi-
cial to choose magentometry pulse sequences that set a
different operational point for maximum performance.
Practical Performance Considerations
We optimized our charge state readout to gain the
highest signal to noise. The resulting photon distribu-
tion following green initialization is shown in Fig. S8.
For a 3 ms readout at 220 nW, we determine the aver-
age number of photons per measurement to be η0 = 0.45
and η− = 10. These values are determined from the
fit of the photon histogram to the sum of two Poisson
distributions, where the two means correspond to the
average number of counts. We use the optimized SCC
efficiency from the main text (β0 = 0.80 ± 0.02 and
β− = 0.60 ± 0.02) corresponding to 10 repeats. These
parameters are used in the expressions derived above
to quantify the spin-readout performance with regards
to SNR, single-shot fidelity, and spin readout noise as
quoted in the main text. The ideal case assuming 100%
ionization (but still imperfect spin initialization) was de-
termined from the best-fit parameters in the master-
equation model, and corresponds to SCC efficiency of
βideal0 = 0.7 and β
ideal
1 = 0.19. Assuming perfect spin
initialization, these values should approach the underly-
ing ∼10:1 spin-dependent branching ratio of the excited-
state ISC, yielding β0 = 0.9, β1 = 0.1 and SNR=1.9. We
believe there might be ways to improve the spin purity
in the future, possibly even using SCC, but since this is
somewhat speculative we have not included these ideal-
ized estimates in Fig. 4 of the main text.
TIME-AVERAGED MEASUREMENTS
Whereas longer (highest-fidelity) charge-state readout
is best for single-shot measurements, the overall per-
formance of time-averaged measurements depends non-
trivially on the duration of the charge state readout, and
implicitly on the intensity of the readout laser. By mov-
ing to shorter readout times, more iterations can be av-
eraged, which reduces the noise associated with the SCC
process. Furthermore, at shorter readout times we can
use a higher-intensity readout laser to increase the un-
derlying count rates, as long as we maintain the strong
contrast between the NV− and NV0 charge states.
To account for these variations, the expected photon
collection rates for the the bright and dark state can be
written in the form:
γ− = cΓsat
1
1 + PPsat
+ γDet. (S31a)
γ0 = D
P
Psat
+ γDet. (S31b)
Where c is the photon collection efficiency (0.005 for our
setup), Γsat is the theoretical maximum collection rate
from NV− (∼50 MHz), P/Psat is the scaled power, D is
the background scaling of the dark state, and γDet. is the
detector dark-count background (20 Hz).
To determine the optimium power setting, we note that
the ionization rate, Γion, scales quadratically with power
[4], and so as the readout time, τR changes, we can scale
the power with P ∼ 1/√τR in order to maintain the
condition that Γion < 1/τR, as required for strong PL
contrast between the the charge states. We can therefore
make the following replacement in the expressions (S31):
P
Psat
=
√
τR0
τR
, (S32)
where τR0 is the readout time at which we would reach
saturation power. From our optimized high-fidelity read-
out from Fig. S8, at a power well below saturation pro-
ducing γ− = 3.37 kCts/s, we calculate τR0 = 550 ns. We
also characterize the NV0 background scaling from the
same measurement, since we know the count rate at that
same power is 0.15 kCts/s.
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Speed Up Calculations
Using the above expressions, we can calculate the op-
timized single-shot SNR for the SCC-readout technique
for any readout time, accounting for photon shot noise.
The anticipated mean signals are simply
η0 = γ0τR (S33a)
η− = γ−τR (S33b)
Note that the assumption of two independent Poisson
distributions underlying the photon arrival statistics is
still valid since we are ensuring through eqn. (S32) that
no charge switching events occur during the readout.
To compare the time-averaged signals resulting from
SCC readout with traditional PL, we numerically opti-
mize the readout time to find the minimum total integra-
tion time, T , required to achieve a time-averaged SNR=1,
which is given by:
T =
τI + τO + τR
SNR2S.S.
, (S34)
where τI = 1 µs is the initialization time, τO is the op-
eration time on the spin (time between the initialization
and measurement), τR is the charge readout time, and
SNRS.S. is given by eqn. (S28) for SCC readout and by
the corresponding expression,
SNRS.S.,PL =
α0 − α1√
α0 + α1
, (S35)
for the case of traditional PL. Note that for traditional
PL readout, the single-shot SNR is constant as a function
of operation time, since the readout time and correspond-
ing count rates are fixed (we assume τR,PL = 200 ns and
α1 = 0.7α0), however for SCC the SNR changes dramat-
ically as a function of readout time, and we need to find
the optimum for a given τO. These values are plotted in
Fig. 4(e) of the main text for both the demonstrated and
ideal (full ionization) SCC processes along with PL read-
out for our device. Fig. S9 shows the optimized speedup,
given by
Speedup =
TPL
TSCC
, (S36)
for our demonstrated SCC process, along with the op-
timized charge-state readout time. Note that for τO <
1 µs, τR plateaus around 10µs, which is still far larger
than the point τR0 = 550 ns at which saturation effects
would play a role.
ALTERNATIVE READOUT COMPARISONS
In the main text, we report the SNR of other enhanced
readout techniques from the literature, measured relative
FIG. S9. Results of Speed Up Optimization (a) Resulting
speed up plotted versus the spin operation time. (b) Required
charge readout time to achieve the speed up in (a). Note
the shortest readout time, 95 µs, is much shorter than the
anticipated value for operating at the saturation value, thus
we are still working far from saturation fluorescence values,
yet maintaining the contrast.
to their reported PL readout. In order to do this, we con-
verted all measurements to differential SNR as outlined
below. Refs [5, 6] use a similar metric (which is an ex-
tension of the method originally developed by Jiang et
al. [7]), namely the spin readout noise and the “fidelity”,
F = σ−1R (note, this is not equivalent to the single-shot
readout fidelity parameter from eqn. (S21)). We can re-
late these quantities directly to the SNR by noting that
the definition of spin readout noise for PL techniques
quoted in those works is related to the SNR as
σR =
√
1 +
2(α0 + α1)
(α0 − α1)2 (S37a)
σR =
√
1 +
2
SNR2
(S37b)
→ SNR =
√
2√
σ2R − 1
(S37c)
Lovchinsky et al. [6] report a standard fluorescence
readout fidelity of F = 0.03, which corresponds to
an SNR=0.04. Their optimized readout has a fidelity
F = 0.2 which corresponds to an SNR=0.29. This cor-
responds to a 7.25 increase in the spin readout SNR.
While they do not state their exact collection efficiency,
we can estimate it using their reported PL fidelity of
0.03, solving for α0, and assume a 30% PL contrast (i.e.
α1 = 0.7α0). A further assumption of a 200 ns readout
duration puts their peak count rate of 170 kCts/s.
Shields et al. report a standard fluoresence read-
out noise level of σPLR = 10.6, corresponding to an
SNR=0.13. Their enhanced technique directly quotes
the spin-to-charge conversion efficiency, of β0 = 0.16
and β1 = 0.5, corresponding to an SNR=0.55. This
corresponds to a 4.2 increase in the spin readout SNR.
Based on their reported βi SCC parameters, Shields et al.
have optimized their technique for maximum SCC effi-
ciency via ionization of the triplet state, and, in contrast
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TABLE III. Comparison of enhanced spin-readout techniques.
Study S.S.
SNR
SNR
gain
Optimal
SNR
Saturation
count rate
Requirements
Lovchinsky et al. [6] 0.29 7.2 ? 170 kCts/s Strongly coupled nuclear spin, precise mag-
netic field alignment, 3 microwave sources
Shields et al. [5] 0.55 4.2 ∼0.55 950 kCts/s 3 illumination colors, single-shot charge
readout∗
Robledo et al. [8] 3.5† N/A ? 1 MCts/s Cryogenic (<10 K) temperatures, high collec-
tion efficiency
This work 0.32 5.8 0.84 250 kCts/s 3 illumination colors, charge state contrast, ap-
plicable to ensembles
∗As demonstrated, although this SCC approach could also benefit from multishot averaging.
†Value includes enhanced spin-initialization purity.
to singlet-SCC, there is no possibility for further gains
through repeated application of the procedure since the
spin state is already destroyed after one cycle of the pro-
tocol. The peak count rate is reported in the first figure,
and is an impressive 950 kCts/s.
While not a direct comparison to these room-
temperature techniques, we also consider the perfor-
mance of the single-shot readout technique demonstrated
by Robledo et al. [8] using coherent optical transitions
at cryogenic temperatures. This technique takes advan-
tage of the excited state fine structure to directly probe
spin selective transitions. It provided an SNR=3.5, but
more importantly a single-shot fidelity of 93%. They re-
port a peak count rate of ∼1 MCts/s, according to their
supporting information.
In the present work, our SIL-enhanced device yields a
single-shot SNR=0.055 for traditional PL measurements,
based on detecting 0.05 and 0.034 photons for α0 and α1
respectively. Our singlet-based multi-SCC technique has
a maximum SNR= 0.32, using the thresholding expres-
sion. This corresponds to a 5.8-fold increase in the spin-
readout SNR. The optimized scenario of 100% singlet
ionization should produce an SNR=0.85, corresponding
to a 15-fold boost over PL. The upper limit of the tech-
nique, also assuming perfect spin initialization, is set by
the ∼10:1 branching ratio of the excited-state ISC, which
yields SNR=1.9 and a single-shot fidelity, F = 0.9.
The results of these comparison, along with the re-
quirements for each technique, are summarized in Ta-
ble III.
∗ Corresponding author.
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