Abstract-Some systems may be approximated as block cascades structures where each block of the cascade can be approximately feedback linearized. In such systems, the states of the lower subsystem blocks affect the dynamics of the upper subsystems. In generating an inverse for a given block, a subset of its lower subsystem states can be treated as virtual actuators in addition to actual direct actuation that may be available. The desired virtual actuator signal arising from the upper subsystem's inverse now appears as a command to the lower subsystem. This paper introduces an adaptive element that is capable of canceling modeling errors arising due to feedback linearization. It also introduces reference models that include a pseudocontrol hedging signal which protects the adaptive element from lower subsystem's dynamics.
importantly, treating it as a generic MIMO problem will result in linearizing transformations involving the independent controls only. It is not possible to incorporate information regarding the feedforward structure of the plant dynamics in the general pure MIMO setting. For example, in order to perform a coordinated turn, the bank angle required to perform the turn may be generated using a dynamic inverse of the aircraft dynamics. In a pure MIMO setting, dynamic inversion would only allow the desired actuator deflections to be generated. Additionally, it is sometimes desirable to impose artificial limits on some of the commanded states of the system, such as the maximum attitude or velocity the aircraft may take in a given axis.
In contrast to other methods [2] , [3] which require the plant dynamics in a feedforward form, in order to recursively stabilize plant dynamics with bounded control, we use dynamic inversion on each cascade block to feedback linearize the plant into blocks of chains of integrators. The general approach followed is to allow upper blocks to treat lower blocks as actuators. Hence, each subsystem's inverse generates desired lower systems states which then appears as a commands to the lower blocks. Since each block is approximately feedback linearized, an adaptive element is used to approximate the associated model errors. Even though desired lower block states are generated, there is no guarantee that the lower blocks will track it. In general there are dynamics associated with the lower blocks and can cause incorrect adaptation in the adaptive element. The technique of Pseudocontrol hedging (PCH) is used to modify each block's reference model dynamics in such a way that these characteristics do not appear in the adaptive element's training signal. This approach of stabilizing systems in cascade adaptively and the use of PCH to protect adaptation for the upper subsystems from the nonlinearities and dynamics of the lower subsystems is unique; enabling adaption for all subsystems.
II. TWO SYSTEMS IN CASCADE
Consider the following interconnection of two systems,
where δ z ∈ R primarily affects the z-subsystem and δ ξ ∈ R primarily affects the ξ-subsystem.
(1) represents a general interconnection; in formulating the approximate inverses however, any feedforward structure present in the plant dynamics may be leveraged. 
Here, ξ is partitioned intoξ|ξ des , such thatξ des ∈ R ≤2 , is a subset of the ξ-subsystem states that are treated as virtual actuators for the z-subsystem andξ are the remaining ξ-subsystem states that are not treated as virtual actuator. The variables,ξ des , δ z des and δ ξ des are the controls that are expected to achieve the desired pseudocontrol φ des and γ des . Choosingφ andγ such that they are invertible, the desired control and virtual actuator may be written as
with φ des δz + φ des ξ = φ des andφ δz ,φ ξ formulated such that they are consistent with (2), and their inverses exist. In computing δ z des and δ ξ des , any dynamics in the actuators are ignored. Additionally, the dynamics of the ξ-subsystem is ignored in computing the virtual actuatorξ des . Defining the consolidated state vector x = z T ξ T T and consolidated control vector δ = δ z δ ξ T , the model error may be defined as
and the system dynamics of (1) may be written aṡ
The pseudocontrol signals φ des and γ des may now be designed to satisfy closed-loop performance and stability characteristics. Choosing,
where φ cr and γ cr are outputs of reference models for the z and ξ subsystems respectively, φ lc , γ lc are outputs of linear compensators, φ h , γ h are estimates of the deficit in pseudocontrol due to actuator nonlinearities in δ z and δ ξ and φ ad andγ ad are outputs of an adaptive element designed to cancel the effects of model error. φ h , γ h , are also called the Pseudocontrol Hedging (PCH) Signal. If this signal appears in the tracking error dynamics, any adaptive element will attempt to adapt to as the tracking error is a part of the training signal for the adaptive element.
A. Reference Model and PCH
The reference models may be designed as followṡ
where, x r = z T r ξ T r T ∈ R 4 are the reference model states
T ∈ R 4 represent the external command. The operator ⊕ represents generalized addition that augments the external command with corrections that the z-subsystem needs in order to achieve its desired pseudo-control φ des .
Designing the reference model dynamics to include the PCH signals is called pseudocontrol hedging and effectively removes artifacts of actuator dynamics and nonlinearities from appearing in the tracking error dynamics, thus protecting the adaptive element from incorrect adaptation. Normally for a single block system the PCH signal is only required to protect adaptation from actuator nonlinearities in δ ξ and δ z . A significant difference from previous work is the inclusion ofξ des in the PCH signal. Since the ξ-subsystem acts like an actuator for the z-subsystem any mismatch betweenξ des and ξ may be hedged out thus insulating the adaptation process from the dynamics of the ξ-subsystem. The PCH signals may now be computed as follows
The actual actuator position can be expressed as δ = δ(x,δ).
For weaker assumptions with regard to the form of the actuator dynamics see Section IV. If Assumption 1 can be made and noting that ξ is available for feedback, then
B. Tracking Error Dynamics
The reference model tracking error, e as follows
The linear compensators may now be designed as
The reference model tracking error dynamics may be evaluated asė
The overall tracking error dynamics may be written aṡ
where,
>0 stabilize the z and ξ dynamics together. The general case of k-subsystems in cascade follows a similar development and is presented before boundedness theorems are stated.
III. ADAPTIVE CONTROL OF k-SUBSYSTEMS IN CASCADE
Consider the following set of k-subsystems in first order formẋ
where the superscript (i), denotes the i th -subsystem which has the formẋ
where the state vector
ni and δ i ∈ R for i = 1, . . . , k. Noting that for each subsystem i, the primary control is δ i and assuming a cascade structure, introduce the invertible approximations
resulting in the following inverse
where,x 
formulated such that they are consistent with (11) for i = 1 . . . k − 1 and their inverses exist. Substituting the inverse law of (III) into (10), the plant dynamics may be written aṡ
Choosing the pseudocontrol as
with reference modelṡ
where
The PCH signal may be computed as follows
Defining the reference model tracking error as
the reference model tracking error dynamics may be written asė
or     ė
. . .
where A (i) ∈ R ni×ni and has the form
and B (i) ∈ R ni×k has the form
(ni,i) = 1. Associated with the reference model tracking error dynamics of (15) is the Lyapunov equation. A T P + P A + Q = 0.
Choosing Q = I, and assuming K (i) j for i = 1, · · · , k and j = 1, · · · , n i , are chosen to stabilize A, it can be shown that there exists a P > 0 which satisfies the Lyapunov equation.
IV. EFFECT OF ACTUATOR MODEL ON ERROR DYNAMICS
An important aspect of the PCH signal calculation given by (13) is estimation of the actual actuator position at the current instant. The assumptions and model used to estimate the actuator positions in calculating the PCH signals play a role in what appears in the tracking error dynamics.
A. Actuator Positions are Measured
The simplest case arises when δ is measured and available for feedback. In this case, models for the actuators are not needed. In fact, when all actuator signals are known then ∆(x, δ,δ) =∆(x, δ) = ∆(x, δ) and the tracking error dynamics of (15) is given bẏ
B. Actuator Position is a Static Function of the Model and Plant States
If it can be assumed that actuator deflections have the form δ = δ(x,δ), for example, saturation occurs earlier than in the model of the actuator, the discrepancy appears as model error which the NN can correct for. Thus,∆(x, δ(x,δ),δ) = ∆(x,δ) and the error dynamics take the forṁ
C. Actuator model has error the NN cannot compensate
If actuator positions are not measured and an assumption such as δ = δ(x,δ) cannot be made, the uncertainty∆ may be expressed as
where ∆(x,δ) is model error the NN can approximate and g is the model error the NN cannot cancel when δ is not available as an input to the network and has components independent of x andδ. Errors in the actuator model that the NN can cancel include bias error in the actuator position estimate and erroneous values for when magnitude saturation occurs. Model errors that appear in g which the neural network cannot cancel include parameters that affect the dynamics of the actuator such as actuator time constants and rate limits. The tracking error dynamics may now be expressed aṡ
whereν ad (x,δ) is designed to cancel ∆(x,δ) and g appears as unmodeled input dynamics to the control system.
D. Actuator model is conservative
One way to predict actuator position accurately is to impose conservative artificial limits on the desired actuator deflections, perhaps in software and make the assumption that the real actuator tracks the conservative commands accurately. This amounts to always knowing δ, and the error dynamics take the form given by (18).
V. THE ADAPTIVE ELEMENT Single hidden layer (SHL) perceptron NNs are universal approximators [4] , [5] , [6] . Hence, given a sufficient number of hidden layer neurons and appropriate inputs, it is possible to train the network online to approximate the model error. Fig. 1 shows the structure of a generic single hidden layer network whose input-output map may be expressed as
where, k = 1, ..., n 3 , b w is the outer layer bias, θ w k is the k th threshold. w jk represents the outer layer weights and the scalar σ j is a sigmoidal activation function
where, a is the so called activation potential and may have a distinct value for each neuron. z j is the input to the j th hidden layer neuron, and is given by
where, b v is the inner layer bias and θ vj is the j th threshold. Here, n 1 , n 2 and n 3 are the number of inputs, hidden layer neurons and outputs respectively. x ini , i = 1, ..., n 1 , denotes the inputs to the NN. For convenience, define the following weight matrices:
and Z blockdiag(V, W ). Additionally, define the σ(z) vector as
where b w > 0 allows for the thresholds, θ w , to be included in the weight matrix W . Also, z = V Tx , where,
where, b v > 0, is an input bias that allows for thresholds θ v to be included in the weight matrix V . The input-output map of the SHL network may now be written in concise form as
The NN may be used to approximate a nonlinear function, such as ∆(.). The universal approximation property [4] of NN's ensures that given an¯ > 0, then ∀x ∈ D, where D is a compact set, ∃ ann 2 and an ideal set of weights (V * , W * ), that brings the output of the NN to within an -neighborhood of the function approximation error. This is bounded by¯ which is defined by¯ = supx ∈D W T σ(V Tx ) − ∆(x) . The weights, (V * , W * ) may be viewed as optimal values of (V, W ) in the sense that they minimize¯ on D. These values are not necessarily unique. The universal approximation property thus implies that if the NN inputs x in are chosen to reflect the functional dependency of ∆(·), then¯ may be made arbitrarily small given a sufficient number of hidden layer neurons, n 2 .
VI. TRACKING ERROR BOUNDEDNESS
For the most general form of the tracking error dynamics given by (20), boundedness of the tracking error, e, and neural network weights,Ṽ ,W , may be presented after the following assumptions.
Assumption 2: x c is bounded, x c ≤x c .
Assumption 4: The norm of the ideal weights (V * , W * ) is bounded by a known positive value,0 < Z * F ≤Z, where · F denotes the Frobenius norm.
Assumption 5: Note that, ∆ depends on ν ad through the pseudocontrol ν, whereasν ad has to be designed to cancel ∆. Hence the existence and uniqueness of a fixed-point-solution for ν ad = ∆(x, ν ad ) is assumed. Sufficient conditions [7] for this assumption are also available.
Theorem 1: Consider the cascade of systems (10), with the inverse law (III), a reference model consistent with (12), and assumptions (2, 3, 4, 5) , where the NN training signal, r, NN output, ν ad , and robustifying term, ν r , are given by r = (e T P B)
If K r > 0 ∈ R k×k is chosen sufficiently large with lowerlimit stated in the proof, and NN weights W, V satisfy the adaptation lawṡ
with Γ W , Γ V > 0 and κ > 0 with lower-limit stated in the proof, then, the reference model tracking error, (e), and NN weight errors, (W ,Ṽ ), are uniformly ultimately bounded.
Proof: See Section VIII-A Assumption 6: The states of the reference model, remain bounded for permissable plant and actuator dynamics. Hence, e r ≤ē r .
Corollary 1: All system states x (i) for i = 1, . . . , k are uniformly ultimately bounded.
Proof: If the ultimate boundedness of e,W ,Ṽ from Theorem 1 is taken together with Assumption 6, the uniform ultimate boundedness of the plant states is immediate following the definition of the reference model tracking error in (14).
Remark 1: Note that Theorem 1 only requires a reference model of the form (12), implying that no particular form of ν cri is required for boundedness of the tracking error e.
VII. CONCLUSION
This paper has presented a technique for adaptive control of plants whose dynamics appear approximately as systems in cascade (under-actuated systems). Boundedness of the tracking error dynamics, e, and adaptive element states has been shown. Using an assumption on the reference model states, boundedness of plant states may be concluded. In general, Assumption 6 is difficult to overcome because of the presence of the PCH signal that modifies the reference model states. This difficulty arises because of the fundamental inability to characterize the null-controllable domain C x of the plant where it is always possible to bring the plant back to the origin [8] . This assumption can be relaxed by choosing a form for the reference model, ν cr , which are nonlinear and contain saturation functions [9] , [10] , that effectively limit the trajectory of e r (t) around the external command x c which can be assumed to be in C x .
VIII. BOUNDEDNESS
In the following proof a '*' represents ideal values, where the following variables,W W * − W,Ṽ V * − V, z = V Tx ,z = z * − z hold. The arguments to the sigmoidal activation function σ(·) are dropped for clarity and conciseness. Noting that the sigmoidal functions are bounded, the NN output may be bounded as
and ν ad ≤ α 0 (Z + Z F ) for some constant α 0 . An expansion of σ(z) around the estimated weights is given by
By the substitution ofν ad = ν ad + ν r , and∆ = ∆ + g = ν * ad + + g , the tracking error dynamics may be expressed asė
Now,
Adding and subtracting W T σ z and
The tracking error dynamics may finally be written aṡ
Assuming e r <ē r , the inputs to the network may be bounded as
where k 1 = (1 + α 0 ), k 0 b v +x c +ē r + k 1Z . Additionally, the higher order terms of O 2 (z) may be bounded as
Otherwise, the inputs to the network are bounded as
, and the higher order terms of O 2 (z) may be bounded as follows
Depending on whether a bound on e r is assumed, the disturbance term w may be bounded as When the weight update equations of (31) and (32) are used, the time derivative of L along trajectories can be expressed aṡ L = − 1 2 e T Qe + r T (−w + ν r ) + κ e tr Z T Z .
When Z = Z * −Z and Z F ≥ Z F −Z and the robustifying term of (30) are useḋ L = − 1 2 e T Qe − r T w − r T K r r Z F +Z e r + κZ e Z F − κ e Z 2 F .
Using (33), 
where the subscripts {2, 3} of the coefficients a ijk correspond to the variables e , Z F respectively. After ignoring the trivial solution e = 0, and selecting λ min (K r ) > c 2 , κ > c 3 P B , it can be shown thatL ≤ 0 when one of the following conditions holds .
By selecting λ min (Q), κ and learning rates (Γ W and Γ V ), L ≤ 0 everywhere outside a compact set Ω β ⊂ Ω α where Ω α is the largest level set of L that is completely within D. Ultimate boundedness may be concluded from a Lyapunov extension in [11] .
