This paper describes a new method to obtain directional and amplitude information from the results of phase-resolving computational wave models. The output of this type of models is the wave field resulting from incoming and reflected wave components combined, whereas specific information on separate wave components (directions, heights, periods) is generally required for design purposes. The new post-processing method that we present to obtain this information has been validated using analytically prescribed wave signals as well as results from a mild-slope model, which is the phaseresolving wave model that has been considered so far. The versatility and usefulness of the method is illustrated in a number of application examples for ports. The results show that the new method is practical and produces reliable results.
INTRODUCTION 1.Background
There are several ways to model the dynamics of surface waves in detail using a phase-resolving computational wave model. Such models can be based on the mild-slope equations, Boussinesq-type wave equations, or even the full free-surface Navier-Stokes equations. Much variation exists in each of these groups, both concerning the details of the applied model equations (e.g., time domain or frequency domain, type of wave breaking model, type of bottom friction model, type of boundary conditions) and the way they are solved numerically. The common factor of all these models is that they generate complex information about the wave dynamics throughout the domain, either per frequency or in the form of time series. In design studies, however, one is often mainly interested in the accurate prediction of separate wave components. Fortunately, phase-resolving wave models provide solutions at very high spatial resolution, i.e., typically at every grid point or cell centre. This suggests using the global wave information at many locations inside a small area around a certain point of interest to extract information on the individual wave components (heights and directions) at that location. This paper presents a new procedure called r-DPRA for such cases (rotating Directional Phase Resolving Analysis). The validity of the method is shown by considering analytical signals and output from a mild-slope model, which is the phase-resolving wave model that has been considered so far. Being able to use a mild-slope model effectively in practical harbour design studies was the main motivation for the development of the new procedure. Finally, we present a few examples of practical applications.
The evaluation of the r-DPRA method applied to mild-slope wave model output as described in this paper has shown that it is a versatile tool. It not only provides accurate wave parameters for design purposes, but also turned out to be useful for interpreting model output in general and for verifying and improving the quality of model schematisations. This particularly applies to the reflection definitions at boundaries, to specify the proper incoming wave direction per boundary segment as required by mild-slope models 1 . In short, the study has shown that the method is practical, quick, and produces reliable results.
Mild-Slope Wave Models
Mild-slope wave models (Hurdle et al., 1989; Saied and Tsanis, 2004) are often used for the calculation of wave penetration into ports. These models require relatively limited calculation times while including all relevant dynamic wave processes, in particular the effects of wave shoaling and diffraction. This is unlike phase-averaged models such as spectral wave models (e.g. SWAN) , in which diffraction is not simulated and at best approximated by adding terms to the equations that model its effect (The WISE group, 2007) .
A mild-slope model simulates wave propagation by solving the components of a wave system per frequency and per main direction at the incoming wave boundary in one go. The full wave system is obtained upon the weighted superposition of the results for these individual components. For accuracy, a sufficiently large number of components needs to be considered (a minimum of around 25 in case of frequency and directional spreading). Such a linear superposition of wave components is usually adequate for the modelling of wave penetration into ports, because of the sheltered conditions and hence relatively low wave heights. Figure 1 shows an example of output from a wave penetration computation made with PHAROS (Program for HARbor OScillations), the elliptic mild-slope model of Deltares that is capable of describing incoming and reflected waves. The software package PHAROS is an existing model that has been developed since the 80-ies. The new post-processing tool that is described in this paper has been applied to output from that model. For reference we present a short description of the PHAROS software.
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1 These settings could be optimised in an iterative way, where the output from a preliminary computation is analysed with r-DPRA to derive the local incoming wave directions. This information is then used to set the boundary parameters in a second, optimised computation.
The mild-slope equation that is solved in PHAROS reads (see Kostense et al., 1986 , for details):
( 1) where ω is the monochromatic circular frequency (which is constant over the domain), c is the wave celerity, c g is the group velocity, φ is the complex velocity potential (containing information on both amplitude and phase), U → is the current velocity, ω r is the Doppler-shifted frequency, and W is the source term representing energy dissipation by wave breaking and bottom friction. The wave number k satisfies the linear dispersion relation, ω r 2 = gk tanh kh, in which g is the gravitational acceleration and h is the water depth.
Non-reflecting incoming boundary formulations based on Hankel functions are included in the model to allow the prescription of incoming waves at open boundaries without spurious reflections of waves when propagating from inside the domain outward. Structures (quays, slopes) inside the computational domain with different reflection characteristics are modelled using the well-known Sommerveld condition for normal wave angle with an adjustment to allow for arbitrary angles of wave incidence.
The model can be applied in water of any depth, however, the mild-slope assumption implies that bottom slopes need to remain sufficiently small, i.e. smaller than kh. Nonlinear processes are not modelled in detail but the effects of wave breaking and bottom friction are included in an approximate, parameterised way. The formulation used to represent the effect of wave breaking is based on Battjes and Janssen (1978) . The formulation for bottom friction is based on Putnam and Johnson (1949) . The levels of dissipation introduced by these processes are determined by the model via iteration.
Determination of Design Wave Parameters
In design studies, an estimate of the design wave height can be obtained by taking the wave height predicted by a computational phase-resolving wave model at a certain location. To filter out phase effects, one would rather take the average wave height in a small area. Straightforward averaging, however, is usually insufficient to reduce the effect of nodes and anti-nodes, present in the output of a wave model as a result of the modelling of reflections at solid boundaries, to an acceptable level. The node pattern, which is determined by wave frequency distribution, directional distribution, and phase distribution, can be very complex. This applies particularly to ports, where a significant under or overestimation of the local wave height is likely to occur, because of the effect that the complexity of the geometry and the wave reflections at structures have on wave patterns. In addition, simple averaging is unable to provide information on wave direction(s). In applications such as the design of breakwater revetments and quay structures, and for the evaluation of the motions of moored vessels, one is interested in only the incoming wave conditions, i.e. including the wave directions. The new method described in this paper is a straightforward post-processing tool that enables to identify both wave heights and wave directions.
WAVE ANALYSIS TOOLS
Multiple techniques exist for separating incoming and reflected waves. Generally these methods neglect nonlinear effects and bottom-slope effects, i.e., it is assumed that locally the wave field and bathymetry are such that the wave dynamics can be approximated by linear waves over a uniform bottom.
The first methods that were developed were suitable for 1D situations, such as for a laboratory wave flume. In these situations, only two known wave directions need to be distinguished. Mansard and Funke (1980) developed a method that determines a least-squares wave height approximation based on input from 3 observation locations. An extension of this method to an arbitrary set of locations is presented by Zelt and Skjelbreia (1993) .
Martijn P.C. de Jong and Mart J.A. Borsboom 205 Other methods are suitable for determining the directional spreading of a 2-Directional wave field. Benoit et al., (1997) have presented an overview of 2D analysis methods for wave fields. Most of these are so-called statistical methods, in which only phase-averaged wave parameters are considered. Examples of such methods are the maximum likelihood method and the iterative maximum likelihood method. Phase-averaged wave information, however, is insufficient in applications involving waveinduced ship forces and motions. Besides the amplitude and direction of the different wave components, also the (relative) phases are required for such types of applications. Janssen et al. (2001) developed a phase-resolving method for determining the 2D distribution of waves, called Directional Phase-Resolving Analysis (DPRA). Their method primarily aims at representing a directionally spread sea state using a small number (2-5) of discrete wave directions. De Jong et al. (2005) have expanded this technique for applying it as an intermediate step in the computation of forces acting on vessels in a directionally spread wave field.
DESCRIPTION OF THE R-DPRA METHOD
The new post-processing method developed in this study can be viewed as a variation on the DPRA approach of Janssen et al. (2001) . Both DPRA and r-DPRA aim at analysing complex wave situations that include wave components from several different directions. The difference between both methods is that DPRA applies additional statistical methods and requires user intervention to determine and set wave directions, while r-DPRA applies straightforward optimisation. The latter is however only possible in situations where a sufficiently large number of data points (>> 10) with wave information is available, such as in numerical simulations with results at each grid cell or grid point. When only a small number of data points (≈ 10 or less) is available, such as in measurement campaigns, the direct determination of wave directions per frequency is not well possible; the uncertainty in the results becomes too large. In that case DPRA should be used, which determines wave directions for the entire frequency spectrum, trading a loss of resolution for an increase in precision. The concise description of DPRA below serves as a starting point for a detailed description of the r-DPRA method.
As mentioned above, DPRA has been developed to analyse a small number of time series of measured or calculated surface elevations. It typically uses about 5 to 10 data points, located on a circle around the target location where the detailed wave information is requested. The method determines wave height and phase in a limited number (typically two or three) wave directions through a least-squares optimisation, assuming linear waves over a uniform bottom. The wave directions are a-priori chosen and user defined. They are selected on the basis of a phase-averaged directional distribution obtained with a Maximum Likelihood Method (MLM). Experience has shown that selecting directions from the MLM output often requires interpretation and verification by the user prior to application in DPRA. Nevertheless, the combined approach of the MLM and DPRA can yield valuable information when only a limited number of data points are available, such as when dealing with (laboratory) measurements. DPRA is particularly useful in coastal and offshore engineering applications for the determination of the directional spreading and main direction of sea states. DPRA has also been applied to mild-slope model results, but proved to be unable to provide stable and useful results for this type of output.
When results from numerical wave simulations are to be analysed, wave signals are available at many closely spaced grid points or cell centres around the target location. Such a high resolution facilitates the determination of detailed wave information. For this type of applications r-DPRA has been developed with the aim to isolate different main wave directions from a complex wave field, possibly including one or more reflected wave components. The method determines the wave parameters per wave frequency. It uses per frequency the amplitude and phase at all output locations of the computational model that are within a certain radius (typically 0.1 to 0.3 times the local -peak-wave length) around the target location. If time series are available at the output locations, amplitude and phase per frequency are obtained from a Fourier transformation, wheras for a phase-resolving frequency-domain model this need not be done explicitly.
Since phase-resolving wave models typically require a resolution of at least 8-10 grid points per wave length, output from a large number of grid points is usually available for the analysis. The This number may consist of contributions from several wave components, all at that particular frequency, and each with their own phase, height and direction. The purpose of the r-DPRA method is to obtain the best possible separation of these components, given the available wave data. Contrary to DPRA, the new method does not require an a-priori selection of specific wave directions by the user. This was one of the motivations for developing the r-DPRA post-processing method. Instead, the method uses predefined sets of analysis directions. This makes the application of r-DPRA more practical and effective than the DPRA method. Since in the absence of knowledge on the local wave system no a-priori preference can be given to any specific direction(s), the predefined sets consist of an increasing number of directions distributed equidistantly over the full circle. Figure 2 shows these predefined sets for 2 to 5 directions.
For each frequency, the method determines the least-squares fit of wave height and phase in the directions of the considered set. By rotating the set of analysis directions in discrete steps (rightmost illustration in Figure 2 ) and repeating the least-squares optimisation for each step, the method analyses the model output for wave energy over the full 360°circle. The collected result for one analysis direction 2 yields an approximation of the wave height distribution over the full circle. This process is repeated for increasingly larger sets of analysis directions. whose amplitude and phase were prescribed at 25 points distributed equally along a circle with a radius r of 0.15 times its wave length (see the plan view in the top right section) assuming a constant depth. The left section shows the 360°output of r-DPRA for a set of 4 and 12 analysis directions, respectively. The bottom right section illustrates for the set of 4 analysis directions that when the 'true' wave direction coincides with one of the analysis directions, a perfect match is possible and an amplitude of zero is found in the remaining directions. Increasing the number of analysis directions, as illustrated by the black arrows in the left panel, increases the resolution of the analysis. It leads to a zero least-squares error and hence a zero amplitude at more angles, giving a narrower peak around the true wave direction. The small side peaks are perturbations resulting from the use of the least-squares optimization method and have no physical meaning.
Presenting the output of r-DPRA in the form of wave roses shows clearly the direction of the dominant wave component(s), how well each direction is determined, and the wave height for each direction. Figure 4 illustrates this by considering again the artificial situation of Figure 3 , repeating the results for 4 (Panel A) and 12 analysis directions (Panel B), and adding the result for 17 directions (Panel C). The small spurious bulges around the main direction, which are termed 'side lobes', correspond to the smaller peaks in Figure 3 , which as mentioned above have no physical meaning. Only the largest peak in this example is a 'true' lobe, i.e. the height and direction of its tip correspond with a physical wave component. The width of the lobes is the result of, and hence indicates, the resolution of the method, i.e., the number of analysis directions that was used. In particular, the width of the true lobe as such is not an indication of directional spreading. On the other hand, a true-lobe width larger than the width for a single wave component is caused by, and hence an indication for, the presence of a certain amount of directional spreading. Likewise, apparent side lobes larger than those corresponding to the result for a single wave component may indicate the presence of additional wave components with relatively low amplitudes.
With N the number of analysis directions, the width of a true lobe is 720°/N at the base (average width is »360°/N); of the side lobes it is 360°/N at the base (average »180°/N) (Figure 3) , with the peak of side lobes roughly at angles ±k×360°/N with respect to a true lobe, with k integer. Clearly, the smallest side lobes are obtained by taking N as large as possible. On the other hand, when a too large a number of analysis directions is considered, small (numerical) errors in the input data do not average out properly anymore and results may become unreliable. Also the effect of computational round-off errors may become unacceptably large. An essential part of r-DPRA is therefore the automated identification of the optimal number of directions, i.e., the selection of the set that gives the best compromise between accuracy and resolution.
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A Practical Post-Processing Method To Obtain Wave Parameters From Phase-Resolving Wave Model Results Figure 5 illustrates how the optimal number of analysis directions is determined within r-DPRA. It shows the energy that was found integrated over the full 360°circle (i.e., summed over all discrete directional steps considered) as a function of the number of analysis directions and scaled with the minimum value. The letters in the figure indicate the corresponding panels in Figure 4 . The normalised integrated energy content was heuristically found to be a reliable indicator of the error in the r-DPRA result; the smaller the energy content, the smaller the error. This can be seen in Figure 3 , where the area below the solution for 4 analysis directions is much larger than that for 12 directions. The minimum energy content criterion also works when a too large a number of directions is used, when errors in the solution give rise to the introduction of additional/spurious wave components and hence to an excessive amount of energy, resulting in unreliable/unusable results (cf. the two wave roses with r-DPRA results in Figure 5 ). In the example under consideration the optimum number of analysis directions N would be estimated to be 17. Comparing the results for N = 4, 12, 17, 18 and 25, it is obvious that N = 17 is indeed optimal. Notice the rapid deterioration of the quality of the result as soon as N is taken larger than the optimal value 3 (cf. the inserts in Figure 5 ; notice the difference in scale compared to Figure 4) .
Because of the assumption of linear waves, when more than one wave component is present in the signal at the data locations, the result of r-DPRA is the superposition of the patterns for all components, where each component generates the same lobe pattern, scaled with its wave height and oriented according to its wave direction. In consequence, a wave component with a height smaller than the side lobes of the largest components can be difficult to discern. This aspect will be considered in more detail below. Likewise, two (or more) wave components propagating in directions that are much less apart than the angle 360°/N between the analysis directions, become difficult to discern, particularly when the difference in wave heights is rather large. The result of r-DPRA for components in directions that are close together is a wider true lobe, i.e. wider than the nominal width of a true lobe pertaining to the number of analysis directions considered. The larger width of the lobe indicates the presence of more than one component; its orientation and size appear to correspond with the direction and height of the sum of these components. The interpretation of true lobes that encompass multiple components is one of the subjects of further study. We have implemented r-DPRA in a software utility that applies the analysis for a series of consecutive sets of analysis directions, given the number of data locations (grid points or cell centres). The result that is considered optimal, i.e., the result with the smallest amount of integrated energy, is selected. The significant ('true') lobes are identified in those optimal results by discarding the lobes that have a width smaller than or equal to the angular distance between analysis directions (Figure 3) , which are considered spurious ('side') lobes. In this process, the width of lobes is defined as the angular distance between two consecutive local minima. The end result is then presented to the user by plotting the optimal r-DPRA output in a wave rose with vectors indicating the peaks of the true lobes. These vectors are the main result of r-DPRA: they represent direction and height of the wave components that r-DPRA was able to isolate from the input data. Note that the process of discarding side lobes can probably be improved 4 by using additional characteristics specific to side lobes, such as their relative magnitude as a function of N and of angular distance from the main peak, cf. Figure 3 and previous remarks.
VALIDATION OF THE METHOD USING ARTIFICIAL DATA
r-DPRA has first been applied to artificially created wave conditions, with known wave components, to see whether the method is able to reproduce the prescribed wave components. Similar to the base test case described above, artificial data were generated for 25 locations on a circle in an area of uniform depth. First wave components were considered with a height of 1 m at regular intervals, such as [0°and 180°], [60°, 180°and 300°], and [0°, 90°, 180°and 270°]. These tests (not shown here) revealed that also situations with multiple wave directions are handled correctly by r-DPRA. However, these conditions can be considered as fairly easy: the wave heights do not differ and the directions are 'nicely' defined, i.e. well separated. The results obtained for these and similar tests have an error in wave height up to approximately 0.2 m, i.e. 5-10% of the prescribed value. The maximum error in direction is about 5°. This accuracy is deemed sufficient for practical applications and is much more accurate than the approaches currently in use based on basic spatial averaging.
The results above show that for various wave heights (A), for an irregular combination of directions (B), and for a complex situation with nearby directions and different wave heights (C), the method is capable of reproducing the correct wave parameters within practical accuracy. Other test results, as expected, have shown that wave components with amplitudes that are relatively small compared to the largest component(s), say 10-20%, are not always detected, since they can be below the heights of the side lobes associated with the larger wave component(s). This is usually not a problem in practical applications, where for design purposes one is mainly interested in the dominant wave components. In general, when the heights of the wave components are of the same order and the angles in between them are not too small compared to the angle between analysis directions (the resolution of the method), r-DPRA is capable of detecting them all.
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VALIDATION TESTS USING MILD-SLOPE MODEL OUTPUT
Relatively simple wave conditions, comparable to the prescribed conditions presented above, were computed with PHAROS to verify the accuracy of r-DPRA when applied to the results of a computational wave model. The data to be analysed with r-DPRA now represent waves from a computation on a domain of limited size and include inaccuracies due to numerical approximations and artificial open boundaries, inherent to the use of a computational model. Furthermore, the enclosed impermeable structure of finite dimensions results in a non-uniform wave field, contrary to the theoretical situations considered so far. Figure 7 shows the results for two test cases with a fully reflecting wall section placed on a bottom of uniform depth, and with an incoming wave of H = 1 m and T = 10 s at 90°and 120°. The outer boundaries of the considered area are open to outgoing waves. The left panel of each row in Figure 7 shows output of the mild-slope model in the form of total wave height, which is the combined result of multiple wave components. The 22 black dots in front of the structure represent the sets of selected data/grid points around the target locations. The corresponding rDPRA results in the right panels show that in both cases the wave heights and directions of the incoming and the reflected wave components are identified correctly. This confirms the ability of r-DPRA to analyse data from a phase-resolving computational wave model, in this case the output of a mild-slope model.
In practical applications the geometry and local wave patterns will be more complex and also the depth will not be uniform. Nevertheless, the method can also be applied in such situations, as long as the information at the selected grid points (or cell centres) represents a sufficiently uniform situation: the different wave components, incoming as well as reflected, need to pass all the selected points with a (nearly) constant height and direction. This implies in particular that the depth at those points should not vary too much. These requirements can usually be satisfied by selecting suitable locations. See, e.g., the bottom left panel of Figure 7 , where the target location is taken along the central line of the area where the reflected wave passes and at some distance from the structure. The effect of a variable depth can be minimized by taking data only from locations within a circle of a relatively small radius (within the recommended range, i.e., 0.1 -0.3 wavelength). Note that the use of a mild-slope model already poses a limit on the bottom slope. However, when steep-sloped structures are included in the model schematisation, r-DPRA should be applied with caution 5 , or a set of points directly in front of the toe of such a structure should be selected.
Martijn P.C. de Jong and Mart J.A. Borsboom 211 Volume 3 · Number 4 · 2012 Figure 7 . r-DPRA results for test cases in PHAROS with a 100% reflecting wall. Top row: normal incidence (90° Cartesian); bottom row: oblique incidence (120° Cartesian).
EXAMPLES OF PRACTICAL APPLICATIONS 6.1. Application 1
The first practical application considered here focuses on the assessment of the effectiveness of introducing wave damping measures in a port basin with vertical impermeable walls (100% reflection). The wave pattern in the reference situation calculated by PHAROS (upper-left panel of Figure 8 ) is fairly complex and it is impossible to select local wave parameters directly. However, r-DPRA can provide the local incoming wave components required for e.g. dimensioning the wave-dampening slope material (stone sizes etc). The upper-right and lower-left panel of Figure 8 show PHAROS results for two possible measures to reduce the wave heights inside the basin: either just the construction of a slope along the southern end of the basin (1:3 slope, 50% reflection), or its combination with a sloping section along the northeastern edge of the basin (1:2 slope, 60% reflection). The grey areas indicate the extent of the sloping sections. The 53 black dots near the southern end of the basin represent the selected grid points for r-DPRA to determine the wave parameters in detail. The lower-right panel of Figure 8 shows the output of r-DPRA for the situation without damping (black), for Scenario 1 (red), and for Scenario 2 (green). Note that the two incoming wave components detected in the first two situations are almost identical and therefore largely overlap. Although the qualitative effect of adding slopes in the design can be observed from the wave-height contour plots in Figure 8 , the results from r-DPRA quantify the effectiveness of the optional measures. The black vectors indicate that in the original situation two wave components of wave height H ª 0.7 m propagate downward under an angle into the basin, resulting in two reflected components of H ª 0.55 m. The red vectors confirm that the reflected components are indeed reduced by about 50% (to less than 0.3 m) by adding the slope on the southern end of the basin. However, the incoming wave conditions remain unchanged because the wave energy propagating into the basin has not been altered. The results presented in green confirm that adding the slope near the entrance of the basin reduces the incoming wave energy as well, leading to lower incoming wave heights at the southern slope (H ª 0.4 m). The reflected components in Scenario 2 show the combined damping effects of both slopes, i.e., wave heights that are reduced to less than 0.2 m. With these results the design of the southern slope can be optimized for either Scenario 1 or 2, where in the latter case smaller stones can be used because of the lower incoming waves. Furthermore, the information on the different wave components can be used to asses the suitability of mooring systems and of mooring locations under different conditions.
Application 2
The second application of r-DPRA presented here is for the design of slope material (stone sizes etc.) for different sections along a channel. The left panel of Figure 9 shows the considered channel and the selected grid points for two example locations (36 and 47 grid points, for Location 1 and 2, respectively). The right panels show the corresponding r-DPRA results. Figure 9 . Determination of local wave conditions for optimizing the design of a sloping structure along a channel.
The first location, where an incoming wave with a height of 2.9 m is identified by r-DPRA, is relatively close to the channel entrance. The second location is somewhat further away from the entrance. At this location, r-DPRA finds an incoming wave height of 1.8 m. The reflection of about 30% found at both locations is in line with the reflection coefficient along the western side of the channel defined in the computation. With these data for an array of locations along the channel the design of the revetment can be optimized, i.e. different intervals can be defined along the channel that require a certain stone size. The analysis shows that, because of the smaller wave loads, smaller stones are sufficient in the southern sections, leading to a (cost) efficient design.
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Application 3
The third application focuses on the complex conditions that are generally present near the entrance of a harbour or marina. Also in such situations, with several reflected components, r-DPRA produces results useful for different design applications. Figure 10 shows an example for a marina with a prescribed incoming wave component of H = 3.5 m towards 140°(Cartesian definition). Again the complexity of the wave patterns makes it impossible to derive the local (incoming) wave conditions directly. Figure 10 . Determining design wave conditions around a marina entrance.
The wave roses show r-DPRA results for four example locations (each with 25 to 27 selected grid points), presented here to illustrate the different wave conditions that occur within the considered area. The result of r-DPRA for Location 1 shows that the following wave components are isolated in front of the breakwater head: 3.4 m towards 137°and a reflected component of 1.5 m (about 45% of the incoming height). The incoming wave component is detected within practical accuracy, i.e., within 3% of the prescribed wave height H = 3.5 m. The identified reflected wave height is slightly larger than expected from the 40% reflection specified in the computation. The result for Location 2 shows the incoming wave (H = 3.4 m, 142°) and the wave that reflects off the breakwater trunk (H = 1.7 m, 40°). The wave height pattern along the inner side of the breakwater is more complex. The r-DPRA result for Location 3 (note the difference in scale between the upper and lower panels with r-DPRA output) shows that three wave components are present there. The incoming wave (H = 0.9 m towards 101°) has diffracted around the breakwater head, which is why it is directed more to the north. Two additional components are present here, which have reflected off the structures along the west and east side of the entrance. Note that r-DPRA has found an optimal number of analysis directions for Location 3 that is lower than for the other locations considered, explaining the lower resolution and hence the wider lobes in these results. Finally, the result for Location 4 indicates that further into the marina entrance the incoming wave is directed approximately north (H = 0.8 m at 83°), reflections occur between the sides of the entrance area, and a reflected component propagates back towards the tip of the main breakwater.
The results for the different example locations in this relatively complex wave situation illustrate the level of detail of the information that r-DPRA can provide. The output of the method at a specific location can be used either for the design of a local structure or for nautical evaluations.
CONCLUSIONS
A practical post-processing method for phase-resolving computational wave models has been presented that determines efficiently and reliably the major wave components, i.e. heights and directions, present in computed wave patterns. This will allow the accurate identification of design wave parameters (periods, heights and directions), also when the computed wave patterns, e.g. inside or near a port, are too complex to identify these directly from model output. The method, called r-DPRA (rotating Directional Phase Resolving Analysis), has been successfully validated using artificial signals and calculations of basic wave situations. Some applications have been presented to illustrate the versatility and added value of the method when applied in practical situations.
At present, r-DPRA has been developed and tested in combination with a mild-slope model. Analysing and interpreting output from this type of models formed the main motivation for developing this post-processing procedure. Its use with other phase-resolving wave models will be investigated. If such a model computes both surface elevation and flow velocity, the additional information could be used in r-DPRA for better performance. Likewise, rDPRA for mild-slope models may perhaps be improved by using the flow velocity at the data points as well, which can be computed from the results of a mild-slope model. Other subjects of ongoing and future research include the effect and reduction of round-off errors in the r-DPRA computations, improvement of the automatic detection of the significant wave components, and extension for a sloped bottom.
