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Abstract
Developing analytical methods for solving fractional partial differential equa-
tions (FPDEs) is an active area of research. Especially finding exact so-
lutions of FPDEs is a challenging task. In the present paper we extend
Sumudu transform iterative method (STIM) to solve a variety of time and
space FPDEs as well as systems of them. We demonstrate the utility of the
method by finding exact solutions to a large number of FPDEs.
1 Introduction
Nonlinear fractional partial differential equations (FPDEs) play important
role in science and technology as they describe various nonlinear phenomena
especially dealing with memory. To obtain physical information and deeper
insights into the physical aspects of the problems one has to find their exact
solutions which usually is a difficult task. For solving linear FPDEs, inte-
gral transform methods are extended successfully [1]. Various decomposition
methods have been developed for solving the linear and nonlinear FPDEs
such as Adomian decomposition method (ADM) [2], Homotopy perturba-
tion method (HPM) [3], Daftardar-Gejji and Jafari method (DGJM) [4], the
variational iteration method (VIM) [5] and so on. Further, combinations of
integral transforms and decomposition methods have proven to be useful. A
combination of Laplace transform and DGJM (Iterative Laplace transform
method (ILTM)) has been developed by Jafari et al [6]. A combination of
HPM and Sumudu transform yields homotopy perturbation Sumudu trans-
form method (HPSTM)[7]. Similarly, a combination of Sumudu transform
and ADM termed as Sumudu decomposition method (SDM) has been de-
1
veloped [8]. Recently, Sumudu transform iterative method (STIM) which is
a combination of Sumudu transform and DGJM has been introduced and
applied for solving time-fractional Cauchy reaction-diffusion equation [9].
Further, a fractional model of nonlinear Zakharov-Kuznetsov equations also
have been solved using STIM [10].
In this paper we extend STIM to solve time and space FPDEs as well
as systems of them. A variety of problems have been solved using STIM.
In some cases, the STIM yields an exact solutions of the time and space
FPDEs as well as systems of them which can be expressed in terms of the
well-known Mittag-Leffler functions or fractional trigonometric functions.
The organization of this paper as follows: In section 2, we give basic
definitions related to fractional calculus and Sumudu transform. In section
3, we extend STIM for time and space FPDEs. In section 4, we apply
extended STIM to solve various time and space FPDEs. Further, in section
5 we extend STIM for system of time and space FPDEs. In section 6, we
apply extended STIM for system of time and space FPDEs. Conclusions
are summarized in section 7.
2 Preliminaries and Notations
In this section, we give some basic definitions, notations and properties of
the fractional calculus ([1, 11]), which are used further in this paper.
Definition 2.1 Riemann-Liouville fractional integral of order α > 0, of a
real valued function f(t) is defined as
Iαt f(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s)ds. (1)
Definition 2.2 Caputo derivative of order α > 0 (n − 1 < α < n), n ∈ N
of a real valued function f(t) is defined as
Dαt f(t) = I
n−α
t
[dnf(t)
dtn
]
,
=
{
1
Γ(n−α)
∫ t
0 (t− s)
n−α−1 d
nf(s)
dsn ds, n− 1 < α < n,
dnf(t)
dtn , α = n.
(2)
Note:
1. d
αC
dtα = 0, where C is a constant.
2. For ⌈α⌉ = n, n ∈ N,
dαtp
dtα
: =
{
0, if p ∈ 0, 1, 2, ..., n − 1,
Γ(p+1)
Γ(p−α+1) t
p−α, if p ∈ N and p ≥ n, or p 6= N and p > n− 1.
(3)
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Definition 2.3 Riemann-Liouville time-fractional integral of order α > 0,
of a real valued function u(x, t) is defined as
Iαt u(x, t) =
1
Γ(α)
∫ t
0
(t− s)α−1u(x, s)ds. (4)
Definition 2.4 The Caputo time-fractional derivative operator of order α >
0 (m− 1 < α < m), n ∈ N of a real valued function u(x, t) is defined as
∂αu(x, t)
∂tα
= Im−αt
[∂mu(x, t)
∂tm
]
,
=
{
1
Γ(m−α)
∫ t
0 (t− y)
m−α−1 ∂
mu(x,y)
∂ym dy, m− 1 < α < m,
∂mu(x,t)
∂tm , α = m.
(5)
Similarly, the Caputo space-fractional derivative operator ∂
βu(x,t)
∂xβ
of order
β > 0 (m− 1 < β < m),m ∈ N can be defined.
Note that: In the present paper fractional derivative ∂
lβu(x,t)
∂xlβ
, l ∈ N is
taken as the sequential fractional derivative [12] i.e.
∂lβu
∂xlβ
=
∂β
∂xβ
∂β
∂xβ
...
∂βu
∂xβ︸ ︷︷ ︸
l−times
(6)
Definition 2.5 Mittag-Leffler function with two parameters α and β is de-
fined as
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, Re(α) > 0, z, β ∈ C. (7)
Note that:
1. The α−th order Caputo derivative of Eα(at
α) is
dα
dtα
Eα(at
α) = aEα(at
α), α > 0, a ∈ R. (8)
2. Generalized fractional trigonometric functions for ⌈α⌉ = n are defined
as [13]
cosα(λt
α) = ℜ[Eα(iλ
α)] =
∞∑
k=0
(−1)kλ2kt(2k)α
Γ(2kα + 1)
,
sinα(λt
α) = ℑ[Eα(iλ
α)] =
∞∑
k=0
(−1)kλ2k+1t(2k+1)α
Γ((2k + 1)α + 1)
.


(9)
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3. The Caputo derivative of fractional trigonometric functions are defined
as
dα
dtα
cosα(λt
α) = −λ sinα(λt
α),
dα
dtα
sinα(λt
α) = λ cosα(λt
α).

 (10)
Definition 2.6 [14] The Sumudu transform over the set of functions
A = {f(t) | ∃ M, τ1, τ2 > 0, such that |f(x, t)|< Me
|t|/τj if
t ∈ (−1)j × [0,∞)} is defined as
S[f(t)] = F (ω) =
∫ ∞
0
e−tf(ωt)dt, ω ∈ (−τ1, τ2). (11)
One of the basic property of Sumudu transform is
S
[ tα
Γ(α+ 1)
]
= ωα, α > 0. (12)
Sumudu inverse transform of ωα is defined as
S−1[ωα] =
tα
Γ(α+ 1)
, α > 0. (13)
Definition 2.7 [15] The Sumudu transform of Caputo time-fractional deriva-
tive of f(x, t) of order γ > 0 is defined as
S
[∂γf(x, t)
∂tγ
]
= ω−γS[f(x, t)]−
m−1∑
k=0
[
ω−γ+k
∂kf(x, 0)
∂tk
]
,
m− 1 < γ ≤ m, m ∈ N.

 (14)
3 STIM for time and space FPDEs
In this section, we extend STIM [9] for solving time and space FPDEs.
We consider the following general time and space FPDE:
∂γu
∂tγ
= F
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
)
, m− 1 < γ ≤ m,
n− 1 < β ≤ n, l,m, n ∈ N,

 (15)
along with the initial conditions
∂ku(x, 0)
∂tk
= hk(x), k = 0, 1, 2, ...,m − 1, (16)
where F
(
x, u, ∂
βu
∂xβ
, ..., ∂
lβu
∂xlβ
)
is a linear/nonlinear operator and u = u(x, t)
is the unknown function.
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Taking the Sumudu transform of both sides of Eq. (15) and simplifying,
we get
S[u(x, t)] =
m−1∑
k=0
[
ωk
∂ku(x, 0)
∂tk
]
+ ωγS
[
F
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
)]
. (17)
The inverse Sumudu transform of Eq. (17) leads to
u(x, t) = S−1
(m−1∑
k=0
[
ωk
∂ku(x, 0)
∂tk
])
+ S−1
[
ωγS
(
F
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
))]
.(18)
Eq. (18) can be written as
u(x, t) = f(x, t) +N
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
)
, (19)
where
f(x, t) = S−1
(m−1∑
k=0
[
ωk
∂ku(x, 0)
∂tk
])
,
N
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
)
= S−1
[
ωγS
(
F
(
x, u,
∂βu
∂xβ
, ...,
∂lβu
∂xlβ
))]
,

 (20)
here f is known function and N is a linear/nonlinear operator.
Functional equations of the form (19) can be solved by the DGJ decom-
position method introduced by Daftardar-Gejji and Jafari [4].
DGJM represents the solution as an infinite series:
u =
∞∑
i=0
ui, (21)
where the terms ui are calculated recursively. The operator N can be de-
composed as
N
(
x,
∞∑
i=0
ui,
∂β(
∑∞
i=0 ui)
∂xβ
, ...,
∂lβ(
∑∞
i=0 ui)
∂xlβ
)
= N
(
x, u0,
∂βu0
∂xβ
, ...,
∂lβu0
∂xlβ
)
+
∞∑
j=1
(
N
(
x,
j∑
i=0
ui,
∂β(
∑j
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j
i=0 ui)
∂xlβ
))
−
∞∑
j=1
(
N
(
x,
j−1∑
i=0
ui,
∂β(
∑j−1
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j−1
i=0 ui)
∂xlβ
))
.(22)
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S−1
[
ωγS
(
F
(
x,
∞∑
i=0
ui,
∂β(
∑∞
i=0 ui)
∂xβ
, ...,
∂lβ(
∑∞
i=0 ui)
∂xlβ
))]
= S−1
[
ωγS
(
F
(
x, u0,
∂βu0
∂xβ
, ...,
∂lβu0
∂xlβ
))]
+
∞∑
j=1
S−1
[
ωγS
(
F
(
x,
j∑
i=0
ui,
∂β(
∑j
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j
i=0 ui)
∂xlβ
))]
−
∞∑
j=1
S−1
[
ωγS
(
F
(
x,
j−1∑
i=0
ui,
∂β(
∑j−1
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j−1
i=0 ui)
∂xlβ
))]
.


(23)
Using Eqns. (21,23) in Eq. (19), we get
∞∑
i=0
ui = S
−1
(m−1∑
k=0
[
ωk
∂ku(x, 0)
∂tk
])
+ S−1
[
ωγS
(
F
(
x, u0,
∂βu0
∂xβ
, ...,
∂lβu0
∂xlβ
))]
+
∞∑
j=1
(
S−1
[
ωγS
(
F
(
x,
j∑
i=0
ui,
∂β(
∑j
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j
i=0 ui)
∂xlβ
))]
−S−1
[
ωγS
(
F
(
x,
j−1∑
i=0
ui,
∂β(
∑j−1
i=0 ui)
∂xβ
, ...,
∂lβ(
∑j−1
i=0 ui)
∂xlβ
))])
.(24)
We define the recurrence relation as follows:
u0 = S
−1
(m−1∑
k=0
[
ωk
∂ku(x, 0)
∂tk
])
,
u1 = S
−1
[
ωγS
(
F
(
x, u0,
∂βu0
∂xβ
, ...,
∂lβu0
∂xlβ
))]
,
ur+1 = S
−1
[
ωγS
(
F
(
x,
r∑
i=0
ui,
∂β(
∑r
i=0 ui)
∂xβ
, ...,
∂lβ(
∑r
i=0 ui)
∂xlβ
))]
− S−1
[
ωγS
(
F
(
x,
r−1∑
i=0
ui,
∂β(
∑r−1
i=0 ui)
∂xβ
, ...,
∂lβ(
∑r−1
i=0 ui)
∂xlβ
))]
,
for r ≥ 1.


(25)
The r-term approximate solution of Eqns. (15-16) is given by
u ≈ u0 + u1 + · · ·+ ur−1. For the convergence of DGJM we refer the reader
to [16].
4 Illustrative Examples
In this section, we solve various linear and nonlinear time and space FPDEs
using STIM derived in 3.
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Example 4.1 Consider the following time and space linear fractional Newell-
Whitehead- Segel equation
∂αu
∂tα
=
∂2βu
∂x2β
− 3u, t > 0, α, β ∈ (0, 1], (26)
along with the initial condition
u(x, 0) = Eβ(2x
β). (27)
Taking the Sumudu transform of both sides of Eq. (26)
S
[∂αu
∂tα
]
= S
[∂2βu
∂x2β
− 3u
]
. (28)
Using the property of Sumudu transform (14)
S[u(x, t)] = u(x, 0) + ωαS
[∂2βu
∂x2β
− 3u
]
. (29)
Taking the inverse Sumudu transform of both sides of Eq. (29)
u(x, t) = S−1[u(x, 0)] + S−1
(
ωαS
[∂2βu
∂x2β
− 3u
])
. (30)
In view of the recurrence relation (25), we get
u0 = S
−1[u(x, 0)] = Eβ(2x
β),
u1 = S
−1
(
ωαS
[∂2βu0
∂x2β
− 3u0
])
=
Eβ(2x
β)tα
Γ(α+ 1)
,
u2 =
Eβ(2x
β)t2α
Γ(2α+ 1)
,
u3 =
Eβ(2x
β)t3α
Γ(3α+ 1)
,
... (31)
Hence, the series form solution of Eqns. (26-27) is given by
u(x, t) = u0 + u1 + u2 + ...
= Eβ(2x
β) +
Eβ(2x
β)tα
Γ(α+ 1)
+
Eβ(2x
β)t2α
Γ(2α+ 1)
+
Eβ(2x
β)t3α
Γ(3α + 1)
+ ....,
(32)
which converges to
u(x, t) = Eβ(2x
β)Eα(t
α). (33)
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Example 4.2 Consider the following time and space linear fractional dif-
fusion equation:
∂αu
∂tα
= c
∂βu
∂xβ
, t > 0, α, β ∈ (0, 1], (34)
along with the initial condition
u(x, 0) = a+ bxβ, a, b ∈ R. (35)
Taking the Sumudu transform of both sides of Eq. (34), we get
S
[∂αu
∂tα
]
= cS
[∂βu
∂xβ
]
. (36)
Using the property of Sumudu transform (14), we get
S[u(x, t)] = u(x, 0) + cωα
[∂βu
∂xβ
]
. (37)
Taking the inverse Sumudu transform of both sides of Eq. (37)
u(x, t) = S−1[u(x, 0)] + cS−1
(
ωα
[∂βu
∂xβ
])
. (38)
Using the recurrence relation (25), we get
u0 = S
−1[u(x, 0)] = a+ bxβ,
u1 = cS
−1
(
ωα
[∂βu0
∂xβ
])
,
= cbΓ(β + 1)
tα
Γ(α+ 1)
,
ui = 0, i ≥ 2. (39)
Hence, we obtain the exact solution of Eqns. (34-35 as
u(x, t) =
∞∑
i=0
ui = a+
bcΓ(β + 1)tα
Γ(α+ 1)
+ bxβ. (40)
Example 4.3 Consider the following time and space fractional equation
∂αu
∂tα
=
(∂βu
∂xβ
)2
− u
(∂βu
∂xβ
)
, t > 0, α, β ∈ (0, 1], (41)
along with the initial condition
u(x, 0) = 3 +
5
2
Eβ(x
β). (42)
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Taking the Sumudu transform of both sides of Eq. (41), we get
S
[∂αu
∂tα
]
= S
[(∂βu
∂xβ
)2
− u
(∂βu
∂xβ
)]
. (43)
Using the property of Sumudu transform (14), we get
S[u(x, t)] = u(x, 0) + ωα
(
S
[(∂βu
∂xβ
)2
− u
(∂βu
∂xβ
)])
. (44)
Now taking the inverse Sumudu transform of both sides of Eq. (44)
u(x, t) = S−1[u(x, 0)] + S−1
(
ωα
(
S
[(∂βu
∂xβ
)2
− u
(∂βu
∂xβ
)]))
. (45)
Using the recurrence relation (25)
u0 = S
−1[u(x, 0)] = 3 +
5
2
Eβ(x
β),
u1 = S
−1
(
ωα
(
S
[(∂βu0
∂xβ
)2
− u0
(∂βu0
∂xβ
)]))
= −
15tαEβ(x
β)
2Γ(α+ 1)
,
u2 = S
−1
(
ωα
(
S
[(∂β(u0 + u1)
∂xβ
)2
− (u0 + u1)
(∂β(u0 + u1)
∂xβ
)]))
,
− S−1
(
ωα
(
S
[(∂βu0
∂xβ
)2
− u0
(∂βu0
∂xβ
)]))
,
=
45t2αEβ(x
β)
2Γ(2α + 1)
,
u3 = −
135t3αEβ(x
β)
2Γ(3α + 1)
,
u4 =
405t4αEβ(x
β)
2Γ(4α+ 1)
,
... (46)
Hence, the series solution of Eq. (41) along with the initial condition (42)
is given by
u(x, t) = 3 +
5
2
Eβ(x
β)−
15tαEβ(x
β)
2Γ(α+ 1)
+
45t2αEβ(x
β)
2Γ(2α + 1)
−
135t3αEβ(x
β)
2Γ(3α + 1)
+
405t4αEβ(x
β)
2Γ(4α + 1)
− · · · . (47)
This leads to the following closed form solution:
u(x, t) = 3 +
[5
2
Eα(−3t
α)
]
Eβ(x
β), (48)
which is the same as obtained in [17].
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Example 4.4 Consider the following time space fractional heat equation:
∂αu
∂tα
=
∂β
∂xβ
(
u
∂βu
∂xβ
)
, t > 0, α, β ∈ (0, 1], (49)
with the initial condition
u(x, 0) = a+ bxβ, a, b ∈ R. (50)
Taking the Sumudu transform of both sides of Eq. (49), we get
S
[∂αu
∂tα
]
= S
[ ∂β
∂xβ
(
u
∂βu
∂xβ
)]
,
=⇒ S[u(x, t)] = u(x, 0) + ωα
(
S
[ ∂β
∂xβ
(
u
∂βu
∂xβ
)])
,
=⇒ u(x, t) = S−1[u(x, 0)] + S−1
(
ωα
(
S
[ ∂β
∂xβ
(
u
∂βu
∂xβ
)]))
. (51)
Now using the recurrence relation (25)
u0 = S
−1[u(x, 0)] = a+ bxβ ,
u1 = S
−1
(
ωα
(
S
[ ∂β
∂xβ
(
u0
∂βu0
∂xβ
)]))
,
= b2(Γ(β + 1))2
tα
Γ(α+ 1)
,
ui = 0, ∀ i ≥ 2. (52)
Hence, the solution turns out to be:
u(x, t) = a+ bxβ + b2(Γ(β + 1))2
tα
Γ(α+ 1)
. (53)
Example 4.5 Consider the following time and space fractional thin film
equation
∂αu
∂tα
= −u
(∂4βu
∂x4β
)
+ η
(∂βu
∂xβ
)(∂3βu
∂x3β
)
+ ζ
(∂2βu
∂x2β
)2
, t > 0 α, β ∈ (0, 1], (54)
along with the initial condition
u(x, 0) = a+ bxβ + cx2β + dx3β, a, b, c, d ∈ R. (55)
Taking the Sumudu transform of both sides of Eq. (54), we get
S
[∂αu
∂tα
]
= S
[
− u
(∂4βu
∂x4β
)
+ η
(∂βu
∂xβ
)(∂3βu
∂x3β
)
+ ζ
(∂2βu
∂x2β
)2]
. (56)
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After simplification, we get
u(x, t) = S−1[u(x, 0)]
+ S−1
(
ωαS
[
− u
(∂4βu
∂x4β
)
+ η
(∂βu
∂xβ
)(∂3βu
∂x3β
)
+ ζ
(∂2βu
∂x2β
)2])
.(57)
In view of the recurrence relation (25),
u0 = S
−1[u(x, 0)] = a+ bxβ + cx2β + dx3β,
u1 = S
−1
(
ωαS
[
− u0
(∂4βu0
∂x4β
)
+ η
(∂βu0
∂xβ
)(∂3βu0
∂x3β
)
+ ζ
(∂2βu0
∂x2β
)2])
,
=
bηdΓ(β + 1)Γ(3β + 1)tα
Γ(α+ 1)
+
ηcdΓ(2β + 1)Γ(3β + 1)tαxβ
Γ(α+ 1)Γ(β + 1)
+
ηd2Γ(3β + 1)2tαx2β
Γ(α+ 1)Γ(2β + 1)
+
c2ζΓ(2β + 1)2tα
Γ(α+ 1)
+
2cζdΓ(2β + 1)Γ(3β + 1)tαxβ
Γ(α+ 1)Γ(β + 1)
+
ζd2Γ(3β + 1)2tαx2β
Γ(α+ 1)Γ(β + 1)2
.
u2 =
η2cd2Γ(2β + 1)Γ(3β + 1)2t2α
Γ(2α+ 1)
+
2ζ2d3Γ(2β + 1)Γ(3β + 1)3t2αxβ
Γ(2α + 1)Γ(β + 1)3
+
η2d3Γ(3β + 1)3t2αxβ
Γ(2α+ 1)Γ(β + 1)
+
4ηcζd2Γ(2β + 1)Γ(3β + 1)2t2α
Γ(2α+ 1)
+
ηζd3Γ(2β + 1)Γ(3β + 1)3t2αxβ
Γ(2α+ 1)Γ(β + 1)3
+
2ηζd3Γ(3β + 1)3t2αxβ
Γ(2α + 1)Γ(β + 1)
+
2cζ2d2Γ(2β + 1)2Γ(3β + 1)2t2α
Γ(2α+ 1)Γ(β + 1)2
+
2ηζ2d4Γ(2α + 1)Γ(2β + 1)Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α + 1)Γ(β + 1)2
+
η2ζd4Γ(2α+ 1)Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α+ 1)
+
ζ3d4Γ(2α + 1)Γ(2β + 1)2Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α + 1)Γ(β + 1)4
,
u3 =
η3d4Γ(3β + 1)4t3α
Γ(3α + 1)
+
η2ζd4Γ(2β + 1)Γ(3β + 1)4t3α
Γ(3α+ 1)Γ(β + 1)2
+
2η2ζd4Γ(3β + 1)4t3α
Γ(3α + 1)
+
2ηζ2d4Γ(2β + 1)Γ(3β + 1)4t3α
Γ(3α+ 1)Γ(β + 1)2
,
ui = 0 ∀ i ≥ 4. (58)
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Hence, we obtain the exact solution of Eqns. (54-55) as
u(x, t) = a+ bxβ + cx2β + dx3β
+
bηdΓ(β + 1)Γ(3β + 1)tα
Γ(α+ 1)
+
ηcdΓ(2β + 1)Γ(3β + 1)tαxβ
Γ(α+ 1)Γ(β + 1)
+
ηd2Γ(3β + 1)2tαx2β
Γ(α+ 1)Γ(2β + 1)
+
c2ζΓ(2β + 1)2tα
Γ(α+ 1)
+
2cζdΓ(2β + 1)Γ(3β + 1)tαxβ
Γ(α+ 1)Γ(β + 1)
+
ζd2Γ(3β + 1)2tαx2β
Γ(α+ 1)Γ(β + 1)2
+
η2cd2Γ(2β + 1)Γ(3β + 1)2t2α
Γ(2α+ 1)
+
2ζ2d3Γ(2β + 1)Γ(3β + 1)3t2αxβ
Γ(2α+ 1)Γ(β + 1)3
+
η2d3Γ(3β + 1)3t2αxβ
Γ(2α+ 1)Γ(β + 1)
+
4ηcζd2Γ(2β + 1)Γ(3β + 1)2t2α
Γ(2α+ 1)
+
ηζd3Γ(2β + 1)Γ(3β + 1)3t2αxβ
Γ(2α + 1)Γ(β + 1)3
+
2ηζd3Γ(3β + 1)3t2αxβ
Γ(2α + 1)Γ(β + 1)
+
2cζ2d2Γ(2β + 1)2Γ(3β + 1)2t2α
Γ(2α + 1)Γ(β + 1)2
+
2ηζ2d4Γ(2α+ 1)Γ(2β + 1)Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α + 1)Γ(β + 1)2
+
η2ζd4Γ(2α+ 1)Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α + 1)
+
ζ3d4Γ(2α+ 1)Γ(2β + 1)2Γ(3β + 1)4t3α
Γ(α+ 1)2Γ(3α+ 1)Γ(β + 1)4
+
η3d4Γ(3β + 1)4t3α
Γ(3α + 1)
+
η2ζd4Γ(2β + 1)Γ(3β + 1)4t3α
Γ(3α+ 1)Γ(β + 1)2
+
2η2ζd4Γ(3β + 1)4t3α
Γ(3α + 1)
+
2ηζ2d4Γ(2β + 1)Γ(3β + 1)4t3α
Γ(3α+ 1)Γ(β + 1)2
. (59)
Example 4.6 Consider the following time and space fractional dispersive
Boussinesq equation
∂2αu
∂t2α
=
∂2βu
∂x2β
− η
∂2β(u2)
∂x2β
− ζ
∂4β(u2)
∂x4β
− µ
∂6β(u2)
∂x6β
, t > 0, α, β ∈ (0, 1], (60)
where η = 4[ζ − 4µ], ζ and µ are constants, along with the initial conditions
u(x, 0) = a+ b sinβ(x
β) + c cosβ(x
β), ut(x, 0) = 0, a, b, c ∈ R. (61)
Taking the Sumudu transform of both sides of Eq. (60), we get
S
[∂2αu
∂t2α
]
= S
[∂2βu
∂x2β
− η
∂2β(u2)
∂x2β
− ζ
∂4β(u)2
∂x4β
− µ
∂6β(u)2
∂x6β
]
. (62)
Using the property of Sumudu transform, we get
S[u(x, t)] = u(x, 0)
+ ω2α
(
S
[∂2βu
∂x2β
− η
∂2β(u2)
∂x2β
− ζ
∂4β(u)2
∂x4β
− µ
∂6β(u)2
∂x6β
])
.(63)
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Taking the inverse Sumudu transform of both sides of Eq. (63)
u(x, t) = S−1[u(x, 0)]
+ S−1
(
ω2α
(
S
[∂2βu
∂x2β
− η
∂2β(u2)
∂x2β
− ζ
∂4β(u)2
∂x4β
− µ
∂6β(u)2
∂x6β
]))
.
(64)
Using the recurrence relation (25), we get
u0 = S
−1[u(x, 0)] = a+ b sinβ(x
β) + c cosβ(x
β). (65)
u1 = S
−1
(
ω2α
(
S
[∂2βu0
∂x2β
− η
∂2β(u20)
∂x2β
− ζ
∂4β(u0)
2
∂x4β
− µ
∂6β(u0)
2
∂x6β
]))
=
t2α(6a(ζ − 5µ)− 1)(b cosβ(x
β) + c sinβ(x
β))
Γ(2α + 1)
. (66)
Similarly,
u2 =
t4α(1− 6a(ζ − 5µ))2(b cosβ(x
β) + c sinβ(x
β)
Γ(4α + 1)
,
u3 =
t6α(6a(ζ − 5µ)− 1)3(b cosβ(x
β) + c sinβ(x
β))
Γ(6α+ 1)
... (67)
Hence, the series solution of Eqns (60-61) is given by
u(x, t) = u0 + u1 + u2 + ...,
= a+ b sinβ(x
β) + c cosβ(λx
β)
+
t2α(6a(ζ − 5µ)− 1)(b cosβ(x
β) + c sinβ(x
β))
Γ(2α+ 1)
+
t4α(1− 6a(ζ − 5µ))2(b cosβ(x
β) + c sinβ(x
β)
Γ(4α+ 1)
+
t6α(6a(ζ − 5µ)− 1)3(b cosβ(x
β) + c sinβ(x
β))
Γ(6α+ 1)
+ ..., (68)
which is equivalent to the following closed form solution:
u(x, t) = a+ b sinβ(x
β)E2α(δt
2α) + c cosβ(x
β)E2α(δt
2α), (69)
where δ = (6a(ζ − 5µ)− 1).
Example 4.7 Consider the following general time space fractional diffusion-
convection equation
∂αu
∂tα
=
(∂βu
∂xβ
)2(∂f(u)
∂u
)
+ f(u)
∂2βu
∂x2β
−
∂βu
∂xβ
(∂g(u)
∂u
)
, t > 0, α, β ∈ (0, 1],(70)
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where f, g are the functions of u. Here we consider some particular cases
Case 1: Let f(u) = u, g(u) = k1 = constant then Eq. (70) reduces to
∂αu
∂tα
=
(∂βu
∂xβ
)2
+ u
∂2βu
∂x2β
, (71)
along with the initial condition
u(x, 0) = a+ bxβ. (72)
Taking the Sumudu transform of both sides of Eq. (71), we get
S
[∂αu
∂tα
]
= S
[(∂βu
∂xβ
)2
+ u
∂2βu
∂x2β
]
. (73)
Using the property of Sumudu transform
S[u(x, t)] = u(x, 0) + ωαS
[(∂βu
∂xβ
)2
+ u
∂2βu
∂x2β
]
. (74)
Taking inverse Sumudu tranform of both sides of Eq. (74)
u(x, t) = S−1[u(x, 0)] + S−1
(
ωαS
[(∂βu
∂xβ
)2
+ u
∂2βu
∂x2β
])
. (75)
Using the recurrence relation (25), we get
u0 = S
−1[u(x, 0)] = a+ bxβ,
u1 = S
−1
(
ωαS
[(∂βu0
∂xβ
)2
+ u0
∂2βu0
∂x2β
])
=
b2Γ(β + 1)2tα
Γ(α+ 1)
,
ui = 0 ∀ i ≥ 2. (76)
Hence, the exact solution of (71-72) is given by
u(x, t) = a+
b2Γ(β + 1)2tα
Γ(α+ 1)
+ bxβ. (77)
Case 2: Let f(u) = ηu and g(u) = ζ2u
2, where η and ζ are constants and
η = ζ2 then Eq. (70) reduces to
∂αu
∂tα
= η
(∂βu
∂xβ
)2
+ ηu
∂2βu
∂x2β
− ζu
∂βu
∂xβ
, (78)
along with the initial condition
u(x, 0) = a+ bEβ(x
β), a, b ∈ R (79)
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Taking the Sumudu transform of both sides of Eq.(78)
S
[∂αu
∂tα
]
= S
[
η
(∂βu
∂xβ
)2
+ ηu
∂2βu
∂x2β
− ζu
∂βu
∂xβ
]
. (80)
Using the property of Sumudu transform, we get
S[u(x, t)] = u(x, 0) + ωαS
[
η
(∂βu
∂xβ
)2
+ ηu
∂2βu
∂x2β
− ζu
∂βu
∂xβ
]
. (81)
Taking inverse Sumudu transform of both sides of Eq.(81)
u(x, t) = S−1[u(x, 0)] + S−1
(
ωαS
[
η
(∂βu
∂xβ
)2
+ ηu
∂2βu
∂x2β
− ζu
∂βu
∂xβ
])
. (82)
Using the recurrence relation (25), we get
u0 = S
−1[u(x, 0)] = a+ bEβ(x
β),
u1 = S
−1
(
ωαS
[
η
(∂βu0
∂xβ
)2
+ ηu0
∂2βu
∂x2β
− ζu0
∂βu
∂xβ
])
,
= −
Eβ(x
β)abζtα
2Γ(α+ 1)
,
u2 =
Eβ(x
β)a2bζ2t2α
4Γ(2α + 1)
,
u3 = −
Eβ(x
β)a3bζ3t3α
8Γ(3α + 1)
,
... (83)
Hence, the series solution of Eqns. (78-79) is given by
u(x, t) = a+ bEβ(x
β)−
Eβ(x
β)abζtα
2Γ(α+ 1)
+
Eβ(x
β)a2bζ2t2α
4Γ(2α + 1)
−
Eβ(x
β)a3bζ3t3α
8Γ(3α+ 1)
+ ..., (84)
which is equivalent to the following closed from
u(x, t) = a+ bEβ(x
β)Eα(−a
ζ
2
tα). (85)
5 STIM for system of time and space FPDEs
In this section we extend STIM to solve system of time and space fractional
PDEs.
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Consider the following system of time and space FPDEs:
∂γiui
∂tγi
= Gi
(
x, u¯,
∂βu¯
∂xβ
, ...,
∂lβu¯
∂xlβ
)
, mi − 1 < γi ≤ mi,
i = 1, 2, ..., q, n− 1 < β ≤ n, mi, l, n, q ∈ N,

 (86)
along with the initial conditions
∂jui(x, 0)
∂tj
= gij(x), j = 0, 1, 2, ...,mi − 1, (87)
where u¯ = (u1, u2, ..., uq) and Gi
(
x, u¯, ∂
β u¯
∂xβ
, ..., ∂
lβ u¯
∂xlβ
)
is a linear/nonlinear
operator.
After taking the Sumudu transform of both sides of Eq. (86) and using Eq.
(87), we get
S[ui(x, t)] =
mi−1∑
j=0
[
ωjgij(x)
]
+ ωγiS
[
Gi
(
x, u¯,
∂β u¯
∂xβ
, ...,
∂lβ u¯
∂xlβ
)]
. (88)
The inverse Sumudu transform of Eq. (88) yields the following system of
equations
ui(x, t) = S
−1
(mi−1∑
j=0
[
ωjgij(x)
])
+ S−1
[
ωγiS
(
Gi
(
x, u¯,
∂βu¯
∂xβ
, ...,
∂lβu¯
∂xlβ
))]
, i = 1, 2, ..., q. (89)
Eq. (89) is of the following form
ui(x, t) = fi(x, t) +Mi
(
x, u¯,
∂β u¯
∂xβ
, ...,
∂lβu¯
∂xlβ
)
, (90)
where
fi(x, t) = S
−1
(mi−1∑
j=0
[
ωjgij(x)
])
,
Mi
(
x, u¯,
∂β u¯
∂xβ
, ...,
∂lβu¯
∂xlβ
)
= S−1
[
ωγiS
(
Gi
(
x, u¯,
∂βu¯
∂xβ
, ...,
∂lβu¯
∂xlβ
))]
.


(91)
Here fi is known function and Mi is a linear/nonlinear operator. Functional
equations of the form (90) can be solved by the DGJ decomposition method
introduced by Daftardar-Gejji and Jafari [4]. DGJM represents the solution
as an infinite series:
ui =
∞∑
j=0
u
(j)
i , 1 ≤ i ≤ q, (92)
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where the terms u
(j)
i are calculated recursively.
Note that: Hence forward we use the following abbreviations:
u¯(j) = (u
(j)
1 , u
(j)
2 , ..., u
(j)
q ),
r∑
j=0
u¯(j) =
( r∑
j=0
u
(j)
1 ,
r∑
j=0
u
(j)
2 , ...,
r∑
j=0
u(j)q
)
, r ∈ N ∪ {∞},
∂kβ(
∑r
j=0 u¯
(j))
∂xkβ
=
(∂kβ(∑rj=0 u(j)1 )
∂xkβ
,
∂kβ(
∑r
j=0 u
(j)
2 )
∂xkβ
, ...,
∂kβ(
∑r
j=0 u
(j)
q )
∂xkβ
)
, k ∈ N.
(93)
The operator Mi can be decomposed as:
Mi
(
x,
∞∑
j=0
u¯(j),
∂β(
∑∞
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑∞
j=0 u¯
(j))
∂xlβ
)
=
Mi
(
x, u¯(0),
∂β u¯(0)
∂xβ
, ...,
∂lβu¯(0)
∂xlβ
)
+
∞∑
p=1
(
Mi
(
x,
p∑
j=0
u¯(j),
∂β(
∑p
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p
j=0 u¯
(j))
∂xlβ
))
−
∞∑
p=1
(
Mi
(
x,
p−1∑
j=0
u¯(j),
∂β(
∑p−1
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p−1
j=0 u¯
(j))
∂xlβ
))
. (94)
Therefore,
S−1
[
ωγiS
(
Gi
(
x,
∞∑
j=0
u¯(j),
∂β(
∑∞
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑∞
j=0 u¯
(j))
∂xlβ
))]
= S−1
[
ωγiS
(
Gi
(
x, u¯(0),
∂βu¯(0)
∂xβ
, ...,
∂lβu¯(0)
∂xlβ
))]
+
∞∑
p=1
S−1
[
ωγiS
(
Gi
(
x,
p∑
j=0
u¯(j),
∂β(
∑p
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p
j=0 u¯
(j))
∂xlβ
))]
−
∞∑
p=1
S−1
[
ωγiS
(
Gi
(
x,
p−1∑
j=0
u¯(j),
∂β(
∑p−1
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p−1
j=0 u¯
(j))
∂xlβ
))]
.


(95)
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Using Eqns. (92,95) in Eq. (90), we get
∞∑
j=0
u
(j)
i = S
−1
(mi−1∑
j=0
[
ωjgij(x)
])
+ S−1
[
ωγiS
(
Gi
(
x, u¯(0),
∂β u¯(0)
∂xβ
, ...,
∂lβu¯(0)
∂xlβ
))]
+
∞∑
p=1
(
S−1
[
ωγiS
(
Gi
(
x,
p∑
j=0
u¯(j),
∂β(
∑p
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p
j=0 u¯
(j))
∂xlβ
))]
−S−1
[
ωγiS
(
Gi
(
x,
p−1∑
j=0
u¯(j),
∂β(
∑p−1
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑p−1
j=0 u¯
(j))
∂xlβ
))])
.(96)
We define the recurrence relation as follows:
u
(0)
i = S
−1
(mi−1∑
j=0
[
ωjgij(x)
])
,
u
(1)
i = S
−1
[
ωγiS
(
Gi
(
x, u¯(0),
∂β u¯(0)
∂xβ
, ...,
∂lβ u¯(0)
∂xlβ
))]
,
u
(m+1)
i = S
−1
[
ωγiS
(
Gi
(
x,
m∑
j=0
u¯(j),
∂β(
∑m
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑m
j=0 u¯
(j))
∂xlβ
))]
− S−1
[
ωγiS
(
Gi
(
x,
m−1∑
j=0
u¯(j),
∂β(
∑m−1
j=0 u¯
(j))
∂xβ
, ...,
∂lβ(
∑m−1
j=0 u¯
(j))
∂xlβ
))]
,
for m ≥ 1.


(97)
The m-term approximate solution of Eqns. (86-87) is given by ui ≈
u
(0)
i + u
(1)
i + · · ·+ u
(m−1)
i or ui ≈ ui0 + ui1 + · · ·+ ui(m−1).
6 Illustrative Examples
In this section we solve system of time and space FPDEs using STIM derived
in 5.
Example 6.1 Consider the following system of time and space fractional
Boussinesq PDEs (t > 0, 0 < α1, α2, β ≤ 1):
∂α1u1
∂tα1
= −
∂βu2
∂xβ
,
∂α2u2
∂tα2
= −m1
∂βu1
∂xβ
+ 3u1
(∂βu1
∂xβ
)
+m2
∂3βu1
∂x3β
, (98)
along with the following initial conditions
u1(x, 0) = a+ bx
β, u2(x, 0) = c, a, b, c ∈ R. (99)
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Taking the Sumudu transform of both sides of Eqns.(98)
S
[∂α1u1
∂tα1
]
= S
[
−
∂βu2
∂xβ
]
,
S
[∂α2u2
∂tα2
]
= S
[
−m1
∂βu1
∂xβ
+ 3u1
(∂βu1
∂xβ
)
+m2
∂3βu1
∂x3β
]
. (100)
In view of (14), we get
S[u1(x, t)] = u1(x, 0) + ω
α1S
[
−
∂βu2
∂xβ
]
,
S[u2(x, t)] = u2(x, 0) + ω
α2S
[
−m1
∂βu1
∂xβ
+ 3u1
(∂βu1
∂xβ
)
+m2
∂3βu1
∂x3β
]
.
(101)
Taking the inverse Sumudu transform of both sides of Eqns. (101)
u1(x, t) = S
−1[u1(x, 0)] + S
−1
(
ωα1S
[
−
∂βu2
∂xβ
])
,
u2(x, t) = S
−1[u2(x, 0)]
+ S−1
(
ωα2S
[
−m1
∂βu1
∂xβ
+ 3u1
(∂βu1
∂xβ
)
+m2
∂3βu1
∂x3β
])
.(102)
The recurrence relation (97) yields
u10 = S
−1[u1(x, 0)] = a+ bx
β,
u20 = S
−1[u2(x, 0)] = c,
u11 = S
−1
(
ωα1S
[
−
∂βu20
∂xβ
])
= 0,
u21 = S
−1
(
ωα2S
[
−m1
∂βu10
∂xβ
+ 3u10
(∂βu10
∂xβ
)
+m2
∂3βu10
∂x3β
])
,
=
3abΓ(β + 1)tα2
Γ (α2 + 1)
+
3b2Γ(β + 1)tα2xβ
Γ (α2 + 1)
−
bm1Γ(β + 1)t
α2
Γ (α2 + 1)
,
u12 = −
3b2Γ(β + 1)2tα1+α2
Γ (α1 + α2 + 1)
,
u22 = 0,
u13 = 0,
u23 = −
9b3Γ(β + 1)3tα1+2α2
Γ (α1 + 2α2 + 1)
,
u1n = 0, n ≥ 4,
u2n = 0, n ≥ 4. (103)
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Hence, the exact solution of the system(98) along with the initial conditions
(99) is given by
u1(x, t) = u10 + u11 + u12 + u13,
= a−
3b2Γ(β + 1)2tα1+α2
Γ (α1 + α2 + 1)
+ bxβ,
u2(x, t) = u20 + u21 + u22 + u23,
= c+
3abΓ(β + 1)tα2
Γ (α2 + 1)
−
9b3Γ(β + 1)3tα1+2α2
Γ (α1 + 2α2 + 1)
+
3b2Γ(β + 1)tα2xβ
Γ (α2 + 1)
−
bm1Γ(β + 1)t
α2
Γ (α2 + 1)
. (104)
In case of when a = e, b = 2 and c = 3/2, this solution is same as obtained
using invariant subspace method in [18].
Example 6.2 Consider the following two-coupled time and space fractional
diffusion system
∂α1u1
∂tα1
=
∂2βu1
∂x2β
+ µ
∂β
∂xβ
(
u2
∂βu2
∂xβ
)
+ ξu22,
∂α2u2
∂tα2
=
∂2βu2
∂x2β
+ η
∂2βu1
∂x2β
+ ζu1 + δu2, t > 0, 0 < α1, α2, β ≤ 1,(105)
where µ, ξ, η, ζ, δ are arbitrary constants, µ and ξ are not simultaneously
zero, we consider ξ = −2µλ2, ζ = ηκ2, along with the initial conditions
u1(x, 0) = a cosβ(κx
β) + b sinβ(κx
β), u2(x, 0) = cEβ(−λx
β), a, b, c, λ, κ ∈ R.(106)
Taking the Sumudu transform on both sides of Eqns.(105)
S
[∂α1u1
∂tα1
]
= S
[∂2βu1
∂x2β
+ µ
∂β
∂xβ
(
u2
∂βu2
∂xβ
)
+ ξu22
]
,
S
[∂α2u2
∂tα2
]
= S
[∂2βu2
∂x2β
+ η
∂2βu1
∂x2β
+ ζu1 + δu2
]
. (107)
After using the property of Sumudu transform (14) we get,
S[u1(x, t)] = u1(x, 0) + ω
α1S
[∂2βu1
∂x2β
+ µ
∂β
∂xβ
(
u2
∂βu2
∂xβ
)
+ ξu22
]
,
S[u2(x, t)] = u2(x, 0) + ω
α2S
[∂2βu2
∂x2β
+ η
∂2βu1
∂x2β
+ ζu1 + δu2
]
. (108)
Taking the inverse Sumudu transform
u1(x, t) = S
−1[u1(x, 0)] + S
−1
(
ωα1S
[∂2βu1
∂x2β
+ µ
∂β
∂xβ
(
u2
∂βu2
∂xβ
)
+ ξu22
])
,
u2(x, t) = S
−1[u2(x, 0)] + S
−1
(
ωα2S
[∂2βu2
∂x2β
+ η
∂2βu1
∂x2β
+ ζu1 + δu2
])
.
(109)
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Using the recurrence relation (97), we get
u10 = S
−1[u1(x, 0)] = a cosβ(κx
β) + b sinβ(κx
β),
u20 = S
−1[u2(x, 0)] = cEβ(−λx
β),
u11 = S
−1
(
ωα1S
[∂2βu10
∂x2β
+ µ
∂β
∂xβ
(
u20
∂βu20
∂xβ
)
+ ξu220
])
,
= −
aκ2tα1 cosβ(κx
β)
Γ (α1 + 1)
−
bκ2tα1 sinβ(κx
β)
Γ (α1 + 1)
,
u21 = S
−1
(
ωα2S
[∂2βu20
∂x2β
+ η
∂2βu10
∂x2β
+ ζu10 + δu20
])
,
=
cδtα2Eβ(−λx
β)
Γ (α2 + 1)
+
cλ2tα2Eβ(−λx
β)
Γ (α2 + 1)
,
u12 =
aκ4t2α1 cosβ(κx
β)
Γ (2α1 + 1)
+
bκ4t2α1 sinβ(κx
β)
Γ (2α1 + 1)
,
u22 =
cδ2t2α2Eβ(−λx
β)
Γ (2α2 + 1)
+
2cδλ2t2α2Eβ(−λx
β)
Γ (2α2 + 1)
+
cλ4t2α2Eβ(−λx
β)
Γ (2α2 + 1)
,
u13 = −
aκ6t3α1 cosβ(κx
β)
Γ (3α1 + 1)
−
bκ6t3α1 sinβ(κx
β)
Γ (3α1 + 1)
,
(110)
u23 =
cδ3t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
3cδ2λ2t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
3cδλ4t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
cλ6t3α2Eβ(−λx
β)
Γ (3α2 + 1)
,
... (111)
Hence, the series solution of two-coupled time and space fractional diffusion
21
system (105-106) is given by
u1(x, t) = a cosβ(κx
β) + b sinβ(κx
β)−
aκ2tα1 cosβ(κx
β)
Γ (α1 + 1)
−
bκ2tα1 sinβ(κx
β)
Γ (α1 + 1)
+
aκ4t2α1 cosβ(κx
β)
Γ (2α1 + 1)
+
bκ4t2α1 sinβ(κx
β)
Γ (2α1 + 1)
−
aκ6t3α1 cosβ(κx
β)
Γ (3α1 + 1)
−
bκ6t3α1 sinβ(κx
β)
Γ (3α1 + 1)
+ ..., (112)
u2(x, t) = cEβ(−λx
β) +
cδtα2Eβ(−λx
β)
Γ (α2 + 1)
+
cλ2tα2Eβ(−λx
β)
Γ (α2 + 1)
+
cδ2t2α2Eβ(−λx
β)
Γ (2α2 + 1)
+
2cδλ2t2α2Eβ(−λx
β)
Γ (2α2 + 1)
+
cλ4t2α2Eβ(−λx
β)
Γ (2α2 + 1)
+
cδ3t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
3cδ2λ2t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
3cδλ4t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+
cλ6t3α2Eβ(−λx
β)
Γ (3α2 + 1)
+ · · · . (113)
These series solutions converge to:
u1(x, t) = [a cosβ(κx
β) + b sinβ(κx
β)]Eα1(−κ
2tα1),
u2(x, t) = cEα2 [(δ + λ
2)tα2 ]Eβ(−λx
β). (114)
Example 6.3 Consider the following two-coupled time and space fractional
PDE:
∂αu1
∂tα
=
∂β
∂xβ
(∂4βu1
∂x4β
+ ηu2
∂βu2
∂xβ
)
+ ζu22,
∂αu2
∂tα
=
∂4βu1
∂x4β
+ δu1 + τu2, t > 0, 0 < α, β ≤ 1, (115)
here η, ζ, δ, τ all are arbitrary constants, η and ζ are not simultaneously zero
(taking ζ = −2η), along with the initial conditions
u1(x, 0) = bEβ(−x
β), u2(x, 0) = dEβ(−x
β), b, d ∈ R. (116)
Taking the Sumudu transform of both sides of Eqns. (115)
S
[∂αu1
∂tα
]
= S
[ ∂β
∂xβ
(∂4βu1
∂x4β
+ ηu2
∂βu2
∂xβ
)
+ ζu22
]
,
S
[∂αu2
∂tα
]
= S
[∂4βu1
∂x4β
+ δu1 + τu2
]
. (117)
After using the property of Sumudu transform(14), we get
S[u1(x, t)] = u1(x, 0) + ω
αS
[ ∂β
∂xβ
(∂4βu1
∂x4β
+ ηu2
∂βu2
∂xβ
)
+ ζu22
]
,
S[u2(x, t)] = u2(x, 0) + ω
αS
[∂4βu1
∂x4β
+ δu1 + τu2
]
. (118)
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Taking the inverse Sumudu transform of both sides of Eqns. (118)
u1(x, t) = S
−1[u1(x, 0)] + S
−1
(
ωαS
[ ∂β
∂xβ
(∂4βu1
∂x4β
+ ηu2
∂βu2
∂xβ
)
+ ζu22
])
,
u2(x, t) = S
−1[u2(x, 0)] + S
−1
(
ωαS
[∂4βu1
∂x4β
+ δu1 + τu2
])
. (119)
In view of the recurrence relation (97)
u10 = S
−1[u1(x, 0)] = Eβ(−x
β),
u20 = S
−1[u2(x, 0)] = Eβ(−x
β),
u11 = S
−1
(
ωαS
[ ∂β
∂xβ
(∂4βu10
∂x4β
+ ηu20
∂βu20
∂xβ
)
+ ζu220
])
,
= −
bEβ(−x
β)tα
Γ(α+ 1)
,
u21 = S
−1
(
ωαS
[∂4βu10
∂x4β
+ δu10 + τu20
])
,
=
bδEβ(−x
β)tα
Γ(α+ 1)
+
bEβ(−x
β)tα
Γ(α+ 1)
+
dτEβ(−x
β)tα
Γ(α+ 1)
,
u12 =
bEβ(−x
β)t2α
Γ(2α+ 1)
,
u22 =
bδτEβ(−x
β)t2α
Γ(2α+ 1)
−
bδEβ(−x
β)t2α
Γ(2α+ 1)
+
bτEβ(−x
β)t2α
Γ(2α + 1)
−
bEβ(−x
β)t2α
Γ(2α+ 1)
+
dτ2Eβ(−x
β)t2α
Γ(2α+ 1)
,
(120)
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u13 = −
bEβ(−x
β)t3α
Γ(3α+ 1)
,
u23 =
bδτ2Eβ(−x
β)t3α
Γ(3α+ 1)
−
bδτEβ(−x
β)t3α
Γ(3α+ 1)
+
bδEβ(−x
β)t3α
Γ(3α+ 1)
+
bτ2Eβ(−x
β)t3α
Γ(3α+ 1)
−
bτEβ(−x
β)t3α
Γ(3α+ 1)
+
bEβ(−x
β)t3α
Γ(3α+ 1)
+
dτ3Eβ(−x
β)t3α
Γ(3α+ 1)
,
u14 =
bEβ(−x
β)t4α
Γ(4α+ 1)
,
u24 =
bδτ3Eβ(−x
β)t4α
Γ(4α+ 1)
−
bδτ2Eβ(−x
β)t4α
Γ(4α + 1)
+
bδτEβ(−x
β)t4α
Γ(4α+ 1)
−
bδEβ(−x
β)t4α
Γ(4α+ 1)
+
bτ3Eβ(−x
β)t4α
Γ(4α+ 1)
−
bτ2Eβ(−x
β)t4α
Γ(4α+ 1)
+
bτEβ(−x
β)t4α
Γ(4α + 1)
−
bEβ(−x
β)t4α
Γ(4α+ 1)
+
dτ4Eβ(−x
β)t4α
Γ(4α + 1)
,
... (121)
Hence, the series solution of time and space fractional PDE (115) along with
the initial conditions (116) is given by
u1(x, t) = Eβ(−x
β)−
bEβ(−x
β)tα
Γ(α+ 1)
+
bEβ(−x
β)t2α
Γ(2α+ 1)
−
bEβ(−x
β)t3α
Γ(3α + 1)
+
bEβ(−x
β)t4α
Γ(4α+ 1)
− · · · .
u2(x, t) = Eβ(−x
β) +
bδEβ(−x
β)tα
Γ(α+ 1)
+
bEβ(−x
β)tα
Γ(α+ 1)
+
dτEβ(−x
β)tα
Γ(α+ 1)
+
bδτEβ(−x
β)t2α
Γ(2α+ 1)
−
bδEβ(−x
β)t2α
Γ(2α+ 1)
+
bτEβ(−x
β)t2α
Γ(2α + 1)
−
bEβ(−x
β)t2α
Γ(2α+ 1)
+
dτ2Eβ(−x
β)t2α
Γ(2α+ 1)
+
bδτ2Eβ(−x
β)t3α
Γ(3α+ 1)
−
bδτEβ(−x
β)t3α
Γ(3α+ 1)
+
bδEβ(−x
β)t3α
Γ(3α+ 1)
+
bτ2Eβ(−x
β)t3α
Γ(3α+ 1)
−
bτEβ(−x
β)t3α
Γ(3α+ 1)
+
bEβ(−x
β)t3α
Γ(3α + 1)
+
dτ3Eβ(−x
β)t3α
Γ(3α+ 1)
+
bδτ3Eβ(−x
β)t4α
Γ(4α + 1)
−
bδτ2Eβ(−x
β)t4α
Γ(4α + 1)
+
bδτEβ(−x
β)t4α
Γ(4α + 1)
−
bδEβ(−x
β)t4α
Γ(4α+ 1)
+
bτ3Eβ(−x
β)t4α
Γ(4α+ 1)
−
bτ2Eβ(−x
β)t4α
Γ(4α+ 1)
+
bτEβ(−x
β)t4α
Γ(4α+ 1)
−
bEβ(−x
β)t4α
Γ(4α + 1)
+
dτ4Eβ(−x
β)t4α
Γ(4α+ 1)
+ · · · .(122)
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The compact form solution of the time and space fractional system (115-116)
is
u1(x, t) = bEα(−t
α)Eβ(−x
β),
u2(x, t) =
(
dEα(τt
α) + b
( 1 + δ
1 + τ
)[
Eα(τt
α)− Eα(−t
α)
])
Eβ(−x
β),
τ 6= 1. (123)
Note that for α = β = 1 solutions (123) matches with as discussed in [19].
Example 6.4 Consider the following time and space fractional system of
PDEs
∂α1u1
∂tα1
=
∂3βu22
∂x3β
+ η
∂2β
∂x2β
(
u21
∂βu2
∂xβ
)
,
∂α2u2
∂tα2
=
∂3βu21
∂x3β
+ ζ
∂2β
∂x2β
(
u22
∂βu1
∂xβ
)
, t > 0, 0 < α1, α2, β ≤ 1, (124)
where η, ζ 6= 0 are arbitrary constants, along with the initial conditions
u1(x, 0) = a+ bx
β, u2(x, 0) = c+ dx
β, a, b, c, d ∈ R. (125)
Taking the Sumudu transform of both sides of Eqns. (124)
S
[∂α1u1
∂tα1
]
= S
[∂3βu22
∂x3β
+ η
∂2β
∂x2β
(
u21
∂βu2
∂xβ
)]
,
S
[∂α2u2
∂tα2
]
= S
[∂3βu21
∂x3β
+ ζ
∂2β
∂x2β
(
u22
∂βu1
∂xβ
)]
. (126)
Using the property of Sumudu transform (14), we get
S[u1(x, t)] = u1(x, 0) + ω
α1S
[∂3βu22
∂x3β
+ η
∂2β
∂x2β
(
u21
∂βu2
∂xβ
)]
,
S[u2(x, t)] = u2(x, 0) + ω
α2S
[∂3βu21
∂x3β
+ ζ
∂2β
∂x2β
(
u22
∂βu1
∂xβ
)]
. (127)
Taking inverse Sumudu transform of both sides of Eqns. (127)
u1(x, t) = S
−1[u1(x, 0)] + S
−1
(
ωα1S
[∂3βu22
∂x3β
+ η
∂2β
∂x2β
(
u21
∂βu2
∂xβ
)])
,
u2(x, t) = S
−1[u2(x, 0)] + S
−1
(
ωα2S
[∂3βu21
∂x3β
+ ζ
∂2β
∂x2β
(
u22
∂βu1
∂xβ
)])
.
(128)
In view of the recurrence relation (97)
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u10 = S
−1[u1(x, 0)] = a+ bx
β ,
u20 = S
−1[u2(x, 0)] = c+ dx
β,
u11 = S
−1
(
ωα1S
[∂3βu220
∂x3β
+ η
∂2β
∂x2β
(
u210
∂βu20
∂xβ
)])
,
=
ηb2dΓ(β + 1)Γ(2β + 1)tα1
Γ (α1 + 1)
,
u21 = S
−1
(
ωα2S
[∂3βu210
∂x3β
+ ζ
∂2β
∂x2β
(
u220
∂βu10
∂xβ
)])
,
=
ζbd2Γ(β + 1)Γ(2β + 1)tα2
Γ (α2 + 1)
,
u1n = 0, n ≥ 2,
u2n = 0, n ≥ 2. (129)
Thus, the exact solution of the fractional system (124) alsong with initial
conditions (125) is given by
u1(x, t) = a+ bx
β +
ηb2dΓ(β + 1)Γ(2β + 1)tα1
Γ (α1 + 1)
,
u2(x, t) = c+ dx
β +
ζbd2Γ(β + 1)Γ(2β + 1)tα2
Γ (α2 + 1)
. (130)
7 Conclusions
Sumudu transform iterative method is developed by combining Sumudu
transform and DGJM [4]. This approach is suitable for getting exact solu-
tions of time and space FPDEs and as well as systems of them. We demon-
strate its applicability by solving a large number of non-trivial examples. Al-
though combinations of Sumudu transform with other decomposition meth-
ods such as HPM and ADM have been proposed in the literature[7, 8], the
combination of Sumudu transform with DGJM gives better and more effi-
cient method as we do not need to construct homotopy or find Adomian
polynomials.
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