Aquatic ecosystems face several major challenges from the introduction and invasion of species, to overfishing. In order to better manage these situations, we need predictive models, where diverse scenarios can be simulated and tested. One key challenge to address is how to quantify the relationships between single-species disturbances and their multispecies effects. Mapping the spread of direct and indirect effects in food webs helps to link species to communities. Since food webs are complex networks of interactions, it is typically not easy to make predictions, so modelling and simulation may help to reveal general patterns. In food web simulations, one can quantify the effects of local perturbations on other species, i.e., community response. This may provide information about the relative importance of individual species and it is also useful to assess the vulnerability of the whole community to local changes. However, community response can be measured in several ways and various response functions give different results. In order to better understand their similarities and differences, we present a comparative study on a reasonable set of community response functions in food web simulations. These results contribute to build more predictive, multi-species models for systems-based conservation and management.
INTRODUCTION
Food web models provide a toolkit to study the relationship between species (or trophic groups) and communities. In order to better understand this relationship, structural (Dunne et al., 2002) and dynamical (Jordán et al., 2008) sensitivity analysis can be performed on food web models. The global (i.e., community-wise) effects or local (i.e. species-specific) disturbances can be simulated and quantified in several ways. These models can help to better understand several actual threats to aquatic ecosystems, including the appearance of introduced and invasive species, overfishing and local extinction of species. In all these cases, there is a major change concerning one focal species and effects spread out in the interaction network, influencing directly and indirectly many other species. In order to assess the effects on the whole community, we need general, predictive modelling tools. This way, we can better understand keystone species, indirect relationships, functional diversity and the vulnerability of communities.
A central question is how do the effects of singlespecies perturbations (deletions) cascade across the network? The community effects of individual species may depend on their network position (Pimm, 1980) : this can be quantified by several network metrics (ranging from the number of neighbours to trophic height), quantifying how richly they are connected to others and where they are in the network. Our key question is how to compare structural and dynamical predictions on the role individual species play in food webs.
METHODS
We consider here a food web simulation model, based on differential equations, where the community response is measured in various ways, following the disturbance of particular species. The model is as simple as possible, so we can focus on the pure differences between response functions, i.e. how to best measure the multi-species effects of single-species perturbations. Our modelling framework is very general, applicable to ecological systems where trophic interactions dominate community dynamics (for example, open-water systems with a relatively low intensity of competition and non-trophic effects).
Generating networks and a dynamical simulation model
We investigated 1000 randomly generated networks. By using some restrictions, they are similar and therefore comparable with a previously analysed network (Móréh et al., 2018) , which is based on a real food web (Jordán et al., 2009; Lin et al., 2004) . The constraints and the common features were the following: all webs contain 15 trophic groups (3 producers and 12 consumers); there is constant number (36) of links between them; the number of top predators and trophic levels were maximized (max top ≤ 3, max TL ≤ 4). This a simple model, suitable for dynamical analysis, representing basically a food web with low trophic resolution at lower levels and higher trophic resolution at higher levels. It remains for future studies to see how the aggregation procedure (i.e., describing microorganisms at higher details, see D'Alelio et al., 2016 D'Alelio et al., , 2019 Jordán et al., 2018) can possibly change the results.
Beyond these structural constraints our other criterion was the dynamical stability of the networks, and their robustness against perturbations. Since the investigation of extinctions was out of our purposes, we looked for networks where all groups coexist during the whole N o n -c o m m e r c i a l u s e o n l y simulation process, none of them extinct even in the course of perturbations.
We modelled the dynamic behaviour of the networks in the same way as we did in Móréh et al. (2018) . The dynamics can be described as follows:
(eq. 1)
where B i means the biomass of species i, the consumption of the consumers can be characterised by a Holling type-III functional response (h = 2), where ω i is the relative consumption rate of species i when consuming ρ, B 0 means the half-saturation density. The relative consumption rates are set to be proportional to the number of preys (ω i = 1/n).
The increase function of the basal species (i ≤ 3) is described by the logistic growth model, where r i and K i are the intrinsic growth rate and the carrying capacity, respectively. The external mortality rates (d i ) of the basal species are set to 0. The increase and decrease of the consumer species (i > 3) depend only on the intensity of consumption of their predators and their preys (r i = K i = 0), and the external mortality rate, which is set to 0.1 for all consumers.
Since our purpose was to focus on the impact of network topology on dynamics, so we didn't model the consumption and conversion rates explicitly, but assumed the strength of a predator-prey link (ε) proportional to the number of preys (ε = 1/n). For the sake of the same cause, the parameters (even the mortality rates) were fixed, only the different distributions of the links between the groups determinate the topology, thus the dynamics, too.
The process of dynamical simulations had 3 main parts. First, the integration of the system (Hindmarsh et al., 2005) until it settled to a fixed point; if any of the species is extinct, the integration was terminated and the adjacency-matrix was casted off.
Second, if all species reached a fixed point and coexisted, we made a preliminary stability analysis on the system by arbitrary changing the biomass-values of all species. After the system returned to the original equilibrium after this pulse perturbation event, we made a systematic perturbation process on all consumers (the producers were part of the dynamical system but their community effects were not evaluated). We changed the mortality rate (d i ) of the species in question increasing it by 10%. This analysis can be considered as a press perturbation experiment (sensu Bender et al. (1984) ).
Third, if the system is robust against all perturbation events (there is no extinction), not only the adjacencymatrix of the network, but also the biomass-values registered before and after all perturbation events are hold and stored.
Community response indices
We are interested in the effect of perturbing species i on the ecosystem including it, thus we have to make a relationship between the original and the perturbed state of the system. However, only one species is perturbed, all others' state changes; the whole system is settled to a new equilibrium state. In our modelling framework, we consider the biomass of species but also abundance could have been used (as another, measurable, quantitative trait).
All species "answer" to the perturbation event by its own biomass-change; thus, the community response (CR) to the perturbation of the ith species (CR i ) can be determined as the sum of all these answers. There is not a single formula used to determine the response of community to any kind of perturbations, but more different approaches exist and are used in parallel. The investigated types and their variants are summarized in Tab. 1.
"Functional importance index" (FI i ) is defined by Hurlbert (1997) , and calculates the summation of the differences of biomass-values measured before and after perturbation. This fact discriminates this index from all others discussing below, since the difference gives information about the net changes in a numerical way, but gives less information about the order of magnitude of the changes. All indices discussed further calculate the rate of biomasses, which, however, shows the measure of the changes, not the exact numerical values of them.
"Interaction strength index" (ISI i ) used by Okey (2004) calculates simply the sum of the rates of biomassvalues after and before perturbation. Thus, this index takes not only the measure of the changes into account, but inherently the direction of the changes, too. "Paine's interaction strength" (PI i , (Paine, 1992) ) can be derived from Okey's interaction strength index by subtracting 1 from the rates calculated in ISI i . In fact, these indices are complements of each other: while the ISI i gives the exact rate of the biomass-values, the PI i shows the measure of changes. In addition, PI i enables to ignore the sign of changes by calculating absolute values (Tab. 1).
The next two indices incorporate a further aspect, namely the concept of keystone species considering its core meaning: "A keystone species is one whose effect is large, and disproportionally large relative to its abundance" (Power et al., 1996) . The index named "keystoneness" (KN i ) is also derived from ISI i divided it by the percent of the system's overall living biomass represented by group i before it was perturbed (Okey, 2004) .
The "community importance index" (CI i ) also provides an index of the impact of a species relative to its biomass N o n -c o m m e r c i a l u s e o n l y (Power et al., 1996) . It calculates the sum of the opposite (sign) of the real value of the change of all species divided by the percent of the overall biomass of the groups represented by species i before it was perturbed.
Although all discussed indices are based on the comparison of the biomass-values before and after the perturbation event, and the summation of the changes of each groups, there are two important points of view, that discriminate the four variants of them (columns in Tab. 1): i) taking the sign of the biomass-changes of every single species into account or not; ii) taking the self-effect of the perturbed species into account or not (this means feedback: if a particular species is disturbed, effects spread in the network and indirect chain effects can influence the disturbed species later again, looping back to it). An additional distinction between the different types of CRindices is, whether they incorporate the original biomass of the perturbed species (considering the keystoneconcept), or not.
Structural network indices
In order to quantify the position of individual species in food webs, we calculated 18 structural importance indices that are summarized in Tab. 2. For detailed description of the indices see Móréh et al. (2018) .
Although all of the 18 indices express the positional importance in some wise, they differ from each other, too. There are local indices not taking indirect effects into account (e.g., D), while there are meso-scale or non-local indices (e.g., centralities). The topological importance indices consider binary interactions, others (e.g., WI) can quantify weighted webs. While some of them (e.g., s, K) characterise directed networks, others do undirected ones (e.g., D).
Correlation analysis
We used the non-parametric Spearman's rank correlation test to investigate the connection between the different CR-functions. Beyond that we studied the correlations of CRs both with the measures of self-effects and the different structural network indices. Its purpose was to investigate the consistency of the relationships between the indices and the different types and variants of CRs. Since we were interested in the strength of correlations, not the sign of them, we used the absolute values of the ρ-values for further analysis. We considered a connection strong if |ρ| ≥ 0.5.
RESULTS

Correlation between the different response functions
In Tab. 3, we summarize not only the strengths of correlations (|ρ|) between the different response functions, but also between the measure of self-effects or original biomass-value of the perturbed species and the CRI-types. We considered the correlation stronger if |ρ| ≥ 0.5.
Investigating the relationships between the different variants within the same type we can see that the indices calculated with or without self-effect (in grey in Tab. 3) Tab. 1. Summary of all investigated indices: the main types re shown in rows, while the different variants are collected in columns. B i bef and B i aft denote the biomass values before and after the perturbation event; %B i bef is the percentage of the affecting consumer in the whole system before it was perturbed (%B bef = (B i /Σ n 1 B j )x100,n = 15). The original form of each types used in the literature are highlighted with grey background; variants calculated with self-effect (i ∈ N, where N = {1...15}) are marked with star. sign ignored with sign References and variants of CRIs (indices possibly considering sign and or self-effect), we can see that the correlation can be stronger if the compared indices take sign into account inherently (ISI i , KN i ) or are calculated without absolute value (PI i , CI i ).
In case of indices can be calculated with or without sign (FI i , PI i , CI i ), the correlation is stronger if sign is ignored (e.g., |FI i | vs. |PI i |) regardless of ignoring self-effects or not. The question is whether an index uses the difference or the rate of biomass-values measured before and after the perturbation event. FI i -indices use the difference of these, thus, it is strongly dependent on the original values of not only the perturbed (B i ), but also the all other species' biomass. FI i (calculated with sign and with selfeffect) is and exception: its correlation is very weak with the original percentage of the perturbed species' biomass. Using the rate of the biomasses makes the changes independent of the real biomass-values, these indices emphasizes the measure of the changes. |FI i |* and |PI i |* show the strongest correlations with any types of selfeffects, while the CI i -type indices correlate stronger only with the rate-types of self-effects (excepting CI i *, which is, however, in stronger correlation with the original percentage of the perturbed species' biomass). While ISI i shows a moderate correlation with the strength of selfeffects, dividing it by %B i bef deteriorates this connection by including the dependency of the original amount of the perturbed species (KN i ).
The difference between the variants within the same type can be enlightened also by comparing the 12,000 original values of each types (1000 networks, 12 perturbation events). Fig. 1A shows the difference of the indices calculated with and without self-effect. The largest impact of self-effect can be seen in cases of KN i and ISI i , while the CI i -indices show smaller difference in this regard. The variants with self-effect are almost always greater than the variants ignoring it, except FI i and PI i , where this difference is always negative (marked with grey boxes in Fig. 1) .
Investigating the differences between the variants calculated with or without taking sign into account, we get that the variants without sign are always greater than the variants calculated with absolute value (Fig. 1) . It means that using sign always underestimates the strength of perturbation effects because of the changes with opposite sign cancelling each other out.
Correlation between the different CR-and structural network indices
The results of the comparison of the different CRIvalues and the structural indices of each investigated networks are shown in Fig. 2 . First of all, there is a conspicuous difference between two groups of network indices. While the centrality indices (CC, BC), the unweighted versions of topological importance indices (TI n ), the keystone index (K) and its components referring the direct or indirect effects for a node (K dir , K indir ) show very weak connection with almost all types of CR-indices, the status-indices (s, s', ∆s) , the weighted versions of topological importance indices (WI n ) and the degree (wD), and the components of keystone index quantifying the bottom-up and the top-down effects of a node (K bu , K td ) show higher average correlation strength; in case of some particular indices the connection is quite strong.
Examining the different response-indices more carefully we can see that the types ignoring not only the sign of changes but also the original percentage of the perturbed species (|FI i |, |FI i |*, |PI i |, |PI i |*) show the strongest correlations with all network indices belonging the group that show higher average correlation with the response-indices. In this regard, the self-effect of the perturbed species does not matter. Taking sign into account the strength of correlations is rather moderate, or weak in some cases, and the differences also are much smaller. Moreover, ignoring not only the keystone concept (%B bef ) but also the self-effects causes a bit stronger correlation.
When sign is ignored, calculating with %B bef (|CI i | and |CI i |*) can increase the correlation values to a bit higher level in case of some network indices referring also to some aspects of keystoneness (e.g. K, K dir ), but these strengths remain still rather weak. In contrast with that, in case of status indices the strength of correlations is much higher, albeit not as strong as ignoring %B bef .
All in all, in case of the structural indices showing stronger correlations, the strength is influenced much more by sign than self-effect. However, the difference of variants with or without self-effect is not as unambiguous as in case of the sign, the averages of correlation-values in cases where self-effects are ignored are higher.
DISCUSSION
Considering the powers and the limits of these different formulas of community response functions we can choose the one that suits our purposes best. If our study is confined only the investigation of a single food web, in respect of the way of comparison it does not matter whether we use a formula using the difference or the rate of the biomass-values. Although neither the exact numerical difference nor the rate of change can handle the two important point of view of a change together: a large difference doesn't mean large rate of change if the original biomass is high enough, in the same way, small difference can give both small and large rate depending on the original values. Despite that in case of studying more networks it might be more useful comparing only the magnitude of changes between the different networks increasing the comparability of the results.
Likewise, the inclusion of self-effect in the sum is determined by the current question. In case of rate-type CR-functions the correlations between the two variants are very good. In case of functional importance indices there can be larger differences between the results calculated by the two ways because of the higher dependency of the original biomass-values of the perturbed species (that is supported by the higher correlations with the percentage of it; Tab. 3).
If the investigation of the connections between the species' structural positions and any changes in a trait of them (say the biomass) is among the purposes of a study, including or ignoring self-effects has no particular impact on the strength of correlations; although the values without self-effects are higher in general, the differences are very small.
All in all, from this point of view, the question of ignoring sign is much more important than ignoring selfeffect, or even more calculating the difference or the rate of biomasses. Calculating with sign underestimates the net measure of changes because of changes with opposite sign can cancel out each other. Theoretically, it is possible that while a corresponding CR-index gives the result of 0, the whole structure of the ecosystem changes. Since there are indices, that inherently take sign into account (ISI i , KN i ), it is better to use a form with an equivalent "structure" (e.g., PI i instead of ISI i ).
This problem can also lead up to different conservation biology approaches. Comparing small negative and large positive effects, we can understand if it is better to minimize our impact on nature (small negative better than large positive) or to implement positive effects (large positive better than small negative). Choosing a response function that does not provide information about increase or decrease of population size, only about the change in population size is supported by a conservation philosophy suggesting that minimizing the human impact (size of change) might be preferred over trying to help natural systems (direction of change).
CONCLUSIONS
The community-wide effects of single-species perturbations can be modelled, simulated and measured. Mapping the spread of effects in food webs is possible from several approaches, including a general bottom-up vs top-down comparison (Stäbler et al. 2019) , in singlenode vs pairwise perturbation simulation studies (Móréh et al. 2018) or in single-node vs multi-node structural analyses . Linking individual species to communities may also consider reproductive systems (D'Alelio 2017), trait-based aggregation protocols or the relationship between carbon fluxes and interaction strengths (Scotti et al. 2012) . Better databases, including long-term ecological data (D'Alelio et al. 2016) provide a robust empirical basis for ecosystem modelling (D'Alelio et al. 2019 ) and all these approaches may contribute to multi-species, system-based conservation efforts and fisheries management.
Some results presented in this paper contributes to more predictive modelling. Based on Tab. 3, we see, for example, that simulating the effects of overfishing does not need to consider self-effects (feedback) if the sign (good or bad effect) of the interaction is not considered, only its magnitude (big or small effect). If signs are considered, however, calculating self-effects can be important for predictability. Fig. 2 suggests that the best structural predictions can be achieved when neither effect sign nor initial biomass are considered. In this case, weighted and possibly also indirect structural indices are the best ones to predict systems dynamics. These hints help to offer predictive simulation models for fisheries in aquatic ecosystems. 
